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ABSTRAK
Indonesia merupakan negara maritim dengan garis pantai terpanjang nomor dua di dunia. Indonesia
memiliki luas wilayah laut 5,8 juta km2 dan luas wilayah daratan 1,9 juta km2. Menurut Kementrian
Kelautan dan Perikanan (KKP) di Indonesia kebutuhan garam pertahunnya terus mengalami
peningkatan. Pada tahun 2020 kebutuhan garam nasional jauh meningkat menjadi 4,2 juta ton
dengan rincian 1,6 juta ton untuk konsumsi rumah tangga dan 2,6 juta ton untuk industri. Beberapa
faktor yang mempengaruhi rendahnya produksi garam dalam negeri, yaitu perubahan iklim,
lemahnya distribusi dan pemasaran garam, dan tidak memadainya jumlah petambak garam. Untuk
meningkatkan produksi garam dalam negeri, maka perlu dilakukannya klasifikasi produksi garam
untuk mengetahui daerah penghasil garam paling tinggi dan paling rendah. Klasifikasi dilakukan
dengan menggunakan metode PNN dan BPNN. Data yang digunakan yaitu data produksi garam
nasional tahun 2011-2013 dengan atribut id, kabupaten, param garam, luas lahan, dan produksi.
Selanjutnya yaitu menentukan kriteria yang paling berprioritas pada atribut dengan menggunakan
C4.5. Adapun kriteria prioritas yang diperoleh yaitu produksi dengan nilai gain 0,606. Untuk
mendapatkan hasil akurasi terbaik dilakukan pembagian data training dan data testing menggunakan
K-Means Clustering. Selanjutnya dilakukan klasifikasi menggunakan 2 metode, yaitu PNN dan
BPNN dengan kelas target tinggi, sedang, dan rendah. PNN memperoleh akurasi sebesar 10,52%
dan BPNN memperoleh akurasi sebesar 98,20%, dengan learning rate 0,598, dan momentum 0,58.
Kata Kunci: BPNN, C4.5, K-Means Clustering, PNN, Produksi Garam.
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ABSTRACT
Indonesia is a maritime country with the second longest coastline in the world. Indonesia has a sea
area of 5.8 million km2 and land area of 1.9 million km2. According to the Ministry of Maritime
Affairs and Fisheries (KKP) in Indonesia, the annual need for salt continues to increase. In 2020,
the need for national salt has significantly increased to 4.2 million tons, detailing 1.6 million tons for
household consumption and 2.6 million tons for industry. Several factors influence the low domestic
salt production, namely climate change, weak distribution and marketing of salt, and inadequate
number of salt farmers. To increase domestic salt production, it is necessary to do a classification
of salt production to determine the highest and lowest salt producing regions. Classification is done
using the PNN and BPNN methods. The data used are national salt production data in 2011-2013
with the attributes id, district, salt parameters, land area, and production. Next, determine the
criteria that prioritizes the most by using C4.5. The priority criteria obtained are production with
a gain value of 0.606. To get the best accuracy, the training data and testing data are distributed
using K-Means Clustering. Furthermore, classification is done using 2 methods, namely PNN and
BPNN with high, medium, and low target classes. PNN gained an accuracy of 10.52% and BPNN
gained an accuracy of 98.20%, with a learning rate of 0.598, and a momentum of 0.58.
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Indonesia merupakan negara maritim yang memiliki garis pantai terpan-
jang kedua di dunia dengan luas wilayah laut 5,8 juta km2 dan luas wilayah
daratan 1,9 juta km2 (KKP, 2011). Pada tahun 2010, Direktur Impor Kementrian
Perdagangan Indonesia mengatakan, Indonesia masih mengimpor garam sebanyak
150 ribu ton untuk memenuhi kebutuhan masyarakat (Hidayat, 2011). Di Indonesia
kebutuhan garam pertahunnya terus meningkat. Tahun 2010 kebutuhan garam
nasional sebanyak 2,2 juta ton garam dengan rincian 1 juta ton garam untuk
kebutuhan konsumsi dan 1,2 juta ton garam untuk kebutuhan industri kimia dan
industri pangan (Adiraga dan Setiawan, 2014). Menurut Kementrian Kelautan
dan Perikanan (KKP), pada tahun 2020 kebutuhan garam nasional jauh meningkat
menjadi 4,2 juta ton dengan rincian 1,6 juta ton untuk konsumsi rumah tangga dan
2,6 juta ton untuk industri.
Ketidakmampuan para petani garam Indonesia untuk memenuhi kebutuhan
garam dalam negeri merupakan salah satu faktor mengapa Indonesia mengimpor
garam. Adapun beberapa faktor yang mempengaruhi tidak tercapainya produksi
garam dalam negeri, yaitu perubahan iklim di Indonesia, lemahnya distribusi dan
pemasaran garam di Indonesia, dan tidak memadainya jumlah petambak garam
di Indonesia (Adiraga dan Setiawan, 2014). Indonesia merupakan negara di Asia
Tenggara yang dilintasi oleh garis khatulistiwa dan berada diantara Samudra Pasi-
fik dan Samudra Hindia serta diantara benua Asia dan benua Australia. Indonesia
termasuk kedalam wilayah yang sering mengalami perubahan iklim, seperti curah
hujan, naiknya permukaan air laut, perubahan suhu udara. Perubahan iklim ini
mengakibatkan terjadinya banjir dan kekeringan di Indonesia.
Produksi garam Indonesia sangat bergantung kepada kondisi cuaca dan
iklim disepanjang tahun. Jika terjadi musim panas pendek akan berdampak secara
langsung, seperti menurunnya produksi garam nasional dan produktivitas lahan di
Indonesia. Hal ini disebabkan karena proses produksi garam nasional dilakukan
dengan cara menguapkan air laut yang dipompa pada lahan pegaraman. Kondisi
cuaca menjadi salah satu penentu dalam pencapaian target produksi garam nasional.
Evaporasi air garam dapat tercapai jika didukung oleh cahaya matahari serta
bantuan rekayasa iklim mikro pada areal pegaraman, khususnya angin, curah hujan,
suhu, dan kelembaban (Kumala dan Sugiarto, 2012).
Selain di pengaruhi oleh cuaca dan iklim, faktor lain yang menyebabkan
tidak tercapainya produksi garam dalam negeri ialah pada lemahnya distribusi dan
pemasaran garam dalam negeri. Proses pendistribusian dan pemasaran garam di
Indonesia kurang efisien, hal ini dikarenakan lahan garam yang berada di pinggir
pantai dan lokasi yang terpencil serta akses terbatas. Sehingga ini menjadi salah
satu faktor penyebab rendahnya harga garam yang diterima oleh petambak garam.
Harga yang didapatkan oleh petambak garam jauh lebih rendah jika dibandingkan
dengan harga pasaran yang didapatkan oleh konsumen. Rendahnya harga di tingkat
petambak garam akan menyebabkan menurunnya daya tarik petambak garam dalam
memproduksi garam, sehingga ketergantungan Indonesia terhadap garam impor se-
makin meningkat (Widiarto, Hubeis, dan Sumantadinata, 2013). Lemahnya dis-
tribusi dan pemasaran garam juga dikarenakan tidak memadainya jumlah petambak
garam yang ada.
Pada tahun 2011, pemerintah melalui KKP berupaya meningkatkan
produksi garam nasional dengan mendorong petambak untuk melaksanakan usaha
garam melalui program Pemberdayaan Usaha Garam Rakyat (PUGAR). KKP
menetapkan sembilan kabupaten seluas 15.033 ha sebagai sentra PUGAR, yaitu
Indramayu, Cirebon, Pati, Rembang, Sampang, Sumenep, Pamekasan, Tuban dan
Nagekeo. Adapun perkembangan produksi garam di Indonesia terjadi secara
fluktuatif. Pada tahun 2015 terjadi peningkatan produksi garam nasional dari tahun
sebelumya yaitu sebanyak 2,8 juta ton garam, kemudian terjadi penurunan produksi
garam secara drastis pada tahun 2016 menjadi 118 ribu ton. Pada tahun berikut-
nya terjadi peningkatan produksi garam secara signifikan hingga tahun 2019 dengan
jumlah produksi garam nasional sebanyak 2,9 juta ton yang dapat dilihat pada grafik
produksi garam nasional pada Gambar 2.2.
Berdasarkan data statistik pertumbuhan produksi garam nasional tahun
2019, daerah yang paling banyak menghasilkan garam ialah Jawa Timur dengan
jumlah produksi garam sebanyak 1 juta ton. Untuk meningkatkan produksi garam
dalam negeri, maka perlu dilakukannya pengelompokkan produksi garam dalam
negeri. Hal ini bertujuan untuk mengetahui daerah yang memiliki potensi paling
banyak menghasilkan garam dan daerah yang paling sedikit menghasilkan garam.
Pada penelitian ini data utama yang digunakan ialah data produksi garam nasional
tahun 2011-2013 yang dapat dilihat pada Lampiran A. Data diperoleh dari KKP,
PUGAR, dan Badan Pusat Statistik (BPS) yang sudah terverifikasi serta digunakan
untuk rakor swasembada garam. Adapun atribut yang terdapat pada data, yaitu id,
kabupaten penghasil garam, nama provinsi yang menghasil garam, param garam,
tahun, luas lahan penghasil garam, produksi garam, dan produktivitas garam.
Dengan adanya pengklasifikasian ini nantinya dapat diketahui daerah yang
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paling banyak memproduksi garam serta daerah yang paling sedikit mempro-
duksi garam di Indonesia yang ditentukan berdasarkan kelas produksi garam,
dengan target kelas tinggi, sedang, dan rendah. Untuk daerah yang diketahui
paling banyak menghasilkan garam di Indonesia dapat ditingkatkan lagi produksi
garam pada tahun berikutnya dengan tetap memperhatikan faktor-faktor yang dapat
mempengaruhi lemahnya produksi garam. Untuk daerah yang diketahui paling
sedikit menghasilkan garam di Indonesia, perlu dilakukan peninjauan kembali
mengenai penyebab rendahnya produksi garam.
Sebelum dilakukannya pengklasifikasian, terlebih dahulu dilakukannya
perbandingan beberapa atribut atau kriteria yang terdapat pada data produksi garam.
Hasil dari perbandingan yaitu berupa skala prioritas, artinya atribut yang manakah
yang paling berprioritas pada data produksi garam di Indonesia. Salah satu metode
yang dapat digunakan untuk menentukan skala prioritas adalah Metode C4.5 (Sari
dan Saro, 2018). C4.5 merupakan salah satu metode decision tree yang paling
efektif untuk melakukan klasifikasi (Chauhan dan Chauhan, 2013). Metode C4.5
juga merupakan salah satu metode machine learning yang digunakan untuk mem-
bangun sebuah pohon keputusan untuk menentukan skala prioritas pada data.
Dengan menggunakan Metode C4.5 komputer akan mengelompokkan data untuk
dipelajari (learning dataset), kemudian hasil dari pembelajaran selanjutnya akan
digunakan untuk mengolah data-data yang baru (dataset) (Sari dan Saro, 2018).
Untuk mendukung keberhasilan pengklasifikasian produksi garam di Indonesia
nantinya perlu dilakukan pengelompokkan dataset menjadi dua bagian, yaitu data
training dan data testing yang dapat mewakili sebaran data. Adapun metode
yang dapat digunakan untuk pembagian data ialah Metode K-Means Clustering
(Mustakim, 2017).
K-Means Clustering merupakan algoritma tanpa pengawasan dan algoritma
pengelompokkan yang efektif dan fleksibel terhadap alagoritma lainnya (Rahmani,
Pal, dan Arora, 2014). K-Means Clustering juga merupakan salah satu metode
pengelompokkan data non hierarki yang mempartisi data kedalam dua atau lebih
kelompok. Untuk data yang memiliki karakteristik yang sama dimasukkan kedalam
satu kelompok yang sama, sedangkan data yang memiliki karakteristik berbeda
akan dikelompokkan kedalam kelompok lain (Asroni, Fitri, dan Prasetyo, 2018).
Dalam penelitian ini Metode K-Means Clustering digunakan untuk pembagian data
training dan data testing, karena dengan menggunakan metode tersebut penyebaran
data cluster dapat seimbang. Untuk melakukan klasifikasi dapat digunakan metode
Probabilistic Neural Network (PNN) (Saputri, Wahono, dan Suhartono, 2015).
PNN merupakan metode klasifikasi yang menggunakan fungsi probabilistic,
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tidak membutuhkan dataset yang besar dalam tahap pembelajarannya, serta
memiliki kelebihan yaitu dapat dapat mengatasi waktu pelatihan yang lama dan
sulitnya pada perancangan arsitektur jaringan (Saputri dkk., 2015). Kelebihan
lain dari algoritma PNN ialah pada kemudahannya dalam memodifikasi jaringan
ketika dilakukan penambahan atau pengurangan data pelatihan yang digunakan
(Andriyanto dan Melita, 2013). Untuk menghasilkan akurasi yang tinggi, maka
dilakukan perbandingan antara Metode PNN dan Metode Artifical Neural Network
(ANN).
ANN merupakan jaringan yang dibuat dengan meniru jaringan syaraf
manusia yang dilengkapi oleh struktur dan cara kerja otak dan sel syaraf manusia
untuk memecahkan berbagai macam masalah (Wahyuningsih, Zuhroh, dkk., 2008).
Salah satu metode ANN yang memiliki kemampuan tinggi untuk memecahkan
masalah kompleks adalah Backpropagation Neural Network (BPNN). BPNN
merupakan teknik populer neural network yang menggunakan pola penyesuaian
bobot untuk mencapai nilai kesalahan output yang minimum secara bertahap selama
proses pembelajaran (Andrijasa dan Mistianingsih, 2016).
Penelitian terdahulu terkait dengan pemilihan kriteria berprioritas dilakukan
oleh Sari dan Saro (2018) untuk mengetahui lokasi yang menjadi prioritas dalam
pelaksanaan penyuluhan program berencana dengan kriteria yang dipertimbangkan
yaitu usia, pekerjaan, dan kelurahan serta kelas prioritas yang terdiri dari prioritas
dan tidak prioritas. Adapun kriteria yang berprioritas yaitu usia dengan nilai
gain 0,292 dan nilai akurasi yakni 99,5% dan termasuk pada kelas prioritas.
Penelitian terdahulu terkait dengan clustering dilakukan oleh Asroni dkk. (2018)
dalam mengelompokkan data calon mahasiswa baru di Universitas Muhammadiyah
Yogyakarta. Peneliti mengelompokkan data berdasarkan jurusan dengan sistem
pengambilan keputusan menggunakan k-means untuk mendapatkan hasil yang
terbaik.
Pada penelitian terdahulu terkait dengan klasifikasi menggunakan metode
PNN yang dilakukan oleh Wicaksana, Yasin, dan Sudarno (2016) untuk klasifikasi
data rekam medis di Balai Kesehatan Kementerian Peridustrian Jakarta. Hasil
klasifikasi dengan metode PNN pada 41 data uji yaitu terdapat sebanyak 23 pasien
yang diklasifikasikan ke dalam kelas 1 (negatif diabetes) dan 18 pasien diklasifika-
sikan ke dalam kelas 2 (positif diabetes). Pada penelitian terdahulu terkait dengan
klasifkasi menggunakan metode BPNN yang dilakukan oleh Sanjaya, Priyatno,
Yanto, dan Afrianty (2018) untuk mengklasifikasikan penyakit Diabetik Retinopati.
Jumlah data yang digunakan adalah sebanyak 612 citra yang terdiri dari 153 data
pada setiap kelas. Berdasarkan hasil pengujian yang telah dilakukan, akurasi
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tertinggi yang didapatkan ialah 56,25% dengan ukuran citra 2440x1448 pixel,
dengan persentase perbandingan data latih dan data uji 95%:5% dan learning rate
0,01.
Pada penelitian terdahulu terkait dengan klasifikasi menggunakan
perbandingan metode PNN dan metode BPNN yang dilakukan oleh Syahputra
dan Harjoko (2011) untuk mengklasifikasikan varietas tanaman Kelengkeng
berdasarkan morfologi daun. Hasil pengujian dengan menggunakan metode PNN
didapatkan tingkat kecocokan sebesar 33,3%. Sedangkan hasil pengujian dengan
menggunakan metode BPNN yang menggunakan 10 hidden layer, jumlah iterasi
1000, lr 0,1 dengan MSE 0,90 didapatkan nilai akurasi sebesar 46,154%, dimana
akurasi ini menunjukkan tingkat akurasi yang cukup baik.
Berdasarkan pada latar belakang masalah dan penelitian terdahulu terkait
dengan klasifikasi, maka pada penelitian ini menggunakan metode PNN dan ANN
yaitu BPNN untuk klasifikasi produksi garam di Indonesia.
1.2 Perumusan Masalah
Rumusan masalah pada penelitian ini adalah bagaimana menerapkan
metode PNN dan BPNN untuk mengklasifikasi produksi garam di Indonesia.
1.3 Batasan Masalah
Adapun batasan masalah yang terdapat didalam penelitian tugas akhir ini
ialah sebagai berikut:
1. Data yang digunakan ialah data produksi garam di Indonesia tahun 2011-
2013 dengan jumlah data sebanyak 414 record.
2. Data bersumber dari KKP, PUGAR, dan situs dataset data.go.id.
3. Atribut yang digunakan yaitu Id, kabupaten, param garam, luas lahan, dan
produksi.
4. Kriteria prioritas di tentukan dengan menggunakan Metode C4.5.
5. Target yang akan dicapai ialah tinggi, sedang, dan rendah.
6. Untuk pembagian data training dan data testing menggunakan Metode K-
Means Clustering.
7. Penelitian ini menggunakan tools Ms. Excel, Rapidminer versi 9.0, dan
Python versi 3.7.4.
8. Text editor yang di gunakan yaitu Visual Studio Code (vscode) 1.39.1.
1.4 Tujuan
Adapun tujuan dari penelitian ini ialah menerapkan metode Probabilistic
Neural Network (PNN) dan Backpropagation Neural Network (BPNN) untuk
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mendapatkan metode terbaik dalam pengklasifikasian produksi garam di Indonesia.
1.5 Manfaat
Adapun manfaat dari penelitian ini ialah sebagai berikut:
1. Mengetahui tingkat akurasi tertinggi dari metode Probabilistic Neural
Network (PNN) dan Backpropagation Neural Network (BPNN) dalam
pengklasifikasian produksi garam di Indonesia.
2. Mengetahui daerah yang paling banyak menghasilkan garam dan daerah
yang paling sedikit menghasilkan garam.
1.6 Sistematika Penulisan
Sistematika penulisan laporan tugas akhir ini disusun agar pembuatan
laporan dapat lebih terstruktur dan lebih mudah difahami. Adapun sistematika
penulisan tersebuat adalah sebagai berikut:
BAB 1. PENDAHULUAN
BAB 1 pada penelitian tugas akhir ini berisi tentang: (1) latar belakang
masalah; (2) rumusan masalah; (3) batasan masalah; (4) tujuan; (5) manfaat; dan
(6) sistematika penulisan.
BAB 2. LANDASAN TEORI
Bab 2 pada penelitian tugas akhir ini berisi uraian tentang teori-teori yang
terkait dengan penelitian, seperti: (1) pengumpulan data; (2) proses data; (3) penge-
nalan pola; (4) garam; (5) curah hujan; (6) tambak garam; (7) Pemberdayaan Usaha
Garam Rakyat (PUGAR); (8) C4.5; (9) K-Means Clustering; (10) Probabilistic
Neural Network (PNN); (11) Artifical Neural Network (ANN); (12) Backpropa-
gation Neural Network (BPNN); dan (13) penelitian terdahulu.
BAB 3. METODOLOGI PENELITIAN
Bab 3 pada penelitian tugas akhir ini berisi tentang metodologi penelitian,
diantaranya: (1) tahap perencanaan; (2) pengumpulan data; (3) preprocessing data;
dan (4) dokumentasi.
BAB 4. ANALISA DAN HASIL
Bab 4 pada penelitian tugas akhir ini berisi tentang: (1) analisis pen-
dahuluan; (2) penentuan kriteria; (3) pengumpulan data; (4) preprocessing data;
(5) menentukan kriteria berprioritas menggunakan C4.5; (6) pembagian data
menggunakan Metode K-Means Clustering; (7) klasifikasi menggunakan PNN;
(8) klasifikasi menggunakan BPNN; (9) perbandingan akurasi PNN dan BPNN;
(10) analisis hasil metode yang digunakan; (11) analisis sosial demografi terkait
produksi garam di Indonesia; dan (12) analisis hubungan penelitian dengan Orang,
Organisasi, dan Proses Bisnis (OOP).
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BAB 5. PENUTUP






Data mining adalah disiplin ilmu yang bertujuan untuk menemukan,
menggali pengetahuan berbentuk pola yang masih tersembunyi di dalam data
(Susanto dan Suryadi, 2010). Data mining merupakan serangkaian proses
mendapatkan pengetahuan atau pola dari kumpulan data. Data mining dapat
memecahkan permasalahan dengan menganalisis data yang telah ada di dalam
database (Witten dan Frank, 2002). Data mining dapat dibagi menjadi beberapa
kelompok berdasarkan tugas yang dilakukan Larose dan Larose (2006). Adapun
pembagian kelompoknya ialah sebagai berikut:
1. Deskripsi
Terkadang peneliti dan analisis secara sederhana ingin mencoba mencari
cara untuk menggambarkan pola dan kecendrungan yang terdapat dalam
data.
2. Estimasi
Estimasi hampir sama dengan klasifikasi, kecuali variabel target estimasi
lebih ke arah numeric dari pada ke arah kategori.
3. Prediksi
Prediksi hampir sama dengan klasifikasi dan estimasi, kecuali bahwa dalam
prediksi nilai dari hasil akan ada di masa mendatang.
4. Klasifikasi
Klasifikasi merupakan suatu tindakan untuk memberikan kelompok pada
setiap keadaan. Dimana pada setiap keadaan berisi sekelompok atribut.
Dalam klasifikasi terdapat target variabel kategori.
5. Pengklusteran (Clustering)
Clustering merupakan suatu metode untuk mencari dan mengelompokkan
data yang memiliki kemiripan karakteriktik (similarity) antara satu data
dengan data yang lain. Clustering adalah salah satu metode data mining
yang bersifat bebas atau tanpa arahan (unsupervised).
6. Asosiasi
Tugas asosiasi dalam data mining adalah menemukan atribut yang muncul
dalam suatu waktu. Di dalam dunia bisnis yang lebih sering dikenal dengan
analisis keranjang belanja.
7. Regression
Metode regression merupakan metode yang serupa dengan metode
classification, adapun yang membedakannya ialah metode regression tidak
bisa mencari pola yang dijabarkan sebagai kelas (class). Regression ber-
tujuan untuk mencari pola dan menentukan sebuah nilai numeric.
8. Forecasting
Forecasting merupakan teknik perkiraan dengan mengambil sederetan
angka yang menunjukkan nilai dan kemudian akan menghubungkan nilai
masa depan dengan menggunakan bermacam-macam teknik machine-
learning dan teknik statistic yang berhubungan dengan musim, trend, dan
noise pada data.
2.2 Proses Data (Preprocessing Data)
Preprocessing data merupakan suatu proses yang dilakukan untuk mengolah
data mentah menjadi data yang berkualitas (input yang baik dalam data mining).
Adapun menurut Ridwan, Suyono, dan Sarosa (2013) langkah-langkah utama yang
terdapat dalam proses data yaitu:
1. Pembersihan Data (Data Cleaning)
Tahapan pembersihan data merupakan tahap awal yang harus dilakukan.
Seluruh atribut pada dataset selanjutnya akan diseleksi untuk mendapatkan
atribut-atribut yang berisi nilai yang relavan. Tidak missing value dan tidak
redundant, dikatakan missing value apabila atribut-atribut dalam dataset
tidak berisi nilai atau kosong, sementara itu data dikatakan redundant jika
dalam satu dataset yang sama terdapat lebih dari satu record berisi nilai
yang sama.
2. Transformasi Data
Data diubah atau digabung ke dalam format yang sesuai untuk diproses
dalam data mining.
3. Normalisasi (Normalization)
Normalisasi adalah proses transformasi dimana sebuah atribut numeric
diskalakan dalam range yang lebih kecil seperti -1,0 sampai 1,0, atau 0,0





Secara umum pengenalan pola merupakan suatu ilmu untuk mengklasifi-
kasikan atau menggambarkan sesuatu berdasarkan pengukuran kuantitatif ciri fitur
atau sifat utama dari suatu obyek. Pola sendiri adalah suatu entitas yang terdefinisi
dan dapat di identifikasikan serta diberi nama. Pola juga merupakan kumpulan
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hasil pengukuran atau pemantauan yang bisa dinyatakan dalam notasi vektor atau
matriks. Teknik pengenalan pola merupakan salah satu komponen penting dari
mesin atau sistem cerdas yang digunakan baik untuk mengolah data maupun dalam
pengambilan keputusan (Putra, Adi, dan Isnanto, 2013).
2.4 Garam
Garam adalah suatu benda berupa padatan berwarna putih seperti kristal
yang merupakan kumpulan dari senyawa dengan bagian terbesar Natrium Chlori-
da (lebih dari 8%) serta senyawa lainnya seperti Magnesium Chlorida, Magnesium
Sulfat, Calcium Chlorida, dan lain-lain. Garam mempunyai sifat atau karakteristik
yang mudah menyerap air, tingkat kepadatan (bulk density) sebesar 0,8 sampai
dengan 0,9 dan titik lebur pada tingkat suhu 801oC (Adiraga dan Setiawan, 2014).
Garam dapat dibedakan menjadi dua, yaitu garam konsumsi yang digunakan untuk
konsumsi rumah tangga serta industri makanan dan garam industri yang digunakan
untuk industri perminyakan, obat-obatan, pembuatan soda, pembuatan kulit, dan
klorida (Kumala dan Sugiarto, 2012).
Proses produksi garam di lahan tambak dimulai dengan membagi lahan
menjadi beberapa petakan yaitu petak tempat penyimpanan air muda, petak
peminihan, dan petak kristalisasi. Tahapan pembuatan garam dilakukan dengan
Pengeringan Lahan peminihan dan lahan kristalisasi, Pemasukan air laut ke petak
penyimpanan air muda, pemasukan air ke petak peminihan (waduk), Pemasukan
air laut ke lahan kristalisasi, dan pengambilan kristal garam yang telah berumur
antara 3-10 hari. Alat yang digunakan untuk membuat garam ini terdiri dari silinder
pemadat tanah yang terbuat dari kayu, penggaruk, dan keranjang untuk memungut
garam. Hasil garam yang telah dipanen disimpan digudang penyimpanan yang ada
di lokasi tambak atau disimpan di gudang yang ada di rumah serta ada juga yang
langsung dijual kepada pengepul. Para pengepul kemudian menjualnya ke pabrik
garam atau industri yang membutuhkan. Ada pula petambak garam yang langsung
menjual ke pabrik garam rakyat yang kemudian diolah menjadi garam bata (briket)
beryodium. Pembuatan garam briket dilakukan dengan cara pencucian garam,
pencetakan garam menjadi briket, pengovenan garam briket dan pengepakan garam
briket. Proses produksi garam yang disarankan adalah dengan metode kristalisasi
bertingkat, yakni model pembaruan dari metode konvensional. Proses ini sudah
dilakukan oleh PT. Garam (Persero) yaitu:
1. Persiapan lahan
Persiapan lahan meliputi perbaikan saluran dan tanggul-tanggul kolam,
serta penghalusan dasar kolam.
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2. Pengaliran air laut kedalam kolam
Pengaliran air laut kedalam kolam pengumpul (tandon) dilakukan untuk
pengendapan pertama kurang lebih 14-15 hari sampai konsentrasi air garam
mencapai 10 oBe.
3. Mengalirkan larutan air garam (brine)
Larutan air garam dialirkan ke kolam-kolam setelah beberapa hari diendap-
kan dan mengalami peningkatan konsentrasi. Dengan demikian dibuat em-
pat seri kolam penguapan dengan target konsentrasi berbeda-beda. Ketika
konsentrasi air garam mencapai konsentrasi 24,5 oBe larutan garam dipin-
dahkan ke kolam pemekatan sehingga mencapai konsentrasi 29,5 oBe
namun tidak boleh lebih dari 30,5 oBe sebab kualitas garam akan menurun
pada konsentrasi tersebut. Pemindahan brine dari satu kolam ke kolam lain
melewati pintu-pintu air. Pengukuran konsentrasi brine harus dilakukan
dengan menggunakan alat yang disebut baumeter. Proses penguapan air
garam di lahan peminihan umumnya berlangsung selama 70 hari.
4. Kolam kristalisasi
Kolam kristalisasi telah dipersiapkan sebelum garam pekat dari kolam pe-
mekatan dipindahkan ke kolam kristalisasi.
5. Proses pungutan
Pungutan dilakukan saat umur kristal garam 10 hari secara rutin, pengaisan
garam dilakukan hati-hati dengan ketebalan air meja cukup atau 3–5 cm.
6. Proses pencucian
Pencucian bertujuan untuk meningkatkan kandungan NaCl dan mengurangi
unsur Mg, Ca, SO4 dan kotoran lainnya. Air pencuci garam semakin bersih
dari kotoran akan menghasilkan garam cucian lebih baik atau bersih. Pada
proses ini biasanya berat garam akan susut sekitar 50%
7. Setelah proses pencucian lalu dikeringkan dan ditimbun di gudang untuk
nantinya proses produksi garam konsumsi atau industri.
Adapun statistik perkembangan produksi garam di Indonesia dapat dilihat
pada Gambar 2.1 dan prediksi produksi garam tahun 2020 dapat dilihat pada
Gambar 2.2.
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Gambar 2.1. Statistik Garam Nasional 2019
Gambar 2.2. Grafik Produksi Garam Indonesia
2.5 Curah Hujan
Curah hujan merupakan salah satu faktor penentu produksi garam nasional
(Hernanto dan Kwartatmono, 2001). Hal ini dikarenakan produksi garam nasional
pada sentra-sentra garam masih bersifat tradisional, maka berbagai parameter iklim
sangat menentukan keberhasilan dari produksi garam. Secara garis besar kondisi
iklim yang menjadi persyaratan pada saat produksi garam menurut Hernanto dan
Kwartatmono (2001), yaitu:
1. Kecilnya curah hujan setiap tahunnya. Adapun curah hujan setiap tahunnya
antara 1000-1400 mm.
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2. Terjadinya musim kemarau dan kekeringan dalam waktu yang panjang.
Lama musim kemarau dan keringan terjadi berikisar antara minimal 4-5
bulan.
3. Cukupnya penyinaran matahari dan suhu. Semakin panas suatu daerah,
maka penguapan air laut akan semakin cepat.
4. Memiliki persentase kelembaban udara yang rendah atau kering. Semakin
kering udara di suatu daerah, maka akan semakin cepat penguapan terjadi.
5. Bergantungnya proses produksi garam pada laju evaporasi air garam.
Adapun faktor-faktor iklim yang perlu diperhatikan saat produksi garam
untuk meningkatkan laju evaporasi air garam, yaitu:
1. Kelembaban udara yang dapat meningkatkan laju evaporasi. Jika kelemba-
ban tinggi, laju evaporasi menjadi rendah karena kejenuhan udara akan lebih
cepat tercapai.
2. Radiasi surya yang dapat meningkatkan energi panas untuk evaporasi.
3. Angin yang berfungsi menggantikan udara jenuh dengan udara belum jenuh
untuk mendukung terjadinya evaporasi.
Panjangnya musim kemarau memberikan dampak secara langsung terhadap
produksi garam nasional. Angin, udara, dan suhu juga dapat mempengaruhi ke-
cepatan dalam penguapan air. Hal ini dikarenakan semakin besar penguapan,
maka akan semakin besar juga jumlah kristal garam yang mengendap. Sedangkan
distribusi intensitas curah hujan dan pola hujan rata rata setiap tahunnya dapat
dijadikan sebagai indikator yang berkaitan erat dengan panjangnya musim, dimana
proses keseluruhannya akan mempengaruhi daya penguapan pada air laut.
2.6 Tambak Garam
Tambak garam merupakan salah satu faktor penentu dari produksi garam
nasional. Semakin luas tambak garam yang digarap, maka semakin besar juga
jumlah produksi garam yang dihasilkan. Adapun ukuran lahan tambak garam dapat
dinyatakan dengan hektar (ha) atau are (Rachman, 2011).
2.7 Pemberdayaan Usaha Garam Rakyat (PUGAR)
Pemberdayaan Usaha Garam Rakyat (PUGAR) merupakan program pem-
berdayaan masyarakat yang difokuskan pada kesempatan kerja dan peningkatan
kesejahteraan bagi petambak garam nasional. Adapun fungsi dari PUGAR ialah
untuk memperkuat kapasitas petambak garam masyarakat pesisir, memperku-
at lembaga dan stakeholder pada sektor garam nasional. Tujuan dari adanya
PUGAR ialah untuk menanggulangi kemiskinan bagi petambak garam nasional
serta meningkatkan produksi dan kualitas produksi garam nasional. Tujuan terbe-
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sarnya ialah mendukung program swasembada garam nasional yakni swasembada
garam konsumsi pada tahun 2012 dan garam industri 2014. Fokus PUGAR terarah
pada peningkatan kesempatan kerja dan kesejahteraan bagi petambak garam dan
terdapat empat isu strategis yang menyebabkan pelaksanaan PUGAR, yaitu:
1. Isu kelembagaan yang menyebabkan rendahnya kuantitas dan kualitas
garam rakyat.
2. Isu permodalan yang menyebabkan para petambak garam terutama dalam
kategori kecil dan penggarap terjerat pada bakul, tengkulak dan juragan.
3. Isu regulasi yang menyebabkan lemahnya keberpihakan dan proteksi
pemerintah pada sektor garam rakyat, sehingga usaha garam rakyat menjadi
tidak prospektif dan marketable.
4. Isu tata niaga garam rakyat yang sangat liberalistik dengan tidak adanya
penetapan standar kualitas dan harga dasar garam rakyat, sehingga terjadi
deviasi harga yang sangat tinggi di tingkat produsen petambak garam dan
pelaku pasar, serta terjadinya penguasaan kartel perdagangan garam di
tingkat lokal.
Tujuan Program PUGAR Tahun 2011 adalah:
1. Memberdayakan kelembagaan sosial, budaya, dan ekonomi masyarakat
petambak garam untuk pengembangan kegiatan usahanya.
2. Meningkatkan kemampuan usaha kelompok masyarakat petambak garam.
3. Meningkatkan akses kelembagaan masyarakat petambak garam kepada
sumber permodalan, pemasaran, informasi, serta ilmu pengetahuan dan
teknologi.
4. Meningkatkan kesejahteraan dan kesempatan kerja masyarakat petambak
garam.
5. Terbentuknya sentra-sentra usaha garam rakyat di lokasi sasaran.
6. Meningkatkan kerjasama kemitraan dengan stakeholders terkait.
7. Tercapainya Swasembada Garam Nasional dengan target pencapaian
swasembada garam konsumsi pada tahun 2012 dan pencapaian swasembada
garam industri pada tahun 2015.
Total anggaran pelaksanaan Program PUGAR tahun 2011 sebesar Rp. 90
miliar dan memiliki target yaitu terbentuknya 750 kelompok masyarakat petam-
bak garam, tercapainya produksi garam konsumsi sebanyak 180 ribu ton, serta
tersalurnya Bantuan Langsung Masyarakat (BLM) PUGAR Tahun 2011 sebesar
Rp. 76 miliar untuk kebutuhan sarana dan prasarana kelompok petambak garam.
PUGAR tahun 2011 telah dilaksanakan di 40 kabupaten atau kota yang memiliki
lahan potensi usaha garam rakyat.
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Dari 40 kabupaten atau kota penerima PUGAR, terdapat 8 kabupaten atau









Sedangkan sisanya sebanyak 32 kabupaten atau kota merupakan kabupaten
atau kota penyangga produksi garam rakyat. Latar belakang PUGAR adalah prog-
ram pemerintah yaitu swasembada garam konsumsi pada tahun 2012 dan garam
industri 2014 yang dilaksanakan di 40 kabupaten atau kota pada 10 Provinsi
dengan anggaran Rp. 90 miliar. Melalui PUGAR, produktifitas lahan garam akan
ditingkatkan dari 60 ton/ha menjadi 80 ton/ha dengan penambahan target produksi
sebanyak 349 ribu ton. Serta diharapkan akan meningkatkan pendapatan petambak
garam rakyat sebesar 15% (KKP, 2011).
2.8 C4.5
C4.5 merupakan salah satu metode machine learning pengembangan dari
Algoritma ID3 yang digunakan untuk membangun sebuah pohon keputusan untuk
menentukan skala prioritas pada data (Sari dan Saro, 2018). Metode C4.5 secara
rekursif mengunjungi tiap simpul keputusan, memilih percabangan optimal, sampai
tidak ada cabang lagi yang mungkin dihasilkan (Rahmayuni, 2014). Algoritma
ini juga merupakan salah satu algoritma decision tree yang dinilai paling efektif
untuk melakukan klasifikasi (Chauhan dan Chauhan, 2013). C4.5 ialah salah
satu algoritma machine learning, dengan Algoritma C4.5 komputer akan diberikan
sekelompok data untuk dipelajari yang disebut learning dataset (Jantan, Hamdan,
dan Othman, 2010), kemudian hasil dari pembelajaran selanjutnya akan digunakan
untuk mengolah data-data yang baru yang disebut test dataset.
Kelebihan utama Algoritma C4.5 yaitu dapat membuat pohon keputusan
(decision tree) yang efisien, menangani atribut tipe diskrit dan tipe diskrit-numeric,
mudah untuk diinterprestasikan dan memiliki tingkat akurasi yang dapat diterima.
Sedangkan kelemahan dari Algoritma C4.5 salah satunya terdapat di skalabilitas
yaitu data training hanya dapat digunakan dan disimpan secara keseluruhan pada
waktu yang bersamaan di memori (Han, Kamber, dan Pei, 2012). Adapun secara
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umum tahapan-tahapan Algoritma C4.5 untuk membangun pohon keputusan adalah
sebagai berikut:
1. Memilih atribut sebagai akar
2. Buat cabang untuk masing-masing nilai
3. Bagi kasus dalam cabang
4. Ulangi proses untuk masing-masing cabang sampai semua kasus pada
cabang memiliki kelas yang sama.
Untuk memilih atribut sebagai akar yaitu didasarkan pada nilai gain
tertinggi dari atribut-atribut yang ada. Adapun rumus yang dapat digunakan untuk










N: Jumlah Partisi Atribut A
|Si|: Jumlah Kasus Pada Partisi ke-i
|S|: Jumlah Kasus Dalam S





−Pi× log2 Pi (2.3)
Dengan:
S: Himpunan Kasus
N: Jumlah Partisi Dalam S
Pi: Proporsi Dari Si Terhadap S
Proses pengulangan pada Algoritma C4.5 ini akan berhenti apabila:
1. Semua data telah terbagi dengan rata
2. Tidak ada lagi atribut yang bisa dibagi
3. Tidak ada data record dalam cabang yang kosong
2.9 K-Means Clustering
K-Means Clustering merupakan salah satu metode pengelompokkan data
non-hierarki yang mempartisi data yang ada ke dalam dua atau lebih bentuk
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kelompok sehingga data yang berkarakteristik sama dimasukkan ke dalam satu
kelompok yang sama dan data yang memiliki karakteristik berbeda di kelompokkan
ke dalam kelompok lain. Adapun tujuan dari dilakukannya pengelompokkan data
ialah untuk meminimalkan fungsi objektif yang telah di set dalam suatu kelompok
dan memaksimalkan variasi antar kelompok (Prasetyo, 2012). Langkah-langkah
yang terdapat pada Metode K-Means Clustering dapat di uraikan sebagai berikut:
1. Tentukan nilai k sebagai jumlah cluster yang ingin dibentuk
2. Inisialisasi k sebagai centroid awal secara acak
3. Hitung jarak setiap data ke masing-masing centroid yang dapat dilihat pada
Persamaan 2.4.
DL2 (x2−×x1) =|| x2− x1 ||1 (2.4)
Untuk menghitung jarak menggunakan persamaan Euclidean Distance
dapat dilihat pada Persamaan 2.5.
DL2 (x1− x2) =|| x1− x2 ||2
√√√√ p∑
j=1
(x2 j− x1 j)2 (2.5)
4. Kelompokkan setiap data berdasarkan pada jarak terdekat antara data
dengan centroidnya (cluster).
5. Tentukan posisi centroid baru (k).
6. Kembali ke langkah 3 jika posisi centroid baru tidak sama dengan centroid
lama.
2.10 Probabilistic Neural Network (PNN)
Metode yang digunakan sebagai pengklasifikasi merupakan bagian dari
klasifikasi terawasi (supervised) seperti: Probabilistic Neural Network (PNN)
(Specht, 1990). PNN merupakan Artificial Neural Network (ANN) yang digunakan
untuk melakukan perhitungan non-liner dengan mengestimasi probabability den-
sity function (PDF) dari dataset menggunakan parzen probability density estima-
tion. Arsitektur PNN versi Specht telah dimodifikasi untuk mengkategorikan teks
sehingga dapat memiliki kelas label lebih dari satu (multi-label) kategori kelas yang
paling cocok ditentukan oleh keluaran summation layer berdasarkan pada thresholdt
yang telah ditentukan (Ciarelli, Oliveira, Badue, dan De Souza, 2009). Jika hasil-
nya lebih besar dari treshold maka text tersebut masuk ke dalam kategori keluaran
summation layer dan sebaliknya. Arsitektur PNN awal dan yang telah dimodifikasi
tersebut dapat dilihat pada Gambar 2.3.
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Gambar 2.3. Arsitektur PNN
Jaringan syaraf tiruan probabilistic tergolong dalam pembelajaran terawasi
(supervised learning) karena keluaran yang diharapkan telah diketahui sebelumnya
dan merupakan model yang dibentuk berdasarkan penaksir fungsi peluang. PNN
terdiri dari 4 arsitektur, diantaranya lapisan masukan (input layer), lapisan pola
(pattern layer) untuk menghitung jarak antara data testing terhadap data training,
lapisan penjumlahan (summation layer) untuk menghitung rata-rata perkelas, dan
lapisan keluaran (output layer) untuk menentukan keputusan kelas akhir (Nurbaiti,
Midyanti, dkk., 2017). Model ini memberikan unjuk kerja pengklasifikasian
yang sangat baik dan cepat dalam pelatihan karena dilakukan hanya dalam satu
tahap pelatihan. Metode Bayes untuk mengklasifikasikan pola menggunakan suatu
aturan pengambilan keputusan yang meminimalkan risiko yang dihadapi. Misal-
kan terdapat n kelas, C0, C1, C2, . . . , Cn-1; diasumsikan pola yang diamati
adalah variabel acak x dengan m-dimensi dan fungsi padat peluang bersyarat x, bila
diketahui bahwa pola tersebut berasal dari kelas Ck, dinotasikan dengan p(x/Ck).
Dengan menerapkan aturan pertama dari Bayes, dapat ditulis peluang berikutnya
dari variabel x pada kelas Ck dapat dilihat pada Persamaan 2.6.
Pr (Ck | x) = Pr (X |Ck)Pr (Ck)p(x) (2.6)
Keputusan dari masalah tersebut dapat diformulasikan dengan cara yang
lebih umum untuk meminimalkan resiko yaitu dengan meminimalkan peluang.
Aturan keputusan Bayes dalam kasus ini cukup sederhana untuk menentukan ke-
las Ck, yaitu dengan memilih Pr(x/Ck) yang paling besar yang dapat dilihat pada
Persamaan 2.7.










Model jaringan syaraf tiruan probabilistic yang dibuat oleh Cain memper-
bolehkan setiap kelas memiliki parameter penghalus, σk, yang berbeda satu dengan
yang lain dan menerapkan algoritma belajar yang baru untuk memperoleh σk secara
otomatis. Apabila tiap kelas memiliki parameter yang memiliki fungsi peluang
dapat dilihat pada Persamaan 2.8.
P(x |Ck) = 1
(2pi) m2 σ
m
k | (ck) |∑






∑: jumlah pola latih pada kelas Ck;
m: merupakan dimensi vektor pola masukan;
wi: adalah vektor bobot pada pola latih ke-i.
Adapun cara untuk meghitung nilai akurasi yaitu dengan membagi nilai
benar dan jumlah data kemudian dikali dengan 100% (Wicaksana dkk., 2016).
2.11 Artifical Neural Network (ANN)
Model ANN pertama kali dikenalkan oleh Mc. Culloh dan Pitts
sebagai komputasi aktivitas syaraf. Hasil karyanya kemudian menjadi arah bagi
penelitian di bidang ini pada masa berikutnya. Model ANN ini telah banyak
diimplementasikan pada berbagai bidang keilmuan untuk melakukan prediksi atau
peramalan ANN adalah sebuah alat permodelan data statistik nonlinier yang
dapat digunakan untuk memodelkan hubungan yang kompleks antara masukan dan
keluaran untuk menemukan pola-pola. ANN merupakan sekelompok jaringan saraf
(neuron) buatan yang menggunakan model komputasi untuk pemrosesan informasi
berdasarkan pendekatan terhubung pada komputasi (Rochmad, 2015). Terdapat
tiga jenis model ANN, yaitu Multilayer Perceptron (MLP), Radial Basis Func-
tion (RBF), dan Kohonen Network. ANN berkembang sedemikian hingga dite-
mukan berbagai macam metode dan aturan pembelajaran. Untuk kepentingan
aplikasi, manusia memilih fungsifungsi dan hubungan antar neuron tidak ter-
lalu terikat oleh jaringan biologis yang nyata. Hal ini mempercepat penemuan-
penemuan teknik komputasi berbasis ANN yang handal. Sebuah ANN yang
berorientasi pada aplikasi memiliki tiga karakteristik. Pertama, bersifat adaptif.
Artinya, ANN mampu mengubah parameter dan struktur dirinya berdasarkan ma-
sukan yang diberikan, serta menangani masukan yang sebelumnya belum pernah
dikenal sebelumnnya. Kedua, merupakan pemrosesan non linear, fungsi aktivasi
merupakan unit non linear dari ANN. Ketiga, merupakan pemrosesan paralel,
seperti halnya sistem syaraf real jutaan neuron yang dimilikinya bekerja secara
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paralel, sehingga masing-masing melakukan proses secara bersamaan atau simul-
tan menurut (Widiarto dkk., 2013). ANN juga terinspirasi dari kesadaran kom-
pleks dari pemahaman pada otak yang terdiri dari set set neuron yang saling
berhubung secara dekat (Meinanda, Annisa, Muhandri, dan Suryadi, 2009). ANN
merupakan alat bantu yang dapat digunakan secara umum dan dapat diaplikasikan
untuk memprediksi dan klasifikasi (Lestari dan Van Fc, 2017).
2.12 Backpropagation Neural Network (BPNN)
Backpropagation merupakan salah satu algoritma pembelajaran dalam
jaringan syaraf tiruan. Proses pembelajaran dalam backpropagation dilakukan
dengan penyesuaian bobot-bobot jaringan syaraf tiruan dengan arah mundur
berdasarkan nilai error dalam proses pembelajaran (Amrin, 2016). Pada BPNN
terdapat lapisan input, satu atau lebih lapisan tersembunyi dan sebuah lapisan out-
put. Layer terhubung berurutan yang dimulai dari lapisan input kemudian melalui
lapisan tersembunyi dan menuju ke lapisan output. Pada tiap koneksi antar lapisan
mengandung bobot dan setiap lapisan mencakup satu atau lebih neuron. Ide dasar
BPNN yaitu untuk meminimalkan kesalahan output keseluruhan secara bertahap
selama proses pembelajaran (Karlik, 2014). Proses BPNN terdapat 3 fase yaitu
propagasi maju (forward propagation), propagasi mundur (backpropagation) dan
modifikasi bobot yang arsitektur BPNN dapat dilihat pada Gambar 2.4.
Gambar 2.4. Arsitektur BPNN
Adapun flowchart perhitungan BPNN dapat dilihat pada Gambar 2.5,
Gambar 2.6, dan Gambar 2.7.
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Gambar 2.5. Fase I: Propagasi Maju
Gambar 2.6. Fase II: Propagasi Mundur
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Gambar 2.7. Fase III: Perubahan Bobot
Adapun penjelasan dari masing masing fase ialah sebagai berikut:
Fase I: Propagasi Maju (Forward Propagation)
1. Tiap unit input (X, i=1,2,3,. . . ,n) menerima sinyal Xi dan meneruskan sinyal
seluruh lapisan tersembunyi.
2. Tiap lapisan unit tersembunyi (Zi, i=1,2,3,. . . ,p) menjumlahkan sinyal-
sinyal input seperti pada Persamaan 2.9.





Kemudian menerapkan fungsi aktivasi untuk menghitung sinyal outputnya
seperti pada Persamaan 2.10.
Zi = f (Zin j) (2.10)
Setelah itu sinyal dikirim semua ke output.
3. Setiap unit output (Yki K=1,2,3. . . ,m) menjumlahkan bobot sinyal output






Kemudian terapkan fungsi aktivasi untuk menghitung sinyal output seperti
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pada Persamaan 2.12.
Yk = F (yink) (2.12)
Fase II: Propagasi Mundur (Backpropagation)
1. Tiap unit output (Y(k,) k=1,2,3. . . ,m) akan menerima target pola yang
berhubungan dengan input pelatihan, kemudian lakukan hitung error seperti
pada Persamaan 2.13.
δk = (tk− yk) f (yink) (2.13)
f merupakan turunan dari fungsi aktivasi, kemudian hitung koreksi bobot
seperti pada Persamaan 2.14.
4Wjk =∝ δ jZi (2.14)
Kemudian hitung koreksi bias seperti pada Persamaan 2.15.
4W0 j =∝×δk (2.15)
Sekaligus mengirimkan δk ke unit yang berada di lapisan paling kanan.
2. Tiap unit yang tersembunyi (Z(i,i)=1,2,3. . . ,p) menjumlahkan delta input






Kemudian hitung informasi error dengan mengalikan nilai ini dengan tu-
runan fungsi aktivasinya seperti pada Persamaan 2.17.
δ j = δin j f (Zin j) (2.17)
Lalu hitung koreksi bobot seperti pada Persamaan 2.18.
4Vjk = δ×δ j×Xi (2.18)
Kemudian hitung koreksi bias seperti pada Persamaan 2.19.
4V0 j =∝ δ j (2.19)
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Fase III: Perubahan Bobot Bias
1. Setelah unit output (Y(k,) k=1,2,3. . . ,m) dilakukan perubahan bobot output
dan bobot bias (Zj j=1,2,3. . . ,p) seperti pada Persamaan 2.20.
Wjk (baru) =Wjk (lama)+4Wjk (2.20)
Setiap unit tersembunyi (Zj j=1,2,3. . . ,p) dilakukan perubahan bobot input
dan bias (Z(i,) i=1,2,3. . . ,p) seperti pada Persamaan 2.21.
Vi j (baru) =Vi j (lama)+4Vi j (2.21)
2. Pengujian kondisi berhenti.
2.13 Penelitian Terdahulu
Adapun penelitian terdahulu terkait dengan metode yang digunakan ialah
sebagai berikut:
1. Penelitian Metode C4.5
Peneliti: Luvia, Windarto, Solikhun, dan Hartama (2017)
Hasil: Hasil penelitian yang diperoleh disimpulkan bahwa telah di dapat
klasifikasi predikat keberhasilan mahasiswa di Amik Tunas Bangsa Pe-
matang Siantar. Variabel yang memiliki prioritas utama terhadap predikat
keberhasilan mahasiswa adalah mahasiswa yang memilih sesi perkuliahan
pada Pagi hari dan di dukung dengan nilai kehadiran ≥ 50 maka maha-
siswa tersebut mendapatkan predikat cumlaude dibandingkan dengan ma-
hasiswa yang berada di sesi perkuliahan siang dan malam. Pengaruh ini
dapat dilihat dari besarnya semangat belajar mahasiswa pagi yang memiliki
banyak waktu untuk diskusi diluar jam belajar sehingga kepedulian dan ke-
disiplinan mahasiswa tersebut berhak mendapatkan predikat keberhasilan
cumlaude.
2. Penelitian Metode K-Means Clustering
Peneliti: Mustakim (2017)
Hasil: Penelitian dilakukan untuk pembagian data training dan data
testing. Hasil yang diperoleh yaitu pada percobaan menggunakan K-Means
Clustering terhadap KNN yang divalidasi oleh confusion matrix diperoleh
akurasi tertinggi yaitu 93,4%.
3. Penelitian Metode PNN
Peneliti: Wicaksana dkk. (2016)
Hasil: Tujuan dari penelitian ini ialah untuk klasifikasi data rekam medis.
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Hasil klasifikasi PNN pada 41 data uji yaitu terdapat sebanyak 23 pasien
yang diklasifikasikan ke dalam kelas 1 (negatif diabetes) dan 18 pasien di-
klasifikasikan ke dalam kelas 2 (positif diabetes).
4. Penelitian Metode BPNN
Peneliti: Pramunendar, Prabowo, Pergiwati, dan Latifa (2017)
Hasil: Penelitian ini dilakukan untuk klasifikasi jenis kayu. Adapun jenis
kayu yang digunakan yaitu jati, mahoni, mindi, dan sengon. Kerja metode
BPNN dalam klasifikasi jenis kayu memberi nilai akurasi yang baik. Hasil
akurasi yang didapatkan adalah 98.27%. Hasil tersebut didapat dari berba-
gai parameter BPNN yang telah di uji. Hasil pengujian menunjukkan bahwa





Pada bab ini akan dibahas mengenai metodologi penelitian dalam tugas
akhir. Adapun alur ataupun langkah metodologi penelitian dapat dilihat pada
Gambar 3.1.
Gambar 3.1. Metodologi Penelitian
3.1 Tahap Perencanaan
Pada tahapan ini akan dilakukan identifikasi masalah, menentukan tujuan
penelitian, menentukan data yang di perlukan, dan melakukan studi pustaka.
3.1.1 Identifikasi Masalah
Identifikasi masalah merupakan suatu kegiatan untuk mendeskripsikan
permasalahan yang akan di jadikan sebagai latar belakang pada laporan tugas
akhir. Permasalahan dalam penelitian ini berasal dari produksi garam yang ada
di Indonesia.
3.1.2 Menentukan Tujuan Penelitian
Menentukan tujuan penelitian merupakan suatu kegiatan untuk menjelaskan
tujuan dari permasalahan yang di angkat sebagai topik penelitian pada tugas akhir,
sehingga hasil akhir nantinya dapat bermanfaat dan dapat menambah wawasan bagi
peneliti serta yang membacanya. Untuk menentukan tujuan, terlebih dahulu peneliti
harus memahami pentingnya kestabilan dalam produksi garam di Indonesia serta
akibat yang akan di timbulkan dari produksi garam yang tidak stabil di Indonesia.
3.1.3 Menentukan Data Penelitian
Menentukan data peelitian merupakan suatu kegiatan untuk memastikan
data apa yang di perlukan terkait dengan permasalahan pada produksi garam di
Indonesia yang telah di identifikasi sebelumnya. Data yang di perlukan yaitu data
produksi garam di Indonesia yang mengalami penurunan.
3.1.4 Studi Pustaka
Pada studi pustaka kegiatan yang dilakukan yaitu mencari teori-teori
maupun referensi yang berkaitan dengan produksi garam di Indonesia. Tujuan di-
lakukannya studi pustaka ialah untuk mengetahui teori-teori atau penelitian terdahu-
lu apa yang dapat digunakan untuk menyelesaikan permasalahan yang akan diteliti
serta dapat dijadikan sebagai dasar referensi yang kuat bagi peneliti.
3.2 Pengumpulan Data
Pengumpulan data merupakan suatu kegiatan untuk mendapatkan data yang
di perlukan. Pada tahapan ini peneliti melakukan studi pustaka terkait produksi
garam di Indonesia. Peneliti memperoleh data yang bersumberkan dari KKP dan
juga dari situs dataset yaitu data.go.id. Dimana data yang digunakan ialah data
produksi garam di Indonesia pada tahun 2011-2013.
3.3 Preprocessing Data
Preprocessing data merupakan suatu proses yang pengolahan data dengan
menggunakan metode yang telah ditentukan, yaitu Metode C4.5 untuk menentukan
kriteria, k-means clustering untuk pembagian data, serta PNN dan BPNN untuk
pengklasifikasian data. Adapun tahapan preprocessing data dapat dilihat pada
Gambar 3.2.
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Gambar 3.2. Tahapan Preprocessing Data
3.3.1 Knowledge Discovery Database (KDD)
Berikut merupakan langkah-langkah yang dilakukan pada preprocessing
data, yaitu:
1. Cleaning
Beberapa langkah yang dapat dilakukan pada fase cleaning yaitu
melengkapi data, menghapus data duplikat, data kosong dan yang
menghasilkan noise.
2. Transformasi
Pada tahapan ini peneliti mengubah data berupa huruf yang ada pada setiap
atribut menjadi angka. Hal ini bertujuan untuk memudahkan dalam peng-
olahan data.
3. Normalisasi Data
Proses normalisasi merupakan suatu proses dimana sebuah atribut numeric
diskalakan dalam range yang lebih kecil seperti 0 sampai 1.
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3.3.2 Analisis Pengkelasan Menggunakan Metode C4.5
Adapun tahapan analisis pengkelasan menggunakan Metode C4.5 dapat
dilihat pada Gambar 3.3.
Gambar 3.3. Metode C4.5
3.3.3 Pembagian Data Menggunakan Metode K-Means Clustering
Adapun tahapan pembagian data menggunakan Metode k-means clustering
(Rahmani dkk., 2014) dapat dilihat pada Gambar 3.4.
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Gambar 3.4. Metode K-Means Clustering
Pada pembagian data, langkah pertama yang data di cluster menjadi tiga
bagian dengan persentase 70% dan 30%. Masing-masing data pada cluster diambil
70% sebagai data training dan 30% sebagai data testing. Adapun pembagian data
dengan menggunakan metode k-means clustering dapat dilihat pada Gambar 3.5.
Gambar 3.5. Pembagian Data Menggunakan Metode K-Means Clustering
30
3.3.4 Klasifikasi Menggunakan PNN
Adapun tahapan pengklasifikasian dalam metode PNN dapat dilihat pada
Gambar 3.6.
Gambar 3.6. Metode PNN
Adapun penjelasan alur metode PNN ialah sebagai berikut:
1. Pembagian data training dan data testing
Setelah data diproses kemudian data dibagi menjadi 2, yaitu data training
dan data testing. Data training atau data latih merupakan data yang akan
disimpan untuk pelatihan yaitu menggunakan 222 data produksi garam.
Sedangkan data testing atau data uji merupakan data masukan yang akan
dicocokkan dengan data latih. Data yang digunakan yaitu 95 record data
produksi garam di Indonesia. Adapun data training dan data testing diten-
tukan berdasarkan persentase 70% data training dan 30% data testing.
2. Arsitektur dari PNN
Arsitektur PNN terdiri dari 4 layer, yaitu input layer, pattern layer, summa-
tion layer, dan output layer. Adapun penjabaran dari arsitektur pada PNN
adalah sebagai berikut:
(a) Input Layer
Input layer merupakan lapisan masukan yang berisi vektor dari data
uji yang akan dicari keberadaan kelasnya.
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(b) Pattern layer
Pattern Layer berisi vektor data training yang telah diketahui kelasnya.
Pattern layer berfungsi menghitung jarak antara vektor data uji dan
vektor data latih.
(c) Summation layer
Summation layer merupakan jumlah total keseluruhan vektor yang
terdapat pada pattern layer, kemudian vektor tersebut dibagi dengan
2σ2, lalu hasil vektor tersebut dinegatifkan untuk mendapatkan nilai
eksponennya.
(d) Output layer
Output layer adalah mencari nilai maksimum dari output vektor,
kemudian menghasilkan nilai keputusan kelas.
3.3.5 Klasifikasi Menggunakan Metode BPNN
Adapun alur dari metode BPNN dapat dilihat pada Gambar 3.7.
Gambar 3.7. Metode BPNN
Adapun langkah-langkah yang dilakukan dalam metode BPNN ialah
sebagai berikut:
1. Pembagian data training dan data testing
Setelah data diproses kemudian data dibagi menjadi 2, yaitu data training
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dan data testing. Data training atau data latih merupakan data yang akan
disimpan untuk pelatihan yaitu menggunakan 222 data produksi garam.
Sedangkan data testing atau data uji merupakan data masukan yang akan
dicocokkan dengan data latih. Data yang digunakan yaitu 95 record data
produksi garam di Indonesia. Adapun data training dan data testing diten-
tukan berdasarkan persentase 70% data training dan 30% data testing.
2. Input Parameter
Inputkan parameter berdasarkan data training yang telah dibagi
sebelumnya.
3. Hidden Neuron, Galat Tolerance, Learning Rate
Tentukan masing-masing Hidden Neuron, Galat Tolerance, Learning Rate
berdasarkan data sebelumnya.
4. Hidden Layer Activation dan Output Activation
Selanjutnya yaitu tahapan Hidden Layer Activation dan Output Activation
yang ditentukan berdasarkan data sebelumnya.
5. Optimization
Selanjutnya yaitu tahapan optimisasi ataupun proses yang dilakukan untuk
mendapatkan hasil yang optimal.
6. Testing (Backpropagation)
Selanjutnya setelah dioptimisasi dilakukan pengujian data.
7. Perhitungan BPNN
Data diolah serta diproses menggunakan metode BPNN.
8. Hasil
Setelah dilakukan perhitungan menggunakan metode BPNN selanjutnya
didapatkan hasil perhitungannya.
9. Analisis dan evaluasi
Selanjutnya hasil yang telah didapat akan dianalisa dan dievaluasi kembali.
3.4 Dokumentasi
Tahapan dokumentasi merupakan tahapan akhir dari penelitian. Pada
tahapan ini dilakukannya finalisasi laporan, seperti membuat dokumentasi seluruh
kegiatan yang dilakukan pada Tugas Akhir. Adapun hasil akhir dari dokumentasi





Berdasarkan dari analisa dan hasil terhadap klasifikasi produksi garam di
Indonesia yang telah dilakukan dapat diambil beberapa kesimpulan yaitu:
1. Pada Metode PNN didapatkan akurasi sebesar 10,53% dan pada Metode
BPNN didapatkan akurasi sebesar 98,20%. Oleh karena itu pada penelitian
ini Metode BPNN merupakan metode yang terbaik untuk pengklasifikasian
produksi garam di Indonesia.
2. Total produksi garam tahun 2019 sebanyak 2,88 juta ton dengan daerah
penghasil garam terbanyak dari Kabupaten Jawa Timur dan daerah peng-
hasil garam terendah dari Provinsi Aceh.
5.2 Saran
Adapun saran yang dapat di berikan penulis untuk pengembangan
selanjutnya yaitu:
1. Dataset yang digunakan dalam proses pembelajaran sebaiknya dengan
tahun terbaru dengan jumlah record data yang lebih banyak.
2. Penelitian ini hanya sampai dengan tahap menerapkan dua metode pada
klasifikasi produksi garam di Indonesia dan di cari metode terbaiknya,
pada penelitian selanjutnya dapat dilakukan implementasi berupa pembu-
atan sistem dengan menggunakan metode yang terbaik.
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LAMPIRAN A
DATA PRODUKSI GARAM DI INDONESIA
Adapun data awal produksi garam di Indonesia dapat dilihat pada Tabel A.1.














1 Ac. Tmr Aceh Pugar 2011
2 Ac. Tmr Aceh N. Pugar 2011
3 Ac. Tmr Aceh Total 2011
4 Ac. Tmr Aceh Pugar 2012 5 211 40
5 Ac. Tmr Aceh N. Pugar 2012 1 41 35
6 Ac. Tmr Aceh Total 2012 7 252 39
7 Ac. Tmr Aceh Pugar 2013 10 221 23
8 Ac. Tmr Aceh N. Pugar 2013 0 0 0
9 Ac. Tmr Aceh Total 2013 10 221 23
10 Ac. Bsr Aceh Pugar 2011
11 Ac. Bsr Aceh N. Pugar 2011
12 Ac. Bsr Aceh Total 2011
13 Ac. Bsr Aceh Pugar 2012
14 Ac. Bsr Aceh N. Pugar 2012
15 Ac. Bsr Aceh Total 2012
16 Ac. Bsr Aceh Pugar 2013 40 135 3
17 Ac. Bsr Aceh N. Pugar 2013 110 24 0
18 Ac. Bsr Aceh Total 2013 150 159 1
19 Pidie Aceh Pugar 2011
20 Pidie Aceh N. Pugar 2011
21 Pidie Aceh Total 2013 29 3,279 114
22 Pidie Aceh Pugar 2013 22 3,090 137
23 Pidie Aceh N. Pugar 2013 6 189 30
24 Pidie Aceh N. Pugar 2012
25 Pidie Aceh Total 2012
26 Pidie Aceh Total 2011
27 Pidie Aceh Pugar 2012
28 Ac. Utr Aceh Pugar 2011
29 Ac. Utr Aceh N. Pugar 2011
30 Ac. Utr Aceh Total 2011
31 Ac. Utr Aceh Pugar 2012 6 1,793 277
32 Ac. Utr Aceh N. Pugar 2012 55 1,576 29
33 Ac. Utr Aceh Total 2012 61 3,369 55
34 Ac. Utr Aceh Pugar 2013 15 2,262 155
35 Ac. Utr Aceh N. Pugar 2013 0 94 0














36 Ac. Utr Aceh Total 2013 15 2,355 161
37 Cirebon JaBar Pugar 2011 754 56,550 75
38 Cirebon JaBar N. Pugar 2011 750 32,050 43
39 Cirebon JaBar Total 2011 1,504 88,600 59
40 Cirebon JaBar Pugar 2012 2,680 262,231 98
41 Cirebon JaBar N. Pugar 2012 408 27,350 67
42 Cirebon JaBar Total 2012 3,088 289,581 94
43 Cirebon JaBar Pugar 2013 4,074 184,046 45
44 Cirebon JaBar N. Pugar 2013 200 0 0
45 Cirebon JaBar Total 2013 4,274 184,046 43
46 Indramayu JaBar Pugar 2011 1,273 96,748 76
47 Indramayu JaBar N. Pugar 2011 723 43,369 60
48 Indramayu JaBar Total 2011 1,996 140,117 70
49 Indramayu JaBar Pugar 2012 2,135 224,660 105
50 Indramayu JaBar N. Pugar 2012 59 5,966 101
51 Indramayu JaBar Total 2012 2,194 230,626 105
52 Indramayu JaBar Pugar 2013 2,563 36,100 14
53 Indramayu JaBar N. Pugar 2013 54 0 0
54 Indramayu JaBar Total 2013 2,617 36,100 14
55 Karawang JaBar Pugar 2011
56 Karawang JaBar N. Pugar 2011
57 Karawang JaBar Total 2011
58 Karawang JaBar Pugar 2013 245 1,284 5
59 Karawang JaBar N. Pugar 2013 0 0 0
60 Karawang JaBar Total 2013 245 1,284 5
61 Karawang JaBar Pugar 2012 239 12,679 53
62 Karawang JaBar N. Pugar 2012 50 2,364 47
63 Karawang JaBar Total 2012 289 15,043 52
64 Rembang JaTeng Pugar 2011 555 43,816 79
65 Rembang JaTeng N. Pugar 2011 1,030 74,500 72
66 Rembang JaTeng Total 2011 1,584 118,316 75
67 Rembang JaTeng Pugar 2012 1,468 161,091 110
68 Rembang JaTeng N. Pugar 2012 247 23,068 94
69 Rembang JaTeng Total 2012 1,714 184,159 107
70 Rembang JaTeng Pugar 2013 1,519 107,121 71
71 Rembang JaTeng N. Pugar 2013 218 0 0
72 Rembang JaTeng Total 2013 1,737 107,121 62
73 Pati JaTeng Pugar 2011 984 73,800 75
74 Pati JaTeng N. Pugar 2011 1,792 130,816 73
75 Pati JaTeng Total 2011 2,776 204,616 74
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76 Pati JaTeng Pugar 2012 2,565 269,802 105
77 Pati JaTeng N. Pugar 2012 0
78 Pati JaTeng Total 2012 2,565 269,802 105
79 Pati JaTeng Pugar 2013 2,829 121,610 43
80 Pati JaTeng N. Pugar 2013 0 0 0
81 Pati JaTeng Total 2013 2,829 121,610 43
82 Jepara JaTeng Pugar 2011 180 14,040 78
83 Jepara JaTeng N. Pugar 2011 456 30,921 68
84 Jepara JaTeng Total 2011 636 44,961 71
85 Jepara JaTeng Pugar 2012 368 32,406 88
86 Jepara JaTeng N. Pugar 2012 268 20,936 78
87 Jepara JaTeng Total 2012 636 53,343 84
88 Jepara JaTeng Pugar 2013 753 14,962 20
89 Jepara JaTeng N. Pugar 2013 0 0 0
90 Jepara JaTeng Total 2013 753 14,962 20
91 Demak JaTeng Pugar 2011 207 16,929 82
92 Demak JaTeng N. Pugar 2011 583 38,553 66
93 Demak JaTeng Total 2011 790 55,482 70
94 Demak JaTeng Pugar 2013 586 18,761 32
95 Demak JaTeng N. Pugar 2013 507 1,266 2
96 Demak JaTeng Total 2013 1,092 20,027 18
97 Demak JaTeng Pugar 2012 415 45,260 109
98 Demak JaTeng N. Pugar 2012 611 45,543 75
99 Demak JaTeng Total 2012 1,026 90,802 88
100 Brebes JaTeng Pugar 2011 187 14,163 76
101 Brebes JaTeng N. Pugar 2011 165 12,297 75
102 Brebes JaTeng Total 2011 352 26,460 75
103 Brebes JaTeng Pugar 2012 457 41,093 90
104 Brebes JaTeng N. Pugar 2012 83 6,529 79
105 Brebes JaTeng Total 2012 540 47,622 88
106 Brebes JaTeng Pugar 2013 650 13,655 21
107 Brebes JaTeng N. Pugar 2013 15 758 51
108 Brebes JaTeng Total 2013 665 14,413 22
109 Probolinggo JaTim Pugar 2011 83 6,218 75
110 Probolinggo JaTim N. Pugar 2011 287 14,137 49
111 Probolinggo JaTim Total 2011 370 20,354 55
112 Probolinggo JaTim Pugar 2012 370 30,777 83
113 Probolinggo JaTim N. Pugar 2012 9 370 41
114 Probolinggo JaTim Total 2012 379 31,147 82
115 Probolinggo JaTim Pugar 2013 379 11,515 30
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116 Probolinggo JaTim N. Pugar 2013 0 0 0
117 Probolinggo JaTim Total 2013 379 11,515 30
118 Pasuruan JaTim Pugar 2011 156 7,658 49
119 Pasuruan JaTim N. Pugar 2011 0 0 0
120 Pasuruan JaTim Total 2011 156 7,658 49
121 Pasuruan JaTim Pugar 2012 215 15,569 72
122 Pasuruan JaTim N. Pugar 2012 0
123 Pasuruan JaTim Total 2012 215 15,569 72
124 Pasuruan JaTim Pugar 2013 245 10,593 43
125 Pasuruan JaTim N. Pugar 2013 0 0 0
126 Pasuruan JaTim Total 2013 245 10,593 43
127 Tuban JaTim Pugar 2011 224 15,051 67
128 Tuban JaTim N. Pugar 2011 0 0 0
129 Tuban JaTim Total 2011 224 15,051 67
130 Tuban JaTim Pugar 2012 267 20,554 77
131 Tuban JaTim N. Pugar 2012 0
132 Tuban JaTim Total 2012 267 20,554 77
133 Tuban JaTim Pugar 2013 268 16,489 62
134 Tuban JaTim N. Pugar 2013 0 0 0
135 Tuban JaTim Total 2013 268 16,489 62
136 Lamongan JaTim Pugar 2011 180 14,800 82
137 Lamongan JaTim N. Pugar 2011 286 19,820 69
138 Lamongan JaTim Total 2011 466 34,620 74
139 Lamongan JaTim Pugar 2012 350 29,949 85
140 Lamongan JaTim N. Pugar 2012 8 175 22
141 Lamongan JaTim Total 2012 358 30,124 84
142 Lamongan JaTim Pugar 2013 372 10,880 29
143 Lamongan JaTim N. Pugar 2013 0 0 0
144 Lamongan JaTim Total 2013 372 10,880 29
145 Gresik JaTim Pugar 2011 129 7,740 60
146 Gresik JaTim N. Pugar 2011 73 3,650 50
147 Gresik JaTim Total 2011 202 11,390 56
148 Gresik JaTim Pugar 2013 128 3,729 29
149 Gresik JaTim N. Pugar 2013 25 420 17
150 Gresik JaTim Total 2013 152 4,149 27
151 Gresik JaTim Pugar 2012 152 11,569 76
152 Gresik JaTim N. Pugar 2012 73 2,876 39
153 Gresik JaTim Total 2012 225 14,445 64
154 Bangkalan JaTim Pugar 2011 76 2,465 32
155 Bangkalan JaTim N. Pugar 2011 40 1,050 26
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156 Bangkalan JaTim Total 2011 116 3,515 30
157 Bangkalan JaTim Pugar 2012 156 6,306 41
158 Bangkalan JaTim N. Pugar 2012 4 194 46
159 Bangkalan JaTim Total 2012 160 6,500 41
160 Bangkalan JaTim Pugar 2013 154 4,995 32
161 Bangkalan JaTim N. Pugar 2013 6 122 20
162 Bangkalan JaTim Total 2013 160 5,117 32
163 Sampang JaTim Pugar 2011 2,831 267,956 95
164 Sampang JaTim N. Pugar 2011 1,369 53,485 39
165 Sampang JaTim Total 2011 4,200 321,441 77
166 Sampang JaTim Pugar 2012 3,584 314,568 88
167 Sampang JaTim N. Pugar 2012 616 36,972 60
168 Sampang JaTim Total 2012 4,200 351,540 84
169 Sampang JaTim Pugar 2013 3,208 169,960 53
170 Sampang JaTim N. Pugar 2013 0 0
171 Sampang JaTim Total 2013 3,208 169,960 53
172 Pamekasan JaTim Pugar 2011 701 51,495 73
173 Pamekasan JaTim N. Pugar 2011 191 13,744 72
174 Pamekasan JaTim Total 2011 892 65,239 73
175 Pamekasan JaTim Pugar 2012 839 99,983 119
176 Pamekasan JaTim N. Pugar 2012 121 12,020 99
177 Pamekasan JaTim Total 2012 960 112,003 117
178 Pamekasan JaTim Pugar 2013 913 48,703 53
179 Pamekasan JaTim N. Pugar 2013 1,093 28,890 26
180 Pamekasan JaTim Total 2013 2,005 77,593 39
181 Sumenep JaTim Pugar 2011 874 79,025 90
182 Sumenep JaTim N. Pugar 2011 1,214 75,250 62
183 Sumenep JaTim Total 2011 2,088 154,275 74
184 Sumenep JaTim Pugar 2013 2,136 118,228 55
185 Sumenep JaTim N. Pugar 2013 0 0 0
186 Sumenep JaTim Total 2013 2,136 118,228 55
187 Sumenep JaTim Pugar 2012 1,977 213,887 108
188 Sumenep JaTim N. Pugar 2012 0
189 Sumenep JaTim Total 2012 1,977 213,887 108
190 K. Pasuruan JaTim Pugar 2011 109 4,861 45
191 K. Pasuruan JaTim N. Pugar 2011 0 0 0
192 K. Pasuruan JaTim Total 2011 109 4,861 45
193 K. Pasuruan JaTim Pugar 2012 117 11,698 100
194 K. Pasuruan JaTim N. Pugar 2012 6 514 93
195 K. Pasuruan JaTim Total 2012 122 12,212 100
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196 K. Pasuruan JaTim Pugar 2013 128 3,764 29
197 K. Pasuruan JaTim N. Pugar 2013 0 0 0
198 K. Pasuruan JaTim Total 2013 128 3,764 29
199 K. Surabaya JaTim Pugar 2011 490 25,639 52
200 K. Surabaya JaTim N. Pugar 2011 1,000 52,055 52
201 K. Surabaya JaTim Total 2011 1,490 77,694 52
202 K. Surabaya JaTim Pugar 2012 688 66,877 97
203 K. Surabaya JaTim N. Pugar 2012 802 64,957 81
204 K. Surabaya JaTim Total 2012 1,490 131,834 88
205 K. Surabaya JaTim Pugar 2013 688 29,761 43
206 K. Surabaya JaTim N. Pugar 2013 783 32,875 42
207 K. Surabaya JaTim Total 2013 1,470 62,635 43
208 Karang Asem Bali Pugar 2011 7 611 89
209 Karang Asem Bali N. Pugar 2011 17 5 0
210 Karang Asem Bali Total 2011 24 616 26
211 Karang Asem Bali Pugar 2012 8 920 112
212 Karang Asem Bali N. Pugar 2012
213 Karang Asem Bali Total 2012 8 920 112
214 Karang Asem Bali Pugar 2013 10 579 56
215 Karang Asem Bali N. Pugar 2013 0 0
216 Karang Asem Bali Total 2013 10 579 56
217 Buleleng Bali Pugar 2011 60 2,348 39
218 Buleleng Bali N. Pugar 2011 30 375 13
219 Buleleng Bali Total 2011 90 2,723 30
220 Buleleng Bali ugar 2012 33 4,035 121
221 Buleleng Bali N. Pugar 2012 116 1,820 16
222 Buleleng Bali Total 2012 150 5,855 39
223 Buleleng Bali Pugar 2013 33 944 28
224 Buleleng Bali N. Pugar 2013 117 2,786 24
225 Buleleng Bali Total 2013 150 3,730 25
226 Lmbk Brt NTB Pugar 2011 60 1,320 22
227 Lmbk Brt NTB N. Pugar 2011 210 905 4
228 Lmbk Brt NTB Total 2011 270 2,225 8
229 Lmbk Brt NTB Pugar 2012 75 5,128 69
230 Lmbk Brt NTB N. Pugar 2012 0
231 Lmbk Brt NTB Total 2012 75 5,128 69
232 Lmbk Brt NTB Pugar 2013 144 5,754 40
233 Lmbk Brt NTB N. Pugar 2013 0 0
234 Lmbk Brt NTB Total 2013 144 5,754 40
235 Lmbk Tgh NTB Pugar 2011
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236 Lmbk Tgh NTB N. Pugar 2011
237 Lmbk Tgh NTB Total 2011
238 Lmbk Tgh NTB Pugar 2012 30 2,259 75
239 Lmbk Tgh NTB N. Pugar 2012 4 49 12
240 Lmbk Tgh NTB Total 2012 34 2,308 67
241 Lmbk Tgh NTB Pugar 2013 54 965 18
242 Lmbk Tgh NTB N. Pugar 2013 4 6 1
243 Lmbk Tgh NTB Total 2013 58 971 17
244 Lmbk Tmr NTB Pugar 2011 47 3,585 76
245 Lmbk Tmr NTB N. Pugar 2011 146 4,569 31
246 Lmbk Tmr NTB Total 2011 193 8,154 42
247 Lmbk Tmr NTB Pugar 2012 140 8,975 64
248 Lmbk Tmr NTB N. Pugar 2012 68 2,711 40
249 Lmbk Tmr NTB Total 2012 208 11,685 56
250 Lmbk Tmr NTB Pugar 2013 196 11,720 60
251 Lmbk Tmr NTB N. Pugar 2013 49 1,386 28
252 Lmbk Tmr NTB Total 2013 244 13,106 4
253 Sumbawa NTB Pugar 2011 35 2,719 78
254 Sumbawa NTB N. Pugar 2011 0 0 0
255 Sumbawa NTB Total 2011 35 2,719 78
256 Sumbawa NTB Pugar 2012 89 6,118 68
257 Sumbawa NTB N. Pugar 2012 0
258 Sumbawa NTB Total 2012 89 6,118 68
259 Sumbawa NTB Pugar 2013 100 666 7
260 Sumbawa NTB N. Pugar 2013 0 0 0
261 Sumbawa NTB Total 2013 100 666 7
262 Bima NTB Pugar 2011 130 10,278 79
263 Bima NTB N. Pugar 2011 1,593 110,442 69
264 Bima NTB Total 2011 1,723 120,720 70
265 Bima NTB Pugar 2012 568 65,804 116
266 Bima NTB N. Pugar 2012 1,164 133,696 115
267 Bima NTB Total 2012 1,732 199,500 115
268 Bima NTB Pugar 2013 501 57,529 115
269 Bima NTB N. Pugar 2013 1,232 38,963 32
270 Bima NTB Total 2013 1,733 96,492 56
271 K. Bima NTB Pugar 2011 26 1,973 75
272 K. Bima NTB N. Pugar 2011 0 0 0
273 K. Bima NTB Total 2013 40 1,473 37
274 K. Bima NTB Pugar 2013 40 1,473 37
275 K. Bima NTB N. Pugar 2013 0 0 0
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276 K. Bima NTB N. Pugar 2012 0
277 K. Bima NTB Total 2012 48 5,357 112
278 K. Bima NTB Total 2011 26 1,973 75
279 K. Bima NTB Pugar 2012 48 5,357 112
280 Sumba Tmr NTT Pugar 2011 18 164 9
281 Sumba Tmr NTT N. Pugar 2011 4 240 60
282 Sumba Tmr NTT Total 2011 22 404 18
283 Sumba Tmr NTT Pugar 2012 19 264 14
284 Sumba Tmr NTT N. Pugar 2012 18 673 37
285 Sumba Tmr NTT Total 2012 37 937 25
286 Sumba Tmr NTT Pugar 2013 25 499 20
287 Sumba Tmr NTT N. Pugar 2013 13 786 60
288 Sumba Tmr NTT Total 2013 38 1,285 34
289 Kupang NTT Pugar 2011 78 1,731 22
290 Kupang NTT N. Pugar 2011 5 100 20
291 Kupang NTT Total 2011 83 1,831 22
292 Kupang NTT Pugar 2012 97 4,823 50
293 Kupang NTT N. Pugar 2012 92 1,117 12
294 Kupang NTT Total 2012 189 5,940 31
295 Kupang NTT Pugar 2013 37 676 18
296 Kupang NTT N. Pugar 2013 3 65 22
297 Kupang NTT Total 2013 40 741 19
298 TmorTgh.U NTT Pugar 2011 14 320 23
299 TmorTgh.U NTT N. Pugar 2011 0 0
300 TmorTgh.U NTT Total 2011 14 320 23
301 TmorTgh.U NTT Pugar 2012 7 536 75
302 TmorTgh.U NTT N. Pugar 2012 5 328 66
303 TmorTgh.U NTT Total 2012 12 864 71
304 TmorTgh.U NTT Pugar 2013 20 244 12
305 TmorTgh.U NTT N. Pugar 2013 80 309 4
306 TmorTgh.U NTT Total 2013 100 553 6
307 Alor NTT Pugar 2011 16 196 12
308 Alor NTT N. Pugar 2011 2 29 15
309 Alor NTT Total 2011 18 225 13
310 Alor NTT Pugar 2012 16 122 8
311 Alor NTT N. Pugar 2012 2 10 5
312 Alor NTT Total 2012 18 132 7
313 Alor NTT Pugar 2013 17 206 12
314 Alor NTT N. Pugar 2013 0 0
315 Alor NTT Total 2013 17 206 12
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316 Lembata NTT Pugar 2011 2 210 105
317 Lembata NTT N. Pugar 2011 0
318 Lembata NTT Total 2013
319 Lembata NTT Pugar 2013
320 Lembata NTT N. Pugar 2013
321 Lembata NTT N. Pugar 2012
322 Lembata NTT Total 2012
323 Lembata NTT Total 2011 2 210 105
324 Lembata NTT Pugar 2012
325 Flors Tmr NTT Pugar 2011 413 0
326 Flors Tmr NTT N. Pugar 2011 0
327 Flors Tmr NTT Total 2011 0 413 0
328 Flors Tmr NTT Pugar 2012
329 Flors Tmr NTT N. Pugar 2012
330 Flors Tmr NTT Total 2012
331 Flors Tmr NTT Pugar 2013
332 Flors Tmr NTT N. Pugar 2013
333 Flors Tmr NTT Total 2013
334 Ende NTT Pugar 2011 16 415 26
335 Ende NTT N. Pugar 2011 2 40 20
336 Ende NTT Total 2011 18 455 25
337 Ende NTT Pugar 2013 22 510 23
338 Ende NTT N. Pugar 2013 0 0
339 Ende NTT Total 2013 22 510 23
340 Ende NTT Pugar 2012 23 918 40
341 Ende NTT N. Pugar 2012 0 3 18
342 Ende NTT Total 2012 23 921 40
343 Manggarai NTT Pugar 2011 21 224 11
344 Manggarai NTT N. Pugar 2011 0 0 0
345 Manggarai NTT Total 2011 21 224 11
346 Manggarai NTT Pugar 2012 22 761 34
347 Manggarai NTT N. Pugar 2012
348 Manggarai NTT Total 2012 22 761 34
349 Manggarai NTT Pugar 2013 21 216 10
350 Manggarai NTT N. Pugar 2013 0 0
351 Manggarai NTT Total 2013 21 216 10
352 Nagekeo NTT Pugar 2011 25 1,870 75
353 Nagekeo NTT N. Pugar 2011 10 10 1
354 Nagekeo NTT Total 2011 35 1,880 54
355 Nagekeo NTT Pugar 2012 35 2,303 67
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356 Nagekeo NTT N. Pugar 2012
357 Nagekeo NTT Total 2012 35 2,303 67
358 Nagekeo NTT Pugar 2013 48 215 4
359 Nagekeo NTT N. Pugar 2013 0 0
360 Nagekeo NTT Total 2013 48 215 4
361 Minhs Tgr SulUt Pugar 2011 4 11 3
362 Minhs Tgr SulUt N. Pugar 2011 4 0
363 Minhs Tgr SulUt Total 2011 7 11 2
364 Minhs Tgr SulUt Pugar 2013
365 Minhs Tgr SulUt N. Pugar 2013
366 Minhs Tgr SulUt Total 2013
367 Minhs Tgr SulUt Pugar 2012
368 Minhs Tgr SulUt N. Pugar 2012
369 Minhs Tgr SulUt Total 2012
370 K. Palu SulTeng Pugar 2011 18 1,294 72
371 K. Palu SulTeng N. Pugar 2011 1 44 60
372 K. Palu SulTeng Total 2011 19 1,338 71
373 K. Palu SulTeng Pugar 2012 18 1,350 75
374 K. Palu SulTeng N. Pugar 2012 0
375 K. Palu SulTeng Total 2012 18 1,350 75
376 K. Palu SulTeng Pugar 2013 18 1,251 70
377 K. Palu SulTeng N. Pugar 2013 0 0
378 K. Palu SulTeng Total 2013 18 1,251 70
379 Jeneponto SulSel Pugar 2011 140 10,624 76
380 Jeneponto SulSel N. Pugar 2011 670 47,109 70
381 Jeneponto SulSel Total 2011 810 57,733 71
382 Jeneponto SulSel Pugar 2012 227 17,329 76
383 Jeneponto SulSel N. Pugar 2012 583 42,814 73
384 Jeneponto SulSel Total 2012 810 60,143 74
385 Jeneponto SulSel Pugar 2013 446 14,859 33
386 Jeneponto SulSel N. Pugar 2013 364 8,015 22
387 Jeneponto SulSel Total 2013 810 22,874 28
388 Takalar SulSel Pugar 2011 115 8,604 75
389 Takalar SulSel N. Pugar 2011 42 0 0
390 Takalar SulSel Total 2011 156 8,604 55
391 Takalar SulSel Pugar 2012 125 7,747 62
392 Takalar SulSel N. Pugar 2012 32 1,598 50
393 Takalar SulSel Total 2012 156 9,345 60
394 Takalar SulSel Pugar 2013 165 4,533 27
395 Takalar SulSel N. Pugar 2013 0 0
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SulSel Total 2013 672 11,952 18
406 Pohuwato Gorontalo Pugar 2011 50 1,500 30
407 Pohuwato Gorontalo N. Pugar 2011 25 375 15
408 Pohuwato Gorontalo Total 2011 75 1,875 25
409 Pohuwato Gorontalo Pugar 2012
410 Pohuwato Gorontalo N. Pugar 2012
411 Pohuwato Gorontalo Total 2012
412 Pohuwato Gorontalo Pugar 2013
413 Pohuwato Gorontalo N. Pugar 2013
414 Pohuwato Gorontalo Total 2013
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LAMPIRAN B
PEMBAGIAN DATA K-MEANS CLUSTERING
Adapun langkah-langkah dalam pembagian data training dan data testing
ialah sebagai berikut:
1. Siapkan data awal produksi garam di Indonesia. Adapun dapat dilihat pada
Tabel B.1.














1 Aceh Timur Aceh Pugar 2011




3 Aceh Timur Aceh Total 2011
4 Aceh Timur Aceh Pugar 2012 5 211 40
5 Aceh Timur Aceh
Non
Pugar
2012 1 41 35
6 Aceh Timur Aceh Total 2012 7 252 39
7 Aceh Timur Aceh Pugar 2013 10 221 23




9 Aceh Timur Aceh Total 2013 10 221 23
10 Aceh Besar Aceh Pugar 2011





411 Pohuwato Gorontalo Total 2012





414 Pohuwato Gorontalo Total 2013
2. Lakukan cleaning seperti yang dapat dilihat pada Tabel 4.2.
3. Adapun setelah data di cleaning jumlah data menjadi 317 record.
Selanjutnya yaitu transformasi data. Transformasi data dapat dilihat pada
Tabel 4.3.
4. Lakukan normalisasi pada data, seperti yang dapat dilihat pada Tabel 4.4.
5. Setelah data dinormalisasi, selanjutnya pengolahan data menggunakan tools
Rapidminer 9.0,
6. Jalankan rapidminer, cari pada Operators Excel, lalu darg ke halaman
proses seperti yang dapat dilihat pada Gambar B.1.
Gambar B.1. Operator Excel
7. Isi operator excel. Tentukan atribut yang bersifat id, label, dan type data.
Setelah itu klik apply seperti yang dapat dilihat pada Gambar B.2.
Gambar B.2. Menentukan Atribut
8. Cari operator k-means, lalu hubungkan operator excel dan operator k-means
untuk memproses pengolahan dataset seperti pada Gambar B.3.
B - 2
Gambar B.3. Operator K-Means
9. Selanjutnya cari kembali operator Cluster Distance Performance, lalu
hubungkan. Pada tahapan ini performance dapat digunakan untuk melihat
hasil akhir yang sudah di proses oleh operator K-Means seperti yang dapat
dilihat pada Gambar B.4.
Gambar B.4. Operator Cluster Distance Performance
10. Pada parameters tentukan nilai k dan maksimal run nya. Pada penelitian ini
perhitungan berhenti di iterasi kesembilan. Selanjutnya menentukan nilai
DBI. Untuk memulai pengujian cluster klik start seperti yang ada pada
Gambar B.5 dan Gambar B.6.
B - 3
Gambar B.5. Parameters K-Means
Gambar B.6. DBI
11. Pembagian data training dan data testing. Pembagian data training dan juga
data testing dilakukan menggunakan 3 cluster dengan persentase 70% data
training dan 30% data testing. Cluster 1 terdapat 102 record, cluster 2
terdapat 94 record, dan cluster 3 terdapat 121 record. Adapun pembagian
data training dan data testing dapat dilihat pada Gambar B.7.
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Gambar B.7. Pembagian Data Training dan Data Testing
12. Adapun data traning berjumlah 222 record dengan rincian 204 record kelas
rendah, 11 record kelas sedang, dan 7 record kelas tinggi seperti yang dapat
dilihat pada Tabel B.2.









0,032 0,044 0,500 0,001 0,001 Rendah
0,035 0,067 0,000 0,001 0,005 Rendah
0,038 0,067 0,500 0,013 0,004 Rendah
0,044 0,067 0,000 0,003 0,006 Rendah
0,051 0,089 0,000 0,176 0,161 Rendah
0,063 0,089 0,500 0,095 0,078 Rendah
0,089 0,111 0,500 0,014 0,017 Rendah
0,101 0,133 0,000 0,057 0,004 Rendah
0,108 0,133 0,000 0,056 0,036 Rendah
0,111 0,133 0,500 0,012 0,007 Rendah
0,117 0,156 0,000 0,130 0,125 Rendah
0,130 0,156 0,500 0,058 0,066 Rendah
0,142 0,178 0,000 0,230 0,210 Rendah
0,165 0,200 0,000 0,042 0,040 Rendah
0,168 0,200 0,500 0,107 0,088 Rendah
0,174 0,200 0,000 0,086 0,092 Rendah
0,177 0,200 0,500 0,063 0,060 Rendah
0,184 0,200 0,000 0,176 0,043 Rendah
0,190 0,222 0,000 0,048 0,048 Rendah
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0,193 0,222 0,500 0,136 0,110 Rendah
0,199 0,222 0,000 0,137 0,053 Rendah
0,203 0,222 0,500 0,119 0,004 Rendah
0,209 0,222 0,000 0,097 0,129 Rendah
0,212 0,222 0,500 0,143 0,130 Rendah
0,218 0,244 0,000 0,044 0,040 Rendah
0,222 0,244 0,500 0,039 0,035 Rendah
0,228 0,244 0,000 0,107 0,117 Rendah
0,231 0,244 0,500 0,019 0,019 Rendah
0,237 0,244 0,000 0,152 0,039 Rendah
0,241 0,244 0,500 0,003 0,002 Rendah
0,247 0,267 0,000 0,019 0,018 Rendah
0,250 0,267 0,500 0,067 0,040 Rendah
0,256 0,267 0,000 0,087 0,088 Rendah
0,259 0,267 0,500 0,002 0,001 Rendah
0,266 0,267 0,000 0,089 0,033 Rendah
0,272 0,289 0,000 0,037 0,022 Rendah
0,278 0,289 0,000 0,050 0,044 Rendah
0,285 0,289 0,000 0,057 0,030 Rendah
0,291 0,311 0,000 0,052 0,043 Rendah
0,297 0,311 0,000 0,062 0,058 Rendah
0,304 0,311 0,000 0,063 0,047 Rendah
0,310 0,333 0,000 0,042 0,042 Rendah
0,313 0,333 0,500 0,067 0,056 Rendah
0,320 0,333 0,000 0,082 0,085 Rendah
0,323 0,333 0,500 0,002 0,000 Rendah
0,329 0,333 0,000 0,087 0,031 Rendah
0,335 0,356 0,000 0,030 0,022 Rendah
0,339 0,356 0,500 0,017 0,010 Rendah
0,345 0,356 0,000 0,030 0,011 Rendah
0,348 0,356 0,500 0,006 0,001 Rendah
0,354 0,356 0,000 0,036 0,033 Rendah
0,358 0,356 0,500 0,017 0,008 Rendah
0,364 0,378 0,000 0,018 0,007 Rendah
0,367 0,378 0,500 0,009 0,003 Rendah
0,373 0,378 0,000 0,036 0,018 Rendah
0,377 0,378 0,500 0,001 0,001 Rendah
0,383 0,378 0,000 0,036 0,014 Rendah
0,386 0,378 0,500 0,001 0,000 Rendah
0,396 0,400 0,500 0,320 0,152 Rendah
0,405 0,400 0,500 0,144 0,105 Rendah
B - 6









0,418 0,422 0,000 0,164 0,146 Rendah
0,421 0,422 0,500 0,045 0,039 Rendah
0,427 0,422 0,000 0,196 0,284 Rendah
0,430 0,422 0,500 0,028 0,034 Rendah
0,437 0,422 0,000 0,214 0,139 Rendah
0,402 0,400 0,000 0,839 0,895 Tinggi
0,494 0,489 0,500 0,234 0,148 Rendah
0,503 0,489 0,500 0,188 0,185 Rendah
0,513 0,489 0,500 0,183 0,094 Rendah
0,468 0,467 0,000 0,025 0,014 Rendah
0,500 0,489 0,000 0,161 0,190 Rendah
0,519 0,511 0,000 0,002 0,002 Rendah
0,522 0,511 0,500 0,004 0,000 Rendah
0,528 0,511 0,000 0,002 0,003 Rendah
0,535 0,511 0,000 0,002 0,002 Rendah
0,541 0,533 0,000 0,014 0,007 Rendah
0,551 0,533 0,000 0,008 0,011 Rendah
0,560 0,533 0,000 0,008 0,003 Rendah
0,570 0,556 0,000 0,014 0,004 Rendah
0,579 0,556 0,000 0,017 0,015 Rendah
0,585 0,556 0,000 0,034 0,016 Rendah
0,592 0,578 0,000 0,007 0,006 Rendah
0,601 0,578 0,000 0,013 0,003 Rendah
0,544 0,533 0,500 0,007 0,001 Rendah
0,554 0,533 0,500 0,027 0,005 Rendah
0,563 0,533 0,500 0,027 0,008 Rendah
0,573 0,556 0,500 0,049 0,003 Rendah
0,595 0,578 0,500 0,001 0,000 Rendah
0,604 0,578 0,500 0,001 0,000 Rendah
0,611 0,600 0,000 0,011 0,010 Rendah
0,614 0,600 0,500 0,034 0,013 Rendah
0,620 0,600 0,000 0,033 0,026 Rendah
0,623 0,600 0,500 0,016 0,008 Rendah
0,630 0,600 0,000 0,046 0,033 Rendah
0,633 0,600 0,500 0,011 0,004 Rendah
0,639 0,622 0,000 0,008 0,008 Rendah
0,646 0,622 0,000 0,021 0,017 Rendah
0,652 0,622 0,000 0,023 0,002 Rendah
0,658 0,644 0,000 0,030 0,029 Rendah
0,668 0,644 0,000 0,133 0,187 Rendah
0,677 0,644 0,000 0,117 0,164 Rendah
B - 7









0,756 0,711 0,500 0,001 0,000 Rendah
0,763 0,733 0,000 0,003 0,001 Rendah
0,769 0,733 0,000 0,002 0,002 Rendah
0,772 0,733 0,500 0,001 0,001 Rendah
0,778 0,733 0,000 0,005 0,001 Rendah
0,788 0,756 0,000 0,004 0,001 Rendah
0,791 0,756 0,500 0,000 0,000 Rendah
0,797 0,756 0,000 0,004 0,000 Rendah
0,801 0,756 0,500 0,000 0,000 Rendah
0,807 0,756 0,000 0,004 0,001 Rendah
0,813 0,778 0,000 0,000 0,001 Rendah
0,820 0,822 0,000 0,004 0,001 Rendah
0,823 0,822 0,500 0,000 0,000 Rendah
0,829 0,822 0,000 0,005 0,001 Rendah
0,835 0,822 0,000 0,005 0,003 Rendah
0,867 0,867 0,500 0,002 0,000 Rendah
0,873 0,867 0,000 0,008 0,007 Rendah
0,896 0,911 0,500 0,000 0,000 Rendah
0,902 0,911 0,000 0,004 0,004 Rendah
0,908 0,911 0,000 0,004 0,004 Rendah
0,915 0,933 0,000 0,033 0,030 Rendah
0,918 0,933 0,500 0,157 0,134 Rendah
0,924 0,933 0,000 0,053 0,049 Rendah
0,927 0,933 0,500 0,136 0,122 Rendah
0,934 0,933 0,000 0,104 0,042 Rendah
0,937 0,933 0,500 0,085 0,023 Rendah
0,943 0,956 0,000 0,027 0,024 Rendah
0,975 0,978 0,000 0,055 0,035 Rendah
0,978 0,978 0,500 0,140 0,049 Rendah
0,984 0,978 0,000 0,091 0,019 Rendah
0,987 0,978 0,500 0,066 0,015 Rendah
0,994 1,000 0,000 0,012 0,004 Rendah
0,997 1,000 0,500 0,006 0,001 Rendah
0,671 0,644 0,500 0,272 0,380 Sedang
0,680 0,644 0,500 0,288 0,111 Rendah
0,661 0,644 0,500 0,373 0,314 Sedang
0,022 0,022 1,000 0,035 0,000 Rendah
0,025 0,044 1,000 0,007 0,009 Rendah
0,041 0,067 1,000 0,014 0,010 Rendah
0,047 0,067 1,000 0,003 0,007 Rendah
0,275 0,289 1,000 0,037 0,022 Rendah
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0,057 0,089 1,000 0,352 0,252 Rendah
0,104 0,133 1,000 0,057 0,004 Rendah
0,114 0,133 1,000 0,068 0,043 Rendah
0,171 0,200 1,000 0,149 0,128 Rendah
0,180 0,200 1,000 0,149 0,152 Rendah
0,187 0,200 1,000 0,176 0,043 Rendah
0,816 0,778 1,000 0,000 0,001 Rendah
0,826 0,822 1,000 0,004 0,001 Rendah
0,832 0,822 1,000 0,005 0,001 Rendah
0,842 0,822 1,000 0,005 0,003 Rendah
0,848 0,844 1,000 0,005 0,001 Rendah
0,854 0,844 1,000 0,005 0,002 Rendah
0,861 0,844 1,000 0,005 0,001 Rendah
0,870 0,867 1,000 0,008 0,005 Rendah
0,877 0,867 1,000 0,008 0,007 Rendah
0,883 0,867 1,000 0,011 0,001 Rendah
0,889 0,889 1,000 0,002 0,000 Rendah
0,899 0,911 1,000 0,004 0,004 Rendah
0,905 0,911 1,000 0,004 0,004 Rendah
0,911 0,911 1,000 0,004 0,004 Rendah
0,946 0,956 1,000 0,037 0,024 Rendah
0,956 0,956 1,000 0,037 0,027 Rendah
0,962 0,956 1,000 0,039 0,013 Rendah
0,972 0,978 1,000 0,128 0,041 Rendah
0,991 0,978 1,000 0,157 0,034 Rendah
1,000 1,000 1,000 0,018 0,005 Rendah
0,253 0,267 1,000 0,087 0,058 Rendah
0,301 0,311 1,000 0,062 0,058 Rendah
0,307 0,311 1,000 0,063 0,047 Rendah
0,316 0,333 1,000 0,109 0,098 Rendah
0,326 0,333 1,000 0,084 0,086 Rendah
0,332 0,333 1,000 0,087 0,031 Rendah
0,342 0,356 1,000 0,047 0,032 Rendah
0,481 0,467 1,000 0,029 0,035 Rendah
0,487 0,467 1,000 0,030 0,011 Rendah
0,525 0,511 1,000 0,006 0,002 Rendah
0,532 0,511 1,000 0,002 0,003 Rendah
0,538 0,511 1,000 0,002 0,002 Rendah
0,547 0,533 1,000 0,021 0,008 Rendah
0,557 0,533 1,000 0,035 0,017 Rendah
0,566 0,533 1,000 0,035 0,011 Rendah
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0,576 0,556 1,000 0,063 0,006 Rendah
0,655 0,622 1,000 0,023 0,002 Rendah
0,690 0,667 1,000 0,009 0,004 Rendah
0,696 0,667 1,000 0,011 0,015 Rendah
0,699 0,667 1,000 0,006 0,006 Rendah
0,712 0,689 1,000 0,005 0,001 Rendah
0,722 0,689 1,000 0,009 0,003 Rendah
0,731 0,689 1,000 0,009 0,004 Rendah
0,741 0,711 1,000 0,019 0,005 Rendah
0,750 0,711 1,000 0,044 0,017 Rendah
0,759 0,711 1,000 0,009 0,002 Rendah
0,766 0,733 1,000 0,003 0,001 Rendah
0,921 0,933 1,000 0,190 0,164 Rendah
0,930 0,933 1,000 0,190 0,171 Rendah
0,940 0,933 1,000 0,190 0,065 Rendah
0,981 0,978 1,000 0,196 0,085 Rendah
0,082 0,111 1,000 0,467 0,399 Sedang
0,092 0,111 1,000 0,513 0,656 Tinggi
0,098 0,111 1,000 0,612 0,103 Rendah
0,123 0,156 1,000 0,371 0,337 Sedang
0,133 0,156 1,000 0,401 0,524 Sedang
0,139 0,156 1,000 0,406 0,305 Sedang
0,215 0,222 1,000 0,240 0,258 Rendah
0,234 0,244 1,000 0,126 0,135 Rendah
0,244 0,244 1,000 0,156 0,041 Rendah
0,263 0,267 1,000 0,089 0,089 Rendah
0,415 0,400 1,000 0,751 0,483 Sedang
0,424 0,422 1,000 0,209 0,186 Rendah
0,434 0,422 1,000 0,225 0,319 Sedang
0,443 0,422 1,000 0,469 0,221 Rendah
0,453 0,444 1,000 0,489 0,439 Sedang
0,459 0,444 1,000 0,500 0,336 Sedang
0,465 0,444 1,000 0,463 0,608 Tinggi
0,684 0,644 1,000 0,405 0,274 Rendah
0,066 0,089 1,000 0,723 0,824 Tinggi
0,073 0,089 1,000 1,000 0,524 Sedang
0,155 0,178 1,000 0,600 0,767 Tinggi
0,399 0,400 1,000 0,983 0,914 Tinggi
0,408 0,400 1,000 0,983 1,000 Tinggi
13. Adapun data testing berjumlah 95 record dengan rincian 78 record kelas
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rendah, 11 record kelas sedang, dan 6 record kelas tinggi seperti yang dapat
dilihat pada Tabel B.3.









0,000 0,000 0,000 0,001 0,001 Rendah
0,003 0,000 0,500 0,000 0,000 Rendah
0,009 0,000 0,000 0,002 0,001 Rendah
0,016 0,022 0,000 0,009 0,000 Rendah
0,019 0,022 0,500 0,026 0,000 Rendah
0,028 0,044 0,000 0,005 0,009 Rendah
0,440 0,422 0,500 0,256 0,082 Rendah
0,446 0,444 0,000 0,204 0,225 Rendah
0,478 0,467 0,500 0,001 0,001 Rendah
0,054 0,089 0,500 0,175 0,091 Rendah
0,076 0,111 0,000 0,298 0,275 Rendah
0,079 0,111 0,500 0,169 0,123 Rendah
0,095 0,111 0,000 0,600 0,103 Rendah
0,120 0,156 0,500 0,241 0,212 Rendah
0,136 0,156 0,000 0,355 0,305 Sedang
0,146 0,178 0,500 0,419 0,372 Sedang
0,456 0,444 0,000 0,500 0,336 Sedang
0,060 0,089 0,000 0,627 0,746 Tinggi
0,070 0,089 0,000 0,953 0,524 Sedang
0,085 0,111 0,000 0,499 0,639 Tinggi
0,127 0,156 0,000 0,343 0,458 Sedang
0,152 0,178 0,000 0,600 0,767 Tinggi
0,158 0,178 0,000 0,662 0,346 Sedang
0,392 0,400 0,000 0,662 0,762 Tinggi
0,411 0,400 0,000 0,751 0,483 Sedang
0,462 0,444 0,000 0,463 0,608 Tinggi
0,449 0,444 0,500 0,284 0,214 Rendah
0,475 0,467 0,000 0,027 0,033 Rendah
0,491 0,489 0,000 0,115 0,073 Rendah
0,509 0,489 0,000 0,161 0,085 Rendah
0,484 0,467 0,000 0,030 0,011 Rendah
0,687 0,667 0,000 0,006 0,006 Rendah
0,693 0,667 0,000 0,009 0,004 Rendah
0,703 0,667 0,000 0,011 0,015 Rendah
0,706 0,689 0,000 0,004 0,000 Rendah
0,709 0,689 0,500 0,001 0,001 Rendah
0,715 0,689 0,000 0,004 0,001 Rendah
0,718 0,689 0,500 0,004 0,002 Rendah
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0,725 0,689 0,000 0,006 0,001 Rendah
0,728 0,689 0,500 0,003 0,002 Rendah
0,734 0,711 0,000 0,018 0,005 Rendah
0,737 0,711 0,500 0,001 0,000 Rendah
0,744 0,711 0,000 0,023 0,014 Rendah
0,747 0,711 0,500 0,021 0,003 Rendah
0,753 0,711 0,000 0,009 0,002 Rendah
0,782 0,733 0,500 0,019 0,001 Rendah
0,839 0,822 0,500 0,000 0,000 Rendah
0,845 0,844 0,000 0,005 0,001 Rendah
0,851 0,844 0,000 0,005 0,002 Rendah
0,858 0,844 0,000 0,005 0,001 Rendah
0,864 0,867 0,000 0,006 0,005 Rendah
0,880 0,867 0,000 0,011 0,001 Rendah
0,886 0,889 0,000 0,001 0,000 Rendah
0,892 0,911 0,000 0,004 0,004 Rendah
0,949 0,956 0,000 0,029 0,022 Rendah
0,953 0,956 0,500 0,007 0,005 Rendah
0,959 0,956 0,000 0,039 0,013 Rendah
0,965 0,978 0,000 0,023 0,020 Rendah
0,968 0,978 0,500 0,105 0,021 Rendah
0,006 0,000 1,000 0,001 0,001 Rendah
0,013 0,000 1,000 0,002 0,001 Rendah
0,225 0,244 1,000 0,082 0,075 Rendah
0,269 0,267 1,000 0,089 0,033 Rendah
0,282 0,289 1,000 0,050 0,044 Rendah
0,288 0,289 1,000 0,057 0,030 Rendah
0,294 0,311 1,000 0,052 0,043 Rendah
0,351 0,356 1,000 0,036 0,012 Rendah
0,361 0,356 1,000 0,053 0,041 Rendah
0,370 0,378 1,000 0,027 0,010 Rendah
0,380 0,378 1,000 0,037 0,018 Rendah
0,389 0,378 1,000 0,037 0,015 Rendah
0,472 0,467 1,000 0,025 0,014 Rendah
0,582 0,556 1,000 0,017 0,015 Rendah
0,589 0,556 1,000 0,034 0,016 Rendah
0,598 0,578 1,000 0,008 0,007 Rendah
0,608 0,578 1,000 0,014 0,003 Rendah
0,617 0,600 1,000 0,045 0,023 Rendah
0,627 0,600 1,000 0,049 0,033 Rendah
0,636 0,600 1,000 0,057 0,037 Rendah
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0,642 0,622 1,000 0,008 0,008 Rendah
0,649 0,622 1,000 0,021 0,017 Rendah
0,775 0,733 1,000 0,003 0,002 Rendah
0,785 0,733 1,000 0,023 0,002 Rendah
0,794 0,756 1,000 0,004 0,001 Rendah
0,804 0,756 1,000 0,004 0,000 Rendah
0,810 0,756 1,000 0,004 0,001 Rendah
0,149 0,178 1,000 0,650 0,582 Tinggi
0,161 0,178 1,000 0,662 0,346 Sedang
0,196 0,222 1,000 0,185 0,158 Rendah
0,206 0,222 1,000 0,256 0,057 Rendah
0,497 0,489 1,000 0,349 0,221 Rendah
0,506 0,489 1,000 0,349 0,375 Sedang
0,516 0,489 1,000 0,344 0,178 Rendah
0,665 0,644 1,000 0,403 0,343 Sedang
0,674 0,644 1,000 0,405 0,568 Sedang
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LAMPIRAN C
KLASIFIKASI PNN DAN BPNN
Adapun syntax klasifikasi PNN dengan menggunakan phyton dapat dilihat
pada Gambar C.1 dan hasilnya dapat dilihat pada Gambar C.2.
Gambar C.1. Syntax PNN
Gambar C.2. Akurasi PNN
Adapun syntax klasifikasi BPNN dengan menggunakan phyton dapat dilihat
pada Gambar C.3, Gambar C.4, dan Gambar C.5. Hasil dari perhitungan BPNN
dapat dilihat pada Gambar C.6.
Gambar C.3. Syntax BPNN Bagian Satu
Gambar C.4. Syntax BPNN Bagian Dua
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Gambar C.5. Syntax BPNN Bagian Tiga
Gambar C.6. Akurasi BPNN
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