This paper investigates the patterns of capital entry barriers and capital returns in informal micro and small enterprises (MSEs) using a unique micro data set seven West-African countries. Our findings support the view of a heterogeneous informal sector that is not primarily host to subsistence activities. While an assessment of initial investment identifies some informal activities with negligible entry barriers, a notable cost of entry is associated to most activities. We find very heterogeneous patterns of capital returns in informal MSEs. At very low levels of capital, marginal returns are extremely high -often exceeding 70 percent per month. Above a capital stock of 150 international dollars, marginal returns are found to be relatively low at around 4 to 7 percent monthly. We provide some evidence that the high returns at low capital stocks reflect high risks. At the same time, most MSEs appear to be severely capital constrained.
Introduction
Most urban dwellers in the poor developing world make their living from informal micro and small enterprises (MSEs) and the performance of those enterprises often decides upon livelihood success and failure. Successful entrepreneurs seem to co-exist with the masses of petty traders or other menial workers who hardly can make a living from what they earn. It is widely assumed that the earnings potential of many of those entrepreneurs is not exploited, as they face important economic constraints, for example entry barriers and limited access to credit thus providing a rationale for policy interventions, such as microcredit programs. The presence of entry barriers combined with capital market imperfections may indeed explain the heterogeneity amongst informal entrepreneurs in developing countries. In poverty trap models, 1 returns to capital below a certain threshold of investment are often assumed to be very low or even zero, as entry of other poor individuals into this subsistence segment of the informal sector eats up potential returns. Only if entrepreneurs are wealthy enough or can obtain credit to overcome the barrier to entry, they can earn much higher returns. Returns to capital in MSEs can thus be regarded as a key indicator of the unexploited potential of informal entrepreneurship.
Despite an abundant literature on the informal sector in developing countries (Moser, 1978 , Peattie, 1987 , Rakowsky, 1994 , Maloney, 2004 , Henley et al., 2006 , the empirical literature on entry barriers and returns to capital in MSEs is fairly recent and surprisingly little extensive. This is all the more remarkable since a very early insight from the literature on the informal sector is that it comprises very heterogeneous activities or, more specifically, heterogeneous forms of production (Hart, 1973) . Existing studies on capital returns consistently find very high -not low -returns, often in the order of more than 60 percent annually (e.g. Duflo, 2004, de Mel et al., 2008) . De Mel et al. (2008) , for instance, use data from a randomised experiment to estimate returns to capital of Sri Lankan microenterprises. In this experiment, the authors randomly give cash or in-kind transfers, which represent 55 to 110 percent of the median investment, to microenterprises. They find a significant and positive correlation between transfers and real profits of the enterprises. Using the random treatment as an instrument for changes in the capital stock the authors estimate the returns to capital to be in a range from 55 to 70 percent per year. McKenzie and Woodruff (2006) find very high returns at low levels of capital, yet little evidence for the existence of high entry costs, for the case of informal Mexican enterprises, although start-up costs vary considerably by sector. As we will follow their empirical approaches very closely, our findings can be readily compared to theirs. For Sub-Saharan Africa (SSA), there is also evidence of extremely high returns to capital (Udry and Anagol, 2006 , Schündeln, 2004 , Kremer, Lee and Robinson, 2010 . Kremer et al. (2010) for instance study retail firms in rural Kenya and find an average annual real marginal rate of return of 113 percent although with ample heterogeneity across firms. The rates of returns are derived from information on 2 foregone earnings due to insufficient inventory or stock-outs, and alternatively, by assessing whether firms take advantage of quantity discounts from wholesalers. Both procedures yield very similar estimates.
With respect to the causes of the observed pattern of high returns at relatively low levels of capital, the evidence is inconclusive, although some findings do suggest an important role for capital market constraints (Banerjee and Duflo, 2004 , Schündeln, 2006 , de Mel et al., 2008 . In general, high returns in MSEs point at the huge potential of this type of activities, as a very large share of urban employment is generated by MSEs: Based on the same dataset used in this paper, Brilleau, Roubaud and Torelli (2005) find for instance the share of informal sector employment 2 to uniformly exceed 70 percent in urban West-Africa.
In this paper we estimate capital returns for West-African MSEs and examine entry barriers into small-scale economic activities. More specifically, we address the following questions in the context of Sub-Saharan Africa: First, do informal activities exhibit high entry barriers (start-up costs) relative to the income and wealth levels of entrepreneurs? Second, how do capital returns vary with the size of the capital stock; do we also find high returns at low levels of capital or the inverse as some of the theoretical literature suggests? And third, what can be said about the causes of the observed patterns of capital returns? To answer these questions, we use a unique, albeit cross-sectional, micro data set on informal enterprises covering the economic capitals of seven West-African countries. In our empirical approaches, we very closely follow the study by McKenzie and Woodruff (2006) .
The remainder of the paper is organised as follows. Section 2 outlines our analytical framework and formulates the hypotheses that are tested in Section 3. Section 4 concludes.
Analytical framework and hypotheses
In what follows we develop a simple model in which prospective entrepreneurs face entry barriers and non-convex production technologies and then derive testable assumptions under alternative hypotheses about capital market imperfections. In the literature on entrepreneurial activity in developing countries, incomplete capital markets have long been stressed as a major economic constraint (e.g. Tybout, 1983 , Bigsten et al., 2003 . If capital markets function poorly because credit contracts cannot be easily enforced, so goes the argument, capital fails to flow to its most productive uses and marginal returns across entrepreneurial activities are not equalised. Faced with different costs of capital because of differences in wealth and their capacity to provide collateral, borrowers may have to choose to invest in different technologies (Banerjee and Duflo, 2005 ).
In such a setting, the informal sector may be divided into different segments characterised by different entry barriers in terms of skill or capital requirements (e.g. Fields, 1990, Cunningham and Maloney, 2001) . This basic idea is reflected and formalised in a number of models of economic development and poverty traps, which emphasize the role of the distribution of wealth (e.g. Newman, 1993, Galor and Zeira, 1993) . In these models, the segmentation of economic activities and the co-existence of high and low returns are caused by the interaction of non-convex production technologies and capital market imperfections. If gainful entrepreneurial activities require a certain level of start-up capital that cannot be obtained from capital markets, poorly endowed individuals will be prevented from entry. This implies that poor individuals get stuck in low-productivity activities and hence the whole economy may end up in a poverty trap; the higher the share of initially poor people, the higher the share of those in low-productivity industries.
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Hence, these models typically assume very low levels of returns, or subsistence returns, at very low levels of capital and higher returns once a certain threshold has been passed. In the simplest of worlds, the entrepreneur maximises the difference between output y and the costs of capital (rk), i.e. profit π subject to his borrowing constraint B . He can only produce a non-zero output using neoclassical technology f if he is able to raise at least K . Otherwise his production will be eaten entirely by the costs of capital and his profit will be zero.
The entrepreneur will chose his capital stock such that
If his borrowing constraint is binding, i.e. K B  , then the entrepreneur will be indifferent between different sizes of capital stock, as he earns zero profits anywhere between
. Returns to an additional unit of capital, i.e. ) ( ' K  , will hence be 0 between
. Once his borrowing capacity allows the entrepreneur to pass the threshold K , he earns very high marginal returns that fall to zero when he reaches the optimal level of capital K*. The resulting patterns of marginal returns to capital as a function of the borrowing constraint B are presented in the graph below. 4 Place Figure 1 here. This small exposition allows us to formulate two basic hypotheses to be tested subsequently:
First, the existence of a threshold K should be observable in the distribution of initial investment undertaken by MSEs. Second, returns to capital should be low at low levels of capital, and high but decreasing in K at higher levels. Note that this theoretical insight contradicts most of the empirical evidence presented in the introduction. In what follows, we will test whether this framework has also to be rejected for the economies we focus on.
Entry costs and capital returns in African MSEs

Data
We test these hypotheses by using data from a set of surveys (1-2-3 surveys or Enquêtes 1-2-3) in seven economic capitals of the West-African Economic and Monetary Union (WAEMU) in the early 2000s.
4 A 1-2-3 survey is a multi-layer survey organised in three phases and specially designed to study the informal sector. 5 Phase 1 is a representative labour force survey collecting detailed information on individual socio-demographic characteristics and employment. Phase 2 is a survey which interviews a representative sub-sample of informal production units identified in Phase 1. The focus of the second phase is on the characteristics of the entrepreneurs and their production unit, including the characteristics of employed workers. It also contains detailed information on input use, investment, sales and profits. Phase 3 is a household expenditure survey interviewing (again) a representative sub-sample of Phase 1. The data of all three phases is organised in a way so that it can be linked. For this paper we use data from Phase 2 which hence is a sub-sample of informal entrepreneurs in seven West-African urban centres (Brilleau, Ouedraogo, and Roubaud, 2005) .
Basic MSE characteristics
The 1-2-3 surveys define informal enterprises as production units that (a) do not have written formal accounts and/or (b) are not registered with the tax administration. Part (b) of this definition varies slightly between countries, as registration may not always refer to registration with tax authorities. The so-defined informal sector accounts for the vast majority of employment in the WAEMU cities covered by the surveys, as illustrated in Table  1 . The share of informal sector employment exceeds 70 percent in all cities considered -in Cotonou and Lomé even 80 percent. Employment in informal firms is typically selfemployment, i.e. the employed individual is also the MSE owner, but employed and/or 5 helping family-and non-family workers account for 30 to 40 percent of employment in this sector.
Place Table 1 here The 1-2-3 surveys do not (explicitly) apply a size criterion, but more than 90 percent of the enterprises employ a maximum of three people including the owner and possibly employed family members. As shown in Table 1 , around 70 percent of informal enterprises function in 'pure self-employment' mode, i.e. they only consist of the owner her-or himself. Accordingly, the average enterprise size -including all employed family-and non-familymembers -is only 1.6 individuals. The information in Table 2 has been computed from a sample of 6,521 informal enterprises from all seven countries that will be used for all the subsequent empirical analyses. This number includes 243 MSEs reporting zero profits and 892 MSEs reporting zero capital stock.
Albeit small, these enterprises had been in operation since more than seven years on average. The median age, however, is significantly lower with only five years. Owner's experience in the business is typically lower than the enterprise age, mainly reflecting that some MSEs are transferred within the family. MSE owners have only 3.7 years of schooling on average and about half of them are female.
Average monthly profits of informal enterprises are about 380 International Dollar (Int. $) with median profits at 112 Int. $. Profits are computed as value added (sales minus input costs including expenses for products for re-sale) minus expenses for hired labour. The questionnaire has very detailed sections on sales of transformed, non-transformed/re-sold products as well as offered services. The same holds for the input side that covers raw materials, intermediates, products for re-sale, taxes, rents and other utility costs. All these items are covered for the last month in the survey. Note that interest payments must not be deducted from value added.
Average capital stock is fairly high with about 1 000 Int. $, but this result is driven by a few MSEs with very high capital stocks -the median MSE capital endowment stands at only 75 Int. $. We measure capital stock by the replacement value of all business-related assets, including the business establishment, machines, furniture, vehicles and utilities. More specifically, the entrepreneur is asked to report all the equipment that he has used in the last year to operate his business and the replacement value of each item. 6 While this implies that the corresponding equipment is used for the operation of the business, it is impossible to determine whether this is its sole use or whether it is also used for other purposes in the household. We will come back to this point in the discussion of our results. Another complication of computing capital stocks stems from the fact that capital is also bound by inventories (or stocks of raw materials). This is ignored in the above calculation, but we will take this into account when we analyse entry barriers and returns to capital below.
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Place These descriptive statistics indeed hint at a considerable degree of heterogeneity within the informal sector although MSEs of the bottom 40 percent of the capital distribution share a number of common characteristics. This heterogeneity -also in profits -seems to be linked to capital stock, which, in turn, may be associated to the respective sector of activity. Therefore, Table 3 shows the industry distribution of the MSEs for each country and for the sample as a whole. Overall the most important sector is 'petty trading' (27.1 percent), followed by 'other manufacturing and food' (16.1 percent) and 'other services' (11.8 percent), i.e. services that are not covered by the other listed industries. The smallest sector in terms of its share is the transport sector, which is likely to require substantial start-up costs, including investment in physical capital and cost for licences (4.6 percent). The relative importance of the various industries is in line of what one would expect when looking at demand patterns. Whereas small services, small traded goods and food have a high share in the households' budgets, transport or repair services have a rather small share. It is also interesting to see that the industry distribution is relatively homogenous across the seven countries, with two exceptions though: 'Other manufacturing and food' are particularly frequent in Ouagadougou and Niamey. These cities have in turn relatively low shares for the sector 'hotels and restaurants', so it might be that the border between 'producing or processing food' and 'selling food in a restaurant' was not drawn exactly in the same way in the seven cities under study. The industry composition seems to be relatively unrelated to 7 the level of GDP per capita; the richer centres in the sample such as Abidjan and Dakar have not a substantially different distribution than Niamey and Lomé.
Place Table 3 here.
Entry barriers
We now turn to the empirical analysis of the existence of entry barriers into informal activities. We expect that MSEs engage in petty (or subsistence) activities that require little capital as well as more capital intensive activities that involve considerable initial investment. In some industries we expect more of these activities, for example in trade, than in others, for example in transport. We therefore first analyse distributions of initial investment in equipment that should reflect these patterns. In a second step, we also consider other start-up costs including expenses for other inputs and inventories.
Before we quantitatively examine these entry barriers, we briefly report and comment some evidence from questions that ask entrepreneurs for the problems they face. Table 4 reports the share of entrepreneurs who report to have problems in a specific area. We distinguish MSEs (only in the clothing and apparel sector to reduce heterogeneity) by their age in order to determine whether those problems are different when an enterprise starts operating. Two groups of problems figure prominently for MSEs in the clothing and apparel sector; on the one hand, those related to the lack of demand (not enough clients, too much competition) and, on the other, those associated to the access to capital in broad sense (access to credit, lack of locality, machines, and equipment). Access to raw material is a problem only for 25 percent of the MSEs, but much more so for younger ones. Demandrelated problems seem to be equally important for MSEs at all ages, and so for a vast majority. Half of the firms report to have inadequate access to credit. The answer to this question (and the next question on credit too expensive) is likely to be biased by actual experience of demanding/being declined credit, which might explain why more of the older firms report to have problems in this area. This seems plausible, as problems that result from credit constraints, such as the lack of locality, machines, and equipment, are indeed cited more frequently by younger firms suggesting that these costs may represent important barriers to entry. Other constraints, such as the lack of qualified personnel, technical or management problems, and institutional or governance constraints appear to be much less important. There is also no evidence that these problems are more important when firms start operating.
Although our dataset is cross-sectional, it allows us to identify investment paths since, for each enterprise asset, we know the date of purchase. Furthermore, we know when an enterprise has been established. As a proxy for initial investment in equipment we therefore use the accumulated investment undertaken during the first year of operation. As we expect measurement error in the investment history of MSEs in our data to be severe for investments undertaken a long time ago, the subsequent analysis of this section only considers enterprises that have been established four years before the survey or later. This leaves us with a sub-sample of 3144 informal enterprises.
We first examine initial investment by industry. Table 5 hence shows the replacement value of business assets accumulated in the first year of operation at certain quantiles of the initial-investment distribution. The statistics are again based on the pooled data from all seven countries in the dataset.
Place Table 5 here.
Overall, levels of initial investment in equipment are fairly low. Quite a number of activities do not seem to require any initial investment. This holds for 31 percent of all enterprises and somewhat less for "capital intensive" informal industries, such as repair services and hotels and restaurants. In most activities, initial investment however remains low also at higher quantiles. The median petty trader, for example, still does not invest more than 10 Int. $ during the first year after establishing the enterprise. However, although 29 percent of all enterprises in the transport sector do report zero initial investment, the median initial investment of investing MSEs is about five times larger than for the repair services sector and the clothing sector, the industries with the second and third largest values. The top 25 percent in the transport sector invest more than 3400 Int. $ in the first two years. Overall, there is substantial heterogeneity of initial investment across industries, 8 as also illustrated by Figure 2 showing the distribution of (log) initial investment for all enterprises, the service, the manufacturing and the transport industries. Discontinuities in these distributions could be taken as a sign of entry barriers within a given sector. The service sector seems to have such a barrier at very low levels of capital of around 50 Int. $. There are only some small spikes in the distribution for the manufacturing sector shows several discontinuities. The transport sector shows a more pronounced spike between 7 and 8 in log initial investment, i.e. above 1000 Int. $. Overall, this brief descriptive analysis does not lend support to significant entry barriers that would be related to investment into equipment.
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Place Figure 2 here.
However, as indicated above, entrepreneurs incur additional costs when they want to start a business. These costs include recurrent expenses, such as expenses for raw materials and building up inventories. While these costs will in principle be recovered once the final product is sold, they need to be financed when the business starts operating. Unfortunately, our dataset does not allow us to compute those costs at start-up. We only know the monthly recurrent expenses that we report in Table 6 (based on the same sample as Table 5 ) along with initial investment and median profits as a reference point. Admittedly, these monthly expenses are an imperfect proxy of this component of start-up costs. For some industries, for example the wholesale and retail sector, inventories bought during the last month may be a reasonable proxy for this component of start-up costs. A petty trading activity, however, can possibly be started with a fraction of the reported monthly purchases of inventories. Moreover, in many cases inputs may only be bought once an order has been received and hence these costs may have more the character of variable than fixed costs. The interpretation of these figures will hence be somewhat speculative. To illustrate the relative size of the different components of start-up costs, Table 7 also reports median monthly MSE profits.
Place Table 6 here.
While labour expenses seem to be negligible, monthly non-labour expenses can be substantial compared to initial investment. The industry patterns correspond to expectations with raw materials being more important for manufacturing and construction, while inventories account for the major part of non-labour expenses for trading activities. It seems that investment in equipment indeed accounts for a large part of start-up costs in manufacturing activities (with the likely exception of food processing). This is less the case at lower levels of capital, as the difference between mean and median is much smaller for nonlabour expenses than for initial capital. For trading activities, the costs of building-up inventories may be as important as initial investment in equipment.
A comparison of start-up costs with median monthly profits shows that both equipment costs and non-labour expenses can be substantial -albeit not insurmountable -in some industries while they are negligible in others. In the transport and the clothing and apparel sector, for instance, almost three months of earnings are necessary to cover median initial investment. When we combine the information on expenses on equipment capital and recurrent monthly costs, this adds up to less than 30 Int. $ combined start-up costs for only 12 percent of the MSEs. Hence, while there are indeed some informal activities with negligible entry barriers, there is some fixed cost associated to entry into most informal activities. However, it should be noted that the costs shown here must be seen as an estimated upper bound. 
Returns to capital
We now turn to the estimation of the returns to capital at different levels of capital stock. Unfortunately, the cross-sectional character of our data does not allow us to estimate the returns to initial investment (or to additional investment), but only to total capital stock. In our empirical model, profits π ihj of MSE i in household h residing in country j are not only a function of capital K ihj , but also of a vector of exogenous variables X ihj and two unobserved factors, one at the household level hj  , for example household wealth, and one at the individual level ihj  , which we primarily think of as entrepreneurial ability. These factors do not only influence profit directly, but simultaneously determine the size of the capital stock.
In log-linearised form and with ihj u , a random error, the equation can be expressed as
The observable exogenous characteristics of the entrepreneur in the models estimated below are the MSE owner's years of schooling, experience and gender. We also include total labour input in hours (including both household and hired labour). Further 'exogenous' variables include industry and country dummies as well as industry-country interaction terms. As returns to capital, labour and schooling may differ across countries and industries we also include the corresponding interaction terms.
The cross-sectional estimation of equation (7) is confronted with a number of potential biases. First, K  may be biased due to the mentioned omitted variables that are correlated with both capital stock and profit. The classical example for such a variable is unobserved ability of an entrepreneur. Certain managers will have abilities that allow them to accumulate more capital and to generate more profits than others. The omission of these abilities will lead to an upward bias of K  . Moreover, the estimation of equation (7) may be complicated by reverse causality. Higher profits allow faster capital accumulation, which would again lead to an upward bias of K  . Finally, the estimation has to deal with classical measurement error in both profits and capital stocks, which will downward bias K  . We explain below how we address these different biases.
A test for heterogeneity in returns, i.e. in K  as a function of K, can be introduced in various ways. Our approach is to simply split the sample into entrepreneurs with different levels of capital stock. Without the intention to ignore the above caveats, Table 7 below reports the results from OLS regressions for all enterprises and for sub-samples of low (lower than 150 Int. $), medium (higher than 150 Int. $ and lower than 1000 Int. $) and higher capital stock (higher than 1000 Int. $). These thresholds were chosen rather ad-hoc on the basis of the above shown distribution of initial investment (specifically the 1000 Int. $ threshold) as well as non-parametric plots of capital profitability (profit/capital) against capital (not reported). The latter suggest very high capital profitability at low levels of capital that falls very quickly with increasing levels of capital. At around 150 Int. $ capital profitability starts to decrease much slower than at lower levels. In addition, the thresholds were chosen such that the sub-11 samples remain sufficiently large. Applying these thresholds implies a split of the sample into about 50 percent of low-capital, 30 percent of medium-capital and 20 percent of high-capital MSEs.
We estimate equation (7) on these different samples as double-log-specification, i.e. we regress log profits on log capital and log labour using OLS. 9 Note that the double-log specification assumes a constant capital elasticity of profits and marginal returns of capitalour main variable of interest -eventually depend on capital profitability (π/K). More precisely marginal returns will be the product of K  and (π/K). Since the estimated elasticity is an average effect, we should compute (average) marginal returns at the average of (π/K). However, we will also evaluate returns at different levels of capital stock that we know to exhibit different levels of capital profitability. In the first set of results reported in Table 7 below, we interact log capital with country dummies -with Dakar (Senegal) as the reference category. The second set of regressions, reported in Table 8 , includes interactions of capital with industry dummies. Here, manufacturing has been chosen as reference category.
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Place Table 7 here.
The first column of Table 7 reports the results from the full sample. Overall, the estimations explain an acceptable portion of the variation in profits with R-squared always in the range between 0.3 and 0.4. The coefficients of the control variables (not reported, but available from the authors on request) 11 correspond to expectations, but show quite some variation across countries. The profit elasticity of capital fluctuates between 0.18 and 0.25 between countries and formal tests reject parameter equality across countries. Evaluated at countryspecific mean capital-profitabilities these parameters translate into marginal returns to capital (MRK) between 3 and 13 percent per month. We now split the sample according to the thresholds defined above; the result for the three sub-sample are reported in columns two to four of Table 7 . 12 Column two of Table 7 shows one of the key results of this paper:
Very high marginal returns at low levels of capital. With the exception of Togo (Lomé), monthly marginal returns to capital exceed 70 percent and are even much higher from some countries. This result is driven by very high profit-capital ratios at low levels of capital. Table   9 We also estimate a specification without taking logs regressing monthly profits on a second-degree polynomial in both capital and labour. The estimates are similar to those from the double-log specification and are available from the authors on request. 10 The regressions exclude enterprises that report to operate without any capital (and/or zero profits), which leaves us with 5 403 observations (of 6 584). We will address to the possible biases introduced by this procedure later. In all regressions, we drop influential outliers from our sample (and sub-samples) that we identify by the DFITS-statistic. As suggested by Belsley, Kuh, and Welsch (1980) , we use a cutoff-value
with, k the degrees of freedom (plus 1) and N, the number of observations. This procedure reduces the (sub-) samples quite considerably; the losses in sample size range from 5 to 10 percent. This may partly be due to measurement and reporting errors, but it may also reflect the high degree of heterogeneity of informal MSEs. 11 In the remainder of the paper we will discuss a number of findings that could not reported in a At higher levels of capital, the marginal returns to capital are much lower. This is despite the fact that the coefficient of log capital increases with higher capital stocks. Profit-capital ratios are, however, much lower at higher levels of capital stock. At medium levels of capital between 150 and 1000 Int. $, the log capital coefficients differ significantly and considerably between countries. For Abijan, Bamako, and Niamey, the interaction terms are strongly negative and hence the correlation between log profits and log capital is not significantly different from zero for this set of countries in this range of capital stock. The implied MRKs are even negative in those cases. For the other countries, we find MRKs around 13 to 14 percent with the exception of Senegal where monthly returns amount to 38 percent. At levels of capital above 1000 Int. $, there seems to be less heterogeneity. Only for Cotonou and Niamey are capital coefficients much lower than in Dakar. This also explains why the MRKs are much lower for these countries. The low returns for Lomé, in contrast are driven by a low profit-capital ratio. In the other countries, monthly capital returns are between 7 and 13 percent.
It is difficult to identify patterns in these results that could, for example, be explained by the level of development. Yet, they may be partly driven by differences in the industry composition of informal MSEs across countries (see Table 3 above). As our dataset is not large enough to include to full set of country-industry-capital interaction terms, 13 Table 8 therefore reports the results from regressions that instead of country-capital interactions include industry-capital interactions. We have aggregated industries into four categories: (1) Manufacturing, (2) construction, hotels, transport, (3) trade, and (4) repair and other services.
14 Place Table 8 here.
The results suggest that the cross-country heterogeneity identified above may indeed be partly explained by differences in industry compositions. Overall, we find much less heterogeneity in the capital coefficient across industries than across countries. In fact, at medium and high levels of capital none of the industry-capital interaction terms turns out to be significant (columns three and four of Table 8 ). Marginal returns at these levels of capital are 4 percent for the repair and other services sector, and 6 or 7 percent for all other sectors. In this specification, there is now more heterogeneity in returns at low levels of capital. However, even though MRKs fluctuate between 47 percent (for repair and other 13 services) and 268 percent (for construction, hotels, and transport), the main finding from above is not altered: We consistently find very high marginal returns to capital at low levels of capital. 15 In the following, we discuss the robustness of the above results and present number of additional robustness and specification checks. We first address the possible implications of how we measure our key variables and the problem of missing or zero values for capital and profits. Then, we analyse parameter heterogeneity by gender. Finally, we address the possibility of omitted variable biases, in particular ability bias.
Measurement error of both profits and capital tend to bias the estimated coefficients towards zero, so this source of bias does not give rise to major concerns in light of the significant strong effects. It is difficult to judge whether and how measurement error changes with higher or lower levels of profits and capital stock. We think there is little reason to assume that measurement error is less pronounced at lower levels of capital stocks, which would then partly explain higher returns at lower levels of capital. For capital, we have briefly discussed the problem that capital might not just be used for business purposes. How this affects our estimates depends on whether non-business use is systematically higher or lower at higher levels of capital. One may argue that more expensive capital goods, like machines, are likely to be of exclusive use to the business. Yet, our estimates of similar capital returns across industries can be taken as evidence against systematic differences in non-business use of reported capital stock.
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The inclusion of zero and missing values (as zeros) for the capital stock into the regressions lowers the estimated returns to capital, but the estimated coefficients still indicate very high but decreasing returns at low levels of capital. In turn, the coefficients on labour, education, and experience are much higher. The size of the sub-sample, which again is reduced by excluding influential outliers, increases by almost 1000 observations. We have also run Tobit regressions that explicitly model censoring without however major implications for the results.
Heterogeneity in returns may also stem from gender differences, as shown for example by de Mel et al. (2008) for Sri Lankan MSEs. To test this hypothesis we also run regressions (on the entire and the split samples) that include -instead of country-capital or industry-capital interactions -interactions of key inputs with the female-owner dummy. 17 For all inputs, including capital, the coefficients are only found to be significantly different for females at higher levels of capital stock. This also holds for capital profitability that is much higher for males than for females at higher levels of capital stock. This implies that marginal returns to capital are very high for both males and females at low levels of capital stock (albeit a bit lower for females). In both the medium and the high capital stock range, female marginal returns are much lower with about 2 percent compared to 8 and 7 percent for males.
15 Semi-parametric estimates (not reported) confirm the identified patterns of capital returns. This approach also reveals considerable heterogeneity within the sub-samples. The estimates show that marginal returns are (extremely) high -up to several hundred percent -at (very) low levels of capital, but decline very rapidly. 16 We also distinguish between different types of capital goods (machines, transport means, or furniture) with no major implication with regard to our results. Similarly, including inventories into capital stocks does not affect the results. 17 Note that female entrepreneurs account for 62 percent of low capital, 40 percent of medium capital, and only 26 percent of high capital entrepreneurs.
14 As explained above, our results may be biased because of other omitted variables. The biases, in particular, ability bias, cannot be easily removed. A first straightforward attempt to solve this problem is to include ability proxies into the estimated equation. We have constructed two such proxies from the information available in the 1-2-3 surveys using principal component techniques. The first is an 'intellectual ability index', which includes information on literacy, language spoken at home, type of school (private or public), and father's schooling. The second index tries to capture 'financial literacy' and is constructed using questions regarding the knowledge of credit and other financial products. A third index measures whether the household has a tradition of being engaged in a particular business. Including these proxies into our regression (not reported) does again not affect the results.
Returns to capital with a household fixed-effect
An alternative to the inclusion of admittedly imperfect proxies to control for ability is to include a household fixed-effect into the above regressions. Quite a number of households own more than one enterprise, allowing to explore the co-variation of profits and capital across firms within the same household, thus removing the omitted household-level variables from the estimated equation. This procedure may mitigate the ability bias if entrepreneurs in the same household are more similar to each other in terms of their ability than they are compared to entrepreneurs outside the household, which is quite plausible.
An analysis of intra-household differences also allows us to test the assumption that factor returns are equated across different activities within the household. A rational household should equate returns, as otherwise Pareto-improving factor re-allocations would be possible. In other words, given fixed characteristics of the household certain constraints, for example credit or labour market constraints, faced by the individual entrepreneur should not be visible -within the household. 18 If instead, we detect differences in marginal returns to capital, we can take this as suggestive evidence for inefficient capital allocations. Theoretically, such inefficiencies could arise, for example, due to non-cooperative behaviour within the household. Optimal capital allocations, however, can also be consistent with differing marginal returns across activities in the presence of (a) some non-linearity in capital stocks that prevents the household from equalizing returns, or (b) risk and risk aversion. The above fairly smooth distributions of entry costs seem to suggest that non-linearities are unlikely to be of great importance in most of MSE activities, at least at lower levels of capital stock. Yet, if activities are associated with different risks and households choose to hold portfolios with different risks, they should equate risk-adjusted returns. In this case, the fixed-effects estimates should reflect the differences in returns that can be attributed to risk differences. Finally, while risk may be the main reason for (dπ/dK) to be different from zero within-households, it cannot be ruled out that single activities, in some cases operated by different individuals, are faced with different constraints, for example different access to capital. In sum, the below fixed-effects results should not only be seen as a robustness check and an attempt to address ability bias, but also as a first attempt to reveal the possible causes of the observed pattern of returns to capital.
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Before we discuss the results, it should be noted that the fixed-effect estimation is prone to selection bias because of the implied reduction of the sample to only those MSEs in households with more than one enterprise. The results of the fixed effects estimates are reported in Table 9 . To start with, we have 946 households owning 2 079 enterprises (i.e. with at least two MSEs). Again, we exclude MSEs that report zero profits and/or zero capital and remove influential outliers from the respective (sub-) samples. In the case of the whole (sub) sample, this leads to a considerable reduction of the sample. The first set of estimates is based on only 600 households with 1 301 firms. In addition to the double-log specification from above, we now also estimate a model without taking logs. The coefficients in the 'no log' specification can directly be interpreted as the marginal return to capital.
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Place Table 9 here.
Overall, the fixed-effects estimates yield similar results to the estimates without fixedeffects. 20 Capital returns are of similar magnitude at low levels of capital. In the no-log specification, marginal returns are about 90 percent. As non-linearities in capital stocks are unlikely to explain these intra-household differences at low levels of capital stock, the identified returns may reflect the high risks associated to activities in this capital range. For the medium range, capital is not significant in either specification, but the magnitude is close to the above estimates. With monthly marginal returns of about 9 percent (last column of Table 9 ) the marginal returns at higher levels of capital are slightly higher than those obtained without fixed effects. At higher levels of capital, intra-household differences may be due to activity-specific capital constraints, but non-linearities, for example for machinery investment, are also likely to come into play. That returns are slightly higher in the fixedeffect model may, on the one hand, reflect the selection of more talented and entrepreneurial households into the sub-sample of those with at least two MSEs. It seems plausible that this selection effect is stronger at higher levels of capital. On the other hand, higher returns may also stem from the ability of diversified households to take (some more) risks and earn higher returns.
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The fixed-effects estimates hence support our finding of very high returns at low levels of capital. Of course, the reductions in sample size are considerable and one has to be careful not to draw too far-fetching conclusions from these estimates. Nonetheless, we do think that these results may also be taken as an indication that risk plays a major role in explaining the high returns at low levels of capital.
Some more thoughts on the causes
A thorough investigation of the causes of the observed pattern of capital returns goes beyond the scope of this paper and is left to future work. This section hence briefly presents only some suggestive evidence on the channels that might explain these patterns. More specifically, we assess the risks associated with activities at different levels of capital. Risks should be higher at low levels of capital if it really explains the observed high returns, as suggested by the fixed-effects estimates. We then make an attempt to proxy capital constraints and again look at these proxies at different levels of capital. We would expect MSEs with low levels of capital to be more constrained than those with more capital.
Although it is generally difficult to proxy risks -and more so in a cross-sectional datasetour survey offers a number of possibilities to construct risk proxies. First, we construct 'classical' proxies for risk, the variation of profits or sales. We chose to measure this variation at the country-sector level, where industries are disaggregated as finely as possible while keeping the number of observations in each country-sector cell at least at 30. Such a procedure yields 123 country-sector cells, for which we compute the coefficients of variation in profits and sales. Second, we use business risk perceptions of the entrepreneur. Specifically, we set a 'risk-of-closure dummy' to 1 if an entrepreneur sees the lack of clients or too much competition as a major business risk -which about 60 percent of all MSEs do.
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The sample means of these -admittedly imperfect -risk proxies are reported in Table 10 for different levels of capital stock.
Place Table 10 here.
The descriptive statistics in Table 10 support the view that risk may partly explain the observed pattern of returns. Both the coefficient of variation in profit and sales are lowest for higher levels of capital. The coefficient of variation of profits, likely the better indicator for risk, is higher for low levels of capital compared to the other two groups. High capital MSEs (with lower returns) are hence more frequently found in sectors with lower variation in profits. However, the differences in these indicators are far from being significant (the standard errors of the above means of the coefficients of variation are in a range of 0.5 to 0.9). According to the third indicator, risk is not highest for activities at low levels of capital. Rather, the threats to business survival appear to be strongest at medium levels of capital, a finding that does not fit with the idea of marginal returns reflecting high risks.
More detailed analysis of the above risk indicators, for example by country or by capital profitability (not reported), does not render consistent results. This is also why we think that the presented evidence provides at best some weak support for risk as major factor behind the above pattern of capital returns. Yet, in our view, these non-findings can be attributed to some extent to the lack of adequate risk (and risk aversion) proxies as well as the rather simple empirical approach. Furthermore, the effects of risk on returns (and capital stocks) may interact with capital market constraints, an interaction, which is ignored in our analysis.
Finally, we briefly examine the possible role of capital constraints in explaining the observed pattern. To this end, Table 11 reports three proxies of capital constraints, again by capital stock range. At least for low levels of capital, for which we find extremely high marginal returns, we would expect MSEs to be severely capital constrained.
Place Table 11 here. Table 11 shows that MSEs with low levels of capital stock are indeed more capital constrained than others. 88 percent of these firms have financed their capital stock only out of own savings without recurring to any source of external funds, including formal and informal credit, family funds or support from friends. 23 This 'only' holds for 81 and 77 percent at medium and high levels of capital stock, respectively. Similarly, 14 percent of the entrepreneurs report to be liquidity constrained, 24 compared to 10 percent in the other two groups. When we split up MSEs by the wealth of the households, in which they are operated, the empirical picture is also in line with expectations. 32 percent of the high capital MSEs can be found in households in the highest wealth quintile. Yet, there are both rich households with low capital MSEs and poor households with high capital MSEs.
While these findings are all in line with expectations, they hardly provide sufficient evidence of the importance of capital constraints. In fact, the descriptive statistics are somewhat fuzzy. The relatively high share of low-capital MSEs in high wealth households for example, may rather be taken as an indication that there should be further factors explaining capital accumulation. For instance, as seen above, many households seem to practice extensive growth, i.e. they invest in several small or very small firms instead of setting up one large firm. Hence, in this case it would mean, this households are not capital constrained, but rather risk averse. Moreover and more generally, as also McKenzie and Woodruff (2006) pointed out, MSEs should, in principle, be able to re-invest their very high returns to accumulate capital. Capital constraints would then only partly be reflected in high returns.
Conclusions
We have analysed the patterns of capital entry barriers into informal activities as well as returns to invested capital using a unique micro data set on informality covering seven urban centres in West-Africa. Our assessment of initial investment of MSEs suggests that most informal activities exhibit important entry barriers, at least when operating costs are taken into account. We can also identify an informal sub-sector, for which fixed costs of entry are negligible. A relatively small fraction of informal entrepreneurs undertakes very substantial initial capital investments, in particular in the transport sector. These findings in conjunction with our descriptive analysis of MSE characteristics point at quite some heterogeneity among informal activities.
We also find heterogeneous returns to capital. Marginal returns are extremely high at low levels of capital stock. In this capital range, we consistently find marginal monthly returns of at least 70 percent. However, we also show that marginal returns decline very rapidly with increasing levels of invested capital. At capital stocks above 150 Int. $, we find monthly marginal returns of four to seven percent using a simple OLS approach and around nine percent using a household fixed-effects estimator. The annualised return at higher levels of capital would thus be around 50 to 70 percent, which is much higher what typical microcredit providers effectively charge in interest (between 15 and 25 percent) and within the range of informal money lenders' rates (60 percent and more).
Our findings on returns are in line with earlier studies on small-scale activities from different contexts. We hence provide yet another piece of evidence that the informal sector does not primarily host small-scale activities with low capital stocks and close to zero returns, as suggested by our simple theoretical exposition and often articulated in the discourse on the informal sector. Rather, MSEs with very low capital stocks -or at least an important share of them -earn high returns and hence seem to have the potential to grow out of poverty. While our static analysis remains silent on this important dynamic dimension, we provide some evidence on the reasons that hold back these entrepreneurs.
We analyse in particular capital constraints and risk as possible causes of high returns at low levels of capital. While MSEs with low levels of capital stock are likely to be severely capital constrained, their access to capital is not different enough from other MSEs to explain the extreme differences in returns across the capital stock distribution. Our approach to assess the role of risk is somewhat innovative, as we interpret our finding of high marginal returns at low levels of capital stock in a household fixed-effects profit function estimation to mainly result from differences in risks between the informal activities operated by the household. We hence think to be able to provide some evidence in favour of a prominent role for risk in explaining high returns to capital in small-scale economic activities. Yet, this piece of evidence should be taken with care, as our results cannot be fully corroborated by other indicators of risks we consider. Finally, we understand this work as a first step towards a better understanding of the constraints and opportunities faced by informal entrepreneurs in Sub-Saharan Africa. A more detailed investigation into the causes of the heterogeneity in returns is needed in particular since informal activities are likely to remain the main income source of the poor in that region in the decades to come. Clothing and  apparel  813  233  164  58  111  27  5  0  5  0  77  Other manfg &  food  708  46  396  170  308  105  27  0  8  0  98  Construction  262  31  624  34  509  0  9  0  32  0  187  Wholesale/retail  shops  684  24 1477  414  48  0 1318  359  4  0  131  Petty traders  177  10  511  182  52  0  424  136  3  0  70  Hotels and  restaurants  802  93  944  545  590  384  263  0  9  0  170  Repair services  1150  200  306  88  87  0  95  0  11  0  125  Transport  3645  932  683  284  92  0  31  0  17  0  293  Other services  760  15  230  35  28  0  66  0  8  0  102  Total  734  30  560  151  157  0  304  0  8  0  105 Source: Authors' computation based on 1-2-3 surveys (Phase 2, 2001/02, AFRISTAT, DIAL, INS). Note: Non-labour expenses include raw materials, inventories, and all other recurrent expenses (for example fuel). 
