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Quantum theory describes multipartite objects of various types: quantum states, nonlocal boxes,
steering assemblages, teleportages, distributed measurements, channels, and so on. Such objects
describe, for example, the resources shared in quantum networks. Not all such objects are useful,
however. In the context of space-like separated parties, devices which can be simulated using local
operations and shared randomness are useless, and it is of paramount importance to be able to
practically distinguish useful from useless quantum resources. Accordingly, a body of literature has
arisen to provide tools for witnessing and quantifying the nonclassicality of objects of each specific
type. In the present work, we provide a framework which subsumes and generalizes all of these
resources, as well as the tools for witnessing and quantifying their nonclassicality.
Space-like separated resources of various types are
studied in quantum information. In the bipartite set-
ting, at least ten types of objects have been considered
as resources in computation or communication tasks:
density matrices [1], shared randomness [2], nonlocal
boxes [3], steering assemblages [4], teleportages [5, 6],
distributed POVMs (or ‘semiquantum’ channels) [7],
device-independent steering channels [8], channel assem-
blages [9], Bob-with-input steering assemblages [10], and
bipartite quantum channels [11]. Heterogenous objects
appear in quantum networks [12]; for example, depend-
ing on the local operations available, various schemes of
quantum key distribution have been proposed [13]. With
a few partial exceptions [6, 10], no unified framework has
been given to describe and characterize all these different
multipartite space-like separated resource types. Here,
we work in the context of space-like separation, where
local operations and shared randomness are free, but no-
signaling forbids classical communication, and we provide
a framework which unifies the study of nonclassicality of
arbitrary types of resources.
First, we provide a common notation for all resource
types, distinguished by the nature (trivial, classical, or
quantum) of the input and output systems. We then de-
fine a unified notion of nonclassicality which subsumes
the natural notions of nonclassicality for every type of
resource. We derive tools for quantifying this nonclas-
sicality in a type-independent manner, while addressing
practical issues such as the approximation of nonclassi-
cality measures using off-the-shelf software. Most impor-
tantly, we show the existence of nonclassicality measures
that transcend types, and in doing so are able to compare
among various types that were previously studied only
separately in the literature. This is exemplified in Fig. 1,
whose features are elaborated on below. In other words,
we show that one can rigorously compare the quantitative
degree of nonclassicality inherent in distributed resources
of arbitrary types.
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Notation Resource R Type T[R] Mabs(R)
|Ψ−〉 Singlet 11→ QQ 1
{Πab} BM2 distributed POVM QQ→ CC 1{
µXZYa|x
}
XZY-singlet assemblage CI→ CQ ≈ 0.366{
µXZa|x
}
XZ-singlet assemblage CI→ CQ ≈ 0.207
~PTsi Tsirelson box CC→ CC ≈ 0.207
Figure 1. We exhaustively characterize the nonclassicality
of five resources of four different types by their convertibility
relations under LOSR operations (figure). We also charac-
terize their nonclassicality using a type-independent absolute
robustness monotone Mabs (table) that we introduce below.
Any single monotone is only partially informative; e.g., Mabs
assigns the same value to {µXZa|x} and ~PTsi, even thought the
former is strictly more nonclassical than the latter.
This complements our companion paper, Ref. [14],
which introduces the type-independent resource theory
of local operations and shared randomness (LOSR) in
more detail.
A unified notation for all types of resources.— First,
we introduce a notation which is capable of describing
a wide variety of resources that arise naturally in Bell
scenarios. In our framework, a resource is a quantum de-
vice distributed over multiple space-like separated par-
ties which receives inputs and produces outputs. Viewed
broadly as a channel, this subsumes a wide variety of
special cases in the literature, as we will show. For sim-
plicity, we restrict ourselves to the two-party case and to
finite-dimensional Hilbert spaces: we denote by X , Y the
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2input systems and by A,B the output systems of the first
(Alice) and second (Bob) parties respectively, as shown
in Fig. 2. We also use H as an auxiliary system or place-
holder.
To each system, sayH, we associate two values: the di-
mension d[H] and the type T[H] so thatH = (d[H],T[H]).
The dimension d[H] describes the associated Hilbert
space Cd[H], equipped with the computational basis
{|iH〉}d[H]i=1 . We write the set of Hermitian operators on
Cd[H] as H(H), the set of positive semidefinite operators
as H+(H) = {ρ ∈ H(H) : ρ > 0}, and the set of density
matrices as D(H) = {ρ ∈ H+(H) : tr(ρ) = 1}. The type
T[H] ∈ {1,C,Q} describes whether the system is trivial,
classical or quantum. A system is trivial (T[H] = 1) if
and only if d[H] = 1. A classical system (T[H] = C)
restricts the operators in H(H) to be diagonal in the ba-
sis |iH〉. Finally, a quantum system (T[H] = Q) has no
such restriction. Note that we sometimes omit the tensor
product symbol: e.g., D(XY) denotes D(X ⊗Y). We also
use our discretion as to when to label systems in variable
subscripts.
A resource R is a map
RAB|XY : D(XY)→ D(AB) , (1)
which is trace-preserving
tr(R[ξ ⊗ ψ]) = 1 ∀ξ ∈ D(X ), ψ ∈ D(Y) (2)
and completely positive [15, 16]
(R⊗ I)[νXYH′ ] > 0 ∀νXYH′ ∈ D(XYH′) , (3)
for any auxilliary space H′. The subscript AB|XY cor-
responds to the types and dimensions of all input and
output systems. For a resource R as in (1), we define the
resource type written
T[R] = T[X ]T[Y]→ T[A]T[B] , (4)
and the resource dimension
d[R] = (d[A], d[B], d[X ], d[Y]) . (5)
We consider only resources which are nonsignaling
from every party to every other. No-signaling from Alice
to Bob implies that if one ignores Alice’s output A, then
Alice’s input X has no influence on Bob’s output B. That
is, the reduced channel RB|XY ≡ trARAB|XY of such a
resource R satisfies RB|XY [ξ⊗ψ] = RB|XY [ξ′ ⊗ψ] for all
inputs ξ, ξ′ ∈ D(X ) and ψ ∈ D(Y). Hence, one can pick
an arbitrary ξ to construct the unique RB|Y such that
RB|XY [ξ ⊗ ψ] = tr[ξ]RB|Y [ψ] (6)
for all ξ and ψ. No-signaling from Bob to Alice can be
encoded similarly as
RA|XY [ξ ⊗ ψ] = tr[ψ]RA|X [ξ]. (7)
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Figure 2. A two-party resource R ∈ D(XY)→ (AB) and its
action on product input ξ ⊗ ψ; by allowing X ,Y,A,B to be
trivial, classical, or quantum, we unify all the resource types
shown in Table I.
Input/output types.— Note that when an output A
of a party is trivial, with T[A] = 1 (or equivalently
d[A] = 1), no-signaling guarantees that the party is irrel-
evant and can always be ignored. In contrast, when an
input X of a party is trivial, with T[X ] = 1, that party
can nonetheless be nontrivial, as happens (e.g.) with
quantum states. When an output A is classical, with
T[A] = C, the channel satisfies (for all ξ and all ψ):
∀iA 6= jA, 〈iA|R[ξ ⊗ ψ]|jA〉 = 0. (8)
When an input X is classical, with T[X ] = C, the channel
acts on the diagonal subspace, and thus satisfies (for all
ψ)
∀iX 6= jX , R[|iX 〉〈jX | ⊗ ψ] = 0. (9)
Definition 1 The set RAB|XY of all nonsignaling re-
sources of given types T[R] and dimensions d[R] is de-
fined as those channels which satisfy Eqs. (2)-(7) and
(when applicable) (8),(9).
For any given type and dimensionalities, this set is rep-
resentable via a semidefinite program (SDP), as shown
in Appendix D.
We show ten distinct types of resources which our
framework subsumes and which have been previously
studied in the literature in Table I.
Examples of resources. — We now define the exam-
ples from Fig. 1.
The singlet |Ψ−〉 is a quantum state (type 11→ QQ),
written as a channel acting on a trivial input, denoted 1:
R|Ψ−〉[1]=
∣∣Ψ−〉〈Ψ−∣∣ = ( |01〉 − |10〉 )( 〈01| − 〈10| )/2 .
(10)
The BM2 distributed POVM {Πab} (type QQ→ CC) is
inspired by semiquantum tests of entanglement [14, 17,
18]. It can be constructed by two parties who share a
singlet state |Ψ−〉; Alice jointly measures system X to-
gether with her half of the singlet using a Bell measure-
ment (BM) in the basis {(σa⊗1) |Ψ−〉}a=0,1,2,3, where a
labels her outcome, and Bob proceeds similarly on system
Y together with his half of the singlet, with b = 0, 1, 2, 3
as his outcome. (Here, σ0 = 1 and σ1,2,3 are the Pauli
matrices.) The action of the resulting distributed POVM
3Name Type T[R] Drawing Name Type T[R] Drawing
Quantum state [1] 11→ QQ Distributed measurement
(see semiquantum games [7])
QQ→ CC
Shared randomness [2] 11→ CC MDI steering assemblage [8] CQ→ CC
Nonlocal box [3] CC→ CC Channel assemblage [9] CQ→ CQ
Steering assemblage [4] C1→ CQ Bob-with-input steering
assemblage [10]
CC→ CQ
Teleportage [6]
(in teleportation exps. [5])
Q1→ CQ General bipartite channel [11] QQ→ QQ
Table I. Types of resources studied in the literature. The arrow indicates a quantum input/output space, while the arrow
indicates a classical input/output space.
with quantum inputs X and Y on input quantum states
ξ and ψ can be written
R{Πab}[ξ ⊗ ψ]=
∑
ab
|ab〉〈ab| 〈Ψ−∣∣(σaξσa)⊗ (σbψσb)∣∣Ψ−〉 .
(11)
The resources {µXZYa|x } and {µXZa|x} are steering assem-
blages (type C1 → CQ). The XZY-singlet assemblage{
µXZYa|x
}
can be constructed by two parties sharing a
singlet, and one of them performing the measurement
{|+〉〈+| , |−〉〈−|}, {|0〉 〈0| , |1〉 〈1|} or {|+i〉 〈+i| , |−i〉 〈−i|},
depending on whether the classical input x is 0, 1, or
2, respectively, and where |±〉 = 1√
2
(|0〉 ± |1〉) and
|±i〉 = 1√
2
(|0〉± i |1〉). One can write the resulting assem-
blage in terms of its action on the three possible classical
inputs as
R{µXZY
a|x }[|0〉〈0|] =
( |0−〉〈0−|+ |1+〉〈1+| )/2, (12)
R{µXZY
a|x }[|1〉〈1|] =
( |01〉〈01|+ |10〉〈10| )/2,
R{µXZY
a|x }[|2〉〈2|] =
( |0−i〉〈0−i|+ |1 +i〉〈1 +i| )/2.
The XZ-singlet assemblage {µXZa|x} is defined similarly, but
where the classical inputs are x = 0, 1, corresponding to
the first two POVMs above, respectively.
The Tsirelson box PTsi(ab|xy) (type CC → CC) of
Ref [19] is the quantumly-realizable box which maximally
violates the CHSH inequality; it is obtained from |Ψ−〉
by projective measurements. Alice uses the same mea-
surements as in the preparation of R{µXZ
a|x}, while Bob
measures either {c |0〉 + s |1〉 , s |0〉 − c |1〉} or {s |0〉 +
c |1〉 , c |0〉− s |1〉}, depending on whether y = 0 or y = 1,
respectively, and where c = cospi/8 and s = sinpi/8.
Then with a, b, x, y = 0, 1, we have RTsi[|xy〉〈xy|] =∑
ab |ab〉〈ab|PPsi(ab|xy) with
PTsi(ab|xy) = 1 + (−1)
a+b+xy/
√
2
4
. (13)
A unified resource theory— Next, we introduce a sin-
gle resource theory [20] which captures the relevant no-
tion of nonclassicality for all resources of all of the types
described above. Within this resource theory (which is
expanded upon in the companion article [14]), free re-
sources are the ones that are obtained using only local
operations and shared randomness (LOSR operations):
Definition 2 A resource RAB|XY is LOSR-free if it ad-
mits of a convex decomposition into single party resources
RiA|X and R
i
B|Y according to probability distribution pi:
RAB|XY =
∑
i
pi(R
i
A|X ⊗RiB|Y) . (14)
We denote the set of all free resources as Rfree :=⋃
ABXY R
free
AB|XY , and the set of all no-signaling resources
(free or nonfree) as R :=
⋃
ABXY RAB|XY ; note that the
union runs over all types and dimensions.
A generic transformation τ on resources is a completely
positive, linear supermap [21]
τ : [D(XY)→ D(AB)]→ [(D(X ′Y ′)→ D(A′B′)] (15)
that transforms a resource RAB|XY into a resource
RA′B′|X ′Y′ , possibly changing the resource type and di-
mensions. A transformation is LOSR-free if it is ob-
tainable by local operations and shared randomness, and
hence admits of a convex decomposition into products
of arbitrary supermaps acting only on a single party.
A generic (bipartite) free transformation is shown in
Fig. 3(a) of Ref. [14]. The set of free transformations
is closed under composition, and maps free resources to
free resources.
The resourcefulness of resources is completely charac-
terized by the conversions that are possible between them
using free operations. For example, the relative nonclas-
sicality of the resources in Fig. 1 are fully characterized by
the conversion relations claimed therein, whose validity
we now prove. When we defined the examples above, we
4described how the singlet |Ψ−〉 can be transformed into
the resources {Πab}, {µXZYa|x }, {µXZa|x}, and ~PTsi using local
(and hence LOSR-free) transformations. Furthermore,
{Πab} can be freely transformed into the singlet |Ψ−〉,
as proved in [14], so the two are equally resourceful (and
hence can be freely transformed into exactly the same
resources). The assemblage {µXZYa|x } can be freely trans-
formed into assemblage {µXZa|x} simply by Alice ignoring
the third input value, and then also into PTsi(ab|xy) by
Bob further performing the measurements given above
Eq. (13) on his quantum output. Finally, {µXZa|x} can be
transformed into PTsi(ab|xy) by Bob performing these
same measurements.
It remains to show that every arrow absent from the
figure corresponds to a conversion that is impossible un-
der LOSR-free transformations. The following proposi-
tion covers several such instances, notably including the
impossibility of freely transforming ~PTsi to {µXZa|x}.
Proposition 1 The output of an LOSR transformation
of each of the following types is necessarily a free re-
source:
• box (CC→ CC) to state (11→ QQ)
• box (CC→ CC) to assemblage (C1→ CQ)
• assemblage (C1→ CQ) to state (11→ QQ)
Proof See Appendix A. 2
To establish the impossibility associated to each of the
remaining arrows (that is, apart from the one noted just
above) which are absent from Fig. 1, it suffices to exhibit
a monotone whose value would increase under the corre-
sponding transformation. We now give such a monotone:
the type-independent absolute robustness, which we in-
troduce below and depict in Fig. 1.
Type-independent monotones— One can quantita-
tively measure the nonclassicality of a resource using any
function that does not increase under LOSR transforma-
tions, which is a monotone of our resource theory. We
focus on the type-independent absolute robustness here,
but consider others in Appendix B.
Definition 3 The type-independent absolute robustness
Mabs(R) of a resource R ∈ R of arbitrary type and di-
mension is:
Mabs(R) = min s such that (R+ sS)/(1 + s) ∈ Rfree,
s > 0, S ∈ Rfree, d[S] = d[R],T[S] = T[R].
Our innovation here is to consider functions which be-
have monotonically even under operations that change
the resource type, which allows us to compare the nonclas-
sicality of resources across different types, as in Figure 1.
We prove in Appendix B that the absolute robustness (as
defined here) has this property— despite the fact that
the special cases of it which have been previously stud-
ied [22–27] have been type specific, and despite the fact
that the computation of Mabs(R) involves a specification
of the type and dimension of R.
The values of this monotone on the examples in Fig. 1
are exact, and the manner by which they are computed
is described in Appendices F and G. Note that mono-
tones can be used to prove that some conversions un-
der LOSR are impossible, namely, those which would
increase the value of Mabs. One cannot conclude any-
thing about which conversions are possible. This can be
seen in Fig. 1, where Mabs assigns the same value to the
Tsirelson box and to the assemblage {µXZa|x}, despite the
fact that the two are not equivalent, as the former cannot
be freely converted to the latter by Prop. 1.
A hierarchy to characterize nonclassicality.— We
now describe how one can in practice determine whether
or not a given resource is LOSR-free. This can be done
using a hierarchy of SDPs which ultimately checks if R?
is a member of Rfree. The reasoning is as follows.
If R?AB|XY ∈ Rfree, then R? has a convex decomposi-
tion as in (14). By copying the shared randomness to
more parties (who can then locally emulate any other
party) it follows that R? has an n-symmetric exten-
sion [28, 29] for any n, obtained by copying the second
party n times in the product. That is, for any n there
exists
R(n) =
∑
i
pi(R
i
A|X ⊗RiB1|Y1 ⊗ . . .⊗RiBn|Yn) (16)
such that
1. R(n) is no-signaling from any party to any other,
2. R(n) is symmetric under all n! permutations of the
copies, and
3. the reduced resource trB2...Bk R(n) = R?.
Whether or not an n-symmetric extension R(n) exists can
be tested by an SDP. Hence:
Proposition 2 The set of classical resources RfreeAB|XY of
any given type and dimensionalities has a sequence of
outer approximations
RAB|XY ⊇ F(1)AB|XY ⊇ . . .F(n)AB|XY . . . ⊇ RfreeAB|XY (17)
where each F(n)AB|XY is representable by a SDP, such that
limn→∞F
(n)
AB|XY = R
free
AB|XY .
Proof See Appendix E. Each F(n)AB|XY is defined by the
set of resources that admit of an n-symmetric extension,
and each such set is SDP-representable. Convergence fol-
lows immediately from Ref. [29, Theorem 3.4], since the
constraints of Eqs. (2)-(7) and (when applicable) (8),(9)
have the form required by the theorem. 2
Because this sequence of approximations converges on
RfreeAB|XY , for any nonclassical resource R /∈ RfreeAB|XY of
5arbitrary type and dimension, there exists some level n
of the hierarchy such that R /∈ F(n)AB|XY , which witnesses
the fact that R is not free. We stress again that our
technique applies to all types of resources, since all that
distinguishes different types is the inclusion (or not) of
constraints of the form in (8)-(9) in the relevant SDPs.
Application: computation of monotones — This hi-
erarchy enables the practical computation of monotones.
For example, consider again the absolute robustness
Mabs. By replacing RfreeAB|XY with the outer approxima-
tion F(n)AB|XY in the definition of Mabs, one relaxes the
constraints in the minimization, thus obtaining a lower
bound on Mabs(R). This gives a sequence of approxima-
tions
M˜
(1)
abs(R) 6 . . . 6 M˜
(n)
abs (R) 6 . . . 6Mabs(R) (18)
each of which is explicitly computable using a SDP (see
Appendix F), such that limn→∞ M˜
(n)
abs (R) = Mabs(R).
Application: LOSR convertibility of states— Since
convertibility relations fundamentally determine the re-
sourcefulness of resources, it is of central importance to
be able to determine when one resource can be freely
converted to another. By definition, free transforma-
tions that convert states (type 11 → QQ) into states
are themselves free resources of type QQ → QQ. Given
states ρ ∈ D(AB) and ρ′ ∈ D(A′B′), one can test for
the existence of an LOSR-free transformation (viewed as
a resource R) such that ρ′ = R[ρ]. Since this is a linear
constraint, one can modify the hierarchy of Proposition 2
to include it, generating a new hierarchy which tests for
the possibility of LOSR convertibility between ρ and ρ′.
A natural extension of this hierarchy to allow generic
local supermaps [21] would allow one to test for the pos-
sibility of LOSR conversions between arbitrary types of
resources, but we leave this for future work.
Outlook. — We have given a type independent de-
scription of nonclassical resources when local operations
and shared randomness are free, generalizing a series of
existing results, including those in Ref. [1, 3–10, 30]. This
work opens many new research avenues. First, although
generalizing our definitions and arguments to n-party sce-
narios is straightforward, multipartite nonclassicality in
general scenarios is likely to have a rich structure, as hap-
pens for multipartite LOCC-entanglement [31–33]. Still
more interesting would be to expand our framework to
encompass supermaps; for example, this would allow for
a description of filtering [34], and for the construction
of a hierarchy of SDPs that can witness the possibility
or impossibility of any LOSR conversion between any
two resources of any type. Much work remains to be
done in defining monotones which are computable and
which have operational significance across multiple re-
source types. Finally, we hope that our framework will
be used to unify the expanding set of scenarios under
study, and to generalize the tools developed to charac-
terize them.
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APPENDICES
These appendices provide the proofs of some proposi-
tions in the main text, as well as explicit definitions that
are useful for numerical implementations. We order the
next sections by increasing complexity, and do not fol-
low necessarily the order of appearance of notions in the
main text.
In Appendix A, we prove Proposition 1, showing that
some transformation types are necessarily nonclassical-
ity degrading. In Appendix B, we prove that the type-
independent absolute robustness Mabs (Definition 3) is
a monotone of our type-independent resource theory of
local operations and shared randomness. We also ex-
plore other monotones (generalized robustness, nonlocal
weight), and link their type-independent variants to their
type-specific appearances in the literature. We also show
that random robustness cannot naturally be generalized
to be type-independent. In Appendix C we review ba-
sic notions of convex optimization, and define LP- and
SDP-representable sets, as these are used several times
in the present work. Then, in Appendix D, we show that
the set of nonsignaling resources of any given type and di-
mensionalities is SDP-representable (sometimes even LP-
representable). On the other hand, the representability
of the set of free resources is more complex: we show in
Appendix E that some types can be represented exactly
using LPs or SDPs, while other types are represented
by a convergent hierarchy of SDPs. In Appendix F, we
show how to compute or approximate monotones using
these LP- and SDP representations, and we describe in
Appendix G how we computed the absolute robustness
of the examples presented in the main text.
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Figure 3. In each of these figures, the shading indicates the
portion of the figure whose type is labeled (above the figure).
(a)-(c) Any transformation (depicted here as a supermap with
dashed lines) from a resource of type CC→ CC to a resource
of type 11→ QQ can be conceptualized as an LOSR transfor-
mation first to type 11→ CC, followed by an LOSR transfor-
mation to type 11 → QQ. (d) An analogous argument holds
for conversions from CC→ CC to C1→ CQ. (e) An analogous
argument holds for conversions from C1→ CC to 11→ QQ.
Appendix A: Proof of Proposition 1
Some types of free transformations in the LOSR frame-
work necessarily degrade the nonclassicality of a resource,
as we stated in Proposition 1, which we prove after in-
troducing a few useful preliminaries.
Definition 4 A resource type is useless if every resource
of that type is necessarily free.
For example, one has:
Proposition 3 All bipartite resource types of the type
1T[Y]→ CT[B] are useless.
Proof One can construct any resource R of the form
1T[Y] → CT[B] as follows. Define the marginal P (a) =
〈a|trB R[ψ]|a〉 for some ψ ∈ D(Y), and define the single-
party channel Ra[_] = 〈a|R[_]|a〉 /P (a) ∈ D(Y) →
D(B), where a ranges over the real values in the support
of P (a). Note that by no-signaling, P (a) is independent
of ψ, and hence unique, and that Ra[_] is a valid single-
party channel. Then, it is easy to see that R can be
written as R =
∑
a P (a) |a〉〈a| ⊗Ra, and hence is LOSR-
free. 2
We now prove Proposition 1 of the main text. Let τ
be a free transformation taking resources R ∈ D(XY)→
D(AB) into resources τ [R] ∈ D(X ′Y ′) → D(A′B′). The
three cases covered by the proposition are when τ is a
transformation between the following types:
1. box (CC→ CC) to state (11→ QQ)
2. box (CC→ CC) to assemblage (C1→ CQ)
3. assemblage (C1→ CQ) to state (11→ QQ)
Consider first the proof for conversions from boxes to
states, depicted in detail in Fig. 3a-c. The most general
LOSR transformation taking boxes to states is depicted
by the dashed operations in Fig. 3b, since for any party
whose inputs and outputs are classical, there is no loss
of generality in taking the side channels on their local
supermaps to be classical rather than quantum systems.
One can conceptualize any such LOSR transformation
as a composition of two LOSR transformations, where
the first takes type CC → CC to type 11 → CC and the
second takes type 11→ CC to type 11→ QQ. This two-
stage process is depicted by the shaded boxes in the fig-
ure, where the type labels above the figure denote the
resources in the shaded regions. Now, every resource of
the intermediate type (11→ CC) is necessarily free (since
shared randomness is always free). As LOSR operations
preserve the free set, the quantum state resulting from
the second transformation is also free.
The second case is proven by similar logic, where the
intermediary type is C1→ CC, which (by Proposition 3)
is also a useless type. See Fig. 3d. The second case is
proven by similar logic, where the intermediary type is
11 → CQ, which by Proposition 3 is also a useless type.
See Fig. 3e.
Appendix B: Monotones
When comparing resources of a fixed type, it suffices
to use the traditional notion of a monotone as a function
(from resources of a fixed type to the real numbers) which
does not increase under type-preserving free operations.
Definition 5 A type-dependent LOSR monotone M :
R→ R is a function that obeys
M(τ [R]) 6M(R) (B1)
for all resources R and LOSR-free transformations τ
such that R and τ [R] have fixed, constant type T[R] =
T[τ [R]] = cte.
For example, the negativity [35] is a type-dependent
LOCC (and thus LOSR) monotone that applies to quan-
tum states (T[R] = 11 → QQ); the relative entropy of
nonlocality [26, 36] applies to nonlocal boxes (T[R] =
CC→ CC) and so on. Note that some of these monotones
impose also that the dimension of the resource stays con-
stant (d[R] = d[τ [R]]), as in the example of the random
robustness measure, discussed below.
However, the main message of this article is that one
can and should compare the resourcefulness of resources
across arbitrary types and dimensions. Hence, one should
consider dimension- and type-independent monotones,
defined formally as follows.
8Definition 6 A type-independent LOSR monotone is a
function M : R → R from the set R of all resources (of
any type) to the real numbers, such that
M(τ [R]) 6M(R) (B2)
for any free LOSR transformation τ , including those
which change the type and dimension of an input re-
source.
We defined and focused on one such monotone,
the type-independent absolute robustness, in the main
text. We now define several more type-independent
monotones, as natural generalizations of type-dependent
monotones that have been previously studied [22–27, 37–
39].
1. Type-independent absolute robustness
monotone
We have already defined the type-independent absolute
robustness Mabs in the main text in Definition 3, as
Mabs(R) = min s such that (R+ sS)/(1 + s) ∈ Rfree,
s > 0, S ∈ Rfree, d[S] = d[R],T[S] = T[R] . (B3)
We now prove that this is indeed a type-independent
monotone.
Proof For a given resource RAB|XY , the value Mabs(R)
is the value s of a feasible solution (s, S) satisfying
R+ sS
1 + s
∈ RfreeAB|XY , (B4)
for some S ∈ RfreeAB|XY . Since any free LOSR transforma-
tion τ : RAB|XY → RA′B′|X ′Y′ (which may change the
resource type and dimension) takes the free set RfreeAB|XY
into the free set RfreeA′B′|X ′Y′ , it follows by linearity that
τ
[
R+ sS
1 + s
]
=
τ [R] + sτ [S]
1 + s
∈ RfreeA′B′|X ′Y′ , (B5)
and also that τ [S] ∈ RfreeA′B′|X ′Y′ . Hence (s, τ [S]) is a
feasible solution in the optimization (B3) for τ [R], and
so the value s is an upper bound on Mabs(τ [R]), and
so Mabs(τ [R]) ≤ Mabs(R). Since τ may be arbitrarily
type-changing, Mabs is a type-independent monotone. 2
This is the natural type-independent generalization of
the absolute robustness monotone defined on quantum
states in Ref. [22], defined on boxes in Ref. [23], and
defined on steering assemblages in Refs. [24, 25]. (It was
termed the LHS steering robustness in [24] and the LHS
robustness in [25].)
A closely related type-independent monotone is ob-
tained by using a different function to quantify the noise
being mixed with the given resource:
Mabs′(R) = min s such that (1− s)R+ sS ∈ Rfree,
s > 0, S ∈ Rfree, d[S] = d[R],T[S] = T[R] . (B6)
The value of this monotone is related by the variable
transformation Mabs′(R) = Mabs(R)/(1 +Mabs(R)).
This variant is the natural type-independent gener-
alization of the monotone Mabs′ defined on boxes in
Refs. [26, 27]. (It was termed the robustness of nonlo-
cality in Ref. [26] and termed MRBST,L in Ref. [27].)
2. Type-independent generalized robustness
monotone
Another related type-independent monotone is ob-
tained by considering mixing a different set of resources,
namely, by replacing S ∈ Rfree with S ∈ R. Then:
Mgen(R) = min s such that (R+ sS)/(1 + s) ∈ Rfree,
s > 0, S ∈ R, d[S] = d[R],T[S] = T[R] . (B7)
The proof that this is a type-independent monotone is
analogous to the proof for the absolute robustness. This
is the natural type-independent generalization of the gen-
eralized robustness monotones defined on quantum states
in Ref. [37], defined on boxes in Ref. [23], and defined on
steering assemblages in Refs. [24, 38, 39]. (It was termed
the steering robustness in Refs. [24, 38] and the robust-
ness of steering in Ref. [39].)
Because the set RAB|XY is SDP-representable in gen-
eral (unlike the set RfreeAB|XY), computing this monotone
can be more efficient than computing the absolute robust-
ness. Note that the former set includes post-quantum
resources. Another reasonable choice would be to in-
stead use the set of quantumly realizable LOSR resources
(sometimes termed localizable resources [40, 41]), as was
done in [23] cited above. However, the characterization
of the set of quantumly realizable LOSR resources is an
open problem. In any case, these choices are a matter of
taste, unless with a particular operational interpretation
of these monotones.
3. Type-independent nonlocal weight monotone
Another related type-independent monotone is given
by the minimum weight on a nonfree resource with which
one can mix a free resource to generate the given resource:
MNLW(R) = min e such that R = eR˜+ (1− e)N ,
e > 0, R˜ ∈ R, N ∈ Rfree ,
d[R] = d[R˜] = d[N ], T[R] = T[R˜] = T[N ] . (B8)
The proof that it is a type-independent monotone is again
analogous to the proof for the absolute robustness.
This is the natural type-independent generalization of
the nonlocal weight monotone [42] defined on boxes, and
also of the steering weight [24] or steerable weight [39, 43]
monotone, defined on steering assemblages. It is also
linked [23] to the best separable approximation of quan-
tum states [44].
94. Type- and dimension- dependent random
robustness measure
We close by noting that the random robustness mono-
tone defined in Ref. [22] for quantum states cannot be
easily generalized to a type-independent monotone. The
random robustness is defined to parallel the absolute ro-
bustness, but where the set of resources being mixed with
the given resource is taken to be a singleton set contain-
ing only the “maximally mixed” resource of the same type
as the given resource. However, the resulting measure is
not a type-independent LOSR monotone; indeed, it is
not even a type-dependent monotone under LOSR oper-
ations (nor under LO operations or LOCC operations,
for that matter). As shown in Ref. [22], the random ro-
bustness can increase under local operations that change
the dimensionality of one’s resources. Ultimately, this is
a consequence of the dimension-dependence of the max-
imally mixed resource; e.g., for two-qubit states the ran-
dom robustness is based on the maximally mixed state
14/4, while for two-qutrit states it is based on 19/9.
However, if one restricts attention only to resources of
a fixed type and a fixed dimension, then one can show
that the random robustness behaves monotonically. It
is conceivable that the random robustness satisfies some
new notion of type-independence which incorporates di-
mensional constraints, but it is unclear whether such a
new notion is of any significance, and we do not pursue
it here.
Appendix C: Convex optimization and LP- and
SDP- representability
We now present some practical tools which are use-
ful for characterizing various important sets of resources,
leveraging the fact that efficient numerical solvers such
as MOSEK [45] are available to represent and optimize
over convex sets that are defined using linear inequali-
ties (such solvers are termed linear programs, or LPs)
and linear matrix inequalities (such solvers are termed
semidefinite programs, or SDPs) [46].
Both LPs and SDPs optimize a linear objective
over a convex set: linear programs optimize over LP-
representable sets, while semidefinite programs optimize
over SDP-representable sets.
Definition 7 A set X ⊆ Rn is LP-representable if
X = {~x ∈ Rn|∃~y ∈ Rm : ~γ = ~c+ P~x+Q~y > 0} , (C1)
where ~c ∈ Rp, P ∈ Rp×n and Q ∈ Rp×m, and ~γ > 0 is
interpreted componentwise.
Thus, LP-representable sets are defined by linear in-
equality constraints, linear equality constraints (which
can be written as pairs of inequalities), and projections
of such sets (by moving the corresponding coordinates to
the slack variables ~y); we refer the reader to [47] for a
complete reference on such manipulations.
Definition 8 A set X ⊆ Rn is SDP-representable if
X=
~x ∈ Rn
∣∣∣∣∣∣∃~y ∈ Rm : Γ=C+
n∑
i=1
xiPi+
m∑
j=1
yiQi > 0
 ,
(C2)
where C, {Pi}i, {Qj}j are symmetric matrices of size p×
p, and, for a symmetric matrixM ∈ Rp×p, the constraint
Γ > 0 is interpreted as Γ being semidefinite positive.
Thus, SDP-representable sets are defined by equality con-
straints of various types, semidefinite positiveness con-
straints, projections, and all the operations that define
LP-representable sets (the inequality constraint ~γ > 0 is
rewritten as the SDP constraint of a diagonal matrix).
A variety of sets are LP- or SDP-representable. For
example, although the set X in the definition above con-
tains real vectors, sets of Hermitian matrices can be rep-
resented as well, by expanding on a basis with real co-
efficients. Again, we refer the reader to [47] for more
details.
Definition 9 A linear program (resp. semidefinite pro-
gram) corresponds to the problem
max
~x∈X
~b>~x , (C3)
where X is LP-representable (resp. SDP-representable).
It is also useful to consider conic extensions of convex
sets.
Definition 10 Let X be a convex set. The conic exten-
sion Xˆ ⊇ X is
Xˆ = {α~x|α ∈ R, α ≥ 0, ~x ∈ X} . (C4)
We easily verify that if X is LP-representable, then its
conic extension Xˆ is also LP-representable: it is sufficient
to add an additional variable t ∈ R with the constraint
t ≥ 0 to Definition (7), and replace ~c + P~x + Q~y > 0
by ~ct + P~x + Q~y > 0. By a similar argument, one can
verify that ifX is SDP-representable, then Xˆ is also SDP-
representable.
Appendix D: The set RAB|XY of all nonsignaling
resources of given types and dimensionalities is
SDP-representable
Next, we introduce the useful Choi description of re-
sources, and then show that the set of all nonsignaling
resources of any given type and dimensionalities can be
represented exactly by an SDP or LP.
1. Choi state representation of resources
In the main text, we described resources as completely
positive, trace preserving linear maps. Here, we in-
troduce a second (equivalent) description of a resource
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R ∈ D(XY) → D(AB) in terms of its Choi [48, 49] ma-
trix JR ∈ D (ABX ′Y ′). The Hilbert spaces X ′ and Y ′ are
isomorphic to X and Y respectively. The distinction be-
tween X and X ′ is introduced for clarity in this section,
and will be dropped later on. Using the computational
basis of those spaces, we construct the maximally entan-
gled states φXX ′ and φYY′ :
φXX ′ =
1
d[X ]
d[X ]∑
i,i′=1
|iX iX ′〉〈i′X i′X ′ | , (D1)
φYY′ =
1
d[Y]
d[Y]∑
j,j′=1
∣∣jYjY′〉〈j′Yj′Y′ ∣∣ . (D2)
Definition 11 The Choi state JR ∈ D (ABX ′Y ′) corre-
sponding to the resource R is defined as:
JR =
(
RAB|XY ⊗ 1X ′Y′
)
[φXY′ ⊗ φYY′ ] . (D3)
One can write this out explicitly as
JR =
1
d[X ]d[Y]
d[X ]∑
i,i′=1
d[Y]∑
j,j′=1
R
[|iX 〉〈i′X | ⊗ ∣∣jY〉〈j′Y ∣∣]
⊗ |iX ′〉〈i′X ′ | ⊗
∣∣jY′〉〈j′Y′ ∣∣ . (D4)
2. Constraints on the Choi state of a resource with
special properties
The constraint that a channel be completely positive
is equivalent to the constraint on the Choi state that
JR ∈ H+ (ABX ′Y ′) , (D5)
while the constraint that a channel be trace-preserving is
equivalent to the constraint on the Choi state that
trAB JR =
1
d[X ′]d[Y ′]1X ′Y′ . (D6)
As discussed in the main text, we consider only no-
signaling resources, as befits our assumption of space-like
separation. This translates into the following constraints
on the Choi state:
trA JR =
1X ′ ⊗ trAX ′(JR)
d[X ′]
trB JR =
1Y′ ⊗ trBY′(JR)
d[Y ′] (D7)
Note that condition (D7) implies condition (D6) above.
These nonsignaling constraints can be written explicitly
as follows. For all jB, jX ′ , jY′ , kB, kY′ :∑
jA
〈jAjBjX ′jY′ |JR|jAkBkX ′kY′〉 =
δjX′ ,kX′
d[X ′]
∑
jAkX′
〈jAjBkX ′jY′ |JR|jAkBkX ′kY′〉 , (D8)
and for all jA, jX ′ , jY′ , kA, kX ′ :∑
jB
〈jAjBjX ′jY′ |JR|kAjBkX ′kY′〉
=
δjY′ ,kY′
d[Y ′]
∑
jBkY′
〈jAjBjX ′kY′ |JR|kAjBkX ′kY′〉 . (D9)
Resources which have certain inputs or outputs that
are classical satisfy further constraints, as we now show.
Trivial input or output Hilbert spaces correspond to one-
dimensional Hilbert spaces in the tensor product in which
the Choi state JR is defined, and thus such systems do not
appear explicitly in the description of JR as a Hermitian
matrix, and so imply no constraints beyond fixing the
dimensionality.
Constraints from classicality of outputs and inputs
As discussed in the main text, the statement that an
output A is classical, denoted T[A] = C, expresses the
fact that the given resource always produces outputs on
A that are diagonal in a fixed basis, as in Eq. (8). The
Choi state of such a resource satisfies 〈iA|JR|jA〉 = 0 for
iA 6= jA. Explicitly, for all iA, iB, iX ′ , iY′ , jA, jB, jY′ and
jY′ we have:
iA 6= jA ⇒ 〈iAiBiX ′iY′ |JR|jAjBjX ′jY′〉 = 0 .
(D10)
The constraints for the systems of other parties are anal-
ogous.
The statement that an input X is classical, denoted
T[X ] = C, expresses the fact that the given resource is
defined only for input states that are diagonal in a fixed
basis, as in Eq. (8). The Choi state of such a resource
satisfies 〈iX ′ |J |jX ′〉 = 0 for iX ′ 6= jX ′ . Explicitly, for all
iA, iB, iX ′ , iY′ , jA, jB, jX ′ and jY′ we have:
iX ′ 6= jX ′ ⇒ 〈iAiBiX ′iY′ |JR|jAjBjX ′jY′〉 = 0.
(D11)
Hence we have the following.
Definition 12 The set JAB|XY of Choi states corre-
sponding to nonsignaling resources RAB|XY of a given
type and dimensionalities is equal to the set of Hermi-
tian matrices that are
• completely positive (D5),
• trace preserving (D6),
• nonsignaling (D7),
• classical in the relevant Hilbert spaces: (D10)
and (D11).
This proposition follows.
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Proposition 4 The set RAB|XY of nonsignaling re-
sources of any given type and dimensionalities is SDP-
representable, as is the corresponding set JAB|XY . In the
case where no input or output has quantum type, these
sets are furthermore LP-representable.
Proof All the constraints in Definition 12 are of the
form that define SDP-representable sets. Thus, the set
JAB|XY (for any given types and dimensionalities) is
SDP-representable, as is the corresponding set RAB|XY .
When no inputs or outputs have quantum type, the
Choi matrix is fully diagonal, and hence the semidefi-
nite constraint (D5) reduces to a linear inequality con-
straint, which means that all the constraints are LP-
representable. 2
Appendix E: Representability of the set of
LOSR-free resources of any type
In Appendix D we discussed the characterization of the
set RAB|XY of nonsignaling resources, by characterizing
the set JAB|XY of Choi states of nonsignaling resources..
We now turn our attention to the harder but more impor-
tant task of characterizing the set of LOSR-free resources
RfreeAB|XY , by characterizing the set J
free
AB|XY of Choi states
of free resources.
We first describe particular types for which the set of
free resources can be described exactly using an LP or
SDP. We then describe in detail how, for any given type
and dimensionalities, this set can be represented by an
SDP hierarchy.
1. Exactly LP- or SDP-representable resource
types
It is widely known that nonlocal boxes of type CC →
CC have an exact representation using linear programs [2,
50, 51]. It is also known that steering assemblages of
the form C1→ CQ can be represented using semidefinite
programs [4]. We generalize these results. To simplify the
discussion, we will in this section refer to a party with
input X and output A as a classical party A|X whenever
(T[A],T[X ]) ∈ {(C,C), (1,C), (C, 1), (1, 1)}.
We first give some special types for which the set of
LOSR-free resources of that type admit of an exact LP
or an exact SDP representation.
For single party resources, the situation is simple.
Proposition 5 The set JfreeA|X of free single-party re-
sources of any type is always SDP-representable. When
the party A|X is classical, then JfreeA|X is LP-representable.
Proof This follows directly from the fact that JfreeA|X =
JA|X ; that is, the set of free single-party resources co-
incides with the set of all no-signaling single-party re-
sources, which by Proposition 4 is SDP-representable.
The LP-representable case follows from that proposition
as well. 2
One can then show the following (not that we dropped
the prime superscripts on the input spaces).
Proposition 6 Consider the (N+1)-party resource with
systems A, B1, . . . ,BN , X , Y1, . . . ,YN , where party A|X
is classical and the other systems are of arbitrary type and
dimension, and where JfreeB|Y is SDP-representable. Define
B = B1⊗ . . .⊗BN , and similarly for Y. Then JfreeAB|XY is
also SDP-representable.
Proof Any free JABXY can be written as
JABXY =
∑
piJ
i
AX ⊗ J iBY . (E1)
When party A|X is classical, the set JA|X = JfreeA|X has
a finite number of extremal points, one for each deter-
ministic strategy. Denoting the finite set of associated
Choi states, indexed by λ, as {JλAX }λ, one can rewrite
Eq. (E1) (without loss of generality) as
JABXY =
∑
λ
qλJ
λ
AX ⊗ JλBY . (E2)
for some probability distribution qλ and where (for all λ){
JˆλBY
}
λ
⊂ JˆfreeB|Y . By further defining JˆλBY := qλJλB|Y , one
can simplify this to
JABXY =
∑
JλAX ⊗ JˆλBY . (E3)
Now, if JfreeB|Y is SDP-representable, then so too is the set
of objects of the form JABXY , since such objects are sim-
ply linear combinations of objects drawn from an SDP-
representable set. (In particular, for each classical value
that system X and A can take, Eq. (E3) constitutes a
linear combination of objects JˆλBY which are each drawn
from an SDP-representable set.) 2
A similar proposition holds for LP-representability,
with an analogous proof.
Proposition 7 Let party A|X be classical, and JfreeB|Y
be LP-representable. Then JfreeAB|XY is also LP-
representable.
One final special case worth noting is the type 11 →
QQ, which is SDP-representable when d[A]d[B] 6 6, by
virtue of the PPT criterion [52].
A few applications of these propositions are given in
Table II.
2. A hierarchy of SDPs for the characterization of
free resources of arbitrary types
The set of LOSR-free resources of more general types
do not admit of exact LP or exact SDP representations,
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Resource name Type Repr.
Boxes CC→ CC LP
Assemblages C1→ CQ SDP
MDI steering assemblages CQ→ CC SDP
Bob w/input steering assemblages CC→ CQ SDP
Channel assemblages CQ→ CQ SDP
Table II. Types with exact LP or SDP representability of
their free sets.
and so one must resort to a hierarchy of approximations,
which we will now give, after introducing some useful
preliminaries.
Symmetric extensions
Let J ∈ D(AXBY) be a Choi state satisfying Defini-
tion 12. Here, we have reordered Hilbert spaces on J and
other Choi states to fit the content of this section. We
write Bn1 = B1 ⊗ · · · ⊗ Bn for the tensor product of n
copies of spaces isomorphic to B, and similarly for Yn1 ,
and we write Bn1 ⊗Yn1 = (BY)n1 . This is to be contrasted
with B defined in Proposition 6, where the tensor factors
were not necessarily isomorphic. Below, we will consider
operators of the form JAX (BY)n1 ∈ D(AXBn1Yn1 ).
We write the symmetric group of degree n as Sn,
which we identify with the set of bijections {1, . . . , n} →
{1, . . . , n}. Consider the unitary representation
Π :
{
Sn → U(Bn1Yn1 )
s 7→ Πs
of this group, where, for |j1...jnk1...kn〉 ∈ Cd[B1] ⊗
...Cd[Bn] ⊗Cd[Y1] ⊗ ...Cd[Yn]:
Πs |j1...jnk1...kn〉 =
∣∣js(1)...js(n)ks(1)...ks(n)〉 . (E4)
We say that an operator JAX (BY)n1 is symmetric if
ΠsJAX (BY)n1 Π
†
s = JAX (BY)n1 , ∀s ∈ Sn. (E5)
We are now ready to define the set of Choi states with
symmetric extensions, where each such Choi state is in
one-to-one correspondence with a resource that has a
symmetric extension (as defined in the main text).
Definition 13 The Choi state J ∈ D(AXBY) has
an n-symmetric extension if there exists a state J ∈
D(AXBn1Yn1 ) which obeys the following conditions:
1. The state J corresponds to a nonsignaling resource
as in Definition 12.
2. The reduced state
JAB1XY1 = trB2...BnY2...Yn JAX (BY)n1
is equal to JABXY itself.
3. The state J is invariant under any joint permuta-
tion of the n parties of Bn1 and Yn1 .
We denote the set of Choi states having an n-symmetric
extension as J(n)AB|XY ⊆ JAB|XY .
Note that if one considers a Choi state of a resource with
systems of a special type (trivial or classical), then the
copied systems in the extended Choi state will (by sym-
metry) also be of that special type. Hence, any con-
straints from the cases when B or Y are classical will
automatically imply that the copies of these systems sat-
isfy the same constraints.
The set J(n)AB|XY is SDP-representable, as it is defined
as the set of nonsignaling Choi states which satisfy addi-
tional linear constraints.
Constructing the hierarchy of SDPs
As stated in the main text, any LOSR-free resource has
an n-symmetric extension for all n, since it has a decom-
position according to Eq. (14), which can be extended to
an arbitrary number of copies of B|Y as in (16). Hence,
the Choi state JAXBY corresponding to such a resource
has an n-symmetric extension for all n as well.
It is not difficult to see that the set of Choi states with
n-symmetric extensions includes the set of states with
(n − 1)-symmetric extensions. Thus, we have, mirror-
ing (17) of the main text:
JAB|XY ⊇ J(1)AB|XY ⊇ . . .J(n)AB|XY . . . ⊇ JfreeAB|XY . (E6)
Because each set in the hierarchy is SDP-representable,
this constitutes a series of tests which is guaranteed to (at
some finite level) witness the fact that any given nonfree
resource (of any type) is indeed nonfree.
3. Convergence of the SDP hierarchy
To prove that this sequence converges on the set
JfreeAB|XY , we use Theorem 3.4 of Ref. [29]. For conve-
nience, we rewrite the elements of Definition 13 in the
notation of [29], before using their theorem to prove con-
vergence.
The no-signaling condition can be given more explicitly
as a pair of constraints: no-signaling from X to any other
party (as in Eq. (6)) and no-signaling from Yn to any
other party. By the invariance under joint permutation
of parties, this last condition guarantees that for any n-
symmetric extension, none of the n input systems of Bn1
can signal to any output of any other party.
To write these in the notation of Ref. [29], we first
denote the trace operation as a linear operator, as fol-
lows. For generic operators ΩAX ∈ H(AX ) and ΩBnYn ∈
H(BnYn), we define
ΛAX→X (ΩAX ) = trA[ΩAX ] (E7)
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and
ΓBnYn→Yn [ΩBnYn ] = trBn [ΩBnYn ]. (E8)
Then the constraint of no-signaling from A to X is then
expressed as
ΛAX→X [JAX (BY)n1 ] = XX ⊗ J (BY)n1 , (E9)
where XX = 1X /d[X ]. The constraint of no-signaling
from Yn to Bn is then expressed as
ΓBnYn→Yn [JAX (BY)n1 ] = JAX (BY)n−11 ⊗ YYn , (E10)
where YYn = 1Yn/d[Yn].
Finally, we reexpress the linear constraints from classi-
cality in the notation of Ref. [29]. For a generic operator
on an output space, e.g. A, we define the classicality
operator by
ΞA(ΩA) = ΩA −
∑
j
〈j|ΩA|j〉 |j〉〈j| (E11)
for ΩA ∈ H(A). For a generic operator on an input space,
e.g. X , we define the classicality operator by
ΞX (ΩX ) = ΩX −
∑
k
〈k|ΩX |k〉 |k〉〈k| (E12)
for ΩX ∈ H(X ). Classicality of A and X (respectively)
are then expressed as
ΞA[JAX (BY)n1 ] = 0, (E13)
ΞX [JAX (XY)n1 ] = 0, (E14)
while classicality of Bn and Yn (respectively) are ex-
pressed as
ΞBn [JAX (BY)n1 ] = 0, (E15)
ΞYn [JAX (BY)n1 ] = 0. (E16)
Because JAX (BY)n1 is symmetric under exchange of par-
ties, these latter two constraints imply that all copies of
B and Y satisfy the analogous classicality constraints.
Convergence of the hierarchy
Finally, we can leverage Theorem 3.4 of Ref. [29] to
prove that if there exists a symmetric extension of a Choi
state for all n, then that Choi state corresponds to a
free resource. In other words, the hierarchy just given
converges on the set of Choi states associated to free re-
sources. It is worth noting that Theorem 3.4 of Ref. [29]
follows from an application of the de Finetti theorem for
quantum channels, which roughly states that any element
of an exchangeable sequence of quantum channels can be
written as a mixture of many copies of a single unknown
channel.)
Proposition 8 If a given Choi state JAXBY ∈
D(AXBY) admits an n-symmetric extension, then there
exists a free resource with Choi state J freeAXBY ∈ D(AXBY)
such that ∥∥∥JAXBY − J freeAXBY∥∥∥
1
6 c
√
1
n
, (E17)
where c is a constant that depends on the dimensions
d[A], d[B], d[X ], d[Y]. Furthermore, if the Choi state
JAXBY satisfies additional constraints of the form of
Eqs. (8) and (9) due to the specific types of the input and
output systems, then it follows that J freeAXBY satisfies the
same constraints (and hence is of the appropriate type).
Proof Suppose one has a resource of a specified type
whose Choi state JAXBY admits of an n-symmetric exten-
sion. Then Theorem 3.4 of [29] states that there exists a
probability distribution {pi} and operators σiAX and ωiBY
such that the operator
J freeAXBY =
∑
i
pi(σ
i
AX ⊗ ωiBY) (E18)
satisfies the bound of Eq. (E17). It furthermore guaran-
tees that the operators σiAX and ω
i
BY satisfy
ΛAX→X [σiAX ] = XX = 1X /d[X ], (E19)
ΓBY→Y [ωiBY ] = YY = 1Yn/d[Yn], (E20)
so σiAX and ω
i
BY are Choi states of single party chan-
nels, and hence J freeAXBY is the Choi state of some free
resource. The only sense in which the specified type of
one’s resource impacts this argument is that additional
classicality constraints of the form in Eqs. (E13) or (E15)
must be included for each classical input or output sys-
tem. These constraints can be embedded in the maps Γ
and Λ of Ref. [29]. The free resource whose existence is
guaranteed by the theorem will necessarily satisfy these
same constraints, and hence be of the appropriate type.
2
If for a given JAXBY there exists an n-symmetric exten-
sion for all n, then the resource it represents is LOSR-
free, since the distance to the free set goes to zero in
Eq. (E17) as n→∞.
The hierarchy above can be tightened by introducing
PPT cuts [28, 53]. The additional discriminating power
granted by such cuts remains to be explored.
4. Special cases where the hierarchy converges
after finitely many steps
In certain cases, the hierarchy converges after a fi-
nite number of steps. Here, we generalize an observation
made by Terhal et al. in Ref. [54].
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Proposition 9 A resource of type T[X ]C → T[A]C
whose output system Y has cardinality d[Y] has an n-
symmetric extension for n = d[Y] if and only if it is
LOSR-free.
Proof As we have already argued, any free resource has
an n-symmetric extension for all n, and hence has one
for n = d[Y]. We now prove the converse. Let R be a re-
source of the type considered in the proposition, as shown
in Fig. 4a. Assume now that R has an n-symmetric ex-
tension with n = d[Y], as shown in Fig. 4b, with inputs
y1 to yn and outputs β1 to βn. Next, imagine that Alice
and Bob share such a resource, where Alice has posses-
sion of X and A, while Bob has possession of all the
other input and output systems; that is, Bob’s (classi-
cal) input is y = (y1, . . . , yn), and his (classical) out-
put is β = (β1, . . . , βn). In Fig. 4c, we consider a local
(and hence free) transformation that Bob can implement,
wherein he inputs the classical values y1 = 1, . . . yn = n,
obtaining as his outcome a tuple of values for β. The
resulting resource R′′ has type T[X ]1→ T[A]C, which is
a useless type according to Prop. 3. However, R′′ can be
converted back to R using an LOSR-free transformation,
as shown in Fig. 4; namely, Bob just selects the value
of the yth output (βy), for whatever input y he is given.
Since this free transformation preserves the set of LOSR-
free resources and yet generates R from a free resource,
R itself must be free. 2
Note that these are cases for which an exact represen-
tation exists, as described in Section E 1.
Appendix F: Representability of monotones
Our hierarchy can be used to approximate the value
of a monotone on any given resource, as we now illus-
trate using the type-independent absolute robustness as
an example.
?
?
...
...
...
...
a) b)
c) d)
?
?
...
n n
?
?
?
?
Figure 4. Proof that the hierarchy converges for finite n for
certain resource types. See text for details.
We start by rewriting the computation of the absolute
robustness (Definition 3) using the Choi representation:
Mabs(RAB|XY) = min s s.t.
JR + sJS
1 + s
∈ JfreeAB|XY ,
s > 0, JS ∈ JfreeAB|XY . (F1)
To practically compute Mabs(RAB|XY), one faces two
problems. First, the element sJS is not SDP-
representable as it is a product of two variables being
optimized over. However, we can rewrite the definition
as follows:
Mabs(RAB|XY) = min tr
(
JˆS
)
s.t. JR+JˆS ∈ JˆfreeAB|XY ,
s > 0, JˆS ∈ JˆfreeAB|XY , (F2)
where we defined JˆS = sJS , and thus tr
(
JˆS
)
= s, and we
eliminated the denominator (1 + s) by utilizing the conic
extension (as in Definition 10). Second, the set JfreeAB|XY is
not necessarily LP- or SDP-representable. This problem
can be addressed by replacing the instances of JfreeAB|XY by
the SDP-representable outer approximation J(n)AB|XY for
some integer n. Since this means one is minimizing over
a strictly larger set, the value computed in this way con-
stitutes a lower bound M˜ (n)abs (RAB|XY) ≤Mabs(RAB|XY).
That is, one can compute
M˜
(n)
abs (RAB|XY) = min tr
(
JˆS
)
s.t. JR+JˆS ∈ Jˆ(n)AB|XY ,
s > 0, JS ∈ Jˆ(n)AB|XY , (F3)
giving a sequence of increasingly-tight lower bounds on
the desired value M˜abs(R), where each lower bound is
computable by an SDP, and such that the sequence con-
verges on M˜abs(R).
Other monotones, such as the generalized robust-
ness (B7) and the nonlocal weight (B8), can be approxi-
mated in a similar manner.
CH
SH
 v
al
ue
normalization
2.8
2.0
-2.8
-2.0
Conic extension of
quantum set
1.0
2.0
x
0
1.0
Conic extension
of free set
Figure 5. Graphical argument for computing the absolute
robustness of the Tsirelson box. See text for details.
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Appendix G: Computation of the values of Mabs for
the five example resources in Fig. 1
Since our type-independent monotone reduces to that
of Ref. [22] for the specific case of quantum states, the ab-
solute robustness of the singlet can be directly computed
from its Schmidt coefficients using the formulas therein.
We also verified this value using the PPT criterion (Sec-
tion E).
The absolute robustness of the distributed measure-
ment is equal to that of the singlet, as we previously
proved that these resources are interconvertible under
LOSR operations.
The values of the absolute robustness for the two steer-
ing assemblage examples were computed using the exact
SDP representation in Section E.
The values of the absolute robustness for the Tsirelson
box were computed using the exact LP representation
given in Section E. We also verified this value by the fol-
lowing graphical argument, which corresponds to Fig. 5.
In the CHSH scenario with binary inputs and outputs,
we define the isotropic line as the one-dimensional affine
subspace that contains the Tsirelson box and the uni-
formly random distribution. By extension this isotropic
line also contains the PR-box. This isotropic line corre-
sponds to the bold line of the figure, at the normaliza-
tion coordinate (abcissa) = 1.0. The part of the isotropic
line on the CHSH value (ordinate) interval [−2√2, 2√2]
can be realized with quantum resources, and thus rep-
resents the quantum set. The part of the isotropic with
CHSH value interval [−2, 2] corresponds to the free set.
Any probability distribution can be projected on the
isotropic line by symmetrization under the symmetries of
the CHSH inequality (I =
∑
abxy(−1)a+b+xyP (ab|xy)),
and that projection does not affect the CHSH expecta-
tion value. Thus, the search for the optimal noise to mix
can be restricted to the conic extension of that subspace.
Using the definition (F2) of the absolute robustness, we
draw the conic extensions of both the quantum realiz-
able set and the free set; and we dot the area of the
latter where it corresponds to subnormalized resources.
The Tsirelson box JTsi can be brought into the conic
extension of the free set by adding to it a subnormalized
free resource JˆS , and we can find an optimal solution
of the minimization (F2) in this dotted area. We show
the optimal solution graphically as Jˆ?S , and denote its
trace by x. Using the intercept theorem [55], we obtain
Mabs(JR) = x = (
√
2− 1)/2 ≈ 0.207.
