We consider the contextual version of a multi-armed bandit problem with global convex constraints and concave objective function. In each round, the outcome of pulling an arm is a context-dependent vector, and the global constraints require the average of these vectors to lie in a certain convex set. The objective is a concave function of this average vector. The learning agent competes with an arbitrary set of context-dependent policies. This problem is a common generalization of problems considered by [9] and [3] , with important applications. We give computationally efficient algorithms with near-optimal regret, generalizing the approach of [2] for the non-constrained version of the problem. For the special case of budget constraints our regret bounds match those of [9] , answering their main open question of obtaining a computationally efficient algorithm.
Introduction
Multi-armed bandits (e.g., [13] ) are a classic model for studying the exploration-exploitation tradeoff faced by a decision-making agent, which learns to maximize cumulative reward through sequential experimentation in an initially unknown environment. The contextual bandit problem [21] , also known as associative reinforcement learning [10] , generalizes multi-armed bandits by allowing the agent to take actions based on contextual information: in every round, the agent observes the current context, takes an action, and observes a reward that is a random variable with distribution conditioned on the context and the taken action. Despite many recent advances and successful applications of bandits, one of the major limitations of the standard setting is the lack of "global" constraints that are common in many important real-world applications. For example, actions taken by a robot arm may have different levels of power consumption, and the total power consumed by the arm is limited by the capacity of its battery. In online advertising, each advertiser has her own budget, so that her advertisement cannot be shown more than a certain number of times. In dynamic pricing, there are a certain number of objects for sale and the seller offers prices to a sequence of buyers with the goal of maximizing revenue, but the number of sales is limited by the supply.
Recently, a few authors started to address this limitation by considering very special cases such as a single resource with a budget constraint [16, 19, 20, 22, 26, 27] , and application-specific bandit problems such as the ones motivated by online advertising [14, 23] , dynamic pricing [6, 11] and crowdsourcing [7, 24, 25] . Subsequently, [8] introduced a general problem capturing most previous formulations. In this problem that they called Bandits with Knapsacks (BwK) there are d different resources, each with a pre-specified budget. Each action taken by the agent results in a d-dimensional resources consumption vector, in addition to the regular (scalar) reward. The goal of the agent is to maximize the total reward, while keeping the cumulative resource consumption below the budget. The BwK model was further generalized to the BwCR (Bandits with convex Constraints and concave Rewards) model [3] , which allows for arbitrary concave objective and convex constraints on the sum of the resource consumption vectors in all rounds. Both papers adapted the popular Upper Confidence Bound (UCB) technique to obtain near-optimal regret guarantees. However, the focus was on the non-contextual setting.
There has been significant recent progress [2, 17] in algorithms for general (instead of linear [1, 15] ) contextual bandits where the context and reward can have arbitrary correlation, and the algorithm competes with some arbitrary set of context-dependent policies. [17] achieved the optimal regret bound for this remarkably general contextual bandits problem, assuming access to the policy set only through a linear optimization oracle, instead of explicit enumeration of all policies as in previous work [5, 12] . However, the algorithm presented in [17] was computationally inefficient. [2] presented a simpler algorithm that is computationally efficient and achieves an optimal regret bound.
Combining contexts and resource constraints, [3] also considers a static linear contextual version of BwCR where the expected reward is linear in the context. 1 [28] considers the special case of random linear contextual bandits with a single budget constraint, and gives near-optimal regret guarantees for it. [9] extends the general contextual version of bandits with arbitrary policy sets to allow budget constraints, thus obtaining a Contextual version of BwK, a problem they call Resourceful Contextual Bandits. We will refer to this problem as CBwK. They give a computationally inefficient algorithm, based on [17] , with a regret that is optimal in most regimes. They posed an open question of achieving computational efficiency while maintaining a similar or even sub-optimal regret.
Main Contributions
In this paper, we formulate and study a common generalization of BwCR and RCB: in every round the agent observes a context, takes one out of K actions and then observes a d-dimensional vector, and the goal of the agent is to maximize a concave objective function of the average of these vectors while ensuring that the average of the vectors is inside (or close to) a given convex set. The agent competes with some arbitrary set of context-dependent policies. We call this problem Contextual Bandits with convex Constraints and concave Rewards (henceforth, CBwCR).
Our problem formulation (CBwCR) allows for any arbitrary convex constraint and concave objective on the average of reward vectors. This is substantially more general than the problem with budget constraints (CBwK) considered in [9] and allows for many more interesting applications, some of which were discussed in [3] . This is also quite more general than the contextual version considered in [3] , where the context was fixed and the dependence was linear.
We present a simple and computationally efficient algorithm for CBwCR based on the ILOVETO-CONBANDITS algorithm in [2] . A key feature of our techniques is that we need to modify the algorithm in [2] in a very minimal way -in an almost blackbox fashion -thus retaining the structural simplicity of the algorithm while obtaining substantially more general results. Our algorithm achieves optimal (in many regimes) regret bound for CBwCR.
When applied to the special case of CBwK, our techniques provide a regret bound that matches that of [9] . This resolves the main open question in [9] , of obtaining algorithms that are computationally efficient. Furthermore, we do not need to know the distribution over contexts as in [9] .
Organization In Section 2, we define the CBwCR problem and interesting special cases, and state precise statements of our regret bounds (as Theorems 1 and 2). To illustrate our algorithm and proof techniques, we first consider (in Section 3) a simpler "feasibility" version of this problem where the goal is to simply satisfy the given constraints and there is no objective function. Then, we extend this algorithm to the general CBwCR problem in Section 4. Finally in Section 5, we apply this algorithm to the important special case of budget constraints (CBwK).
Preliminaries and Main Results
We now define the CBwCR problem. In this paper, we will use bold face letters to denote vectors.
Let A be a finite set of K actions and X be a space of possible contexts (for instance, this could be the feature space in supervised learning). To begin with, the algorithm is given a concave function f defined on the domain [0, 1] d , and a convex set S ⊆ [0, 1] d . Thereafter, in every round t ∈ [T ], the agent first observes context x t ∈ X, then chooses an action a t ∈ A, and finally observes a
For nominal convenience, we will call v t (a t ) as a reward vector but, as will become clear from the definition of objective and constraints, in general v t (a t ) can represent cost or reward or a combination of those. The goal of the agent is to take actions such that the average reward vector,v T := 1 T T t=1 v t (a t ), maximizes f (v T ) and is inside (or close to) set S. Furthermore, we make a stochastic assumption that the context and reward vectors (x t , {v t (a) : a ∈ A}) for t = 1, 2, . . . , T are drawn i.i.d. (independent and identically distributed) from an unknown distribution D over X × [0, 1] d×A .
Although in the above formulation, only functions of the sum (or average) of reward vectors are allowed, this is equivalent to allowing functions of any decomposable aggregate of reward vectors: objectives (or constraints) of the form f ( 1 T t g(r t (a t ))), for any arbitrary scalar or vector valued g, can be handled by simply defining v t (a) = g(r t (a)).
Policy Set. Following [2, 9, 17] , our algorithms compete with an arbitrary set of policies. Let Π ⊆ A X be a finite set of policies 2 that map contexts x ∈ X to actions a ∈ A. With global constraints and/or nonlinear global objective, distributions over policies in Π could be strictly more powerful than any policy in Π itself. Our algorithms compete with this more powerful set, which is a stronger guarantee than simply competing with fixed policies in Π. For this purpose, define
as the set of all convex combinations of policies in Π. For a context x ∈ X, choosing actions with P ∈ C(Π) is equivalent to following a randomized policy that selects action a ∈ A with probability P (a|x) = π∈Π:π(x)=a P (π); we therefore also refer to P as a (mixed) policy. Similarly, define C 0 (Π) := {P ∈ [0, 1] Π : π∈Π P (π) ≤ 1} as the set of all non-negative weights over Π, which sum to at most 1.
] denote the expected reward vector for policy P ∈ C(Π). We call a policy P ∈ C(Π) a feasible policy if R(P ) ∈ S. We assume that there exists a feasible policy in C(Π). Define an optimal policy P * ∈ C(Π) as a feasible policy whose expected reward vector maximizes the objective function:
Accessing policies in Π by explicit enumeration is impractical. For the purposes of efficient implementation, we instead only access Π via an optimization oracle. Employing such an optimization oracle is common when considering contextual bandits with an arbitrary set of policies [2, 17, 21] . Following previous work, we call this optimization oracle an "arg max oracle", or AMO. Definition 1. For a set of policies Π, the arg max oracle (AMO) is an algorithm, which for any sequence of contexts and observation vectors, (
d×A , any d, and concave function g, returns arg max P ∈C(Π) g(
The average regret in constraints measures the amount of violation to the constraints, and is defined as the distance of the average reward vector from S:
Special Cases. We also consider the following interesting special cases of the problem.
Feasibility problem (CBwC):
In this special case, referred to as CBwC, there are only constraints and no objective function f , and the aim of the algorithm is to have the average reward vectorv T be in the set S. The performance of the algorithm is measured by the distance ofv T to S, i.e., by avg-regret 2 (T ). We will first illustrate our algorithm and proof techniques for this simpler yet nontrivial case.
Budget Constraints (CBwK): This is the problem studied in [9] , which they call "Resourceful Contextual Bandits", and which we refer to as CBwK. Here, the reward vector observed at time t can be broken down into two components: a scalar reward r t (a t ) ∈ [0, 1] and
The objective is to maximize T t=1 r t (a t ) while ensuring that t v t (a t ) ≤ B1, where 1 is the vector of all 1s and B > 0 is some scalar. The budget constraint t v t (a t ) ≤ B1 is equivalent to using constraint set S of the form {v : 0 ≤ v ≤ B T 1}. In this case, we are never allowed to overshoot the budget, i.e., avg-regret 2 (T ) is required to be 0 and we only need to bound avg-regret 1 (T ). Hence we assume that the set A has the option of "doing nothing" and getting 0 reward and 0 cost; once the resources are consumed we can abort or take the "do nothing" option for the remaining rounds.
Main Results. Our main result is a computationally efficient low regret algorithm for CBwCR. The algorithm needs to know a certain problem dependent parameter Z, defined by Assumption 2 in Section 4. (Such knowledge is not required for CBwC, however.) The algorithm accesses Π through the AMO oracle. Assume that the function f is L-Lipschitz with respect to the ℓ q -norm · . Theorem 1. For the CBwCR problem, there is an algorithm that takes as input a certain problemdependent parameter Z ≥ L (satisfying Assumption 2), makesÕ( KT ln(|Π|)) calls to AMO, and with probability at least 1 − δ has regret avg-regret
For the CBwC problem, no knowledge of Z is needed, and the algorithm has the same avg-regret 2 (T ) as above.
For the CBwK problem, the regret bound depends on OPT = f (R(P * )) and B. We get the same regret bound as [9] ; they present a detailed discussion on the optimality of this bound.
Theorem 2.
For the CBwK problem, there is an algorithm that makesÕ( KT ln(|Π|)) calls to AMO, and with probability at least 1 − δ has regret avg-regret
Note: [9] state their regret bound in terms of the total reward, hence their optimum is T times larger than ours and we need to scale their bound appropriately to compare with ours. After proper scaling [9, Theorem 1] gives the same regret bound as Theorem 2.
Feasibility Problem (CBwC)
It will be useful to first illustrate our algorithm and proof techniques for the special case of the feasibility problem, CBwC, before extending it to the more general CBwCR problem. In CBwC, there is no objective function f , and the aim of the algorithm is to keep the average reward vector
The performance of the algorithm is measured by the distance from set S, i.e., by avg-regret 2 (T ).
Algorithm
The algorithm shares the same structure as the ILOVETOCONBANDITS algorithm for contextual bandits [2] , with important changes necessary to deal with global constraints. For completeness, we provide the main algorithm below.
Algorithm 1 ILOVETOCONBANDITS [2]
Input Epoch schedule 0 = τ 0 < τ 1 < τ 2 < · · · , allowed failure probability δ ∈ (0, 1). Observe context x t ∈ X.
4:
(a t , p t (a t )) := Sample(x t , Q m−1 , P τm−1 , µ m−1 ).
5:
Select action a t and observe reward r t (a t ) ∈ [0, 1].
6:
if t = τ m then 7: Let Q m be a solution to (OP) with history H t and minimum probability µ m . 8: m := m + 1.
9:
end if 10: end for
The algorithm is given a finite policy class Π, and aims to compete with the best mixed policy in C(Π). It proceeds in epochs with pre-defined lengths; epoch m consists of time steps from τ m−1 + 1 to τ m , inclusively. At the beginning of an epoch, it computes a mixed policy in C(Π) which is used for the whole epoch. The details of the process Sample for sampling an action from the computed mixed policy are provided in Appendix B.1.
There are several key challenges in finding the "right" mixed policy. Ideally, it should concentrate fast enough on the empirically best mixed policy (based on data observed so far), in order to have small regret; the probability of choosing an action must be large enough to enable sufficient exploration; and it should be efficiently computable. As we will show, all these can be addressed by solving a properly defined optimization problem, with similar structure to that defined for contextual bandits in [2] , despite the additional technical challenges of dealing with mixed policies and global constraints.
Some definitions are in place before we describe the optimization problem. Let H t denote the history of chosen actions and observations before time t, consisting of records of the form
, where x τ , a τ , v τ (a τ ) denote respectively the context, action taken, and reward vector observed at time τ , and p τ (a τ ) denotes the probability at which action a τ was taken.
(Recall that our algorithm selects actions in a randomized way using a mixed policy.) Although H t contains observation vectors only for chosen actions, it can be "completed" using the trick of importance sampling: for every
, where the expectation is over randomization in selecting a τ .
With the "completed" history, it is straightforward to obtain an unbiased estimate of expected reward vector for every policy P ∈ C(Π):
It is easy to verify that E[R t (P )] = R(P ). Denote by P t the empirically optimal policy:
an estimate of the regret of policy P at time t can be obtained as:
Note that Reg t (P t ) = 0 by definition.
We are now ready to describe the optimization problem, (OP). It aims to find a mixed policy Q ∈ C 0 (Π) (the algorithm will assign any remaining mass from Q to the empirically best policy P t to get a policy in C(Π)). This is equivalent to finding a Q ′ ∈ C(Π), α ∈ [0, 1], and return Q = αQ ′ . Let Q µ denote a smoothed projection of Q, assigning minimum probability µ to every action:
The parameter µ m is defined in Algorithm 1, and ψ := 100.
Optimization Problem (OP)
The first constraint in (OP) is to ensure that, under Q, the empirical regret is "small". In the second constraint, the left-hand side, as shown in the analysis, is an upper bound on the variance ofR t (P ). This constraint therefore requires sufficient exploration over mixed policies with low empirical regrets. This is one of the keys in the analysis, since it ensures that competing against P t is essentially the same as competing against P * . These two constraints are critical for deriving the regret bound in Section 3.2.
To solve (OP), we access the policy set Π via the AMO oracle defined in Definition 1. In Section Appendix B.2, we provide implementation details, which demonstrate that OP can be solved whenever required in the algorithm using AMO, and is implementable using at mostÕ( KT ln(|Π|)) calls to AMO.
Regret Analysis
The main result of this section is the following theorem, which states that the average regret of our algorithm due to constraint violation diminishes to 0 on the order ofÕ(1/ √ T ).
Theorem 3. With probability at least 1 − δ, in T rounds our algorithm for CBwC achieves avg-regret
The proof structure is similar to the proof of [2, Theorem 2], with major differences coming from the changes necessary to deal with mixed policies. A complete proof is given in Appendix C. Here, we only sketch the key steps and give informal intuitions.
We start by defining a "good" event E (Definition 4), in which for all t, the empirical average reward vectorR t (P ) for any mixed policy P is close to the true average R(P ), and the variance estimates (the left-hand side of the second constraint in OP) allow one to upper-bound the variance of the empirical average. Lemma 11 shows E holds with high probability. Therefore, we can assume E holds to prove the regret bound.
Now suppose E holds. Using constraints given in OP, one can show (Lemma 15) that the empirical regret Reg t (P ) and the actual regret Reg(P ) are close for every P ∈ C(Π). Therefore, the first constraint in (OP), which bounds the empirical regret of the chosen mixed policy, implies an upper bound on the actual regret of this mixed policy. Properly chosen scaling factors (ψ and µ m ) result in the desired bound in Theorem 3.
The general CBwCR problem
This section extends the algorithm from previous section to the general CBwCR problem, defined in Section 2. Recall that the aim is to maximize f (
A direct way to extend the algorithm from the previous section would be to reduce CBwCR to the Feasibility Problem with constraint set S ′ = {v : f (v) ≥ OPT, v ∈ S}, where OPT := f (R(P * )). However, this requires the knowledge of OPT. If OPT is estimated, the errors in the estimation of OPT at all time steps t would add up to the regret, thus this approach would only tolerateÕ( 1 √ t ) per step estimation errors. In this section, we propose an alternate approach of combining objective value and distance from constraints using a parameter Z, which will capture the tradeoff between the two quantities. We may still need to estimate this parameter Z, however, Z will appear only in second-order regret terms, so that a constant factor approximation of Z will suffice to obtain optimal order of regret bounds. This makes the estimation task relatively easy and enables us to get better problem-specific bounds. As a specific example, for the special case of budget constraints (CBwK), we will use Z = OPT (B/T ) , so we still need to estimate OPT. However, it is sufficient to get an O(1) approximation of OPT, which in the other approach gives a linear regret; see Section 5 for details.
In the rest of this section, we make the following assumption. Assumption 2. Assume we are given Z ≥ L such that for all P ∈ C(Π),
Intuitively, Z measures the sensitivity of the optimization problem to violation of constraints. In Lemma 16 (in Appendix D), we provide a constructive proof of the existence of Z. In fact, its smallest value is given by the optimal Lagrangian dual variable for the optimization problem
This observation also suggests that Z could potentially be estimated by solving for the optimal dual variable of an esimated version of this convex program that usesR t (P ) instead of R(P ), constructed over some t initial rounds.
Below, we present an algorithm for CBwCR. It uses the same basic ideas as the algorithm for the feasibility problem in the previous section. The main new idea is to use the parameter Z to combine the objective with the constraints.
Algorithm
We use Algorithm 1 with the same optimization problem as (OP) described in Section 3, but with new definitions of Reg(P ), P t and Reg t (P ) as below. Recall that P * is the optimal policy as given by Equation (1), L is the Lipschitz factor for f with respect to norm · , and Z is as specified in Assumption 2. We now define the regret of policy P ∈ C(Π) as
The best empirical policy is now given by
and an estimate of the regret of policy P ∈ C(Π) at time t is
Regret Analysis: Proof of Theorem 1
We prove that Algorithm 1 and (OP) with the above new definition of Reg t (P ) achieves regret bounds of Theorem 1 for the CBwCR problem. A complete proof of this theorem is given in Appendix D. Here, we sketch some key steps. The first step of the proof is to use constraints in (OP) to show that the empirical regret Reg t (P ) and actual regret Reg(P ) are close for every P ∈ C(Π).
This is proven in Lemma 17. Therefore, the first constraint in (OP) that bounds the empirical regret of chosen policy Q ′ implies a bound on the actual regret Reg(Q ′ ). What remains is to show that a bound on this quantity is sufficient to bound both regret in objective (avg-regret 1 (T )) and regret in constraints (avg-regret 2 (T )). This effectively amounts to bounding f (R(P * )) − f (R(P )) and d(R(P ), S) respectively, in terms of Reg(P ) for any policy P . Bounding the objective term is relatively simple, since by definition of Reg(P ),
To bound the distance, we utilize Assumption 2:
thus bounding d(R(P ), S) in terms of Reg(P ).
Budget Constraints (CBwK)
In this section, we apply the algorithm from the previous section to the special case of budget constraints. In this case, the reward vector observed at time t is of the form
and the aim is to maximize T t=1 r t (a t ) while ensuring that
. This is essentially equivalent to the CBwCR problem with f being the function that returns the first component of the vector, i.e., f ((r, v)) = r and S = {(r, v) : v ≤ B T 1}. However, one difference is that we are not allowed to violate the budget constraints at all, so the algorithm has to stop once the budget of any resource is fully consumed. We take care of this by setting
for some large enough B ′ , and using the ℓ ∞ norm to measure distance: if the ℓ ∞ distance from S is at most B ′ /T , then the actual budgets are not violated, and we ensure that this happens with high probability. Note that since the algorithm is allowed to stop early or "do nothing", we are effectively competing with all policies in C 0 (Π) instead of C(Π). The value of the optimal mixed policy in
Applying the algorithm from the previous section requires knowledge of parameter Z satisfying Assumption 2. The following lemma shows that it is enough to know OPT. (All proofs from this section are in Appendix E.) By definition, this means that any Z that is greater than or equal to 2OPT (B/T ) + 1 satisfies Assumption 2. Therefore it suffices to estimate an upper bound on OPT, the smaller the better since Z appears in the regret term. We estimate OPT by using the outcomes of the first
rounds, during which we do pure exploration (i.e., play an action in A uniformly at random). The following lemma provides a bound on the Z that we estimate.
Lemma 5.
Using the first T 0 rounds of pure exploration, one can compute a quantity Z such that with probability at least 1 − δ,
Now, given such a Z, the algorithm for the general CBwCR problem (refer to Section 4.1) can be used as it is. As mentioned earlier, in the definition of Reg(P ), Reg t (P ) and P t , we use the ℓ ∞ distance, and f ((r, v)) = r. Note that f is 1-Lipschitz for all norms, and that 1 ∞ = 1. In order to make sure that the budget constraints are not violated, for some large enough constant c, we set aside a budget of
The entire algorithm is as follows:
1. Use the first T 0 rounds to do pure exploration and calculate a Z given by Lemma 5. 2. From the remaining budget for each resource, set aside a B ′ amount.
3. Run Algorithm from Section 4.1 for the remaining time steps with the remaining budget.
4. Abort when the full actual budget B is consumed for any component j.
By definition, the algorithm does not violate budget constraints. The regret bound for this algorithm is stated in Theorem 2. The proof essentially follows from using Theorem 1 to bound the regret in
Step 3, and accounting for the loss of budget in Steps 1 and 2. 
Corollary 8. (to Lemma 7)
Let X 1 , . . . , X n denote independent random samples from distribution supported on ⊆ [a, b] and letμ :=
Then, for all ρ > 0, with probability at least 1 − ρ,
Proof. Given ρ > 0, use Lemma 7 with
to get that the probability of the event |
B Algorithmic Details for Section 3 B.1 Main Algorithm
Algorithm 1 provides the main algorithm used to solve the feasibility problem in Section 3. It requires two subroutines, one for solving (OP) for Q m , and the other for sampling an action given Q m . Solving OP is nontrivial, and is the focus of the most this section.
The sampling process, Sample(x, Q, P, µ), takes the following as input: x (context), Q ∈ C 0 (Π) (mixed policy returned by the optimization problem (OP) for the current epoch), P (default mixed policy), and µ > 0 (a scalar for minimum action-selection probability). Since Q may not be a proper distribution (as its weights may sum to a number less than 1), Sample first computesQ ∈ C(Π), by assigning any remaining mass (from Q) to the default policy P . Then, it picks an action from the smoothed projectionQ µ of this distribution defined as:Q µ (a|x) = (1 − Kµ)Q(a|x)+ µ, ∀a ∈ A.
B.2 Solving Optimization Problem (OP) by Coordinate Descent
At the end of every epoch m of Algorithm 1, we solve the optimization problem (OP) to find Q m ∈ C 0 (Π). In the optimization problem (OP) described in the main text (Section 3), Q ∈ C 0 (Π) was expressed as αQ ′ for some Q ′ ∈ C(Π). It is easy to see that any Q ∈ C 0 (Π) can also be expressed as a linear combination of multiple mixed policies in C(Π):
for some constants {α P (Q)} P ∈C(Π) , so that ∀P ∈ C(Π) : α P (Q) ≥ 0 and
Note that the coefficients {α P (Q)} may not be unique. Now, consider the following version of the (OP) problem.
Optimization Problem (OP)
Let b P := Reg t (P ) ψµm , ∀P ∈ C(Π) where ψ := 100.
Due to convexity of Reg t (P ), the above version of (OP) and the earlier version described in the main text (in Section 3) are equivalent, i.e., any feasible solution to one version provides a feasible solution to the other. To see this, first note that a solution αQ ′ for Q ′ ∈ C(Π) to the earlier (OP) problem trivially gives a solution Q = αQ ′ to the above. For the other side, suppose we are given a solution
Then, by Jensen's inequality,
Therefore, first constraint is satisfied. Also, since αQ ′ = Q, the second constraint is trivially satisfied. Therefore, αQ ′ is a feasible solution to the earlier (OP).
In the rest of the paper, we assume (OP) to be the above optimization problem. We solve this using coordinate descent algorithm described below, which assigns a non-zero weight α P (Q) to at atmost one new policy P ∈ C(Π) in every iteration.
Let us fix m and use shorthand µ for µ m . The optimization problem (OP) described above is of exactly the same form as the optimization problem in [2] , except that the policy set being considered is C(Π) instead of Π. We can solve it using a coordinate descent algorithm similar to [2, Algorithm 2].
Algorithm 2 Coordinate Descent Algorithm for Solving (OP)
Input History H t , minimum probability µ > 0, initial weights Q init ∈ C 0 (Π).
Define, for all P ∈ C(Π),
Replace Q by cQ so that Q ∈ C(Π), where
6: end if 7: if there is a P ∈ C(Π) for which D P (Q) > 0 then 8: Update the coefficient for P by
else 10: Halt and output the current set of weights Q.
11:
end if 12: end loop
Lemma 9. Algorithm 2 can be implemented using one call to AMO (Definition 1) in the beginning before the loop is started, and one call for each iteration of the loop thereafter.
Proof. Initially, one needs to compute P t which can be done by calling AMO once on (x i ,v i ) for i = 1, . . . , t, to minimize d(
What remains to show is that we can identify a P for which D P (Q) > 0, whenever one exists, by one call to AMO. All the other steps can be performed efficiently for Q with sparse support. Now,
Finding P such that D P (Q) > 0 requires solving arg max P ∈C(Π) D P (Q). Define the sequence of contexts and (d + 1)-dimensional reward vectors (x i ,ṽ i ) for i = 1, . . . , t as:
And, define concave function g :
where e 1 denotes the vector with 1 in the first component and 0 elsewhere, and e −1 denotes the vector with 0 in the first component and 1 elsewhere. Then, it is easy to check that
is a constant independent of P , arg max
Thus, by calling the AMO once on the sequence {(x i ,ṽ i )} i=1,2,...,t , we can find P that maximizes D P (Q) and thus identify a P for which D P (Q) > 0, whenever one exists.
Lemma 10. The number of times Step 8 of the algorithm is performed is bounded by
Proof. This follows by applying the analysis of Algorithm 2 in [2] (refer to Section 5) with policy set being C(Π)instead of Π. (Their analysis holds for any value of constant µ, and constants b π for policies in the policy set being considered).
δ). This proves that the algorithm converges in at most O( KT ln(T |Π|/δ) ln(T ln(T |Π|))) =Õ( KT ln(|Π|)) iterations of the loop.
Finally, we note that the representing a mixture policy P ∈ C(Π) may require specifying up to |Π| coefficients, one for each π ∈ Π. In some cases it may suffice to consider P with small support only. For example in CBwK, where S is given by the linear budget constraints, and it can be shown that P * , P t can have support at atmost d points, therefore, the agent may compete against mixed policies with atmost d support. In general, the maximum size of support that needs to be considered depends on S. Another possibility is to choose a class Θ of mixed policies in place of C(Π), so that each P ∈ Θ can be compactly represented (e.g., in a parametric way). Results in the paper including regret analysis and the AMO-based optimization procedure may be adapted to work with such Θ.
C Regret Analysis for Section 3: Feasibility Problem
Fix the epoch schedule 0 = τ 0 < τ 1 < τ 2 < . . ., such that τ m < τ m+1 ≤ 2τ m . The following quantities are defined for convenience: Kτm . Furthermore, d t /t is nonincreasing in t and µ m is non-increasing in m. Finally, ρ ≤ √ 2 since τ m+1 ≤ 2τ m .
Definition 3 (Variance estimates)
. Define the following for any probability distributions P, Q ∈ C(Π), any policy π ∈ Π, and µ ∈ [0, 1/K]:
whereÊ x∼Hτ m denote average over records in history H τm .
Furthermore, let m(t) := min{m ∈ N : t ≤ τ m }, be the index of epoch containing round t, and define
for all t ∈ N and P ∈ C(Π).
Definition 4. Define E as event that the following statements hold
• For all probability distributions P, Q ∈ C(Π) and all m ≥ m 0 ,
• For all P ∈ C(Π), all epochs m and all rounds t in epoch m, any δ ∈ (0, 1), and any choices of
Lemma 11. Pr(E) ≥ 1 − (δ/2).
Proof. Lemma 10 in [2] can be applied as it is to show that with probability 1 − δ/4,
for all Q ∈ C(Π), π ∈ Π. Now, taking expectations on both side over π ∼ P , we get the first condition.
For the second condition, the proof is similar to the proof of Lemma 11 in [2] , but with some changes to account for distribution over policies. Fix component j of reward vector, policy π ∈ Π and epoch m ∈ N. Then,R
where
by definition of fictitious reward vectorv t . Furthermore, E[Z i |H t−1 ] = 0 and
from the definition of fictitious reward and of V (Q, π, µ).
. Then, by Freedman's inequality (Lemma 6) and a union bound to the sums (1/t)
that with probability at least 1 − 2δ/(16t
, and
Taking union bound over all choices of t and π ∈ Π, we have that, with probability at least 1 − δ 4 , for all π and t,R
, and (8)
Note that
Therefore, taking expectation with respect π ∼ P on both sides of Equations (8) and (9), we get that with probability 1 − δ 4 , for all P ∈ C(Π)
That is, with probability 1 − δ 4 , for all t and all P ∈ C(Π), we have
Lemma 12.
Assume event E holds. Then for all m ≤ m 0 , and all rounds t in m, 
Otherwise,
Lemma 13.
Assume event E holds. Then, for all m, all t in round m, all choices of distributions P ∈ C(Π)
Proof. Follows from definition of event E and Lemma 12.
Lemma 14. (Equivalent of Lemma 12 in [2])
Assume event E holds. For any round t ∈ N, and any policy P ∈ C(Π), let m ∈ N be the epoch achieving the max in the definition of V t (P ). Then,
, where θ 1 = 94.1 and θ 2 = ψ/6.4 = · · · are universal constants.
Proof. Fix a round t and a policy distribution P ∈ C(Π). Let m < m(t) be the epoch achieving the max in the definition of V t (P ) (Definition 3), so
Kτm , and we have
where the first step is from Equation (6) (which holds in event E); the second step is from the observation thatQ m (π) ≥ Q m (π) for all π ∈ Π; the third step is from the constraint in (OP) that Q m satisfies; and the last step follows from the universal constants θ 1 and θ 2 defined earlier.
Lemma 15. (Equivalent of Lemma 13 in [2])
Assume event E holds. Define c 0 := 4ρ(1 + θ 1 ). For all epochs m ≥ m 0 , all rounds t ≥ t 0 in epoch m, and all policies P ∈ C(Π),
Proof. The proof is by induction on m. For the base case, we have m = m 0 and t ≥ t 0 in epoch m 0 . Then, from Lemma 13, using the facts that V t ≤ 2K, and that 4Kdt t ≤ 1 for t ≥ t 0 in epoch m 0 , we get, for all P ∈ C(Π) that
Then, using the triangle inequality, the definition of P t , and the existence of an admissible distribution P * ∈ C(Π) with d(R(P * ), S) = 0, we have
The base case then follows from the non-negativeness of Reg t (P ) and Reg t (P ).
For the induction step, fix some epoch m > m 0 and assume for all epochs m ′ < m, all rounds t ′ ≥ t 0 in epoch m ′ , and all distributions P ∈ C(Π) that,
Then, we have the following,
where we have used the definition of P t , the triangle inequality, and Equation (11) . Similarly,
where we have used the definition of P t , the triangle inequality, and Equation (11).
By Lemma 14, there exist epochs m ′ , m ′′ < m such that
, and the inductive hypothesis implies
where the last step uses the fact that µ m ′ ≥ µ m−1 for m ′ ≤ m − 1. Therefore, no matter whether µ m ′ < 1/(2K) or not, we always have
If µ m ′′ < 1/(2K), then m 0 ≤ m ′′ ≤ m − 1, and the inductive hypothesis implies
where the last step uses the fact that Reg(P * ) = 0. Therefore, no matter whether µ m ′′ < 1/(2K) or not, we always have
Combining Equations (12), (14) and (15) gives µm−1 ≤ ρKµ m . Applying these inequalities and the facts c 0 = 4ρ(1 + θ 1 ) and θ 2 ≥ 8ρ in Equation (16), we have thus proved
The other part can be proved similarly. By Lemma 14, there exist epochs m ′′ < m such that
Since Reg(P t ) = 0 by definition, the above upper bound is simplified to
Therefore, no matter whether µ m ′′ < 1/(2K) or not, we always have
Combining Equations (13), (14) and (18) gives 
C.1 Main Proof
We are now ready to prove Theorem 3. By Lemma 11, event E holds with probability at least 1 − (δ/2). Hence, it suffices to prove the regret upper bound whenever E holds.
Recall from Appendix B that the algorithm samples a t at time t in epoch m from smoothed projectionQ µm−1 m ofQ m−1 . Also, recall from Appendix B.2 thatQ m for any m is represented as a linear combination of P ∈ C(Π) as follows:
(Q m assigns all the remaining weight from Q m to P t ). 
where we have used Jensen's inequality twice.
Suppose E holds. Then, Lemma 15 implies that for all epochs m ≥ m 0 , all rounds t ≥ t 0 in epoch m, and all policies P ∈ C(Π), we have
Therefore, for t in such epochs m, using the first condition in OP (from Section B.2), we get
The equality in above holds because Reg t (P t ) = 0.
Substituting, we get,
Next, we show that the actual regret, d( 
It is easy to see E[Z t |H t−1 ] = 0, so the Azuma-Hoeffding inequality for martingale sequences implies that, with probability at least 1 − δ/(2d),
Applying a union bound over
, we have with probability at least 1 − δ/2 that
which implies, together with the triangle inequality, that
Combining (20) and (22), we get
Applying an upper bound [2, Lemma 16] on the sum over µ m−1 above gives
By definition of m 0 , τ m0−1 ≤ 4Kd τm 0 −1 , so
With these further bounding, Equation (24) becomes
Substituting ǫ, one gets the final regret lower bound stated in the theorem:
Note that a regret bound of above order is trivial unless T ≥ K ln(T |Π|/δ). Making that assumption, we get from above: Proof. We have OPT = max
D Appendix for
For any γ ≥ 0, define
Suppose that there exists λ * such that for all γ ≥ 0, OPT γ ≤ OPT + λ * γ. Now, for any given
Therefore, Z = max{2λ * , L} would satisfy the Assumption 2. In the remaining, we prove that there exists λ * ≥ 0 such that for all γ ≥ 0, OPT γ ≤ OPT + λ * γ.
Let Ω := {x : ∃P ∈ C(Π), x = R(P )}. Then, Ω is a convex set. And, OPT γ can be written as the following convex optimization problem over x
Then, applying Lagrangian duality for convex programs
So that,
For the other side, by definition of P t , we have that f (R(P t )) − Zd(R(P t ), S) ≥ f (R(P * )) − Zd(R(P * ), S). Substituting in (26) , and using that d(R(P * ), S) = 0, we get
Susbstituting
in (27) and (28) we obtain,
Now, fix some epoch m > m 0 . We assume as the inductive hypothesis that for all epochs m ′ < m, all rounds t ′ in epoch m ′ , and all P ∈ Π,
Fix a round t in epoch m and policy P ∈ C(Π). Using Equation (28) and Equation (7) (which holds under event E),
Similarly, using Equation (27) ,
The remaining proof follows exactly the same steps as those in the proof of Lemma 15 after Equation (13) .
D.2.1 Proof of Theorem 1
We are now ready to prove Theorem 1. By Lemma 11, event E holds with probability at least 1 − (δ/2). Hence, it suffices to prove the regret upper bound whenever E holds.
(Q m assigns all the remaining weight from Q m to P t ). Now, using Jensen's inequality,
where we have used Jensen's twice, in first and second inequality. The last inequality simply follows from the non-negativeness of the distance function.
To bound distance, we use that by Assumption 2, for all P ∈ C(Π)
Therefore, using Jensen's,
Suppose E holds. Then, Lemma 17 implies that for all epochs m ≥ m 0 , all rounds t ≥ t 0 in epoch m, and all policies P ∈ C(Π), we have
Applying an upper bound [2, Lemma 16] on the sum over µ m−1 above gives (also refer to Appendix C.1 more detailed explanation of this bound)
Also, from Equation (21),
δ . Substituting these bounds, and using Lipschitz condition for f , we get avg-regret
Similarly, we obtain using triangle inequality,
Then, using the assumption T ≥ K ln(T |Π|/δ) (otherwise, the bound is trivial), we observe that the last term is dominated by the first, to get the theorem statement.
E Regret Analysis for Section 5: Budget Constraints
Proof of Lemma 4. Let OPT γ denote value of optimal mixed policy when the budget constraints are relaxed to E (x,v),π∼P [v(π(x))] ≤ B T + γ. Suppose that OPT γ > OPT + Z 2 γ = OPT(1 + T γ/B). LetP ∈ C 0 (Π) be the optimal policy that achieves OPT γ . Then, we can scale down P to obtain P =P /(1 + T γ/B). Now, P ∈ C 0 (Π) thus constructed is a feasible policy since E A reduction of B ′ in the budget may at most lead to a reduction of OPTB ′ /B in the objective. Therefore Step 2 may induce an additonal regret of the same order. Now for Step 3. The maximum budget consumption in the first T 0 rounds is T 0 . We may assume that B ≥ c KT d ln(d|Π|/δ)
for some large enough constant c, since otherwise our bound on avg-regret 1 is larger than OPT, and holds trivially. This implies that T 0 = 12Kd log( d|Π| δ )T B ≤ KT d ln(d|Π|/δ).
E.1 Estimating OPT (Proof of Lemma 5)
We use the first few rounds to do a pure exploration, that is a τ is picked uniformly at random from the set of arms, and use the outcomes from these results to compute an estimate of OPT. Let r t (a) := r t (a) · I(a = a t ), v t (a) = v t (a) · I(a = a t ). For any policy P ∈ C 0 (Π), let E π∼P [ṽ τ (π(x τ ))]
be the actual and empirical means for a given policy P , and |supp(P )| denote the size of the support of P . Observe that for any P ∈ C 0 (Π), E[r t (P )|H t−1 ] = r(P ), and E[v t (P )|H t−1 ] = v(P ).
Lemma 18.
For all δ > 0, let η := 3K log(d|Π|/δ). Then for any t, with probability 1 − δ, for all P ∈ C 0 (Π), |r t (P ) − r(P )| ≤ η |supp(P )|r(P )/t, ∀ j, |v t (P ) j − v(P ) j | ≤ η |supp(P )|v(P ) j /t.
Proof. Fix a policy π ∈ Π. Consider the random variables X τ =r τ (π(x τ )), for τ ∈ [t]. Note that X τ ∈ [0, 1], E[X τ ] = 1 K r(π), and Equivalently, |r t (π) − r(π)| ≤ η r(π)/t.
Similarly applying the same corollary to all components ofv t (π) and taking a union bound over all π gives the lemma for all π ∈ Π.
Now consider a policy P ∈ C 0 (Π). = η |supp(P )|r(P )/t
We solve a relaxed optimization problem on the sample to compute our estimate. DefineÔ PT γ t as the value of optimal mixed policy in C 0 (Π) on the empirical distribution upto time t, when the budget constraints are relaxed by γ:
Let P t ∈ C 0 (Π) be the policy that achieves this maximum in (35). Let (as earlier) P * denote the optimal policy w.r.t. D, i.e., the policy that achieves the maximum in the definition of OPT. Proof. Let η = 3K log(d|Π|/δ) be as in the proof of Lemma 18. Note that then η d/t = B/4T and γ = η dB/T t.
By Lemma 18, with probability 1 − δ, we have that
and therefore P * is a feasible solution to the optimization problem (35), and henceÔ PT γ t ≥r t (P * ). Again from Lemma 18, r t (P * ) ≥ OPT − η dOPT/t = OPT − ( OPTB/T )/2.
Now either B/T ≥ OPT or otherwise
OPT − ( OPTB/T )/2 ≥ OPT/2.
In either case, the first inequality in the lemma holds.
On the other hand, again from Lemma 18, ∀ j, v(P t ) j − η dv(P t ) j /t ≤v(P t ) j ≤ B/T + γ = 3B/2T = 9B/4T − η d9B/4T t.
The second inequality holds since P t is a feasible solution to (35). The function f (x) = x − √ cx is increasing in the interval [c/4, ∞] and therefore v(P t ) j ≤ 9B/4T , and P t is a feasible solution to
