The following article describes a simple technique to identify lexically-similar passages in large collections of text using sequence alignment algorithms. Primarily used in the field of bioinformatics to identify similar segments of DNA in genome research, sequence alignment has also been employed in many other domains, from plagiarism detection to image processing. While we have applied this approach to a wide variety of diverse text collections, we will focus our discussion here on the identification of similar passages in the famous 18th-century Encyclopédie of Denis Diderot and Jean d'Alembert. Reference works, such as encyclopedias and dictionaries, are generally expected to "reuse" or "borrow" passages from many sources and Diderot and d'Alembert's Encyclopédie was no exception. Drawn from an immense variety of source material, both French and non-French, many, if not most, of the borrowings that occur in the Encyclopédie are not sufficiently identified (according to our standards of modern citation), or are only partially acknowledged in passing. The systematic identification of recycled passages can thus offer us a clear indication of the sources the philosophes were exploiting as well as the extent to which the intertextual relations that accompanied its composition and subsequent reception can be explored. In the end, we hope this approach to "Encyclopedic intertextuality" using sequence alignment can broaden the discussion concerning the relationship of Enlightenment thought to previous intellectual traditions as well as its reuse in the centuries that followed.
Introduction
Relationships between texts are multifaceted and complex, ranging from the authority of directly attributed quotations to the subtlest hints of allusion and influence. Indeed, some theorists have gone so far as to suggest that these relationships may in fact lie outside of the conscious articulation of the writer, in the assumptions of shared language and culture. This is demonstrated most notably in Roland Barthes' seminal article "Texte (théorie du)" first published in the Encyclopaedia Universalis (Barthes) . Tracing the connections between texts at all levels is a core element of humanistic inquiry, illuminating the meanings and receptions of a text by placing it in a larger intellectual and cultural context. We might even assert, to borrow a phrase from Harold Bloom, that understanding in humanistic textual scholarship is the art of knowing the hidden roads that go from text to text (Bloom) .
Finding these "hidden roads" of intertextuality, however, has always been subject to the limitations of human reading and recollection. One tantalizing promise of emerging digital libraries is that computer technology may augment the scholarly functions of reading and recollection by identifying related passages in very large collections, thus allowing for the discovery of relationships between textual passages on a far greater scale than any individual could reasonably manage. The ideal result of such processing might be envisaged as an "allusion" detector, wherein the sense, meaning, and content of related passages move beyond any singular dependence upon specific lexical constructions. Of course, machines do not read texts at all, if by reading we mean the evocation of mental images implied by allusions or other literary techniques to focus a reader's attention in some way. Nevertheless, there are more prosaic forms of intertextuality that can be identified through the use of machine-assisted reading. At its most rudimentary level, this sort of intertextuality would allow scholars to isolate networks of quotations, borrowings, plagiarism, or textual reuse across large collections of texts, providing them with useful ways to think about the intellectual origins of a particular document.
The following article describes a simple technique to identify lexically-similar passages in large collections of text using algorithms borrowed from the field of bioinformatics. This class of algorithms-generally referred to as "sequence alignment"-is used to identify similar segments of DNA in genome research, among other applications, most notably in the BLAST algorithm (Altschul) and its variants and successors. A subset of the more general "longest common string or substring" problem in computer science, these techniques are also used in many other domains, from plagiarism detection to image processing. While we have applied this technique to a variety of large humanistic text collections over various languages and time periods, we will focus our discussion here on the identification of borrowed passages in the famous eighteenth-century Encyclopédie of Denis Diderot and Jean d'Alembert from a wide range of outside sources, both French and non-French. Reference works, such as encyclopedias and dictionaries, are generally expected to "reuse" or "borrow" passages from many sources. In the case of Diderot and d'Alembert's Encyclopédie, many, if not most, of these borrowings are not sufficiently identified (according to our standards of modern citation), or are only partially acknowledged in passing.
Identification of recycled passages would thus offer us a clear indication of the sources the philosophes were drawing upon while also allowing for a systematic discussion of the relationship of Enlightenment thought to previous intellectual traditions.
The Shared Passage Problem
Text recycling, or "plagiarism"-to use a more loaded term-has been in the news in recent years, owing in part to changing notions of intellectual property fostered by the Internet. Many well respected authors, including historians Stephen Ambrose and Doris Kearns Goodwin, have faced charges of plagiarism, the ramifications of which include serious damage to their reputations (see Bridgewater College Writing Center for a full discussion of recent plagiarism cases). Such concerns are not limited to academic writers. Chris Anderson, for example, was recently, and rather ironically, accused of pillaging Wikipedia (among other sources) in his latest book, Free: The Future of a Radical Price, which was itself an examination of the economics of internet publication (see Jaquith, Champion, and Anderson) . Davis Schneiderman, in an op-ed article in the Chicago Tribune, gives a more nuanced reaction to this sort of critical backlash against "plagiarists," declaring that " [t] he concept of original content is pure fiction" (Schneiderman) . He goes on to argue that "[w]e cannot start crediting every word we write or speak, because our entire culture is based upon recycling and plagiarism, and it's not just a function of the Internet."
Following several examples of situations in which artists reworked and recycled previous texts, Schneiderman concludes with the suggestion that modern notions of plagiarism derive from legal notions of copyright and protection of publishers' economic interests rather than authorial genius, creativity, or property.
Over the years, acknowledgments concerning the function and importance of "recycling" in literature have become more common, from Thomas Mann's notion of "higher cribbing" (Adorno and Mann) to Lethem's "ecstasy of influence." Indeed, some recyclers are known to be better than others. As T.S. Eliot famously reminds us:
Immature poets imitate; mature poets steal; bad poets deface what they take, and good poets make it into something better, or at least something different. The good poet welds his theft into a whole of feeling which is unique, utterly different from that from which it was torn; the bad poet throws it into something which has no cohesion. A good poet will usually borrow from authors remote in time, or alien in language, or diverse in interest. (Eliot 125) Micheal Maar makes a convincing case that Nabokov's Lolita related clearly to Heinz von Lichberg's 1916 short story with the same title and some similar plot elements. But, Maar suggests, this is not a case of "plagiarism" or even cryptomnesia. Rather, he says, "literature has always been a huge crucible in which familiar themes are continually recast. ... Nothing of what we admire in Lolita is already to be found in the tale; the former is in no way deducible from the latter" (Maar 59 ). Identification of "recycled" passages should not, we suggest, necessarily impugn the reputation of the borrower, but may well be the reflection of a vital literary tradition and culture.
Consider the following two passages which were identified using PhiloLine, our sequence alignment extension to PhiloLogic, in the main ARTFL database. [1] On the left is an extract from Louis Le Comte's Nouveaux mémoires sur l'état présent de la Chine and on the right is an aligned passage from La crise de la conscience européenne, by Paul Hazard, who was an influential French intellectual historian of the first half of the 20th century. 
Sequence Alignment
Identifying text reuse is a specific case of the more general problem of sequence alignment; that is, the task of identifying regions of similarity shared by two strings or sequences, often thought of as the longest common substring problem. This technique is widely applied in the field of bioinformatics, where it is used to identify repeated genetic sequences (Gusfield) . Sequence alignment is also the basis for many plagiarism detection applications that attempt to identify borrowings in running text or even computer programs and code (Lyon; Bourdaillet) . Moreover, sequence alignment can also generate similarity scores used as metrics in machine learning models of text reuse, as demonstrated by the METER project on the reuse of wirefeed copy in newspapers (Clough) .
Our adaptation of these techniques for detecting literary text reuse is available as open source software releases of two related systems: PAIR (Pairwise Alignment for Intertextual Relations), a one-to-many comparison system that allows the user to submit a document or part of a document to be aligned against a pre-indexed corpus; and PhiloLine (PhiloLogic Alignment), a batch mode many-to-many aligner that compares all documents or document parts to all other documents or parts in the same database or between two collections. PhiloLine generates output either as static alignment reports or as structured data for subsequent search and analysis and is lightly dependent on PhiloLogic, our primary text analysis system. While functionally similar, the two systems are quite distinct in implementation, given the significant differences in processing requirements between the interactive and batch mode methods. When discussing the sequence alignment approach in general, we shall refer to PAIR.
PAIR works by treating documents as ordered sets of n-grams or "shingles" formed by each overlapping sequence of n words in the document. Preprocessing, such as the removal of function words and short words and the reduction of orthographic variants (accents, spelling changes, case folding, etc.), is performed during shingle generation. This has the effect of folding numerous shingles into one underlying form for matching purposes, thus eliminating minor textual variations, which makes matching more flexible or "fuzzy." It also somewhat reduces the overall number of unique shingles, which aids speed of search. The shingles are indexed with a document identifier, word sequence range, and the source file byte position and size of the corresponding section of the text. An ordered list of shingles is generated for each document. Each shingle also becomes a key in an index of all shingle occurrences for the entire collection of documents, so that all occurrences of a given shingle can be readily retrieved. The first step in identifying shared text sequences between documents is finding a single shared shingle. All shared shingles within the corpus are identified by finding all shingles with more than one occurrence. A new document can be shingled and then compared with the entire corpus by finding all occurrences of the shingles contained in that document in the master shingle index for the corpus (Kolak; Schilit).
Once a shingle match is identified, the shingles within a defined window surrounding the shared shingle in each document are retrieved and examined for other matches. PAIR allows the user to set criteria for the acceptability of matches, such as the minimum overlap in shingles between the two sets, the minimum length of a shared shingle sequence, or the maximum number of consecutive gaps allowed between matching sequences in either set. If the criteria are met, the match is expanded, examining wider contexts in each document; once the criteria are violated, the match is terminated and recorded. The user-configurable parameters for match retention and expansion allow for fine tuning of results, balancing the scholar's desire for comprehensiveness with his or her tolerance for sifting through short, trivial, or tenuous associations. The maximum gap parameter, in particular, allows for flexibility in matches, reflecting possible differences in spelling, errors in data capture, insertions or deletions, and other variations. Other measures could also be included, such as assigning high scores to relatively rare n-grams in a particular data set or assigning a similarity threshold (based on a measure such as string edit distance) to the matching of n-grams rather than requiring an exact match.
As we have seen, the most obvious use for this technique is the identification of quotations, whether they are clearly cited by the borrowing author or simply used without attribution. Relaxing the maximum shingle gap to 8 or more allows for the identification of the full borrowing.
The available parameter adjustments for PhiloLine, and to a lesser degree for PAIR, are designed to balance the overall number of matches detected against the number of matches that a user would consider similar enough and salient enough to be of interest. If the matching is set too loosely, the user will have to wade through a large collection of short matches or common, stock phrases. If the settings are too strict, however, interesting matches that are short or heavily reworked may be missed. Speed and memory-use constraints also play a role in tuning the parameters for an optimal run. For PhiloLine, there are two sets of parameters to be adjusted. The first is for n-gram or shingle generation and the second for the matching process itself. Shingle generation parameters include the shingle size, stop words and/or short word deletion, omission of numerals, accented character flattening, virtual normalization-which can be look-up tables or rules-definitions of what are considered to be words, apostrophe handling and the like. The most important parameters for shingle generation are the sizes of the shingles; a larger shingle size will result in fewer repeated occurrences in a given collection, but the resolution of the alignment will be lower, as will the word filtering settings.
The parameters for the PAIR alignment process are even more numerous than those for PhiloLine. Some of these are a matter of personal preference, such as whether to generate flat (HTML) or delimited (for loading in MySQL)
output, where to find shingle databases, and other important, but uninteresting, details. The most important parameters include the minimum number of shingles to be considered a match (span) and the maximum number of un-matched shingles allowed within a match (gap). Generating larger shingles would suggest aligning with a small span and longer gap, since longer n-grams (say 8 words) would be far rarer than short n-grams. One may also set a near duplicate document identification scheme, to eliminate the (time-consuming and output-flooding) alignment of documents that are duplicates or contain very significant duplications, by indicating the overall maximum matching shingle count. We have also found that a simple approach to eliminate "banal matches" is effective. By setting the appropriate parameters, the system checks to see if short matches contain a set number of highly frequent n-grams in the entire collection. These may be formulaic constructions, such as nomine Patris et We believe that PAIR is largely effective in identifying similar passages with extensive variations. As an experiment, we used PhiloLine to align citations of Montesquieu's De l'esprit des lois found in Emile Littré's Dictionnaire de la langue française (1872-1877) with the text of Montesquieu's works found in the ARTFL database. The Littré is well suited to systematic assessments, since it contains over 290,000 citations from some 3,900 authors in a well structured data set. This example is a Littré citation from the thirteenth book of
Montesquieu's Esprit des lois:
En Angleterre, l'administration de l'accise a été empruntée des fermiers
In our first experiment, we attempted to align the 2,344 Montesquieu citations found in the Littré with the all works by Montesquieu contained in the ARTFL-Frantext database. The parameters for this comparison are using trigrams, span=2, gap=10, banal=top 20, stopwords= top 30. Of the 2,344 citations, we were able to identify 1,560 aligned passages between the Littré and our subset of Montesquieu texts. Using the same parameters, we found 894 aligned passages of the 1,211 Littré references to Montesquieu's De l'esprit des lois alone. The passages that were not aligned were determined to be very short; 266 out of over 300 were fewer than 12 words long, including stop words. A full citation of this sort, "Le supplice de la honte," for example, would not generate a single trigram. Small passage size significantly amplifies the variants that would be spanned in larger matches.
Accordingly, the following pair may or may not be aligned depending on the variant parameters one sets before performing the alignment task:
Il mit peu de chose au hasard (Littré). Il mit peu de chose au hazard (Montesquieu).
And finally, not all of the passages "quoted" in Littré are in fact passages from Montesquieu's De l'esprit des lois.
The passage "Les agnats et les cognats" (cited in Littré) is not a sequence found in Montesquieu directly, but is more a reference to a longer passage in which these words occur:
La loi de la division des terres demanda que les biens d'une famille ne passassent pas dans une autre: de là il suivit qu'il n'y eut que deux ordres d'héritiers établis par la loi; les enfans et tous les descendans qui vivoient sous la puissance du père, qu'on appella héritiers-siens; et, à leur défaut, les plus proches parens par mâles, qu'on appella agnats. Il suivit encore que les parens par femmes, qu'on appella cognats, ne devoient point succéder ... (9) While, as this experiment suggests, our approach is generally quite productive, success in sequence alignment is dependent upon using appropriate settings for the size of the passages to be aligned. One may set parameters to permit matches on small passages, but this increases the likelihood of aligning unrelated passages or generating too many trivial alignments. Should one wish to build such alignments, it would be better to set very loose matching parameters and apply these to small subsets of larger collections.
The generation of too many alignments is, somewhat counter-intuitively, a significant problem in some domains and collections where one encounters a heavily referenced "common text." In our examination of a 1,900-work collection of Reformation and Counter-Reformation documents, [2] we have found extensive citation of the Latin Vulgate in theological texts and works of Biblical exegesis. PhiloLine detected some 54,607 common passages alone in a text by Petrus Canisius, Authoritatum sacrae scripturae, et sanctorum patrum... (1569), which were all mainly the same Vulgate citations present in other texts. This appears to be related to both genre and period, since we have not encountered similar problems in our more general collection of French works in the ARTFL database or other collections with which we have worked, such as EEBO-TCP. Our proposed solution, but one that we have not implemented, is simply to perform the alignments in two phases. The first pass would align all of the documents in a collection to the "common texts" and eliminate the matching passages; the second pass would align all of the remaining texts to each other.
As noted, PAIR and PhiloLine function in rather different ways and have significantly different design and implementation implications. PAIR is a system which builds a database of shingles to be aligned against an unknown document, submitted by users; this is a one-to-many alignment. PhiloLine is a many-to-many alignment system, which performs cross-alignments of entire collections or across collections. The key engineering distinction between the two implementations is the problem of "hapax shingles." A hapax shingle is one that occurs exactly once in a dataset or collection. Of course, hapax shingles are by far the most numerous type of shingle, regardless of corpus size. For a many-to-many alignment, hapax shingles can simply be discarded, as they clearly cannot be shared between any two documents. This trims the shingle database substantially, enough so that even for our larger collections, it can be loaded into memory (as a hash) and processing may be done largely in memory.
This happy heuristic is not available for PAIR's one-to-many comparison; here, every shingle must be retained because it could occur in an unseen future query document. This unpruned index is large, too large to fit into memory in most cases, and as this is a real-time application, we need a fast way of determining whether a given shingle occurs in the index without searching on disk. For this purpose, we use a Bloom Filter (Ceglowski), which is a highly space-and time-efficient method of probabilistically checking a value to see if it exists in a lookup table. The Bloom filter will occasionally return a false positive (saying that a value exists in the index when it does not), but will never return a false negative. The shingles generated from the query document are compared to the data stored in the Bloom filter, and only those that match are searched for on disk.
Both the one-to-many and many-to-many approaches have been tested on 10,000 or more documents and should be scalable by at least an order of magnitude. It is also clear that the many-to-many alignments can be parallelized across many processors since they are, in the final analysis, the accumulation of many document-todocument alignments.
Sourcing the Encyclopédie
We hope it is now evident that there are many use cases for sequence alignment in humanities applications, and we now turn our attention to a more extensive discussion of one particular use case: our ongoing work to identify discusses our use of the VSM and refers to papers and source code used for this work).
The VSM uses a "bag-of-words" approach to calculate the similarity between two documents-documents being in this case articles in both sources. This simple technique is surprisingly effective. Our procedure involved enlisting several researchers familiar with the period and materials to evaluate the possible borrowed passages and to select those objects that were, in their judgment, most probably borrowed. At the end of the process, we had determined that 5.32 percent of the examined articles in the Encyclopédie were either borrowings or shared passages from the Jesuit Dictionnaire de Trévoux. Additionally, we found that VSM works best when comparing already identified blocks of text (in this case articles), but was less effective when borrowings occurred in smaller, unidentified passages, such as sentence groups or selected paragraphs. This conclusion led us to experiment further with an early implementation of sequence alignment as an alternative technique to identify not only similar "documents," but also borrowings and shared passages at finer levels of granularity.
Our initial success with this preliminary experiment resulted in the current implementations of both PhiloLine and PAIR. One of the main advantages to this sort of approach is that, rather than being limited to comparing preidentified blocks of text such as articles or documents, sequence alignment can identify arbitrary sequences, which may or may not be recognizable blocks of text. This is particularly relevant for a work of such textual complexity as the Encyclopédie, which sought to compile and then rationally organize the inherited summa of human knowledge. Contributors such as the Chevalier de Jaucourt-author of some 17,000 Encyclopédie articles and a known text recycler-were particularly adept in knitting together passages from various sources (such as Montesquieu), often changing the order of borrowed passages even when taken from the same work. Jaucourt's article "République," for example, is composed of no less than 58 separate passages from Montesquieu's While Montesquieu is indeed mentioned as a primary source for the article, the extent to which Jaucourt is borrowing and reworking the author's work to fit his text, and the exact location of each borrowing, would be impossible to surmise without PhiloLine's sequence alignment.
Considérations sur les causes de la grandeur des Romains et de leur décadence and
As might be expected, the results of our various alignment experiments suggest that the philosophes made extensive use of previous reference works. Indeed, as Diderot himself admitted in the foreword of the third volume of the Encyclopédie (1753), textual borrowings often were, among other things, not actual "borrowings" in the modern sense of the word, but simply represented the fact that dictionaries cannot write very differently about Examination of the differences in these two passages suggests that, given the parameters used in the alignment, PhiloLine can handle so-called "dirty OCR" relatively well. It is important to note, however, that such alignments fail when either the errors are too dense or there are other changes in word order and word segmentation. Again, adjusting parameters can increase the detection, but may also increase the number of unrelated alignments. It is difficult to design an experiment that would determine the overall effectiveness of our alignment approach, as source data of uncorrected OCR can vary significantly from page to page and even across a single page. These reservations are further compounded given the well-known limitations of current OCR systems and the variations in print, paper, and reproduction (usually images from microfilm) quality. This point is reflected nicely in the Figure 1 below, which suggests that borrowings from the Encyclopédie were relatively infrequent during the nineteenth century, when it was no longer at the center of intellectual debate or a reflection of contemporary knowledge, rising again in importance as it became an object of study itself.
Figure 1: Borrowings from the Encyclopédie by year
Thus, by way of the identification of similar passages-whether attributed citations, borrowings, or shared passages-one can begin to conceive of a method that would systematically trace the "influence" or "reception" of a particular work or author across thousands of documents and hundreds of years.
The almost intractable problems of identifying the origins of the Encyclopédie, and of tracing its later use and influence, is therefore greatly aided by our simple sequence alignment scheme. Of course, more detailed examination of the passages cited or borrowed is required to establish stronger conclusions and to give a more nuanced sense of the importance of certain borrowings compared to others. Reading is therefore not replaced by the machine, but algorithms like sequence alignment may help to direct our reading, situating it systematically within larger contexts, and thus leading to more rigorous study than could be achieved through reliance on the limited capacity of the human mind to read and recollect.
Future Work
We believe that there are a number of extensions to our simple alignment approach that may enhance the system: a standard distance measure for similar n-gram matching that would significantly alter shingle generation and matching algorithms; sliding gap measures that would improve the identification of longer passages that are often broken by insertions or OCR errors; match scoring by inverse shingle frequency in which matching regions would be identified by a score rather than a binary yes/no; secondary string matching that would include regions of text around the generated n-gram matches; collaborative tagging of named entities for exclusion/inclusion; and the improved identification of "banal" matches for the system to ignore.
We will also work to improve the handling of results and reporting of the system. First, we will build an encoding mechanism that will flag passages related to other texts, possibly through the use of embedded XML tagging, which could then be used to generate links between documents. Secondly, we will offer a global perspective of the alignments through the further enhancement of quantitative reporting and the inclusion of clustering and/or graphing approaches.
We have adopted a very simple approach to sequence alignment and have made several modifications that correspond to the typical use cases found in the digital humanities. We are aware, however, that there are many more complex algorithms in use-in bioinformatics, for example-that we intend to explore further with the promise of significant improvement in performance. In his thoughtful essay on text ownership, Yorick Wilks concludes, "[i]t may be that … ownership of text is only a transitory thing at best, more like the lifetime ownership of a piece of genetic code than we might want to think" (127). Perhaps it is unsurprising, then, that the same tools that are used to identify shared sequences of DNA can be pressed into service to track shared text.
Conclusion
Similar passage identification is a general approach that can be tailored to enhance a broad variety of digital humanities applications. Above, we have shown that it is an effective means in identifying borrowings across large collections of text data, independent of language and encoding scheme. Using this approach, we believe that scholars will be able to discover shared passages, borrowings, plagiarisms, and other forms of text recycling, whether alluded to in the source data or not. Indeed, even in cases in which source documents have clear indicators of a borrowing or a direct citation, this approach can significantly improve the manner in which these relationships are linked from text to text. Rather than parsing a reference and link using citation data or outside referencing schemes-which can be highly variable, inconsistent, and typically keyed on page numbers or other rather arbitrary attributes-links could be identified and contextualized using the alignment techniques outlined above.
PhiloLine and PAIR, and other sequence alignment approaches, may also introduce a higher level of systematicity to the analysis of the complex and multifaceted problem of "intertextuality." By this we mean that scholars can assume a level of certainty about connections drawn between documents and develop arguments based on quantitative measures, rather than more general impressions about the importance of a particular work over time or where a particular author drew inspiration. Indeed, these relationships can be shown quite reasonably as a directed graph and may be useful in visualizing dependencies that refer to particular intellectual schools or traditions. It is equally clear, however, that our implementations form only a rudimentary first step in the exploration of the nebulous connections of intertextual relations inherent to any exercise of textual analysis. This approach is still based on simple and evident forms of lexical matching, even if we have succeeded in introducing a certain degree of flexibility in various areas. One might imagine extensions of this simple model that would allow for the identification of other types of similarities based on more abstract representations. Rather than perform alignments on n-grams of specific words, for example, it may be possible to map specific lexical constructions to
