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Learning To Reconstruct 3d Humans
Abstract
Humans are typically the central element in the majority of the visual content that we can access.
Understanding their posture, the social cues they communicate, and their interactions with the world is
critical towards enabling holistic scene understanding from images and videos. Recent advances in
computer vision have led to very successful systems that are able to estimate the 2D pose of humans
with impressive robustness. However, our interactions with the world are fundamentally 3D, so to be able
to understand, explain and predict these interactions, it is crucial to reconstruct people in 3D. The goal of
this PhD thesis is to describe our recent steps towards this goal of automatic 3D reconstruction of
humans from visual data.
The main direction that we explore with this thesis is increasing the detail with which our automatic
approaches reconstruct the human body. The most common representation considers only the major
body joints and uses a 3D keypoint to represent each one of them. This type of abstraction goes beyond
simply detecting the joints on the 2D pixel space and can provide important information about the 3D
pose of the body. To further enhance the detail of the reconstruction, we consider a statistical body
model, SMPL, that can capture the 3D surface of the human body. The relevant approaches estimate the
parameters of this model given a single image as input and return the surface of the full body in the
output. Finally, to go beyond the body-only representations and achieve more expressive reconstructions,
we propose to extend SMPL, to also include articulated hands and a deformable face. Along with this
enriched model, SMPL-X, we also propose the first approach to reconstruct the 3D body, hands and face
from a single image.
While a lot of effort is dedicated at generating more detailed reconstructions of the human body,
simultaneously, a crucial goal is to build automatic approaches that require as little annotated data as
possible. With the overwhelming success of deep learning, many of the proposed data-driven approaches
make very constraining assumptions about the availability of training data, requiring images with full 3D
ground truth for training. To relax this requirements, we investigate a variety of alternative supervision
signals that rely on weaker annotations. Across the proposed approaches, we have investigated the
availability of: 3D keypoint annotations, multiple synchronized views, monocular video sequences, ordinal
depth annotations, external 3D pose and/or shape data, 2D body silhouette annotations, and 2D keypoint
annotations. These alternative forms of supervision are effective at reducing our reliance on ground truth
3D data, allowing us to eventually reconstruct body, hands and face in 3D, requiring only 2D keypoint
annotations from images.
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ABSTRACT
LEARNING TO RECONSTRUCT 3D HUMANS
Georgios Pavlakos
Kostas Daniilidis
Humans are typically the central element in the majority of the visual content that we
can access. Understanding their posture, the social cues they communicate, and their
interactions with the world is critical towards enabling holistic scene understanding from
images and videos. Recent advances in computer vision have led to very successful systems
that are able to estimate the 2D pose of humans with impressive robustness. However, our
interactions with the world are fundamentally 3D, so to be able to understand, explain and
predict these interactions, it is crucial to reconstruct people in 3D. The goal of this PhD
thesis is to describe our recent steps towards this goal of automatic 3D reconstruction of
humans from visual data.
The main direction that we explore with this thesis is increasing the detail with which
our automatic approaches reconstruct the human body. The most common representation
considers only the major body joints and uses a 3D keypoint to represent each one of
them. This type of abstraction goes beyond simply detecting the joints on the 2D pixel
space and can provide important information about the 3D pose of the body. To further
enhance the detail of the reconstruction, we consider a statistical body model, SMPL, that
can capture the 3D surface of the human body. The relevant approaches estimate the
parameters of this model given a single image as input and return the surface of the full
body in the output. Finally, to go beyond the body-only representations and achieve more
expressive reconstructions, we propose to extend SMPL, to also include articulated hands
and a deformable face. Along with this enriched model, SMPL-X, we also propose the first
approach to reconstruct the 3D body, hands and face from a single image.
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While a lot of effort is dedicated at generating more detailed reconstructions of the human
body, simultaneously, a crucial goal is to build automatic approaches that require as little annotated data as possible. With the overwhelming success of deep learning, many of
the proposed data-driven approaches make very constraining assumptions about the availability of training data, requiring images with full 3D ground truth for training. To relax
this requirements, we investigate a variety of alternative supervision signals that rely on
weaker annotations. Across the proposed approaches, we have investigated the availability of: 3D keypoint annotations, multiple synchronized views, monocular video sequences,
ordinal depth annotations, external 3D pose and/or shape data, 2D body silhouette annotations, and 2D keypoint annotations. These alternative forms of supervision are effective
at reducing our reliance on ground truth 3D data, allowing us to eventually reconstruct
body, hands and face in 3D, requiring only 2D keypoint annotations from images.
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TABLE 28 : Ablative study for SMPLify-X on the EHF dataset. The numbers
reflect the contribution of each component in overall accuracy.
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CHAPTER 1 : Introduction
This PhD thesis addresses the problem of reconstructing humans from visual data. Humans
are in the center of most of the visual content that we daily access. Images, selfies, movies,
sports, TV series, TV shows, videos of people doing various activities, all of them include
and focus on humans. Even if a picture or a video does not include a human, it is probably
taken by a human, so there is something to infer about the intention of the user, why did she
capture this content. Considering the overwhelming amount of visual data with humans,
there is a special need for algorithms that can perceive and understand humans from such
input data.
The vast majority of the related literature focuses on methods that consider humans explicitly in 2D. These methods are easy-to-use, generic and quite robust. Given a single image as
input, they can detect bounding boxes of humans [166], provide segmentation masks [78],
detect 2D keypoints [136, 217], or label every pixel belonging to the person [10]. These
channels of information are very useful and often lead to interesting applications [135, 40].
However, the output remains in 2D. Meanwhile, the world around us and our interactions
with the world are fundamentally 3D. To be able to fully perceive interactions between humans and other humans, humans and objects, humans and the environment, it is important
to endow our systems with the ability to reconstruct humans in 3D.
To get this type of 3D reconstruction, the field of computer vision was for a long time
focused on purely geometric approaches [108, 196]. However, the recent success of deep
learning has shifted the attention of the field on approaches that include both learnable and
geometric components, or exclusively learnable pipelines. This incorporation of learnable
modules is reasonable when we focus on the 3D reconstruction of humans, since there are
numerous priors that we can leverage (e.g., visual pixel priors, structural pose priors, shape
priors, etc), and the current deep learning systems are particularly successful at learning
and exploiting these priors. This thesis investigates this avenue and includes some of the
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Figure 1: The two directions explored by this thesis; increasing the detail of reconstruction
for 3D humans (horizontal axis) while decreasing the level of annotations required to train
a reconstruction system (vertical axis).
first learning-based approaches that aim to reconstruct the 3D pose [145, 147, 148], the
3D pose and shape [149, 151] or the 3D body, hands and face [150] of a human from a single
RGB image.
Organization: The organization of this thesis is best viewed in Figure 1 which involves
two axes. Our primary goal, which also defines the main direction we explore, is to increase
the level of detail with which our algorithms are able to reconstruct the human body. Our
early works focus on the more traditional 3D keypoint representation [145, 147, 148], which
was used consistently by both traditional [108, 196] and more recent reconstruction approaches [242]. However, soon we started investigating the reconstruction of the full surface
of the human body [149, 151] employing popular statistical body models, like SMPL [118].
The benefit of this avenue is that reconstruction involves the estimation only of a small
number of parameters to enable recovery of the full surface of the human body. The ultimate goal though is to recover as much information as possible from a single image, and a
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crucial drawback of the available models is that they focus only on the body, and do not
model the extremities, like the hands or the face in detail. To enable this, we propose a
new statistical body model, SMPL-X, which includes articulated hands and a deformable
face. This model, coupled with an approach to estimate its parameters from a single image, could further push the boundary of what is possible when it comes to monocular 3D
reconstruction of humans.
Apart from aiming for a more detailed 3D human reconstruction, the other goal of this
thesis is to investigate directions that could decrease the level of annotated data required
to train the relevant reconstruction systems. Considering that most relevant approaches
are data-driven and rely one way or another on deep learning, annotated data become
a huge bottleneck. This is particularly crucial for the 3D case, where the available data
sources are very limited and the quality of the 3D ground truth is far from perfect in
most cases. To address this challenge, we propose a variety of alternative data sources
and supervision signals that are effective at dealing with the data scarcity. Among others,
we have proposed using multiple views, monocular videos, 2D keypoints and silhouettes,
ordinal depth annotations, as well as independent sources of 3D pose and shape data. This
variety of signals acts as a form of weak supervision and can substitute, or complement the
available data used in the fully supervised settings.
Besides the works that form the core of the thesis, Figure 1 also highlights a few additional
works that are closely related to the directions that this thesis pursues and where explored
in parallel. More specifically, these works include Monocap [245], CMR [104], SPIN [103],
Coherent Reconstruction of Multiple Humans [88], and ExPose [47]. Finally, in [212, 244],
some of the tools developed with this thesis were deployed in downstream robotic applications.
Future directions: This thesis has focused on the very specific and concrete problem of 3D
reconstruction of a single human from a single RGB image. This leaves open many avenues
for future work, and in some cases, concurrent works have already started investigating these
3

directions. Obvious steps include reasoning about humans and objects, e.g., [76, 193, 235],
humans and other humans [60, 88, 232, 233] or humans and their environment [75, 236]. All
these steps will allow us to expand our spatial understanding. At the same time though, we
also want to extend our temporal understanding. There are of course approaches that
generate coherent reconstructions over time [95, 101], however, a more interesting and
challenging goal is to predict future motions, specifically in 3D [234]. In most cases the
pixels provide enough information for this prediction, so the goal is to find effective ways
to leverage this information. Besides temporal prediction, we always aim towards more
expressive and detailed reconstructions. Of course, hands and faces [47, 150, 221] need
to be captured accurately, but we also need to expand beyond the body and also capture
hair [133] and clothing [6, 7, 176]. Obviously, graphics applications can benefit from this,
but this more detailed perception will also allow synthesizing realistic images of humans
which in turn can be useful for many learning tasks involving reconstruction, prediction,
and imitation.
Contents: The rest of the thesis is structured to outline the two major directions and
contributions. In Chapter 2 we describe our approach to estimate the 3D pose of a person using 3D heatmaps in a coarse-to-fine manner. Effectively, we cast the problem of 3D
keypoint location estimation as 3D keypoint localization in a 3D volume, which is particularly effective for accurate 3D pose estimation and leads to state-of-the-art performance and
adoption by follow-up works [191]. Since this work relied on the existence of images with
3D pose ground truth, next in Chapter 3, we investigate the use of images captured with
a multi-view synchronized setup. The availability of multiple views allows us to reliably
reconstruct the 3D pose in each instance and treat this reconstruction as pseudo ground
truth for training. Although the estimated 3D pose is less accurate than the actual 3D pose
ground truth, it performs comparably when it is used as supervision for training, while
it also has the advantage that it can be estimated in a fully automatic way, without the
use of markers. While attracting, multi-view supervision is still relying on the existence of
multiple synchronized and often calibrated cameras. Ideally, we want to be able to recover
4

some 3D information from single images. To this end, in Chapter 4, we propose the use
of ordinal depth annotations for the joints. The big advantage of this information source
is that it can be provided by human annotators. Although humans cannot provide metric
depth estimates for a single image, they can estimate ordinal depth relations for the joints
in a pretty reliable manner. This allows us to collect annotations that provide some form of
weak 3D supervision and greatly improve 3D pose estimation in general for the in-the-wild
setting.
While we decrease the level of required annotations for the 3D keypoints case, we also explore
the recovery of more detailed reconstructions. Starting with our first end-to-end pipeline
for SMPL parameter regression, we enable the joint reconstruction of body pose and shape
from a single image. The system, described in Chapter 5, incorporates a differentiable
renderer that allowed end-to-end training using only 2D annotations, namely silhouettes
and 2D keypoints. In an effort to use more information sources, in our TexturePose work,
described in Chapter 6, we investigate the use of monocular sequences for training. Mapping
the texture on the 3D model and enforcing its consistency during the video, allowed for a
supervision signal which could enhance the training of the SMPL regression network while
requiring minimal annotations. Finally, going even beyond SMPL, we propose to include
a final part, Chapter 7, to describe our SMPL-X model that extends the popular SMPL
model by adding articulated hands and a deformable face. To demonstrate the potential of
this new model, we also propose an approach, SMPLify-X, that can recover the parameters
of SMPL-X from a single input image. Similarly with before, our reconstruction method
requires very little annotations, effectively only 2D joints to train a 2D keypoint detector
(for body, hands and face).
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CHAPTER 2 : Coarse-to-Fine Volumetric Prediction
for Single-Image 3D Human Pose

2.1 Introduction
Estimating the full-body 3D pose of a human from a single monocular image is an open
challenge, which has garnered significant attention since the early days of computer vision [108]. Given its ill-posed nature, researchers have generally approached 3D human
pose estimation in simplified settings, such as assuming background subtraction is feasible [2], relying on groundtruth 2D joint locations to estimate 3D pose [162, 239], employing
additional camera views [34, 97], and capitalizing on temporal consistency to improve upon
single frame predictions [210, 14]. This diversity of assumptions and additional information
sources exemplifies the challenge presented by the task.
With the introduction of more powerful discriminative approaches, such as Convolutional
Networks (ConvNets), many of these restrictive assumptions have been relaxed. End-to-end
learning approaches attempt to estimate 3D pose directly from a single image by addressing
it as coordinate regression [110, 198], nearest neighbor between images and poses [111], or
classification over a set of pose classes [172]. Yet to date, these approaches have been outperformed by more traditional two-step pipelines, e.g., [242, 27]. In these cases, ConvNets
are used only for 2D joint localization and 3D poses are generated during a post-processing
optimization step. Combining accurate 2D joint localization with strong and expressive 3D
priors has been proven to be very effective. In this work, we show that ConvNets are able
to provide much richer information than simply 2D joint locations.
To fully exploit the potential of ConvNets in the context of 3D human pose, we propose
the following items, and justify them empirically. First, we cast 3D pose estimation as a
keypoint localization problem in a discretized 3D space. Instead of directly regressing the
coordinates of the joints (e.g., [110, 198]), we train a ConvNet to predict per voxel likelihoods
for each joint in this volume. This volumetric representation, illustrated in Figure 2, is much
6

Figure 2: Illustration of our volumetric representation for 3D human pose. We discretize
the space around the subject and use a ConvNet to predict per voxel likelihoods for each
joint from a single color image.
more sensible for the 3D nature of our problem and improves learning. Effectively, for every
joint, the volumetric supervision provides the network with groundtruth for each voxel in
the 3D space. This provides much richer information than a set of world coordinates. The
empirical results also validate the superiority of our proposed form of supervision.
Second, to deal with the increased dimensionality of the volumetric representation, we propose a coarse-to-fine prediction scheme. As demonstrated in the 2D pose case, intermediate
supervision and iterative estimation are particularly effective strategies [217, 39, 136]. For
our volumetric representation though, naively stacking an increasing number of components and refining the estimates is not an effective solution, as shown empirically. Instead,
we gradually increase the resolution of the supervision volume for the most challenging
z-dimension (depth), during the processing. This coarse-to-fine supervision, illustrated
schematically in Figure 3, allows for more accurate estimates after each step. We empirically demonstrate the advantage of this practice over naively stacking more components
together.
Our proposed approach achieves state-of-the-art results on standard benchmarks, outperforming both ConvNet-only and hybrid approaches that post-process the 2D output of a
7

Figure 3: Illustration of our coarse-to-fine volumetric approach for 3D human pose estimation from a single image. The input is a single color image and the output is a dense 3D
volume with separate per voxel likelihoods for each joint. The network consists of multiple fully convolutional components [136], which are supervised in a coarse-to-fine fashion,
to deal with the large dimensionality of our representation. 3D heatmaps are synthesized
for supervision by increasing the resolution for the most challenging z-dimension (depth)
after each component. The dashed lines indicate that the intermediate heatmaps are fused
with image features to produce the input for the next fully convolutional component. For
presentation simplicity, the illustrated heatmaps correspond to the location of only one
joint.
ConvNet. Additionally, we investigate using our volumetric representation within a related
architecture that decouples 2D joint localization and 3D joint reconstruction. In particular,
we use two separate networks (the output of one serves as the input to the other) and two
non-corresponding data sources, i.e., 2D labeled imagery to train the first component and
an independent 3D data source (e.g., MoCap) to train the second one separately. While this
architecture has practical benefits (e.g., predicting 3D pose for in-the-wild images), we show
empirically that it underperforms compared to our end-to-end approach when images with
corresponding 3D groundtruth are available for training. This finding further underlines
the benefit of predicting 3D pose directly from an image, whenever this is possible, instead
of using 2D joint localization as an intermediate step.
In summary, we make the four following contributions:
• we are the first to cast 3D human pose estimation as a 3D keypoint localization
problem in a voxel space using the end-to-end learning paradigm;
• we propose a coarse-to-fine prediction scheme to deal with the large dimensionality of
our representation and enable iterative processing to realize further benefits;
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• our proposed approach achieves state-of-the-art results on standard benchmarks, surpassing both ConvNet-only and hybrid approaches that employ ConvNets for 2D pose
estimation, with a relative error reduction that exceeds 30% on average;
• we show the practical use of our volumetric representation in cases when end-to-end
training is not an option and present compelling results on in-the-wild images.

2.2 Related work
The literature on 3D human pose estimation is vast with approaches addressing the problem
in a variety of settings. Here, we survey works that are most relevant to ours with a focus on
ConvNet-based approaches; we refer the reader to a recent survey [179] for a more complete
literature review.
The majority of recent ConvNet-only approaches cast 3D pose estimation as a coordinate
regression task, with the target output being the spatial x, y, z coordinates of the human
joints with respect to a known root joint, such as the pelvis. Li and Chan [110] pretrain
their network with maps for 2D joint classification. Tekin et al.[198] include a pretrained
autoencoder within the network to enforce structural constraints on the output. Ghezelghieh
et al.[69] employ viewpoint prediction as a side task to provide the network with global
joint configuration information. Zhou et al.[240] embed a kinematic model to guarantee
the validity of the regressed pose. Park et al.[144] concatenate the 2D joint predictions
with image features to improve 3D joint localization. Tekin et al.[199] include temporal
information in the joint predictions by extracting spatiotemporal features from a sequence
of frames. In contrast to all these approaches, we adopt a volumetric representation of
the human pose, and regress the per voxel likelihood for each joint separately. This proves
to have significant advantages for the network performance and provides a richer output
compared to the low-dimensional vector of joint coordinates.
An alternative approach to the classical regression paradigm is proposed by Li et al.[111].
During training, they learn a common embedding between color images and 3D poses.
9

At test time, the test image is coupled with each candidate pose and forwarded through
the network; the input image is assigned the candidate pose with the maximum network
score. This is a form of nearest neighbor classification which is highly inefficient due to the
requirement of multiple forward network passes. On the other hand, Rogez and Schmid [172]
cast pose estimation as a classification problem. Given a predefined set of pose classes, each
image is assigned to the class with the highest score. This guarantees a valid global pose
prediction, but the approach is constrained by the poses in the original classes and thus
returns only a rough pose estimate. In contrast to the inefficient nearest neighbor approach
and the coarse classification approach, our volume regression allows for much more accurate
3D joint localization, while also being efficient.
Despite the interest in end-to-end learning, ConvNet-only approaches underperform those
that employ a ConvNet for the 2D localization of joints, and produce 3D pose with a
subsequent optimization step. Zhou et al.[242] utilize a standard 2D pose ConvNet to
localize the joints and retrieve the 3D pose using an optimization scheme over a sequence
of monocular images. Similarly, Du et al.[55] include height-maps of the human body to
improve 2D joint localization. Bogo et al.[27] use the joints predicted by a 2D ConvNet
and fit a statistical body shape model to recover the full shape of the human body. In
contrast, our approach achieves state-of-the-art results with a single network. Furthermore,
it provides a rich 3D output, amenable to post-processing, such as pictorial structures
optimization to constrain limb lengths, or temporal filtering.
Another issue that has been addressed in the context of using ConvNets for 3D human pose
is the scarcity of training data. Chen et al.[45] use a graphics renderer to create images
with known groundtruth. Similarly, Ghezelghieh et al.[69] augment the training set with
synthesized examples. A collage approach is proposed by Rogez and Schmid [172], where
parts from in-the-wild images are combined to create additional images with known 3D
poses. However, there is no guarantee that the statistics of the synthetic examples match
those of real images. To investigate the data scarcity issue, we take inspiration from the 3D
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Interpreter Network [219], which decouples the 3D pose estimation task into 2D localization
and 3D reconstruction within a single ConvNet. In contrast, rather than using a predefined
linear basis for 3D reconstruction, we predict 3D joint locations directly with our volumetric
representation. This demonstrates the practical use of our volumetric representation even
when end-to-end training is not an option.
Finally, while we do not compare explicitly with multi-view pose estimation work (e.g., [65,
184, 21, 57]), it is interesting to note that the representation of 3D human pose in a discretized 3D space has also been previously adopted in multi-view settings [34, 97, 147],
where it was used to accommodate predictions from different viewpoints. For single view
pose estimation, it has been considered in the context of random forests [105]. This approach
suffered from large execution time (around three minutes), and required an additional refinement step using a pictorial structures model. In stark contrast, our network can provide
complete volume predictions with a single forward pass in a few milliseconds, needs no additional refinement (although it is still a possibility) to provide state-of-the-art results, and is
integrated within a coarse-to-fine prediction scheme to deal with excessive dimensionality.

2.3 Technical approach
The following subsections summarize our technical approach. Section 2.3.1 describes the
proposed volumetric representation for 3D human pose and discusses its merits. Next,
Section 2.3.2 describes our coarse-to-fine prediction approach that addresses the high dimensional nature of our output representation. Finally, Section 2.3.3 describes the use
of our volumetric representation within a related decoupled architecture and discusses its
relative merits compared to our coarse-to-fine volumetric prediction approach.

2.3.1 Volumetric representation for 3D human pose
The problem of 3D human pose estimation using ConvNets has been primarily approached
as a coordinate regression problem.

In this case, the target of the network is a 3N -

dimensional vector comprised of the concatenation of the x, y, z coordinates of the N joints
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of the human body. For training, an L2 regression loss is employed:
L=

N
X

n=1

kxngt − xnpr k22 ,

(2.1)

where xngt is the groundtruth and xnpr is the predicted location for joint n. The location of
each joint is expressed globally, with respect to a root joint, or locally, with respect to its
parent joint in the kinematic tree. The second formulation has some benefits, as discussed
also by Li et al.[110] (e.g., easier to learn to predict small, local deviations), but still suffers
from the fact that small errors can easily propagate hierarchically to children joints of the
kinematic tree. In general, despite its simplicity, the coordinate regression approach makes
the problem highly non-linear and presents problems for the learning procedure. These
issues have previously been identified in the context of 2D human pose [206, 153].
To improve learning, we propose a volumetric representation for 3D human pose. The
volume around the subject is discretized uniformly in each dimension. For each joint we
create a volume of size w × h × d. Let pn(i,j,k) denote the predicted likelihood of joint n being
in voxel (i, j, k). To train this network, the supervision is also provided in volumetric form.
The target for each joint is a volume with a 3D Gaussian centered around the groundtruth
position xngt = (x, y, z) of the joint in the 3D grid:
Gi,j,k (xngt ) =

1 − (x−i)2 +(y−j)2 2 +(z−k)2
2σ
e
,
2πσ 2

(2.2)

where the value σ = 2 is used for our experiments. For training, we use the mean squared
error loss:

L=

N X
X

n=1 i,j,k

kG(i,j,k) (xngt ) − pn(i,j,k) k2 .

(2.3)

In theory, the output of the network is four dimensional, i.e., (w ×h×d×N ), but in practice
we organize it in channels, thus our output is three dimensional, i.e., w × h × dN . The voxel
with the maximum response in each 3D grid is selected as the joint’s 3D location.
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A major advantage of the volumetric representation is that it casts the highly non-linear
problem of direct 3D coordinate regression to a more manageable form of prediction in
a discretized space. In this case, the predictions do not necessarily commit to a unique
location for each joint, but instead an estimate of the confidence is provided for each voxel.
This makes it easier for the network to learn the target mapping. A similar argument has
been previously put forth in the 2D pose case, validating the benefit of predicting per pixel
likelihoods instead of pixel coordinates [206, 153]. In terms of the network architecture,
an important benefit of the volumetric representation is that it enables the use of a fully
convolutional network for prediction. Here, we adopt the hourglass design [136]. This leads
to less network parameters than using fully connected layers for coordinate regression or
pose classification. Finally, in terms of the predicted output, besides being more accurate,
our network predictions in the form of dense 3D heatmaps are useful for subsequent postprocessing applications. For example, structural constraints can be enforced with the use
of a 3D Pictorial Structures model, e.g., [34, 147]. Another option is to use the dense
predictions in a filtering framework in cases where multiple input frames are available.

2.3.2 Coarse-to-fine prediction
A design choice that has been particularly effective in the case of 2D human pose is the
iterative processing of the network output [39, 217, 136]. Instead of using a single component
with a single output, the network is forced to produce predictions in multiple processing
stages. These intermediate predictions are gradually refined to produce more accurate
estimates. Additionally, the use of intermediate supervision on the “earlier” outputs allows
for a richer gradient signal, which has been demonstrated empirically as an effective learning
practice [107, 192].
Inspired by the success of iterative refinement in the context of 2D pose, we also consider
a gradual refinement scheme. Empirically, we found that naively stacking multiple components yielded diminishing returns because of the large dimensionality of our representation.
In fact, for the highest 3D resolution of 64 × 64 × 64 with 16 joints, we would need to
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estimate the likelihood for more that 4 million voxels. To deal with this curse of dimensionality, we propose to use a coarse-to-fine prediction scheme. In particular, the first steps
are supervised with lower resolution targets for the (most challenging and technically unobserved) z-dimension. Precisely, we use targets of size 64 × 64 × d per joint, where d typically
takes values from the set {1, 2, 4, 8, 16, 32, 64}. An illustration of this supervision approach
is given in Figure 3.
This strategy makes training more effective, and allows us to benefit from stacking multiple
components together without suffering from overfitting or dimensionality issues. Intuitively,
easier versions of the task are presented to the network during the early stages of processing,
and the complexity increases gradually. This postpones the harder decisions until the
very end of the processing, when all the available information has been processed and
consolidated.

2.3.3 Decoupled architecture with volumetric target
To further show the versatility of the proposed volumetric representation, we also employ
it in a scenario where end-to-end training is not an option. This is usually the case for
in-the-wild images, where accurate, large-scale acquisition of 3D groundtruth is not feasible. Inspired by the 3D Interpreter Network [219], we decouple 3D pose estimation in two
sequential steps consisting of predicting 2D keypoint heatmaps, followed by an inference
step of the 3D joint positions with our volumetric representation. The first step can be
trained with 2D labeled in-the-wild imagery, while the second step requires only 3D data
(e.g., MoCap). Independently, each of these sources are abundantly available.
This training strategy is useful for practical scenarios, and we present compelling results for
in-the-wild images (Sec. 2.4.6). However, it remains suboptimal compared to our end-toend approach when images with corresponding 3D groundtruth are available for training.
Figure 4 provides an illustration of each architecture in a simplified setting with two hourglasses. It can be seen that the decoupled case is related to our course-to-fine architecture
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(a) Decoupled architecture

(b) Coarse-to-fine architecture

Figure 4: Schematic comparison of a decoupled architecture versus our coarse-to-fine architecture with intermediate supervision at the coarsest level (2D heatmaps). Blue blocks
indicate 3D heatmaps, while green blocks indicate 2D heatmaps. Decoupled architecture: The 2D heatmaps are provided directly as input to the second part of the network,
which effectively operates as a 2D-to-3D reconstruction component. Note, no image features are processed in the second component, only information about 2D joint locations.
Coarse-to-fine architecture: We use 2D heatmaps as intermediate supervision, which
are then combined with image features, effectively carrying information both from the image
and the 2D locations of the joints.
when the resolution of the intermediate supervision is set to d = 1 resulting in 2D heatmaps.
A crucial difference between the two architectures is that our coarse-to-fine approach combines the produced 2D heatmaps with intermediate image features. This way, the rest of
the network can process information both about the image and the 2D joint locations. On
the other hand, a decoupled network processes the 2D heatmaps directly and attempts to
reconstruct 3D locations without further aid by image-based evidence. In cases where the
heatmaps are grossly erroneous, the 3D predictions can be lead astray. In Sec. 2.4.4, we
show empirically that when images with corresponding 3D groundtruth are available, our
coarse-to-fine architecture outperforms the decoupled one.
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2.4 Empirical evaluation
2.4.1 Datasets
We present extensive quantitative evaluation of our coarse-to-fine volumetric approach on
three standard benchmarks for 3D human pose: Human3.6M [84], HumanEva-I [183] and
KTH Football II [97]. Additionally, qualitative results are presented on the MPII human
pose dataset [15], since no 3D groundtruth is available.
Human3.6M: It contains video of 11 subjects performing a variety of actions, such as
“Walking”, “Sitting” and “Phoning”. We follow the same evaluation protocol as prior
work [111, 242]. In particular, Subjects S1, S5, S6, S7 and S8 were used for training, while
subjects S9 and S11 were used for testing. The original videos were downsampled from
50fps to 10fps. We employed all camera views and trained a single model for all actions,
instead of training action-specific models [111, 242].
HumanEva-I: It is a smaller dataset compared to Human3.6M, with fewer subjects and
actions. Following the standard protocol [105, 229], we evaluated on “Walking” and “Jogging” from subjects S1, S2 and S3. The training sequences of these subjects and actions
were used for training, and the corresponding validation sequences for testing. As done
with the Human3.6M evaluation, we train a single model using the frames for all users and
actions.
KTH Football II: The images are taken from a professional football match, and 3D
groundtruth is provided only for a very small number of them. The limited available
groundtruth is not very accurate, since it was generated by combining manual 2D annotations from multiple views. In this case, image-to-3D training is not a practical option.
Instead, we report results using our volumetric representation within the decoupled architecture described in Sec. 2.3.3. More specifically, we train the first network component
(image to 2D heatmaps) using images from this dataset which provide 2D groundtruth. For

16

the second network component (2D heatmaps to 3D heatmaps), we use all the training MoCap data from Human3.6M dataset. As others [34, 199], we report results using “Sequence
1” from “Player 2” and frames taken from “Camera 1”.
MPII: It is a large scale 2D pose dataset containing in-the-wild imagery. It provides
2D annotations but no 3D groundtruth. Like KTH, direct image-to-3D training is not a
practical option with this dataset. Instead, we use the decoupled architecture with our
volumetric representation. Since we cannot quantify the performance here, we only provide
qualitative results.

2.4.2 Evaluation metrics
For Human3.6M, most approaches report the per joint 3D error, which is the average
Euclidean distance of the estimated joints to the groundtruth. This is done after aligning
the root joints (here the pelvis) of the estimated and groundtruth 3D pose. An alternative
metric, which is used by some methods to report results on Human3.6M and HumanEvaI is the reconstruction error. It is defined as the per joint 3D error up to a similarity
transformation. Effectively, the estimated 3D pose is aligned to the groundtruth by the
Procrustes method. Finally, for KTH the percentage of the correctly estimated parts in 3D
(3D PCP [34]) is reported. Again, the root joints (here we use the center of the chest) are
aligned to resolve the depth ambiguity.

2.4.3 Implementation details
In our volumetric space, the x-y grid is a uniform discretization within the 2D bounding box
in the image and the z grid is a uniform discretization in [−1, 1] (meters) centered at the root
joint. This means that we predict the image coordinates for each joint and its metric depth
relative to the root. Given the depth of the root joint we can recover the absolute depth
for each joint and its metric coordinates in the x-y dimensions. For the component analysis
(Section 2.4.4) we use the groundtruth depth of the root joint, while for the comparison to
other methods (Section 2.4.5) we estimate this depth based on the average skeleton size of
17

each dataset. More details are provided in the supplementary material.
In terms of the architecture, the fully convolutional components of our network, illustrated
in Figure 3, are based on the hourglass design [136]. We use the publicly available code to
faithfully replicate the architecture. Similarly, we adopt the same training practices, employing rotation augmentation (±30o ), scaling augmentation (0.75-1.25), left-right flipping,
and using rmsprop for optimization with the batch size equal to 4 and the learning rate set
to 2.5e−4.
Regarding training on individual datasets, for Human3.6M, the network models are trained
from scratch, typically for four epochs (approximately 310k iterations). For HumanEva-I,
the model is trained from scratch for 120 epochs (approximately 235k iterations), because
of the significantly smaller training set size. Finally, for the 2D joint localization network
on KTH, we use the publicly available stacked hourglass model trained on MPII [136] and
fine-tune it for 20 epochs (approximately 30k iterations).

2.4.4 Component evaluation
To evaluate the components of our approach, we use Human3.6M to report results, since it
is the most complete available benchmark.
Volumetric representation: Our first goal is to demonstrate that regression in a discretized space provides great benefit over coordinate regression. Both versions are implemented with the simplest setting of one hourglass. The only difference between the
architectures is that the network for the volumetric predictions is fully convolutional, while
for coordinate regression we use a fully connected layer at the end. The results are presented in Table 1. The error of 112.41mm for coordinate regression is comparable to recent
reported results with a coordinate regression target output [110, 198, 144, 240]. In comparison, a significant decrease in the error is observed, down to 85.82mm at the highest depth
resolution, by using the volumetric output target.
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Average
Coordinate Regression
112.41
Volume Regression (d = 32) 92.23
Volume Regression (d = 64) 85.82
Table 1: Coordinate versus volume regression on Human3.6M. The mean per joint error
(mm) across all actions and subjects in the test set are shown.
Naive Stacking
Coarse-to-Fine
L1 L2 L3 L4 Avg. L1 L2 L3 L4 Avg.
1 64
69.77
64 64
80.14
8 64
77.52
1 2 64
68.49
64 64 64
78.17
1 4 64
72.02
64 64 64 64 75.06 1 2 4 64 64.76
Table 2: Comparison of the Naive Stacking (left) versus Coarse-to-Fine (right) approaches
on Human3.6M. The column Li denotes the z-dimension resolution for the supervision
provided at the i-th hourglass component (empty if the network has less than i components).
We report mean per joint errors (mm) following the standard protocol.
Coarse-to-fine prediction: The next significant improvement to our network is provided
by iterative processing of the image features. The naive way to achieve this is by stacking
together multiple hourglasses. This is helpful, but offers only diminishing returns, as is
demonstrated in Table 2 (Naive stacking). Instead, our coarse-to-fine supervision approach
outperforms the naive one when we use two, three, or four hourglasses (Table 2, Coarse-toFine). In fact, our coarse-to-fine version with two hourglasses (69.77mm error) outperforms
the naive stacking network with four hourglasses (75.06mm error), despite using less than
half of the parameters compared to the deeper network.

Decoupled network with volumetric representation: We investigate the use of a
decoupled network combined with our volumetric representation, as described in Sec. 2.3.3.
Our goal is to demonstrate the benefit of predicting the 3D pose directly from image features
versus using 2D locations as an intermediate representation. We refer back to Fig. 4 for a
schematic representation of the two relevant networks. We train both networks end-to-end
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Action
Decoupled Coarse-to-Fine
Phoning
75.00
66.50
Sitting
95.25
76.99
SittingDown
129.97
103.67
Smoking
75.58
66.99
Walking
70.17
59.12
WalkTogether 76.01
62.28
Average
78.10
69.77
Table 3: Comparison of our coarse-to-fine network using 2D heatmaps for intermediate
supervision (Coarse-to-Fine) versus a decoupled network with a volumetric representation
(Decoupled). The reported results are for the six classes of Human3.6M with the largest
difference between the two approaches, as well as the average across all actions.
to evaluate the architecture performance rather than the benefit of end-to-end training. (In
fact we observed that training the two components of the decoupled network independently
leads to inferior performance.) Comparative results are provided in Table 3. We present the
average across all actions, as well as the six actions with the largest difference between the
two networks. Besides being more accurate for every action and on average, our coarse-tofine approach shows significant improvement for more challenging actions, such as “Sitting”
or “Sitting Down”. In these cases, 2D joint localization often fails because of severe selfocclusions, providing the second subnetwork with inaccurate 2D heatmaps. Unless we
process image features as well, 3D localization is bound to fail. This demonstrates the
benefit of using information directly from the image for 3D localization versus decoupling
the process.

2.4.5 Comparison with state-of-the-art
Human3.6M: We compare the performance of our approach with previously reported
results on Human3.6M. Table 4 presents the mean per joint 3D error results. Note that
some previous works [199, 242, 55] leverage a sequence of frames for pose prediction rather
than a single frame as considered by our approach. Nonetheless, our network achieves stateof-the-art results across the vast majority of actions and outperforms all other methods on
average. Since some works use reconstruction error to report results, we also evaluate
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Sanzari et al.[177]

Rogez et al.[172]

Bogo et al.[27]

Ours

93.2

87.3

82.3

51.9

Average

Table 5: Quantitative comparison on Human3.6M among approaches that report reconstruction error (mm). Baseline numbers are taken from the respective papers.

Radwan et al.[161]
Wang et al.[216]
Simo-Serra et al.[186]
Bo et al.[26]
Kostrikov et al.[105]
Yasin et al.[229]
Ours

Walking
S1 S2 S3
75.1 99.8 93.8
71.9 75.7 85.3
65.1 48.6 73.5
46.4 30.3 64.9
44.0 30.9 41.7
35.8 32.4 41.6
22.3 19.5 29.7

Jogging
S1 S2 S3
79.2 89.8 99.4
62.6 77.7 54.4
74.2 46.6 32.2
64.5 48.0 38.2
57.2 35.0 33.3
46.6 41.4 35.4
28.9 21.9 23.8

Avg
89.5
71.3
56.7
48.7
40.3
38.9
24.3

Table 6: Quantitative results on HumanEva-I. The numbers are the mean reconstruction
errors (mm). Baseline numbers are taken from the respective papers.
using this metric in Table 5. Again, our approach outperforms the other baselines by large
margins.
HumanEva-I: Our empirical results for HumanEva-I are presented in Table 6, along with
reported results from state-of-the-art approaches. Similar to Human3.6M, our network
outperforms all other published approaches.
KTH Football II: We report results for our approach on this dataset in Table 7, comparing
with relevant methods. Note, Tekin et al.[199] use video for prediction instead of a single
frame, while Burenius et al.[34] is a multi-view method. Despite this, we outperform the
single view approaches and we are competitive with the multi-view results.

2.4.6 Qualitative results
Figure 5 presents qualitative results for images taken from the aforementioned datasets.
Additionally, we demonstrate 3D reconstructions on MPII which offers greater visual variety
due to its in-the-wild nature. Despite the challenging poses present in the MPII examples,
our volumetric representation produces compelling 3D predictions.
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Cameras
Upper Arms
Lower Arms
Upper Legs
Lower Legs

[34]
3
60
35
100
90

[34]
2
53
28
88
82

[34]
1
14
06
63
41

[199]
1 (video)
74
49
98
77

Ours
1
96
83
98
88

Table 7: Quantitative results on KTH Football II. The numbers are the mean PCP scores
(the higher the better). Baseline numbers are taken from the respective papers. We indicate
how many cameras each approach uses, and highlight the best performance for single view
approaches.

LinKDE [84]
Li et al.[111]
Tekin et al.[199]
Zhou et al.[242]
Tekin et al.[198]
Ghezelghieh et al.[69]
Du et al.[55]
Park et al.[144]
Zhou et al.[240]
Ours
LinKDE [84]
Li et al.[111]
Tekin et al.[199]
Zhou et al.[242]
Tekin et al.[198]
Ghezelghieh et al.[69]
Du et al.[55]
Park et al.[144]
Zhou et al.[240]
Ours

Directions Discussion
132.71
183.55
134.13
102.41
147.72
87.36
109.31
129.06
80.30
80.39
85.07
112.68
100.34
116.19
91.83
102.41
67.38
71.95
Sitting
151.57
138.89
124.52
117.49
137.21
132.16
83.66

Eating Greeting Phoning
132.37
164.39
162.12
97.37
122.33
88.83
125.28
118.02
87.05
103.16
116.18
91.43
121.68
78.13
89.72
104.90
122.05
139.08
89.96
116.49
115.34
96.65
98.75
113.35
66.70
69.07
71.95

Photo
205.94
166.15
182.73
143.32
162.17
135.91
149.55
125.22
76.97

Posing
150.61
112.38
106.88
105.93
117.57
90.04
65.03

Purchases
171.31
129.17
99.78
166.16
106.94
93.84
68.30

SittingDown Smoking Waiting WalkDog Walking WalkTogether Average
243.03
162.14
170.69
177.13
96.60
127.88
162.14
134.13
68.51
224.9
118.42
138.75
126.29
55.07
65.76
124.97
199.23
107.42
118.09
114.23
79.39
97.70
113.01
130.53
65.75
95.07
82.22
226.94
120.02
117.65
137.36
99.26
106.54
126.47
190.82
105.78
125.12
131.90
62.64
96.18
117.34
158.97
106.91
94.41
126.04
79.02
98.96
107.26
96.51
71.74
65.83
74.89
59.11
63.24
71.90

Table 4: Quantitative comparison on Human3.6M. The numbers are the average 3D joint error (mm). Baseline numbers are taken from the respective papers. Note, several approaches
use video for prediction rather than a single frame [199, 242, 55].
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Figure 5: Sample qualitative results for all the datasets used in the empirical evaluation.
First row: Human3.6M. Second row: HumanEva. Third row: KTH Football II. Fourth and
fifth row: MPII. For each image, the original viewpoint and a novel viewpoint are shown.
Red and green indicate left and right, respectively.

2.5 Summary
Our paper addressed the challenging problem of 3D human pose estimation from a single
color image. Departing from recent ConvNet approaches, we cast the problem as 3D keypoint localization in a discretized space around the subject. We integrated this volumetric
representation with a coarse-to-fine supervision scheme to deal with the high dimensionality
and enable iterative processing. We demonstrated that our contributions were crucial to
achieve state-of-the-art results on the standard benchmarks with a relative error reduction
greater than 30% on average. Furthermore, we used our volumetric representation within
a decoupled architecture, making it of practical use for in-the-wild images even when endto-end training is not feasible.
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CHAPTER 3 : Harvesting Multiple Views
for Marker-less 3D Human Pose Annotations

3.1 Introduction
Key to much of the success with Convolutional Networks (ConvNets) is the availability of
abundant labeled training data. For many tasks though this assumption is unrealistic. As a
result, many recent works have explored alternative training schemes, such as unsupervised
training [67, 116, 230], auxiliary tasks that improve learning representations [219], and tasks
where groundtruth comes for free, or is very easy to acquire [154]. Inspired by these works,
this paper proposes a geometry-driven approach to automatically gather a high-quality set
of annotations for human pose estimation tasks, both in 2D and 3D.
ConvNets have had a tremendous impact on the task of 2D human pose estimation [207,
217, 136]. A promising research direction to improve performance is to automatically adapt
(i.e., “personalize”) a pretrained ConvNet-based 2D pose predictor to the subject under
observation [41]. In contrast to its 2D counterpart, 3D human pose estimation suffers from
the difficulty of gathering 3D groundtruth. While gathering large-scale 2D pose annotations
from images is feasible, collecting corresponding 3D groundtruth is not. Instead, most works
have relied on limited 3D annotations captured with motion capture (MoCap) rigs in very
restrictive indoor settings. Ideally, a simple, marker-less, multi-camera approach could
provide reliable 3D human pose estimates in general settings. Leveraging these estimates
as 3D annotations of images would capture the variability in users, clothing, and settings,
which is crucial for ConvNets to properly generalize.
Towards this goal, this paper proposes a geometry-driven approach to automatically harvest
reliable annotations from multi-view imagery. Figure 6 provides an overview of our approach
to automatically harvest reliable joint annotations. Given a set of images captured with a
calibrated multi-view setup, a generic ConvNet for 2D human pose [136] produces singleview confidence heatmaps for each joint. The heatmaps in each view are backprojected to
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Multi-view
Setup

Generic 2D pose
ConvNets

Heatmaps

3D Pictorial Structure

3D Annotations

Figure 6: Overview of our approach for harvesting pose annotations. Given a multi-view
camera setup, we use a generic ConvNet for 2D human pose estimation [136], and produce
single-view pose predictions in the form of 2D heatmaps for each view. The single-view
predictions are combined optimally using a 3D Pictorial Structures model to yield 3D pose
estimates with associated per joint uncertainties. The pose estimate is further probed to
determine reliable joints to be used as annotations.
a common discretized 3D space, functioning as unary potentials of a 3D pictorial structure
[61, 59], while a tree graph models the pairwise relations between joints. The marginalized
posterior distribution of the 3D pictorial structures model for each joint is used to identify
which estimates are reliable. These reliable keypoints are used as annotations.
Besides achieving state-of-the-art performance as compared to previous multi-view human
pose estimators, our approach provides abundant annotations for pose-related learning
tasks. In this paper, we consider two tasks. In the first task, we project the 3D pose
annotations to the 2D images to create “personalized” 2D groundtruth, which is used to
adapt the generic 2D ConvNet to the particular test conditions (Figure 7a). In the second
task, we use the 3D pose annotations to train from scratch a ConvNet for single view 3D
human pose estimation that is on par with the current state-of-the-art. Notably, in training
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our pose predictor, we limit the training set to the harvested annotations and do not use
the available 3D groundtruth (Figure 7b).
In summary, our four main contributions are as follows:
• We propose a geometry-driven approach to automatically acquire 3D annotations for
human pose without 3D markers;
• the harvested annotations are used to fine-tune a pre-trained ConvNet for 2D pose prediction to adapt to the discriminative aspects of the appearance of the subject under
study, i.e., “personalization”; we empirically show significant performance benefits;
• the harvested annotations are used to train from scratch a ConvNet that maps an
image to a 3D pose, which is on par with the state-of-the-art, even though none of
the available 3D groundtruth is used;
• our approach for multi-view 3D human pose estimation achieves state-of-the-art results on standard benchmarks, which further underlines the effectiveness of our approach in exploiting the available multi-view information.

3.2 Related work
Data scarcity for human pose tasks: Chen et al.[45] and Ghezelghieh et al.[69] create
additional synthetic examples for 3D human pose to improve ConvNet training. Rogez
and Schmid [172] introduce a collage approach. They combine human parts from different
images to generate examples with known 3D pose. Yasin et al.[229] address the data scarcity
problem, by leveraging data from different sources, e.g., 2D pose annotations and MoCap
data. Wu et al.[219] also integrate dual source learning within a single ConvNet. Instead
of creating synthetic examples, or bypassing the missing data, the focus of our approach
is different. In particular, our goal is to gather images with corresponding 2D and 3D
automatically generated annotations and use them to train a ConvNet. This way we employ
images with statistics similar to those found in-the-wild, which have been proven to be of
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“Personalized”
2D Annotations

(a) “Personalizing” a 2D pose ConvNet

3D Annotations

(b) Training a 3D pose ConvNet

Figure 7: The quality of the harvested annotations is demonstrated in two applications: (a)
projecting the 3D estimates into the 2D imagery and using them to adapt (“personalize”)
a generic 2D pose ConvNet to the discriminative appearance aspects of the subject, (b)
training a ConvNet that predicts 3D human pose from a single color image.
great value for ConvNet-based approaches.
2D human pose: Until recently, the dominant paradigm for 2D human pose involved
local appearance modeling of the body parts coupled with the enforcement of structural
constraints with a pictorial structures model [13, 228, 155]. Lately though, end-to-end
approaches using ConvNets have become the standard in this domain. The initial work of
Toshev and Szegedy [207] regressed directly the x, y coordinates of the joints using a cascade
of ConvNets. Tompson et al.[206] proposed the regression of heatmaps to improve training.
Pfister et al.[153] proposed the use of intermediate supervision, with Wei et al.[217] and
Carreira et al.[39] refining iteratively the network output. More recently, Newell et al.[136]
built upon previous work to identify the best practices for human pose prediction and
propose an hourglass module consisting of ResNet components [77], and iterative processing
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to achieve state-of-the-art performance on standard benchmarks [15, 178]. In this work, we
employ the hourglass architecture as our starting point for generating automatic 3D human
pose annotations.
Single view 3D human pose: 3D human pose estimation from a single image has been
typically approached by applying more and more powerful discriminative methods on the
image and combining them with expressive 3D priors to recover the final pose [185, 242, 27].
As in the 2D pose case, ConvNets trained end-to-end have grown in prominence. Li and
Chan [110] regress directly the x, y, z spatial coordinates for each joint. Tekin et al.[198]
additionally use an autoencoder to learn and enforce structural constraints on the output.
Pavlakos et al.[145] instead propose the regression of 3D heatmaps instead of 3D coordinates.
Li et al.[111] follow a nearest neighbor approach between color images and pose candidates.
Rogez and Schmid [172] use a classification approach, where the classes represent a sample
of poses. To demonstrate the quality of our harvested 3D annotations, we also regress the
x, y, z joint coordinates [110, 198], while employing a more recent architecture [136].
Multi-view 3D human pose: Several approaches [24, 12, 34, 97, 21, 22] have extended
the pictorial structures model [61, 59] to reason about 3D human pose taken from multiple
(calibrated) viewpoints. Earlier work proposed simultaneously reasoning about 2D pose
across multiple views, and triangulating 2D estimates to realize actual 3D pose estimates [24,
12]. Recently, Elhayek et al.[57, 58] used ConvNet pose detections for multi-view inference,
but with a focus on tracking rather than annotation harvesting, as pursued here. Similar
to the current paper, 3D pose has previously been directly modelled in 3D space [34, 97,
21, 22]. A straightforward application of the basic pictorial structures model to 3D is
computationally expensive due to the six degrees of freedom for the part parameterization.
Our parameterization instead models only the 3D joint position, something that has also
been proposed in the context of single view 3D pose estimation [105]. This instantiation of
the pictorial structure makes inference tractable since we deal with three degrees of freedom
rather than six.
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Personalization: Consideration of pose in video presents an opportunity to tune the
appearance model to the discriminative appearance aspects of the subject and thus improve
performance. Previous work [163] leveraged this insight by using a generic pose detector
to initially identify a set of high-precision canonical poses. These detections are then used
to train a subject-specific detector. Recently, Charles et al.[41] extended this idea using a
generic 2D pose ConvNet to identify a select number of high precision annotations. These
annotations are propagated across the video sequence based on 2D image evidence, e.g.,
optical flow. Regarding identifying confident predictions, the work of Jammalamadaka et
al.[86] is related, where they extract features from the image and the output and train an
evaluator to estimate whether the predicted pose is correct. In our work, rather than using
2D image cues to identify reliable annotations, our proposed approach leverages the rich
3D geometry presented by the multi-view setting and the constraints of 3D human pose
structure, to combine and consolidate single view information. Such cues are highly reliable
and complementary to image-based ones.

3.3 Technical approach
The following subsections describe the main components of our proposed approach. Section 3.3.1 gives a brief description of the generic ConvNet used for 2D pose predictions.
Section 3.3.2 describes the 3D pictorial structures model used to aggregate multi-view
image-driven keypoint evidence (i.e., heatmaps) provided as output by a ConvNet-based 2D
pose predictor with 3D geometric information from a human skeleton model. Section 3.3.3
describes our annotation selection scheme that identifies reliable keypoint estimates based
on the marginalized posterior distribution of the 3D pictorial structures model for each keypoint. The proposed uncertainty measure inherently integrates image evidence across all
viewpoints and geometry. Finally, Sections 3.3.4 and 3.3.5 present two applications of our
annotation harvesting approach. Section 3.3.4 describes the use of the harvested annotations to fine-tune an existing 2D pose ConvNet predictor. The resulting adapted predictor
is sensitive to the discriminative aspects of the appearance of the subject under considera-
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tion, i.e., “personalization”. Section 3.3.5 describes how we use the harvested annotations
to train from scratch a 3D pose ConvNet predictor that maps a single image to 3D pose.

3.3.1 Generic ConvNet
The initial component of our approach is a generic ConvNet for 2D human pose estimation
that provides the initial set of noisy predictions for single view images. Since our approach
is agnostic to the particular network architecture, any of the top-performing ConvNets is
sufficient for this step, e.g., [217, 33, 136]. Here, we adopt the state-of-the-art stacked
hourglass design [136]. The main architectural component of this network is the hourglass
module which consists of successive convolutional and pooling layers, followed by convolutional and upsampling layers, leading to a symmetric hourglass design. Stacking multiple
hourglasses together allows for iterative processing of the image features. Best performance
is achieved by the use of intermediate supervision, forcing the network to produce one set
of predictions at the end of each hourglass.
The prediction of the network is in the form of 2D heatmaps for each joint. The entire
heatmap output includes useful information regarding the confidence of predictions, and
can be considered as a 2D distribution of the joint locations. To take advantage of the
entire heatmap prediction, we backproject the 2D distributions of the joints in a discretized
3D cube. This is used to accommodate the predictions for all the views and serves as the
inference space for 3D pictorial structures model, described in Sec. 3.3.2.

3.3.2 Multi-view optimization
The pose model used to aggregate information across views is based on a 3D generalization
of the classical pictorial structures model [61, 59]. A major departure of the current work
from prior 3D instantiations of multi-view approaches (e.g., [34]) is the use of a joint representation, S = {si |i = 1, . . . , N }, where si ∈ R3 encodes the 3D position of each joint,
rather than the 3D configuration of parts, i.e., limbs. The simplified parameterization and
tree structure for the pairwise terms admit efficient 3D joint configuration inference via
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dynamic programming, i.e., the sum-product algorithm.
Articulation constraints: The pairwise relation between joints is modelled by a tree
structure of the human skeleton. The edge set is denoted by E and the edge (i.e., limb)
lengths by {Lij |(i, j) ∈ E}. The prior distribution is given by the articulation constraints
and can be written as

p(S) ∝

Y

p(si , sj ).

(3.1)

(i,j)∈E

The pairwise terms, p(si , sj ), constrain the lengths of the human limbs Lij :

p(si , sj ) =




1,


0,

if Lij − ε ≤ ksi − sj k ≤ Lij + ε

,

(3.2)

otherwise

where ε = 1 is used as a tolerance for the variability from the expected limb length Lij
of the subject. More sophisticated pairwise terms can also be adopted if MoCap data are
available, e.g., [105].
Data likelihood: Given a 3D pose, the likelihood of seeing M synchronized images from
M calibrated cameras is modeled as

p(I|S) ∝

M Y
N
Y

k=1 i=1

p(Ik |πk (si )),

(3.3)

where πk (si ) denotes the 2D projection of si in the k-th view given the camera parameters.
The data likelihood, p(Ik |πk (si )), is modelled by the multi-channel heatmap outputs of the
ConvNet (Sec. 3.3.1).
Inference: Finally, the posterior distribution of a 3D pose given 2D images from different
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views is given by:

p(S|I) ∝

M Y
N
Y

k=1 i=1

p(Ik |πk (si ))

Y

p(si , sj ).

(3.4)

(i,j)∈E

The solution space of the 3D joint position is restricted to a 3D bounding volume around the
subject and quantized by a 64×64×64 grid. Pose estimates are computed as the mean of the
marginal distribution of each joint given the multi-view images. The marginal distribution
of the discrete variables is efficiently computed by the sum-product algorithm [59].

3.3.3 Annotation selection
The 3D reconstructions provided by the multi-view optimization offer a very rich but noisy
set of annotations. We are effectively equipped with automatic 3D annotations for all
the images of the multi-view setup. Moreover, these annotations integrate appearance
cues from each view (2D pose heatmaps), geometric constraints from the multiple views
(backprojection in a common 3D space), as well as constraints from the articulated structure
(3D pictorial structure). This allows us to capitalize on the available information from the
images and the 3D geometry to provide a robust set of annotations.
For further benefits, we proceed to a selection step over the annotations provided from the
3D reconstruction. A useful property of our multi-view optimization using the pictorial
structures model is that the marginalized distribution of each joint offers a measure of the
prediction’s uncertainty. This means that we are provided with a selection cue for free.
For example, the determinant of the 3D covariance matrix for each joint’s marginalized
distribution can be used as a confidence measure to decide whether the joint will be used
as an annotation. In our experiments, we identify as reliable annotations the 70% most
confident predictions for each joint in terms of the determinant of the 3D covariance matrix,
although other measures are also possible.

32

3.3.4 “Personalizing” 2D pose ConvNet
The goal of “personalization” is to adapt the original detector such that it captures the
discriminative appearance aspects of the subject of interest, such as clothing. Both Ramanan et al.[163] and Charles et al.[41] proposed methods to “personalize” a detector using
2D evidence (e.g., optical flow) from monocular video. Instead, our proposed approach
focuses on cues provided by image evidence, geometric properties of the multi-view setup,
and structural constraints of the human body.
Given the set of selected annotations, we use them to fine-tune a generic 2D pose ConvNet with backpropagation, such that it adapts to the testing conditions of interest. The
procedure is very similar to the one used to train the ConvNet in the first place, with
the difference that we leverage our automatically generated annotations as targets for the
available images. The target heatmaps consist of a 2D Gaussian with a standard deviation σ = 1 pixel, centered on the annotation location of the joint. A separate heatmap
is synthesized for each joint. During training, we use a Mean Squared-Error loss between
the predicted and the target heatmaps. If the joint is not within the selected annotation
set (i.e., the localization is not confident), we simply ignore the loss incurred by it during
optimization. We terminate refinement after four epochs through our auto-annotated data
to avoid overfitting on the given examples.

3.3.5 3D pose ConvNet training
For 3D human pose estimation, we train a ConvNet from scratch that takes a single image as input and predicts the 3D pose. Our formulation follows the coordinate regression
paradigm [110, 198], but more sophisticated methods can also be employed, e.g., the volumetric representation for 3D pose [145]. The target of the network is the x, y, z coordinates
of N human body joints. For x, y we use pixel coordinates, while z is expressed in metric
depth with respect to a specified root joint (here the pelvis is defined as the root). We
organize the output in a single 3N -dimensional vector. The network is supervised with an
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L2 regression loss:
L=

N
X

n=1

kxngt − xnpr k22 ,

(3.5)

where xngt is the groundtruth and xnpr is the predicted location for joint n. The architecture
we use is a single hourglass module [136] with the addition of a fully connected layer at the
end to allow every output to have a connection with each activation of the previous feature
volume.

3.4 Empirical evaluation
This section is dedicated to the empirical evaluation of our proposed approach. First,
we give a description of the datasets used (Section 3.4.1). Next, we briefly discuss the
implementation details of our approach (Section 3.4.2). Finally, we present the quantitative
(Sections 3.4.3 to 3.4.5) and the qualitative evaluations (Section 3.4.6).

3.4.1 Datasets
For our quantitative evaluation we focused on two datasets that target human pose estimation and provide a multiple camera setup; (i) KTH Multiview Football II [34], a small-scale
outdoor dataset with challenging visual conditions, and (ii) Human3.6M [84], a large-scale
indoor dataset, with a variety of available scenarios.
KTH Multiview Football II [34] contains images of professional footballers playing a
match. Evaluation for 3D pose was performed using the standard protocol introduced with
the dataset [34] and used elsewhere [97, 22], where Sequence 1 of “Player 2” is used for
testing. Reported results are based on the percentage of correct parts (PCP) to measure
3D part localization using the two and three camera setups. Additional evaluation for 2D
pose was performed using Sequence 2 of “Player 2” for testing, where reported results are
based on the percentage of correct parts in 2D.
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Human3.6M [84] is a recent large-scale dataset for 3D human sensing captured in a lab
setting. It includes 11 subjects performing 15 actions, such as walking, sitting, and phoning.
Following previous work [111, 242], we use two subjects for testing (S9 and S11), and report
results based on the average 3D joint error.
It is crucial to mention that in the experiments presented below, no groundtruth data was
leveraged for training from the respective datasets. We relied solely on the generic 2D
ConvNet (trained on MPII [15]) and the knowledge of the geometry from the calibrated
camera setup.

3.4.2 Implementation details
For the generic 2D pose ConvNet, we use a publicly available model [136], which is trained
on the MPII human pose dataset [15]. To “personalize” a given 2D pose ConvNet through
fine-tuning, we maintain the same training details as the ones described in the original work.
The learning rate is set to 2.5e-4, the batch size is 4, rmsprop is used for optimization and
data augmentation is used, that includes rotation (±30o ), scale (±0.25), and left-right
flipping.
To train the 3D pose ConvNet, we employ the same architecture, but we use only one
hourglass component and add a fully connected layer at the end, to regress the N joints
coordinates. The training details with respect to optimization and data augmentation are
the same as for the initial network, but training is done from scratch (we do not use a
pretrained model).

3.4.3 Multi-view pose estimation
First of all, we need to assess the accuracy of the annotations provided from our multi-view
optimization scheme. Since our ConvNets are not trained using groundtruth data from
the aforementioned datasets, we heavily rely on the quality of these automatic annotations. Therefore, we evaluate multi-view pose estimation using our approach, described in
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Upper arms
Lower arms
Upper legs
Lower legs
Average

Two cameras
[34] [21] [22] Ours
53 64 96 98
28 50 68 92
88 75 98 99
82 66 88 97
62.7 63.8 87.5 96.5

[34]
60
35
100
90
71.2

Three cameras
[97] [21] [22] Ours
89 68 98 100
68 56 72 100
100 78 99 100
99 70 92 100
89.0 68.0 90.3 100

Table 5: Quantitative comparison of multi-view pose estimation methods on KTH Multiview
Football II. The numbers are the percentage of correct parts (PCP) in 3D using two and
three cameras. Baseline numbers are taken from the respective papers. In constrast to the
compared methods, no training data from this dataset was used for our approach.
Li
Zhou
Tekin
Zhou

et
et
et
et

al.
al.
al.
al.

[111]
[242]
[198]
[240]
Ours

Li
Zhou
Tekin
Zhou

et
et
et
et

al.
al.
al.
al.

[111]
[242]
[198]
[240]
Ours

Directions Discussion Eating Greeting Phoning Photo
Posing
Purchases
134.13
97.37
122.33
166.15
87.36
109.31
87.05
103.16
116.18 143.32
106.88
99.78
129.06
91.43
121.68
162.17
91.83
102.41
96.95
98.75
113.35 125.22
90.04
93.84
41.18
49.19
42.79
43.44
55.62
46.91
40.33
63.68
Sitting SittingDown Smoking Waiting WalkDog Walking WalkTogether Average
134.13
68.51
124.52
199.23
107.42 118.09
114.23
79.39
97.70
113.01
130.53
65.75
132.16
158.97
106.91
94.41
126.04
79.02
98.96
107.26
97.56
119.90
52.12
42.68
51.93
41.79
39.37
56.89

Table 6: Quantitative evaluation of our approach on Human3.6M. The numbers are the
average 3D joint errors (mm). Baseline numbers are taken from the respective papers.
Note that Zhou et al.[242] use video, while our proposed method is multi-view.
Section 3.3.2
First, we report results of our approach on the small-scale, yet challenging KTH dataset.
Even though relevant methods train specialized 2D detectors for pose estimation, they are
all outperformed by our approach using only a generic ConvNet for 2D joint prediction.
The relative improvement is illustrated in Table 5.
For Human3.6M we apply the same method to multi-view pose estimation. Since this
dataset was published very recently, there are no reported results for multi-view pose estimation methods. It is interesting though to compare with the top-performing works for
single view 3D pose such that we can quantify the current gap between single view and
multi-view estimation. The full results are presented in Table 6. Our approach reduces the
error of the state-of-the-art single view approach of Zhou et al.[240] by almost a half. We
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note that Zhou et al.[242] use video instead of prediction from a single frame. We do not
include results from Bogo et al.[27] and Sanzari et al.[177] which report average errors of
82.3mm and 93.15mm, respectively, since they use a rigid alignment between the estimated
pose and the groundtruth, making it not comparable with the other methods. Moreover, as
a weak multi-view baseline, we averaged the per view 3D estimates from one of the stateof-the-art approaches [242]. This naive combination achieves an average error of 103.10mm
which is a minimal improvement compared to the original error of 113.01mm for the corresponding single view approach. This demonstrates that handling the views independently
and combining the single view 3D pose results in a late stage does not leverage the rich 3D
geometric constraints available and significantly underperforms compared to our multi-view
optimization.

3.4.4 “Personalizing” 2D pose ConvNet
Having validated the accuracy of our proposed multi-view optimization scheme, the next
step is to actually leverage the automatic annotations for learning purposes. The most
immediate benefit comes from using them to refine the generic ConvNet and adapt it to the
particular test conditions. This can be considered as an application of “personalization”,
similar in nature to the goal of Charles et al.[41], where significant pose estimation gains in
terms of accuracy were reported.
For KTH we use the two available sequences from “Player 2” to evaluate the online adaptation of our network. Since our focus is to purely evaluate the quality of the 2D predictions
before and after refinement, we report 2D PCP results in Table 7. We observe performance
improvement across all parts of the subject. Moreover, for the second sequence which is considerably more challenging, the benefit from our refinement is even greater. This underlines
the importance of refinement when the original detector fails.
For Human3.6M we evaluate the quality of 2D heatmaps through their impact on the multiview optimization. Achieving better results for 2D pose estimation is definitely desirable,
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Upper arms
Lower arms
Upper legs
Lower legs
Average

Seq 1
Seq2
Generic Refined Generic Refined
98
100
80
89
89
92
64
74
98
100
85
91
96
100
79
86
95.3
98.0
77.0
84.5

Table 7: Quantitative comparison of the generic ConvNet versus the refined version for the
two sequences of “Player 2” from KTH Multiview Football II. The numbers are percentage
of correct parts (PCP) in 2D. Performance improvement is observed across all parts.
but ideally, the predicted heatmaps should benefit other post-processing steps as well, e.g.,
our multi-view optimization. In Table 8, we provide a more detailed ablative study comparing different sets of annotations for refinement. Starting with the “Generic” ConvNet,
one naive approach we compare against is using the heatmap maximum predictions as annotations (“HM”), or a subset of the most confident of those predictions (“HM+sel”). For
“HM+sel” we use the heatmap value to indicate detection confidence, and identify only the
top 70% for each joint as reliable 2D annotations. These serve as baselines for refining the
ConvNet. We also employ the complete annotation set that is provided from our multi-view
optimization (“PS”), and a high quality version of this by selecting the most confident joint
predictions only (denoted as “PS+sel” and described in Section 3.3.3). The reported results
include both the average performance across all 15 actions, as well as the performance on
the three actions with the highest error, according to Table 6, namely, Purchases, Sitting,
and Sitting Down. Again, the performance benefits are greater for more challenging actions,
which justifies the use of our method to overcome dataset bias and adapt to the scenario
of interest. Also, the naive approach to recover more 2D annotations and bootstrapping
on the output of the generic ConvNet (“HM” and “HM+sel”) is only marginally helpful
on average, which underlines the benefit of the rich geometrical information we employ to
recover annotations. Finally, the proposed selection scheme (“PS+sel”) outperforms the
model that uses all annotations of the multi-view optimization (“PS”) which exemplifies
the importance of selecting only a high-quality subset of the annotations for refinement.
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Purchases Sitting
Generic
HM
HM+sel
PS
PS+sel

63.68
57.57
52.50
51.32
45.98

97.56
86.37
91.49
79.39
68.09

Sitting Average
Down (15 actions)
119.90
56.89
100.39
55.13
110.30
55.62
97.26
51.18
73.91
47.83

Table 8: Quantitative comparison of multi-view optimization after fine-tuning the ConvNet
with different annotation sets and evaluating on Human3.6M. We present results for the
three most challenging actions (based on Table 6), along with the average across all actions.
The numbers are the average 3D joint error (mm). “Generic”, “HM”, “HM+sel”, “PS” and
“PS+sel” are defined in Section 3.4.4.

Li
Tekin
Park
Zhou
Rogez

et
et
et
et
et

al.[111]
al.[198]
al.[144]
al.[240]
al.[172]
Ours

Average (6 actions) Average (15 actions)
121.31
116.77
111.12
117.34
104.73
107.26
121.2
113.65
118.41

Table 9: Quantitative comparison of single image approaches on Human3.6M. The numbers
are the average 3D joint errors (mm). Baseline numbers are taken from the respective
papers. In contrast to the other works, we do not use 3D groundtruth for training, instead
we rely solely on the harvested 3D annotations. Despite that, our performance is on par
with the state-of-the-art.

3.4.5 Training a 3D pose ConvNet
A great challenge, but also a very interesting application of our method is to use the
automatically generated annotations to train a ConvNet for 3D pose estimation. Since KTH
is a small-scale dataset, we focus on Human3.6M. We leverage the high-quality annotations
from the multi-view optimization scheme, and train the network described in Section 3.3.5
from scratch. The results are presented in Table 9, along with other approaches. Even
though we only use the noisy annotations recovered by our approach for training and ignored
the groundtruth from the dataset, the final trained ConvNet is on par with the state-ofthe-art.
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Figure 8: Examples on KTH Multiview Football II showing the performance gain from
“personalization”. For each pair of images, pose estimation results are presented from the
generic (left) and the “personalized” ConvNet (right).

3.4.6 Qualitative results
For “personalization”, Figures 8 and 9 show qualitative sample results of the proposed
approach with and without fine-tuning on annotations recovered from the input imagery
on KTH Multiview Football II and Human3.6M, respectively. Despite the generic ConvNet
being quite reliable, it might fail for the most challenging poses which are underrepresented
in the original generic training set. The benefit from the “personalized” ConvNet is greater
in these cases since it adapts to the discriminative appearance of the user and recovers the
pose successfully.
For the 3D pose ConvNet trained from scratch, we present example 3D reconstructions in
Figure 10. Notice the challenging poses of the subject and the very accurate poses predicted
by the ConvNet.

3.5 Summary
This paper presented an automatic way to gather 3D annotations for human pose estimation
tasks, using a generic ConvNet for 2D pose estimation and recordings from a multi-view
setup. The automatically generated annotations were used to adapt a generic ConvNet
to the particular task, demonstrating important performance benefits from this “personalization”. Additionally, we trained a ConvNet for 3D pose estimation which performs on
par with the current state-of-the-art, even though we only used automatically harvested
annotations, and ignored the provided groundtruth.
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Figure 9: Example predictions on Human3.6M from the ConvNet trained to estimate 3D
pose from a single image. For each example, we present (left-to-right) the input image, the
predicted 3D pose from the original view, and a novel view. Red and green indicate left
and right, respectively.

Figure 10: Example predictions on Human3.6M from the ConvNet trained to estimate 3D
pose from a single image. For each example, we present (left-to-right) the input image, the
predicted 3D pose from the original view, and a novel view. Red and green indicate left
and right, respectively.
One promising direction for future work is using the automatic annotation setup in an
outdoor environment, (where MoCap systems and depth sensors are not applicable) to
collect 3D annotations for in-the-wild images. This would allow us to train a generic 3D
human pose ConvNet, similar to the 2D counterparts, by overcoming the bottleneck of
limited color images with 3D groundtruth.
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CHAPTER 4 : Ordinal Depth Supervision for 3D Human Pose Estimation

4.1 Introduction
Human pose estimation has been one of the most remarkable successes for deep learning
approaches. Leveraging large-scale datasets with extensive 2D annotations has immensely
benefited 2D pose estimation [217, 156, 136, 227], semantic part labeling [43, 220] and multiperson pose estimation [82, 137, 38]. In contrast, the complexity of collecting images with
corresponding 3D ground truth has constrained 3D human pose datasets in small scale [97]
or strictly in studio settings [183, 84]. The goal of this paper is to demonstrate that in
the absence of accurate 3D ground truth, end-to-end learning can be competitive by using
weaker supervision in the form of ordinal depth of the joints (Figure 11).
Aiming to boost end-to-end discriminative approaches, different techniques attempt to augment the training data. Synthetic examples can be produced in abundance [45, 211], but
there is no guarantee that they come from the same distribution as natural images. Multiview systems for accurate capture of 3D ground truth can work outdoors [125], but they
need to be synchronized and calibrated, so data collection is not practical and hard to
scale. These limitations have favored reconstruction approaches, e.g., [27, 124], which employ reliable 2D pose detectors and recover 3D pose in a subsequent step using the 2D joint
estimates. Unfortunately, even in the presence of perfect 2D correspondences, the final
3D reconstruction can be erroneous. This 2D-to-3D reconstruction ambiguity is mainly attributed to the binary ordinal depth relations of the joints (closer-farther) [196]. Leveraging
image-based evidences, such as occlusion and shading, can largely resolve the ambiguity,
yet this information is discarded by reconstruction approaches.
Motivated by the particular power of ordinal depth relations at resolving reconstruction
ambiguities and the fact that this information can be acquired by human annotators, we
propose to use ordinal depth relations to train ConvNets for 3D human pose estimation.
Since humans can easily perceive pose [123] and they are better at estimating ordinal depth
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Training

2D keypoints

Testing

Ordinal depth relations
Z(right ankle) < Z(right hip)
Z(left knee) > Z(right knee)
Z(right elbow) > Z(right wrist)
Z(left shoulder) < Z(right shoulder)
Z(right knee) < Z(left hip)
Z(left wrist) = Z(left elbow)
Z(head) > Z(right ankle)
Z(right hip) = Z(left hip)
Z(right ankle) < Z(neck)

Input image

ConvNet

3D human pose

Figure 11: Summary of our approach. In the absence of accurate 3D ground truth we
propose the use of ordinal depth relations (closer-farther) of the human body joints for
end-to-end training of 3D human pose estimation systems.
than explicit metric depth [204], annotators can provide pairwise ordinal depth relations for
a wide range of imaging conditions, activities, and viewpoints. We develop on the idea of
ordinal relations demonstrating their flexibility and effectiveness in a variety of settings: 1)
we use them to predict directly the depths of joints, 2) we combine them with 2D keypoint
annotations to predict 3D poses, 3) we demonstrate how they can be incorporated within
a volumetric representation of 3D pose [145]. In every case, the weak supervision signal
provided by these ordinal relations leads to a competitive performance compared to fully
supervised approaches that employ the actual 3D ground truth. Additionally, to motivate
the use of ordinal depth relations for human pose, we provide ordinal depth annotations for
two popular 2D human pose datasets, LSP [89] and MPII [15]. This extension allows us
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to provide quantitative and qualitative evaluation of our approach in non-studio settings.
Simultaneously, these ordinal annotations for in-the-wild images can be easily incorporated
in the training procedure of typical ConvNets for 3D human pose leading to new stateof-the-art results for the standard benchmarks of Human3.6M and HumanEva-I. These
performance benefits underline the effectiveness of ordinal depth supervision for human pose
problems and provide motivation for further exploration using the available annotations.
Our contributions can be summarized as follows:
• We propose the use of ordinal depth relations of human joints for 3D human pose
estimation to bypass the need for accurate 3D ground truth.
• We showcase the flexibility of the ordinal relations by incorporating them in different
network settings, where we always achieve competitive results to training with the
actual 3D ground truth.
• We augment two popular 2D pose datasets (LSP and MPII) with ordinal depth annotations and demonstrate the applicability of the proposed approach to 3D pose
estimation in non-studio conditions.
• We include our ordinal annotations in the training procedure of typical ConvNets for
3D human pose and exemplify their effectiveness by achieving new state-of-the-art
results on the standard benchmarks.

4.2 Related work
Since the literature on 3D human pose estimation is vast, here we discuss works closely
related to our approach and refer the interested reader to Sarafianos et al.[179] for a recent
survey on this topic.
Reconstruction approaches: A long line of approaches follows the reconstruction paradigm
by employing 2D pose detectors to localize 2D human joints and using these locations to
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estimate plausible 3D poses [42, 85]. Zhou et al.[242, 245] use 2D heatmaps from a 2D
pose ConvNet to reconstruct 3D pose in a video sequence. Bogo et al.[27] fit a statistical
model of 3D human shape to the predicted 2D joints. Alternatively, a network can also
handle the step of lifting 2D estimates to 3D poses [219, 130, 205]. Notably, Martinez et
al.[124] achieve state-of-the-art results with a simple multilayer perceptron that regresses
3D joint locations, given 2D keypoints as input. Despite the success of this paradigm, it
comes with important drawbacks. No image-based evidence is used during the reconstruction step, the result is too reliant on an imperfect 2D pose detector and even for perfect
2D correspondences, the 3D estimate might fail because of the reconstruction ambiguity.
In contrast, by using ordinal depth relations we can leverage rich image-based information
during estimation, without relinquishing the accuracy of reconstruction approaches, which
can also be integrated in our framework (Section 4.3.4).
Discriminative approaches: Discriminative approaches are orthogonal to the reconstruction paradigm since they estimate the 3D pose directly from the image. Prior work uses
ConvNets to regress the coordinates of the 3D joints [110, 198, 200, 205, 190, 125], to regress
3D heatmaps [145], or to classify each image in the appropriate pose class [172, 173]. The
main critique of these end-to-end approaches is that images with corresponding 3D ground
truth are required for training. Our work attempts to relax this important constraint, by
training with weak 3D information in the form of ordinal depth relations for the joints and
2D keypoints. Weak supervision was also used in recent work [243] by constraining the
lengths of the predicted limbs. However, we argue that our supervision does not simply
constraint the output of the network, but also provides novel information for in-the-wild
images and further enhances training.
Generating training examples: The limited availability of 3D ground truth for training
3D human pose ConvNets has also been addressed in various ways in recent works. The
most straightforward solution is to use graphics to augment the training data [45, 211, 125].
Differently, Rogez and Schmid [172] propose a collage approach by composing human parts
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from different images to produce combinations with known 3D pose. In both cases though,
most examples do not reach the detail and variety level that in-the-wild images have. Mehta
et al.[125] record multiple views outdoors and estimate accurate 3D ground truth for every
view. However, multi-view systems need to be synchronized and calibrated, so large-scale
data collection is not trivial.
3D annotations: Prior works have also relied on humans to perceive and annotate 3D
properties that are lost through the projection of a 3D scene on a 2D image. Bell et al.[23]
and Chen et al.[44] annotate the ordinal relations for the apparent depth of pixels in the
image. In the work of Xiang et al.[222, 223], humans align 3D CAD models with single
images to provide viewpoint information. Concerning 3D human pose annotations, the
famous poselets work from Bourdev and Malik [30] uses an interactive tool for annotators to
adjust the 3D pose, making the procedure laborious. Maji et al.[121] provide 3D annotations
for human pose, but only in the form of yaw angles for head and torso. The idea of ordinal
depth relations is also explored by Pons-Moll et al.[158] where attributes regarding the
relative 3D position of the body parts are included in their posebits database. Different to
them, we provide annotations by humans for a much larger set of images (i.e., more than
15k images with our annotations compared to 1k for the posebits dataset), and instead of
exploring an extensive set of pose attributes, we propose a cleaner training scheme that
requires only 2D keypoint locations and ordinal depth relations. In recent work, Lassner et
al.[106] estimate proposals of 3D human shape fits for single images which are accepted or
rejected by annotators. Despite the rich ground truth in case of a good fit, many automatic
proposals are of low quality, leading to many discards. Our work aims for a more balanced
solution where 3D annotations have a weaker form, but the task is easy for humans, so that
they can provide annotations on a large scale for practically any available image.
Ordinal relations: There is a long history for learning from ordinal relations, outside the
field of computer vision, with particular interest in the area of information retrieval, where
many algorithms for learning-to-rank have been developed [35, 37, 197]. In the context of
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computer vision, previous works have used relations to learn apparent depth [248, 44] or
reflectance [134, 237] of a scene. We share a common motivation with these approaches
in the sense that ordinal relations are easier for humans to annotate, compared to metric
depth or absolute reflectance values.

4.3 Technical approach
In this section we present our proposed approach for different settings of 3D human pose
estimation. First, in Section 4.3.1 we predict only the depths of the human joints, relying on
ordinal depth relations and a ranking loss for training. Then, in Section 4.3.2 we combine
the ordinal relations with 2D keypoint annotations to predict the 3D pose coordinates. In
Section 4.3.3 we explore the incorporation of ordinal relations within a volumetric representation for 3D human pose [145]. Finally, Section 4.3.4 presents the extension of the previous
networks with a component designed to encode a geometric 3D pose prior.

4.3.1 Depth prediction
Our initial goal is to establish the training procedure such that we can leverage ordinal
depth relations to learn to predict the depths of human joints. This is the simplest case,
where instead of explicitly predicting the 3D pose, we only predict depth values for the
joints.
Let us represent the human body with N joints. For each joint i we want to predict its
depth zi . The provided data are in the form of pairwise ordinal depth relations. For a pair
of joints (i, j), we denote the ordinal depth relation as r(i,j) taking the value:
• +1, if joint i is closer than j,
• −1, if joint j is closer than i,
• 0, if their depths are roughly the same.
The ConvNet we use for this task takes the image as input and predicts N depth values zi ,
47

one for each joint. Given the r(i,j) relation and assuming that the ConvNet is producing
the depth estimates zi and zj for the two corresponding joints, the loss for this pair is:

Li,j




log (1 + exp(zi − zj )) ,
r(i,j) = +1



=
log (1 + exp(−zi + zj )) , r(i,j) = −1




 (zi − zj )2 ,
r(i,j) = 0.

(4.1)

This is a differentiable ranking loss expression, which has similarities with early works on the
learning-to-rank literature [35] and was also adopted by [44] for apparent depth estimation.
Intuitively, it enforces a large margin between the values zi and zj if one of them has been
annotated as closer than the other, otherwise it enforces them to be equal. Denoting with
I the set of pairs of joints that have been annotated with an ordinal relation, the complete
expression for the loss takes the form:

Lrank =

X

(i,j)∈I

Li,j .

(4.2)

An interesting property of this loss is that we do not require the relations for all pairs of
joints to be available during training. The loss can be computed based only on the subset of
pairs that have been annotated. Additionally, the relations do not have to be consistent, i.e.,
no strict global ordering is required. Instead, the ConvNet is allowed to learn a consensus
from the provided relationships by minimizing the incurred loss. This is a helpful property
in case there are ambiguities in the annotations.

4.3.2 Coordinate prediction for 3D pose
Our initial ConvNet only predicts the depths of the human joints. To enable full 3D pose
reconstruction, we additionally need to precisely localize the corresponding joints on the
image. Given the ConvNet used in the previous section, the most natural extension is to
enrich its output by predicting the 2D coordinates of the joints as well. Thus, we predict
2N additional values which correspond to the pixel coordinates w = (x, y) of each joint.
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We consider this combination of 2D keypoints with ordinal depth as a form of weak 3D
information and we refer to the corresponding ConvNet as the weakly supervised version.
Let us denote with wn the ground truth 2D location for joint n, and with ŵn the corresponding ConvNet prediction. Assuming the availability of 2D keypoint annotations, the
familiar L2 regression loss can be applied:
Lkeyp =

N
X

n=1

kwn − ŵn k22 .

(4.3)

By combining the ranking loss for the values zn and the regression loss for the keypoint
coordinates wn , we can train the ConvNet end-to-end: L = Lrank + λLkeyp , where the value
λ = 100 is used for our experiments.

4.3.3 Volumetric prediction for 3D pose
Apart from direct regression of the 3D pose coordinates, recent work has investigated the
use of a volumetric representation for 3D human pose [145]. In this case, the space around
the subject is discretized, and the ConvNet predicts per-voxel likelihoods for every joint in
the 3D space. The training target for the volumetric space is a 3D Gaussian centered at
the 3D location of each joint. However, without explicit 3D ground truth, supervising the
same volume is not trivial. To demonstrate the general applicability of ordinal relations,
we adapt this representation, to make it compatible with ordinal depth supervision as well.
To bypass the seemingly complex issue, we propose to preserve the volumetric structure
of the output, but decompose the supervision a) in the 2D image plane and b) the z
dimension (depth), as presented in Figure 12. Precisely, for every joint n, the ConvNet
predicts score maps Ψn , which can be transformed to a probability distribution, by applying
a softmax operation σ. So, the joint n is located in position u = (x, y, z) with probability
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Figure 12: Visualization of the volumetric output for an individual joint. The predictions
are volumetric, but in the absence of accurate 3D ground truth, the supervision is applied independently on the 2D image plane and the depth dimension. The marginalized
likelihoods are computed by means of sum-pooling operations.
p(u|n) = σ[Ψn ]u . The marginalized probability distribution in the 2D plane is:

p(x, y|n) =

X

p(u|n),

(4.4)

z

and can be computed efficiently as a sum-pooling operation across all the slices of the volume. This operation is equivalent to adopting a weak perspective camera model. Similarly,
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the marginalized probability distribution for the depth dimension is:

p(z|n) =

X

p(u|n),

(4.5)

x,y

and can again be computed as a sum-pooling operation across all the pixels of a slice.
This decomposition has the advantage that even if we do not have complete 3D ground
truth, we can still supervise the ConvNet. The 2D image plane (values of equation 4.4) and
the depth dimension (values of equation 4.5) are supervised independently, but they are
connected by the underlying volumetric representation which enforces the 3D consistency.
Our loss function takes the form: L = Lrank + λLheat . The loss for the z-dimension, Lrank ,
is the same ranking loss as before (equation 4.2), where we recover depth for each joint by
P
taking the mean value of the estimated soft distribution: zn = z zp(z|n). For the x-y

dimensions, the target for each keypoint is a heatmap with a Gaussian centered around its
ground truth location and Lheat is an L2 loss between the predicted and the ground truth
heatmaps [206, 153].
We stress here that the alterations presented up to this point refer only to the supervision
type, without interfering with the network architecture. This allows most of the state-ofthe-art discriminative ConvNets [243, 190, 200, 145] to be used as-is, and be complemented
with the proposed ordinal depth supervision when 3D ground truth is not available.

4.3.4 Integration with a reconstruction component
The strength of the aforementioned networks is that they leverage image-based information
to resolve the single-view depth ambiguities and produce depth estimates zn that respect the
ordinal depths of the human joints. However, the predicted depth values do not typically
match the exact metric depths of the joints, since no full 3D pose example has been used
to train the networks. This motivates us to enhance the architecture with our proposed
reconstruction component, which takes as input the estimated 2D keypoints wn and the
ordinal depth estimates zn , for all joints n, and reconstructs the 3D pose, S ∈ Rn×3 .
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This input-output relation is presented in Figure 13a. Conveniently, for the training of
this component we require only MoCap data, which are available in abundance. During
training, we simply project each 3D pose skeleton to the 2D image plane. To simulate the
input, we use the projected 2D joint locations and a noisy version of the depths of the joints,
such that the majority of their ordinal relations are preserved, while their values might not
necessarily match the actual depth. Denoting with Ŝi the output 3D joints of the ConvNet
and with Si the joints of the 3D pose that was used to generate the input, our supervision
is an L2 loss:
L3D =

N
X

n=1

kSn − Ŝn k22 .

(4.6)

This module can be easily incorporated in an end-to-end framework by using as input the
output of the ConvNet from Section 4.3.2 or Section 4.3.3. This is presented schematically
in Figure 13b. The benefit from employing such a reconstruction module is demonstrated
empirically in Section 3.4.

4.4 Empirical evaluation
This section concerns the empirical evaluation of the proposed approach. First, we present
the benchmarks that we employed for quantitative and qualitative evaluation. Then, we
provide some essential implementation details of the approach. Finally, quantitative and
qualitative results are presented on the selected datasets.

4.4.1 Datasets
We employed two standard indoor benchmarks, Human3.6M [84] and HumanEva-I [183],
along with a recent dataset captured in indoor and outdoor conditions, MPI-INF-3DHP [125,
126]. Additionally, we extended two popular 2D human pose datasets, Leeds Sports Pose
dataset (LSP) [89] and MPII human pose dataset (MPII) [15] with ordinal depth annotations for the human joints.
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Figure 13: (a) The reconstruction component is a multi-layer perceptron with two bilinear
units [124]. The input is the concatenation of the pixel locations of the joints (xi , yi ), and
the ordinal depths zi , while the output is the 3D pose coordinates Si . (b) Integration of
the reconstruction module in the full framework. The ConvNet of Section 4.3.2 or 4.3.3
estimates 2D keypoint locations and depths which are used by the reconstruction module
to predict a coherent 3D pose.
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Human3.6M: It is a large-scale dataset captured in an indoor environment that contains
multiple subjects performing typical actions like “Eating” and “Walking”. Following the
most popular protocol (e.g., [242]), we train using subjects S1,S5,S6,S7, and S8 and test on
subjects S9 and S11. The original videos are downsampled from 50fps to 10fps to remove
redundancy. A single model is trained for all actions. Results are reported using the mean
per joint error and the reconstruction error, which allows a Procrustes alignment of the
prediction with the ground truth.
HumanEva-I: It is a smaller scale dataset compared to Human3.6M, including fewer users
and actions. We follow the typical protocol (e.g., [26]), where the training sequences of
subjects S1, S2 and S3 are used for training and the validation sequences of the same
subjects are used for testing. We train a single model for all actions and users, and we
report results using the reconstruction error.
MPI-INF-3DHP: It is a recent dataset that includes both indoor and outdoor scenes. We
use it exclusively for evaluation, without employing the training data, to demonstrate robustness of the trained model under significant domain shift. Following the typical protocol
([125, 243]), results are reported using the PCK3D and the AUC metric.
LSP + MPII Ordinal: Leeds Sports Pose [89] and MPII human pose [15] are two of the
most widely used benchmarks for 2D human pose. Here we extend both of them, offering
ordinal depth annotations for the human joints. For LSP we annotate all the 2k images,
while for MPII we annotate the subset of 13k images used by Lassner et al.[106].
Annotators were presented with a pair of joints for each image and answered which joint
was closer to the camera. The option “ambiguous/hard to tell” was also offered. We
considered 14 joints, excluding thorax and spine joints of MPII, which are often not used for
training (e.g., [217]). The questions for each image were continued until a global ordering
could be inferred for all the joints. By enforcing a global ordering we conveniently do
not encounter any contradicting annotations. More importantly though, this approach
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Architecture

Supervision

Avg error

depth
prediction

ordinal supervision
direct regression

84.24
80.23

coordinate
regression

weakly supervised
fully supervised [145]

115.08
112.41

one
weakly supervised
hourglass fully supervised [145]

89.93
85.82

two
weakly supervised
hourglasses fully supervised [145]

79.03
69.77

volume
regression

Table 10: Effect of training with the actual 3D ground truth, versus employing weaker
ordinal depth supervision on Human3.6M. The results are mean per joint errors (mm).
significantly decreased annotation time. If the relative questions had to be answered for

all joints, then we would require 14
= 91 questions for each image. In contrast, with
2
the procedure we followed, we could get a global ordering with roughly 17 questions per

image in the mean case. This resulted in 5 times faster annotation time. Additionally,
we observed that annotators were much more efficient when they were asked continuously
about a specific pair of joints, instead of changing the pair of focus. As a result, we created
groups of 50 images containing questions about the same pair of joints. This way we could
get annotations at a rate of 3.5 secs per question, meaning that in total the procedure
required roughly 1 minute per image.
We clarify that our goal for this dataset is to provide a novel information source (ordinal
depth) for in-the-wild images. We do not use it for evaluation, since it is not a mm level
accuracy benchmark like Human3.6M or HumanEva-I. Furthermore, the goal is not to conduct a computational study concerning the level of accuracy that humans perceive 3D poses
as this has been already examined in the past [123]. In contrast, we use these annotations
to demonstrate that: a) they can boost performance of 3D human pose estimation for standard benchmarks, and b) they assist our ConvNets to proper generalize and make them
applicable in non-studio conditions, or in cases with significant domain shift.
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Avg error
Human3.6M

71.9

Human3.6M + 2D keyp
Human3.6M + 2D keyp + Ord

66.6
62.1

Human3.6M + 2D keyp
+ Rec
Human3.6M + 2D keyp + Ord + Rec

59.1
56.2

Table 11: Ablative study on Human3.6M demonstrating the effect of incorporating additional data sources in the training procedure (2D keypoints and ordinal depth relations),
as well as integrating a rconstruction component. The numbers are mean per joint errors
(mm).

4.4.2 Implementation details
For the ConvNets that predict 2D keypoints and/or depths, we follow the hourglass design [136]. When the output is in coordinate form (Sections 4.3.1 and 4.3.2), we use one
hourglass with a fully connected layer in the end, while when we have volumetric target
(Section 4.3.3), we use two hourglasses (unless stated otherwise). For comparisons with
the state-of-the-art, we follow a mixed training strategy combining images with 3D ground
truth from the respective dataset (Human3.6M or HumanEva-I), with LSP+MPII Ordinal
images. For the LSP+MPII Ordinal examples, the loss is computed based on the human annotations (weak supervision), while for the respective dataset examples, the loss is computed
based on the known ground truth (full supervision). We train the network with a batch
size of 4, learning rate set to 2.5e-4, and using rmsprop for the optimization. Augmentation
for rotation (±30◦ ), scale (0.75-1.25) and flipping (left-right) is also used. The duration
of the training depends on the size of the dataset (300k iterations for Human3.6M data
only, 2.5M iterations for mixed Human3.6M and LSP+MPII Ordinal data, 1.5M iterations
for mixed HumanEva-I and LSP+MPII Ordinal data). For the reconstruction component
(Section 4.3.4), we follow the design of [124]. We train the network with a batch size of 64,
learning rate set to 2.5e-4, we use rmsprop for the optimization, and the training lasts for
200k iterations.
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PCK3D AUC
Human3.6M
Human3.6M + 2D keyp

17.1
44.3

6.3
19.8

Human3.6M + 2D keyp + Ord

71.9

35.3

Table 12: Ablative study on MPI-INF-3DHP demonstrating that supervision through our
ordinal annotations is important for proper generalization.

Direct. Discuss Eating Greet Phone Photo
[199]
[242]
[55]
[240]
[42]
[205]
[173]
[145]
[224]
[200]
[243]
[124]

102.4
87.4
85.1
91.8
89.9
65.0
76.2
67.4
90.1
54.2
54.8
51.8

147.2
109.3
112.7
102.4
97.6
73.5
80.2
71.9
88.2
61.4
60.7
56.2

88.8
87.1
104.9
96.7
90.0
76.8
75.8
66.7
85.7
60.2
58.2
58.1

125.3
103.2
122.1
98.8
107.9
86.4
83.3
69.1
95.6
61.2
71.4
59.0

118.0
116.2
139.1
113.4
107.3
86.3
92.2
72.0
103.9
79.4
62.0
69.5

Ours

48.5

54.4

54.4

52.0

59.4

Pose Purch. Sitting SitingD Smoke Wait WalkD Walk WalkT

182.7 112.4
143.3 106.9
135.9 105.9
125.2 90.0
139.2 93.6
110.7 68.9
105.7 79.0
77.0 65.0
103.0 92.4
78.3 63.1
65.5 53.8
78.4 55.2
65.3

49.9

129.2
99.8
166.2
93.8
136.1
74.8
71.7
68.3
90.4
81.6
55.6
58.1

138.9
124.5
117.5
132.2
133.1
110.2
105.9
83.7
117.9
70.1
75.2
74.0

224.9
199.2
226.9
159.0
240.1
173.9
127.1
96.5
136.4
107.3
111.6
94.6

118.4
107.4
120.0
107.0
106.7
85.0
88.0
71.7
98.5
69.3
64.2
62.3

138.8
118.1
117.7
94.4
106.2
85.8
83.7
65.8
94.4
70.3
66.1
59.1

52.9

65.8

71.1

56.6

52.9

126.3
114.2
137.4
126.0
114.1
86.3
86.6
74.9
90.6
74.3
51.4
65.1

Avg

55.1
79.4
99.3
79.0
87.0
71.4
64.9
59.1
86.0
51.8
63.2
49.5

65.8
97.7
106.5
99.0
90.6
73.1
84.0
63.2
89.5
74.3
55.3
52.4

125.0
113.0
126.5
107.3
114.2
88.4
87.7
71.9
97.5
69.7
64.9
62.9

60.9 44.7

47.8

56.2

Table 13: Detailed results on Human3.6M [84]. Numbers are mean per joint errors (mm).
The results of all approaches are obtained from the original papers. We outperform all
other approaches across the table.

Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SitingD Smoke Wait WalkD Walk WalkT
[3]*
[162]*
[241]*
[27]
[130]
[145]
[124]

199.2
137.4
99.7
62.0
66.1
47.5
39.5

177.6
149.3
95.8
60.2
61.7
50.5
43.2

Ours

34.7

39.8

161.8 197.8
141.6 154.3
87.9 116.8
67.8 76.5
84.5 73.7
48.3 49.3
46.4 47.0
41.8

38.6

176.2 186.5 195.4
157.7 158.9 141.8
108.3 107.3 93.5
92.1
77.0 73.0
65.2
67.2 60.9
50.7
55.2 46.1
51.0
56.0 41.4
42.5

47.5 38.0

Avg

167.3
158.1
95.3
75.3
67.3
48.0
40.6

160.7
168.6
109.1
100.3
103.5
61.1
56.5

173.7
175.6
137.5
137.3
74.6
78.1
69.4

177.8 181.9
160.4 161.7
106.0 102.2
83.4 77.3
92.6 69.6
51.1 48.3
49.2 45.0

176.2 198.6
150.0 174.8
106.5 110.4
86.8 79.7
71.5 78.0
52.9 41.5
49.5 38.0

192.7 181.1
150.2 157.3
115.2 106.7
87.7 82.3
73.2 74.0
46.4 51.9
43.1 47.7

36.6

50.7

56.8

42.6 39.6

43.9 32.1

36.5 41.8

Table 14: Detailed results on Human3.6M [84]. Numbers are reconstruction errors. The
results of all approaches are obtained from the original papers, except for (*), which were
obtained from [27]. We outperform all other approaches across the table.
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4.4.3 Ablative studies
Ordinal supervision: First, we examine the effect of using ordinal depth supervision versus employing the actual 3D groudtruth for training. For this part, we focus on Human3.6M
which is a large scale benchmark and provides 3D ground truth to perform the quantitative
comparison. To define the ordinal depth relations, the depth values for each pair of joints
are considered. If they differ less than 100mm, then the corresponding relation is set to
r = 0 (similar depth). Otherwise, it is set to r = ±1, depending on which joint is closer.
Since for this comparison we want to focus on the form of supervision, this is the only set
of experiments that uses ordinal depth relations inferred from 3D ground truth. For the
remaining evaluations, all ordinal depth relations were provided by human annotators.
Following the analysis of Section 4.3, we explore three different prediction schemes, i.e.,
depth prediction, coordinate regression and volume regression. For each one of them, we
compare a version where ordinal supervision is used, versus employing the actual 3D ground
truth for training. The detailed results are presented in Table 10. Interestingly, in all
cases, the weaker ordinal supervision signal is competitive and achieves results very close
to the fully supervised baseline. The gap increases only when we employ more powerful
architectures, i.e., the volume regression case with two hourglass components. In fact, in
this case the average error is already very low (below 80mm), and one would expect that
for even lower prediction errors, the highly accurate 3D ground truth would be necessary
for training.
Improving 3D pose detectors: After the sanity check that ordinal supervision is competitive to training with the full 3D ground truth, we explore using ordinal depth annotations provided by humans, to boost the performance of a standard ConvNet for 3D human
pose [145]. As detailed in Section 4.4.2, we follow a mixed training strategy, leveraging
Human3.6M images with 3D ground truth and LSP+MPII Ordinal images with our annotations. Data augmentation using natural images with 2D keypoint annotations is a
standard practice [200, 125, 160, 243, 190], but here we also consider the effect of our ordi58

nal depth supervision. Optionally, the reconstruction component can be used at the end of
the network, helping with coherent 3D pose prediction. The detailed results of the ablative
study are presented in Table 11.
Unsurprisingly, using more training examples improves performance. The supervision with
2D keypoints is helpful (line 2), however the addition of our ordinal depth supervision
provides novel information to the network and further improves the results (line 3). The
refinement step using the reconstruction module (lines 4 and 5) is also beneficial, and helps
providing coherent 3D pose results. In fact, the last line corresponds to state-of-the-art
results for this dataset, which we discuss in more detail in Section 4.4.4.
Robustness to domain shift: Besides boosting current state-of-the-art models, we ultimately aspire to use our ordinal supervision for better generalization of the trained models
so that they are applicable for in-the-wild images. To demonstrate this potential, we test
our approach on the MPI-INF-3DHP dataset. This dataset is not considered exactly inthe-wild, but has a significant domain shift compared to Human3.6M. The complete results
for this ablative experiment are presented in Table 12. Interestingly, the model trained only
on Human3.6M data (line 1) has embarrassing performance, because of heavy overfitting.
Using additional in-the-wild images with 2D keypoints (line 2) is helpful, but from inspection of the results, the benefit comes mainly from better 2D pose estimates, while depth
prediction is generally mediocre. The best generalization comes after incorporating also the
ordinal depth supervision (line 3), elevating the model to state-of-the-art results.

4.4.4 Comparison with state-of-the-art
Human3.6M: We use for evaluation the same ConvNet with the previous section, which
follows a mixed training strategy and includes the reconstruction component. The detailed
results in terms of mean per joint error and reconstruction error are presented in Tables 13
and 14 respectively. Our complete approach achieves state-of-the-art results across all actions and metrics, with relative error reduction over 10% on average. Since most other works
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S1

Walking
S3
S3
99.8
75.7
48.6
30.3
30.9
32.4
13.0
21.9
17.4

93.8
85.3
73.5
64.9
41.7
41.6
24.9
29.0
46.8

S1
79.2
62.6
74.2
64.5
57.2
46.6
39.7
29.8
26.9

Jogging
S2
S3
89.8
77.7
46.6
48.0
35.0
41.4
20.0
23.6
18.2

99.4
54.4
32.2
38.2
33.3
35.4
21.0
26.0
18.6

Avg

Radwan et al.[161]
Wang et al.[216]
Simo-Serra et al.[186]
Bo et al.[26]
Kostrikov et al.[105]
Yasin et al.[229]
Moreno-Noguer [130]
Pavlakos et al.[145]
Martinez et al.[124]

75.1
71.9
65.1
46.4
44.0
35.8
19.7
22.1
19.7

89.5
71.3
56.7
48.7
40.3
38.9
26.9
25.5
24.6

Ours

18.8 12.7 29.2 23.5 15.4 14.5 18.3

Table 15: Results on the HumanEva-I [183] dataset. Numbers are reconstruction errors
(mm). The results of all approaches are obtained from the original papers.
(e.g., [205, 243, 200, 124]) also use in-the-wild images with 2D keypoints for supervision,
most of the improvement for our approach comes from augmenting training with ordinal
depth relations for these examples. In particular, the error decrease with respect to previous
work is more significant for challenging actions like Sitting Down, Photo or Sitting, with a
lot of self-occlusions and rare poses. This benefit can be attributed to the greater variety
of the LSP+MPII Ordinal images not just in terms of appearance (this also benefits the
other approaches), but mainly in terms of 3D poses which are observed from our ConvNet
in a weak 3D form.
HumanEva-I: The ConvNet architecture remains the same, where we use HumanEva-I and
LSP+MPII Ordinal images for mixed training. The reconstruction component is trained
only on HumanEva-I MoCap. Our results are presented in Table 15 and show important
accuracy benefit over previous approaches. On average, the relative error reduction is again
over 10%, which is a solid improvement considering the numbers for this dataset have mostly
saturated.
MPI-INF-3DHP: For MPI-INF-3DHP, we report results using the same ConvNet we
trained for Human3.6M, with Human3.6M and LSP+MPII Ordinal images. In Table 16 we
compare with two recent baselines which are not trained on this dataset, and we outperform
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Approach

Studio
GS

Studio
Outdoor
no GS

All

All

3DPCK 3DPCK 3DPCK 3DPCK AUC
Mehta et al.[125]
Zhou et al.[243]

70.8
71.1

62.3
64.7

58.8
72.7

64.7
69.2

31.7
32.5

Ours

76.5

63.1

77.5

71.9

35.3

Table 16: Detailed results on the test set of MPI-INF-3DHP [125]. The results for all
approaches are taken from the original papers. No training data from this dataset have
been used for training by any method.

Figure 14: Typical qualitative results from MPI-INF-3DHP, from the original and a novel
viewpoint.
them, with particularly large margin for the Outdoor sequence.

4.4.5 Qualitative evaluation
In Figure 14 we have collected a sample of 3D pose output for our approach, focusing on
MPI-INF-3DHP, since it is the main dataset that we evaluate without touching the training
data. A richer collection of success and failure examples is included in the supplementary
material.

4.5 Summary
The goal of this paper was to present a solution for training end-to-end ConvNets for 3D
human pose estimation in the absence of accurate 3D ground truth, by using a weaker
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supervision signal in the form of ordinal depth relations of the joints. We investigated the
flexibility of these ordinal relations by incorporating them in recent ConvNet architectures
for 3D human pose and demonstrated competitive performance with their fully supervised
versions. Furthermore, we extended the MPII and LSP datasets with ordinal depth annotations for the human joints, allowing us to present compelling results for non-studio
conditions. Finally, these annotations were incorporated in the training procedure of recent
ConvNets for 3D human pose, achieving state-of-the-art results in the standard benchmarks.
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CHAPTER 5 : Learning to Estimate 3D Human Pose and Shape
from a Single Color Image

5.1 Introduction
Estimating the full body 3D pose and shape of humans from images has been a challenging
goal of computer vision going all the way back to the work of Hogg [80]. The inherent
ambiguity of the problem has forced the researchers to use monocular image sequences
for inference [225, 4], employ multiple camera views [167, 81], or even explore alternative
sensors, like Kinect [218] or IMUs [214]. In these settings, the body shape reconstruction
results are remarkable. However, estimating 3D pose and shape from single color images
remains the ultimate goal for 3D human analysis.
Considering the particularly challenging nature of such a problem, the literature remains
undeniably sparse. Most approaches rely on iterative optimization, attempting to estimate
a full body 3D shape that is consistent with 2D image observations, like silhouettes, edges,
shading, or 2D keypoints [182, 70]. Despite the significant runtime required to solve the
complicated optimization problem, the common failures because of local minima, and the
error-prone reliance on ambiguous 2D cues, optimization-based solutions remain the leading
paradigm for this problem [106, 27]. Even the emergence of deep learning has not changed
significantly the landscape. ConvNets did not seem as a viable candidate for this problem
because they require a huge amount of training data and they are infamous for their low
resolution 3D predictions [170, 195]. The goal of our work is to demonstrate that ConvNets can indeed offer an attractive solution for this problem, by proposing an efficient and
effective direct prediction approach, which is competitive and even outperforms iterative
optimization methods.
To make this feasible, a critical design choice for our approach is the incorporation of a
parametric statistical body shape model (SMPL [118]) within our end-to-end framework,
presented in Figure 15. The advantage of such a representation is that we can generate
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(a) Training on real images

(b) Training on human shape instances

✓
Heatmaps

Input image

PosePrior

Mesh
Generator

Human2D

Renderer
Projected
silhouette & keypoints

Silhouette

ShapePrior

(c) End-to-end finetuning on real images

Figure 15: Schematic representation of our framework. (a) An initial ConvNet, Human2D,
predicts 2D heatmaps and masks from a single color image, using 2D pose data [89, 15] for
training. (b) Two networks estimate the parameters of the statistical model SMPL [118],
using instances of the parametric model for training. The PosePrior estimates pose parameters (θ) from keypoints, and the ShapePrior estimates shape parameters (β) from
silhouettes. (c) The framework can be finetuned end-to-end without requiring images with
3D shape ground truth, by projecting the full body 3D mesh to the image and optimizing
for the consistency of the projection with 2D annotations (keypoints and masks). The blue
parts (Mesh Generator and Renderer) indicate components without learnable parameters.
high quality 3D meshes in the form of 6890 vertices while estimating only a small number
of parameters, i.e., 72 for pose and 10 for shape. This low-dimensional parameterization
makes the model friendly for direct network prediction. In fact, this prediction is feasible
and accurate by using only 2D keypoints and silhouettes as input. This allows us to relax
the limiting assumption that natural images with 3D shape ground truth are available for
training. In contrast, we can leverage the available 2D image annotations (e.g., [89, 15])
to train for image-to-2D inference, while using instances of the parametric model to train
for 2D-to-3D shape inference. Simultaneously, another major advantage of employing this
parametric model is that its structure allows us to generate the estimated 3D mesh at
training time and optimize directly for the surface, by using a 3D per-vertex loss. This loss
has better correlation with the vertex-to-vertex 3D error that is typically used for evaluation
and improves training compared to naive parameter regression. Finally, we propose to
employ a differentiable renderer to project the generated 3D mesh back to the 2D image.
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This enables end-to-end finetuning of the network by optimizing for the consistency of the
projection with annotated 2D observations, i.e., 2D keypoints and masks. The complete
framework offers a modular direct prediction solution to the problem of 3D human pose
and shape estimation from a single color image and outperforms previous approaches on
the relevant benchmarks.
Our main contributions can be summarized as follows:
• an end-to-end framework for 3D human pose and shape estimation from a single color
image.
• incorporation of a parametric statistical shape model, SMPL, within the end-to-end
framework, enabling:
– prediction of the SMPL model parameters from ConvNet-estimated 2D keypoints
and masks to avoid training on synthetic image examples.
– generation of the 3D body mesh at training time and supervision based on the
3D shape consistency.
– use of a differentiable renderer for 3D mesh projection and refinement of the
network with supervision based on the consistency with 2D annotations.
• superior performance compared to previous approaches for 3D human pose and shape
estimation at significantly faster running time.

5.2 Related work
3D human pose estimation: In order to estimate a convincing 3D reconstruction of the
human body, it is crucial to get an accurate prediction of the 3D pose of the person. Many
recent works follow the end-to-end paradigm [205, 173, 190, 200, 243], using images as input
to predict 3D joint locations [110, 198, 160, 125], regress 3D heatmaps [145], or classify the
image in a particular pose class [172, 173]. Unfortunately, an important constraint is that
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most of these ConvNets require images with 3D pose ground truth for training, limiting
the available training data sources. Other approaches commit to the 2D pose estimates
provided by state-of-the-art ConvNets and focus on the 3D pose reconstruction [130, 242],
recover 3D pose exemplars [42], or produce multiple 3D pose candidates consistent with
the 2D pose [85]. Notably, Martinez et al.[124] demonstrate state-of-the-art results using
a simple multi-layer perceptron which regresses the 3D joint locations from 2D pose input.
Our goal is significantly different from the aforementioned works, since instead of a rough
stickman-like figure, we estimate the whole surface geometry of the human body.
Human shape estimation: Concurrently with advances in 3D human pose, a different
set of works addressed the problem of human shape estimation. In this case, given a single
image, most methods attempt to estimate the parameters of a statistical body shape model
like SCAPE [16] or SMPL [118]. The input is usually silhouettes, while regression forests [52]
and ConvNets [53, 54] have been proposed for the prediction. Knowledge of human shape
is useful for biometric applications, however we argue that for 3D perception the potential
and the challenges are significantly greater when pose and shape are inferred jointly.
Joint 3D human pose and shape estimation: Despite individual advances in pose
and shape prediction, their joint estimation makes the task significantly harder. This has
consistently fostered research in non single image scenarios, for more robust results. Xu et
al.[225] propose a pipeline for full performance capture from monocular video assuming
knowledge of the shape mesh for the observed subject. Alldieck et al.[4] estimate pose
and shape jointly from monocular video relying on optical flow cues. Rhodin et al.[167]
and Huang et al.[81] use images from multiple calibrated cameras and rely on keypoint
detections, silhouettes and temporal consistency to recover a reconstruction of the body.
An alternative setting is proposed by Weiss et al.[218] making use of the depth modality
of the Kinect sensor to tackle the same problem. In the same spirit of exploring different
sensors, von Marcard et al.[214] use a sparse set of IMUs on the subject to recover pose and
shape jointly.
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3D human pose and shape from a single color image: In the most challenging case
of using only a single color image as input, the work of Sigal et al.[182] is among the first
to estimate high quality 3D shape estimates, by fitting the parametric model SCAPE [16]
to ground truth image silhouettes. Guan et al.[70] use silhouettes, edges and shading as
cues during the fitting process, but still require initialization through a user specified 2D
skeleton. A fully automatic approach was proposed very recently by Bogo et al.[27]. They
use 2D keypoint detections from a 2D pose ConvNet [156] and fit the parametric model
SMPL [118] to these 2D locations. Their 3D pose results are very accurate, but shape
remains highly underconstrained. To improve upon this, Lassner et al.[106] extends the
fitting using silhouettes provided by a segmentation ConvNet. The common theme of these
works is that they pose an optimization problem and attempt to fit a body model to a set of
2D observations. The drawback though is that solving this iterative optimization problem
is very slow, it can easily fail because of local minima, and it relies a lot on error-prone 2D
observations.
Alternatively, direct prediction approaches estimate 3D pose and shape in a discriminative
way, without explicitly optimizing a specific objective during inference. Relevant to this
paradigm is the work of Lassner et al.[106], where a ConvNet detects 91 landmarks of
the human body and then a random forest estimates the 3D body and shape from these
detections. However, to train for these landmarks, they still require alignment of body
shapes with images. In contrast, we demonstrate that only a much smaller set of annotations
are critical for the reconstruction, i.e., 2D joints and masks, which can be provided by
human annotators and are abundant for in-the-wild images [89, 15, 114], while we also
incorporate everything within a unified end-to-end framework. Concurrently, Tan et al.[194]
use an encoder-decoder ConvNet, where the decoder is trained to predict the silhouette
corresponding to SMPL parameters. We differ to them by identifying that from these
parameters we can analytically generate the body mesh and project it to the image in a
differentiable way (as in [202] for face models), avoiding half a million of extra learnable
weights. Instead, we focus our computational and learning effort in the image to 3D shape
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part of the framework. Our work is also related to the concurrent work of Tung et al.[208],
however our framework can be trained from scratch instead of relying on synthetic image
data for pretraining, and we demonstrate state-of-the-art results for model-based 3D pose
and shape prediction.

5.3 Human body shape models
Statistical body shape models, like SCAPE [16] or SMPL [118], are powerful tools, which
provide significant opportunities for an end-to-end framework. One of the important advantages is their low-dimensional parameter space, which is very suitable for direct network
prediction. With this parameter representation, we can keep the output prediction space
small, compared to voxelized or point cloud representations. Simultaneously, the low dimensional prediction does not sacrifice the quality of the output, since we can still generate
high quality 3D meshes from the estimated parameters. Furthermore, from a learning perspective, we bypass the problem of learning the statistics of the human body, and devote
the network capacity at the inference of the model parameters from image evidence. In
contrast, approaches without the aid of a model put additional burden on the learning side,
which often leads to embarrassing prediction errors (e.g., failing to reconstruct limbs under
occlusion, missing body details, etc). Moreover, most models offer a convenient disentanglement of pose and shape which is useful to independently focus on the factors that affect
each one of the two. Last but certainly not least for end-to-end approaches, the function
which generates the 3D mesh from parameter inputs is differentiable, making the models
compatible with current end-to-end pipelines.
In this work, we employ the more recent SMPL model, introduced by Loper et al.[118].
We provide the essential notation here, and we refer the reader to [118] for more details.
SMPL defines a function M(β, θ; Φ), where β are the shape parameters, θ are the pose
parameters and Φ are fixed parameters of the model. The direct output of this function is
a body mesh P ∈ RN ×3 with N = 6890 vertices Pi ∈ R3 . The shape of the model uses a
linear combination of a low number of principal body shapes which are learned from a large
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dataset of body scans [171]. The shape parameters β are the linear coefficients of these base
shapes. The pose of the body is defined through a skeleton rig with 23 joints. The pose
parameters θ are expressed in the axis angle representation and define the relative rotation
between parts of the skeleton. In total, 72 parameters define the pose (3 for each of the
23 joints, plus 3 for the global rotation). Given the rest pose shape retrieved by the shape
parameters β, SMPL defines pose-dependent deformations and uses the pose parameters θ
to produce the final output mesh. Conveniently, the body joints J are a linear combination
of a sparse set of mesh vertices, making joints a direct outcome of the estimated body
mesh.

5.4 Technical approach
The conventional ConvNet-based approach for our task would be to acquire a large amount
of color images with 3D shape ground truth and train the network with these input-output
pairs. However, except for small-scale datasets [106] or synthetically generated image examples [211] this type of data is typically unavailable. Therefore, to deal with this task,
we need to rethink the typical pipeline. Our main goal is to leverage all the resources we
have available and use our insights for the problem to build an effective framework. As a
first step, from findings of prior work, we identify that 3D pose can be estimated reliably
from 2D pose estimates [27, 124], while the shape can be inferred from silhouette measurements [53, 54]. This observation conveniently decomposes the problem in a) estimation of
keypoints and masks from color images and, b) prediction of 3D pose and shape from the
2D evidence. The advantage of this practice is that the framework can be trained without
requiring images with 3D shape ground truth.

5.4.1 Keypoints and silhouette prediction
The first step of our framework focuses on 2D keypoint and silhouette estimation. This part
is motivated by the availability of large-scale benchmarks [89, 15, 114] with 2D joints and
mask annotations. Considering the volume and the variability of this data, we leverage it
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to train a ConvNet for 2D pose and silhouette prediction, that is particularly reliable under
various imaging conditions and poses.
In the past, two individual ConvNets have been used to provide 2D keypoints and masks [81,
106]. In contrast, for a more elegant solution, we train a single ConvNet, which we denote as
Human2D, that generates two outputs, one for keypoints and one for silhouettes. Human2D
follows the Stacked Hourglass design [136], using two hourglasses, which was found to
be a good trade-off between accuracy and running time. The keypoint output is in the
form of heatmaps [206, 153], where an MSE loss, Lhm , between the ground truth and the
predicted heatmaps is used for supervision. The silhouette output has two channels (body
and background) and is supervised using a pixelwise binary cross entropy loss, Lsil . For
training, we combine the two losses: Lhg = λLhm + Lsil , where λ = 100. This ConvNet
falls under the multi-task learning paradigm [160]. Through sharing, the two tasks might
benefit each other, but multi-task learning can also pose certain challenges (e.g., appropriate
weighting of the losses), as Kokkinos identifies [102].

5.4.2 3D pose and shape prediction
The second step is significantly more challenging, requiring estimation of the full body 3D
pose and shape from 2D keypoints and silhouettes. Silhouettes and/or keypoints have been
used extensively for 3D model fitting through iterative optimization [18, 27, 106]. Here, we
demonstrate that this mapping can also be learned from data while it is possible to get a
reliable prediction in a single estimation step.
For this mapping, we train two network components: (a) the PosePrior, which uses 2D
keypoint locations as input together with the confidence of the detections (realised by
the maximum value of each heatmap) and estimates the pose coefficients θ, and (b) the
ShapePrior, which uses the silhouette as input and estimates the shape coefficients β. In
general, the silhouette can be helpful for 3D pose inference [18] and vice versa [27]. However,
empirically we discovered this disentanglement to provide more stable and accurate 3D
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Figure 16: We aim to learn the mapping from silhouettes and keypoints to model parameters, so we can synthesize body model instances and project them to the image plane to
simulate the network input. We only require a source to sample pose parameters, and a
source to sample body shape parameters. Projections from different viewpoints can also be
employed for data augmentation.
predictions, while it also leads to a more modular pipeline (e.g. updating only the PosePrior,
without retraining the whole network). Regarding the architecture, the PosePrior uses two
bilinear units [124], where the input is the 2D keypoint locations and the maximum responses
from each heatmap, and the output is the 72 SMPL pose parameters θ. The ShapePrior
uses a simple architecture with five 3 × 3 convolutional layers, each one followed by maxpooling, and an additional bilinear unit at the end with 10 outputs, corresponding to the
SMPL shape parameters β.
The form of the input (2D keypoints and masks) and the output (shape and pose parameters) allows us to produce large amount of training data by generating instances of the
SMPL model with different 3D pose and shape (Figure 16). In fact, we can leverage MoCap data (e.g., [1, 84]) to sample 3D poses, and body scans (e.g., [171]) to sample body
shapes. For the input, we only need to project the 3D model to the image plane (possibly
from different viewpoints), and compute silhouettes and 2D keypoint locations to generate input-output pairs for training. This data generation is feasible, exactly because we
used an intermediate silhouette and keypoints representation. In contrast, attempting to
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learn a mapping directly from color images would require generation of synthetic image
examples [211], which typically do not reach the variability of in-the-wild images.
In the previous paragraphs, we deliberately avoided discussing the supervision of the Priors
networks. Past works [106, 194] have examined supervision schemes using a typical L2
loss between the predicted and ground truth parameters. One shortcoming of this naive
parameter regression approach, is that different parameters might have effects of different
scale on the final reconstruction (e.g., the global body rotation is much more crucial than the
local rotation of the hand with respect to the wrist). To avoid hand-selecting or tuning the
supervision for each parameter, we aim for a more global solution. Our approach entails
the generation of the full body mesh at training time, where we optimize explicitly for
the predicted surface by applying a 3D per-vertex loss. Since the function M(β, θ; Φ) is
differentiable, we can backpropagate through it and handle this mesh generator as a typical
layer of our network, without any learnable parameters. Given the predicted mesh vertices
P̂i and the corresponding groundturth vertices Pi , we can supervise the network with a 3D
per-vertex loss:

LM =

N
X
i=1

kP̂i − Pi k22 ,

(5.1)

which considers all the vertices equally and has better correlation with the 3D per-vertex
error which is usually employed for evaluation. Alternatively, if the focus is mainly on 3D
pose, we can also supervise the network considering only the M relevant 3D joints Ji , which
are trivially exposed by the model as a sparse linear combination of the mesh vertices. In
this case, denoting with Jˆi the estimated joints, the corresponding loss can be expressed as:

LJ =

M
X
i=1

kJˆi − Ji k22 .

(5.2)

Empirically, we found that the best training strategy is to initially get a reasonable initialization for the network parameters using an L2 parameter loss, and then activate also the
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vertex loss LM (or the joints loss LJ if the focus is on pose only), to train a better model.

5.4.3 Differentiable renderer
Our previous analysis relaxed the assumption that images with 3D shape ground truth
are available for training and relied on geometric 3D data (MoCap and body scans). In
some cases though, even this type of data might be unavailable. For example, LSP [89]
has gymnastics or parkour poses which are not represented in typical MoCap. Luckily, our
generated 3D mesh has potential to leverage these 2D annotations for training purposes.
To close the loop, our complete approach includes an additional step that projects the 3D
mesh to the image and examines consistency with 2D annotations. In concurrent work,
a decoder-type network was used to learn the mapping from SMPL parameters to silhouettes [194]. However, here we identify that this mapping is known and involves the
projection of the 3D mesh to the image, which can be expressed in a differentiable way,
without the need to train a network with learnable weights. More specifically, for our implementation, we employ an approximately differentiable renderer, OpenDR [119], which
projects the mesh and the 3D joints to the image space, and enables backpropagation. The
projection operation Π gives rise to: (a) the silhouette Π(P̂ ) = Ŝ, which is represented as a
64 × 64 binary image, and (b) the projected 2D joints Π(Jˆ) = Ŵ ∈ RM ×2 . In this case, the
supervision comes from the comparison of these projections with the annotated silhouettes
S, and the 2D keypoints W , using L2 losses:
LΠ = µ

M
X
i

kŴi − Wi k22 + kŜ − Sk22 ,

(5.3)

where µ = 10. The goal of this type of supervision is twofold: (a) it can be employed for
end-to-end refinement of the network, using only images with 2D keypoints and/or masks
for training, and (b) it can be useful to mildly adapt a generic pose or shape prior to a new
setting (e.g., new dataset), where only 2D annotations are available.
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5.5 Empirical evaluation
This section focuses on the empirical evaluation of the proposed approach. First, we present
the benchmarks that we employed for quantitative and qualitative evaluation. Then, we
provide some essential implementation details of the approach. Finally, quantitative and
qualitative results are presented on the selected datasets.

5.5.1 Datasets
For the empirical evaluation, we employed two recent benchmarks that provide color images with 3D body shape ground truth, the UP-3D dataset [106] and the SURREAL
dataset [211]. Additionally, we used the Human3.6M [84] dataset for further evaluation
of the 3D pose accuracy.
UP-3D: It is a recent dataset that collects color images from 2D human pose benchmarks,
like LSP [89] and MPII [15] and uses an extended version of SMPLify [27] to provide 3D
human shape candidates. The candidates were evaluated by human annotators to select
only the images with good 3D shape fits. It comprises 8515 images, where 7818 are used
for training and 1389 for testing. We report results on this test set, while we also consider
subsets, based on the original dataset (LSP, MPII, or FashionPose) of the UP-3D images.
Finally, we examine a reduced test set of 139 images, selected by Tan et al.[194] aiming to
limit the range for the global rotation. We report results using the mean per-vertex error,
between predicted and ground truth shape.
SURREAL: It is a recent dataset which provides synthetic image examples with 3D shape
ground truth. The dataset draws poses from MoCap [1, 84] and body shapes from body
scans [171] to generate valid SMPL instances for each image. The synthetic images are not
very realistic, but the accurate ground truth, makes it a useful benchmark for evaluation.
We report results on the Human3.6M part of the dataset, considering all test videos and
keeping every fifth frame of each video to avoid excessive redundancy in the data. Results
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are reported using the mean per-vertex error.
Human3.6M: It is a large-scale indoor dataset that contains multiple subjects performing
typical actions like “Eating” and “Walking”. We follow the protocol of Bogo et al.[27]
using all videos of subjects S9 and S11 from ‘cam3’ for evaluation. The original videos are
downsampled from 50fps to 10fps to remove redundancy as is done in [106]. Results are
reported using the reconstruction error.

5.5.2 Implementation details
The Human2D network is trained on MPII [15], LSP [89] and LSP-extended [90] data, using
the silhouettes from Lassner et al.[106]. We use a batch size of 4, learning rate set to 3e-4,
and rmsprop for the optimization. Augmentation for rotation (±30◦ ), scale (0.75-1.25) and
flipping (left-right) is used. The training lasts for 1.2M iterations.
For the Priors networks, we train with a batch size of 256, learning rate set to 3e-4, and
using rmsprop for the optimization. Initially, the networks are trained for 40k iterations
using an L2 parameter loss, and then for 60k more iterations using also LM (or LJ if we
focus on pose only) weighted equally with the parameter loss.
The end-to-end refinement with the reprojection loss lasts for 2k iterations with a batch size
of 4, learning rate set to 8e-5, and using rmsprop for the optimization. To improve training
robustness, the end-to-end updates are alternated with individual updates of the Human2D
and the Priors networks (as described in the previous two paragraphs). This helps the
individual components to maintain their original purpose, while we are also leveraging the
strength of end-to-end training to integrate them together.

5.5.3 Component evaluation
In this section, we evaluate the components of our approach, using the UP-3D dataset.
We train two different versions of our system, where for Priors we leverage data either
from UP-3D (provided by Lassner et al.[106]), or from CMU MoCap (provided by Varol et
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Avg error
Data source for Priors
Parameter loss (axis-angle)

UP-3D CMU
514.9 589.9

Parameter loss (rot matrix)
140.7 152.2
+ Per-vertex loss
120.7 142.0
+ Reprojection finetuning 117.7 135.5

Table 17: Ablative study on UP-3D, comparing the different supervision forms on the same
architecture. The numbers are mean per-vertex errors (mm). Two versions of the Priors
networks are used, trained with data from UP-3D [106] and CMU [211] respectively. All
networks are trained for the same number of iterations.
al.[211]). The Human2D network remains the same in both cases.
Our experiment focuses on the type of supervision. Naively training the Priors networks
using an L2 loss for the θ and β parameters [194], keeps the prediction error high as can be
seen in Table 17 (line 1). Alternatively, we can transform the θ parameters from axis-angle
representation to rotation matrix using the Rodrigues’ rotation formula [66], and apply an
L2 loss on this representation instead (line 2). This leads to more stable training and better
performance, as has also been observed by Lassner et al.[106]. However, generating the
body mesh and further training of the network using our proposed per-vertex supervision
(line 3) is even more appropriate and elevates our framework to state-of-the-art performance
(see Section 5.5.4). Finally, the additional end-to-end finetuning with 2D annotations and
the reprojection error (line 4) offers a mild refinement to the network. In the UP-3D case,
the benefit is small, since the Priors have already observed very similar examples with full
3D ground truth, so 2D annotations become redundant. However, when training the Priors
with CMU data, the domain shift, from CMU poses to UP-3D poses is significant, so these
2D annotations offers a clear performance benefit. This is an interesting empirical result
demonstrating that training with reprojection losses can be useful not only for end-to-end
refinement, but it can also assist the network with novel information recovered from 2D
annotations. Some qualitative results from UP-3D using our best model are presented in
Figure 17.
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Figure 17: Successful 3D pose and shape predictions of our approach on challenging examples of UP-3D.

5.5.4 Comparison with state-of-the-art
UP-3D: We compare with two state-of-the-art direct prediction approaches by Lassner et
al.[106] and Tan et al.[194]. We do not include the SMPLify method [27] since a version
of this algorithm was used to generate the ground truth for this dataset, so we observed
that many estimated reconstructions had only minimal differences from the ground truth.
For [106] we use the publicly available code to generate predictions. The complete results
are presented in Table 18. Our approach outperforms the other two baselines by significant
margins. It is interesting to note that a version of [194], which uses over 100k images (most
of them synthetic) with ground truth pose and shape parameters to directly supervise the
network (line ‘Direct’) is outperformed by our approach which does not have access to this
data. Finally, in Figure 17, we provide a qualitative comparison with our closest competitor,
the direct prediction approach of [106].
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LSP MPII Fashion Full Reduced
Lassner et al.[106]
174.4 184.3 108.0 169.8 123.6
Tan et al.[194] (Indirect)
189
Tan et al.[194] (Direct)
105
Ours
127.8 110.0 106.5 117.7 100.5

Table 18: Detailed results on UP-3D [106]. The numbers are mean per vertex errors (mm),
except for the ‘Reduced’ column where only 91 landmarks [106] contribute to the error.
Our approach outperforms the other baselines across the table.

Figure 18: Examples from UP-3D where our approach (blue shapes) performs significantly
better than the direct prediction method of Lassner et al.[106] (pink shapes).
SURREAL: We compare with two state-of-the-art approaches, one based on iterative
optimization, SMPLify [27], and one based on direct prediction [106]. We use the publicly
available code for both approaches to generate predictions. For our approach, we train the
PosePrior using CMU data which we found to be more general than UP-3D. Also, we train
two ShapePriors, for female and male subjects respectively, since the gender is known for
this dataset. We emphasize that the testing was conducted on the Human3.6M part of the
dataset to avoid any overlap with the training of the different methods (in terms of images
or priors). The complete results are presented in Table 19. Since Lassner et al.[106] provide
only a non gender-specific model for shape, we also report results considering only the pose
estimates, and assuming known shape parameters. Our approach outperforms the other
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Avg
Lassner et al.[106] (GT shape) 200.5
Bogo et al.[27] (GT shape)
177.2
Ours (GT shape)
151.5
Bogo et al.[27]
Ours

202.0
155.5

Table 19: Detailed results on the Human3.6M part of SURREAL [211]. Numbers are mean
per vertex errors (mm). “GT shape” indicates that the shape coefficients are known.
Avg
Akhter & Black [3]*
Ramakrishna et al.[162]*
Zhou et al.[241]*
Bogo et al.[27]
Lassner et al.[106] (direct prediction)
Lassner et al.[106] (optimization)
Ours

181.1
157.3
106.7
82.3
93.9
80.7
75.9

Table 20: Detailed results on Human3.6M [84]. Numbers are reconstruction errors (mm).
The numbers are taken from the respective papers, except for (*), which were obtained
from [27].
two baselines. For this dataset we observed that because of the challenging color images
(low illumination, out-of-context backgrounds, etc), the 2D detections where more noisy
than usual, providing some hard failures for the iterative optimization approach [27]. In
contrast, our approach was more resistant to these noisy cases recovering a coherent 3D
shape in most cases.
Human3.6M: Finally, for Human3.6M we evaluate only the estimated 3D pose, since there
is no body shape ground truth available. Our network is the same as before (Priors trained
on CMU), although, we use the 3D joints error for supervision (equation 5.2), since the
focus is on pose. Among others, we compare with the SMPLify method [27] and the direct
prediction approach of Lassner et al.[106]. Similarly to the other approaches we compare
with, we do not use any data from this dataset for training. The detailed results are
presented in Table 20. Our approach again outperforms the other baselines. Some works
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Figure 19: LSP examples with improved SMPLify fits (right side of each image) when our
direct prediction is used as an initialization and anchor for the iterative optimization.
have reported better results results on Human3.6M (e.g., [124, 145]), but they do so only
by leveraging the training data of this dataset for training.

5.5.5 Boosting SMPLify
In the previous section, we validated that our direct prediction approach can achieve stateof-the-art results with a single prediction step. However, we aspire our method to have
greater applicability, by being complementary to iterative optimization solutions. In fact,
here we demonstrate that our direct predictions can be a useful initialization and provide
a reliable anchor for the SMPLify approach [27].
To keep it simple, we make only minor modifications to the SMPLify optimization. First, we
use our predicted pose as an initialization, instead of the typical mean pose. Additionally,
we avoid the hierarchical four-step optimization, and we limit the whole procedure in a
single step. The reason for the multi-stage optimization is to explore the pose space and
get a roughly correct pose estimate. However, using our predicted pose as initialization
makes this search unnecessary, so we require only the last step of the previously complex
optimization scheme. Finally, we add one more data term to the optimization: Eanchor (θ) =
P
init
i ρ(θi − θi ), to avoid deviations from our predicted, anchor pose. Similarly to [27], we

use the Geman-McClure penalty function, ρ [68], for the optimization. This anchoring, does
not typically have effect on the quality of the output, but it can accelerate the convergence.
We can also use the shape parameters as anchor, but we observed that pose had greater
effect than shape on the optimization.
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FB Seg.
acc.

f1

Part Seg.
acc.

f1

SMPLify
91.89 88.07 87.71 63.98
SMPLify + our anchor 92.17 88.38 88.24 64.62
SMPLify on GT

92.17 88.23 88.82 67.03

Table 21: Accuracy and f1 scores for foreground-background and six-part segmentation on
LSP test set for different versions of SMPLify. Using our direct prediction as an anchor
improves vanilla SMPLify, while also achieving a 3x speedup. The numbers for the first and
third rows are taken from [106].
For our evaluation, we use the public implementation of SMPLify and we run the original
code, as well as our anchored version, on the LSP test set. The anchored version is three
times faster on average than vanilla SMPLify. More importantly, this speedup comes also
with a quantitative performance benefit. In Table 21 we present the segmentation accuracy
of different SMPLify versions, by projecting the 3D shape estimate on the image. To
demonstrate that the performance benefit of our anchored version is non-trivial, we report
the results for running SMPLify on the ground truth 2D joints and silhouettes. Improved fits
from the anchored version are presented in Figure 21. These results validate the additional
benefit of our direct prediction approach, since it can also enhance current pipelines that
rely on iterative optimization.

5.5.6 Running time
Our approach requires a single forward pass from the ConvNet to estimate the full body 3D
human pose and shape. This translates to only 50ms on a Titan X GPU. In comparison,
SMPLify [27] report roughly 1 minute for the optimization, while the publicly available
(unoptimized) code runs on 3 minutes per image on average. When the number of landmarks
increases to 91, Lassner et al.[106] report that the SMPLify optimization can get two times
slower. This makes our direct prediction approach more than three orders of magnitude
faster than the state-of-the-art iterative optimization approaches. Regarding other direct
prediction approaches, Lassner et al.[106] reports runtime of 378ms, but we demonstrate

81

significantly better performance with our end-to-end framework.

5.6 Summary
The goal of this paper was to present a viable ConvNet-based approach to predict 3D
human pose and shape from a single color image. A central part of our solution was the
incorporation of a body shape model, SMPL, in the end-to-end framework. Through this
inclusion we enabled: a) prediction of the parameters from 2D keypoints and silhouettes,
b) generation of the full body 3D mesh at training time using supervision for the surface
with a per-vertex loss, and c) integration of a differentiable renderer for further end-to-end
refinement using 2D annotations. Our approach achieved state-of-the-art results on relevant
benchmarks, outperforming previous direct prediction and optimization-based solutions for
3D pose and shape prediction. Finally, considering the efficiency of our approach, we
demonstrated its potential to accelerate and improve typical iterative optimization pipelines.
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CHAPTER 6 : TexturePose: Supervising Human Mesh Estimation
with Texture Consistency

6.1 Introduction
In recent years, the area of human pose estimation has experienced significant successes
for tasks with an increasing level of difficulty; 2D joint detection [136, 217], dense correspondence estimation [10] or even 3D skeleton reconstruction [124, 191]. Typically, as we
ascend the pyramid of human understanding, we target more and more challenging tasks.
As expected, the emergence of sophisticated parametric models of the human body, like
SCAPE [16], SMPL(-X) [118, 150, 174], and Adam [92, 221], has really paved the way for
full 3D pose and shape estimation from image data. And while this step has been well
explored for video or multi-view data [81, 92], the ultimate goal is to reach the same level
of analysis from a single image.
Traditional optimization-based approaches, e.g., [27, 70, 106], have performed very reliably
for model-based pose estimation. However, more recently, the interest has moved towards
data-driven approaches regressing the parameters of the human body model, directly from
images. Considering the lack of images with 3D shape ground truth for training, the main
challenge is to identify reliable sources of supervision. Proposed methods [93, 141, 149, 194,
208, 233] have focused on leveraging all the available sources of 2D annotations like 2D
keypoints, silhouettes, or semantic parts. Simultaneously, external sources of 3D data (e.g.,
MoCap and body scans) can also be useful, by applying learned priors [93], or decomposing
the task in different architectural components [141, 149, 233]. In this work, instead of
focusing on the available 2D annotations, or the appropriate way to employ external 3D
data, the questions we ask are different. Can natural images alone provide us a useful cue
for this task? Is there a form of supervision we can leverage without further annotations?
Here, we argue, and demonstrate, that the answer to these questions is positive.
We present TexturePose, a way to leverage complementary supervision directly from natural
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Figure 20: For a short video, or multi-view images of a person, a specific patch on the
body surface has constant texture. This consistency can be formulated as an auxiliary loss
in the training of a network for model-based pose estimation, and allows us to leverage
information directly from raw pixels of natural images. Images and texture come from the
People-Snapshot dataset [6].
images (Figure 21). The main observation is that the appearance of a person does not
change significantly over small periods of time (e.g., during a short video). Our insight is
that this appearance constancy enforces strong constraints in the estimated pose of each
frame, which naturally translates to a powerful supervision signal that is useful for cases
of monocular video or multi-view images. A critical component is the incorporation of a
parametric model of the human body, SMPL [118], within our pipeline, allowing us to map
the texture of the image to a generic texture map, which is independent of the shape and
pose. Considering a network estimating the model parameters, during training, we generate
the mesh and project it on the image. Through efficient computation, we are able to infer
a (partial) texture map for each frame. Our novel supervision signal, based on texture
consistency, enforces that the texture of each point of the texture map remains constant
for all the frames of the same subject. This seemingly unimportant piece of information
goes a long way and proves itself to be a crucial form of auxiliary supervision. We validate
its importance in settings involving multiple views of the same subject, or monocular video
with very weak annotations. In every case, we compare with approaches that have access
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Input image i

Predicted shape i

Texture map Ai
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Ai − Aj



Surface points visible
in both images Vij
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CNN

Input image j

Predicted shape j

Texture map Aj

Figure 21: Overview of the proposed texture consistency supervision. Here, for simplicity, the input during training consists of two images i, j of the same person. The main
assumption is that the appearance of the person does not change dramatically across the
input images, (i.e., the frames come from a monocular video as in Figure 20, or from timesynchronized multi-view cameras). We apply our deep network on both images and estimate
the shape of the person. Subsequently, we project the predicted shape on the image, and
after inferring visibility for each point on the surface, we build the texture maps Ai and
Aj . The crucial observation, that the appearance of the person remains constant, translates to a texture consistency loss, forcing the two texture maps to be equal for all surface
points Vij that are visible in both images. This loss acts as supervision for the network and
complements other weak losses that are typically used in the training.
to the same level of annotations (or potentially even more), and we consistently outperform
them. Ultimately, this supervision allows us to outperform state-of-the-art approaches for
model-based pose estimation from a single image.
Our contributions can be summarized as follows:
• We propose TexturePose, a novel approach to leverage complementary supervision
from natural images through appearance constancy of each human across different
frames.
• We demonstrate the effectiveness of our texture consistency supervision in cases of
monocular video and multi-view capture, consistently outperforming approaches with
access to the same or more annotations than we do.
• We achieve state-of-the-art results among model-based 3D human pose estimation
approaches.
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6.2 Related work
In this Section, we summarize the approaches that are more relevant to ours.
Model-based human pose estimation: Differently from skeleton-based 3D pose estimation, model-based human pose estimation involves a parametric model of the human
body, e.g., SCAPE [16] or SMPL [118]. The goal is to estimate the model parameters that
give rise to a 3D shape which is consistent with image evidence. The initial works in this
area [70, 182] as well some more recent approaches [27, 106, 232] were mainly optimizationbased. Recently, the trend has shifted to directly regressing the model parameters from a
single image using deep networks [93, 141, 149, 233]. Given the lack of images with 3D
shape ground truth, these approaches typically rely on 2D annotations, like 2D keypoints,
silhouettes and semantic parts, as well as external 3D data. Although, we believe there is
great merit into using the bulk of already annotated data, in this paper we aspire to get
beyond this data and explore complementary forms of supervision which are available also
in unlabeled or weakly labeled data.
Multi-view pose estimation: Our goal in this work is not explicitly to estimate human
pose from multiple views (in fact the work of Huang et al.[81] addressed this nicely in
a model-based way). However, our approach is relevant to recent approaches leveraging
multi-view consistency as a form of supervision to train deep networks. Pavlakos et al.[147]
estimate 3D poses combining reliable 2D pose estimates, and treats them as pseudo ground
truth to train a network for 3D human pose. Simon et al.[187] propose a similar approach to
improve a hand keypoint detector given multi-view data. Rhodin et al.[169] learn 3D pose
estimation by enforcing the pose consistency in all views. On the other hand, follow-up work
from Rhodin et al.[168], uses multiple views to learn a representation of 3D human pose
in an unsupervised manner. In contrast to the above works, we believe that our approach
offers much greater opportunities to leverage multi-view consistency. The incorporation of
a parametric model allows us to go beyond body joint consistency, by leveraging shape and
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texture consistency. Simultaneously, instead of learning a new representation from multiview data, we choose to maintain the SMPL representation, and only leverage the collective
power of data to better regress the parameters of this representation.
Supervision signals: While we have already discussed some aspects of the supervision
typically employed for 3D human pose estimation, here we attempt to extend the discussion
particularly to the varying levels of supervision used by different works. Full body pose
and shape supervision is typically available only in synthetic images [211], or images with
successful body fits [106]. Weak supervision provided by 2D annotations is typical, with
different works employing 2D keypoints, silhouettes and semantic parts [93, 141, 149, 194].
Non-parametric approaches typically use extra supervision from 2D keypoint annotation [72,
191, 243], while some recent works leverage ordinal depth relations of the joints [148, 175].
Multi-view consistency is also well explored as discussed earlier [100, 147, 168, 169, 187]. In
terms of pose priors, Zhou et al.[243] use weak symmetry constraints, while Kanazawa et
al.[93] incorporates a learning-based prior on pose and shape parameters using adversarial
networks. In contrast to the above, instead of using additional annotations or exploiting
external information, our goal is to leverage all the information that is available in natural
images. This of course does not exclude the use of other supervision forms. In fact, we
demonstrate that our approach can properly complement typical supervision signals (e.g.,
2D keypoints, pose priors), and improve performance only by additionally enforcing texture
consistency.
Texture-based approaches: The idea of using texture to guide pose estimation goes
back at least to the work of Sidenbladh et al.[181], where texture consistency was used for
tracking. More recently, Bogo et al.[28] use high resolution texture information to improve
registration alignments. Guo et al.[71] also enforce photometric consistency to recover
accurate human geometry over time. Alldieck et al.[7, 5, 6] focus on estimating the texture
for human models. In the work of Kanazawa et al.[94], texture is employed to learn a
parametric model of bird shapes. While we share similar intuitions with the above works,
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here we propose to use texture as a supervisory signal to guide and improve learning for 3D
human pose and shape estimation.
Finally, to put our work in a greater context, the idea of appearance constancy is popular
also beyond human pose estimation, e.g., in approaches for unsupervised learning of depth,
ego-motion and optical flow [87, 127, 165, 238]. A key difference is that while they estimate
the structure of the world in a non-parametric form (depth map), we instead inject some
domain knowledge (i.e., assuming a human pose estimation task) and we leverage a model,
SMPL, that helps us explain the image observations. A similar motivation is shared with the
work of Tung et al.[208]. However, our approach is more flexible, since they require keypoints
as input to their network, frames should be continuous to allow for motion extraction, while
they eventually rely on a separate network for optical flow computation. Simultaneously, we
present a more generic framework, which can be applied for monocular video or multi-view
images alike.

6.3 Technical approach
In this Section, we start with a short introduction about the representation we use and the
basic notation (Subsection 6.3.1). Then, we describe the regression architecture (Subsection 6.3.2). We continue with the formulation of texture consistency, and the corresponding
loss (Subsection 6.3.3). Next, we describe the additional losses we can incorporate when we
process images from monocular or multi-view input (Subsection 6.3.4). Finally, we provide
an overview of the complete pipeline (Subsection 6.3.5), and discuss potential weaknesses
of our approach (Subsection 6.3.6).

6.3.1 Representation
SMPL: The SMPL model [118] is a parametric model of the human body. Given the input
parameters for pose θ, and shape β, the model defines a function M(θ, β) which outputs
the body mesh M ∈ R3×N , with N = 6890 vertices. The body joints X are expressed as a
linear combination of the mesh vertices, so using a pre-trained linear regressor W , we can
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map from the mesh to k joints of interest X ∈ R3×k = W M .
Texture map: The meshes produced by SMPL are deformations of an original template
T . A corresponding UV map un-warps the template surface onto an image, A, which is
the texture map. Each pixel t of this texture map is also called texel. By construction, the
mapping between texels and mesh surface coordinates is fixed and independent of changes
in 3D surface geometry.
Camera: The camera we use follows the weak perspective camera model. The parameters
of interest are denoted with π and include the global orientation R ∈ R3×3 , scale s ∈ R,
and translation t ∈ R2 . Given these parameters, the 2D projection x of the 3D joints X is
expressed as:
x = π(X) = sΠ(RX) + t,

(6.1)

where Π stands for the orthographic projection.

6.3.2 Regression model
Our goal is to learn a predictor f , here realized by a deep network, that given a single image
I, it maps it to the pose and shape parameters of the person on the image. More concretely,
the output of the network consists of a set of parameters Θ = f (I), where Θ = [θ, β, π].
Here, θ and β indicate the SMPL pose and shape parameters, and π are the camera
parameters. Our deep network follows the architecture of Kanazawa et al.[93], with the
exception of the output, which in our case regresses 3D rotations using the representation
proposed by Zhou et al.[246].

6.3.3 TexturePose
Given θ and β we can generate a mesh M and the corresponding 3D joints X. The mesh
can be projected to the image using the estimated camera parameters π. Through efficient
computation [131], we can infer the visibility for each point on the surface, and as a result,
for every texel t of the texture map A. Let us denote with vt the inferred visibility of texel t
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on the texture map A. The collection of all visibility indices vt can be arranged in a binary
mask V , the visibility mask. Considering each point Pt on the mesh surface, we can estimate
its image projection using the camera parameters, pt = π(Pt ). For the visible points, we
can estimate their texture via bilinear sampling from the image I, so at = G(I; pt ), where
G is a bilinear sampling kernel. The collection of all values at , i.e., texture values for every
texel t, constitute the texture map A.
Let us now assume that we have access to two images i, j of the same person. Using the
procedure above, we can estimate the two texture maps Ai , Aj , along with the corresponding
visibility masks Vi , Vj . Let us denote with Vij = Vi

Vj the mask of the surface points that

are visible in both views. Then the texture consistency loss can be simply defined as:

Ltexture cons = ||Vij

(Ai − Aj )||.

(6.2)

This loss enforces that the texture should be the same for texels (or equivalently, points
on the surface) that are visible in both images. Since visibility masks are used only to
mask-out the texels that should not contribute to the loss, visibility computation does not
have to be differentiable.

6.3.4 Beyond texture
Monocular: In the monocular case, the texture consistency loss is applied between pairs
of frames for the same subject. Beyond the texture consistency, we can also enforce that
the shape parameters of the subject remain the same for all pairs of frames. This shape
consistency can be enforced with the following loss function:

Lshape cons = ||β i − β j ||.

(6.3)

Furthermore, we want to guarantee that we get a valid 3D shape, i.e., the estimated pose
and shape parameters of the parametric model lie in the space of valid poses and shapes
respectively. To enforce this, we use the adversarial prior of Kanazawa et al.[93], which
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Predicted shape i

Predicted shape j

kMi − Mj k
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Mesh consistency
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View j

Figure 22: With our formulation, training with images from a multi-camera system is similar
to training with images from monocular video (Figure 21). The main additional consistency
constraint is that the subject has the same 3D shape (same body mesh), which means that
we can apply a per-vertex loss between the two mesh predictions. Before applying the
predicted global orientation, the mesh predictions are in the same canonical orientation, so
we can apply our loss directly on the mesh predictions. In case the extrinsics are provided,
we can transform the second mesh to the frame of the first view, and then apply the same
loss.
factorizes the model parameters into: (i) pose parameters θ, (ii) shape parameters β, and
(iii) per-part relative rotations θ i , that is one 3D rotation for each of the 23 joints of SMPL.
In the end, we train a discriminator Dk for each factor of the body model. The generator
loss can then be expressed as:

Ladv prior =

X
(Dk (Θ) − 1)2 .

(6.4)

k

Depending on the availability of additional 2D keypoint annotations, we can also enforce
that the 3D joints project close to the annotated 2D keypoints. We get the projection of
the 3D joints X to the 2D locations x, based on Eq. 6.1. Then, the 2D-3D consistency can
be expressed as:
L2D = ||x − xgt ||,
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(6.5)

where xgt are the ground truth 2D joints. Finally, adding smoothness on the pose parameters
is also possible, but we avoid it, to keep our approach more generic and applicable even in
settings where the frames are not consecutive.
Multiple views: When we have access to multiple views i and j of a subject at the same
time instance, then all the above losses remain relevant. The main additional constraint
we need to enforce is that the pose of the person is the same across all viewpoints. This
could be incorporated, by simply forcing all the pose parameters to have the same value.
In contrast to that, we observed that a loss applied directly on the mesh vertices behaves
much better (Figure 22). This can be formulated as a simple per-vertex loss:

Lmesh cons = ||Mi − Mj ||.

(6.6)

Remember that Mi , Mj do not include the global orientation estimates Ri , Rj , so both
meshes are in the canonical orientation, meaning that we can compare them directly. This
loss effectively reflects the more generic case, where no knowledge of the camera extrinsics
is available for the multi-view system. If extrinsic calibration is also known, then we simply
need to apply the global pose estimates Ri , Rj , transform the second mesh to the coordinate
system of the first mesh and then use the same per-vertex loss.

6.3.5 Complete pipeline
Our network is trained using batches of images. When we want to use a short sequence
in training, or a few time-synchronized viewpoints, we include all the frames of interest
in the batch. Typically, for monocular video, we include five consecutive frames, while
for multi-view images, we use as many viewpoints are available at a specific time instance
(typically four for Human3.6M). Conveniently, during testing, we can process each frame
independently, without the need for video or multi-view input.
Depending on the setting, and making sure that we are compatible with prior work, we
can also augment our batches with images that have stronger supervision (e.g., full 3D
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pose is known). Since the texture consistency assumption alone keeps the problem pretty
underconstrained, similar to prior works (e.g., [169, 168]), we found that it was useful to
have stronger supervision in at least a few examples. For fair comparisons, in the empirical
evaluation, we make sure that we use the same, or strictly less annotations than what prior
work is using.

6.3.6 Shortcomings
Although we empirically demonstrate the significant value of TexturePose (Section 6.4), it
is fair to also identify some of the shortcomings of our approach. For example the constant appearance assumption can easily be violated (e.g., due to illumination or viewpoint
changes). Moreover, motion blur is common and can also decrease the level of “clean” pixels
we can benefit from. Finally, our approach makes an assumption that no object occludes
the person. Since we do not account for the potential occlusions, we can easily fill the
texture map with the texture of the occluding object. Although occlusions are not very
typical in most of the images for the datasets we use, this can be a source of potential error
given a new video for training. The work of Ranjan et al.[164] addresses a similar problem
in the context of Structure from Motion, and we believe that a similar approach should be
applicable in our setting as well.

6.4 Empirical evaluation
In this Section, we summarize the empirical evaluation of our approach. First, we provide
more details about the datasets we employ for training and evaluation (Subsection 6.4.1),
and then we present quantitative (Subsection 6.4.2) and qualitative results (Subsection 6.4.3).

6.4.1 Datasets
For the majority of our ablation studies, we used the Human3.6M dataset [84]. Additionally,
we used training data from the MPII 2D human pose dataset [15], while LSP dataset [89]
was employed only to evaluate our approach. In the Sup.Mat. we present more extensive
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experiments leveraging the recently introduced VLOG-People and InstaVariety datasets [95]
for training, as well as the 3DPW dataset [215] for evaluation.
Human3.6M: It is an indoor benchmark for 3D human pose estimation. It includes multiple subjects performing daily actions like Eating, Smoking and Walking. It provides videos
from four calibrated, time-synchronized cameras, making it easy to evaluate the different
aspects of our approach both in the monocular and the multi-view setting. For training, we
used subjects S1, S5, S6, S7 and S8, unless otherwise stated. Being consistent with prior
work [93], the evaluation is done on subjects S9 and S11, considering Protocol 1 [168, 169]
and Protocol 2 [93].
MPII: It is an in-the-wild dataset for 2D human pose estimation, providing only the 2D
joint locations for each person. Previous works [93, 149] typically employ this dataset because of the large number of 2D keypoint annotations. One typically unexplored advantage
of this dataset is the fact that it also provides the neighboring frames of the video that
includes the annotated frame. We see this as a large pool of unlabeled data, that we can
leverage for free, and we demonstrate their effectiveness in training our models. We call
this set “MPII video” and consists of the annotated frames for each video, along with four
more frames (two before, two after), which come with no labels.
LSP: It is also an in-the-wild dataset for 2D human pose estimation, but of much smaller
scale compared to MPII. We employ LSP only for evaluation, where we make use of its
test set. Particularly, given our shape prediction, we project it back to the image and
we evaluate silhouette and part segmentation accuracy. For this evaluation, we use the
segmentation labels provided by [106].

6.4.2 Quantitative evaluation
Ablative studies: We start with Human3.6M where we initially treat all the images as
frames of monocular sequences. One strong baseline, inspired from the “unpaired” setting of [93], assumes that the network has access to the 2D joints for each image, and an
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P1

P2

2D keypoints + GAN prior
93.0 79.1
2D keypoints + GAN prior + Texture Consistency 80.2 76.2
3D Ground Truth

64.8 63.9

Table 22: The effect of texture consistency for monocular input on Human3.6M (Protocols
1 & 2). The numbers are mean reconstruction errors in mm. Using only 2D annotations
on each frame and an adversarial pose/shape prior, we get reasonable performance. Simply
providing more video frames instead of single frames without any additional annotation, we
are able to get an important performance improvement, because of the texture consistency
loss. As a lower limit, we present results when the ground truth 3D pose and shape parameters are available for each image during training. Although this last version uses explicitly
stronger annotations, we are able to shrink the gap between the baselines that train with
2D and 3D annotations respectively.
independent dataset of 3D poses, but no image with corresponding 3D ground truth is available. We train the network with 2D reprojection loss, while we also enforce an adversarial
prior for pose and shape parameters such that the predicted poses/shapes are close to the
poses/shapes in the dataset. As we can see, in Table 22 (first row), this gives us decent
performance. If we also apply our texture consistency loss, over the frames of the short clips,
then we get significant improvement (second row). Finally, to put these results into context,
we also train the same architecture providing full 3D pose and shape ground truth for each
image (third row). As expected, this ideal version is performing better, but our texture
consistency loss managed to close the gap between the weakly- and the fully-supervised
setting.
A similar experiment attempts to investigate the effect of leveraging texture consistency,
but this time from in-the-wild videos. To this end, we use the frames of MPII video applying our texture consistency. The results for our experiments are presented in Table 23.
The initial baseline (first row) is the same as in Table 22, and uses full 3D ground truth
from Human3.6M for training. The next thing we want to investigate is whether adding
purely unlabeled video can improve performance. So, for the next baseline (second row),
we provide no labels for the in-the-wild frames, but enforce texture consistency. Interestingly, the model does get improved just by seeing more unlabeled data simply by enforcing
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P1
H36M
H36M + MPII videos (+texture)

P2

64.8 63.9
60.1 58.6

H36M
+ MPII 2D 54.1 51.6
H36M + MPII videos (+texture) + MPII 2D 51.3 49.7

Table 23: Evaluation on the Human3.6M dataset (Protocols 1 & 2), indicating the effect
of TexturePose, when we incorporate in-the-wild videos (MPII) in our training. Adding
unlabeled video frames and enforcing texture consistency (row 2) improves Human3.6M
evaluation, but the qualitative performance for in-the-wild images is mediocre. If we add a
sparse set of 2D keypoint annotations (row 3), the performance can improve. However, the
most interesting aspect is that by simply adding the sparse 2D keypoints labels, the unlabeled
video frames and enforcing texture consistency (row 4), we can improve performance even
more, meaning that extra unlabeled data can always be helpful.
texture consistency. Unfortunately, we observed that although the performance improves
for Human3.6M, when we apply the same model to in-the-wild images, it achieves mediocre
results qualitatively. We believe that at least a few labels should be necessary to make the
model generalize better. To this end, we conduct two more experiments, adding annotations
for one frame of the MPII video sequences. In the first experiment (third row), we add the
annotation for the frame, but no texture consistency loss is enforced, while for the second
one (fourth row), we both add the annotation for the frame, and we activate the texture
consistency loss. As we can see, adding the unlabeled frames helps by default when combined with a texture consistency loss, and gives a solid performance improvement, making
the model appropriate both for Human3.6M and for in-the-wild images, as we will present
later.
The same findings extend also to the case that we add more video data that only contain
automatic pseudo-annotations [95, 17]. We present our results using two recently published
datasets for training, i.e., VLOG-People and InstaVariety [95] in the Sup.Mat., along with
the 3DPW dataset [215] for additional evaluation.
Comparison with the state-of-the-art: For the comparison with the state-of-the-art,
we use our best model from the previous experiment (last row of Table 23). The results are
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Rec. Error
Lassner et al.[106]
Pavlakos et al.[149]
NBF [141]
HMR [93]
Kanazawa et al.[95]
Arnab et al.[17]
Kolotouros et al.[104]
Ours

93.9
75.9
59.9
56.8
56.9
54.3
50.1
49.7

Table 24: Evaluation on the Human3.6M dataset (Protocol 2). The numbers are mean
reconstruction errors in mm. We compare with regression approaches that output a mesh
of the human body. Our approach achieves state-of-the-art results.
presented in Table 24. Our method outperform the previous baselines. Of course, we use
MPII video for training which is not used by the other approaches, but making it possible
to leverage the unlabeled frames is possible due to the texture consistency loss, which
is one of our contributions. At the same time, other approaches also employ explicitly
more annotations than we do, e.g., [93] has access to more images with 2D annotations
(COCO [114]) and 3D annotations (MPI-INF-3DHP [125]), which we do not use.
Moreover, we evaluate our approach on the LSP dataset using the same model (which has
never been trained with images from LSP). Although in-the-wild, this dataset gives us
access to segmentation annotations, so that we can evaluate shape estimation implicitly
through mesh reprojection. The complete results are presented in Table 25. Here, we
outperform the regression-based baseline of [93] which is more relevant to ours and we are
also very competitive to the optimization-based approaches, which explicitly optimize for
the image-model alignment, so they tend to perform better under these metrics.
Finally, we also compare with baselines trained with multiple-views. We follow the Protocol
of Rhodin et al.[168, 169], training with full 3D supervision for S1 and employ the other
training users without any further annotations, other than extrinsic calibration. The results
are presented in Table 26. We successfully outperform both baselines. It is interesting that
both [168, 169] are non-parametric approaches, and we are still able to outperform them,
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FB Seg.

Part Seg.

acc.

f1

acc.

f1

SMPLify oracle [27]
SMPLify [27]
SMPLify on [149]

92.17
91.89
92.17

0.88
0.88
0.88

88.82
87.71
88.24

0.67
0.64
0.64

HMR [93]
Ours

91.67
91.82

0.87
0.87

87.12
89.00

0.60
0.67

Table 25: Evaluation on foreground-background and six-part segmentation on the LSP
test set. The numbers are accuracies and f1 scores. Our approach outperforms the strong
regression-based baseline of [93] across the Table, and it is very competitive to the optimization baselines based on SMPLify (which typically have advantage for tasks involving
image-model alignment like this). The numbers for the first two rows are taken from [106].
MPJPE NMPJPE Rec. Error
Rhodin et al.[169] n/a
Rhodin et al.[168] 131.7
Ours
110.7

153.3
122.6
97.6

128.6
98.2
74.5

Table 26: Evaluation on Human3.6M (Protocol 1) for methods trained on multiple views.
The numbers are mm in various metrics. We follow the protocol of [169, 169], using full 3D
ground truth for S1, and leveraging the other subjects as unlabeled data, where only the
camera calibration is known.
considering that strong non-parametric baselines [124, 148] typically perform better than
parametric approaches [93, 149] (at least under the 3D joints metrics). We believe that
this is exactly because we are able to leverage cues that are not an option for 3D skeleton
baselines, e.g., they cannot map texture to a skeleton figure, as we can do with a mesh
surface.

6.4.3 Qualitative evaluation
A variety of qualitative results of our results are provided in Figure 23 as well as in the
Sup.Mat.
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Figure 23: Qualitative Results. Rows 1-5: LSP dataset. Rows 6-7: H36M dataset

6.5 Summary
In this paper, we presented TexturePose, an approach to train neural networks for modelbased human pose estimation by leveraging supervision directly from natural images. Effectively, we capitalize on the observation that the appearance of a person does not change
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dramatically within a short video or for images from multiple views. This allows us to
apply a texture consistency loss which acts as a form of auxiliary supervision. This generic
formulation makes our approach particularly flexible and applicable in monocular video
and multi-view images alike. We compare TexturePose with different baselines requiring
the same (or larger) amount of annotations and we consistently outperform them, achieving
state-of-the-art results across model-based pose estimation approaches. Going forwards, we
believe that these weak supervision signals could really help us scale our training by leveraging weakly annotated or purely unlabeled data. Having already identified the shortcomings
of our approach (Subsection 6.3.6), it is a great challenge to identify ways to go beyond
them.
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CHAPTER 7 : Expressive Body Capture: 3D Hands, Face, and Body
from a Single Image

7.1 Introduction
1

Humans are often a central element in images and videos. Understanding their posture,

the social cues they communicate, and their interactions with the world is critical for holistic
scene understanding. Recent methods have shown rapid progress on estimating the major
body joints, hand joints and facial features in 2D [38, 83, 187]. Our interactions with the
world, however, are fundamentally 3D and recent work has also made progress on the 3D
estimation of the major joints and rough 3D pose directly from single images [27, 93, 141,
149].
To understand human behavior, however, we have to capture more than the major joints of
the body – we need the full 3D surface of the body, hands and the face. There is no system
that can do this today due to several major challenges including the lack of appropriate 3D
models and rich 3D training data. Figure 24 illustrates the problem. The interpretation
of expressive and communicative images is difficult using only sparse 2D information or
3D representations that lack hand and face detail. To address this problem, we need two
things. First, we need a 3D model of the body that is able to represent the complexity of
human faces, hands, and body pose. Second, we need a method to extract such a model
from a single image.
Advances in neural networks and large datasets of manually labeled images have resulted
in rapid progress in 2D human “pose” estimation. By “pose”, the field often means the
major joints of the body. This is not sufficient to understand human behavior as illustrated
in Fig. 24. OpenPose [38, 142, 187] expands this to include the 2D hand joints and 2D
facial features. While this captures much more about the communicative intent, it does not
1

This chapter is based on the CVPR 2019 paper [150]. It is joint work with Vasileios Choutas, Nima
Ghorbani, Timo Bolkart, Ahmed A. A. Osman, Dimitrios Tzionas and Michael J. Black. This work was
performed at Max Planck Institute for Intelligent Systems.
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Figure 24: Communication and gesture rely on the body pose, hand pose, and facial expression, all together. The major joints of the body are not sufficient to represent this and
current 3D models are not expressive enough. In contrast to prior work, our approach estimates a more detailed and expressive 3D model from a single image. From left to right:
RGB image, major joints, skeleton, SMPL (female), SMPL-X (female). The hands and face
in SMPL-X enable more holistic and expressive body capture.

Figure 25: We learn a new 3D model of the human body called SMPL-X that jointly models
the human body, face and hands. We fit the female SMPL-X model with SMPLify-X to
single RGB images and show that it captures a rich variety of natural and expressive 3D
human poses, gestures and facial expressions.
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support reasoning about surfaces and human interactions with the 3D world.
Models of the 3D body have focused on capturing the overall shape and pose of the body,
excluding the hands and face [8, 9, 16, 73, 118]. There is also an extensive literature on
modelling hands [98, 128, 139, 140, 174, 180, 188, 203, 209] and faces [11, 25, 29, 32, 36,
112, 152, 213, 226] in 3D but in isolation from the rest of the body. Only recently has the
field begun modeling the body together with hands [174], or together with the hands and
face [92]. The Frank model [92], for example, combines a simplified version of the SMPL
body model [118], with an artist-designed hand rig, and the FaceWarehouse [36] face model.
These disparate models are stitched together, resulting in a model that is not fully realistic.
Here we learn a new, holistic, body model with face and hands from a large corpus of 3D
scans. The new SMPL-X model (SMPL eXpressive) is based on SMPL and retains the
benefits of that model: compatibility with graphics software, simple parametrization, small
size, efficient, differentiable, etc. We combine SMPL with the FLAME head model [112] and
the MANO hand model [174] and then register this combined model to 5586 3D scans that
we curate for quality. By learning the model from data, we capture the natural correlations
between the shape of bodies, faces and hands and the resulting model is free of the artifacts
seen with Frank. The expressivity of the model can be seen in Fig. 25 where we fit SMPL-X
to expressive RGB images, as well as in Fig. 27 where we fit SMPL-X to images of the
public LSP dataset [89]. SMPL-X is freely available for research purposes.
Several methods use deep learning to regress the parameters of SMPL from a single image
[93, 141, 149]. To estimate a 3D body with the hands and face though, there exists no
suitable training dataset. To address this, we follow the approach of SMPLify. First, we
estimate 2D image features “bottom up” using OpenPose [38, 187, 217], which detects
the joints of the body, hands, feet, and face features. We then fit the SMPL-X model to
these 2D features “top down”, with our method called SMPLify-X. To do so, we make
several significant improvements over SMPLify. Specifically, we learn a new, and better
performing, pose prior from a large dataset of motion capture data [117, 120] using a
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variational auto-encoder. This prior is critical because the mapping from 2D features to
3D pose is ambiguous. We also define a new (self-) interpenetration penalty term that
is significantly more accurate and efficient than the approximate method in SMPLify; it
remains differentiable. We train a gender detector and use this to automatically determine
what body model to use, either male, female or gender neutral. Finally, one motivation for
training direct regression methods to estimate SMPL parameters is that SMPLify is slow.
Here we address this with a PyTorch implementation that is at least 8 times faster than
the corresponding Chumpy implementation, by leveraging the computing power of modern
GPUs. Examples of this SMPLify-X method are shown in Fig. 25.
To evaluate the accuracy, we need new data with full-body RGB images and corresponding
3D ground truth bodies. To that end, we curate a new evaluation dataset containing images
of a subject performing a wide variety of poses, gestures and expressions. We capture 3D
body shape using a scanning system and we fit the SMPL-X model to the scans. This form
of pseudo ground-truth is accurate enough to enable quantitative evaluations for models of
body, hands and faces together. We find that our model and method performs significantly
better than related and less powerful models, resulting in natural and expressive results.
We believe that this work is a significant step towards expressive capture of bodies, hands
and faces together from a single RGB image. We make available for research purposes the
SMPL-X model, SMPLify-X code, trained networks, model fits, and the evaluation dataset
at https://smpl-x.is.tue.mpg.de.

7.2 Related work
7.2.1 Modeling the body
Bodies, Faces and Hands. The problem of modeling the 3D body has previously been
tackled by breaking the body into parts and modeling these parts separately. We focus on
methods that learn statistical shape models from 3D scans.
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Blanz and Vetter [25] pioneered this direction with their 3D morphable face model. Numerous methods since then have learned 3D face shape and expression from scan data; see
[32, 247] for recent reviews. A key feature of such models is that they can represent different
face shapes and a wide range of expressions, typically using blend shapes inspired by FACS
[56]. Most approaches focus only on the face region and not the whole head. FLAME [112],
in contrast, models the whole head, captures 3D head rotations, and also models the neck
region; we find this critical for connecting the head and the body. None of these methods,
model correlations in face shape and body shape.
The availability of 3D body scanners enabled learning of body shape from scans. In particular the CAESAR dataset [171] opened up the learning of shape [8]. Most early work
focuses on body shape using scans of people in roughly the same pose. Anguelov et al.
[16] combined shape with scans of one subject in many poses to learn a factored model of
body shape and pose based on triangle deformations. Many models followed this, either
using triangle deformations [46, 63, 73, 79, 159] or vertex-based displacements [9, 74, 118],
however they all focus on modeling body shape and pose without the hands or face. These
methods assume that the hand is either in a fist or an open pose and that the face is in a
neutral expression.
Similarly, hand modeling approaches typically ignore the body. Additionally, 3D hand models are typically not learned but either are artist designed [188], based on shape primitives
[128, 140, 180], reconstructed with multiview stereo and have fixed shape [20, 209], use nonlearned per-part scaling parameters [50], or use simple shape spaces [203]. Only recently
[98, 174] have learned hand models appeared in the literature. Khamis et al.[98] collect
partial depth maps of 50 people to learn a model of shape variation, however they do not
capture a pose space. Romero et al.[174] on the other side learn a parametric hand model
(MANO) with both a rich shape and pose space using 3D scans of 31 subjects in up to 51
poses, following the SMPL [118] formulation.
Unified Models. The most similar models to ours are Frank [92] and SMPL+H [174].
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Frank stitches together three different models: SMPL (with no pose blend shapes) for the
body, an artist-created rig for the hands, and the FaceWarehouse model [36] for the face.
The resulting model is not fully realistic. SMPL+H combines the SMPL body with a 3D
hand model that is learned from 3D scans. The shape variation of the hand comes from
full body scans, while the pose dependent deformations are learned from a dataset of hand
scans. SMPL+H does not contain a deformable face.
We start from the publicly-available SMPL+H [122] and add the publicly-available FLAME
head model [62] to it. Unlike Frank, however, we do not simply graft this onto the body.
Instead we take the full model and fit it to 5586 3D scans and learn the shape and posedependent blend shapes. This results in a natural looking model with a consistent parameterization. Being based on SMPL, it is differentiable and easy to swap into applications
that already use SMPL.

7.2.2 Inferring the body
There are many methods that estimate 3D faces from images or RGB-D [247] as well as
methods that estimate hands from such data [231]. While there are numerous methods
that estimate the location of 3D joints from a single image, here we focus on methods that
extract a full 3D body mesh.
Several methods estimate the SMPL model from a single image [93, 106, 141, 149]. This is
not trivial due to a paucity of training images with paired 3D model parameters. To address
this, SMPLify [27] detects 2D image features “bottom up” and then fits the SMPL model
to these “top down” in an optimization framework. In [106] these SMPLify fits are used to
iteratively curate a training set of paired data to train a direct regression method. HMR
[93] trains a model without paired data by using 2D keypoints and an adversary that knows
about 3D bodies. Like SMPLify, NBF [141] uses an intermediate 2D representation (body
part segmentation) and infers 3D pose from this intermediate representation. MonoPerfCap
[225] infers 3D pose while also refining surface geometry to capture clothing. These methods
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estimate only the 3D pose of the body without the hands or face.
There are also many multi-camera setups for capturing 3D pose, 3D meshes (performance
capture), or parametric 3D models [19, 51, 64, 81, 91, 115, 129, 169, 189]. Most relevant
is the Panoptic studio [91] which shares our goal of capturing rich, expressive, human
interactions. In [92], the Frank model parameters are estimated from multi-camera data
by fitting the model to 3D keypoints and 3D point clouds. The capture environment is
complex, using 140 VGA cameras for the body, 480 VGA cameras for the feet, and 31 HD
cameras for the face and hand keypoints. We aim for a similar level of expressive detail but
from a single RGB image.

7.3 Technical approach
In the following we describe SMPL-X (Section 7.3.1), and our approach (Section 7.3.2)
for fitting SMPL-X to single RGB images. Compared to SMPLify [27], SMPLify-X uses a
better pose prior (Section 7.3.3), a more detailed collision penalty (Section 7.3.4), gender
detection (Section 7.3.5), and a faster PyTorch implementation (Section 7.3.6).

7.3.1 Unified model: SMPL-X
We create a unified model, called SMPL-X, for SMPL eXpressive, with shape parameters
trained jointly for the face, hands and body. SMPL-X uses standard vertex-based linear
blend skinning with learned corrective blend shapes, has N = 10, 475 vertices and K = 54
joints, which includes joints for the neck, jaw, eyeballs and fingers. SMPL-X is defined by a
function M (θ, β, ψ) : R|θ|×|β|×|ψ| → R3N , parameterized by the pose θ ∈ R3(K+1) where K
is the number of body joints in addition to a joint for global rotation. We decompose the
pose parameters θ into: θf for the jaw joint, θh for the finger joints, and θb for the remaining
body joints. The joint body, face and hands shape parameters are noted by β ∈ R|β| and
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the facial expression parameters by ψ ∈ R|ψ| . More formally:

where BS (β; S) =

M (β, θ, ψ) = W (Tp (β, θ, ψ) , J (β) , θ, W)

(7.1)

TP (β, θ, ψ) = T̄ + BS (β; S) + BE (ψ; E) + BP (θ; P)

(7.2)

P|β|

n=1 βn Sn

is the shape blend shape function, β are linear shape co-

efficients, |β| is their number, Sn ∈ R3N are orthonormal principle components of vertex displacements capturing shape variations due to different person identity, and S =


S1 , . . . , S|β| ∈ R3N ×|β| is a matrix of all such displacements. BP (θ; P) : R|θ| → R3N is

the pose blend shape function, which adds corrective vertex displacements to the template
mesh T̄ as in SMPL [117]:

BP (θ; P) =

9K
X

(Rn (θ) − Rn (θ∗ ))Pn ,

(7.3)

n=1

where R : R|θ| → R9K is a function mapping the pose vector θ to a vector of concatenated
part-relative rotation matrices, computed with the Rodrigues formula [31, 132, 157] and
Rn (θ) is the nth element of R(θ), θ∗ is the pose vector of the rest pose, Pn ∈ R3N are
again orthonormal principle components of vertex displacements, and P = [P1 , . . . , P9K ] ∈
P|ψ|
R3N ×9K is a matrix of all pose blend shapes. BE (ψ; E) =
n=1 ψn E is the expression

blend shape function, where E are principle components capturing variations due to facial
expressions and ψ are PCA coefficients. Since 3D joint locations J vary between bodies of

different shapes, they are a function of body shape J(β) = J T̄ + BS (β; S) , where J is
a sparse linear regressor that regresses 3D joint locations from mesh vertices. A standard

linear blend skinning function W (.) [109] rotates the vertices in Tp (.) around the estimated
joints J(β) smoothed by blend weights W ∈ RN ×K .
We start with an artist designed 3D template, whose face and hands match the templates
of FLAME [112] and MANO [174]. We fit the template to four datasets of 3D human scans
to get 3D alignments as training data for SMPL-X. The shape space parameters, {S}, are
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trained on 3800 alignments in an A-pose capturing variations across identities [171]. The
body pose space parameters, {W, P, J }, are trained on 1786 alignments in diverse poses.
Since the full body scans have limited resolution for the hands and face, we leverage the
parameters of MANO [174] and FLAME [112], learned from 1500 hand and 3800 head high
resolution scans respectively. More specifically, we use the pose space and pose corrective
blendshapes of MANO for the hands and the expression space E of FLAME.
The fingers have 30 joints, which correspond to 90 pose parameters (3 DoF per joint as
axis-angle rotations). SMPL-X uses a lower dimensional PCA pose space for the hands
P|mh |
such that θh = n=1
mhn M, where M are principle components capturing the finger pose

variations and mh are the corresponding PCA coefficients. As noted above, we use the
PCA pose space of MANO, that is trained on a large dataset of 3D articulated human
hands. The total number of model parameters in SMPL-X is 119: 75 for the global body
rotation and { body, eyes , jaw } joints, 24 parameters for the lower dimensional hand pose
PCA space, 10 for subject shape and 10 for the facial expressions. Additionally there are
separate male and female models, which are used when the gender is known, and a shape
space constructed from both genders for when gender is unknown. SMPL-X is realistic,
expressive, differentiable and easy to fit to data.

7.3.2 SMPLify-X: SMPL-X from a single image
To fit SMPL-X to single RGB images (SMPLify-X), we follow SMPLify [27] but improve
every aspect of it. We formulate fitting SMPL-X to the image as an optimization problem,
where we seek to minimize the objective function

E(β, θ, ψ) = EJ + λθb Eθb + λθf Eθf + λmh Emh +
λα Eα + λβ Eβ + λE EE + λC EC

(7.4)

where θb , θf and mh are the pose vectors for the body, face and the two hands respectively,
and θ is the full set of optimizable pose parameters. The body pose parameters are a
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function θb (Z), where Z ∈ R32 is a lower-dimensional pose space described in Section 7.3.3.
EJ (β, θ, K, Jest ) is the data term as described below, while the terms Emh (mh ), Eθf (θf ),
Eβ (β) and EE (ψ) are simple L2 priors for the hand pose, facial pose, body shape and facial
expressions, penalizing deviation from the neutral state. Since the shape space of SMPL-X
is scaled for unit variance, similarly to [174], Eβ (β) = kβk2 describes the Mahalanobis
distance between the shape parameters being optimized and the shape distribution in the
P
training dataset of SMPL-X. Eα (θb ) = i∈(elbows,knees) exp(θi ) follows [27] and is a simple
prior penalizing extreme bending only for elbows and knees. We further employ Eθb (θb ) that
is a VAE-based body pose prior (Section 7.3.3), while EC (θb,h,f , β) is an interpenetration
penalty (Section 7.3.4). Finally, λ denotes weights that steer the influence of each term in
Eq. 7.4. We empirically find that an annealing scheme for λ helps optimization (Section
7.3.6).
For the data term we use a re-projection loss to minimize the weighted robust distance
between estimated 2D joints Jest and the 2D projection of the corresponding posed 3D
joints Rθ (J(β))i of SMPL-X for each joint i, where Rθ (·) is a function that transforms the
joints along the kinematic tree according to the pose θ. Following the notation of [27], the
data term is EJ (β, θ, K, Jest ) =
X

joint i

γi ωi ρ(ΠK (Rθ (J(β))i ) − Jest,i )

(7.5)

where ΠK denotes the 3D to 2D projection with intrinsic camera parameters K. For the
2D detections we rely on the OpenPose library [38, 187, 217], which provides body, hands,
face and feet keypoints jointly for each person in an image. To account for noise in the
detections, the contribution of each joint in the data term is weighted by the detection
confidence score ωi , while γi are per-joint weights for annealed optimization, as described
in Section 7.3.6. Finally, ρ denotes a robust Geman-McClure error function [68] for down
weighting noisy detections.
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7.3.3 Variational Human Body Pose Prior
We seek a prior over body pose that penalizes impossible poses while allowing possible ones.
SMPLify uses an approximation to the negative log of a Gaussian mixture model trained
on MoCap data. While effective, we find that the SMPLify prior is not sufficiently strong.
Consequently, we train our body pose prior, VPoser, using a variational autoencoder [99],
which learns a latent representation of human pose and regularizes the distribution of the
latent code to be a normal distribution. To train our prior, we use [117, 120] to recover
body pose parameters from three publicly available human motion capture datasets: CMU
[48], training set of Human3.6M [84], and the PosePrior dataset [3]. Our training and test
data respectively consist of roughly 1M, and 65k poses, in rotation matrix representation.
Details on the data preparation procedure is given in Sup. Mat.
The training loss of the VAE is formulated as:

Ltotal = c1 LKL + c2 Lrec + c3 Lorth + c4 Ldet1 + c5 Lreg

(7.6)

LKL = KL(q(Z|R)||N (0, I))

(7.7)

Lrec = ||R − R̂||22

(7.8)

0

Lorth = ||R̂R̂ − I||22

(7.9)

Ldet1 = |det(R̂) − 1|

(7.10)

Lreg = ||φ||22 ,

(7.11)

where Z ∈ R32 is the latent space of the autoencoder, R ∈ SO(3) are 3 × 3 rotation matrices
for each joint as the network input and R̂ is a similarly shaped matrix representing the
output. The Kullback-Leibler term in Eq. (7.7), and the reconstruction term in Eq. (7.8)
follow the VAE formulation in [99], while their role is to encourage a normal distribution on
the latent space, and to make an efficient code to reconstruct the input with high fidelity. Eq.
(7.9) and (7.10) encourage the latent space to encode valid rotation matrices. Finally, Eq.
(7.11) helps prevent over-fitting by encouraging smaller network weights φ. Implementation
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details can be found in Sup. Mat.
To employ VPoser in the optimization, rather than to optimize over θb directly in Eq. 7.4,
we optimize the parameters of a 32 dimensional latent space with a quadratic penalty on Z
and transform this back into joint angles θb in axis-angle representation. This is analogous
to how hands are treated except that the hand pose θh is projected into a linear PCA space
and the penalty is on the linear coefficients.

7.3.4 Collision penalizer
When fitting a model to observations, there are often self-collisions and penetrations of
several body parts that are physically impossible. Our approach is inspired by SMPLify,
that penalizes penetrations with an underlying collision model based on shape primitives,
i.e., an ensemble of capsules. Although this model is computationally efficient, it is only a
rough approximation of the human body.
For models like SMPL-X, that also model the fingers and facial details, a more accurate
collision model in needed. To that end, we employ the detailed collision-based model for
meshes from [20, 209]. We first detect a list of colliding triangles C by employing Bounding
Volume Hierarchies (BVH) [201] and compute local conic 3D distance fields Ψ defined by the
triangles C and their normals n. Penetrations are then penalized by the depth of intrusion,
efficiently computed by the position in the distance field. For two colliding triangles fs and
ft , intrusion is bi-directional; the vertices vt of ft are the intruders in the distance field Ψfs
of the receiver triangle fs and are penalized by Ψfs (vt ), and vice-versa. Thus, the collision
term EC in the objective (Eq. 7.4) is defined as
EC (θ) =

X

(fs (θ),ft (θ))∈C

 X

vs ∈fs

k − Ψft (vs )ns k2 +

X

vt ∈ft


k − Ψfs (vt )nt k2 .

(7.12)

For technical details about Ψ, as well as details about handling collisions for parts with
permanent or frequent self-contact we redirect the reader to [20, 209] and Sup. Mat.. For
computational efficiency, we use a highly parallelized implementation of BVH following [96]
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with a custom CUDA kernel wrapped around a custom PyTorch operator.

7.3.5 Deep Gender Classifier
Men and women have different proportions and shapes. Consequently, using the appropriate body model to fit 2D data means that we should apply the appropriate shape space.
We know of no previous method that automatically takes gender into account in fitting 3D
human pose. In this work, we train a gender classifier that takes as input an image containing the full body and the OpenPose joints, and assigns a gender label to the detected
person. To this end, we first annotate through Amazon Mechanical Turk a large dataset
of images from LSP [89], LSP-extended [90], MPII [15], MS-COCO[114], and LIP datset
[113], while following their official splits for train and test sets. The final dataset includes
50216 training examples and 16170 test samples (see Sup. Mat.). We use this dataset to
fine tune a pretrained ResNet18 [77] for binary gender classification. Moreover, we threshold the computed class probabilities, by using a class-equalized validation set, to obtain a
good trade-off between discarded, correct, and incorrect predictions. We choose a threshold
of 0.9 for accepting a predicted class, which yields 62.38% correct predictions, and 7.54%
incorrect predictions on the validation set. At test time, we run the detector and fit the
appropriate gendered model. When the detected class probability is below the threshold,
we fit the gender-neutral body model.

7.3.6 Optimization
SMPLify employs Chumpy and OpenDR [119] which makes the optimization slow. To
keep optimization of Eq. 7.4 tractable, we use PyTorch and the Limited-memory BFGS
optimizer (L-BFGS) [138] with strong Wolfe line search. Implementation details can be
found in Sup. Mat.
We optimize Eq. 7.4 with a multistage approach, similar to [27]. We assume that we know
the exact or an approximate value for the focal length of the camera. Then we first estimate
the unknown camera translation and global body orientation (see [27]). We then fix the
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camera parameters and optimize body shape, β, and pose, θ. Empirically, we found that
an annealing scheme for the weights γ in the data term EJ (Eq. 7.5) helps optimization of
the objective (Eq. 7.4) to deal with ambiguities and local optima. This is mainly motivated
by the fact that small body parts like the hands and face have many keypoints relative to
their size, and can dominate in Eq. 7.4, throwing optimization in a local optimum when the
initial estimate is away from the solution.
In the following, we denote by γb the weights corresponding to the main body keypoints, γh
the ones for hands and γf the ones for facial keypoints. We then follow three steps, starting
with high regularization to mainly refine the global body pose, and gradually increase the
influence of hand keypoints to refine the pose of the arms. After converging to a better
pose estimate, we increase the influence of both hands and facial keypoints to capture
expressivity. Throughout the above steps the weights λα , λβ , λE in Eq.7.4 start with high
regularization that gradually lowers to allow for better fitting, The only exception is λC that
gradually increases while the influence of hands gets stronger in EJ and more collisions are
expected.

7.4 Experiments
7.4.1 Evaluation datasets
Despite the recent interest in more expressive models [92, 174] there exists no dataset containing images with ground-truth shape for bodies, hands and faces together. Consequently,
we create a dataset for evaluation from currently available data through fitting and careful
curation.
Expressive hands and faces dataset (EHF). We begin with the SMPL+H dataset [122],
obtaining one full body RGB image per frame. We then align SMPL-X to the 4D scans
following [174]. An expert annotator manually curated the dataset to select 100 frames
that can be confidently considered pseudo ground-truth, according to alignment quality
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Model

Keypoints

“SMPL”
Body
“SMPL” Body+Hands+Face
“SMPL+H”
Body+Hands
SMPL-X Body+Hands+Face

v2v error Joint error
57.6
64.5
54.2
52.9

63.5
71.7
63.9
62.6

Table 27: Quantitative comparison of “SMPL”, “SMPL+H” and SMPL-X, as described in
Section 7.4.2, fitted with SMPLify-X on the EHF dataset. We report the mean vertex-tovertex (v2v) and the standard mean 3D body (only) joint error in mm. The table shows
that richer modeling power results in lower errors.
Version

v2v error

SMPLify-X
gender neutral model
replace Vposer with GMM
no collision term

52.9
58.0
56.4
53.5

Table 28: Ablative study for SMPLify-X on the EHF dataset. The numbers reflect the
contribution of each component in overall accuracy.
and interesting hand poses and facial expressions. The pseudo ground-truth meshes allow
to use a stricter vertex-to-vertex (v2v) error metric [118, 149], in contrast to the common
paradigm of reporting 3D joint error, which does not capture surface errors and rotations
along the bones.

7.4.2 Qualitative & Quantitative evaluations
To test the effectiveness of SMPL-X and SMPLify-X, we perform comparisons to the most
related models, namely SMPL [118], SMPL+H [174], and Frank [92]. In this direction we
fit SMPL-X to the EHF images to evaluate both qualitatively and quantitatively. Note
that we use only 1 image and 2D joints as input, while previous methods use much more
information; i.e., 3D point clouds [92, 174] and joints [92]. Specifically [118, 174] employ 66
cameras and 34 projectors, while [92] employ more than 500 cameras.
We first compare to SMPL, SMPL+H and SMPL-X on the EHF dataset and report results
in Table 27. The table reports mean vertex-to-vertex (v2v) error and mean 3D body joint
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error after Procrustes alignment with the ground-truth 3D meshes and body (only) joints
respectively. To ease numeric evaluation, for this table only we “simulate” SMPL and
SMPL+H with a SMPL-X variation with locked degrees of freedom, noted as “SMPL” and
“SMPL+H” respectively. As expected, the errors show that the standard mean 3D joint
error fails to capture accurately the difference in model expressivity. On the other hand,
the much stricter v2v metric shows that enriching the body with finger and face modeling
results in lower errors. We also fit SMPL with additional features for parts that are not
properly modeled, e.g., finger features. The additional features result in an increasing
error, pointing to the importance of richer and more expressive models. We report similar
qualitative comparisons in Sup. Mat.
We then perform an ablative study, summarized in Table 28, where we report the mean
vertex-to-vertex (v2v) error. SMPLify-X with a gender-specific model achieves 52.9 mm
error. The gender neutral model is easier to use, as it does not need gender detection, but
comes with a small compromise in terms of accuracy. Replacing VPoser with the GMM of
SMPLify [27] increases the error to 56.4 mm, showing the effectiveness of VPoser. Finally,
removing the collision term increases the error as well, to 53.5 mm, while also allowing for
non physically plausible pose estimates.
The closest comparable model to SMPL-X is Frank [92]. Since Frank is not available to
date, nor are the fittings to [49], we show images of results found online. Figure 26 shows
Frank fittings to 3D joints and point clouds, i.e., using more than 500 cameras. Compare
this with SMPL-X fitting that is done with SMPLify-X using only 1 RGB image with 2D
joints. For a more direct comparison here, we fit SMPL-X to 2D projections of the 3D joints
that [92] used for Frank. Although we use much less data, SMPL-X shows at least similar
expressivity to Frank for both the face and hands. Since Frank does not use pose blend
shapes, it suffers from skinning artifacts around the joints, e.g., elbows, as clearly seen in
Figure 26. SMPL-X by contrast, is trained to include pose blend shapes and does not suffer
from this. As a result it looks more natural and realistic.
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To further show the value of a holistic model of the body, face and hands, in Fig. 28 we
compare SMPL-X and SMPLify-X to the hands-only approach of [143]. Both approaches
employ OpenPose for 2D joint detection, while [143] further depends on a hand detector. As
seen in Fig. 28, in case of good detections both approaches perform nicely, though in case of
noisy detections, SMPL-X shows increased robustness due to the context of the body. We
further perform quantitative comparison after aligning the resulting fittings to EHF. Due
to different mesh topology, for simplicity we use hand joints as pseudo ground-truth, and
perform Procrustes analysis of each hand independently, ignoring the body. Panteleris et
al.[143] achieve a mean 3D joint error of 26.5 mm, while SMPL-X has 19.8 mm.
Finally, we fit SMPL-X with SMPLify-X to some in-the-wild datasets, namely the LSP
[89], LSP-extended [90] and MPII datasets [15]. Figure 27 shows some qualitative results
for the LSP dataset [89]; see Sup. Mat. for more examples and failure cases. The images
show that a strong holistic model like SMPL-X can effectively give natural and expressive
reconstruction from everyday images.

7.5 Conclusion
In this work we present SMPL-X, a new model that jointly captures the body together with
face and hands. We additionally present SMPLify-X, an approach to fit SMPL-X to a single
RGB image and 2D OpenPose joint detections. We regularize fitting under ambiguities
with a new powerful body pose prior and a fast and accurate method for detecting and
penalizing penetrations. We present a wide range of qualitative results using images in-thewild, showing the expressivity of SMPL-X and effectiveness of SMPLify-X. We introduce a
curated dataset with pseudo ground-truth to perform quantitative evaluation, that shows
the importance of more expressive models. In future work we will curate a dataset of in-thewild SMPL-X fits and learn a regressor to directly regress SMPL-X parameters directly from
RGB images. We believe that this work is an important step towards expressive capture of
bodies, hands and faces together from an RGB image.
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reference
RGB

[92]: > 500
cameras

Ours: > 500
cameras

Ours: 1
camera

Figure 26: Qualitative comparison of our gender neutral model (top, bottom rows) or gender
specific model (middle) against Frank [92] on some of their data. To fit Frank, [92] employ
both 3D joints and point cloud, i.e., more than 500 cameras. In contrast, our method
produces a realistic and expressive reconstruction using only 2D joints. We show results
using the 3D joints of [92] projected in 1 camera view (third column), as well as using
joints estimated from only 1 image (last column), to show the influence of noise in 2D joint
detection. Compared to Frank, our SMPL-X does not have skinning artifacts around the
joints, e.g., elbows.
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Figure 27: Qualitative results of SMPL-X for the in-the-wild images of the LSP dataset
[89]. A strong holistic model like SMPL-X results in natural and expressive reconstruction
of bodies, hands and faces. Gray color depicts the gender-specific model for confident
gender detections. Blue is the gender-neutral model that is used when the gender classifier
is uncertain.

Figure 28: Comparison of the hands-only approach of [143] (middle) against our approach
with the male model (right). Both approaches depend on OpenPose. In case of good
detections both perform well (top). In case of noisy 2D detections (bottom) our holistic
model shows increased robustness. (images cropped at the bottom in the interest of space)
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