Abstract-In this paper the problem of continuous and discrete state estimation for a class of linear switched systems is studied. The class of systems under study can contain nonminimum phase zeros in some of their "operating modes". The conditions for exact reconstruction of the discrete state are given using structural properties of the switched system. The state-space is decomposed into the strongly observable part, the nonstrongly observable part and the unobservable part, to analyze the effect of the unknown inputs. A state observer based on high-order sliding-mode and Luenberger-like observers is proposed. For the case when the exact reconstruction of the state cannot be achieved, the ultimate bounds on the estimation errors are provided. The workability of the proposed method is illustrated by simulations.
I. INTRODUCTION T
HE observation problem for switched systems (i.e. the estimation of the continuous and discrete state) is of great interest in many control areas. This problem has been studied by many authors using different kind of approaches. The main difference is related to the knowledge of the active discrete state: some approaches consider only continuous state uncertainty with known discrete state, while others assume that both of them are unknown.
In [1] and [2] a Luenberger observer approach and a high-order sliding-mode observer for linear systems are proposed for the known discrete state case. In [3] the problem of the simultaneous state and input estimation for hybrid systems subject to input disturbances is addressed by an algorithm based on the moving horizon estimation method. Considering that the continuous state is known, an algorithm for the discrete state reconstruction in nonlinear uncertain switched systems is presented in [4] based on sliding-mode control theory. For unknown discrete state, based on strong detectability and using a LMI approach, in [5] two state observers are designed for some classes of switched linear systems with unknown inputs. To Markovian jump singular systems, another class of switched systems, in [6] an integral sliding mode observer is designed to estimate the system states, and a sliding mode control scheme is synthesized for the reaching motion based on the state estimates.
The problem of observability in hybrid systems is also intensively studied in the literature. For instance, [7] and [8] analyze the observability of hybrid systems. For the detectability case, in [9] the detectability of linear switched systems is addressed that reduces to asymptotic stability of a suitable switched system with guards extracted from it (switching systems whose discrete state is triggered externally). In the nonlinear context, there are few works dealing with the observability of nonlinear switched systems with unknown inputs (see, for example [10] and [4] ), which aim at designing unknown input observers for some classes of nonlinear switched systems. In the context of control, in [11] an integral sliding mode control of nonlinear singular stochastic systems with Markovian switching is proposed.
In this paper a solution of the problem of state estimation for linear switched systems with unknown inputs and unstable invariant zeros (non-minimum phase systems with respect to unknown inputs) 1 is presented. A state observer is proposed that is capable to estimate the continuous and discrete state in the presence of unknown inputs. The state observer is based on high-order sliding-mode (HOSM) and Luenberger-like observers.
The paper has the following structure. Section II deals with the problem statement. The preliminaries are recalled in section III. In section IV the system transformation is proposed. The observer design is presented in section V. The problem of discrete state estimation is presented in section VI. The simulation results is shown in section VII. Finally, some concluding remarks are given in section VIII.
II. PROBLEM STATEMENT
Consider the following linear switched system with unknown inputs:
where x ∈ X ⊆ ℜ n is the state vector, u ∈ U ⊆ ℜ p is the known input vector, y ∈ Y ⊆ ℜ m is the output, and w ∈ W ⊆ ℜ m is the unknown input term, which is bounded, i.e. w(t) ≤ w + < ∞. The so-called "discrete state" j(x) : R → {1, ..., N} determines the current system dynamics among the possible N "operating modes". The discrete state is generated 1 See, for example [12] for the observation problem for a class of nonminimum phase causal nonlinear systems.
by a scalar function of the system states (the switching signal) defined as
where H, ρ 0 , ρ 2 , ..., ρ N ∈ R are known matrix and constants, respectively. Notice that for every value of the continuous state x(t) there is only one single value of the discrete state j(x), i.e. the discrete state is distinguishable by definition.
The studied problems of this paper are the following:
• Estimation of the discrete state j(x).
• Estimation of the continuous state x(t).
• Estimation of bounds for the estimation error of the continuous state.
III. PRELIMINARIES
Notation. The following notation is used. The pseudoinverse matrix of F ∈ ℜ n×m is defined as F + ∈ ℜ m×n . Then, if rank(F) = n → FF + = I, and if rank(F) = m → F + F = I. For a matrix J ∈ ℜ n×m with n ≥ m and rank(J) = r, J ⊥ ∈ ℜ (n−r)×n is defined as a matrix such that rank(J ⊥ ) = n − r and J ⊥ J = 0. The matrix J ⊥⊥ ∈ ℜ r×n corresponds to one of the matrices such that rank(J ⊥⊥ ) = r and J ⊥ (J ⊥⊥ ) T = 0. Its is clear that the matrices J ⊥ and J ⊥⊥ are not unique and that
T T = n. Some basic definitions for strong observability, strong detectability, invariant zeros and relative degree are recalled in this section (see, e.g. [13] and [14] ).
Consider a linear time invariant systeṁ
where x ∈ ℜ n is the state, y ∈ ℜ m is the output, w ∈ ℜ m is an unknown input and the known matrices A, C and E have corresponding dimensions. In this case, it can be assumed, without loss of generality, that the known input u(t) is equal to zero. ii) The system is minimum-phase (i.e. the invariant zeros of the triple (A, E,C) satisfy Re {s} < 0). Now, basing on the given statements, we can define the set of unstable invariant zeroes of the system (3) as the set of invariant zeros of the triple (A, E,C) satisfying Re {s} ≥ 0. Moreover, notice that if there exist unstable invariant zeroes, then the system (3) is not strongly detectable.
In the case when E = 0, the notions of strong observability and strong detectability coincide with observability and detectability, respectively. Now, introduce the observability matrix
Notice that system (3) is observable, independently of the unknown inputs, if and only if rank(O) = n. The unobservable subspace of the pair (A,C) is denoted by N and it is defined as N = ker(O).
DEFINITION 4: The scalar value λ 0 ∈ C is said to be an (A,C)-unobservable eigenvalue if
is called weakly unobservable if there exists an input w(t), such that y(t) ≡ 0 ∀t ≥ 0. The set of all weakly unobservable points of (3) is denoted by V * and is called the weakly unobservable subspace of (3).
The weakly unobservable subspace satisfies the following relations:
where E denotes the image of E. For any null-output (A, E)− invariant subspace, there exist a mapK : X → W such that
DEFINITION 6: The output y(t) is said to have a relative degree vector (r 1 , . . . , r m ) with respect to the unknown input w(t) if
and
where c i is the i − th row of matrix C, and E j is the j − th column of matrix E.
IV. SYSTEM TRANSFORMATION
Based on the previous definitions, the following assumption ensures the possibility for state estimation:
ASSUMPTION 1: All the (A,C)-unobservable eigenvalues satisfy Re {λ } < 0. It is clear that, as a consequence of the Assumption 1, the system is detectable. Even more, the satisfaction of the above mentioned assumption ensures that the set of unstable invariant zeroes of (3) does not belong to the set of (A,C)-unobservable eigenvalues. Now, a suitable transformation to decompose the system into the strongly observable part, the nonstrongly observable part and the unobservable part is applied to the system (1) (see, for example [15] and [14] ).
For simplicity, there will be omitted the index of the discrete state. However, the transformation is applied for each of the dynamics generated by the discrete state.
Firstly, let us calculate a basis of the weakly unobservable subspace V * by means of the computation of the matrices M i defined by the following recursive algorithm 2 :
The algorithm ends when rank(
Secondly, assume that the following assumption is satisfied:
ASSUMPTION 2: The output of the system (1) has a relative degree vector (r 1 , . . . , r m ) such that r 1 + · · · + r m = n V . According to Definition 6 and Assumption 2 it is possible to form the following matrix U ∈ ℜ n V ×n
It is easy to see that rank(U) = n V . Now, from the matrix U, form the following matrices U 1 ∈ ℜ n V −m×n and U 2 ∈ ℜ m×n
Finally, form the matrix N whose columns form a basis of the unobservable subspace N . It is clear by Definition 5 that N ⊂ V * . Therefore, it is possible to select a full column rank matrix V forming a basis of V * adapted to N , i.e.
Define n N = dim(N ). Then, VN ∈ ℜ n×(n−n V −n N ) and N ∈ ℜ n×n N . Moreover, matrix V satisfied the following equalities
2 The matrix N ⊥⊥ i+1 is introduced to excluded the linearly dependent terms of N i+1 . Therefore, M i+1 has full row rank (see [14] ).
for some matricesK * ∈ ℜ m×n , K * ∈ ℜ m×(n−n V ) and Q ∈ ℜ (n−n V )×(n−n V ) . Notice that (13)- (14) are the matrix representations of the map (5), and that V + V = I impliesK * = K * V + , satisfying (13) . The following nonsingular transformation matrix can be defined:
Then, the transformationx(t) = T x(t), with matrix T designed according to (15) , transforms the system (1) into the following form:
For the system (16)- (18) it is possible to demonstrate that the set of invariant zeros that do not belong to unobservable subspace N is equal to the set of eigenvalues of matrix A 33 , and, the set of invariant zeros that belong to unobservable subspace N is equal to the set of eigenvalues of matrix A 44 (see, for example [16] ).
Notice that, none assumption has been made on the eigenvalues of the matrix A 33 . However, in this work we study the case when at least one of the eigenvalues of the matrix A 33 satisfy Re {λ } ≥ 0. Solution to the problem when all the eigenvalues of A 33 are stable have been already reported, see e.g. [14] , [16] .
V. OBSERVER DESIGN
Consider the state estimation problem for a constant index j(x) = j * = const. Let us describe the observer design for each partition of the statex(t). The proofs of all theorems and propositions are omitted for lack of space.
A. STATE OBSERVER FORx 11 (t) ANDx 12 (t)
Consider the first two parts of the system (16)-(18) for j(x) = j * with the partitionx 1 
where
In accordance with the structure of the transformation, the statesx 1 (t) forms the strongly observable subspace. Then, the following observer forx 1 (t) could be designed (see [14] )
Hurwitz 3 . The distribution matrix P 1 j * takes the following structure
According to Assumption 2 the condition rank(P 1 j * ) = n V is satisfied. The vector ν j * (t) = ν 1 j * , . . . , ν n V j * and the nonlinear function W j * are chosen using the HOSM differentiator (for more details, see [17] )
where e y j * (t) = y(t) − C 1 z 1 j * (t) and the constants α k j * are chosen recursively and sufficiently large. In particular, according to [17] , one possible choice is α 6 j * = 1.1, α 5 j * = 1.5, α 4 j * = 2, α 3 j * = 3, α 2 j * = 5, α 1 j * = 8, which is enough for the case that n V ≤ 6.
The continuous function M j * (t) is a known locally Lipschitz constant, at time t, for ·x 12 (t), and it can be computed in the following way. 3 Due to Assumption 2 and Definition 6 such matrix L 1 j * always exist. 
Taking into account the previous explanations, the following theorem can be stated.
THEOREM 1: Let j(x) = j * = const, and the observer (20)-(22) 
B. STATE OBSERVER FORx 21 (t)
Letx 21 j * (t) be the state observer forx 21 (t) defined bŷ
where the estimations ofx 11 j * (t) andx 12 j * (t) are provided by observer (20)-(22). The matrices in (28) are defined bȳ
Then, the following theorem can be stated. THEOREM 2: Let j(x) = j * = const be satisfied. Then, provided that the matrix L 2 j * is selected such that the matrix A L 2 j * is Hurwitz 5 , the state estimation error forx 21 (t) is ultimately bounded by a constant γ j * w + , i.e. e 21 j * (t) =
4 t i * is the time when the observer (20)-(22) has converged to zero, and t 1 is the first switching time. 5 Such matrix
is detectable and it is possible to compute it using robust pole assignment or LMI solvers.
C. STATE OBSERVER FORx 22 (t)
Without loss of generality it is assumed that rank(E 2 j * ) = rank
Letx 22 j * (t) be the state observer forx 22 (t) defined bŷ
where the estimations ofx 11 j * (t) −x 12 j * (t) andx 21 j * (t) are provided by observers (20)- (22) and (27)- (28), respectively. Then, the following theorem can be stated. THEOREM 3: Let j(x) = j * = const and rank(E 2 j * ) = m be satisfied. Then, the state estimation error forx 22 (t) is ultimately bounded by a constant δ j * w + , i.e. e 22 j * (t) =
To solve the continuous state estimation problem for the non-minimum phase system (1), the following bank of observers is proposed ASSUMPTION 5: Assume that the initial discrete state is known. Now, Theorems 1, 2 and 3 establish that the j * observer reconstructs the continuous state correctly, and according to Assumption 5 we know the j * observer has made it on the interval [0,t 1 ). According to [18] , to know when the j * observer has converged it is sufficient to verify that the following inequality is satisfied
where eỹ j * = y −ỹ j * , ξ j * and ξ j * t are positive constants, h is the sampling time and M + j * = max(M j * (t)). It is natural to estimate the constants ξ i * and ξ i * t through simulation.
Thus, in this way it is possible to determine when the j * −th observer has converged to the correct continuous state during the time interval t ∈ [0,t 1 ).
Then, the real estimated statex is defined as follows:
Due to the transformationx(t) = T x(t), the bank of observers for the original state vector has to be designed as: 
VI. DISCRETE STATE ESTIMATION AND STATE ESTIMATION ON SWITCHING TIMES
Once the continuous state is estimated, the following discrete state observer is proposed:
For each discrete state j define the observability matrix of the discrete state as
The exactly and finite time discrete state estimation is described by the following theorem.
THEOREM 5: The discrete state j(x) is estimated exactly and in finite time if the following condition is satisfied
(44) Notice that an exact estimation of the discrete stated is achieved only if the scalar function j(x) can be represented as a combination of the strongly observable states, i.e.x 11 andx 12 .
Let t i + be the time instants after the switching times t i . In order to maintain the state estimation on the switching times the following proposition is done. 
VII. SIMULATION RESULTS
Consider the following switched linear system to illustrate the proposed approach. The discrete state is given by
with Hx = −2x 1 (t) + 5x 2 (t). The following matrices correspond to the dynamics equations ( State Estimation Error Norm (||e1(t)||, ||e21(t)|| and ||e22(t)||) 
VIII. CONCLUSIONS
A state observer is proposed that is capable to estimate the continuous and discrete state in the presence of unknown inputs for linear switched systems. The system under study may contain unstable invariant zeros. The ultimate bounds on the estimation errors are provided for the case when the exact reconstruction of the state cannot be achieved. Simulation results support the developed estimation approach.
