The analytic information theory of discrete distributions was initiated in 1998 by C. Knessl, P. Jacquet and S. Szpankowski who addressed the precise evaluation of the Renyi and Shannon entropies of the Poisson, Pascal (or negative binomial) and binomial distributions. They were able to derive various asymptotic approximations and, at times, lower and upper bounds for these quantities. Here we extend these investigations in a twofold way. First, we consider a much larger class of distributions, the Rakhmanov distributions ρn(x) = ω(x)y 2 n (x), where {yn(x)} denote the sequences of discrete hypergeometric-type polynomials which are orthogonal with respect to the weight function ω(x) of Poisson, Pascal, binomial and hypergeometric types; that is the polynomials of Charlier, Meixner, Kravchuk and Hahn. Second, we obtain the explicit expressions for the relative Fisher information of these four families of Rakhmanov distributions with respect to their respective weight functions.
I. INTRODUCTION
The knowledge of the algebraic and spectral properties of the orthogonal polynomials in a discrete variable [1, 13, 28, 32, 40] as well as the elucidation of their universal structure [42] have been issues of permanent interest since the early years of the last century up until now, not only because of its mathematical interest [3, 4, 6, 13, 24, 27, 28, 32, 34, 36, 40, 42] but also because of the increasing number of applications of these functions in so many scientific and technological fields [9, 22-24, 35-39, 49, 52] . In particular, the classical or hypergeometric discrete orthogonal polynomials do not only play a relevant role in the theory of difference analogues of special functions and other branches of mathematics [2, 10, 22, 24, 36, 40, 49] , but also for mathematical modelling of a great deal of simple [8, 9, 35, 37, 39, 49, 50, 52] and complex [12, 14, 23, 23, 38, 48] systems, as well as for the compression of information for signal processing [29, 41, 42] .
From the 1990's it emerges an information theory of the special functions of applied mathematics and mathematical physics, which allows to compute the information-theoretic properties of the solvable and quasi-solvable quantummechanical systems. This theory has been primarily devoted to orthogonal polynomials in a continuous variable with standard (i.e. non varying) weights [5, 7, 11, 17, 21, 22, 47, 51, 54] , but soon was extended to varying weights [10] and to other special functions with non-polynomic form [16, 18, 19, 45, 53] . Presently this theory is being extended to the orthogonal polynomials in a discrete variable, being the only results known those of Larsson-Cohn [33] and Aptekarev et al. [6] about the asymptotics of the Shannon information entropy of Charlier polynomials, and Dehesa et al. [15] about the standard or mean-square-root deviation of the four classical families and some bounds on the Shannon entropic power and the Fisher information of these families.
The information-theoretic/spreading properties of the discrete polynomials P n (x), x ∈ [a, b], orthogonal with respect to a certain weight function ω(x) are given by the corresponding information-theoretic measures of the associated Rakhmanov probability density
where the normalization constant is given by the orthogonality relation
This density is important from both mathematical and physical standpoints. It governs the behaviour of the ratio P n+1 (x)/P n (x) when n goes to infinity as Rakhmanov showed in 1977 [44] , and it characterizes the quantummechanical probability densities of ground and excited states of numerous physical systems (see, e.g. [17, 40, 41, 52] ). Beyond the variance, the Rényi and Shannon information entropies have been used to quantify the spreading of various simple discrete distributions. Particularly relevant for these quantities are the integral representations of C. Knessl [31] and the depoissonization process of P. Jacquet and S. Szpankowski [29, 30] used to obtain the full asymptotics of the Rényi and Shannon entropies of the discrete Poisson, negative binomial or Pascal and binomial distributions. The explicit computation of these quantities is still today a formidable open task. In this work we want to extend the results of these authors in a two-fold way. First, by considering a much larger class of discrete distributions composed by the Rakhmanov distributions associated to the classical discrete polynomials P n (x) which are defined by Eq. (1) , where the weight function ω(x) has a Poisson, Pascal, binomial and hypergeometric analytical form; that is, the class of the Rakhmanov probability densities associated to the Charlier, Meixner, Kravchuk and Hahn polynomials. Second, by obtaining the explicit expression of the relative Fisher information of the four families of these Rakhmanov distributions. This information-theoretic quantity, unlike the Rényi and Shannon entropies which have a global character, has a locality property because it is a gradient functional of the density. So, it provides a quantifier of the gradient content of the density. For unimodal densities, it increases as the density is more and more localized. In general, for oscillating densities the Fisher information gives a measure of the oscillatory character of the density under consideration.
Although the notion of Fisher information was initially introduced by Ronald A. Fisher as a measure to estimate a parameter of a probability density, we shall follow B. Roy Frieden who realized that the locality Fisher information (also called intrinsic accuracy) for continuous distributions is much more useful for applications in science and technology [26] . For completeness we note that the parameter-based Fisher information was calculated for various continuous classical real orthogonal polynomials [20] as well as for the discrete Hahn polynomials [25] , while the locality or shift-invariant Fisher information has been exactly calculated for the Hermite, Laguerre and Jacobi polynomials. The discretization of the locality Fisher information is discussed in detail in [46] , where the definition of the Fisher information for discrete orthogonal polynomials is introduced. On the other hand the relative Fisher information of orthogonal polynomials {P n (x)} with respect to its weight function ω(x), x ∈ (a, b), has been recently defined [54] in the continuous case as
This quantity has been discussed in detail and explicitly calculated for the Laguerre, Hermite and Jacobi polynomials and other special functions [54] . In the present work we define the relative Fisher information of the discrete orthogonal polynomials [46] as the discretization of the continuous one given by Eq. (3), that is by
which will be called by as the relative Fisher information of the discrete polynomial P n (x), where ∆P n (x) = P n (x + 1) − P n (x) is the forward difference operator. Remark that I ω [P n ] is the relative Fisher information of the Rakhmanov probability density given by (1) with respect to the weight function ω(x) of the polynomials. Moreover, it is always non-negative, being zero if and only if n = 0. So, this quantity measures the separation between the Rakhmanov density and the weight function of the polynomials or the perturbation experienced in the weight function by the action of the polynomials themselves.
Here we obtain the explicit expressions of this quantity for all the four families of discrete classical orthogonal polynomials. The structure of the paper is the following. In Section II we describe two different methods to compute the relative Fisher information of the discrete polynomials: one based on the ladder relation satisfied by these polynomials and the other one makes use of their second order hypergeometric difference equation. Then, in Section III we apply the ladder-relation-based method to calculate the relative Fisher information of the Charlier, Meixner, Kravchuk and Hahn polynomials. Finally, the resulting expressions are numerically investigated and discussed.
II. METHODOLOGY
In this Section we describe two methods to calculate the relative Fisher information I ω [P n ] given by (4) for the discrete classical orthogonal polynomials P n (x). These methods make use of two different characterizations [1, 13, 28, 40] of these discrete special functions: the ladder relation (also called difference or structure formula) and the second order hypergeometric difference equation.
The ladder-relation-based method first makes use of the difference formula of P n (x) which produces another polynomial of the same type of degree n − 1 and parameters shifted in one unity save for the Charlier case (where the parameter remains unaltered), and then a connection formula which allows one to expand this polynomial in terms of the polynomials P j (x) with j = 0, 1, . . . , n − 1, so that we finally have the expansion
Then, the substitution of Eq. (5) into Eq. (4) together with the orthogonality relation (2) yields the following expression
for the relative Fisher information of the polynomial P n (x). It only remains, of course, to use the known normalization constant d 2 n and the expansion coefficients a j,n which will be computed for the four classical families (Charlier, Meixner, Kravchuk and Hahn). Full details for each family together with the final result are given in the next Section.
The difference-equation-based method to calculate I ω [P n ] is based on the following result.
Theorem 1. Let ρ n (x) be the Rakhmanov probability density (1) associated to the discrete polynomial P n (x) which satisfies the orthogonality relation (2) and the difference equation
where σ(x) and τ (x) are polynomials of at most second and first degree, respectively, and λ is a constant. The difference operators are defined as ∆P n (x) = P n (x + 1) − P n (x) and ∇P n (x) = P n (x) − P n (x − 1). Let I ω [P n ] be the relative Fisher information of P n (x) given by Eq. (4). Then,
with the expectation value f (x) defined as
Proof. Using the identity
. one has that the summation involved in the relative Fisher information (4) can be expressed as
Taking into account that ∆P n (x) is a polynomial of degree n − 1 on x, the second sum vanishes. Thus,
where we have used the definition of the forward operator in the second equality. Now, one realizes that the second sum is just the normalization constant because of Eq. (2). Moreover, for the first sum we use the summation by parts
so that one finds that
Finally, taking into account the non trivial expression [1, 40, 41] 
, we obtain the result
which together with Eq. (4) yields the wanted expression (7), and the theorem is proved.
III. THE RELATIVE FISHER INFORMATION OF THE CLASSICAL DISCRETE POLYNOMIALS
In this Section we use the ladder-relation-based method to calculate the relative Fisher information of the four classical families of discrete orthogonal polynomials: Charlier, Meixner, Kravchuk and Hahn polynomials. Of course one can alternatively choose the difference-equation-based method, obtaining the same results but the use of the former method is simpler in general; this is especially true for the Hahn case. For convenience, we gather in Table I the main data for the classical discrete orthogonal polynomials; namely, the orthogonality interval (a, b), the weight function ω(x) and the coefficients of the second order difference equation. For ease of reading, the ladder relation is indicated below for each concrete family.
A. Charlier polynomials
The Charlier polynomials {C µ n (x)} are orthogonal with respect to a discrete measure whose distribution function has jumps
. ., where µ > 0, so that its associated weight function is the Poisson distribution
The monic Charlier polynomials fulfil the ladder relation
so that one has
Then, taking into account the normalization constant of these polynomials given in Table I we have finally the following simple values
for the relative Fisher information of the Charlier polynomials.
B. Meixner polynomials
The Meixner polynomials {M γ,µ n (x)} are orthogonal with respect to a discrete measure whose distribution function has jumps
at x = 0, 1, . . ., where γ > 0. For integrability and positivity of the measure we need that µ ∈ (0, 1), so that the corresponding weight function is the negative binomial or Pascal distribution
The ladder relation of the monic Meixner polynomials is
Moreover,Álvarez-Nodarse et al (see [4] , subsection 5.1.2) found that these polynomials satisfy the general connection formula
with the values
for
Then, the relative Fisher information of the Meixner polynomials is
where we have taken into account the expressions (4), (11) and (2), respectively. Finally, with the normalization constant d 2 n given in Table I we have the value
for the relative Fisher information of the Meixner polynomials.
C. Kravchuk polynomials
The Kravchuk polynomials {K p n (x, N )} are orthogonal with respect to the discrete weight function ω(x), x = 0, 1, . . . , N , given by the binomial distribution
with 0 < p < 1 and n ≤ N − 1. The ladder relation for the monic Kravchuk polynomials is
These polynomials fulfil the following general connection formula (see [4] , subsection 5.
with the following expansion coefficients
Keeping in mind Eq. (13), we are interested in the particular case (q = p, M = N − 1, m = n − 1) of this connection formula so that we have
Then, we have the wanted expansion of ∆K
which corresponds to the expansion (5) for Kravchuk polynomials. Then, the relative Fisher information of these objects is
where we have taken into account the expressions (4), (14) and (2), respectively. Finally, with the normalization constant d 2 n given in Table I we have the value
for the relative Fisher information of the Kravchuk polynomials.
D. Hahn polynomials
The Hahn polynomials {h 
Moreover, they satisfy the following general connection formula (see [4] , subsection 5.1.10)
with the expansion coefficients
In our case, keeping in mind (16), we are interested in the particular connection problem with M = N −1, m = n−1, γ = α + 1 and µ = β + 1. The corresponding expansion coefficients are
so that the wanted expansion of ∆h
which corresponds to the expansion (5) for Hahn polynomials. Then, the relative Fisher information of these objects is
where we have taken into account the expressions (4), (18) and (2), respectively. Finally, with the normalization constant d 2 n given in Table I and constant c n−1,j given in Eq. (17) we have the value
for the relative Fisher information of the Hahn polynomials, where
,
These expressions have been obtained after a long, but not very difficult, simplifying and rewriting process, where key equations (5, page 438), (15, page 535) and (1, page 552) from [43] have been employed.
IV. LIMITING CASES AND NUMERICAL STUDIES
Here we will analyze the relative Fisher information of the classical discrete polynomials in terms of the degree and parameters which characterize them. First of all, we observe from Eq. (8) (12), (15) and (19) for the relative Fisher information of Meixner, Kravchuk and Hahn polynomials are much more complicated and, therefore, we discuss them in various limiting cases.
A. Meixner polynomials
According to Eq. (12) and the properties of the involved hypergeometric function, the dependence of the relative Fisher information of the Meixner polynomials I ω [M γ,µ n ] on the degree n and the parameters γ and µ have the following characteristics. First, it grows with the degree n for γ > 1 and it decreases when n increases for γ < 1, with the following asymptotic behaviour, obtained by considering its Taylor expansion when n → ∞
Moreover, the larger the value of γ is, the slower is the growth of the Fisher information. This behaviour can be observed in Figure 1 , where the relative Fisher information for the polynomials M , are represented as a function of the degree n. Indeed, this quantity tends towards 3 and 6 for the cases with µ = 1 4 and µ = 1 7 , respectively; and, moreover, its increasing rate is slower for γ = 4 than for γ = 3 2 . As a function of the parameter µ, the Fisher information has the following asymptotic behaviours,
Thus, when µ tends to 1, the larger the value of n or the smaller the value of γ are, the faster the relative Fisher information approaches zero. And when µ tends to 0, the larger the value of n or the smaller the value of γ are, the faster the relative Fisher information approaches infinity. This is observed in Figure 2 where the Fisher information for the polynomials M , as a function of the parameter µ. These results suggest that
and
As a function of the parameter γ, the relative Fisher information have the following asymptotic behaviours,
Thus, when γ tends to infinity, the larger the value of n or the smaller the value of µ are, the slower the Fisher information approaches zero. And when γ tends to zero, the rate of growth of the relative Fisher information depends on the value of n(1 − µ) 2 µ n−2 . This is observed in Figure 3 where the Fisher information of the polynomials M
B. Kravchuk polynomials
A similar analysis for the expression (15) of the relative Fisher information of the Kravchuk polynomials I ω (K p n ) first shows that this quantity grows when the degree n is increasing, being (p, N ) fixed, so that for the maximum degree (namely, n = N − 1) it has the value
Moreover, when N tends to infinity, this maximum value increases as
Furthermore, the dependence of the Fisher quantity on the degree n is numerically shown for the polynomials K Figure 4 . Therein we observe not only its growth with n, but also that its rate of increasing is slowing down when the parameter N gets bigger, being p fixed, or when the parameter p gets smaller, being N fixed. This behaviour can also be obtained from expression (15) . Thus, these results suggest that
The dependence of I ω [K p n (N )] on the parameter p when n and N are fixed is further studied for the polynomials K Figure 5 . We remark that it has a concave shape, with a minimum around p = 1/2 but with a different asymptotic behaviour at its two extremes; namely, the asymptotic behaviour when p tends to 0 is
and when p tends to 1 is
As a function of the parameter N , the relative Fisher information decreases as the value of N increases. This is numerically shown in Figure 6 for the Fisher information of the polynomials K 
C. Hahn polynomials
The complexity of the expression (19) hardly allows for an analysis analogous to that of the Meixner and Kravchuk polynomials. However, the numerical analysis of the relative Fisher information of the Hahn polynomials I ω [h α,β n (N )] first shows that this quantity grows with the degree n, being α, β and N fixed. Moreover, like in the Kravchuk case, the maximum is obtained for n = N − 1, whose value depends on α, β and N . This behaviour can be observed in Figure 7 , where the relative Fisher information is represented as a function of the degree n for the polynomials h (30) . Herein, we observe the expected divergent behaviour when α → −1, and a linear asymptotic behaviour for α → +∞. The dependence on the parameter β is similar to that on α, being divergent when β → −1 and asymptotically linear for β → +∞. Moreover, these behaviours are much more emphasized for β than for α. This can be observed in Figure 10 , where the relative Fisher information is represented as a function of β for the polynomials h 
V. CONCLUSIONS
This work is a contribution to the information theory of both the discrete distributions and the special functions of applied mathematics and mathematical physics. Here, we have studied both analytical and numerically the relative Fisher information of the classical orthogonal polynomials in a discrete variable (i.e., the Charlier, Meixner, Kravchuk and Hahn polynomials) with respect to their weight functions. This quantity measures the separation between the Rakhmanov density associated to these polynomials and their respective weight functions. From a technical point of view, it can also be interpreted as a measure of the pointwise concentration of the probability cloud associated to the polynomial under consideration. As well, it can be viewed as a quantifier of the oscillatory character of the polynomial itself and its corresponding Rakhmanov density.
Two different analytical methods based on the ladder relation and the second order difference relation, respectively, satisfied by these polynomials have been proposed. Then, the ladder-relation-based method is used to find close expressions for the Fisher quantity in all four families. Finally, the resulting general expressions are numerically investigated in terms of the degree and the involved parameters of the polynomials. 
