Abstract-Automated prostate diagnoses and treatments have gained much attention due to the high mortality rate of prostate cancer. In particular, unsupervised (automatic) prostate segmentation is an active and challenging research. Most conventional works usually utilize handcrafted (low-level) features for prostate segmentation; however they often fail to extract the intrinsic structure of the prostate, especially on images with blurred boundaries. In this paper, we propose a novel automated prostate segmentation model with learned features from deep network. Specifically, we first generate a set of prostate proposals in transverse plane via recognizing the position and coarse estimate of the shape of the prostate on the global prostate image and using the deep network to extract highly effective features for the boundary refinement in a finer scale. With consideration of the correlations among different sequential images, we then construct a graph to select the best prostate proposals from proposal set for its use in 3D prostate segmentation. Experimental evaluation demonstrates that our proposed deep network and graph based method is superior to state-of-the-art couterparts, in terms of both dice similarity coefficient and Hausdorff distance, on public dataset.
I. INTRODUCTION
Prostate cancer accounts for the second highest mortality rate among all cancer deaths of males in America [3] , and thus desirably requires reliable computer aided diagnoses (CAD) solution for prostate cancer diagnosis and treatment. As the prostate segmentation is an essential prerequisite for cancer detection and staging, many works [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] tend to recognize prostate on various imaging modalities, especially on magnetic resonance (MR) imaging which is more suitable for lesion detection and cancer staging compared to transrectal ultrasound (TRUS) and computed tomography (CT) [16] . However, the various appearance patterns around prostate boundary [3] and undesirable speckle on MR image [17] usually impede the precise segmentation inherently, thus still leave it an active field that calls for further study.
As the most common representation for image, image intensities are usually used as the 'feature' in conventional prostate MR segmentation methods, e.g., multi-atlas-based [9, 12] and deformable-model-based [5, 13] methods. In addition to intensity, various texture features, such as Gabor wavelet [9] and Haar wavelet [6] , are also adopted for prostate segmentation. Although these shallow 'handcrafted' features are technically sound, they are prone to have poor robustness across different datasets [3] . M. Khadra is with Nepean Hospital, Penrith, and Sydney Medical School, University of Sydney, Australia.
To deal with the aforementioned limitations of handcrafted features, some recent works [3, 8] apply deep networks to extract intrinsic data structures as adopted features, with results leading to better segmentation. The work of [3] encodes original image patches by deep autoencoder and utilizes the deep-encoded representations for later classification with data and shape driven deformable model. In the representation learning, the image patches are required to be vectorized to fit the input structure of autoencoder, thus may lose spatial information during the vectorization. In [8] , Liao et al. designed a deep independent subspace analysis network for feature extraction and proved the significant superiority of the learned features by deep network in prostate MR segmentation.
One drawback of the existing deep network based methods [3, 8] is that the image patches are treated individually in the feature extraction, and thus the explored features does not reflect the holistic (image-wide) information, such as image contrast and spatial features. To solve this issue, we apply convolutional deep network [18] to extract features. Compared to the deep networks in [3, 8] with vectorized input, convolutional networks adopt squared image (patch) as the input data, which can maintain holistic information in the learned features. Our proposed method is composed of two parts. Firstly, we generate several rough prostate 'proposals' on MR transverse images in a global view and then optimize these proposals from finer local regions via deep convolutional network. Secondly, with the set of prostate proposal on MR, we build a graph for 3D prostate and select the typical prostate proposals to construct 3D prostate segmentation outputs according to the graph. Therefore, while most existing methods [3, 8, 11, 15] 
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simplification, we use to denote , i.e. a specific transverse in the remaining parts of this paper, unless otherwise specified.
A. Prostate Proposal
To generate a set of prostate proposals for , we apply the Geodesic Object Proposals (GOP) algorithm [19] to find candidate objects { } over , where the foreground and background pixels are denoted as 1 and 0 on , respectively. As GOP algorithm generally produces a large number of candidate objects, to improve the efficiency of our algorithm, we trim { } with atlas probability map as follows.
The atlas probability map as ∈ [0,1] is a rough approximation of the position of prostate on MR image. For a specific from { } , the accuracy score ( ) and coverage score ( ) [20] compared to can be calculated by:
where ( , ) is the coordinate of pixel on and . ( ) measures the precision of prostate recognition by , whereas ( ) depicts the corresponding recall ratio. Hence, we can use the two scores to measure the confidence of prostate recognition by [20] :
where is set to 0.3 to emphasize the impact of the accuracy score. Then the global prostate proposals { ( ) } for can be formed by the candidate objects from { } with -top confidence values. is set to 25 in this paper, which can both maintain effectiveness and efficiency according to our experiment. Noted that as the prostate proposals will be further refined by deep convolutional network, we do not have to carefully select the atlas images as other works [12] do.
The shape of prostate can be depicted by GOP algorithm and the position of prostate can be approximated by atlas probability map, as shown in the second column of Figure 1 . However, as GOP algorithm is initially designed for general images and the atlas probability map cannot well match the prostate in uncommon position, we need to further refine the global prostate proposals as follows.
For the transverse , the local context ( ) corresponding to the specific ( ) is the sub-region of where the bounding box of the prostate proposal on ( ) covers. In order to capture the context near the prostate boundary, we expand ( ) with 10 pixels on each sides. The aim is to measure the likelihood of each patch on ( ) being prostate. To achieve it, we input ( ) to deep convolutional network for classification of patches. As one of the most popular convolutional networks, AlexNet [18] model is adopted in this work and thus ( ) is resized to 227×227 pixels to fit the input structure of AlexNet model. In addition to ( ) , a 227×227 size mask is also input to convolutional network together with ( ) to indicate the position of the patch, in which the region of the patch is set to 1 and the remaining is set to 0. In order to better understand the algorithm, we refer readers to [18] for the structure and training details of our adopted convolutional network.
Instead of regular patches as in [3, 8] , we utilize superpixels as the atomic unit to better maintain homogenous regions. In this work, we generate 1000 superpixels for resized ( ) (227×227 pixels) by SLIC algorithm [21] . With a binary-class softmax regression on the last network layer, we measure the likelihood of all the superpixels on to-be-tested ( ) being prostate; and then construct a local prostate proposal ( ) corresponding to ( ) . Noted that as the local contexts are rescaled before being input to deep network, compared to the most works [5, 11] , we can capture the tiny changes around the prostate boundary and more detailed features inside prostate in a finer manner.
While
( ) describes position and shape of the prostate from a holistic view, ( ) refines the boundary via looking narrowly and deeply. Hence, the final prostate proposal can be obtained by linearly combining the global and local prostate proposals:
where is set to 0.3 to emphasize the impact of local refinement and then binarized by the threshold of 0.5.
B. Graph Model for Prostate Proposal Selection
In the previous stage, we have generated prostate proposals as = { } by (4) for a specific transverse , corresponding to each ( ) in { ( ) } . Hence, for the 3D prostate with transverses, we have { } where is the th transverse of and ∈ {1,2, … , }. We then calculate the features of each prostate proposal as edge weight of graph. There are two strategies for feature calculation. One strategy is to stack prostate proposals as 3D view and calculate their features with three dimensions; another strategy is to directly calculate features of the prostate proposals on transverses. Feature calculation in 3D view can consider the correlations among prostate proposals of various transverses; however, with three dimensions, it makes some typical features (e.g. shape feature) tough to be estimated; with larger to-be-measured region, it leads more errors when calculating the distance of features among two prostate proposals. Therefore, we choose the latter strategy to calculate features of prostate proposals on transverses.
Specifically, the feature of is composed of intensity descriptor, shape descriptor and position descriptor. The intensity histogram with 50 bins is adopted to describe the intensity feature, thus we have intensity descriptor as ∈ ℝ 50×1 . We apply Inner-Distance Shape Context (IDSC) algorithm [22] with default parameter settings to describe the shape feature, thus we have shape descriptor as ∈ ℝ 60×100 . For the spatial information, we utilize ( ) by (3) to describe prostate-oriented position feature.
With the features of all , i.e.
, and ( ), we can construct a directed graph = ( , ) to indicate the differences among . is the set of nodes and ⊆ × is the set of edges in . Inspired by [23] , the construction of is as follows:
1. = { 0 , 1 , … , , +1 } ; 0 = ; +1 = ; and = where ∈ {1,2, … , }.
2. For ∀( , ) ∈ , if ∈ , then ∈ +1 where ∈ {0,1, . . }.
The weight of edge = ( , ) is calculated by
where (•) is histogram intersection and (•) is Hausdorff distance. The structure of is shown in Figure 2 .
Finally, the optimal prostate proposals for each transverse can be selected by searching the path on with minimum weight cost from node 0 to node +1 , which can be easily solved by any shortest path algorithm (such as Dijkstra's algorithm [24] and Bellman-Ford algorithm [25, 26] ). As such prostate proposal selection for a specific transverse rely on other transverse images, we have considered the correlations between different transverses of the prostate in a global view. We use the selected { } as the final segmentation maps { }, then stack them to construct the segmentation output for the 3D prostate .
III. EXPERIMENTS

A. Setup
We used prostate MR Image Segmentation 2012 (PROMISE12) dataset [27] . This set contains 50 cases which are from multi-center and multi-vendor, and with different acquisition protocols [10] . Each case comprises of a set of transversal T2-weighted MR images, and pixel-wised prostate annotations by experts.
In the local refinement phase, we train the deep convolutional network with the same parameter settings as in [20] , except for the number of training epochs (set to 20) and the learning rate (set to 20-point logarithm space between 0.1 to 0.0001). The MatConvNet frame [28] is implemented to enable the use of GPU to improve the training computation.
B. Evaluation
We employ 10-fold cross-validation over the dataset. Four state-of-the-art methods [1, 2, 13, 15] are selected as the comparisons with our method. As the deep network based methods [3, 8] have not published results using PROMISE12, our comparisons excludes these methods. Following [2, 15] , dice similarity coefficient ( ) and Hausdorff distance ( ) are used as the quantitative metrics for evaluation:
( , ) = max( ( , ), ( , )) (8) where and are the algorithm segmentation and reference segmentation respectively; and are the surface points of the algorithm segmentation and reference segmentation respectively; and (•) is the Euclidean distance.
TABLE I shows the results of the evaluation. Our method outperforms the competing methods in both the and the . The better performance can be attributed to two factors: 1) the use of deep network for high-level feature extraction; and 2) the finer views for local details extraction. Noted that as the appearance model in [2, 15] is favorably capable of various image features representation, the works of [2, 15] can also achieve high . However, our method still beats them due to the more meaningful features by deep convolutional network, compared to the shallow features in [2, 15] . In order to measure the contribution from the individual components of our algorithm, we systematically removed a component from local feature construction and then calculated the corresponding , with the results shown in Figure 3 . Here, we can see that the shape descriptor and position descriptor make larger contributions to the final performance compared to the intensity descriptor. The reason for this finding is due to some local contexts ( ) that cannot fully cover the region of prostate due to errors introduced by the GOP algorithm, and Figure 3 . Evaluation of the impacts by each component in local features of prostate proposal. OURS-I: intensity descriptor excluded; OURS-S: shape descriptor excluded; OURS-P: position descriptor excluded.
also as there are some uncommon prostate with irregular shape and position. As the features extracted by deep network are powerful for prostate segmentation, the removal of the intensity histogram feature results in less performance reduction among the prostate proposals. As shown in Figure 4 , our method segmentation closely resembles the manual ground truth.
IV. CONCLUSION
In this paper, we propose a novel automatic prostate segmentation method from holistic scale to finer scale, which takes advantage of deep network to extract high-level features. From the segmentation perspective, our method is able to recognize the position and shape of the prostate; from the feature perspective, our method is able to capture detailed features that are hard to be represented in either single-scale and/or shallow-feature based methods. The experiment results demonstrate that our method is technically sound and superior to state-of-the-art methods.
