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Introduction
For an arbitrary algebraic structure (algebra, for shortness) in a language L one can define the notion of an equation as a an atomic formula of the language L. Further, the definition of a solution of an equation can be naturally given. Therefore, it is posed the classification problem of algebraic sets (i.e. sets defined by systems of equations) over an algebra A. One can also define the useful notion of a coordinate algebra over an algebra A. The coordinate algebra is an analog of a coordinate ring in commutative algebra and defines an algebraic set up to isomorphism. In papers by E. Daniyarova, A. Miasnikov, V. Remeslennikov [2, 3] it were proved two so-called Unifying Theorems which classify coordinate algebras over an algebra A with seven equivalent approaches.
The first Unifying Theorem describes the class of all coordinate algebras over a given algebra A, but the second one deals with coordinate algebras of irreducible algebraic sets over A. The unique constraint in the both Uni-fying Theorems is the Noetherian property of algebra A (i.e. any system of equation over A is equivalent to its finite subsystem).
In [4] it was defined three classes of algebras which generalize the class of equationally Noetherian algebras. These classes are called weakly equationally Noetherian, u ω -compact and q ω -compact algebras and denoted by N ′ , U, Q respectively. Each of the classes N ′ , U, Q inherits some properties of the class of equationally Noetherian algebras N. For example, any algebraic set over an algebra A ∈ N ′ is defined by a finite system of equations. For every u ω -compact algebra A the both Unifying Theorems remain true, whereas for a q ω -compact algebras only the first Unifying Theorem holds.
Thus, any application of Unifying Theorems means the preliminary solution of the next problem.
Problem. Find the classes N, N ′ , U, Q which contain the given algebra A.
It is known that all classes N, N ′ , Q, U are pairwise distinct. In [8] it was defined q ω -compact but not equationally Noetherian group. In [5] it was shown that the classes N, N ′ , U, Q of algebras in the language L = {f (1) i |i ∈ N} (f (1) i is an unary function) are pairwise distinct. In [9] we defined the series of semilattices in the language L = {∧} ∪ {c i |i ∈ N} with countable many constants. The obtained series shows that the classes N, N ′ , U, Q of semilattices in the language L are pairwise distinct.
An interesting result devoted to the problem above was obtained in [5] and it needs the next definition.
A system of equations S over an algebra A is called an E k -system (k ∈ N) if S has exactly k solutions in A, however the set of solutions of any finite subsystem S 0 ⊆ S is infinite.
Theorem [5] . Let A be a q ω -compact (u ω -compact) algebra, then for any k ∈ {0, 1} (k ∈ N) there does not exist any E k -system over A.
There are algebras, where the conditions of the theorem above become sufficient for an algebra A to be q ω -compact (u ω -compact). In [10] it was proved for linearly ordered lattices in the language {∧, ∨} ∪ {c i |i ∈ I} extended by constants. In the current paper we prove it for boolean algebras in the language L = {∨, ·,¯, 0, 1} ∪ {c i |i ∈ I}, extended by an arbitrary set of constants (the functions ∨, ·,¯means the disjunction, conjunction and negation respectively).
Let us formulate the main results of the current paper.
Theorem 6.3 A boolean C-algebra B is q ω -compact iff there are not E 0 -and E 1 -system over B.
Theorem 6.4 A boolean C-algebra B is u ω -compact iff there are not E ksystems over B for any k ∈ N.
Theorem 4.1 A boolean C-algebra B is equationally Noetherian iff the subalgebra C generated by the constants of L is finite.
Theorem 5.1 A boolean C-algebra B is weakly equationally Noetherian iff the algebra C of constants is complete in B, i.e. any set of elements {c j |j ∈ J} ⊆ C has the infimum in B and the infimum belongs to C.
Remark that the analog of Criterion 4.1 holds for semilattices of the language {∧} ∪ {c i |i ∈ I} extended by an infinite set of constants (see [9] ).
Let us consider the another generalization of the Noetherian property. An algebra A is consistently Noetherian if any consistent system of equations over A is equivalent to its finite subsystem. This definition does not equivalent to the Noetherian property in general, since there exists a semilattice of the language {∧} ∪ {c i |i ∈ I} which is consistently Noetherian, but there is an inconsistent system of equations S, whose all finite subsystems are consistent (see [9] ).
However for boolean algebras of the language L we have Theorem 4.2 If a boolean C-algebra B is consistently Noetherian then it is equationally Noetherian.
Paragraph 7 devoted to the problem of geometric equivalence of boolean algebras in the language L. By definition, boolean algebras B 1 , B 2 of the language L are geometrically equivalent if for any system of equations S the coordinate algebras over B 1 and B 2 are isomorphic. It means that the description of coordinate algebras over an algebra B 1 automatically implies the corresponding description over any algebra B 2 which is geometrically equivalent to B 1 .
The problem of geometric equivalence was posed in [8] . In [7] this problem was solved for equationally Noetherian groups. Theorem 7.2 of the current paper contains a criterion for a pair of boolean algebras of the language L to be geometrically equivalent.
As it follows from [7] , the geometric equivalence of algebras B 1 , B 2 is highly connected to the universal classes generated by the algebras B 1 , B 2 . For instance, the equality of the pre-varieties generated by B 1 , B 2 is equivalent to their geometric equivalence. Thus, Theorem 7.3 contains the statements about geometric equivalence and the universal classes generated by boolean algebras of the language L.
Boolean algebras
Following [1, 6] , let us give the main properties of boolean algebras.
Let L 0 = {∨ (2) , · (2) ,¯( 1) , 0, 1} be a language with two binary functions ∨, ·, one unary¯and constants 0, 1. The functions ∨, ·,¯are called the disjunction, conjunction and negation respectively. We also use the symbol for the conjunction. For example, the denotation i∈I b i means the conjunction of the elements b i with indexes from the set I.
The axioms and main identities of boolean algebras can be found in [1, 6] . Over a boolean algebra one can define a partial order by
A boolean algebra B is complete if any set M ⊆ B has the infimum inf M and supremum sup M with respect to the partial order ≤. The existence of the infimum for any subset {b i |i ∈ I} ⊆ B implies the existence of the supremum of every subset {b i |i ∈ I} and vise versa. Further, we shall say that a subalgebra C ⊆ B is complete in B if for an arbitrary set M ⊆ C one can calculate the infimum inf M and supremum sup M in the algebra B, and inf M, sup M ∈ C.
Let us extend the language L 0 by infinite set of constants
Any boolean algebra in the language L is called a C-algebra, where C is the boolean subalgebra generated by the constants {c i |i ∈ I}.
Basic notions of algebraic geometry
In this paragraph we give the main definition of universal algebraic geometry. For more details, see [2, 3, 4] . All definition below maybe given for an arbitrary algebra in a language with no predicates. However we give them just for boolean C-algebras.
Let X = {x 1 , x 2 , . . . , x n } be a finite set of variables. An equation (or Cequation) over a boolean C-algebra B is an atomic formula τ (X) = σ(X) in the language L. A system of equations (system, for shortness) is an arbitrary set of equations.
Remark 2.1. In our paper we always consider systems which depend on a finite set of variables. Secondly, we shall consider the expressions t(X) ≤ s(X) as equations, since
The notion of a solution set of an equation τ (X) = σ(X) (a system S) over a boolean algebra B is defined by the natural way and denoted by V B (τ (X) = σ(X)) (V B (S)). If a system has no solution it is called inconsistent.
A set Y ⊆ B n is algebraic over B if there exists a system S in variables
The radical Rad B (S) of a system S over a C-algebra B is the set of all equations τ (X) = σ(X) such that V B (S) ⊆ V B (τ (X) = σ(X)). Obviously, the radical of an inconsistent system contains all equations over a boolean C-algebra B.
Two systems of equations in variables X are equivalent over a boolean C-algebra B, if they have the same solution sets over B. The equivalence of system over a boolean algebra B is denoted by the symbol ∼ B . If two systems are equivalent over any boolean C-algebra we shall use the symbol ∼.
A boolean C-algebra B is equationally Noetherian if for any system S (even for inconsistent) there exists a finite subsystem S ′ ⊆ S which is equivalent to S over B. The class of all equational Noetherian boolean C-algebras is denoted by N.
The following four notions generalize the equational Noetherian property. A boolean C-algebra is 1. consistently Noetherian if for any system S which is consistent over B there exists a finite subsystem S ′ ⊆ S with S ′ ∼ B S. The class of all consistently Noetherian boolean C-algebras is denoted by N c .
2. weakly equationally Noetherian if for every system S there exists a finite system S ′ such that S ′ ∼ B S (here we do not suppose S ′ to be a subsystem of S). Denote by N ′ the class of all weakly equationally Noetherian boolean C-algebras.
3. q ω -compact if for any system S and an equation
The class of all q ω -compact boolean C-algebras if denoted by Q.
4. u ω -compact if for any system S and a finite set of equations
there exists a finite subsystem S ′ ⊆ S with
Denote by U the class of all u ω -compact boolean C-algebras.
The following picture shows the inclusions of the classes defined above.
For the further study we have a need in the next simple statement whose proof is omitted.
Lemma 2.2.
Let S be a system over a boolean C-algebra B and
n be sets
and for any M i there exists a finite subsystem S
Let us give the main definition of our paper.
Definition 2.3. [5]
A system S over a boolean C-algebra B is called an
The next properties of E k -system immediately follows from the definition.
Statement 2.4. Let S be a system over a boolean C-algebra B. Then 1. if S is not an E k -system and |V B (S)| = k, then S is equivalent to its finite subsystem S ′ ;
2. in particular, if an inconsistent system S is not an E 0 -system, there exists a finite inconsistent subsystem S ′ ⊆ S.
The following theorem was proved in [5] and contains the necessary conditions of u ω -and q ω -compactness.
Remark 2.6. In the paper [5] Definition 2.3 and Theorem 2.5 were formulated for an arbitrary algebraic structure in the language with no predicates.
Let B 1 , B 2 be boolean algebras of the language L. We shall say that B 1 , B 2 are geometrically equivalent if for any system of C-equations S it holds Rad B 1 (S) = Rad B 2 (S).
Let us introduce some definitions devoted to model theory and universal algebra.
A formula of the language L
The quasivariety qvar(B) generated by a boolean C-algebra B is the minimal class of all boolean C-algebras which satisfy all quasi-identities ϕ such that ϕ is true in B.
The pre-variety pvar(B) generated by a boolean C-algebra is the minimal class of algebras which contains B and it is closed under the taking subalgebras and Cartesian products. The next theorem was proved in [7] for groups, however one can prove it for an arbitrary algebraic structure. We give this theorem for boolean C-algebras. 
Transformations of equations
Let X = {x 1 , x 2 , . . . , x n } be a finite set of variables. One can introduce the new variables Z = {z α |α ∈ {0, 1} n } indexed by all n-tuples of 0, 1 (hence, |Z| = 2 n ). By π i (α) (1 ≤ i ≤ n) we denote the projection of the n-tuple α onto i-th coordinate. The variables X = {x 1 , x 2 , . . . , x n } are replaced to the variables of the set Z by the law
The converse substitution of the variables is defined by the formula
where α = (a 1 , a 2 , . . . , a n ), a i ∈ {0, 1} and
For example, if
Remark 3.1. Further the disjunctions and conjunctions of the type
Using the axioms of boolean algebra, one can reduce any equation τ (X) = σ(X) to a finite system (4) in variables Z. From (4) it follows that any system S(X) is equivalent to a system
where S α = {z α ≤ c i |i ∈ I α }.
Equationally Noetherian boolean algebras
Theorem 4.1. A boolean C-algebra B is equationally Noetherian iff the subalgebra C generated by the constants of the language L is finite.
Proof. Suppose, C is finite. There exists at most finite number of distinct equations. Hence, all systems over B are finite. Let C be an infinite algebra. From the theory of boolean algebras it follows there exists an infinite chain
It is easy to prove that the system S = {x ≥ c 1 , x ≥ c 2 , . . . , x ≥ c n , . . .} is not equivalent to any finite subsystem. Proof. Without loss of generality one can assume that a system S over B is written in the form (5,6,7). Let us prove that the system S α = {z α ≤ c i |i ∈ I α } is equivalent to its finite subsystem. As any S α is consistent (0 ∈ V B (S α )), by the condition of the theorem it is equivalent to a finite subsystem S ′ α . Thus, the system S is equivalent to
and B is equationally Noetherian.
Weakly equationally Noetherian boolean algebras
Theorem 5.1. A boolean C-algebra B is weakly equationally Noetherian iff the algebra C is complete in B, i.e. any set of elements {c j |j ∈ J} ⊆ C has the infimum in the algebra B and the infimum belongs to C.
Proof. If the set of constants {c j |j ∈ J} ⊆ C neither have not the infimum in B nor its infimum belongs to the set B\C, then the system S = {x ≤ c j |j ∈ J} has a nonzero solution in B.
As the boolean C-algebra B is weakly equationally Noetherian, there exists a finite system
which is equivalent to S. Obviously, S 0 is equivalent to the system of two equations {x ≤ c ′ } ∪ {x ≤ c ′′ }, where
Since 0 ∈ B is a solution of S, we have 0 ∈ V B (S 0 ). Thus, c ′′ = 1, and the equationx ≤ c ′′ becomes trivial. It follows that the system S 0 is equivalent to x ≤ c ′ .
′ is not the infimum of the set {c j |j ∈ J}, there exists an element b ∈ B such that c ′ < b < c j for all j ∈ J. Indeed, b ∈ V B (S), however b / ∈ V B (S 0 ). Thus, the system S 0 is not equivalent to S.
Prove the converse. Suppose C is complete in B, and a system S has the form (5,6,7).
Denote by c α ∈ C the infimum of the set {c i |i ∈ I α }. Obtain that S is equivalent to the finite system
and, hence, B is weakly equationally Noetherian.
6 q ω -and u ω -compactness of boolean algebras
n ) we denote a point which coordinates p α are the values of the variables z α .
Suppose the coordinates of the point P = (p α |α ∈ {0, 1} n ) are elements of boolean C-algebra B. Consider an arbitrary linear order over the set of indexes α ∈ {0, 1} n ; the minimal element denote by ω respectively. Define a point Q = (q α |α ∈ {0, 1} n ) as
A point Q above is called a splitting of P with the first coordinate ω. The splitting of a point has the following properties.
Lemma 6.1. For the splitting Q = (q α |α ∈ {0, 1} n ) of a point P = (p α |α ∈ {0, 1} n ) the next holds:
2. q α ≤ p α for all α ∈ {0, 1} n ;
3. q α q γ = 0, for α = γ;
Proof. The first two statements are immediately follows from the definition of the splitting. Let us prove the third one. We have
Suppose α < β for the given linear order over the set of indexes. Then the conjunction δ<βp δ containsp α , hence
Let us prove the fourth statement. Let the indexes ω, ω ′ be minimal and maximal respectively for the given linear order over the set {α|α ∈ {0, 1} n }. For an arbitrary γ we prove the equality
by the induction. If γ = ω we have the true equality q ω = p ω . Suppose that for all γ < δ the equality (9) holds, and prove it for the index δ. Indeed,
For γ = ω ′ the equality (9) coincides with the statement of the lemma.
By Lemma 6.1, we obtain the next simple result about the consistency of systems over boolean algebras.
Lemma 6.2. If the system
is consistent over a boolean C-algebra B, so is the system defined by the equations (5,6,7).
Proof. Let P = (p α |α ∈ {0, 1} n ) be a solution of the system (10), and Q = (q α |α ∈ {0, 1} n ) is the splitting of P with the first coordinate ω. Following the third statement of Lemma 6.1, it follows q α q β = 0, hence the point Q satisfies the equations (6) .
For coordinates of the point P it holds α p α = 1, and by the fourth statement of Lemma 6.1 we have α q α = 1. Therefore, the point Q satisfies the equation (7).
By the second statement of Lemma 6.1, we have q α ≤ p α . Hence, all inequalities of the systems S α hold for the point Q.
Thus, the point Q is a solution of the system (5,6,7).
Theorem 6.3.
A boolean C-algebra B is q ω -compact iff there do not exist neither E 0 -nor E 1 -system over B.
Proof. The direct statement follows from Theorem 2.5. Prove the converse. Let S be a system of equations (5,6,7) over B and
for some equation z α ≤ c. Below we find a finite subsystem S ′ ⊆ S with
Suppose S is inconsistent. By the condition, there exists a finite inconsistent subsystem S ′ ⊆ S, and the inclusion (12) obviously holds. Assume now that a point P = (p β |β ∈ {0, 1} n ) is a solution of the system S. Consider the next system in a single variable x S 0 = {x ≤ c i |i ∈ I α } ∪ {x ≤c}.
There exist exactly two possibilities.
1. The system S 0 has a nonzero solution x 0 = 0. Assume x 0 ≤ p α , and it implies x 0 ≤ c, as the point P satisfies z α ≤ c. Since the element x 0 satisfies the system S 0 , it holds x 0 ≤c. However, two inequalities x 0 ≤ c, x 0 ≤c imply x 0 = 0 that contradicts with the choice of the element x 0 .
Finally, we have to put x 0 p α .
Let us define a point Q = (q β |β ∈ {0, 1} n ) as
Clearly, Q satisfies all systems S β ⊆ S, β ∈ {0, 1} n and the equation (7). Denote by R = (r β |β ∈ {0, 1} n ) the splitting of Q with the first coordinate α. By Lemma 6.2, the point R is a solution of S. As α is the first coordinate of the splitting, we have r α = q α and
Since x 0 p α , then p α = r α . Thus, r α c, however it contradicts with the inclusion (11).
2. The system S 0 has a unique solution x = 0. By the condition of the theorem, there is not any E 1 -system over B, hence S 0 is equivalent to its finite subsystem
Thus, for the finite subsystem S ′ = {z α ≤ c i |i ∈ I ′ α } ⊆ S α ⊆ S the inclusion (12) holds.
We proved that for the equations of the form z α ≤ c there exists a finite subsystem S ′ which makes the inclusion (12) valid. Consider now an equation τ (X) = σ(X) in variables X = {x 1 , x 2 , . . . , x n } such that the next inclusion holds
The equation τ (X) = σ(X) can be written as a system S τ =σ (4). Above we proved that for any equation z α ≤ c α ∈ S τ =σ there exists a finite subsystem S
Theorem 6.4.
A boolean C-algebra B is u ω -compact iff there are not E k -systems over B for any k ∈ N.
Proof. The direct statement was proven in Theorem 2.5. Prove the converse.
Let S be a system of equations (5,6,7) over B and
Let us define a finite subsystem S ′ ⊆ S with
By the condition of the theorem, for the inconsistent system S there exists a finite subsystem S ′ ⊆ S which satisfies the inclusion (14). Consider a solution P = (p β |β ∈ {0, 1} n ) of the system S. Define the next systems (α ∈ {0, 1} n ) in variable x S 0α = {x ≤ c i |i ∈ I α } ∪ {x ≤c α }.
We have exactly two cases.
1. Any system S 0α has a nonzero solution x 0α = 0. As x 0α ≤c α , then x 0α c α = 0. One can assume that all systems S 0α are not equivalent to their finite subsystems (otherwise, one can replace some systems to its equivalent finite subsystems and further deal only with the unchanged systems).
By the condition of the theorem, any system S 0α has an infinite solution set.
Further we shall define a point Q = (q α |α ∈ {0, 1} n ) such that
We define the point Q by the induction on the number of the systems S 0α . For the convenience we denote the indexes of the systems S 0α by the natural numbers 1, 2, . . . , m.
The basis. For a single system S 1 put q α = x 01 .
The inductive hypothesis. Assume that for the systems
with the properties above.
The inductive step. As the system S m has an infinite solution set, by the element x 0m one can choose a solution of S m such that
for any set of indexes K ⊆ {1, 2, . . . , m − 1}.
Consider the next cases. 
obviously satisfies all properties above.
Without loss of generality, one can assume that for any 1
that contradicts with the condition). From the inequality q
It is directly checked that Q with coordinates
Finally, the point Q with required properties is found. Remark that the inequality q α ≤c α implies q α c α = 0 for all α ∈ {0, 1} n .
Suppose coordinates of a point R = (r α |α ∈ {0, 1} n ) are defined by
Since p α ∈ V B (S) and q α ∈ V B (S α ), hence r α ∈ V B (S α ) for every α ∈ {0, 1} n .
For α = γ we have
Thus, the point R satisfies the equations (6).
hence the point R satisfies the equation (7), and we finally obtain R ∈ V B (S).
By the inclusion (13), there exists an index α with r α ≤ c α . We have
As r α c α = r α , the next equality holds
As p α βq β c α ≤ p α βq β , the equality (15) implies
The last inequality is impossible, since the expression βq β contains q α , hence, q α (p α βq β c α ) = 0 = q α .
Thus, we have that the point R ∈ V B (S) does not satisfy any inequality z α ≤ c α that contradicts with the inclusion (13) 2. There exists a system S 0β with V B (S 0β ) = {0}. By the condition of the theorem, S 0β is equivalent to its finite subsystem
The equality V B (S
From the last formula it follows that the finite subsystem S ′ = {z α ≤ c i |i ∈ I ′ β } ⊆ S β ⊆ S satisfies the inclusion (14), and the theorem is proved.
Consider now the case, when the right part of the inclusion (13) contains more than one equations {z α ≤ c iα |1 ≤ i ≤ n α } in variable z α . Assume that the next inclusion holds
Below we shall define a finite subsystem S ′ ⊆ S such that
LetS be an auxiliary system defined by the next way. Let the systems S iα (1 ≤ i ≤ n α ) are obtained from S α by the substitution of the variable z α to the new variable z iα . Hence,
Let us show the inclusion
Assume the converse, i.e. there exists a pointP = (p iα |α ∈ {0,
for all α ∈ {0, 1} n , 1 ≤ i ≤ n α . It is directly checked that the point P = (p α |α ∈ {0, 1} n ), where
is a solution of S. By (17), there exists β ∈ {0, 1} n and a number 1 ≤ j ≤ n β such that p β ≤ c jβ . Hence,
for all 1 ≤ i ≤ n β . However, the last inequality contradicts with (20).
Thus, for the systemS we have the inclusion (19) which has the form (13). Hence, forS one can repeat all reasonings above, and obtain a finite subsystemS ′ ⊆S with
Let S ′ be a system in variables {z α |α ∈ {0, 1} n } obtained fromS ′ by the substitution of all variables z iα (1 ≤ i ≤ n α ) to z α .
It is easy to check that the system S ′ satisfies the inclusion (18) Consider now the most general type of equations which occur in the right part of the inclusion (13).
Suppose the equations
Replace the variables of the set X to Z = {z α |α ∈ {0, 1} n }, and obtain the inclusion
where a finite systemS i = {z α ≤ c αi |α ∈ {0, 1} n } of the form (4) was obtained from τ i (X) = σ i (X) by the substitutions (1) . Remark that we do not include in the systemsS i the equations (6, 7) , since such equations belong to S.
According the distributivity of the union of sets, the union
Thus, we have the inclusion
Above we proved that for any set M(α 1 , α 2 , . . . , α m ) there exists a finite subsystem S ′ (α 1 , α 2 , . . . , α m ). By Lemma 2.2, for the system
7 Geometric equivalence of boolean algebras Remark 7.1. Let B 1 , B 2 be boolean algebras in the language L, and the constants from L generates the subalgebras C i ⊆ B i (in other words, B i is a boolean C i -algebra). From the paper [2] it is easy to prove that the geometric equivalence of B 1 , B 2 implies th isomorphism between C 1 and C 2 . Thus, all boolean algebras considered below have the isomorphic subalgebras generated by constants. Equivalently, any boolean algebras B 1 , B 2 in this paragraph have the same subalgebra C generated by the constants of the language L.
Theorem 7.2. Two boolean C-algebras B 1 , B 2 are geometrically equivalent iff the following conditions holds:
1. any inconsistent over B 1 system of equations is inconsistent over B 2 and vise versa;
2. the infimum of any set of constants {c j |j ∈ J} ⊆ C exists and equals 0 in B 1 iff the infimum of the same set exists and equals 0 in B 2 .
Proof. If boolean C-algebras B 1 , B 2 are geometrically equivalent then for any system of C-equations S it holds Rad B 1 (S) = Rad B 2 (S). If S is inconsistent over B 1 its radical coincides with the set of all C-equations. Hence, the radical Rad B 2 (S) is also contains all C-equations, and the system S is inconsistent over B 2 .
If the infimum of the set {c j |j ∈ J} exists and equals 0 in B 1 , the system S = {x ≤ c j |j ∈ J} has a unique solution x = 0 over B 1 . Therefore, the equation x = 0 belongs to the radical Rad B 1 (S). By geometric equivalence, we have x = 0 ∈ Rad B 2 (S). Thus, S has a unique solution x = 0 over B 2 , and the infimum of the set {c j |j ∈ J} equals 0 in B 2 .
Prove the converse. Let S be a system of C-equations. Show that for any equation
Write the system S in the form (5,6,7). An equation τ (X) = σ(X) is equivalent to the system S τ =σ (4). It is sufficient to prove that any equation z α ≤ c α of S τ =σ belongs to the radical Rad B 2 (S).
For an equation z α ≤ c of S τ =σ let us define the auxiliary system
We have two cases.
Therefore, the infimum of the set {c i |i ∈ I α } ∪ {c} equals 0 in B 1 . By the second condition of the theorem, we have V B 2 (S 0 ) = {0}.
Assume there is a point P = (p β |β ∈ {0, 1} n ) ∈ V B 2 (S) such that p α c α . Consider the element z 0 = p αcα . It is directly checked that z 0 is the solution of the system (24) over B 2 . As p α c α , then z 0 = 0 that contradicts with V B 2 (S 0 ) = {0}. Thus, for all solutions P = (p α |α ∈ {0, 1} n ) of the system S it holds p α ≤ c α . Finally,
2. Suppose that S 0 has a nonzero solution x 0 ∈ B 1 . Let P = (p α |α ∈ {0, 1} n ) be a solution of S over B 1 (if S is inconsistent over B 1 , by the first condition of the lemma, S is consistent over B 2 , and it holds Rad B 1 (S) = Rad B 2 (S)). If we assume x 0 ≤ p α then x 0 ≤ c α , since P satisfies the equation z α ≤ c α . As the element x 0 satisfies the system S 0 , we have x 0 ≤c α . However, the inequalities x 0 ≤ c α x 0 ≤c α imply x 0 = 0 that contradicts with the choice of the element x 0 .
Finally, we have obtained x 0 p α . Define a point Q = (q β |β ∈ {0, 1} n ) by
Obviously, Q satisfies all systems S β ⊆ S, β ∈ {0, 1} n , and Q is a solution of the equation (7). Denote by R = (r β |β ∈ {0, 1} n ) the splitting of Q with the first coordinate α. According Lemma 6.2, the point R is a solution of S. As α is the first coordinate of the splitting, we have r α = q α , and
Hence, r α c α , and we obtain V B 1 (S) V B 1 (z α ≤ c).
The last formula gives us the contradiction z α ≤ c α / ∈ Rad B 1 (S).
The next theorem contains all main results devoted to geometric equivalence of boolean C-algebras. If α c α < 1 the system S is inconsistent over the both boolean Calgebras B 1 , B 2 , and the equality Rad B 1 (S) = Rad B 2 (S) is obviously holds.
Suppose now that α c α = 1. It is easy to see that the point P = (c α |α ∈ {0, 1} n ) is a solution of
over the algebras B 1 , B 2 .
The splitting Q of the point P with the first coordinate γ is a solution of S over the algebras B 1 , B 2 . By the definition of the splitting, the coordinates of the index γ in the points P, Q equal c γ . As z γ ≤ c ∈ Rad B 1 (S), for the algebra C we have c γ ≤ c, and z γ ≤ c ∈ Rad B 2 (S).
Let
ϕ : ∀x 1 ∀x 2 . . . ∀x n (τ 1 (X) = σ 1 (X)) ∧ (τ 2 (X) = σ 2 (X)) ∧ . . . ∧ (τ m (X) = σ m (X)) → (τ (X) = σ(X))
be an arbitrary quasi-identity which is not true in boolean C-algebra . We obtain that the quasi-identity ϕ is not true in B 2 . Thus, qvar(B 1 ) = qvar(B 2 ).
3. Consider a system of equations S of the form (5, 6, 7) . By Theorem 5.1, the algebra C is complete in B 1 , B 2 . In other words, for the set of constants {c i |i ∈ I α } there exists the infimum c α ∈ C. Hence, the system S α is equivalent over B 1 , B 2 to the equation z α ≤ c α .
Thus, the system S is equivalent over the both algebras Following the first statement of this theorem, we obtain the equality Rad B 1 (S ′ ) = Rad B 1 (S ′ ), and the algebras B 1 , B 2 are geometrically equivalent. 4 . By the second statement of the theorem, we have the equality qvar(B 1 ) = qvar(B 2 ). According Theorem 2.7, pvar(B 1 ) = pvar(B 2 ). Use Theorem 2.8 and obtain the geometric equivalence of boolean Calgebras B 1 , B 2 .
