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Os sistemas de medic¸a˜o fasorial sincronizada (SPMS) tambe´m conhecidos como Wide-
Area Measurement Systems (WAMS) apresentam-se como um novo paradigma no processo de
monitorac¸a˜o do sistema ele´trico. Estes sistemas sa˜o capazes de medir fasores, distantes geo-
graficamente, com taxas de amostragem muito superiores aos tradicionais sistemas SCADA.
Por meio dos SPMS e´ possı´vel realizar uma monitorac¸a˜o da dinaˆmica do sistema ele´trico.
Aplicac¸o˜es de monitorac¸a˜o que utilizem dados de SPMS veˆm sendo bastante exploradas na
a´rea de sistemas de energia. Alguns operadores ja´ contam com este sistema disponı´vel na sala
de controle.
Em termos de pesquisa, questiona-se de que maneira os dados de SPMS podem vir a melho-
rar o desempenho dinaˆmico do sistema ele´trico. Diversos trabalhos sa˜o encontrados na literatura
apresentando o seu potencial para a melhoria dos atuais esquemas de controle e protec¸a˜o. O
objetivo do presente trabalho e´ de investigar a potencialidade da utilizac¸a˜o de dados fasoriais
sincronizados na melhoria da estabilidade angular a pequenos sinais dos sistemas ele´tricos. Di-
ferentes esquemas de controle sa˜o encontrados na literatura para este fim. Especificamente,
neste trabalho, o objetivo principal e´ o de explorar um esquema de controle hiera´rquico cons-
tituı´do de duas camadas, sendo uma descentralizada (local) e outra centralizada (localizada no
centro de operac¸a˜o).
O projeto de controladores hiera´rquicos considerando sinais de medic¸a˜o fasorial apresen-
tam muitos desafios entre os quais a existeˆncia de atrasos no processo de medic¸a˜o e controle,
controladores com realimentac¸a˜o de saı´das de baixa ordem e selec¸a˜o de pontos de medic¸a˜o e
controle. Duas abordagens baseadas em me´todos de otimizac¸a˜o analı´ticos e parame´tricos sa˜o
apresentadas para a realizac¸a˜o deste projeto. Como me´todo analı´tico utiliza-se o do controle
o´timo, e como me´todo parame´trico o de busca direta e hı´brido. Destaca-se a aplicac¸a˜o original
do me´todo hı´brido, e que inclui o me´todo do gradiente amostrado que apresenta potencial para
o projeto de controladores centralizados na a´rea de sistemas ele´tricos de poteˆncia. Adicional-
mente, sa˜o tambe´m apresentados me´todos para selec¸a˜o de sinais adicionais e pontos de medic¸a˜o
e controle, baseados em ana´lise modal.
Finalmente, me´todos explorados sa˜o aplicados para o projeto de controle hiera´rquico de
dois sistema ele´tricos de diferente porte. O desempenho do sistema e´ avaliado para diferentes
perturbac¸o˜es e condic¸o˜es de operac¸a˜o.
xiii
xiv
Abstract of Thesis presented to UFSC as a partial fulfillment of the requirements for the degree
of Doctor in Electrical Engineering.
HIERARCHICAL CONTROL USING SYNCHRONIZED
PHASOR MEASUREMENTS
Daniel Dotta
Frebruary / 2009
Advisor: Aguinaldo Silveira e Silva, Ph.D.
Area of Concentration: Power Systems.
Keywords: PMU, Optimization, Hierarchical Control.
Number of pages: 134
Synchronized Phasor Measurement Systems (SPMS), also known as Wide-Area Measurement
Systems (WAMS) are presented as a new paradigm for power system monitoring. These sys-
tems are enabling to measure phasors, remotely, with high sampling rates when compared with
the traditional SCADA systems. With SPMS it is possible monitoring the power system dyna-
mic performance. Currently, monitoring applications are available in the EMS (Energy Mana-
gement Systems).
A challenge for power systems engineers is how the data captured by SPMS can be used
to improve the power system dynamic performance. Many papers are found presenting contri-
bution to the use of this technology to improve the traditional control and protection schemes
in different power system applications. The main goal of this work is to study the utiliza-
tion of phasor measurements to improve power system small-signal angular stability. Different
schemes are found in the literature to reach this objective. In this work, it is emphasized the
hierarchical control scheme, composed by two control levels: decentralized and centralized
control.
The design of hierarchical control scheme using phasor measurement data presents many
challenges such as: delay in measurements and control, output feedback controllers and selec-
tion of signals and points of measurements and control. Two approaches based on analytical
and parametric optimization are used in this work. The analytical method considered is the
traditional optimal control with structure constraints and the parametric methods are the direct
search and hybrid algorithms. It is emphasized the original application of the hybrid method for
the power system control design. Additionally, methods are presented to select signal and points
for measurement and control. Finally, the methods are applied in the design of a central control
in two test systems. The systems performance is assessed for different kinds of perturbations
and system conditions.
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1 INTRODUC¸A˜O
1.1 Indu´stria de Energia Ele´trica Contemporaˆnea
Nos u´ltimos 20 anos, observou-se, em muitos paı´ses, um maior interesse por parte dos go-
vernos, grandes industriais e investidores na reestruturac¸a˜o da indu´stria de energia ele´trica no
sentido do estabelecimento de ambientes de competic¸a˜o. Especificamente, nos paı´ses em desen-
volvimento, as empresas pu´blicas do setor ele´trico foram privatizadas como pre´-condic¸a˜o para
que empre´stimos fossem liberados por fundos internacionais, ou para atrair investimentos para o
setor (DY-LIACCO, 2002). Em alguns paı´ses o processo de reforma praticamente se completou;
em outros, propostas de desregulamentac¸a˜o esta˜o sendo recomendadas ou mudanc¸as significa-
tivas ja´ foram realizadas, sem que todavia uma soluc¸a˜o hegemoˆnica, em termos do modelo da
estrutura de mercado, tenha se consolidado. Nestes novos ambientes a eˆnfase das discusso˜es
estava, ate´ pouco tempo atra´s, concentrada nas questo˜es econoˆmicas, com os aspectos da estru-
tura do mercado, de contratos e de prec¸os da energia ocupando a vanguarda. Por outro lado,
os aspectos relacionados a` complexidade da operac¸a˜o de sistemas desregulamentados tambe´m
eram reconhecidos como um grande desafio (DY-LIACCO, 2002; BALLANCE et al., 2003). Como
principais motivos citam-se a existeˆncia de um grande nu´mero de geradores independentes in-
jetando poteˆncia na rede e competindo entre si, o aumento da gerac¸a˜o distribuı´da, e a demanda
por alta confiabilidade e qualidade da energia. Ale´m disso, a dificuldade em se planejar e ex-
pandir os sistemas de transmissa˜o faz com que cada vez mais a rede opere perto dos seus limites
de carregamento (BALLANCE et al., 2003).
Este cena´rio apresenta um grande contraste quando comparado com sistemas regulados e
verticalizados, que tendiam a ser mais seguros por inu´meras razo˜es (MORISON et al., 2004).
A primeira e´ de que o sistema ele´trico era projetado, construı´do e operado por monopo´lios
(usualmente propriedades dos governos). O planejamento integrado assegurava que a gerac¸a˜o
e a transmissa˜o cresceriam de acordo com a demanda. Com isso, limitavam-se a sobrecarga
e as falhas dos equipamentos que poderiam levar a distu´rbios no sistema. Os programas de
manutenc¸a˜o eram em geral rigorosos. Na perspectiva da operac¸a˜o, a capacidade de prever as
condic¸o˜es de operac¸a˜o do sistema eram simples devido a` pouca quantidade de proprieta´rios
de geradores e transmissoras que operavam cooperativamente, de acordo com um cuidadoso
plano de operac¸a˜o (MORISON et al., 2004). Como resultado, devido a robustez dos sistemas, os
mesmos estavam expostos a poucos e eventuais distu´rbios.
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O blackout de 14 de Agosto de 2003 (NERC, 2004), que afetou aproximadamente 50
milho˜es de pessoas nos Estados Unidos e Canada´ e blackouts ocorridos no mesmo perı´odo em
diversos paı´ses (Brasil, Sue´cia, Alemanha, Ita´lia, Suı´c¸a, Gre´cia, Ru´ssia) motivaram discusso˜es
relacionadas a` operac¸a˜o confia´vel e segura do sistema ele´trico (KLUMP et al., 2005). Questo˜es
como o envelhecimento da infra-estrutura do setor e a necessidade de melhores ferramentas para
a monitorac¸a˜o e controle que aumentem a confiabilidade e seguranc¸a da operac¸a˜o do sistema
tornaram-se prioridade. Ferramentas como os Sistemas de Medic¸a˜o Fasorial Sincronizada (Syn-
chronized Phasor Measurement Systems - SPMS), que utilizam os avanc¸os nas comunicac¸o˜es,
computadores e na tecnologia de GPS (Global Positioning System), apresentam-se como uma
tecnologia promissora para as novas necessidades de monitorac¸a˜o e gerenciamento da seguranc¸a
de grandes sistemas (ANDERSSON et al., 2005). Esse sistema de medic¸a˜o destaca-se pelo uso
das unidades de medic¸a˜o fasorial, mais conhecidas como PMUs (Phasor Measurement Units).
Por utilizarem uma fonte eficaz de sincronizac¸a˜o, fornecida pelo sistema GPS, as PMUs viabi-
lizam a realizac¸a˜o da medic¸a˜o de grandezas fasoriais em instalac¸o˜es geograficamente distantes,
com taxas de amostragem superiores ao sistema SCADA tradicional e com precisa˜o angular
adequada aos requisitos da maioria das aplicac¸o˜es de monitorac¸a˜o e controle. Os SPMS apre-
sentam potencial de aplicac¸a˜o na indu´stria e podem contribuir para a melhoria da monitorac¸a˜o
e da estabilidade do sistema ele´trico (ANDERSSON et al., 2005). No entanto, devido ao cara´ter
incipiente dessa tecnologia, esse potencial na˜o e´ ainda bem conhecido e investigac¸o˜es sa˜o ne-
cessa´rias ate´ a efetiva aplicac¸a˜o da tecnologia em escala industrial (ANDERSSON et al., 2005).
1.2 Evoluc¸a˜o da Filosofia de Operac¸a˜o de Sistemas de Ener-
gia Ele´trica
Historicamente, a evoluc¸a˜o dos sistemas de energia ele´trica e dos paradigmas de operac¸a˜o
caminham juntos, em sinergia (FINK; SON, 1998). Ate´ meados da de´cada de 50, por exem-
plo, a filosofia de operac¸a˜o dominante baseava-se na atuac¸a˜o de esquemas de controles locais
(regulac¸a˜o de tensa˜o e velocidade, chaveamento e protec¸a˜o). Com a expansa˜o dos sistemas
ele´tricos e de suas interligac¸o˜es surgiu o conceito de operac¸a˜o centralizada do sistema, o qual
foi consolidado ao longo da de´cada de 60, atrave´s do desenvolvimento de controles com ca-
racterı´sticas operativas de abrangeˆncia sisteˆmica (controle automa´tico de gerac¸a˜o e controle
superviso´rio) (SIMo˜ES-COSTA et al., 1995). Ao final da de´cada de 60, questo˜es relacionadas a`
seguranc¸a de operac¸a˜o dos sistemas, como consequ¨eˆncia de blackouts ocorridos na costa leste
americana, tornaram-se relevantes a ponto de provocar uma mudanc¸a significativa na filoso-
fia de operac¸a˜o. A esta altura, o grau de interligac¸a˜o dos sistemas de poteˆncia era tal que a
1.3 Sistema de Medic¸a˜o Fasorial Sincronizada 3
tarefa dos operadores tornava-se crescentemente difı´cil sem a disponibilidade de ferramentas
adicionais que processassem a grande quantidade de dados disponı´veis de forma organizada.
Coincidentemente, o mesmo perı´odo testemunhava um grande desenvolvimento na a´rea de
computac¸a˜o, com o surgimento dos minicomputadores, e tambe´m, na a´rea de telecomunicac¸o˜es.
A conjunc¸a˜o destes fatores, quais sejam, as dificuldades para a operac¸a˜o de sistemas de poteˆncia
cada vez mais interligados e os importantes desenvolvimentos tecnolo´gicos em computac¸a˜o
e telecomunicac¸o˜es, propiciou o surgimento das func¸o˜es ligadas a` monitorac¸a˜o e ana´lise de
seguranc¸a. A evoluc¸a˜o da capacidade dos computadores permitiu enta˜o a incorporac¸a˜o de apli-
cativos avanc¸ados de ana´lise de redes ele´tricas que hoje caracterizam a operac¸a˜o em tempo real
de sistemas de poteˆncia - configurador de redes, estimador de estados, ana´lise de contingeˆncias,
fluxo de poteˆncia, etc. Os sistemas de operac¸a˜o em tempo real passam enta˜o a ser denominados
Sistemas de Gerenciamento de Energia (Energy Management Systems), frequ¨entemente referi-
dos como EMS (SIMo˜ES-COSTA et al., 1995). Apo´s os blackouts ocorridos no inı´cio deste se´culo,
novos questionamentos surgiram relacionados a` seguranc¸a e a` filosofia de operac¸a˜o. Uma das
principais refereˆncias sobre o assunto e´ Andersson et al. (2005) onde as principais causas e
os passos necessa´rios para a reduc¸a˜o do risco de blackouts sa˜o discutidos. Entre as concluso˜es
deste documento destaca-se a necessidade da melhoria da informac¸a˜o em tempo real para fa-
cilitar o reconhecimento de situac¸o˜es de risco. No mesmo documento sugere-se a utilizac¸a˜o
de redes SPMS para a obtenc¸a˜o deste tipo de informac¸a˜o, dado que a mesma e´ por concepc¸a˜o
projetada para a monitorac¸a˜o da dinaˆmica do sistema. Desta forma, situac¸o˜es de risco iminente
de blackout poderiam ser detectadas com muito mais rapidez, ja´ que, com monitorac¸a˜o da
dinaˆmica do sistema melhores ferramentas de detecc¸a˜o podem ser desenvolvidas. No entanto, a
tecnologia e´ ainda muito incipiente e novas pesquisas precisam ser realizadas ate´ que objetivos
como este sejam atingidos (ANDERSSON et al., 2005). As recomendac¸o˜es foram de encontro a
uma das principais discusso˜es realizadas pelos grupos de pesquisa em medic¸a˜o fasorial: a de
como esta tecnologia sera´ inserida na atual estrutura de operac¸a˜o em tempo real de sistemas de
poteˆncia. Ale´m disso, questo˜es relacionadas a` efetiva contribuic¸a˜o desta tecnologia dentro dos
EMSs e sua possı´vel aplicac¸a˜o no controle para a melhoria da estabilidade do sistema ele´trico
continuam em aberto.
1.3 Sistema de Medic¸a˜o Fasorial Sincronizada
Um sistema de medic¸a˜o fasorial sincronizada e´ constituı´do por (EHRENSPERGER, 2004;
MARTINEZ et al., 2005):
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• unidade de Medic¸a˜o Fasorial (UMF);
• concentrador de Dados;
• base de dados em tempo real e histo´rico;
• rede de comunicac¸a˜o.
O elemento de medic¸a˜o dos fasores e´ a Unidade de Medic¸a˜o Fasorial (UMF) ou Phasor
Measurement Unit (PMU). Entretanto, a estrutura desse sistema tambe´m depende de outros
equipamentos, como as estac¸o˜es de recepc¸a˜o do sinal de GPS, o concentrador de dados e os
links de comunicac¸a˜o entre as PMUs e o concentrador. A estrutura geral de um sistema de
medic¸a˜o de fasores pode ser representada pela ilustrac¸a˜o da Figura 1.
Figura 1: Visa˜o geral de um SPMS
A recepc¸a˜o do sinal de um pulso por segundo, emitido pelo sistema GPS, fornece a`s PMUs
o instante exato em que deve ser feita a aquisic¸a˜o dos dados de forma sincronizada. De modo ge-
ral, as grandezas amostradas constituem-se das tenso˜es trifa´sicas nas barras e correntes trifa´sicas
nas linhas, transformadores e alimentadores das subestac¸o˜es (EHRENSPERGER, 2004). A partir
dos dados amostrados, as tenso˜es e correntes complexas de sequ¨eˆncia positiva sa˜o calculadas
com base no mesmo instante de tempo utilizando-se, em geral, a Transformada Discreta de
Fourier (EHRENSPERGER, 2004). Seguindo o formato determinado pelos padro˜es IEEE 1344
e IEEE C37.118, os fasores calculados pelas PMUs sa˜o enviados, por canais adequados de
comunicac¸a˜o, ao concentrador de dados. Esse equipamento, por sua vez, reunindo as medidas
de magnitude e aˆngulo das tenso˜es nas barras, dispo˜e de um ”retrato” do estado do sistema,
em tempo real. O detalhamento dos principais componentes de um SPMS e as suas aplicac¸o˜es
em SEE sera˜o apresentados no Capı´tulo 2.
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1.4 Objetivo do Presente Trabalho
O objetivo do presente trabalho e´ investigar a potencialidade da utilizac¸a˜o de dados fasoriais
sincronizados na melhoria da estabilidade angular a pequenos sinais dos sistemas ele´tricos. Os
SPMS fornecem uma grande quantidade de informac¸o˜es sobre o comportamento dinaˆmico do
sistema. A possibilidade de acesso a diversos sinais sincronizados e distantes geograficamente
abre a possibilidade de estudos de novos esquemas de controle. Estes esquemas podem ser
projetados com o objetivo de melhorar o desempenho dinaˆmico do sistema ele´trico.
1.5 Descric¸a˜o do Trabalho
O foco principal deste trabalho e´ o projeto e estudo de desempenho de um sistema de
controle hiera´rquico para amortecimento de oscilac¸o˜es em sistemas de energia ele´trica. Esse
esquema de controle e´ apresentado na Figura 2.
Figura 2: Estrutura de controle em dois nı´veis
Esse esquema de controle e´ concebido para trabalhar em sinergia com o tradicional controle
descentralizado. Suas maiores vantagens sa˜o:
• melhoria do desempenho do sistema fornecida pelo controle descentralizado;
• em caso de falha do controle central, o controle descentralizado garante um desempenho
mı´nimo;
6 1 Introduc¸a˜o
• facilidade de ajuste do controle central, quando comparado com o controle descentrali-
zado.
O projeto desse esquema de controle apresenta diversos desafios entre os quais se citam:
• selec¸a˜o de pontos de medic¸a˜o e controle;
• considerac¸a˜o dos atrasos envolvidos no processo de medic¸a˜o e controle;
• projeto de controladores com realimentac¸a˜o dinaˆmica de saı´das de baixa ordem;
• utilizac¸a˜o de me´todos de projeto multivaria´veis;
• robustez diante de perturbac¸o˜es.
A ana´lise e sı´ntese de controladores com atraso e´ um problema difı´cil tanto do ponto de vista
matema´tico como de engenharia pra´tica (TANG; LUO, 1999). No caso do controle hiera´rquico,
ha´ a necessidade de considerar os atrasos na transmissa˜o dos dados da PMU ao centro de con-
trole e do centro de controle para o atuador. Como apresentado em (WU et al., 2004), os atrasos
podem degradar o desempenho do controlador, chegando ate´ mesmo a prejudicar a estabilidade
do sistema. Neste trabalho, os atrasos foram modelados e incluı´dos no momento de projeto do
controlador. Desse modo, alcanc¸aram-se resultados superiores aos apresentados em (DOTTA et
al., 2007).
Para o projeto do controlador central, considera-se um me´todo tradicional ja´ aplicado a`
a´rea de sistemas de energia e me´todos ainda pouco explorados, pore´m que apresentam grande
potencial para o problema especı´fico.
O me´todo tradicional utilizado e´ baseado em controle o´timo sujeito a restric¸o˜es estruturais.
Esse me´todo, utiliza a representac¸a˜o linear do sistema e na resoluc¸a˜o da equac¸a˜o de Riccati,
considera restric¸o˜es de realimentac¸a˜o de saı´das. Ale´m disso, atrasos podem ser facilmente
incorporados ao projeto. Controladores dinaˆmicos de baixa ordem podem ser projetados dire-
tamente sem a necessidade de reduc¸a˜o de ordem de alto grau.
Alternativamente aos me´todos tradicionais baseados na equac¸a˜o de Riccati e LMIs (Linear
Matrix Inequalities), me´todos de busca direta e hı´bridos apresentam potencial e sa˜o pouco ex-
plorados na a´rea de sistemas de energia. Esses me´todos apresentam como principais vantagens
a simplicidade de implementac¸a˜o e a capacidade de trabalhar com problemas na˜o-convexos e
na˜o-suaves.
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Adicionalmente, me´todos sa˜o propostos para selec¸a˜o de sinais e pontos de medic¸a˜o e con-
trole. Com a expansa˜o e disponibilidade de sinais de PMUs em centros de controle, surge a
necessidade de ferramentas para filtrar informac¸o˜es relevantes. A grande questa˜o e´ a de seleci-
onar sinais e pontos de medic¸a˜o que apresentem a melhor observabilidade e controlabilidade de
modos de oscilac¸a˜o com baixo amortecimento.
Os esquemas de controle projetados sa˜o simulados usando modelos lineares e na˜o-lineares
para a validac¸a˜o dos resultados. Dois sistemas-teste de diferentes portes sa˜o utilizados, e as
variac¸o˜es de diversos paraˆmetros sa˜o considerados para a ana´lise do comportamento dos con-
troladores.
1.6 Estrutura do Trabalho
No Capı´tulo 2, apresentam-se em detalhes os componentes de um sistema de medic¸a˜o fa-
sorial sincronizada e suas potenciais aplicac¸o˜es. No Capı´tulo 3, apresentam-se os principais
trabalhos encontrados na literatura que tratam da melhoria das estabilidade angular utilizando
medic¸a˜o fasorial. No Capı´tulo 4 sa˜o discutidos os principais desafios para o projeto do con-
trole hiera´rquico juntamente com a modelagem do sistema, atrasos e da estrutura de controle.
No Capı´tulo 5 sera˜o apresentados os me´todos utilizados para selec¸a˜o de pontos de medic¸a˜o
e controle e avaliac¸a˜o de sinais adicionais para o controle central. No Capı´tulo 6, discutem-
se os me´todos de projeto disponı´veis para o projeto de controle hiera´rquico. Adicionalmente,
apresentam-se os me´todos utilizados para o projeto do controlador. No Capı´tulo 7, sa˜o apre-
sentados os resultados obtidos com a aplicac¸a˜o dos me´todos apresentados nos Capı´tulos 5 e
6. Finalmente, no Capı´tulo 8, sa˜o apresentadas as concluso˜es do trabalho, juntamente com as
principais contribuic¸o˜es e sugesto˜es para trabalhos futuros.
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2 SISTEMAS DE MEDIC¸A˜O FASORIAL SIN-
CRONIZADA
2.1 Introduc¸a˜o
O foco principal do presente Capı´tulo e´ a descric¸a˜o dos aspectos principais de um SPMS.
Esta descric¸a˜o se faz necessa´ria para o entendimento dos desenvolvimentos realizados no aˆmbito
deste trabalho. A apresentac¸a˜o inicia com o detalhamento de cada um dos equipamentos
que compo˜em um SPMS, bem como a estrutura organizacional, abordando a problema´tica da
inserc¸a˜o dos SPMS na estrutura atual da operac¸a˜o em tempo real de sistemas de poteˆncia. Fi-
nalmente, apresenta-se um apanhado das aplicac¸o˜es mais utilizadas e algumas ja´ disponı´veis
em centros de operac¸a˜o.
2.2 A Unidade de Medic¸a˜o Fasorial (PMU)
A PMU e´ o elemento base de um sistema de medic¸a˜o fasorial sincronizado. Essencialmente,
a PMU e´ um dispositivo de medic¸a˜o de tenso˜es e correntes alternadas, com uma refereˆncia
temporal comum, obtida atrave´s de sinais via sate´lite (GPS). As medidas de tensa˜o e corrente
sa˜o processadas pela PMU e convertidas em fasores e, enta˜o, enviadas ao concentrador de dados
a taxas que variam de 10 a 60 sincrofasores por segundo (BHARGAVA, 1999).
A Figura 3 representa a estrutura tı´pica de uma PMU. O processo para a obtenc¸a˜o das
medidas fasoriais inicia na etapa de filtragem, visando evitar os efeitos de aliasing 1. Na etapa
posterior, os sinais de entrada de tensa˜o e corrente sa˜o discretizados utilizando-se conversores
analo´gico-digitais. A refereˆncia temporal de amostragem e´ dada atrave´s do receptor do GPS
(Global Positioning System), que recebe sinais do tipo pulsos por segundo (PPS) os quais, em
conjunto com oscilador do tipo ”Phase-Locked”, fornece os instantes de amostragem.
A etapa subsequ¨ente refere-se ao tratamento matema´tico das amostras por meio do micro-
processador. Utiliza-se a Transformada Discreta de Fourier (DFT - Discrete Fourier Transform),
na sua forma recursiva, para converter amostras de tensa˜o e corrente em fasores (EHRENSPERGER,
2004).
1aliasing: criac¸a˜o de uma falsa frequ¨eˆncia durante o processo de amostragem, devido a` baixa taxa de amostra-
gem. Para se evitar esse efeito, a taxa de amostragem, chamada de taxa de Nyquist, deve ser maior que o dobro da
maior componente de frequ¨eˆncia que se deseja medir.
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Figura 3: Estrutura Ba´sica da PMU
2.3 Concentrador de Dados
O concentrador de dados, referido como PDC (Phasor Data Concentrator), tem a finali-
dade de: receber os fasores enviados pelas PMUs; verificar eventuais erros de transmissa˜o; e
organizar e disponibilizar dados para outras aplicac¸o˜es. A Figura 4 ilustra este processo.
Figura 4: Func¸o˜es ba´sicas do PDC
Conforme Xie et al. (2006), as principais caracterı´sticas que um PDC devera´ ter para ga-
rantir um bom desempenho de um SPMS sa˜o:
• simultaneidade: receber, processar e disponibilizar os dados fasoriais simultaneamente;
• robustez: suportar falhas de hardware e software, armazenar de forma segura os dados
fasoriais e, ainda, suportar falhas nos canais de comunicac¸a˜o sem perdas de dados;
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• expansibilidade: suportar o aumento do processamento de dados, devido ao aumento no
nu´mero de PMUs ;
• rapidez: manter o equilı´brio entre o tempo de acesso e a capacidade de armazenamento.
Atualmente, o formato dos dados transferidos entre PMUs e PDC e´ baseado no protocolo
IEEE C37.118, aprovado em 2005, em substituic¸a˜o ao IEEE 1344, que era o padra˜o vigente ate´
enta˜o.
2.4 Canais de Comunicac¸a˜o
Os canais de comunicac¸a˜o teˆm o objetivo bem definido de viabilizar a transfereˆncia de
dados entre as PMUs e o PDC, bem como permitir a troca de informac¸o˜es entre PDCs de
diferentes a´reas. Podem ser utilizados, como sistemas de conexa˜o entre as PMUs e os PDCs,
links de fibra o´ptica, canais de microondas (YI et al., 2001), Power Line Comunication (PLC),
sistema de modems (LIU, 2002) e, ate´ mesmo, a pro´pria internet com o sistema de Virtual
Private Network -VPN (MARTINEZ et al., 2005). Os protocolos de comunicac¸a˜o mais utilizados
para a comunicac¸a˜o sa˜o TCP/IP e UDP/IP. A escolha do sistema de comunicac¸a˜o a ser utilizado
esta´ diretamente ligada a` aplicac¸a˜o que esta´ sendo considerada. Aplicac¸o˜es de monitorac¸a˜o
na˜o exigem uma taxa de transfereˆncia e seguranc¸a de recebimento exigida por uma aplicac¸a˜o
de controle. No caso de aplicac¸o˜es de monitorac¸a˜o pode-se utilizar a internet como meio de
comunicac¸a˜o entre as PMUs e o PDC.
No caso de aplicac¸o˜es de controle, Hu e Centeno (2006) sugerem o uso de fibra o´tica dado
a necessidade de minimizar a lateˆncia da rede. O atraso depende, fundamentalmente, do meio
fı´sico escolhido para a transmissa˜o dos dados. A comunicac¸a˜o via sate´lite apresenta atrasos na
faixa de 750ms, enquanto a transmissa˜o via fibra o´tica e´ de 100ms (NADUVATHUPARAMBIL et
al., 2002). Isto influencia diretamente o desempenho dos controladores. Para aplicac¸o˜es crı´ticas
como a de controle em tempo real, canais redundantes podem ser necessa´rios, pois em caso de
perda de um canal o outro podera´ suprir esta deficieˆncia.
2.5 Base de Dados
A base de dados e´ um importante componente, que tem como func¸a˜o principal coletar e
arquivar os dados do PDC. Este processo pode afetar diretamente o desempenho do sistema
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em tempo real. O problema do desempenho esta´ diretamente relacionado ao tempo de leitura e
escrita na base de dados.
Esse problema pode ser contornado usando-se uma base de dados em tempo real ja´ que
bases como esta fornecem a garantia de armazenamento de acordo com um intervalo de tempo
pre´-especificado. No entanto, ha´ poucos fornecedores deste tipo de produto (HU; CENTENO,
2006).
Dado a careˆncia de desenvolvimentos nesta a´rea, Jinyu et al. (2003) relatam a necessidade
do desenvolvimento de uma base de dados em tempo real para o projeto de um SPMS na China.
2.6 Arquitetura Gene´rica de um SPMS
A arquitetura e´ dividida em quatro camadas, como segue:
• Camada 1, Aquisic¸a˜o de Fasores - as PMUs sa˜o instaladas em subestac¸o˜es para me-
dir tensa˜o, corrente e frequ¨eˆncia. PMUs podem ser programadas para armazenar dados
selecionados por eventos como sub/sobre tensa˜o e/ou frequ¨eˆncia;
• Camada 2, Gerenciamento de Dados - O PDC coleta os dados enviados pelas PMUs e
por outros PDCs e os correlaciona em uma configurac¸a˜o u´nica de dados;
• Camada 3, Servic¸o de Dados - Esta camada inclui uma configurac¸a˜o de servic¸os reque-
ridos para formatar os dados necessa´rios a diferentes aplicac¸o˜es. A maior parte destes
servic¸os esta relacionada a` capacidade de fornecer dados em um formato pro´prio requi-
sitado para uma determinada aplicac¸a˜o no intervalo de tempo necessa´rio a execuc¸a˜o da
mesma. Esta camada tambe´m realiza o gerenciamento e monitorac¸a˜o dos pacotes recebi-
dos verificando erros, perdas e sincronizac¸a˜o;
• Camada 4, Aplicac¸o˜es - Camada onde as aplicac¸o˜es para operac¸a˜o em tempo real sa˜o
executadas. Maiores detalhes destas aplicac¸o˜es sa˜o apresentadas no pro´ximo capı´tulo.
A Figura 5 ilustra a arquitetura gene´rica do sistema.
Um outro ponto importante e´ a inserc¸a˜o desta tecnologia na atual estrutura de operac¸a˜o
em tempo real de sistemas de poteˆncia. A Figura 6 ilustra a arquitetura atual de operac¸a˜o e
uma proposta para a inserc¸a˜o desta tecnologia na indu´stria (MARTINEZ et al., 2005). Da ana´lise
da literatura constata-se que a inserc¸a˜o desta tecnologia vem sendo feita como um nı´vel ope-
racional emergente representado pelo Nı´vel 4 da Figura 6. Esse nı´vel na˜o esta´ sendo enca-
rado como uma substituic¸a˜o dos nı´veis 2 e 3, mas como um complemento para os sistemas
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Figura 5: Estrutura gene´rica de um SPMS
SCADA/EMS. Esse novo nı´vel tambe´m contaria com aplicac¸o˜es especı´ficas principalmente nas
a´reas de monitorac¸a˜o, protec¸a˜o e controle, em tempo real, de grandes a´reas. As aplicac¸o˜es mais
exploradas sa˜o discutidas na pro´xima Sec¸a˜o.
Figura 6: Estrutura de operac¸a˜o em tempo real com SPMS
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2.7 Aplicac¸o˜es
O espectro de aplicac¸a˜o da tecnologia de medic¸a˜o fasorial, na a´rea de sistemas de energia
ele´trica, e´ de elevada dimensa˜o (CIGRE, 2007),(PHADKE, 2008),(XIE et al., 2006). Podem ser
realizadas aplicac¸o˜es na a´rea de monitorac¸a˜o em tempo real, ana´lise de distu´rbios, estimac¸a˜o de
estados, melhoria de modelos e protec¸a˜o sisteˆmica. Aplicac¸o˜es de controle para a melhoria da
estabilidade angular, frequeˆncia e de tensa˜o. A grande maioria dos desenvolvimentos na a´rea
de aplicac¸o˜es para medic¸a˜o fasorial sincronizada esta˜o sob desenvolvimento ou veˆm sendo pla-
nejadas para instalac¸a˜o (CIGRE, 2007). Dado o grande nu´mero de trabalhos sobre o tema, nesta
sec¸a˜o apresentam-se as aplicac¸o˜es que encontram-se em esta´gio mais avanc¸ado de desenvolvi-
mento e disponı´veis em centros de operac¸a˜o (MARTINEZ et al., 2005)(XIE et al., 2006)(KLUMP et
al., 2005)(BALLANCE et al., 2003) (DECKER et al., 2006)(PHADKE, 2008):
• monitorac¸a˜o de diferenc¸as angulares;
• detecc¸a˜o de modos de oscilac¸a˜o;
• monitorac¸a˜o de distu´rbios para analises off-line e melhoria de modelos.
A monitorac¸a˜o de diferenc¸as angulares apresenta dados adicionais para o carregamento
de uma linha de transmissa˜o. Dependendo da condic¸a˜o de operac¸a˜o do sistema, informac¸o˜es
complementares a`s fornecidas pelo estimator de estados sa˜o necessa´rias. Um exemplo de
monitorac¸a˜o, em tempo real, dos aˆngulos e´ apresentada na Figura 7 (KLUMP et al., 2005). O
objetivo da aplicac¸a˜o e´ o de nitidamente mostrar que a conexa˜o entre as barras 5 e 8 na˜o pode
ser reestabelecida naquele momento. Essas barras apresentam uma significante diferenc¸a angu-
lar apresentada em tons em contraste. A regia˜o com maior magnitude angular e´ apresentada em
escuro, e a regia˜o com menores aˆngulos e´ apresentada em tom claro.
As aplicac¸o˜es para detecc¸a˜o de amortecimento e dos modos de oscilac¸o˜es utilizam o sin-
cronismo e a alta resoluc¸a˜o de tempo fornecidas pelo sistema SPMS. Essa aplicac¸a˜o requer
algoritmos mais sofisticados de ana´lise comparado com outras aplicac¸o˜es de monitorac¸a˜o 2.
Duas principais abordagens sa˜o utilizadas para tratar o problema: os me´todos convencionais
e os parame´tricos (SANTOS, 2008). Os me´todos convencionais sa˜o aqueles que fazem uso da
transformada de Fourier e suas variantes para realizar a ana´lise espectral.
A segunda abordagem e´ a dos me´todos parame´tricos, os quais tratam o problema a partir
da determinac¸a˜o de um modelo que se aproxime do processo real, o que elimina a necessidade
2Em grande parte das aplicac¸o˜es de monitorac¸a˜o os dados sa˜o apresentados diretamente em tela sem a necessi-
dade de grandes desenvolvimentos metodolo´gicos
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Figura 7: Aplicac¸o˜es Variac¸a˜o Angular
do emprego de janelas de tempo, reduzindo, assim, seus impactos de distorc¸a˜o. Dessa forma,
a estimac¸a˜o espectral se resume em estimar os paraˆmetros do modelo assumido. As aplicac¸o˜es
de detecc¸a˜o de modos de oscilac¸a˜o ja´ esta˜o em escala industrial e disponı´vel em centros de
operac¸a˜o da Austra´lia e do Reino Unido, como descrito em Wilson (2007).
As aplicac¸o˜es de monitorac¸a˜o off-line sa˜o geralmente usadas como ferramenta experimental
e porta de entrada dessa tecnologia nos centros de operac¸a˜o. Devido a` visa˜o sisteˆmica, os dados
armazenados auxiliam a monitorac¸a˜o e o entendimento de distu´rbios ocorridos na rede ele´trica.
Essas informac¸o˜es veˆm sendo tambe´m usadas para detecc¸a˜o de erros e aprimoramento dos
modelos de simulac¸a˜o. Discrepaˆncias entre os dados medidos e o reproduzido pelos modelos
de simulac¸a˜o veˆm sendo observados pelas empresas de energia do sistema oeste dos Estados
Unidos (HAUER; BESHIR, 2000) e China (MIN, 2002). Um dos principais me´todos, para o refina-
mento de modelos utilizados pelo WECC, consiste na utilizac¸a˜o de dados de refereˆncia obtidos
pela monitorac¸a˜o do comportamento do sistema em regime permanente, distu´rbios ocorridos e
teste de campo. Todos esses dados teˆm relevaˆncia e sa˜o utilizados juntamente com os dados
colhidos pelo sistema de medic¸a˜o fasorial sincronizada.
Essas sa˜o as aplicac¸o˜es mais comuns encontradas na literatura, pore´m na˜o as u´nicas. Uma
grande diversidade de aplicac¸o˜es, estudos e pesquisas veˆm sendo desenvolvidos, nas mais di-
versas a´reas, que consideram desde iniciativas acadeˆmicas ate´ industriais. Os desenvolvimentos
realizados, no Brasil, ate´ o momento, sera˜o apresentados na sequ¨eˆncia.
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2.7.1 Brasil
No Brasil, sa˜o dois os principais projetos envolvendo o desenvolvimento de SPMSs: Projeto
do Operador Nacional do Sistema Ele´trico (ONS), ainda em fase de especificac¸a˜o; e o Projeto
Medfasee. Esses projetos, embora tenham objetivos especı´ficos distintos, compartilham do
objetivo geral de contribuir para o desenvolvimento de SPMSs no Brasil, visando a` melhoria
do desempenho do Sistema Ele´trico Brasileiro, do ponto de vista operacional e econoˆmico
(SANTOS, 2008).
2.7.1.1 Projeto ONS
O objetivo principal do projeto de medic¸a˜o fasorial do ONS e´ aumentar a confiabilidade do
SIN, pelo uso da tecnologia de medic¸a˜o sisteˆmica para monitoramento e controle. Inicialmente,
o objetivo desse projeto e´ dispor de uma infra-estrutura de medic¸a˜o sincronizada de fasores
robusta, com disponibilidade adequada e segura para (ARAUJO et al., 2007):
• implementar um sistema de registro de fasores - tem o objetivo de registrar o desem-
penho dinaˆmico do SIN durante perturbac¸o˜es sisteˆmicas. E´ previsto o monitoramento de
aproximadamente 58 estac¸o˜es;
• aplicar a tecnologia de medic¸a˜o fasorial para dar suporte a` decisa˜o em tempo real -
visa a` melhoria do processo de estimac¸a˜o de estados e o desenvolvimento de ferramentas
para a visualizac¸a˜o de grandezas em tempo real.
A definic¸a˜o das responsabilidades do ONS e dos Agentes, acerca desse projeto, foi regula-
mentada pela Resoluc¸a˜o Normativa - ANEEL 170/2005. Como atribuic¸o˜es do ONS, as etapas
de definic¸a˜o da Arquitetura do SPMS e os requisitos do sistema de comunicac¸a˜o, da quantidade
e da localizac¸a˜o das PMUs, do sistema de registro de fasores, ja´ foi concluı´da. Atualmente,
o projeto se encontra em processo de homologac¸a˜o e definic¸a˜o do cronograma de implantac¸a˜o
das PMUs, nas instalac¸o˜es dos agentes (SANTOS, 2008).
2.7.1.2 Projeto MedFasee
O Projeto MedFasee teve inı´cio em 2003, por meio de uma parceria entre a Universidade
Federal de Santa Catarina (UFSC), a empresa Reason Tecnologia e a FINEP (EHRENSPERGER,
2004). Um dos resultados do projeto foi o desenvolvimento de um proto´tipo de SPMS, cons-
tituı´do por treˆs unidades de medic¸a˜o fasorial, instaladas nas capitais dos treˆs estados do Sul
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do Brasil (conectadas a` rede de baixa tensa˜o) e um concentrador de dados, localizado no Lab-
Plan/UFSC. O proto´tipo se encontra em operac¸a˜o desde 2004, monitorando grandezas do sis-
tema ele´trico brasileiro (DECKER et al., 2004). Entre os objetivos futuros do projeto, esta˜o o
desenvolvimento de um proto´tipo de SPMS de abrangeˆncia nacional, com fins acadeˆmicos, e a
continuidade dos desenvolvimentos metodolo´gicos acerca das potenciais aplicac¸o˜es de SPMSs.
Recentemente, foi posto em operac¸a˜o um novo proto´tipo de SPMS na empresa Eletrosul, cons-
tituı´do por quatro PMUs e um PDC. Esse proto´tipo esta´ sendo desenvolvido no aˆmbito do
projeto MedFasee-Eletrosul, por meio da parceria entre a Eletrosul Centrais Ele´tricas, a UFSC
e a empresa Reason Tecnologia. Os objetivos iniciais sa˜o avaliar o desempenho do proto´tipo
em operac¸a˜o e desenvolver aplicac¸o˜es de monitoramento e localizac¸a˜o de faltas.
2.8 Concluso˜es
Neste Capı´tulo, foram descritos os resultados da revisa˜o bibliogra´fica sobre o tema relaci-
onado a` estrutura do sistema de medic¸a˜o fasorial sincronizada. Com uma taxa de amostragem
muito superior aos dos tradicionais sistemas SCADA/EMS (60 amostragens por segundo), os
sistemas SPMS sa˜o capazes de fornecer, em tempo real, informac¸o˜es relevantes sobre o com-
portamento dinaˆmico do sistema.
A tecnologia apresenta os mais diferentes esta´gios de desenvolvimento, variando de acordo
com as necessidades e problemas especı´ficos dos sistema ele´tricos locais. As aplicac¸o˜es com
esta´gio avanc¸ado encontram-se na a´rea de monitorac¸a˜o e, tambe´m, sa˜o utilizadas para assimi-
lar e entender a potencialidade e limitac¸o˜es desta ferramenta. Aplicac¸o˜es na a´rea de controle
esta˜o ainda em esta´gio de estudo e desenvolvimento e sa˜o o propo´sito da discussa˜o do pro´ximo
capı´tulo.
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3 MELHORIA DA ESTABILIDADE ANGU-
LAR UTILIZANDO MEDIC¸A˜O FASORIAL
SINCRONIZADA
3.1 Introduc¸a˜o
O crescimento da demanda e os processos de desverticalizac¸a˜o das companhias de eletri-
cidade de diversos paı´ses, por vezes, teˆm levado o sistema de transmissa˜o a ser operado com
altos nı´veis de carregamento e com baixas margens de seguranc¸a (BALLANCE et al., 2003). Na
operac¸a˜o de sistemas com alto ı´ndice de carregamento, a monitorac¸a˜o da dinaˆmica adquire
grande importaˆncia, exigindo elevada exatida˜o e altas taxas de atualizac¸a˜o que os sistemas
SCADA atuais na˜o sa˜o capazes de fornecer (KLUMP et al., 2005). Os SPMS veˆm a contribuir
com a superac¸a˜o dessa dificuldade, por fornecerem a medida direta de fasores, em taxas supe-
riores ao SCADA.
O objetivo principal deste Capı´tulo e´ o de discutir as aplicac¸o˜es de controle encontradas
na literatura e que apresentam potencial para trazer melhorias ao desempenho dinaˆmico dos
sistemas de poteˆncia do ponto de vista da estabilidade angular 1. O Capı´tulo inicia-se com
uma discussa˜o sobre as principais contribuic¸o˜es para a melhoria da estabilidade angular possi-
bilitada pela utilizac¸a˜o dos SPMS. Na sequ¨eˆncia, apresenta-se uma revisa˜o das aplicac¸o˜es para
estabilidade transito´ria e uma discussa˜o das principais estruturas de controle viabilizadas com
a utilizac¸a˜o de sinais remotos para melhoria da estabilidade a pequenos sinais. O Capı´tulo e´
finalizado com uma discussa˜o dos principais me´todos encontrados, na literatura, para o projeto
de esquemas de controle, para a estabilidade a pequenos sinais.
3.2 Conceito de Estabilidade Angular
Conceitos ba´sicos de dinaˆmica de sistemas permitem classificar a estabilidade em termos da
existeˆncia de um ponto de equilı´brio, estabilidade do ponto de equilı´brio e a regia˜o de atrac¸a˜o do
ponto de equilı´brio. A existeˆncia e estabilidade do ponto de equilı´brio esta´ associado ao conceito
de estabilidade a pequenos sinais e e´ um resultado ba´sico da teoria de sistemas dinaˆmicos.
Essa teoria assegura que, por meio das equac¸o˜es do sistema linearizado, pode-se determinar
1Este trabalho esta´ restrito a aplicac¸o˜es para melhoria da estabilidade angular. No entanto, va´rios trabalhos veˆm
sendo desenvolvidos considerando a aplicac¸a˜o de medic¸a˜o fasorial sincronizada para melhoria da estabilidade de
tensa˜o e de frequ¨eˆncia, como descrito em Zima et al. (2005), CIGRE (2007)
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qualitativamente o comportamento do sistema em torno de um ponto de operac¸a˜o. A dimensa˜o
da regia˜o de atrac¸a˜o e´ determinada pela configurac¸a˜o do sistema, apo´s uma grande perturbac¸a˜o,
e esta´ associado ao conceito de estabilidade transito´ria.
Tratando-se de sistemas ele´tricos, a estabilidade angular refere-se a` capacidade das ma´quinas
sı´ncronas, pertencentes a um mesmo sistema, em permanecer em sincronismo apo´s uma perturba-
c¸a˜o. Isso depende, fundamentalmente, da habilidade em manter/restaurar o equilı´brio entre tor-
que magne´tico e mecaˆnico de cada ma´quina do sistema. A instabilidade resultante ocorre na
forma do aumento angular de alguns geradores levando a` perda do sincronismo com relac¸a˜o ao
resto do sistema. Seguindo a definic¸a˜o de estabilidade de sistemas dinaˆmicos, a estabilidade
angular pode ser dividida em duas categorias (KUNDUR et al., 2004), sa˜o elas:
• Estabilidade Angular a Pequenos Sinais;
• Estabilidade Angular Transito´ria.
3.3 SPMS para Melhoria da Estabilidade
Por meio dos SPMS, sinais sincronizados com uma alta taxa de amostragem (60 amostras
por segundo) podem ser medidos, em um determinado ponto, e enviados para processamento em
um controlador localizado em uma subestac¸a˜o distante do local de medic¸a˜o, ou em um centro
de operac¸a˜o do sistema ele´trico. A possibilidade de acesso a diversos sinais sincronizados e
distantes geograficamente abre a possibilidade de estudos de novos esquemas de controle para
sistemas ele´tricos. A capacidade de medic¸a˜o de uma PMU e´ ilustrada na Figura 8. O conjunto
de medidas disponibilizadas e´ composto pela magnitude de tensa˜o na barra VB e o aˆngulo θB,
e medidas em linhas representadas pelas magnitudes e aˆngulos de corrente I1,I2 ,I3 , IL, θ1 ,
θ2, θ3 e θL, onde o ı´ndice L designa carga local. A partir dessas medidas, outras grandezas
podem ser facilmente calculadas, como poteˆncia ele´trica ativa/reativa, e a frequ¨eˆncia que pode
ser calculada a partir da variac¸a˜o do aˆngulo da barra.
Grandezas, como o aˆngulo e a velocidade angular de uma ma´quina sı´ncrona, importantes
para a melhoria da estabilidade angular, podem tambe´m ser estimadas (ANGEL et al., 2007; HU;
SUN Y., 2005). Interessantes inovac¸o˜es veˆm sendo realizadas nesse sentido. Um novo conceito
de PSS foi desenvolvido e implementado, em plataforma digital, em uma parceira da Hydro-
Que´bec e a ABB. Esse produto usa um algoritmo para sintetizar a velocidade do rotor por
meio de medidas das tenso˜es e correntes terminais de um gerador (CIGRE, 2007; GRONDIN et
al., 2003). Dessa forma, a velocidade do rotor poderia, tambe´m, ser utilizada como sinal de
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Figura 8: Medidas fornecidas pela PMU
controle.
3.3.1 Atraso no Sinal
Tratando-se de projetos de sistemas de controle, utilizando-se dados de PMUs, um fator
importante a ser considerado e´ o atraso no processo de aquisic¸a˜o, transmissa˜o e sincronizac¸a˜o
de dados. O processo de envio de um sinal medido, em uma PMU, ate´ a sua chegada ao PDC
consiste de treˆs etapas principais. Sa˜o elas:
• medic¸a˜o de processamento do sinal na PMU;
• transmissa˜o do sinal;
• sincronizac¸a˜o e processamento dos pacotes no PDC.
A estimac¸a˜o dos atrasos envolvidos nesse processo sa˜o de grande interesse, pois tem efeito
direto nas aplicac¸o˜es de controle para sistemas ele´tricos. Nos primeiros trabalhos sobre o tema
estava-se interessado em medir o atraso total desde o processo de medic¸a˜o ate´ disponibilizac¸a˜o
do pacote no PDC (NADUVATHUPARAMBIL et al., 2002). Os trabalhos mais recentes teˆm por
objetivo um estudo detalhado dos atrasos, discriminando o atraso em cada etapa do processo
(STAHLHUT et al., 2008).
Um dos primeiros trabalhos a discutir essa questa˜o e´ apresentado na refereˆncia
Naduvathuparambil et al. (2002). Como trabalho pioneiro, o artigo apresenta os atrasos encon-
trados em diferentes meios fı´sicos de transmissa˜o de dados que podem ser usados em um SPMS.
A discussa˜o central e´ a de apresentar as vantagens e desvantagens de cada canal de transmissa˜o.
Os atrasos estimados variavam de acordo com o canal de transmissa˜o e estavam na faixa de
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100− 700ms, respectivamente, canal de fibra o´ptica e comunicac¸a˜o via sate´lite. Esse atraso
medido abrange todas as etapas do processo.
A estimativa de atrasos totais sa˜o tambe´m apresentados em Bruno et al. (2007) e Xie et al.
(2006). Nesses dois trabalhos, os autores apresentam os atrasos totais obtidos em sistemas de
medic¸a˜o fasorial instalados, respectivamente, no sistema ele´trico italiano (BRUNO et al., 2007) e
no sistema ele´trico chineˆs (XIE et al., 2006). Os atrasos medidos abrangem todo o processo de
medic¸a˜o ate´ a sua disponibilizac¸a˜o no PDC. Nos dois trabalhos, utilizam-se fibras o´ticas como
meio fı´sico e o atraso estimado e´ de 100ms.
Procurando-se entender melhor a natureza dos atrasos, no trabalho de Taylor et al. (2005),
uma estimativa do atraso, em cada etapa do processo de envio do pacote, e´ apresentado, como
segue:
• processo de medic¸a˜o (50ms);
• transmissa˜o do sinal (33ms );
• processamento dos pacotes no PDC (33ms).
Um atraso total de na faixa de 116ms, foi estimado. Taylor et al. (2005) discutem a in-
flueˆncia dos atrasos no desempenho do controlador apresentado. Para aplicac¸o˜es de controle,
os atrasos desejados devem ser da menor ordem possı´vel. Os autores apontam os canais de fi-
bras o´ticas como a melhor alternativa para aplicac¸o˜es de controle, pois esses canais apresentam
um menor tempo de transmissa˜o do pacote.
Um trabalho recente e abrangente no tema e´ apresentado em Stahlhut et al. (2008). Nesse
trabalho apresenta-se um estudo detalhado dos atrasos de transmissa˜o para aplicac¸o˜es em Wide-
Area Control Systems (WACS). A partir de uma bateria de medic¸o˜es realizadas, atrasos me´dios
de 20ms, com um desvio padra˜o de 4.6ms, foram encontrados. Esses ca´lculos consideram
somente atrasos no processo de envio do pacote abrangendo as camadas de hardware (fibra
o´tica) e software envolvidas no processo.
Da ana´lise desse material, conclui-se que um atraso, na faixa de 100ms, pode ser conside-
rado um boa estimativa para o projeto de controladores, usando sinais de medic¸a˜o fasorial. Essa
faixa de atraso abrange o processo de medic¸a˜o na sua totalidade.
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Segundo Ernst e Pavella (2000), o problema de controle da estabilidade transito´ria pode ser
dividido em duas partes: avaliac¸a˜o da instabilidade originada pela ocorreˆncia de um distu´rbio
severo e a escolha de ac¸o˜es capazes de estabilizar o sistema. Dois tipos de controle podem ser
utilizados:
• Controle Preventivo;
• Controle de Emergeˆncia.
No controle preventivo, as ac¸o˜es de controle sa˜o definidas com o objetivo de melhorar
a seguranc¸a operacional do sistema ele´trico em caso de detecc¸a˜o de uma condic¸a˜o operativa
desfavora´vel. As ac¸o˜es de controle devem ser tomadas no sentido de aumentar a margem de
seguranc¸a do sistema. Nesse sentido, simulac¸o˜es no domı´nio do tempo da dinaˆmica do sistema
sa˜o realizadas para a identificac¸a˜o de distu´rbios severos e ac¸o˜es de controle sa˜o determinadas
para a melhoria da estabilidade do sistema em caso de contingeˆncias crı´ticas. O redespacho
de poteˆncia e´ uma das ac¸o˜es mais consideradas. A decisa˜o de executar ou protelar a ac¸a˜o de
controle depende, em geral, do engenheiro de operac¸a˜o em tempo real.
O controle de emergeˆncia, por outro lado, tem por objetivo realizar ac¸o˜es de controle apo´s
a ocorreˆncia de um distu´rbio severo. As ac¸o˜es de controle podem ser definidas em tempo real
(controle em malha fechada) ou avaliadas previamente por meio de simulac¸o˜es off-line (controle
de malha aberta).
A principal contribuic¸a˜o das redes SPMS e´ o de permitir a evoluc¸a˜o dos esquemas de con-
trole de emergeˆncia baseados em eventos, para sistemas que seguem a resposta dinaˆmica do
sistema, dada a disponibilidade de informac¸o˜es em tempo real. Em contraste com sistema de
controle de emergeˆncia atuais, os sistemas baseados em medic¸a˜o fasorial utilizam sensores es-
trategicamente posicionados para monitorar a resposta do sistema quando submetido a eventuais
distu´rbios. Tem-se, enta˜o, um sistema de controle realimentado em que as ac¸o˜es de controle sa˜o
determinadas e quantificadas pela observac¸a˜o da resposta do sistema.
Os desafios para o projeto de controladores em malha fechada, usando sinais de medic¸a˜o
fasorial, esta˜o relacionados aos atrasos no processo de envio dos sinais e ao uso de algoritmos
de controle capazes de sintetizar a ac¸a˜o de controle em tempo real. Este u´ltimo e´ o maior desafio
dada a alta dimensa˜o do sistema e o tempo reduzido de tomada de decisa˜o.
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Devido aos desafios de grande magnitude, trabalhos na a´rea de controle de emergeˆncia em
malha fechada sa˜o escassos. Na pro´xima Sec¸a˜o, apresentam-se os trabalhos encontrados na
literatura que tratam dessa questa˜o utilizando dados de medic¸a˜o fasorial sincronizada.
3.4.1 Controle de Emergeˆncia em Malha Fechada
Proposto em Taylor et al. (2005), o sistema WACS (Wide-Area stability and voltage Control
System) consiste de uma plataforma ra´pida e flexı´vel para rejeic¸a˜o de gerac¸a˜o e chaveamento
de compensadores de reativo para a melhoria da estabilidade transito´ria. Para atingir esse ob-
jetivo, utiliza-se medic¸a˜o fasorial da sequ¨eˆncia positiva, comunicac¸a˜o por fibra o´ptica (direta-
mente com as subestac¸o˜es de 500 kV), um computador para controle em tempo real e canais de
comunicac¸a˜o para rejeic¸a˜o de geradores e chaveamento de banco de capacitores/indutores em
linhas de 500 kV (TAYLOR et al., 2005).
O sistema WACS aparece como uma alternativa aos tradicionais sistemas de controle de
emergeˆncia, citados na literatura como Special Protection Schemes (SPS). Os SPSs sa˜o base-
ados na detecc¸a˜o direta de distu´rbios pre´-definidos e atuam por meio de lo´gicas pre´-definidas.
Taylor et al. (2005) relatam que as principais desvantagens dos tradicionais SPSs sa˜o: capaci-
dade de controlar somente eventos pre´-definidos, complexidade e relativo alto custo.
Em contraste com os SPSs, os sistemas baseados em WACS utilizam sensores estrate-
gicamente posicionados para monitorar a resposta do sistema quando submetido a eventuais
distu´rbios. WACS e´ um sistema de controle realimentado em que as ac¸o˜es de controle sa˜o
determinadas e comandadas pela observac¸a˜o da resposta do sistema. Ac¸o˜es de controle, como
rejeic¸a˜o de geradores e chaveamentos de bancos de capacitores, sa˜o tomadas quando necessa´rio.
Nesse sistema, medic¸o˜es fasorias selecionadas a partir do conjunto de PMUs instaladas
na BPA foram utilizadas. Como atuadores, utilizam-se os sistemas de transfer-trip dos SPSs
existentes na BPA. O novo desenvolvimento desse projeto e´ o controlador em tempo real. Para
a operacionalizac¸a˜o desse sistema, necessitam-se algoritmos para detecc¸a˜o e mitigac¸a˜o dos
distu´rbios severos.
Dois algoritmos sa˜o atualmente utilizados para a detecc¸a˜o de distu´rbios em tempo real
(TAYLOR et al., 2005). O primeiro me´todo desenvolvido (VmagQ) e´ baseado na observac¸a˜o de
magnitudes de tensa˜o e na poteˆncia reativa dos geradores, ja´ que esta u´ltima e´ uma indicac¸a˜o do
nı´vel de carregamento do sistema de poteˆncia. Um segundo me´todo (Vmag) baseado somente
na magnitude da tensa˜o foi posteriormente desenvolvido e apresentava-se mais ra´pido e simples
que o primeiro. Entretanto, apo´s a recente troca dos sistemas de controle de tensa˜o de gerado-
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res, que fazem parte do experimento, verificou-se que os dois me´todos apresentam velocidades
semelhantes.
Taylor et al. (2005) apresentam uma breve justificativa teo´rica do algoritmo Vmag. Esse
algoritmo relaciona a variac¸a˜o na tensa˜o de determinadas barras do sistema durante um evento
a` severidade do distu´rbio. Especificamente, quando as tenso˜es permanecem abaixo de certo li-
mite ou quando os erros das tenso˜es ultrapassam valores pre´-especificados, diferentes ac¸o˜es de
controle sa˜o iniciadas para mitigar o distu´rbio. Os autores mostram que afundamentos nos va-
lores da tensa˜o indicam a proximidade da trajeto´ria do sistema do limite da regia˜o de atrac¸a˜o do
corrente ponto de operac¸a˜o. Quando a trajeto´ria permanece dentro da regia˜o de atrac¸a˜o, o sis-
tema permanece esta´vel e cumpre o principal objetivo do controle WACS. De outra forma, se a
trajeto´ria do sistema e´ levada para fora da regia˜o de atrac¸a˜o, o sistema torna-se transitoriamente
insta´vel. Novas experieˆncias em laborato´rio veˆm sendo feitas para a melhoria do sistema. No
futuro, a equipe deseja comercializar um sistema de controle que possa substituir os tradicionais
SPSs.
Em Ernst e Pavella (2000), apresenta-se uma ferramenta para medic¸a˜o do grau de estabi-
lidade angular, utilizando o crite´rio das a´reas iguais (expressando o balanc¸o entre energia ace-
lerante e desacelerante), para o controle de emergeˆncia utilizando dados de medic¸a˜o fasorial.
Inicialmente, os autores descrevem o me´todo SIME (Single Machine Equivalent) e que e´ utili-
zado para a implementac¸a˜o do algoritmo de controle de emergeˆncia. O me´todo desenvolvido e´
denominado SIME Emergencial e conta com medidas em tempo real, apo´s a ocorreˆncia da con-
tingeˆncia, para a avaliac¸a˜o e execuc¸a˜o das ac¸o˜es de controle de emergeˆncia, para a manutenc¸a˜o
da integridade do sistema. Especificamente, a metodologia consiste na predic¸a˜o, por meio da
expansa˜o em se´rie de Taylor, do valor dos aˆngulos dos geradores em um tempo determinado
apo´s a ocorreˆncia da perturbac¸a˜o (tipicamente 100ms), correspondente ao perı´odo po´s-falta.
Os geradores com maiores aberturas angulares sa˜o selecionados como candidatos ao conjunto
de ma´quinas crı´ticas, responsa´veis pela perda de sincronismo do sistema. A determinac¸a˜o das
margens de estabilidade e´ enta˜o realizada com o me´todo SIME, com a respectiva construc¸a˜o
de um equivalente ma´quina barra infinita (OMIB) a partir das medidas obtidas em tempo real.
Para as contingeˆncias que conduzem o sistema a` instabilidade, seleciona-se, dentre os gerado-
res pertencentes ao conjunto de ma´quinas crı´ticas, o nu´mero mı´nimo necessa´rio a ser retirado
de operac¸a˜o, de modo a garantir a estabilidade do sistema. Todo o desenvolvimento parte do
princı´pio de que as varia´veis necessa´rias a` implementac¸a˜o da metodologia podem ser obtidas
por medic¸a˜o fasorial, localizada em cada planta de gerac¸a˜o, e pela instalac¸a˜o de alguns proces-
samentos adicionais para a determinac¸a˜o de aˆngulos, velocidades e acelerac¸o˜es dos geradores.
Como desvantagens desse me´todo destacam-se a necessidade de correta identificac¸a˜o dos gera-
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dores crı´ticos para a construc¸a˜o do equivalente ma´quina barra infinita e a selec¸a˜o adequada dos
geradores a serem retirados de operac¸a˜o.
Bruno et al. (2007) apresentam um sistema de controle em tempo real baseado na resposta
do sistema. O esquema proposto segue os desenvolvimentos apresentados em Taylor et al.
(2005). O controle atua no sistema por meio de dispositivos FACTS e corte de carga. As ac¸o˜es
de controle sa˜o tomadas apo´s a soluc¸a˜o de um problema de otimizac¸a˜o dinaˆmica na˜o-linear
usando o me´todo do lagrangeano aumentado. Os autores relatam a dificuldade de operacionali-
zar o controle em tempo real, dado o porte do problema e o tempo necessa´rio ao processamento
do algoritmo em tempo real. Os autores seguem investigando melhores te´cnicas para reduzir o
tempo de atuac¸a˜o do controle.
3.4.2 Controle de Emergeˆncia em Malha Aberta
Nesse esquema de controla as ac¸o˜es sa˜o definidas a priori por meio de simulac¸o˜es off-line.
Wang et al. (2004) descrevem um SPS para prevenir blackouts no sistema ele´trico de Taiwan
utilizando medic¸a˜o fasorial. O sistema ele´trico de Taiwan e´ divido em duas partes: o norte
de Taiwan e´ uma a´rea predominantemente de gerac¸a˜o e o sul uma a´rea predominantemente de
carga. As duas a´reas sa˜o conectadas por linhas de EHV (Extra Hight Voltage) que, juntamente
com determinados geradores, sa˜o monitorados por PMUs que enviam dados para o centro de
controle do sistema. Essas medidas servem de entrada para um algoritmo de predic¸a˜o da ins-
tabilidade que aciona o SPS. Quando ocorrem eventos no sistema, os geradores que oscilam
coerentemente sa˜o reduzidos a um equivalente ma´quina barra infinita. A identificac¸a˜o dos gru-
pos de geradores que oscilam coerentemente e´ baseada em simulac¸o˜es off-line. As ac¸o˜es de
controle consistem de rejeic¸a˜o de carga e gerac¸a˜o e sa˜o determinadas com base no crite´rio das
a´reas iguais para o equivalente utilizado. Conforme o tamanho da a´rea desacelerante necessa´ria,
a estabilidade do sistema mais ou menos carga ou gerac¸a˜o e´ cortada.
Um sistema on-line de controle da estabilidade transito´ria e´ apresentado em (LI et al., 2005).
Esse sistema tem como base um SPMS, com nove PMUs, localizado na provı´ncia de Jiangsu
na China. O estimador de estados foi alterado para processar medidas fasorias com o objetivo
de melhorar o seu desempenho. Com um tempo menor no processo de estimac¸a˜o de estados,
aplica-se uma metodologia de avaliac¸a˜o da estabilidade transito´ria em tempo real usando-se
simulac¸o˜es no domı´nio do tempo. Os resultados obtidos com esses processamentos sa˜o utili-
zados para melhorar o ajuste do controle de emergeˆncia daquele sistema e das ac¸o˜es a serem
realizadas com o controle preventivo.
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3.5 Melhoria da Estabilidade Angular a Pequenas Perturba-
c¸o˜es usando SPMS
Em se tratando de estabilidade angular a pequenas perturbac¸o˜es, um dos problemas mais
relevantes esta´ relacionado aos efeitos do controle de excitac¸a˜o no amortecimento de oscilac¸o˜es
que caracterizam o fenoˆmeno da estabilidade. Esse efeito tem sido uma preocupac¸a˜o perma-
nente, e a sua ocorreˆncia encontra-se no fato de que, sob condic¸o˜es de operac¸a˜o com carga
pesada e sistema externo fraco, o amortecimento gerado pelo regulador automa´tico de tensa˜o
(RAT) pode ser negativo (DEMELLO; CONCORDIA, 1969).
Dentre as ac¸o˜es empreendidas, inicialmente, para neutralizar as causas do amortecimento
negativo, podem ser citadas a reduc¸a˜o do ganho transito´rio dos reguladores (DEMELLO;
CONCORDIA, 1969) ou a reduc¸a˜o dos limites de transfereˆncia de poteˆncia. Ambas sa˜o altamente
indeseja´veis, porquanto reduzem os limites da estabilidade ou sa˜o economicamente pouco con-
venientes.
Grandes SEEs tipicamente apresentam mu´ltiplos modos de oscilac¸a˜o inter-a´rea, os quais
esta˜o associados com a dinaˆmica dos fluxos inter-a´rea e envolvem grupos de ma´quinas osci-
lando entre si. Com a desregulamentac¸a˜o dos sistemas de energia ele´trica, a transfereˆncia de
energia por linhas de longa distaˆncia esta´ aumentando, sem a adic¸a˜o de novas linhas, causando
o aparecimento de modos inter-a´rea com baixo amortecimento. Incidentes com aparecimento
de modos de oscilac¸a˜o pouco amortecidos e com origem desconhecida esta˜o agora ocorrendo
em sistemas tradicionalmente bem amortecidos. Como resultado, muitos operadores de rede
esta˜o procurando adicionar dispositivos suplementares de amortecimento para incrementar a
seguranc¸a do sistema (CHOW et al., 2000).
O dispositivo tradicional para amortecimento dessas oscilac¸o˜es e´ o Power System Stabi-
lizer (PSS), que fornece um controle suplementar atuando no controle de tensa˜o dos gerado-
res (KUNDUR, 1994). A utilizac¸a˜o de sinal suplementar derivado da velocidade, frequ¨eˆncia,
poteˆncia ele´trica ou poteˆncia de acelerac¸a˜o, na excitac¸a˜o das ma´quinas sı´ncronas, tem sido ate´
agora a melhor maneira de aumentar o amortecimento positivo do sistema (PENA, 1992) . Nos
u´ltimos anos, o uso de dispositivos FACTS (Flexible AC Transmission System) vem se tor-
nando uma pra´tica comum em SEE para o aumento da capacidade de transmissa˜o do sistema
(CHAUDHURI et al., 2004a). Sistemas de transmissa˜o HVDC, os quais teˆm uma caracterı´stica
de resposta ra´pida, podem tambe´m ser usados para o amortecimento de oscilac¸o˜es (HUANG;
XU, 2004). Estudos na a´rea de modulac¸a˜o de poteˆncia ativa tambe´m veˆm sendo considerados
(SAMUELSSON, 2001; KAMWA et al., 1999).
283 MELHORIA DA ESTABILIDADE ANGULAR UTILIZANDO MEDIC¸A˜O FASORIAL SINCRONIZADA
Um cena´rio comum aos projetistas e´ que o nu´mero de modos inter-a´rea dominantes no sis-
tema e´ muito maior que o de dispositivos de controle disponı´veis. Esses dispositivos podem
controlar mu´ltiplos modos desde que o sinal medido contenha informac¸o˜es com relac¸a˜o aos
mesmos. Dessa forma, a aplicac¸a˜o cla´ssica do PSS medindo sinais e amortecendo oscilac¸o˜es
localmente, e talvez adicionando amortecimento a um modo de oscilac¸a˜o inter-a´rea, na˜o e´ su-
ficiente. Novas estruturas de controle, capacitadas a processar informac¸o˜es de modos remotos,
sa˜o necessa´rias para o amortecimento de mu´ltiplos modos (CHOW et al., 2000).
As principais estruturas de controle consideradas na literatura sa˜o quase-decentralizada,
centralizada e hiera´rquica. Na sequ¨eˆncia, essas estruturas sa˜o descritas em detalhes.
3.5.1 Controle Descentralizado com Realimentac¸a˜o de Sinais Remotos
Nesse tipo de estrutura o controlador, localizado na planta, e´ alimentado por um sinal local
e por um sinal remoto. Os dois sinais sa˜o processados localmente no dispositivo e um sinal de
controle e´ gerado. Uma ilustrac¸a˜o desse esquema e´ apresentada na Figura 9.
Figura 9: Estrutura de Controle Quase-Decentralizada
Nesse tipo de estrutura, o atraso a ser modelado esta´ relacionado a uma medida remota.
Em relac¸a˜o ao projeto, podem ser considerados me´todos de projeto SISO (Single Input Single
Output) (CHOW et al., 2000), em que os sinais sa˜o combinados de modo que um u´nico sinal de
entrada chegue ate´ o controlador, ou MISO (Multi Input Single Output), em que os sinais de
entrada sa˜o processados no pro´prio controlador (sı´ntese do sinal de controle), resultando em
um u´nico sinal de saı´da (CHAUDHURI et al., 2004a; MARINI, 2005). Na literatura, encontram-se
trabalhos que procuram explorar a aplicabilidade desse tipo de controlador no sistema, usando
dados remotos de PMU. Diversos dispositivos sa˜o explorados como PSS (SAMUELSSON et al.,
2002; CHOW et al., 2000; MARINI, 2005; CHEN et al., 2006), FACTS (CHAUDHURI et al., 2004b;
CHAUDHURI et al., 2004a) e HVDC (HUANG; XU, 2004).
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3.5.2 Controle Centralizado
Nesse tipo de estrutura, o controlador, situado em um local central (subestac¸a˜o, centro de
operac¸a˜o), e´ alimentado por sinais remotos. Os sinais sa˜o processados no controlador central e
enviados diretamente a` planta localizada remotamente. Uma ilustrac¸a˜o desse esquema e´ apre-
sentada na Figura 10. Nesse caso, cada sinal de controle e´ o resultado do processamento dos
diversos sinais medidos, caracterizando uma estrutura de controle multivaria´vel (MIMO - Mul-
tiple Input Multiple Output). Nas seguintes refereˆncias, encontram-se detalhes do projeto de
controladores centrais utilizando medic¸a˜o fasorial sincronizada (WU; HEYDT, 2003; WU et al.,
2004).
Figura 10: Estrutura de Controle Centralizada
3.5.3 Controle Hiera´rquico
Esse tipo de estrutura de controle e´ uma combinac¸a˜o da convencional estrutura descentrali-
zada de controles locais com um controle central alimentado por sinais remotos. Uma ilustrac¸a˜o
desse esquema e´ apresentada na Figura 11. Os sinais sa˜o processados no controlador central e
enviados a` planta. Na planta, os sinais do controle central sa˜o combinados com os sinais do con-
trolador local, aumentando a capacidade de controle do sistema. No controle central, cada sinal
de controle e´ o resultado do processamento dos diversos sinais medidos caracterizando uma
estrutura de controle multivaria´vel (MIMO - Multiple Input Multiple Output). Trabalhos ilus-
trando o projeto do controle hiera´rquico, utilizando PSSs podem ser encontrados em Kamwa
et al. (2001), Ni et al. (2002), Okuo et al. (2005), Okou et al. (2005), Dotta et al. (2007), Hu
e Milanovic (2007), Zhang e Bose (2008) e, para modulac¸a˜o de carga ativa, em Kamwa et al.
(1999). No entanto, estruturas de controle que considerem atrasos e me´todos de controle mul-
tivaria´vel para o projeto dos controladores sa˜o considerados somente em Okuo et al. (2005),
Okou et al. (2005), Wu et al. (2004), Dotta et al. (2007).
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Figura 11: Estrutura Hiera´rquica
3.5.3.1 Principais Desafios no Projeto de Controladores utilizando Sinais Remotos
O projeto das estruturas de controle descritas apresentam diversos desafios em comum, a
saber:
• atrasos na transmissa˜o dos sinais remotos;
• utilizac¸a˜o de conceitos e me´todos de projeto de sistemas multivaria´veis;
• assegurar a robustez a` perda de canais de comunicac¸a˜o, variac¸a˜o no tempo de comunica-
c¸a˜o e mudanc¸as na configurac¸a˜o do sistema.
A questa˜o comum e relevante relacionada a todas as arquiteturas e´ a considerac¸a˜o dos atra-
sos nos canais de comunicac¸a˜o. A introduc¸a˜o de atrasos na malha de controle tem efeito deses-
tabilizante, reduzindo a efetividade do controle (WU et al., 2004). Os atrasos podem, em alguns
casos, levar o sistema a` instabilidade (WU et al., 2004). No caso dos sistemas ele´tricos, a ro-
bustez do projeto deve ser levada em conta dadas a`s frequ¨entes variac¸o˜es de configurac¸a˜o que
ocorrem durante a operac¸a˜o. Os controladores devem ser robustos o suficiente para garantir a
estabilidade dos sistemas em diferentes condic¸o˜es de operac¸a˜o.
A primeira arquitetura (controle descentralizado com sinais remotos), ilustrado na Figura 9,
tem como vantagem a possibilidade de conexa˜o direta dos sinais medidos remotamente ao PSS
local. Isso poderia reduzir o custo do sistema ja´ que o PDC seria eliminado nessa configurac¸a˜o.
No entanto, tem como principal desvantagem a grande vulnerabilidade quando ha´ perda do
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sinal remoto, podendo ate´ mesmo levar o sistema a` instabilidade, como relatado em Chow et al.
(2000).
A segunda arquitetura (controle centralizado), ilustrado na Figura 10, apresenta maior ob-
servabilidade ja´ que utiliza sinais de diversos pontos do sistema. No entanto, em caso de pro-
blemas no controlador central o sistema ele´trico ficaria exposto, ja´ que na˜o haveria nenhuma
outra camada de controle para assegurar o amortecimento do sistema.
Ja´, a abordagem hiera´rquica, ilustrado na Figura 11, e´ a que apresenta o maior potencial de
aplicac¸a˜o em SEE, pois agrega os benefı´cios do controle central juntamente com a considerac¸a˜o
de uma camada de controle de retaguarda. Essa camada de retaguarda e´ formada pelo controle
descentralizado, que atuaria garantindo um mı´nimo desempenho do sistema em caso de falha
no controle centralizado. Ha´ poucos estudos abordando esse tema (OKUO et al., 2005; WU et al.,
2004) que considerem os atrasos de comunicac¸a˜o no momento da realizac¸a˜o do projeto. Ale´m
disso, nenhuma delas apresenta um estudo mais elaborado abordando questo˜es como selec¸a˜o de
sinais, minimizac¸a˜o da redundaˆncia de medidores, avaliac¸a˜o do desempenho do sistema quanto
a` perda de canais de comunicac¸a˜o, variac¸a˜o de atraso no canal de comunicac¸a˜o e mudanc¸as de
ponto de operac¸a˜o. Dada a potencialidade desse esquema de controle, o foco principal deste
trabalho esta´ na investigac¸a˜o da capacidade do mesmo na melhoria da estabilidade dos sistemas
ele´tricos.
3.6 Me´todos de Projeto
Embora, para sistemas monovaria´veis, o me´todo cla´ssico (domı´nio da frequ¨eˆncia) seja ple-
namente justificado (PENA, 1992) (como o caso do controle local), em sistemas de mu´ltiplas
entradas e saı´das os crite´rios de desempenho a serem satisfeitos sa˜o diferentes, dada a com-
plexidade da dimensa˜o dos processos e o acoplamento entre entradas e saı´das (PATEL; MUNRO,
1982).
Em sistemas ele´tricos de poteˆncia, este aspecto tem uma importaˆncia fundamental. A
grande extensa˜o territorial destes sistemas, principalmente quando ha´ predominaˆncia de gerac¸a˜o
de origem hidra´ulica, geralmente afastada dos centros de carga, fazem com que a sua estabili-
dade dinaˆmica fique deteriorada. A soluc¸a˜o cla´ssica, embora muitas vezes resolva satisfatoria-
mente o problema, pressupo˜e um projeto de natureza sequ¨encial baseado em te´cnicas derivadas
do caso ma´quina-barra infinita.
As ferramentas disponı´veis na teoria de controle multivariavel aplicadas a sistemas de
grande porte, apresentam vantagens dada sua capacidade de tratar o problema de forma global.
323 MELHORIA DA ESTABILIDADE ANGULAR UTILIZANDO MEDIC¸A˜O FASORIAL SINCRONIZADA
Levando em considerac¸a˜o as interac¸o˜es dinaˆmicas, gerando-se um projeto de natureza coorde-
nada, cuja soluc¸a˜o o´tima no sentido de minimizar um determinado ı´ndice de desempenho ou
func¸a˜o-custo.
Os esquemas de controle hiera´rquico apresentam mu´ltiplas entradas e saı´das, caracterizando
um problema de Controle Multivaria´vel. Para o projeto desses controladores, ale´m de me´todos
de projeto multivaria´veis, deve-se tambe´m considerar a restric¸a˜o de realimentac¸a˜o de saı´das.
Essa restric¸a˜o e´ altamente recomenda´vel, ja´ que o modelo matema´tico do sistema de poteˆncia
apresenta um elevado nu´mero de estados e que dificilmente poderiam ser medidos e processados
pelo sistema de controle em sua totalidade.
O objetivo dessa Sec¸a˜o e´ o de apresentar os principais me´todos encontrados na literatura
que podem ser aplicados para o projeto do controlador central. Os me´todos sa˜o apresentados
como segue.
3.6.1 Controle O´timo
Na literatura, encontram-se diversas metodologias de projetos baseados em controle o´timo
na a´rea de sistemas de poteˆncia (HIRANO et al., 1990; SIMo˜ES-COSTA et al., 1995; SIMo˜ES-COSTA
et al., 1997). Me´todos baseados em controle o´timo apresentam a possibilidade da incorporac¸a˜o
de atrasos, no momento da realizac¸a˜o do projeto, e a considerac¸a˜o de restric¸o˜es estruturais
como a realimentac¸a˜o de saı´das e descentralizac¸a˜o (SIMo˜ES-COSTA et al., 1995). Essa aborda-
gem permite que controladores dinaˆmicos com realimentac¸a˜o de saı´das de baixa ordem possam
ser considerados. O desempenho do sistema pode ser configurado pelas matrizes Q e R, onde
sa˜o atribuı´dos pesos, respectivamente, aos estados e do esforc¸o de controle. O projeto do con-
trole hiera´rquico utilizando controle o´timo e incluindo os atrasos no momento da realizac¸a˜o do
projeto pode ser encontrado em Dotta et al. (2009).
3.6.2 LMIs (Linear Matrix Inequalities)
As LMIs sa˜o uma poderosa ferramenta para a resoluc¸a˜o de problemas de controle baseadas
em me´todos nume´ricos robustos e eficientes (BOYD et al., 1994). Entre as principais vantagens da
utilizac¸a˜o de LMIs esta˜o a capacidade de incorporac¸a˜o de incertezas e limites de desempenho no
momento do projeto. A considerac¸a˜o desses ı´tens permite a obtenc¸a˜o de controladores robustos
a variac¸o˜es de paraˆmetros com o desempenho pre´-especificado. Adicionalmente, me´todos bem
conhecidos baseados na minimizac¸a˜o da norma H2 e na minimizac¸a˜o da norma H∞ podem
tambe´m ser expressos como LMIs.
3.6 Me´todos de Projeto 33
Dada a sua potencialidade, esse me´todo e´ intensivamente explorado por pesquisadores na
a´rea de sistemas ele´tricos (SCAVONI et al., 2001). Ha´ diversos trabalhos considerando a aplicac¸a˜o
de LMIs, para a implementac¸a˜o de controladores decentralizados e centralizados (BOUKARIM
et al., 2000; NI et al., 2002; CHEN et al., 2006; RAMOS et al., 2004; HU; MILANOVIC, 2007; ZHANG;
BOSE, 2008), utilizando realimentac¸a˜o de saı´das para sistemas ele´tricos. Especificamente, para
o projeto de controle hiera´rquico considerando sinais de PMUs, esse me´todo e´ o mais empre-
gado. Nos trabalhos citados, os autores se utilizam da abordagem LMI apresentada em Chiali
e Gahinet (1996) para o projeto do controlador. No entanto, a principal desvantagem dessa
abordagem e´ que o controlador projetado tem a mesma ordem da planta, dificultando a sua
aplicac¸a˜o em sistemas de poteˆncia. Pode-se projetar o controlador com restric¸o˜es de baixa or-
dem o que resulta em um problema de otimizac¸a˜o na˜o-convexa e de difı´cil soluc¸a˜o (BOUKARIM
et al., 2000). A soluc¸a˜o tı´pica para esse problema e´ a aplicac¸a˜o de reduc¸a˜o de ordem da planta
para se projetar um controlador da mesma ordem. Em seguida, aplica-se a reduc¸a˜o de ordem no
controlador obtendo, assim, um controlador factı´vel do ponto de vista pra´tico (HU; MILANOVIC,
2007; SANCHEZ-GASCA; CHOW, 1996; ZHANG; BOSE, 2008; BOUKARIM et al., 2000).
3.6.3 Controle Preditivo
O Controle Preditivo Baseado em Modelo (CPBM) e´ uma das te´cnicas de controle moderno
e eficaz para aplicac¸o˜es industriais. O me´todos de projeto suporta sistemas monovaria´veis e
multivaria´veis, realimentac¸a˜o de saı´das e pela pro´pria definic¸a˜o dos algoritmos, sistemas que
apresentam atrasos. O CPBM na˜o e´ uma estrate´gia de controle especı´fica, mas e´ o nome dado a
um conjunto de me´todos de controle que foram desenvolvidos considerando ide´ias comuns. As
caracterı´sticas comuns desses sistemas de controle sa˜o basicamente:
• usam um modelo explı´cito do processo para predizer a saı´da do mesmo num determinado
horizonte;
• calculam as ac¸o˜es de controle para todo o horizonte de tempo a partir da minimizac¸a˜o de
uma determinada func¸a˜o objetivo;
• utilizam horizonte deslizante, para cada perı´odo de amostragem, o horizonte e´ deslocado
um passo a` frente, aplicando-se unicamente a ac¸a˜o de controle daquele instante.
As diferenc¸as entre os diversos algoritmos existentes esta˜o relacionadas, basicamente, a`
forma de escolher os modelos para o processo e perturbac¸o˜es, ao tipo de func¸a˜o objetivo e
restric¸o˜es usadas para o ca´lculo da lei de controle. Essas diferentes opc¸o˜es de modelo, func¸a˜o
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objetivo e me´todo para ca´lculo da lei de controle geram as diversas verso˜es de controladores
propostos na literatura (CAMACHO; BORDONS, 2003).
Trabalhos na a´rea de controle preditivo aplicados a sistemas de poteˆncia podem ser encon-
trados em Barreiros et al. (1998), Zima e Andersson (2003), Chaudhuri et al. (2004b), Okuo
et al. (2005). Na refereˆncia Okuo et al. (2005), o me´todo de controle preditivo e´ aplicado ao
projeto do controle hiera´rquico considerando atrasos totais de 400ms.
3.6.4 Me´todos Evoluciona´rios
Recentemente, te´cnicas baseadas em algoritmos gene´ticos (AG) e Particle Swarm Opti-
mization (PSO) teˆm se destacado entre os va´rios me´todos modernos baseados em heurı´stica
(PANDA; PANDHY, 2007). Essas te´cnicas teˆm popularidade, pois podem resolver problemas
de otimizac¸a˜o com mu´ltiplos pontos de mı´nimo, considerando func¸o˜es na˜o-contı´nuas e na˜o-
diferencia´veis.
O algoritmo gene´tico e´ um me´todo estoca´stico de busca global, inspirado na teoria da
evoluc¸a˜o, proposta por Charles Darwin, no Se´culo XIX, em sua cla´ssica obra ”On the Origin
of the Species”, impondo o princı´pio de sobreviveˆncia do mais apto, a fim de produzir soluc¸o˜es
melhores a cada gerac¸a˜o (GOLDBERG, 1989). Ou seja, a cada gerac¸a˜o, uma nova populac¸a˜o de
indivı´duos e´ criada a partir de informac¸o˜es gene´ticas dos melhores indivı´duos da gerac¸a˜o ante-
rior, selecionados a partir de um crite´rio especı´fico. A ide´ia do algoritmo e´ codificar soluc¸o˜es
potenciais, para um dado problema em uma estrutura simples (cromossomo), e aplicar a ela
operadores de recombinac¸a˜o, de forma a preservar a informac¸a˜o crı´tica. Cada cromossomo
consiste em um nu´mero de gene, sendo cada gene composto por bits. Os AGs sa˜o capazes de
pesquisar e encontrar mı´nimos locais ou globais, mas teˆm um custo computacional alto, tendo
em vista, a necessidade da avaliac¸a˜o da totalidade da populac¸a˜o a cada iterac¸a˜o do algoritmo.
Uma alternativa para suplantar essa desvantagem e´ o me´todo do PSO.
Particle Swarm Optimization (PSO) e´ um dos u´ltimos me´todos evoluciona´rios de otimizac¸a˜o
(UYSAL; BULKAN, 2008). E´ uma te´cnica baseada em populac¸o˜es, originalmente, proposta em
Kennedy e Eberhat (1995). A PSO surgiu de experieˆncias com algoritmos modelados a partir
da observac¸a˜o do comportamento social de determinadas espe´cies de pa´ssaros. Sendo um algo-
ritmo evoluciona´rio, os membros de um algoritmo PSO tendem a seguir o lı´der do grupo, isto
e´, aquele que apresenta o melhor desempenho.
O PSO compartilha muitos pontos em comum com o AG. Ambos os algoritmos iniciam com
um grupo aleato´rio de populac¸a˜o; teˆm valores de aptida˜o para evoluir a populac¸a˜o; atualizam a
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populac¸a˜o e procuram pelo valor o´timo usando te´cnicas baseadas no acaso; e na˜o teˆm garantia
de sucesso (UYSAL; BULKAN, 2008).
Entretanto, o PSO e´ claramente diferente de outros me´todos evoluciona´rios, ja´ que na˜o usa
operac¸o˜es de filtragem (como crossover e mutac¸a˜o), e os membros de toda a populac¸a˜o sa˜o
mantidos ao longo da procura, compartilhando informac¸o˜es entre os indivı´duos.
A aplicac¸a˜o de me´todos de AG para a melhoria do amortecimento do sistema ele´trico e´
apresentado em Bomfim et al. (2000). O me´todo foi utilizado para o projeto de PSS para
sistema de grande porte. Os autores relatam a necessidade do uso de computac¸a˜o paralela
para a melhoria do tempo computacional. Uma comparac¸a˜o de AG e PSO para o projeto de
um TCSC e´ apresentado em Panda e Pandhy (2007). Como principal conclusa˜o destaca-se o
melhor desempenho computacional do me´todo baseado em AG. Por outra lado, o PSO alcanc¸a
o resultado final com um nu´mero menor de gerac¸o˜es.
3.7 Concluso˜es
O objetivo principal deste Capı´tulo foi o de apresentar as principais aplicac¸o˜es de controle
encontradas na literatura usando medic¸a˜o fasorial sincronizada. As aplicac¸o˜es apresentadas
esta˜o restritas a` melhoria da estabilidade angular (transito´ria e pequenos-sinais)2. A principal
contribuic¸a˜o das redes SPMS, para a melhoria da estabilidade angular, e´ a sincronizac¸a˜o e a alta
taxa de amostragem, dados comparados com o sistema SCADA. Essa alta taxa de amostragem
possibilita a ine´dita capacidade de observac¸a˜o da dinaˆmica do sistema.
Com relac¸a˜o a` estabilidade transito´ria, muda-se o paradigma do controle de emergeˆncia
voltado a eventos para o baseado na resposta dinaˆmica do sistema. Os principais benefı´cios
desse novo paradigma esta˜o na tomada da decisa˜o em tempo real, avaliando-se as condic¸o˜es de
operac¸a˜o do sistema ele´trico. Tem-se o objetivo de minorar as desvantagens dos tradicionais es-
quemas de protec¸a˜o baseados em estudos off-line de eventos pre´-definidos que na˜o consideram
o estado real dos sistemas. Como principal desafio dessa a´rea, cita-se a necessidade de me-
lhores me´todos para o projeto de ac¸o˜es de controle em tempo real. O desafio esta´ diretamente
relacionado a`s caracterı´sticas de grande porte do sistema e o tempo de tomada da decisa˜o.
Considerando a estabilidade a pequenos-sinais, diversas estruturas de controle podem ser
concebidas usando dados de PMU. Os principais desafios dessa a´rea sa˜o o amortecimento de
modos de oscilac¸a˜o que podem aparecer durante a operac¸a˜o em tempo real. Todas as estruturas
2Uma refereˆncia para aplicac¸o˜es nas a´reas de estabilidade de tensa˜o e frequ¨eˆncia, podem ser encontradas em
Zima et al. (2005), CIGRE (2007).
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apresentadas trazem contribuic¸o˜es para a melhoria do desempenho do sistema, no entanto, o
esquema de controle hiera´rquico apresenta um alto potencial comparado aos demais. Esse
esquema trabalha em sinergia com a atual estrutura de controle descentralizada do sistema,
complementando a sua atuac¸a˜o. Em caso de falha no controle central o controle decentralizado
garante um desempenho mı´nimo para o sistema. Outra grande vantagem do controle hiera´rquico
e´ a de que o controle central devera´ estar localizado no centro de operac¸a˜o do sistema (COS),
facilitando a reconfigurac¸a˜o do sistema de controle em caso de mudanc¸as bruscas no ponto de
operac¸a˜o. Dada a potencialidade do controle hiera´rquico para a melhoria da operac¸a˜o do sistema
ele´trico e considerando todos os desafios de um projeto desse porte, propo˜e-se, no aˆmbito deste
trabalho, a investigac¸a˜o desse esquema de controle. No pro´ximo Capı´tulo, apresenta-se em
detalhes, a estrutura desse esquema de controle, juntamente com a discussa˜o dos principais
desafios de projeto do referido esquema de controle.
4 ESTRUTURA E MODELAGEM DO SIS-
TEMA DE CONTROLE
4.1 Introduc¸a˜o
Neste Capı´tulo apresenta-se a estrutura do controle proposto e a modelagem do sistema
ele´trico para o projeto do controle hiera´rquico, usando-se dados de medic¸a˜o fasorial sincroni-
zada. O objetivo desse controle e´ melhorar o desempenho dinaˆmico do sistema em comparac¸a˜o
ao tradicional controle descentralizado. Como discutido no Capı´tulo 3, esse esquema de con-
trole apresenta forte potencial de aplicac¸a˜o na indu´stria de energia ele´trica.
O Capı´tulo inicia-se com uma descric¸a˜o da metodologia proposta, ressaltando as vantagens
e desafios deste projeto. Logo, em seguida, realiza-se a descric¸a˜o dos modelos utilizados que
servira˜o para o projeto do controlador central, que sera´ apresentado no Capı´tulo 6.
4.2 Descric¸a˜o da Estrutura de Controle
O presente trabalho tem como proposta principal projetar e implementar uma estrutura de
controle hiera´rquico em dois nı´veis. O primeiro nı´vel consiste de uma estrutura descentralizada,
com medic¸o˜es locais, agindo localmente no sistema de excitac¸a˜o da ma´quina sı´ncrona. Esse
e´ o sistema convencional de controle utilizado na indu´stria. O segundo nı´vel atua como um
nı´vel superior otimizando a operac¸a˜o do controle descentralizado. Esse controle e´ projetado
utilizando-se a abordagem de controle centralizado, onde todas as entradas contribuem para
o ca´lculo do esforc¸o de controle. Essa estrutura e´ apresentada na Figura 12. Os nı´veis que
compo˜em o controle hiera´rquico sa˜o descritos a seguir.
4.2.1 Controle Descentralizado
O controle decentralizado e´ largamente utilizado na indu´stria de energia ele´trica. Esse
esquema tradicional de controle utiliza sinais medidos em um ponto pro´ximo ao atuador. Os
sinais mais utilizados sa˜o a velocidade do gerador, a poteˆncia ele´trica e a poteˆncia acelerante.
O sinal medido e´ processado, e um sinal de controle e´ aplicado localmente na planta. Os
tradicionais dispositivos de controle local para amortecimento de oscilac¸o˜es sa˜o os PSSs e os
dispositivos FACTSs. Dado o custo elevado dos dispositivos FACTS, quando comparados aos
PSSs, este u´ltimo e´ o mais utilizado.
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Figura 12: Estrutura de Controle Hiera´rquica
Considerando a sua caracterı´stica de atuar localmente, os controladores descentralizados
sa˜o mais efetivos para o amortecimento de modos de oscilac¸o˜es locais. Na presenc¸a de modos
de oscilac¸a˜o inter-a´rea esse tipo de controle pode na˜o ser ta˜o efetivo, ja´ que as informac¸o˜es com
relac¸a˜o a esses modos podem na˜o estar disponı´veis localmente. No controle hiera´rquico, essa
deficieˆncia e´ suprida pelo controle central que utiliza informac¸o˜es de diversos pontos, ao longo
da rede, obtendo uma visa˜o global do sistema. Esse controle sera´ discutido em detalhes como
segue.
4.2.2 Controle Centralizado
O projeto de controladores centralizados na˜o e´ uma novidade na a´rea de sistemas de ener-
gia ele´trica (SANCHEZ-GASCA et al., 1989). Esse controlador atua a partir de uma ”visa˜o”global
do sistema ele´trico. Devido a`s limitac¸o˜es pra´ticas, principalmente relacionadas a` falta de um
sistema de aquisic¸a˜o de dados, em tempo real, para grandes a´reas, ele foi relativamente aban-
donado nas u´ltimas de´cadas. O surgimento da tecnologia de medic¸a˜o fasorial venceu essa
limitac¸a˜o permitindo a sua implementac¸a˜o pra´tica. Considerando a estrutura hiera´rquica, o
controle centralizado consiste de um controlador projetado para otimizar o desempenho do sis-
tema de uma forma global. O sistema de medic¸a˜o fasorial fornece medidas de pontos distantes,
geograficamente, do sistema e, por sua caracterı´stica multivariavel, a ac¸a˜o de controle e´ proje-
tada considerando o cruzamento dessas informac¸o˜es. Por ser um controlador global, o controle
central apresenta efetividade para o amortecimento de modos de oscilac¸a˜o inter-a´rea. Esses
modos sa˜o caracterizados pelas oscilac¸o˜es entre si, de conjuntos de ma´quinas pertencentes a
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diferentes a´reas do sistema ele´trico. Como o controle descentralizado, geralmente, garante um
amortecimento mı´nimo, o controle central deve atuar melhorando a dinaˆmica do sistema ou,
em outras palavras, otimizando o desempenho global. Da mesma forma que o controle local,
a saı´da do controlador central atuaria no sistema de excitac¸a˜o das ma´quinas aptas a receber o
sinal do controle centralizado. O esquema e´ apresentado na Figura 13.
Figura 13: Esquema de atuac¸a˜o do controle hiera´rquico
Da ana´lise da revisa˜o bibliogra´fica, verifica-se que a estrutura de controle hiera´rquico, utili-
zando PSSs para o amortecimento de oscilac¸o˜es, proposta pela primeira vez em Sanchez-Gasca
et al. (1989), pode ser agora viabilizada utilizando-se dados de medic¸a˜o fasorial sincronizada.
No presente trabalho, a escolha dessa estrutura foi balizada nas seguintes considerac¸o˜es:
• robustez da estrutura quanto a` perda de canais de comunicac¸a˜o;
• garantia de mı´nimo desempenho quando da perda do controle central;
• facilidade de instalac¸a˜o e configurac¸a˜o de um controle centralizado no centro de operac¸a˜o;
• na˜o-necessidade de reconfigurac¸a˜o de PSSs locais, nos casos de alterac¸o˜es significativas
na rede ele´trica.
4.2.3 Caracterı´sticas do Controle Hiera´rquico
Como apresentado anteriormente, o controle hiera´rquico apresenta um grande potencial de
aplicac¸a˜o na indu´stria de energia ele´trica. Ele pode melhorar o desempenho do controle descen-
tralizado, melhorar o amortecimento dos modos inter-a´rea e, no caso de falha do controlador
central, o controle descentralizado atuaria assegurando um mı´nimo desempenho para o sistema.
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No entanto, somente essas vantagens na˜o sa˜o suficientes para motivar a instalac¸a˜o desse
esquema de controle. A principal discussa˜o com relac¸a˜o ao esquema de controle hiera´rquico e´
o da demonstrac¸a˜o da sua superioridade comparado ao tradicional esquema de controle descen-
tralizado. Somente a justificativa de melhoria de amortecimento de modos inter-a´rea na˜o e´ su-
ficiente. A melhoria no amortecimento dos modos inter-a´rea pode tambe´m ser alcanc¸ada consi-
derando somente o esquema descentralizado. Para tanto, me´todos multivaria´veis de projeto para
controladores descentralizados podem ser utilizados. O ajuste coordenado de PSSs e´ assunto
bastante discutido e sua efetividade ja´ foi apresentada em diversos trabalhos (SIMo˜ES-COSTA et
al., 1997) (BOMFIM et al., 2000) (PELLANDA et al., 2006).
Deseja-se destacar que o ajuste coordenado do controle descentralizado e´ eficiente podendo
levar maiores amortecimentos, quando comparados com o controle central. Com o controle
descentralizado bem ajustado a justificativa de inclusa˜o de um controle centralizado e´ difı´cil
de ser sustentada, se somente o crite´rio de amortecimento for considerado. Em experieˆncias
realizadas no aˆmbito deste trabalho o ganho em termos de amortecimento e´ de cerca de 3% a
4%, quando da inclusa˜o do controle central em sistemas com ajuste coordenado.
Embora o ajuste coordenado de controladores seja efetivo, ha´ uma restric¸a˜o pra´tica a ser
considerada nesse problema. O ajuste coordenado de PSSs e´ de difı´cil implementac¸a˜o pra´tica,
pois considera dispositivos de controle distribuı´dos ao longo do sistema e de propriedade de di-
ferentes empresas. Ale´m disso, os pontos de controle a serem ajustados variam com a configura-
c¸a˜o do sistema, o que dificulta a escolha de pontos preferenciais de ajuste. Na operac¸a˜o, em
tempo real, podem surgir modos de oscilac¸o˜es mal amortecidos restringindo a operac¸a˜o do sis-
tema ele´trico. O ajuste coordenado de PSSs na˜o pode ser feito rapidamente devido ao tempo
para a solicitac¸a˜o de ajuste ao agente proprieta´rio do gerador e a disponibilidade da equipe
te´cnica desse para efetuar as alterac¸o˜es no atuador.
Destaca-se tambe´m que dependendo da estrutura de mercado vigente o agente gerador
pode na˜o ter interesse em efetuar o ajuste necessa´rio, pois a partir de ana´lise econoˆmica, a
configurac¸a˜o, em restric¸a˜o operativa, pode lhe ser favora´vel. Esses atrasos e interesses contra´rios
podem restringir a operac¸a˜o, em tempo real, limitando, por exemplo, a transfereˆncia de poteˆncia
entre subsistemas.
Na configurac¸a˜o proposta no presente trabalho, o controle centralizado e´ instalado no cen-
tro de operac¸a˜o do sistema ele´trico. Na presenc¸a de modos de oscilac¸a˜o mal amortecidos, na
operac¸a˜o, em tempo real, o controle central pode ser facilmente reajustado pelo operador sem a
necessidade de contatos intermedia´rios. O Operador tem o interesse e deve fazer o possı´vel para
minimizar o custo operativo do sistema. Logo, e´ o maior interessado em todo o processo, eli-
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minando discusso˜es econoˆmicas e financeiras com os agentes. Dessa forma, o amortecimento
do sistema pode ser otimizado, diminuindo as restric¸o˜es operativas em tempo real.
4.3 Requisitos de Projeto
Neste trabalho, o projeto do controle descentralizado na˜o e´ considerado. A ide´ia ba´sica e´
que essa camada ja´ esteja configurada, evitando, assim, o processo de reajuste. O desafio do
projeto aqui consiste na sı´ntese de um controlador central com mu´ltiplas entradas e saı´das, em
que os principais desafios a serem considerados sa˜o:
• selec¸a˜o de sinais adicionais e minimizac¸a˜o de sinais redundantes;
• projeto de controlador multivaria´vel com realimentac¸a˜o de saı´das, sendo o controlador de
ordem inferior ao da planta;
• tratamento dos atrasos de tempo tanto na medic¸a˜o quanto na ac¸a˜o do controlador;
• robustez do projeto frente a` perda de canais de comunicac¸a˜o;
• efetividade do projeto, fornecendo ao sistema ele´trico ganhos reais de estabilidade que
permitam uma operac¸a˜o mais segura e econoˆmica.
Nesta Sec¸a˜o, sera˜o discutidos os principais desafios para o projeto do controle hiera´rquico,
destacam-se os atrasos na medic¸a˜o e ac¸a˜o de controle; projeto de um controlador com realimenta-
c¸a˜o de saı´das de baixa ordem 1; e me´todos para selec¸a˜o de sinais e localizac¸a˜o de pontos de
medic¸a˜o e controle.
4.3.1 Atrasos
Atrasos esta˜o presentes em diversas aplicac¸o˜es pra´ticas na a´rea de engenharia (CAMACHO;
BORDONS, 2003) e diversas pesquisas sa˜o realizadas considerando esse tema. Ate´ recente-
mente, na a´rea de sistemas de energia ele´trica, o atraso no processo de controle era ignorado,
pois os controladores estudados eram predominantemente locais e apresentavam atrasos muito
pequenos comparados com as constantes de tempo dos processos.
1Controlador de baixa ordem refere-se a um controlador de ordem menor que a da planta.
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No entanto, no caso dos controladores centralizados, a considerac¸a˜o dos atrasos, no mo-
mento do projeto, torna-se relevante. No aˆmbito deste trabalho, consideram-se os atrasos refe-
rentes ao transporte de informac¸a˜o no processo de medic¸a˜o da grandeza ele´trica, realizado pela
PMU, e o atraso no processo de envio da ac¸a˜o do controlador ate´ a planta.
Os atrasos teˆm um efeito danoso ao desempenho do sistema diminuindo a sua margem de
fase. Este efeito piora com o aumento do atraso no transporte do sinal. Como exemplo, consi-
dere um controlador com uma func¸a˜o de transfereˆncia dada por C(s) projetado para estabilizar
um sistema em malha aberta cuja func¸a˜o de transfereˆncia e´ G(s). A func¸a˜o de transfereˆncia em
malha aberta e´ representada por C(s)G(s)e−Ts, onde T representa o atraso no processo. A res-
posta em frequ¨eˆncia da fase desse sistema, considerando diferentes valores de T e´ apresentado
na Figura 14 (NORMEY-RICO; CAMACHO, 2007).
Figura 14: Margem de fase para diferentes atrasos
Observa-se, na Figura 14, a diminuic¸a˜o da margem de fase com o aumento de T . A
diminuic¸a˜o da margem de fase tem um efeito direto no desempenho do controlador. Isso e´
mais proeminente em sistemas em que o atraso e´ dominante, ou seja, maior que duas vezes a
constante de tempo equivalente do processo (NORMEY-RICO; CAMACHO, 2007). Nos processos
considerados neste trabalho, o atraso na˜o e´ dominante. No entanto o interesse na˜o e´ exclusi-
vamente estabilizac¸a˜o do sistema mas tambe´m a melhoraria do seu desempenho, a partir do
amortecimento fornecido pelo controle descentralizado. Dessa forma, os atrasos sa˜o um dos
principais desafios a serem considerados.
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4.3.2 Selec¸a˜o de Sinais e Pontos de Controle e Medic¸a˜o
Atualmente verifica-se um aumento do nu´mero de PMUs instaladas no sistema ele´trico, o
que implica diretamente no volume de informac¸o˜es coletadas. Duas questo˜es relevantes esta˜o
relacionadas a esse tema, a da escolha dos sinais fı´sicos e a dos pontos de medic¸a˜o e controle.
Com a utilizac¸a˜o da PMUs, o nu´mero de sinais fı´sicos tradicionalmente considerados aumenta,
pois a informac¸a˜o do aˆngulo esta´ agora disponı´vel. Dentre os sinais coletados, alguns sa˜o
produtos diretos das PMUs (aˆngulos, magnitudes de tensa˜o e corrente) e outros apresentam
diferentes nı´veis de processamento para serem obtidos (velocidade angular do gerador, poteˆncia
ele´trica e frequ¨eˆncia). A escolha devera´ levar em considerac¸a˜o a facilidade de obtenc¸a˜o do sinal
a partir daqueles medidos pelas PMUs e a quantidade de informac¸a˜o com relac¸a˜o ao modo de
oscilac¸a˜o a ser amortecido.
Outra questa˜o de relevaˆncia e´ a escolha dos pontos de medic¸a˜o e controle, a qual tera´
impacto direto sobre o custo do sistema de transmissa˜o de dados. Para o caso de controle central,
canais de dedicados devera˜o ser considerados devido a` caracterı´stica crı´tica do controle. Com
canais dedicados, a possibilidade de congestionamento da rede diminui e consequ¨entemente o
atraso na transmissa˜o dos dados. Como ja´ mencionado, o meio fı´sico tambe´m influeˆncia nos
atrasos. Dessa forma, canais de fibra o´tica devem ser considerados. Esses canais, geralmente,
teˆm custo elevado, o que, em determinados casos, pode inviabilizar a instalac¸a˜o do controle
central. E´ necessa´ria uma metodologia para a selec¸a˜o dos pontos que trazem a maior quantidade
possı´vel de informac¸a˜o com um nu´mero mı´nimo de canais. Ale´m disso, um certo nı´vel de
redundaˆncia devera´ ser considerado, para o caso de perda de canais de comunicac¸a˜o.
4.3.3 Realimentac¸a˜o de Saı´das
Entre os maiores desafios para o projeto do controle hiera´rquico esta´ o projeto do contro-
lador central. Esse controlador poderia ser facilmente projetado considerando-se as te´cnicas de
realimentac¸a˜o de estados. Neste tipo de projeto todos os estados do sistema esta˜o disponı´veis
e sa˜o utilizados para o projeto do controlador. No caso dos sistemas de poteˆncia nem todos os
estados esta˜o disponı´veis e dada a caracterı´stica de grande porte do problema (elevado nu´mero
de estados) e´ invia´vel realizar a realimentac¸a˜o de todos eles. Dessa forma, a considerac¸a˜o da
restric¸a˜o de realimentac¸a˜o de saı´das e´ de extrema importaˆncia. Uma das principais abordagens,
para o tratamento dessa questa˜o, e´ o de projetar controladores com realimentac¸a˜o de saı´das con-
siderando observadores (CHIALI; GAHINET, 1996). Nessa abordagem, uma parte dos estados e´
medida e os demais sa˜o estimados utilizando-se te´cnicas de observadores. Assim, temos uma
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realimentac¸a˜o intrı´nseca dos estados que na˜o esta˜o sendo medidos. Para o caso de sistemas de
energia ele´trica, a principal restric¸a˜o e´ relativa a` alta dimensa˜o dos controladores considerados,
fato que inviabilizaria a sua aplicac¸a˜o pra´tica.
Dada a alta dimensa˜o das plantas consideradas, o projeto do controlador central tem que
considerar a restric¸a˜o de realimentac¸a˜o de saı´das juntamente com a sı´ntese de controladores de
baixa ordem. Neste trabalho, a denominac¸a˜o controladores de baixa ordem e´ relativa a` classe
dos controladores de ordem menor que a da planta. Esse problema e´ considerado como um
dos maiores desafios da teoria de controle. Um interessante trabalho, para melhor compreender
as definic¸o˜es e os desafios matema´ticos de problemas de controle, e´ apresentado em Blondel e
Tsitsiklis (2000).
No presente trabalho, busca-se explorar me´todos de otimizac¸a˜o analı´ticos e parame´tricos
para a resoluc¸a˜o deste problema. Restric¸o˜es de realimentac¸a˜o de saı´das e controladores de baixa
ordem sa˜o consideradas. Os me´todos e as estrate´gias, para resolver tal problema, considerando
essas restric¸o˜es, sa˜o discutidos, em detalhes, no Capı´tulo 6.
4.4 Modelo do Sistema
Nesta sec¸a˜o e´ apresentado o modelo geral do sistema de poteˆncia e os demais modelos que
necessitam ser representados no projeto do controle hiera´rquico. A descric¸a˜o dessa modelagem
e´ organizada em subsec¸o˜es como segue.
4.4.1 Modelo do Sistema de Poteˆncia
O sistema de poteˆncia e´ descrito por um conjunto de equac¸o˜es alge´brico-diferenciais, as
quais descrevem os geradores, as cargas e os FACTS conectados em uma rede:
x˙ = f(x,z,u) (4.1)
0 = g(x,z,u) (4.2)
y = h(x,z) (4.3)
onde x e´ o vetor de estados, z e´ o vetor das varia´veis alge´bricas, u e´ o vetor de entrada, y e´ o
vetor de saı´da e f, g, h sa˜o as func¸o˜es na˜o lineares. Um modelo linearizado pode ser obtido e
sendo representado por:
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x˙ = J1 x+J2 z+Bu (4.4)
0 = J3 x+J4 z (4.5)
y = C1 x+C2 z (4.6)
onde B e´ a matriz de entrada, u e´ o vetor das varia´veis de entrada,[C1 C2] e´ a matriz de saı´da e
J1, J2, J3 e J4 sa˜o sub-matrizes da matriz jacobiana do sistema.
As varia´veis alge´bricas z podem ser eliminadas, e o sistema de poteˆncia pode ser represen-
tado por:
x˙ = Ax+Bu (4.7)
y = Cx (4.8)
4.4.2 Estrutura do Controle
A estrutura de controle centralizada 2e´ descrita por uma matriz de func¸o˜es de transfereˆncia
representado por:
PSS(s) =
⎡⎢⎢⎢⎢⎢⎣
pss11(s) . . . pss1l(s)
pss21(s) . . . pss2l(s)
...
...
...
pssm1(s) . . . pssml(s)
⎤⎥⎥⎥⎥⎥⎦ (4.9)
onde l e´ o nu´mero de entradas e m e´ o nu´mero de saı´das. A realizac¸a˜o do controlador no espac¸o
de estados e´ representada por:
x˙c = Ac xc+Bc uc (4.10)
yc = Cc xc+Dc uc (4.11)
onde xc e´ o vetor de estados do controlador, uc e´ o vetor dos sinais estabilizantes, yc e´ o vetor
das das saı´das do controlador.
2Essa modelagem pode tambe´m ser utilizada para o controle descentralizado
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4.4.3 Atrasos
O uso de medic¸a˜o fasorial implica na transmissa˜o dos sinais remotos adquiridos pelas uni-
dades de medic¸a˜o fasorial para o controlador central e a transmissa˜o do sinal de controle para
os atuadores remotos. Esses atrasos devem ser incorporados ao modelo do sistema ele´trico.
GTD(s) = e−sT (4.12)
onde T e´ o atraso.
Tratando-se de sistemas lineares, o atraso pode ser modelado pela aproximac¸a˜o de Pade´.
Usualmente, a aproximac¸a˜o de primeira ordem e´ dada pela seguinte func¸a˜o de transfereˆncia:
RP1(s) =
1− T2 s
1+ T2 s
(4.13)
Essa aproximac¸a˜o apresenta uma resposta na frequ¨eˆncia adequada, no entanto, esse tipo
de representac¸a˜o apresenta um degrau em t = 0, devido ao mesmo grau do numerador e do
denominador da func¸a˜o de transfereˆncia. Dessa forma, em t = 0, o modelo apresentara´ um
sinal de resposta o que considerando sistema em atraso e´ indeseja´vel. Em uma modelagem fiel
este sinal so´ deveria aparecer com o respectivo atraso a ser considerado.
Em Vajta (2005), foi apresentada uma proposta de modelagem que tem como objetivo man-
ter a boa resposta em frequ¨eˆncia da modelagem de Pade´, melhorando a resposta temporal em
t = 0. O autor destaca que, com o aumento do grau da func¸a˜o de transfereˆncia, melhor e´ a
representac¸a˜o do atraso. Como desvantagem, havera´ um consequ¨ente aumento na dimensa˜o
do sistema devido ao nu´mero de estados inseridos pelo alto grau do polinoˆmio caracterı´stico.
Neste trabalho, uma soluc¸a˜o de compromisso, entre o nu´mero de estados e a fidelidade do mo-
delo, foi empregada. Para tanto, utilizou-se uma aproximac¸a˜o de segunda ordem, para melhorar
o desempenho da func¸a˜o de primeira ordem e na˜o introduzir um elevado nu´mero de estados
quando incorporado a` planta. A Figura 15 mostra a resposta ao degrau das duas aproximac¸o˜es
de segunda ordem sugeridas em Vajta (2005) e apresentadas na Tabela 1.
Tabela 1: Func¸o˜es de Transfereˆncia das Aproximac¸o˜es de Pade´
R1,2(s) R2,2(s)
6−2Ts
6+4Ts+(sT )2
12−6Ts+(sT )2
12−6Ts+(sT )2
Observando-se a Figura 15, nota-se uma nı´tida melhora na resposta temporal, quando
considera-se a func¸a˜o de transfereˆncia R1,2(s). Essa foi, enta˜o, a func¸a˜o escolhida para re-
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Figura 15: Resposta no tempo das aproximac¸o˜es de Pade´ (VAJTA, 2005)
presentar o atraso neste trabalho. A representac¸a˜o dessa func¸a˜o de transfereˆncia, no espac¸o de
estados, e´ dada por:
x˙d = Ad xd +Bd ud (4.14)
yd = Cd xd +Dd ud (4.15)
onde xd e´ o vetor de estados do atraso, ud e´ o vetor de entrada, yd e´ o vetor de saı´da e as matrizes
Ad , Bd e Cd sa˜o as realizac¸o˜es, na forma observa´vel, dada por (6.16)-(6.21).
Como ja´ mencionado a dinaˆmica dos atrasos precisa ser incorporada a` representac¸a˜o do
sistema ele´trico no espac¸o de estados. Os atrasos, no envio do sinal de controle para o sis-
tema ele´trico podem ser incluı´dos, usando-se (4.7)-(4.8) e (4.14)-(4.15). Assim, as matrizes do
sistema sa˜o agora dadas por:
Ain =
[
A BCd
0 Ad
]
Bin =
[
BDd
Bd
]
(4.16)
48 4 Estrutura e Modelagem do Sistema de Controle
Cin = [C 0] (4.17)
O atraso, no processo de medic¸a˜o e transmissa˜o, podera´ ser incluı´do usando-se (4.14)-(4.15)
levando para uma nova definic¸a˜o das matrizes do sistema (4.7)-(4.8):
A¯ =
[
Ain 0
Bd Cin Ad
]
B¯ =
[
Bin
0
]
(4.18)
C¯ = [Dd Cin Cd] (4.19)
Destaca-se aqui a facilidade para a considerac¸a˜o de atrasos de diferentes valores, bastando
para isso variar o paraˆmetro T definido na Tabela 1. Pode-se tambe´m considerar, dependendo
o caso, diferentes atrasos para os sinais de entrada ou saı´da e ate´ mesmo atrasos diferentes para
cada canal de transmissa˜o.
4.5 Concluso˜es
Neste Capı´tulo, apresentou-se o esquema de controle explorado neste trabalho. O objetivo
principal do controle hiera´rquico e´ o de melhorar o desempenho dinaˆmico do sistema ele´trico
considerando sinais de medic¸a˜o fasorial sincronizadas. Os principais desafios desse projeto sa˜o,
respectivamente, a selec¸a˜o de sinais e pontos de medic¸a˜o e controle; e os atrasos e o projeto de
um controlador de realimentac¸a˜o de saı´das de baixa ordem.
A modelagem dos elementos relevantes, no projeto do controlador hiera´rquico, ja´ foram
considerados. Dessa forma, apresentou-se a modelagem do sistema ele´trico, dos controladores
e dos atrasos envolvidos no processo. Nos pro´ximos capı´tulos, sera˜o apresentados os me´todos
aplicados para o projeto do controle hiera´rquico. A primeira questa˜o a ser abordada esta´ re-
lacionada a` escolha dos sinais e pontos de controle e medic¸a˜o. Os me´todos aplicados, para a
soluc¸a˜o dessa questa˜o, sera˜o apresentados no pro´ximo Capı´tulo.
5 SELEC¸A˜O DE SINAIS E PONTOS DE
MEDIC¸A˜O E CONTROLE
5.1 Introduc¸a˜o
A estrutura de controle proposta no presente trabalho exige a determinac¸a˜o da localizac¸a˜o
dos atuadores e sensores no sistema a ser controlado. Devido a` caracterı´stica de grande porte
do sistema ele´trico e do nu´mero de PMUs instaladas, me´todos precisam ser estudados para esse
fim. Como exemplo da dimensa˜o dos SPMS instalados no mundo hoje, cita-se o caso do sistema
ele´trico americano, que, neste ano, ja´ conta com mais de 200 PMUs instaladas e em operac¸a˜o
(PHADKE, 2008).
O presente Capı´tulo tratara´ do problema do posicionamento e da selec¸a˜o de sinais proveni-
entes de sistema de medic¸a˜o fasorial sincronizada. Determinar os pontos de medic¸a˜o e controle
e os sinais que trazem a maior quantidade de informac¸a˜o possı´vel a respeito de um determinado
modo de oscilac¸a˜o e´ o objetivo central das te´cnicas a serem apresentadas neste Capı´tulo. Essa
questa˜o e´ importante dado o volume de informac¸a˜o envolvido e o impacto no custo de instalac¸a˜o
e operac¸a˜o dos canais dedicados de fibra o´tica.
Nesse sentido, apresenta-se neste Capı´tulo o algoritmo de alocac¸a˜o de PMUs desenvolvido
por Marini (2005). O me´todo e´ alterado para o problema do controle central e a considerac¸a˜o
de controladores de mı´nima redundaˆncia usando ı´ndices modais de controlabilidade e observa-
bilidade.
Adicionalmente a` selec¸a˜o dos pontos, destaca-se o elevado nu´mero de medidas que podem
ser utilizadas como sinais adicionais no controlador central. Sinais de aˆngulo sa˜o um pro-
duto direto da medic¸a˜o fasorial e uma opc¸a˜o alternativa aos sinais de velocidade angular e de
poteˆncia ele´trica. Estes u´ltimos sa˜o tradicionalmente utilizados nos controles locais. Me´todos
para determinar quais desses sinais apresentam maior observabilidade e/ou controlabilidade a
um determinado modo de oscilac¸a˜o sera´, tambe´m, assunto deste Capı´tulo.
5.2 Alocac¸a˜o de PMUs para o Controle Centralizado
A pesquisa relacionada a` alocac¸a˜o de PMUs acompanha o desenvolvimento da tecnologia
de medic¸a˜o fasorial (BALDWIN et al., 1993),(BEGOVIC; PHADKE, 1990). Devido ao custo do
equipamento, no inı´cio das primeiras instalac¸o˜es de PMUs, no sistema ele´trico, as pesquisas
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estavam direcionadas a selecionar as barras candidatas a receber esse equipamento. Naquele
momento o interesse principal era o de escolher os pontos o´timos de alocac¸a˜o de PMUs, limi-
tando o nu´mero de unidades a serem instaladas no sistema. Para tanto, um crite´rio de alocac¸a˜o
deve ser pre´-especificado de acordo com a aplicac¸a˜o alvo: estimac¸a˜o de estados, controle da
estabilidade transito´ria, monitorac¸a˜o de modos de oscilac¸a˜o etc. Apo´s a definic¸a˜o do crite´rio,
buscava-se maximizar a quantidade de informac¸o˜es adquiridas com o conjunto de medidas ob-
tidas (KAMWA; GRONDIN, 2002),(MARINI, 2005).
Atualmente, com a crescente evoluc¸a˜o da tecnologia de medic¸a˜o fasorial, constata-se um
aumento no nu´mero de PMUs instaladas no sistema ele´trico. Isso se deve principalmente a`
facilidade de incorporac¸a˜o dessa funcionalidade em dispositivos de protec¸a˜o (rele´s digitais) e
registradores digitais de perturbac¸a˜o. Com a evoluc¸a˜o dos micro-processadores e o consequ¨ente
aumento na capacidade de processamento, esses elementos podem facilmente desempenhar ou-
tras funcionalidades e a sua funcionalidade-fim. A func¸a˜o de PMU vem sendo enta˜o inserida
nesses equipamentos e comercializada como sendo uma vantagem adicional do equipamento.
Dessa forma, ale´m dos tradicionais equipamentos de PMU instalados na rede, tem-se, ainda,
uma se´rie de outros dispositivos que podem realizar essa func¸a˜o. Com o passar do tempo e a
consequ¨ente compra e/ou substituic¸a˜o de velhos equipamentos, um grande nu´mero de PMUs
estara˜o instaladas no sistema com capacidade de enviar dados ao centro de controle. O volume
de informac¸o˜es disponı´veis em termos de sinais fı´sicos e pontos de medic¸a˜o e´ agora elevado,
mudando o paradigma existente no passado. Assim, sa˜o necessa´rios me´todos para filtragem
das informac¸o˜es relevantes para a aplicac¸a˜o considerada. Felizmente, os me´todos de selec¸a˜o
baseados em otimizac¸a˜o, propostos no passado, podem ser agora utilizados, bastando somente,
modificar sua func¸a˜o objetivo.
Especificamente, no caso do controle central, o interesse e´ o de amortecer modos de oscilac¸o˜-
es inter-a´reas. Esses modos sa˜o causados por oscilac¸o˜es entre grandes grupos de geradores e
teˆm efeitos em todo o sistema ele´trico. Essas oscilac¸o˜es envolvem geradores de uma a´rea osci-
lando contra geradores de outra a´rea. Os modos de oscilac¸a˜o inter-a´rea envolvem oscilac¸o˜es de
todos os geradores no sistema. No entanto, ha´ geradores ou barras em que esses modos podem
ser melhor controlados e observados do que em outras barras. Os pontos de melhor controle e
observac¸a˜o sa˜o os candidatos naturais a participar do controle central. A selec¸a˜o dessas barras
e´ de extrema importaˆncia econoˆmica, pois tem impacto direto na instalac¸a˜o de canais dedicados
para transmissa˜o dessa informac¸a˜o ao controle central.
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5.2.1 Sinais Adicionais
Os sinais adicionais sa˜o aqueles utilizados como sinais de entrada para os dispositivos que
tem por objetivo melhorar o amortecimento do sistema ele´trico (PSSs e FACTS). Os SPMS
disponibilizam diferentes tipos de grandezas ele´tricas que podem ser utilizadas como sinais
adicionais pelo controle central. O objetivo principal desta Sec¸a˜o e´ o de discutir os principais
sinais adicionais utilizados na indu´stria, ale´m da sı´ntese desses, a partir de dados de medic¸a˜o
fasorial sincronizada.
Na literatura, os principais sinais usados na entrada dos PSSs sa˜o (KUNDUR et al., 2004):
• velocidade angular do eixo;
• poteˆncia ele´trica;
• poteˆncia de acelerac¸a˜o;
• frequ¨eˆncia terminal.
A velocidade angular vem sendo utilizada com sucesso para a estabilizac¸a˜o de oscilac¸o˜-es
em unidades hidra´ulicas desde a de´cada de sessenta (KUNDUR et al., 2004), tendo como prin-
cipal desvantagem estar associada aos efeitos degradantes causados por oscilac¸o˜es torcionais.
Este efeito e´ especialmente importante quando consideram-se unidades te´rmicas devido a` com-
plexa estrutura mecaˆnica do eixo do rotor. Esta estrutura consiste de diferentes massas como as
sec¸o˜es da turbina, rotor do gerador, acoplamentos e excitac¸a˜o da ma´quina sı´ncrona. Para evitar
problemas com modos torsionais, filtros sa˜o instalados para este fim. Apesar de ser o sinal mais
citado na literatura como sinal de entrada para o controle central, o sinal de velocidade na˜o e´
um produto direto da medic¸a˜o fasorial sincronizada. No entanto ele pode ser estimado a partir
da medic¸a˜o terminal de corrente e tensa˜o do gerador. Dado o interesse pela estimac¸a˜o desse
sinal a partir de dados terminais da ma´quinas, trabalhos veˆm sendo desenvolvidos nesse sentido
(ANGEL et al., 2007; HU; SUN Y., 2005) e um produto comercial capaz de realizar tal tarefa ja´ esta
disponı´vel no mercado (CIGRE, 2007; GRONDIN et al., 2003).
O sinal de frequ¨eˆncia vem sendo utilizado como sinal estabilizante em va´rias aplicac¸o˜es.
Como no caso dos PSSs, baseados em velocidade, filtros para os modos torsionais sa˜o ne-
cessa´rios quando utilizados em turbinas te´rmicas (KUNDUR, 1994). A grande vantagem do sinal
de frequ¨eˆncia quando comparado com o sinal de velocidade, e´ a sua sensibilidade a oscilac¸o˜es
do rotor. Essa sensibilidade aumenta, quando a interligac¸a˜o com o sistema de transmissa˜o
torna-se mais fraca (aumento da reataˆncia se´rie). Assim, com o sinal derivado da frequ¨eˆncia,
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fica mais fa´cil de se ajustar o ganho do estabilizador para condic¸o˜es de interligac¸o˜es fracas
(LARSEN; SWANN, 1981), nessas condic¸o˜es, o PSS tem sua atuac¸a˜o ressaltada.
O sinal de poteˆncia ele´trica e´ menos afetado pelos modos torcionais e elimina a necessidade
de grandes avanc¸os de fase exigidos pelo sinal de velocidade. Dessa forma, ele geralmente ne-
cessita de um u´nico esta´gio de atraso de fase e o filtro para modos torcionais, necessa´rio ao
sinal de velocidade pode ser eliminado. Entre as desvantagens do sinal de poteˆncia ele´trica,
destacam-se as condic¸o˜es de operac¸a˜o em subfrequ¨eˆncia. Nesse caso, ha´ elevac¸a˜o ra´pida de
gerac¸a˜o devido a atuac¸a˜o dos reguladores de velocidade e consequ¨entemente uma reduc¸a˜o no
nı´vel de tensa˜o do sistema. A variac¸a˜o ra´pida de poteˆncia pode, devido a` realimentac¸a˜o ne-
gativa do sinal de poteˆncia ele´trica, reduzir, ainda mais, a tensa˜o produzindo enta˜o um efeito
desestabilizante. Do ponto de vista da medic¸a˜o fasorial, esse sinal pode ser facilmente estimado
a partir dos fasores de tensa˜o e corrente do sistema.
O uso de sinais baseados na poteˆncia acelerante sa˜o mais vantajosos que os derivados da
velocidade e poteˆncia ele´trica, principalmente por na˜o exigirem func¸o˜es de avanc¸o de fase.
Com relac¸a˜o ao sinal de velocidade, ele apresenta as vantagens do uso da poteˆncia ele´trica.
Comparando-o com o sinal de poteˆncia ele´trica, a poteˆncia acelerante apresenta como vantagem
o uso da informac¸a˜o da poteˆncia mecaˆnica, o que reduz os problemas relacionados a tomadas
de carga relatados anteriormente (SILVA; SIMo˜ES-COSTA, 2004). A medic¸a˜o direta do sinal de
poteˆncia mecaˆnica e´ difı´cil. No entanto, ela pode ser sintetizada a partir do sinal de velocidade
angular e poteˆncia ele´trica. Dessa forma, a estimativa desse sinal e´ mais trabalhosa quando
comparada aos demais, podendo inclusive introduzir atrasos no processo de medic¸a˜o.
No aˆmbito deste trabalho, sa˜o considerados treˆs sinais para a avaliac¸a˜o de sua aplicabili-
dade para o controle centralizado. O primeiro consiste no sinal de velocidade angular, que foi
escolhido por ser o mais empregado quando se considera o projeto do controle hiera´rquico e
pode ser estimado por meio das correntes e tenso˜es terminais da ma´quina. O sinal de poteˆncia
ele´trica e´ escolhido por ser facilmente calculado, usando-se sinais de PMU, e por ser fisica-
mente diferente do sinal de velocidade. Como terceiro sinal a ser investigado, optou-se pelo
sinal de aˆngulo de barra. Esse na˜o foi utilizado como sinal estabilizante, dada a dificuldade de
obteˆ-lo no passado. Atualmente, este sinal e´ um produto direto da medic¸a˜o fasorial e merece
uma investigac¸a˜o com relac¸a˜o a sua aplicabilidade no controle centralizado. Apesar de suas
inu´meras vantagens, os sinais de frequ¨eˆncia e poteˆncia acelerante foram preteridos neste traba-
lho. O sinal de frequ¨eˆncia apresenta propriedades semelhantes ao sinal de velocidade angular e
aˆngulo, que ja´ sera˜o avaliados. A poteˆncia acelerante e´ resultado da combinac¸a˜o dos sinais de
velocidade angular de poteˆncia ele´trica, ja´ considerados no escopo da avaliac¸a˜o.
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Nesta Sec¸a˜o, um algoritmo, para selec¸a˜o de pontos de medic¸a˜o e controle baseado em
ı´ndices de observabilidade e controlabilidade, e´ apresentado. O me´todo foi inicialmente apre-
sentado em (KAMWA; GRONDIN, 2002), onde foi aplicado para a resoluc¸a˜o do problema de
alocac¸a˜o de PMUs baseado na resposta dinaˆmica do sistema. Simulac¸o˜es no tempo sa˜o re-
alizadas, e os dados sa˜o coletados para a formac¸a˜o de uma matriz de informac¸a˜o que e´ o
ponto de partida para as ana´lises de observabilidade e controlabilidade. Uma extensa˜o desse
me´todo e´ apresentada em (MARINI, 2005) para a melhoria da estabilidade angular a pequenas-
perturbac¸o˜es. Esse me´todo tambe´m foi utilizado para o problema de alocac¸a˜o de PMUs, pore´m,
diferentemente do proposto por (KAMWA; GRONDIN, 2002), o me´todo de (MARINI, 2005) e´ base-
ado na ana´lise modal do sistema. Como o me´todo foi pouco explorado, o objetivo neste trabalho
e´ testa´-lo em aplicac¸o˜es de controle para sistemas ele´tricos de poteˆncia.
O problema de otimizac¸a˜o pode ter duas func¸o˜es objetivo:
• maximizac¸a˜o do conteu´do de informac¸a˜o a partir de um conjunto sinais;
• minimizac¸a˜o da redundaˆncia da informac¸a˜o contida em um conjunto de PMUs candida-
tas.
Considerando o sistema linear descrito pelas equac¸o˜es (4.7)-(4.8) e a transformac¸a˜o de
similaridade, representada pela matriz T, onde x = Txt e T e´ a matrix dos autovalores a` direita
da matriz A, o sistema linear pode ser redefinido como segue:
x˙t = At xt+Bt u (5.1)
y = Ct xt (5.2)
onde At e´ uma matriz diagonal composta pelo autovalores de A, e as matrizes Bt e Ct sa˜o as
matrizes de controlabilidade e observabilidade do sistema. Assim sendo, cada estado do sistema
e´ associado a um modo, e as matrizes Bt e Ct correspondem, respectivamente, a`s contribuic¸o˜es,
de cada modo, a` entrada e saı´da do sistema.
Define-se o vetor zi = [c¯m1...c¯mk], onde c¯m1...c¯mk sa˜o os ı´ndices de observabilidade e contro-
labilidade, extraı´dos de Ct ou Bt, respectivamente, , e relacionados com os modos de interesse
λ1, ...,λk, como o vetor associado ao sinal medido na barra i. Os vetores zi, obtidos dos ı´ndices
de observabilidade e controlabilidade, sa˜o usados para construir a matrix ZB, onde cada coluna
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da matriz e´ representada por zTi . A matrix ZB e´ composta pelos ı´ndices de observabilidade e
controlabilidade do sistema e e´ chamada de matrix de informac¸a˜o 1.
Para medir o conteu´do da matriz de informac¸a˜o ZB, um ı´ndice de medic¸a˜o da quantidade
de informac¸a˜o sera´ utilizado. O ı´ndice de quantidade de informac¸a˜o (QI), dado por ℑ(ZB), e´
definido pela Equac¸a˜o (5.3):
ℑ(ZB) = det(ZTBZB)1/nb (5.3)
onde
ZTBZB =
⎡⎢⎢⎢⎢⎢⎣
z1zT1 . . . z1z
T
n
z2zT1 . . . z2z
T
n
...
...
...
znzT1 . . . znz
T
n
⎤⎥⎥⎥⎥⎥⎦ (5.4)
O ı´ndice QI e´ utilizado porque apresenta uma interpretac¸a˜o interessante com relac¸a˜o a` ma-
trix de informac¸a˜o ZB. Os elementos diagonais crescem com o conteu´do modal dos modos de
oscilac¸a˜o de interesse (HENICHE; KAMWA, 2002). Os elementos fora da diagonal zTi zj diminuem
quando os vetores zi e zj, referentes a`s barras i e j, tendem a` ortogonalidade. Com a diminuic¸a˜o
dos elementos fora da diagonal o determinante ℑ(ZB) aumenta, aumentando assim a magnitude
do ı´ndice QI.
A utilizac¸a˜o desse ı´ndice e´ uma medida direta do conteu´do modal e correlac¸a˜o entre barras.
Um algoritmo baseado em otimizac¸a˜o vora´z (Greedy Optimization), detalhado em Kamwa e
Grondin (2002), pode ser utilizado juntamente com o ı´ndice QI, para maximizar ou minimizar
o conteu´do de informac¸a˜o de um sistema. A aplicac¸a˜o desse algoritmo para o problema da
alocac¸a˜o de PMUs foi intensamente explorado no trabalho de Marini (2005).
No presente trabalho, o objetivo e´ avaliar a efetividade desse algoritmo para a sua aplicac¸a˜o
na selec¸a˜o de pontos de medic¸a˜o e controle para o controle central. Duas abordagens podem
ser consideradas para essa questa˜o. A primeira e´ a de selecionar um nu´mero ma´ximo de pon-
tos, que apresentam as melhores condic¸o˜es de observabilidade e controlabilidade, a partir de
um conjunto de barras candidatas BC. A segunda abordagem e´ a de encontrar o controlador
que apresente a configurac¸a˜o mı´nima para o sistema especificado (mı´nima redundaˆncia). Esse
controlador de configurac¸a˜o mı´nima na˜o considera canais redundantes e deve apresentar desem-
penho semelhante ao controlador que considera todos os pontos de medic¸a˜o candidatos. A difi-
1Para cada caso observabilidade ou controlabilidade, calcula-se uma matriz de informac¸a˜o especı´fica para esse
fim.
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culdade dessa abordagem e´ selecionar a toleraˆncia mı´nima ε que representa essa configurac¸a˜o.
O valor dessa toleraˆncia e´ baseado no valor do ı´ndice QI, denotado por ℑ(ZB). Com a adic¸a˜o de
uma determinada barra, no conjunto considerado, o ı´ndice aproxima-se de zero quando a nova
barra traz informac¸o˜es redundantes a`s pertencentes ao conjunto inicial. Esse controlador na˜o e´
interesse pra´tico, pois, em caso de falha de canais de comunicac¸a˜o, o seu desempenho estara´
comprometido. No entanto, considera-se um teste relevante para a capacidade do me´todo. O
algoritmo utilizado em (MARINI, 2005) foi alterado e e´ apresentado na pro´xima Sec¸a˜o.
5.3.1 Algoritmo de Selec¸a˜o de Barras
O objetivo principal do algoritmo e´ o selecionar as barras (pontos) com melhor capacidade
de observac¸a˜o e controle para um modo de oscilac¸a˜o especificado. Deseja-se maximizar a
informac¸a˜o medida a partir de um conjunto de barras candidatas. Os principais passos desse
algoritmo sa˜o apresentados como segue:
Tabela 2: Glossa´rio - Selec¸a˜o de Pontos
BC: Conjunto de barras candidatas ZBC: Matrix de Informac¸a˜o
ηmax: Nu´mero ma´ximo de pontos ℑ(ZBC): I´ndice QI
ηc: Nu´mero de barras candidatas l: Iterac¸a˜o corrente
zl: I´ndice de observabilidade/controlabilidade nl: Nu´mero de barras na iterac¸a˜o
ε : Toleraˆncia especificada (determinante pro´ximo de zero)
Algoritmo:
1. Definir o conjunto de barras candidatas, BC = {BC1BC2...BCn};
2. Escolher o nu´mero ma´ximo de PMUs a serem selecionadas ηmax < ηc. Para o caso de
configurac¸a˜o mı´nima, selecionar o conjunto de pontos que atendam a` toleraˆncia ε espe-
cificada;
3. Entre as barras selecionadas, escolher a que apresenta o melhor ı´ndice de observabili-
dade/controlabilidade;
4. Fac¸a ηl = 0
5. Enquanto ηl < ηmax, para o caso de configurac¸a˜o mı´nima ℑ(ZBc)< ε ;
a. Para l = 1,2, ...,ηmax;
b. Construir a matriz de informac¸a˜o, ZBC = {z1z2...zl};
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c. Medir o conteu´do da informac¸a˜o usando o ı´ndice QI, dado porℑ(ZBc) = det(ZTBZB)1/nb;
6. Entre os ı´ndices calculados, escolha o que apresenta maior valor ℑ(ZBc). A barra que
apresentar o maior valor de ℑ(ZBc) e´ selecionada e retirada do conjunto inicial;
7. Os ηmax pontos selecionados representam a soluc¸a˜o do problema. Para o caso de configura-
c¸a˜o mı´nima, os η pontos selecionados que atendem a` toleraˆncia mı´nima ε sa˜o a soluc¸a˜o
do problema;
Como apresentado, esse algoritmo e´ baseado na ana´lise modal. A principal crı´tica aos
me´todos baseados em ana´lise modal e´ que tais me´todos na˜o sa˜o eficientes quando sinais de
diferentes magnitudes e significados fı´sicos sa˜o considerados no processo de selec¸a˜o (ZHANG;
BOSE, 2008). Para contornar esse problema, um algoritmo baseado em medidas geome´tricas
foi implementado para avaliac¸a˜o de quais sinais podem ser utilizados no controle central. Esse
algoritmo pode ser utilizado em conjunto com o apresentado nesta Sec¸a˜o, verificando-se, em
um conjunto de sinais, quais apresentam a melhor observabilidade e controlabilidade de um
modo de oscilac¸a˜o especificado. Esse algoritmo e´ apresentado na Sec¸a˜o 5.4.
5.4 Selec¸a˜o de Sinais Fı´sicos
A maioria dos me´todos para selecionar a localizac¸a˜o e os sinais estabilizantes para PSS e
FACTS sa˜o baseados na ana´lise de controlabilidade e observabilidade (MARTINS; LIMA, 1990;
ZHANG et al., 1998). Esses me´todos sa˜o derivados da teoria linear de controle modal e calculam
medidas baseadas nos resı´duos dos autovalores. A limitac¸a˜o desses me´todos esta´ no fato de
que somente podem ser aplicados para sinais de mesmo tipo. Essa abordagem apresenta um
problema de escala quando se compara sinais de diferentes significados fı´sicos, como poteˆncia
(MW), frequ¨eˆncia (Hz), velocidade gerador (rad/s) e aˆngulo (rad) (KAMWA et al., 2001). Para
contornar essa deficieˆncia, o me´todo usado em Heniche e Kamwa (2002), baseado em medidas
geome´tricas modais, e´ o mais adequado para comparar sinais de diferentes significados fı´sicos
com respeito a um determinado modo (ZHANG; BOSE, 2008).
A raza˜o principal para a aplicac¸a˜o desse me´todo, no aˆmbito do presente trabalho, e´ a sua
utilizac¸a˜o para a avaliac¸a˜o dos sinais adicionais aplicados ao controle centralizado. Como ja´
comentado, o me´todo das medidas geome´tricas pode tambe´m ser utilizado como uma camada
de selec¸a˜o de sinais para o me´todo de selec¸a˜o de pontos de medic¸a˜o e controle.
Considerando o sistema linear representado em (4.7)-(4.8) e supondo-se que a matriz A
com n autovalores distintos (λk,k = 1...,n) e as matrizes correspondeste aos autovetores a` di-
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reita e a` esquerda, dados por T and Ψ. As medidas geome´tricas de controlabilidade mci e
observabilidade moj, associadas aos modo k sa˜o (HENICHE; KAMWA, 2002):
˙mci(k) = cos(α(Ψk,bi)) = |b
T
i Ψk|
‖Ψk‖‖bi‖ (5.5)
moj(k) = cos(θ(Tk,c j)) = |c jTk|‖Tk‖‖ci‖ (5.6)
com bi a ith coluna da matrix de entrada B (correspondente a ith entrada) e c j a jth linha da
matriz de saı´da C (correspondente a jth saı´da) e |z| e ‖z‖ sa˜o o mo´dulo e a norma Euclidiana de
z, respectivamente; α(ψk,bi) e´ o aˆngulo geome´trico entre o vetor de entrada i e o kth autovetor
a` esquerda, enquanto θ(Tk,c jT ) e´ o aˆngulo geome´trico entre o vetor de saı´da j e o kth autovetor
a` direita.
Geometricamente, a observabilidade pode ser interpretada como o coseno do aˆngulo entre
os vetores cTj e Tk. Se o coseno desse aˆngulo e´ pro´ximo de zero, c
T
j e Tk, sa˜o praticamente
ortogonais o que indica uma baixa observabilidade do modo em questa˜o. Essa interpretac¸a˜o
tambe´m pode ser usada para a controlabilidade.
Portanto, quanto maior a abertura angular entre os vetores, melhor sera´ a observabilidade
e/ou controlabilidade do modo de oscilac¸a˜o especificado. O princı´pio geral do me´todo e´ indicar
quanto o n-e´simo modo do sistema e´ observado ou controlado a partir das saı´das e entradas
especificadas no sistema.
A ide´ia geral desse procedimento e´ selecionar um grupo de sinais de mesma magnitude, que
apresentem boa observabilidade comparada a outros sinais de diferentes significados fı´sicos.
Apo´s a selec¸a˜o dos sinais, um algoritmo de minimizac¸a˜o da redundaˆncia de informac¸a˜o, ba-
seado em ana´lise modal, pode ser aplicado para a selec¸a˜o dos locais de medic¸a˜o e controle
apresentados na Sec¸a˜o anterior.
5.5 Concluso˜es
O objetivo principal deste Capı´tulo e´ apresentar os me´todos utilizados para a ana´lise de
sinais fı´sicos e selec¸a˜o de pontos de medic¸a˜o e controle utilizados neste trabalho. Com o au-
mento do nu´mero de PMUs instaladas no sistema e o consequ¨ente aumento no nu´mero de sinais
coletados, me´todos sa˜o necessa´rios para filtrar a informac¸a˜o relevante fornecida pelo sistema de
medic¸a˜o fasorial sincronizada. Da revisa˜o bibliogra´fica realizada, treˆs sinais foram apontados
como candidatos a` participac¸a˜o no controle central. Os sinais escolhidos sa˜o o de velocidade
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angular, aˆngulo de barra e poteˆncia ele´trica. A escolha foi principalmente baseada na facilidade
de obtenc¸a˜o do sinal a partir do sistema de medic¸a˜o fasorial.
Um me´todo para selec¸a˜o de pontos de medic¸a˜o e controle baseado na proposta de Marini
(2005) foi apresentado. O objetivo principal da aplicac¸a˜o desse me´todo, neste trabalho, e´ o
de usa´-lo em conjunto com os me´todos de projeto aqui implementados. Quando se conside-
ram sinais de diferentes magnitudes e significados fı´sicos, na˜o se recomenda o uso de me´todos
baseados em ana´lise modal. Para contornar essa dificuldade, um me´todo baseado em medi-
das geome´tricas proposto por Heniche e Kamwa (2002) e´ apresentado. Esse me´todo pode ser
utilizado em conjunto com o de ana´lise modal para auxiliar na escolha dos sinais fı´sicos que
participara˜o do controle central. Neste trabalho, ele e´ usado para avaliar os sinais fı´sicos adi-
cionais escolhidos para o projeto do controle central. Os me´todos utilizados para o projeto do
controlador central sera˜o apresentados no pro´ximo Capı´tulo.
6 METODOLOGIAS DE PROJETO
6.1 Introduc¸a˜o
O presente Capı´tulo tratara´ dos me´todos de projeto considerados neste trabalho. O principal
desafio e´ o de projetar controladores com realimentac¸a˜o de saı´das para sistemas de grande porte,
incorporando atrasos no momento do projeto. Foram consideradas duas linhas de investigac¸a˜o
com me´todos de otimizac¸a˜o analı´ticos e parame´tricos. O me´todo analı´tico aplicado e´ o me´todo
do controle o´timo baseado na soluc¸a˜o da equac¸a˜o de Riccati. Como me´todos parame´tricos
utilizam-se os me´todos de otimizac¸a˜o por busca direta e gradiente amostrado. Dada a natureza
de grande porte dos sistemas, me´todos de reduc¸a˜o de ordem sa˜o utilizados em conjunto com os
me´todos de projeto.
O Capı´tulo inicia com uma descric¸a˜o dos principais me´todos de projeto encontrados na li-
teratura e que podem ser aplicados para o projeto do controle hiera´rquico. Me´todos de reduc¸a˜o
de ordem, utilizados neste trabalho, sera˜o descritos e, logo em seguida, o me´todo do controle
o´timo sera´ apresentado, ale´m de a sua aplicac¸a˜o para o problema do projeto do controle cen-
tralizado. Na sequ¨encia, os me´todos de otimizac¸a˜o parame´trica utilizados sera˜o apresentados.
Esses me´todos sa˜o apropriados para o tratamento de func¸o˜es na˜o-suaves e na˜o-convexas.
6.2 Ana´lise de Me´todos de Projeto
A partir da de´cada de 80, apo´s os avanc¸os da teoria de controle, ficou claro que alguns
problemas sa˜o difı´ceis de se resolver na pra´tica e, muito provavelmente, de difı´cil resoluc¸a˜o
formal. Entre os desafios citados em Blondel e Tsitsiklis (2000), destaca-se o considerado neste
trabalho, que consiste em projetar controladores onde a ordem do controlador e´ fixada como
sendo menor que a ordem da planta.
O caso limite dessa questa˜o sa˜o os controladores de ordem zero, conhecidos como realimenta-
c¸a˜o esta´ticas de saı´das. Nesse caso, dadas as matrizes A, B e C do sistema linear apresentado em
(4.7)-(4.8), procura-se determinar um ganho K tal que o sistema em malha fechada (A+BKC)
seja esta´vel. Apesar das numerosas contribuic¸o˜es, desde o comec¸o da de´cada de 60, uma res-
posta satisfato´ria para esse problema ainda na˜o foi encontrada (BLONDEL; TSITSIKLIS, 2000).
Esse problema e´ va´rias vezes citado como um dos problemas em aberto na teoria de sistemas
de controle (BLONDEL et al., 1995). Adicionalmente, apesar de va´rias tentativas, na˜o esta´ claro
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se esse problema e´ NP-hard 1.
Dada a importaˆncia pra´tica do problema de realimentac¸a˜o de saı´das, diferentes abordagens
vem sendo utilizadas para trata´-lo. Considerando me´todos analı´ticos, a primeira abordagem e´
baseada na resoluc¸a˜o da equac¸a˜o alge´brica de Riccati, que esteve muito em voga ate´ o surgi-
mento das LMIs. As LMIs foram popularizadas na de´cada de 90, sendo aplicadas nas mais
diferentes a´reas da engenharia. Nas LMIs, um conjunto de equac¸o˜es lineares de igualdade e
desigualdade sa˜o resolvidas por meio do me´todo de otimizac¸a˜o de pontos interiores. A grande
vantagem dessa abordagem e´ a obtenc¸a˜o de um controle que assegura o o´timo global para o
sistema. Para a utilizac¸a˜o desse me´todo, o sistema e suas restric¸o˜es precisam ser modelados por
equac¸o˜es lineares afins. Uma outra exigeˆncia, referente ao algoritmo de pontos interiores, e´ a
de que o problema seja convexo.
Para o caso das LMIs, essa e´ a principal barreira para a sua aplicac¸a˜o para o caso do con-
trolador com realimentac¸a˜o de saı´das de baixa ordem, ja´ que para esse problema na˜o apresenta
uma formulac¸a˜o convexa. Nos u´ltimos anos, os esforc¸os realizados foram no sentido de en-
contrar uma formulac¸a˜o convexa para esse problema, para enta˜o aplicar o me´todo baseado em
LMIs.
Em Scherer (1995), Scherer (1999), Scherer (2000), controladores sa˜o desenvolvidos para
sistemas de ordem completa. O problema e´ reduzido para LMIs considerando a teoria de es-
tabilidade de Lyapunov e as matrizes de paraˆmetros do controlador. A desvantagem dessa
abordagem e´ a presenc¸a das varia´veis de Lyapunov que crescem quadraticamente com o tama-
nho do sistema. A consequ¨eˆncia e´ que os tradicionais BMI (Bilinear Matrix Inequalities) e
LMI ”solvers”sucumbem quando a planta e´ de alta ordem. Esse e´ especificamente o caso dos
sistemas ele´tricos.
Para contornar esse problema, novas linhas de investigac¸a˜o veˆm sendo propostas na litera-
tura. Essas novas abordagens apresentam uma linha de investigac¸a˜o alternativa. Com as LMIs,
a considerac¸a˜o da convexidade do problema e´ algo fundamental para a aplicac¸a˜o do me´todo.
As pesquisas estavam direcionadas a buscar soluc¸o˜es para tornar o problema de realimentac¸a˜o
de saı´das, que naturalmente e´ na˜o-convexo, em um problema convexo. Nas novas linhas de
investigac¸a˜o, procura-se na˜o alterar a na˜o-convexidade do problema, e, sim, trata´-lo como tal.
Dessa forma, me´todos de otimizac¸a˜o que tratem de problemas na˜o-convexos sa˜o considerados.
Entre essas linhas, destacam-se os me´todos de otimizac¸a˜o de busca direta, que sa˜o melhor co-
nhecidos por te´cnicas de otimizac¸a˜o sem o uso explicito de derivadas. Os me´todos de busca
direta foram formalmente propostos e largamente aplicados na de´cada de 60. Entretanto, a par-
1Problema cuja soluc¸a˜o se obte´m em tempo polinomial.
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tir da de´cada de 70, foram abandonados pela comunidade cientı´fica tendo em vista a falta de
ferramentas de ana´lise matema´tica. Apesar disso, alguns pesquisadores continuaram a utilizar
esses me´todos por serem fa´ceis de programar e alguns deles bastante confia´veis. Na u´ltima
de´cada, esses me´todos foram retomados, em parte pelo surgimento de melhores me´todos de
ana´lise matema´tica, ale´m do interesse de uso em algoritmos preparados para computac¸a˜o para-
lela e distribuı´da (KOLDA et al., 2003).
Burke et al. (2002) propo˜em uma alternativa aos me´todos de busca direta para a otimizac¸a˜o
de func¸o˜es na˜o-suaves e na˜o-convexas. Esse novo algoritmo, chamado de gradiente amostrado
ou gradient sampling, utiliza a informac¸a˜o de gradientes ”amostrados” pro´ximos a` iterac¸a˜o
atual para definir a sua direc¸a˜o de busca. Esse me´todo e´ projetado para tratar func¸o˜es na˜o-
convexas e na˜o-suaves e pode ser utilizado em conjunto com outros algoritmos para melhorar o
seu desempenho computacional (me´todo hı´brido). Esses algoritmos na˜o garantem o´timo global
como no caso das LMIs, no entanto, sa˜o capazes de encontrar o´timos locais que satisfazem os
requisitos de projeto do controlador objeto deste trabalho.
Como comentado no Capı´tulo 3, va´rios me´todos sa˜o propostos na literatura e podem ser
considerados para o projeto de controlador hiera´rquico. Do ponto do vista do problema de
otimizac¸a˜o os me´todos apresentados no Capı´tulo 3, podem ser classificados como me´todos
analı´ticos ou parame´tricos. Entende-se como me´todos analı´ticos, aqueles baseados na otimiza-
c¸a˜o de uma equac¸a˜o fechada, seja ela a equac¸a˜o de Riccati, ou de Lyapunov (BOYD et al., 1994).
Me´todos de projeto baseados em LMIs e de controle o´timo (LQR) sa˜o considerados me´todos
analı´ticos porque sua soluc¸a˜o depende da resoluc¸a˜o de uma equac¸a˜o formulada para o problema.
Os me´todos parame´tricos sa˜o aqueles formulados para a otimizac¸a˜o de um determinado ı´ndice
ou norma explı´cita. Podem ser considerados ı´ndices e/ou normas de desempenho das mais va-
riadas naturezas. Entre estes me´todos citam-se a maximizac¸a˜o do amortecimento, minimizac¸a˜o
da norma H∞ e a minimizac¸a˜o da parte real dos autovalores.
Destaca-se que na literatura a classificac¸a˜o dos me´todos em analı´ticos ou parame´tricos na˜o
e´ clara (BOYD et al., 1994) (WHIDBORNE et al., 1996) (KAMWA et al., 2000). Alguns autores clas-
sificam como me´todos analı´ticos somente aqueles que sa˜o previsı´veis quanto ao esforc¸o com-
putacional e nu´mero de iterac¸o˜es necessa´rias para encontrar a soluc¸a˜o. Desta forma, me´todos
baseados em controle o´timo e LMIs na˜o poderiam ser classificados como analı´ticos, pois o
esforc¸o computacional e o nu´mero de iterac¸o˜es exigido, para sistemas de alta ordem e´ de difı´cil
previsa˜o (BOYD et al., 1994). Kamwa et al. (2000) classificam o me´todo de controle o´timo como
sendo de otimizac¸a˜o parame´trica, pois a sua soluc¸a˜o esta´ condicionada ao encontro de uma
matrix de ganhos que minimize a equac¸a˜o de Riccati. Em Whidborne et al. (1996), os auto-
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res definem me´todos de otimizac¸a˜o analı´tica como aqueles que na˜o tem um ı´ndice explicito
de desempenho em malha fechada. Me´todos de otimizac¸a˜o parame´trica sa˜o definidos como
aqueles que apresentam um ı´ndice explı´citos de desempenho em malha fechada (WHIDBORNE
et al., 1996). A considerac¸a˜o de ı´ndices de desempenho explı´citos facilita a otimizac¸a˜o de va´rios
crite´rios em um u´nico problema de otimizac¸a˜o, permitindo assim a considerac¸a˜o de problemas
multi-objetivo. Whidborne et al. (1996) definem, como otimizac¸a˜o parame´trica, algoritmos que
considerem problemas multi-objetivo.
Embora a classificac¸a˜o desses me´todos na˜o esteja de forma clara na literatura, neste tra-
balho, a classificac¸a˜o de Whidborne et al. (1996) sera´ utilizada. Sa˜o considerados me´todos
analı´ticos aqueles baseados na soluc¸a˜o de uma equac¸a˜o fechada, e me´todos parame´tricos aque-
les baseados na otimizac¸a˜o de um ı´ndice explı´cito. Como exemplos de me´todos analı´ticos,
citam-se o do controle o´timo e das LMIs. Como otimizac¸a˜o parame´trica, pode-se citar os al-
goritmos evoluciona´rios, preditivo e me´todos de otimizac¸a˜o por busca direta e dos gradientes
amostrados.
Como me´todo analı´tico escolheu-se o me´todo de controle o´timo baseado na resoluc¸a˜o da
equac¸a˜o generalizada de Riccati. A principal vantagem desse me´todo e´ permitir o projeto de
controladores de baixa ordem com realimentac¸a˜o de saı´das. Destaca-se, tambe´m, que esse
me´todo na˜o havia sido aplicado para a resoluc¸a˜o do problema do controle hiera´rquico, sendo
necessa´ria a investigac¸a˜o do seu potencial de aplicac¸a˜o.
Os me´todos parame´tricos escolhidos para aplicac¸a˜o neste trabalho sa˜o os me´todos de busca
direta e do gradiente amostrado (gradient sampling). Esses me´todos apresentam os requisi-
tos necessa´rios para esse projeto e, adicionalmente, haviam sido pouco explorados na a´rea de
controle de sistemas ele´tricos. A capacidade de tratar problemas de otimizac¸a˜o na˜o-suaves e
na˜o-convexos, como o caso do projeto do controle central, sa˜o uma indicac¸a˜o da sua potencia-
lidade de aplicac¸a˜o. Um destaque especial e´ dado ao me´todo do gradiente amostrado que ainda
na˜o foi aplicado ao projeto de controladores na a´rea de sistemas de energia ele´trica. Deseja-se
tambe´m contribuir para a apresentac¸a˜o deste me´todo. Outros me´todos parame´tricos, como os
me´todos evoluciona´rios e o controle preditivo, podem ser utilizados. Esses me´todos sa˜o larga-
mente explorados na literatura e devido ao tempo de consecuc¸a˜o desta tese, eles na˜o fara˜o parte
deste estudo.
Devido a` caracterı´stica de grande porte dos problemas na a´rea de sistemas de energia
ele´trica, me´todos de reduc¸a˜o de ordem necessitam ser aplicados em conjunto com os me´todos
de projeto. Dessa forma, sa˜o apresentados os me´todos de reduc¸a˜o de ordem usados neste traba-
lho. O Capı´tulo segue, enta˜o, com a apresentac¸a˜o do me´todo analı´tico utilizado. Finalizando o
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Capı´tulo, apresentam-se os me´todos parame´tricos.
6.3 Me´todos de Reduc¸a˜o de Ordem
Tratando-se de problemas de grande porte, como o caso dos sistemas ele´tricos, o uso de
me´todos de reduc¸a˜o de ordem que capturem as dinaˆmicas essenciais do sistema se fazem ne-
cessa´rios. No caso do controle centralizado, o objetivo principal e´ o amortecimento de modos
de oscilac¸a˜o inter-a´rea. Isso se da´ principalmente pela capacidade de observabilidade e con-
trolabilidade desses modos pelo controle central (ZHANG; BOSE, 2008). Para o projeto desse
controlador, um modelo de ordem reduzida do sistema, que captura as dinaˆmicas essenciais
associadas a esses modos, facilita a aplicac¸a˜o deste me´todo de projeto. Para ambos os me´todos
a grande vantagem e´ a melhoria do processo de convergeˆncia. Especificamente para o caso do
projeto usando controle o´timo, destaca-se a facilidade para a escolha das matrizes de peso, dada
a diminuic¸a˜o no nu´mero dos estados considerados.
Neste trabalho, aplicou-se o me´todo de reduc¸a˜o de ordem para o projeto do controlador
hiera´rquico, o me´todo utilizado e´ baseado no balanceamento modal apresentado em Moore
(1981). A abordagem proposta em Moore (1981) e´ baseada na representac¸a˜o do sistema permi-
tindo a identificac¸a˜o dos estados fracamente acoplados com as entradas e saı´das do sistema.
Estados fracamente acoplados sa˜o entendidos como aqueles que dificilmente podem ser
controlados ou observados a partir dos pontos de entrada e saı´da do sistema em questa˜o. Como
estes estados sa˜o dificilmente controlados ou observados, eles podem ser descartados para a
obtenc¸a˜o do modelo de ordem reduzida, que captura as caracterı´sticas do sistema original do
ponto de vista de entradas e saı´das.
Para os me´todos de projeto considerados neste trabalho, a escolha do me´todo de reduc¸a˜o
de ordem na˜o tem a mesma importaˆncia, como para o caso de projeto via LMIs. Nas LMIs, o
me´todo de reduc¸a˜o de ordem e´ parte essencial do projeto, pois a ordem do controlador obtida
dependera´ diretamente da ordem da planta.
Neste trabalho utiliza-se reduc¸a˜o de ordem em conjunto com todos os me´todos de projeto
explorados. No entanto, o seu uso e´ restrito a` melhoria do processo de convergeˆncia do me´todo
de projeto considerado e na˜o esta´ atrelado a` ordem do controlador a ser projetado. Desta forma,
utiliza-se o me´todo de reduc¸a˜o baseado em balanceamento modal onde somente os estados
pouco controla´veis ou observa´veis do ponto de vista das entradas e saı´das do sistema sa˜o reti-
rados.
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Para o caso especı´fico, considera-se o modelo linear invariante no tempo do sistema ele´trico:
x˙ = Ax+Bu
y = Cx+Du
(6.1)
com os gramianos de controlabilidade e observabilidade, dados respectivamente por Wc e Wo.
Sendo a transformac¸a˜o de similaridade dada por x¯ = Tx, onde T e´ a matriz de transformac¸a˜o,
resulta em um modelo equivalente, dado por:
¯˙x = TAT−1x¯+TBu
y = CT−1x¯+Du
(6.2)
onde os gramianos de controlabilidade e observabilidade sa˜o dados, respectivamente por:
W¯c = TWcTt (6.3)
W¯o = T−tWoT−1 (6.4)
O objetivo principal do me´todo e´ encontrar uma transformac¸a˜o de similaridade que iguale
os gramianos de observabilidade (Wo) e controlabilidade (Wc), tal que W¯c = W¯o = diag(g),
onde o vetor g conte´m a quantidade de energia de cada estado, do ponto de vista de entrada e
saı´da. Um algoritmo que calcula a transformac¸a˜o balanceada no espac¸o de estados e´ usado para
determinar a matriz T. Esse algoritmo e´ baseado no ca´lculo dos fatores de Cholesky, sendo
apresentado em detalhes em Laub et al. (1987).
Com a informac¸a˜o da quantidade de energia correspondente de cada estado armazenada do
vetor g, deve-se estabelecer um crite´rio para selec¸a˜o, separando-se os estados em dois grupos
distintos. Os estados com maior energia sa˜o separados e armazenados em um vetor x1 e os
estados com menor energia e que devem ser eliminados sa˜o representados pelo vetor x2. Assim,
o sistema linear e´ dividido em duas partes, como apresentado abaixo.
[
x˙1
x˙2
]
=
[
A11 A12
A21 A22
][
x1
x2
]
+
[
B1
B2
]
u (6.5)
y =
[
C1 C2
][ x1
x2
]
+Du (6.6)
Como a energia dos estados representados em x2 e´ baixa, a derivada de x2 e´ considerada
zero. A equac¸a˜o resultante e´ manipulada de tal forma que o vetor x2 possa ser escrito em func¸a˜o
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de x1. Substituindo-se essa equac¸a˜o do sistema linear acima, tem-se, como resultado, o sistema
de ordem reduzida, representado por:
x˙1 = [A11−A12A−122 A21]x1+[B1−A12A−122 B2]u (6.7)
y = [C1−C2A−122 A21]x1+[D−C2A−122 B2]u (6.8)
Para os casos especı´ficos que apresentam modos com baixo amortecimento fracamente aco-
plados do ponto de vista de entradas e saı´das, sa˜o utilizados me´todos que evitam o balancea-
mento modal. Neste trabalho, o me´todo apresentado em Sanchez-Gasca e Chow (1996) foi
tambe´m implementado para contornar esse problema.
6.4 Me´todo de Otimizac¸a˜o Analı´tico
Nesta Sec¸a˜o, apresenta-se o me´todo analı´tico escolhido para a aplicac¸a˜o para o projeto do
controle hiera´rquico. Esse me´todo e´ baseado na soluc¸a˜o da equac¸a˜o generalizada de Riccati. O
me´todo de controle o´timo e´ descrito como segue:
6.4.1 Me´todo do Controle O´timo Considerando Restric¸o˜es Estruturais
As ferramentas disponı´veis na ”Teoria de Controle O´timo”aplicadas a sistemas de grande
porte, apresentam vantagens, dada a sua capacidade de tratar o problema de forma global.
Levando-se em considerac¸a˜o as interac¸o˜es dinaˆmicas, gera-se um projeto de natureza coor-
denada, cuja soluc¸a˜o e´ o´tima no sentido de minimizar um determinado ı´ndice de desempenho
ou func¸a˜o-custo. Se o ı´ndice e´ do tipo quadra´tico nos estados e nos controles, o problema de
Controle O´timo e´ chamado de Problema do Regulador Linear Quadra´tico, (PRLQ) tratado am-
plamente na literatura (PENA, 1992), (FREITAS, 1995), (SIMo˜ES-COSTA et al., 1997), (DOTTA et al.,
2007).
A justificativa de por que o PRLQ e´ de ampla utilizac¸a˜o, deriva do fato de reduzir o pro-
blema do projeto a` escolha das matrizes de peso Q e R que permitem definir o ı´ndice de de-
sempenho. A escolha dessas matrizes nem sempre e´ simples, mas, como apresentado em Pena
(1992), as informac¸o˜es disponı´veis do modelo e as caracterı´sticas deseja´veis quanto ao desem-
penho dinaˆmico sa˜o de grande ajuda em sua determinac¸a˜o. O processo de reduc¸a˜o de ordem
tambe´m auxilia na escolha dessas matrizes de peso. Neste caso, como o sistema e´ reduzido
ficam evidenciados quais os estados devem ser ponderados com o objetivo de melhorar o amor-
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tecimento do sistema.
O me´todo foi originalmente apresentado em Geromel (1987) e foi aplicado para o projeto
de estabilizadores locais de sistemas de poteˆncia em Freitas (1995), Simo˜es-Costa et al. (1997).
A aplicac¸a˜o desse me´todo, para o controle centralizado e´ parte deste trabalho sendo objeto da
publicac¸a˜o apresentada em Dotta et al. (2007). Esse me´todo tem como vantagem principal
a capacidade de considerar restric¸o˜es pra´ticas que podem inviabilizar a execuc¸a˜o do projeto,
como, por exemplo, realimentac¸a˜o de saı´das e descentralizac¸a˜o. Ale´m disso, permite que o
controlador seja projetado com realimentac¸a˜o dinaˆmica, isto e´, representado por uma matriz de
func¸o˜es de transfereˆncia dada por (4.9). O sistema a ser controlado e´ apresentado na pro´xima
Sec¸a˜o.
6.4.1.1 Configurac¸a˜o do Controle
O controle a ser projetado foi apresentado em (4.9), em que a func¸a˜o de transfereˆncia
pssi j(s) considerada e´ de segunda ordem. Entretanto, func¸o˜es de ordens mais elevadas ou
realimentac¸a˜o esta´tica poderiam ter sido utilizadas. A estrutura das func¸o˜es de transfereˆncia e´
dada por:
pssi j(s) = Kc
1+bs+as2
1+ cs+d s2
(6.9)
Essa estrutura permite po´los e zeros reais e complexos. Para a aplicac¸a˜o do me´todo, a
equac¸a˜o (4.9) precisa estar na forma canoˆnica observa´vel (PENA, 1992). A realizac¸a˜o observa´vel
utilizada e´ descrita em Patel e Munro (1982). A matriz PSS(s) pode ser escrita como:
PSS(s) = Gpss+Dpss (6.10)
onde Gpss e´ estritamente pro´pria e Dpss e´ uma matriz constante. Dado que as entradas de Gpss
sejam dados por:
gi j(s) =
hi j(s)
di(s)
(6.11)
onde di(s) e hi j(s) sa˜o dados por
di(s) = sri +airi s
ri−1 + . . .+a10 (6.12)
hi j(s) = h
i j
ri−1 s
ri−1 +hi jri−2 s
ri−2+ . . .+hi j0 (6.13)
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com i = 1 . . .m e j = 1 . . . l.
A realizac¸a˜o observa´vel do controlador no espac¸o de estados e´ representada por:
x˙c = Ac xc+Bc uc (6.14)
yc = Cc xc+Dc uc (6.15)
onde xc e´ o vetor de estados do controlador, uc e´ o vetor dos sinais estabilizantes, yc e´ o vetor
das saı´das do controlador e as matrizes Ac, Bc e Cc sa˜o dadas por:
Ac =
⎡⎢⎢⎢⎢⎢⎣
A1 0 . . . 0
0 A2 . . . 0
0 0 . . . 0
0 0 . . . Al
⎤⎥⎥⎥⎥⎥⎦ , (6.16)
onde
Ai =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 −ai0
1 0 · · · 0 −aii
0 1 · · · 0 ...
...
...
...
... −airi−2
0 0 · · · 1 −airi−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.17)
para i = 1 . . . l,
Bc =
⎡⎢⎢⎢⎢⎢⎣
B1
B2
...
Bl
⎤⎥⎥⎥⎥⎥⎦ , (6.18)
onde
Bi =
⎡⎢⎢⎢⎢⎢⎣
hi10 h
i2
0 . . . h
im
0
hi11 h
i2
i . . . h
im
1
...
... . . .
...
hi1ri−1 . . . . . . h
il
ri−1
⎤⎥⎥⎥⎥⎥⎦ (6.19)
para i = 1 . . . l,
Cc = [C1 C2 . . . Cl] , (6.20)
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onde
Ci =
⎡⎢⎢⎣
0 . . . 0
...
... ei
0 . . . 0
⎤⎥⎥⎦ (6.21)
para i = 1 . . . l, e ei e´ a ith coluna da matrix identidade Il .
Como descrito em Pena (1992) a vantagem de se utilizar a forma canoˆnica observa´vel e´
que, se os po´los das sub-matrizes de (4.9) sa˜o fixados, enta˜o as matrizes Ac e Cc sa˜o conhecidas,
facilitando a aplicac¸a˜o do me´todo. Essa forma e´ conveniente para a aplicac¸a˜o em me´todos de
projeto de controladores.
6.4.1.2 O sistema controlado
Para a aplicac¸a˜o desse me´todo, e´ necessa´ria a transformac¸a˜o de um problema de realimenta-
c¸a˜o dinaˆmica de saı´das em um problema de realimentac¸a˜o esta´tica de saı´das . Isso pode
ser feito usando um sistema aumentado, o qual incorpora a dinaˆmica do controlador (PENA,
1992),(FREITAS, 1995).
Usando (4.7)-(4.8) para representar o sistema de poteˆncia, e incluindo-se a dinaˆmica dos
compensadores dados por (6.14)-(6.15), o sistema em malha fechada pode ser representado
por: [
x˙
x˙c
]
=
[
A¯+ B¯Dc C¯ B¯Cc
Bc C¯ Ac
][
x
xc
]
(6.22)
Definindo-se as matrizes
Aa =
[
A¯ B¯Cc
0 Ac
]
Ba =
[
B¯ 0
0 I
]
Ca = [C¯ 0] Ga =
[
−Dc
−Bc
]
e o vetor de estados aumentado xa = [xT , xTc ]
T , um sistema aumentado pode ser definido por
x˙a = Aa xa+Ba ua (6.23)
ya = Ca xa (6.24)
e o sistema a ser controlado considerado em (6.22) corresponde ao sistema aumentado repre-
sentado por (6.23)-(6.24), com realimentac¸a˜o de saı´das ua =−Ga ya ou ua =−GaCa xa.
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Se a forma canoˆnica de observabilidade e´ usada para representar o controlador em (6.14)-
(6.15) e se os po´los do PSSs sa˜o fixados, as matrizes Aa, Ba e Ca sa˜o conhecidas. As matrizes
Dc e Bc, correspondentes aos ganhos e zeros dos PSSs, devem ser determinadas a partir dos
ganhos esta´ticos. Assim, o problema da dinaˆmica do compensador se reduz a um problema de
realimentac¸a˜o esta´tica de saı´das.
A realimentac¸a˜o dinaˆmica fornece uma maior liberdade ao projetista ja´ que, ale´m do ganho,
pode-se configurar os po´los e zeros do controlador. Nesse me´todo, a estrutura das func¸o˜es de
transfereˆncia que compo˜em o controlador podem tambe´m ser de primeira ou de segunda ordem.
Adicionalmente, o me´todo permite, com facilidade, a incorporac¸a˜o de atrasos no projeto, como
detalhado em 4.4.3.
6.4.1.3 Descric¸a˜o do Me´todo
O objetivo principal do me´todo e´ a determinac¸a˜o do ganho esta´tico Ga . No caso em es-
pecı´fico, o problema deve ser resolvido considerando-se restric¸o˜es estruturais de saı´da como
apresentado em (GEROMEL, 1987). Formula-se, enta˜o, um problema que consiste em determi-
nar uma estrate´gia de controle que minimiza um ı´ndice quadra´tico de desempenho (Regulador
Linear Quadra´tico - LQR):
J(xa,ua) =
1
2
∫ ∞
0
(xTa Qxa+u
T
a Rua)dt (6.25)
onde uma matriz positiva semi-definida Q (estados) e uma matriz positiva definida R (con-
trole) sa˜o as matrizes de peso. Destaca-se aqui que o ı´ndice quadra´tico de desempenho na˜o
e´ um ı´ndice explı´cito do desempenho e depende fortemente da definic¸a˜o das matrizes de peso.
Destaca-se tambe´m que na˜o ha´ garantias de que haja uma melhora efetiva do amortecimento dos
modos, pois o me´todo na˜o tem por objetivo maximizar um ı´ndice especifico e sim um funcional
representado pela equac¸a˜o 6.25.
A matriz de realimentac¸a˜o de estados e´ apresentada em (6.26), na qual restric¸o˜es como
realimentac¸a˜o de saı´das podem ser incluı´das.
F(K) = 0 (6.26)
Para realimentac¸a˜o de saı´das, a equac¸a˜o (6.26) e´ dada por (SIMo˜ES-COSTA et al., 1997)
F(K) = K(I−CTa (CaCTa )−1Ca) = 0 (6.27)
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e a matrix de ganhos constantes Ga e´ dada por
Ga = KCTa (CaC
T
a )
−1Ca (6.28)
A soluc¸a˜o do problema de controle o´timo com restric¸o˜es estruturais de realimentac¸a˜o de
saı´das e´ obtida por meio de Equac¸a˜o Generalizada de Riccati (GEROMEL, 1987):
ATa P+PAa−PBa R−1 BTa P+Q+LT RL = 0 (6.29)
onde L e´ a matriz usada para incluir a restric¸a˜o de realimentac¸a˜o de saı´das. A imposic¸a˜o de
restric¸o˜es estruturais desvia a soluc¸a˜o do ponto o´timo global encontrado considerando-se a
formulac¸a˜o irrestrita.
O algoritmo generalizado, para a soluc¸a˜o do problema de controle o´timo, com restric¸o˜es de
realimentac¸a˜o de saı´da, e´ apresentado em Geromel (1987), e reproduzido a seguir.
Algoritmo de Soluc¸a˜o:
1. Fac¸a i = 0 e Pi ≥ 0, onde P0 = P∗ e´ a soluc¸a˜o da equac¸a˜o convencional de Riccati, e
L0 = 0;
2. Determine Li+1 = F(R−1 BTa Pi) com F definido de acordo com as restric¸o˜es considera-
das;
3. Define Qi+1 = Qi +LTi+1 RLi+1 e resolve-se seguinte equac¸a˜o de Riccati:
ATa Pi+1+Pi+1 Aa−Pi+1 Ba R−1 BTa Pi+1+Qi+1 = 0
4. Se ‖ Li+1 −Li ‖e≤ ε , para ε ≤ 0 e´ suficiente pequeno, va´ para o passo 5; sena˜o fac¸a
i = i+1 e va´ para o passo 2;
5. Determine o ganho K por
K = R−1 BTa Pi−Li+1
enta˜o, a matrix Ga pode ser determinada por (6.28).
O resultado desse algoritmo e´ usado para determinar a matrix de ganhos de realimentac¸a˜o
de saı´das Ga. Os paraˆmetros desconhecidos de PSS(s) sa˜o os elementos das matrizes Bc e Dc.
Essas matrizes sa˜o determinadas usando:
Ga =
[
−Dc
−Bc
]
(6.30)
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Em Simo˜es-Costa et al. (1997), mostra-se que a esparsidade das matrizes que representam
o sistema ele´trico pode ser explorada nesse algoritmo usando-se as equac¸o˜es de Chandrasehkar.
Portanto, o me´todo pode ser aplicado a grandes sistemas de poteˆncia. O algoritmo apresentado
na˜o tem garantia de convergeˆncia, que depende fortemente da configurac¸a˜o das matrizes de
desempenho, da magnitude dos atrasos e do tamanho do sistema-alvo.
Os esquemas de controle descentralizado e centralizado do controle hiera´rquico pode ser
projetado usando controle o´timo com restric¸o˜es estruturais. Neste trabalho, ele e´ aplicado, para
o controle centralizado, considerando-se valores tı´picos de sistema no controle descentralizado.
Para o projeto do nı´vel centralizado, os controladores decentralizados sa˜o incorporados
a`s equac¸o˜es que descrevem o sistema. A configurac¸a˜o do controle descentralizado procura
reproduzir as condic¸o˜es operativas do sistema com ajustes padro˜es baseadas em me´todo de
projeto SISO (Single Input Single Output). Na˜o se tem por objetivo aqui realizar o projeto do
controle descentralizado de forma coordenada pois este ajuste na˜o reflete os ajustes realizados
em campo.
6.4.2 Aplicac¸a˜o do me´todo de controle o´timo para o projeto do controle
hiera´rquico
Os nı´veis decentralizado e centralizado do controle hiera´rquico podem ser projetados usando
controle o´timo com restric¸o˜es estruturais. Neste trabalho, o me´todo de projeto e´ somente apli-
cado ao controle central. No entanto o me´todo pode ser usado tambe´m para o projeto do controle
descentralizado como descrito em (PENA, 1992).
O ı´ndice quadra´tico de desempenho da equac¸a˜o 6.25 penaliza os desvios dos estados do
sistema e a entrada do sistema de excitac¸a˜o (esforc¸o de controle)2, pelas matrizes de peso Q e R,
respectivamente. Com a penalizac¸a˜o dos desvios dos estados, tem-se como objetivo aumentar
o amortecimento dos autovalores do sistema e com a penalizac¸a˜o do esforc¸o de controle limitar
a saı´da dos atuadores.
Esse me´todo de controle exige que alguns paraˆmetros, como matrizes de peso e po´los do
controlador, sejam especificados:
• Matrizes de peso: a matriz de pesos relacionada aos estados do sistema restringe a
variac¸a˜o deles e objetivando melhorar o amortecimento do sistema. Ponderando-se forte-
mente os estados associados a modos de oscilac¸a˜o de baixo amortecimento, aumenta-se o
2Entende-se como esforc¸o de controle como a energia total aplicada pelos atuadores para controlar um deter-
minado sistema.
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amortecimento do sistema. Neste trabalho, os mode shapes, que apresentam a associac¸a˜o
das varia´veis de estado com os modos de oscilac¸a˜o, sa˜o usados para determinar os es-
tados a serem ponderados para o amortecimento dos modos de oscilac¸a˜o. Os estados
com forte associac¸a˜o com um determinado modo sa˜o fortemente ponderados melhorando
enta˜o o amortecimento do modo. Essa matriz e´ diagonal, com os estados associados aos
modos de oscilac¸a˜o pouco amortecidos e fortemente ponderados. A matriz relacionada
ao esforc¸o de controle e´ diagonal. Neste trabalho, especificamente a matriz referente ao
esforc¸o de controle na˜o necessitou de forte ponderac¸a˜o.
• Po´los do controlador: a escolha dos po´los do controlador afeta a convergeˆncia do algo-
ritmo. Os po´los foram escolhidos por tentativas e erro durante o processo de projeto.
Po´los reais e distantes do eixo imagina´rio foram os que apresentaram os melhores resul-
tados.
Os principais passos para a aplicac¸a˜o deste me´todo sa˜o apresentados como segue:
1. incorporac¸a˜o dos atrasos a`s equac¸o˜es do sistema;
2. reduc¸a˜o de ordem;
3. escolha dos paraˆmetros de projeto (Q,R e po´los do controlador);
4. aplicac¸a˜o do algoritmo para a obtenc¸a˜o do ganho K;
5. ca´lculo da matrix de ganhos Ga
6. os paraˆmetros da func¸a˜o de transfereˆncia sa˜o calculados usando (6.30).
6.5 Me´todos de Otimizac¸a˜o Parame´tricos
Os me´todos parame´tricos sa˜o caracterizados por problemas de otimizac¸a˜o de ı´ndices explı´ci-
tos de desempenho. Esse ı´ndices podem ser utilizados separadamente ou combinados para for-
mar problemas de otimizac¸a˜o multi-objetivo. Problemas de otimizac¸a˜o baseados em matrizes
de peso, como o caso do controle o´timo, podem ser muito sensı´veis a` escolha dessas matrizes
(KAMWA et al., 2000), tanto em termos de convergeˆncia como no tempo necessa´rio a escolha
dos termos corretos a serem ponderados. Com a escolha de um ı´ndice explı´cito, esse problema
e´ eliminado, pois tem-se como objetivo minimizar somente o ı´ndice escolhido. Desconside-
rando me´todos evoluciona´rios, ha´ poucos trabalhos relacionados a` aplicac¸a˜o de me´todos de
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otimizac¸a˜o parame´trica na a´rea de controle de sistemas ele´tricos. Kamwa et al. (2000) aplicam
otimizac¸a˜o parame´trica, para o projeto de controladores robustos considerando diferentes pon-
tos de operac¸a˜o. Como func¸a˜o objetivo, deseja-se maximizar um ı´ndice baseado no amorteci-
mento do sistema. Simo et al. (1996) utilizam um algoritmo baseado em otimizac¸a˜o parame´trica
para o projeto de um PSS multi-banda. Como me´todo de soluc¸a˜o, os autores utilizam o me´todo
de Quase-Newton.
Nesta Sec¸a˜o, sa˜o apresentados dois me´todos parame´tricos para o projeto do controle hiera´r-
quico, sa˜o eles: me´todo de busca direta e do gradiente amostrado (gradient sampling). Esses
me´todos otimizam ı´ndices explı´citos de desempenho e podem ser utilizados para a soluc¸a˜o de
problemas na˜o-suaves e na˜o-convexos como o projeto de controladores de baixa ordem, com
restric¸a˜o de realimentac¸a˜o de saı´da. A principal diferenc¸a entre os mesmos e´ com relac¸a˜o a`
direc¸a˜o de procura. Os me´todos diretos sa˜o conhecidos com sendo de ordem zero, pois na˜o
usam a informac¸a˜o da derivada no seu processo de convergeˆncia. Ja´, o me´todo do gradiente
amostrado utiliza a informac¸a˜o da derivada calculada na vizinhanc¸a da iterac¸a˜o atual, sendo
enta˜o um me´todo de primeira ordem. No entanto, essa informac¸a˜o na˜o e´ usada diretamente, e
sim apo´s um processo de ca´lculo de um gradiente resultante, a partir dos gradientes amostrados.
Esses me´todos foram pouco explorados, na literatura, para aplicac¸o˜es de controle de sistema
ele´tricos de poteˆncia. Neste trabalho, eles sa˜o aplicados ao projeto do controle hiera´rquico para
a explorac¸a˜o de seu potencial. Os me´todos sa˜o apresentados, em detalhes, nas pro´ximas Sec¸o˜es,
precedidos por uma breve revisa˜o da teoria de sistema lineares visando a facilitar a compreensa˜o
dos me´todos descritos.
6.5.1 Conceitos Ba´sicos e Formulac¸a˜o do Problema
Nesta Sec¸a˜o, e´ apresentada a formulac¸a˜o do problema utilizado para o projeto de contro-
lador de baixa ordem com restric¸a˜o de realimentac¸a˜o de saı´das. A Sec¸a˜o inicia-se com uma
apresentac¸a˜o de conceitos de teoria de sistema lineares e, na sequ¨eˆncia, os ı´ndices de desempe-
nho utilizados na formulac¸a˜o do problema de otimizac¸a˜o sa˜o apresentados.
6.5.1.1 Equac¸o˜es do Espac¸o de Estados
Todo sistema linear invariante no tempo pode ser representado por um conjunto de equac¸o˜es
diferenciais representado por:
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x˙(t) = Ax(t)+Bu(t)
y(t) = Cx(t)+Du(t)
(6.31)
onde x(t) ∈Rn e´ o vetor de estados, u(t) ∈Rm e´ o vetor de entrada e y(t) ∈ Rp e´ o vetor de
saı´da. Uma versa˜o compacta frequ¨entemente utilizada apresentando os vetores x e u em um
u´nico vetor, pode ser escrito como:[
x˙
y
]
=
[
A B
C D
][
x
u
]
(6.32)
Em muitas situac¸o˜es, o controlador pode na˜o estar habilitado para controlar uma subconfigu-
rac¸a˜o de entradas do sistema, u, nem medir uma subconfigurac¸a˜o de saı´das do sistema, y. Estes
vetores adicionais, com termos na˜o-controla´veis e na˜o-mensura´veis sa˜o chamados de vetor de
entrada exo´geno, w(t); e vetor de saı´da exo´geno, z(t). Os vetores w(t) e z(t) representam,
respectivamente, o ruı´do ou perturbac¸a˜o e as varia´veis de desempenho. Esse sistema pode ser
representado como:
x˙(t) = Ax(t)+
[
B1 B2
][ w(t)
u(t)
]
(6.33)
[
z(t)
y(t)
]
=
[
C1
C2
]
x(t)+
[
D11 D12
D21 D22
][
w(t)
u(t)
]
(6.34)
Na forma compacta, colocando-se os vetores x,w e u, em um u´nico vetor, o sistema pode
ser escrito como:
⎡⎢⎢⎣
x˙
z
y
⎤⎥⎥⎦=
⎡⎢⎢⎣
A B1 B2
C1 D11 D12
C2 D21 D22
⎤⎥⎥⎦
⎡⎢⎢⎣
x
w
u
⎤⎥⎥⎦ (6.35)
onde x ∈ Rn sa˜o os estados, u ∈ Rm e´ o vetor de entrada (atuadores), y ∈Rp e´ o vetor de saı´da
(sensores), w e´ o vetor de entrada da perturbac¸a˜o e z e´ o vetor das saı´das de interesse.
6.5.1.2 Func¸a˜o de Transfereˆncia
Em adic¸a˜o a` representac¸a˜o dada na Sec¸a˜o anterior, os sistemas lineares podem ser descritos
por uma func¸a˜o de transfereˆncia que fornece uma relac¸a˜o entre a entrada de controle, u, e a
saı´da do sistema, y, no domı´nio da frequ¨eˆncia. Aplicando-se a transformac¸a˜o de Laplace ao
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sistema 6.31 e assumindo x(0) = 0, tem-se:
sX(s) = AX(s)+BU(s)
Y(s) = CX(s)+DU(s)
(6.36)
Substituindo-se a primeira equac¸a˜o na segunda, chega-se a:
Y(s) = (D+C(sI−A)−1B)U(s) (6.37)
dessa forma, a func¸a˜o de transfereˆncia pode ser representada por:
G(s) = D+C(sI−A)−1B (6.38)
ou pela seguinte notac¸a˜o matricial:
G(s) =
[
A B
C D
]
(6.39)
6.5.1.3 Controle Realimentado
Com a planta modelada pela equac¸a˜o 6.35, o objetivo principal e´ projetar um controle
realimentado que, a partir de sinais medidos na saı´da do sistema, y, sintetiza uma ac¸a˜o de
controle. A ac¸a˜o de controle e´ aplicada a` planta usando o vetor de entrada u. Esse processo e´
ilustrado na Figura 16, onde G representa a planta e K o controlador. Nesse me´todo, o sistema
em malha aberta da planta e´ conectado ao sistema em malha aberta do controlador para formar
o sistema em malha fechada do sistema aumentado. O controlador e´ modelado em espac¸o de
estados na forma compacta por:
[
˙ˆx
u
]
=
[
Aˆ Bˆ
Cˆ Dˆ
][
xˆ
y
]
(6.40)
onde xˆ ∈Rnˆ e´ o estado do controlador. Note que a entrada do controlador e´ a saı´da do sistema y,
e a saı´da do controlador e´ a entrada do sistema u. O controlador e´ representado por uma matriz
de func¸o˜es de transfereˆncia apresentado em (4.9), onde a func¸a˜o de transfereˆncia pssi j(s) e´
de segunda ordem. Entretanto, func¸o˜es de outras ordens ou realimentac¸a˜o esta´tica podem ser
utilizadas.
Nesse caso, usaremos representac¸a˜o por func¸a˜o de transfereˆncia para representar o sistema
aumentado. A func¸a˜o que representa tal sistema e´ dada por:
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Figura 16: Sistema em Malha Fechada
K(s) = Dˆ+ Cˆ(sI− Aˆ)−1Bˆ (6.41)
6.5.1.4 Controle H∞
Considerando a planta G e o controlador K representados na Figura 16 e sendo (Ak,Bk,Ck,Dk)
a representac¸a˜o no espac¸o de estados do sistema em malha fechada, a func¸a˜o de transfereˆncia
entre o sinal de entrada w e o sinal de saı´da z e´ dada por:
T(s) = CK(sI−AK)−1BK +DK (6.42)
A norma H∞, para essa func¸a˜o, e´ definida pela equac¸a˜o
‖T‖∞ = supσ¯(CK(jϖ−AK)−1BK +DK) (6.43)
onde σ¯ denota o maior valor singular. O controlador e´ projetado com o objetivo de minimizar a
norma H∞, entre os vetores de entrada( w) e saı´da (z), tendo como restric¸a˜o um controlador K
que estabilize o sistema.
6.5.1.5 Formulac¸a˜o do Problema
Os me´todos parame´tricos sa˜o caracterizados pela otimizac¸a˜o de ı´ndices explı´citos de de-
sempenho do sistema em malha fechada. A selec¸a˜o dos ı´ndices de desempenho seguiu a re-
fereˆncia (BURKE et al., 2006b), onde consideram-se ı´ndices como otimizac¸a˜o da norma H∞,
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abscissa spectral e raio de estabilidade. No aˆmbito deste trabalho, definiu-se um ı´ndice adici-
onal baseado na maximizac¸a˜o do amortecimento do sistema. Os ı´ndices sa˜o definidos como
segue:
• Otimizac¸a˜o da Norma H∞: A norma H∞ de um sistema pode ser entendida como sendo o
maior ganho em termos de energia que esse sistema pode oferecer a um sinal de entrada.
Um controlador projetado com o objetivo de minimizar a norma H∞ considera o pior
caso para uma determinada configurac¸a˜o entrada-saı´da dada pelos vetor w e z. Para o
caso especı´fico, o problema e´ de minimizar a norma H∞ da func¸a˜o de transfereˆncia T(s)
definida por 6.42.
• Otimizac¸a˜o da Abscissa Spectral: A abscissa spectral de uma matriz e´ definida pelo
maior valor da parte real dos seus autovalores e, neste trabalho, e´ denotado por α(A). O
problema da minimizac¸a˜o da abscissa spectral e´ de fundamental interesse para o controle
pois a parte real dos autovalores da matriz A esta´ diretamente relacionada a` estabilidade
do sistema linear representado por ela. O problema e´, enta˜o, formulado com o objetivo de
minimizar a abscissa spectral da matriz do sistema em malha fechada AK . Isso e´ equiva-
lente, a deslocar os autovalores da matriz, o mais a` esquerda possı´vel do eixo imagina´rio.
Com o aumento da distaˆncia dos autovalores em relac¸a˜o ao eixo imagina´rio, havera´ uma
consequ¨ente melhora do desempenho dinaˆmico do sistema. Essa formulac¸a˜o pode ser
utilizada para somente estabilizar o sistema. Nesse caso, quando todos os autovalores es-
tiverem no semi-plano esquerdo do plano complexo, o algoritmo termina a sua execuc¸a˜o.
Para o caso de realimentac¸a˜o esta´tica de saı´das, o problema de otimizac¸a˜o e´ dado por:
min
K∈ℜα(A+BKC) (6.44)
onde α(A+ BKC) representa o autovalor com maior parte real do sistema em malha
fechada.
• Otimizac¸a˜o do Amortecimento: Nessa func¸a˜o, o objetivo e´ maximizar o amortecimento
dos autovalores do sistema em malha fechada, denotado por ξ (A+BKC). Quanto maior
o amortecimento do sistema melhor sera´ o desempenho deste. Neste trabalho, o problema
e´ formulado como sendo de minimizac¸a˜o e e´ dado por:
min
K∈ℜ−ξ (A+BKC) (6.45)
• Otimizac¸a˜o do Raio de Estabilidade: O raio de estabilidade e´ definido pelo limite su-
perior r tal que a estabilidade e´ preservada para todas as perturbac¸o˜es Δ de norma estrita-
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mente menor que r. Na literatura, ha´ diversas abordagens para determinar a norma r (DU;
LINH, 2006). Para o caso apresentado em Burke et al. (2006b), utiliza-se a norma H∞ da
func¸a˜o de transfereˆncia (sI−AK)−1.
6.5.1.6 Controle Robusto
A robustez dos controladores projetados pode ser explorada juntamente com o conceito de
ε − pseudospectral de uma matriz A, denotado por Λε(A) (BURKE et al., 2003b),(BURKE et al.,
2003a). O ε− pseudospectro de uma matriz A e´ o subconjunto do plano complexo que engloba
os autovalores de todas as matrizes complexas dentro de uma distaˆncia ε de A. O pseudospectro
de uma matriz e´ a unia˜o dos espectros das matrizes vizinhas em um raio ε . Quando ε = 0, o
pseudospectro se reduz ao espectro da matriz A.
Em Burke et al. (2003a) os autores utilizam a informac¸a˜o do ε − pseudospectro para o
projeto de controladores. Duas abordagens sa˜o utilizadas para esse projeto. Na primeira e´ a
abscissa ε− pseudospectral, αε(A), definida como a maior parte real de todos os elementos de
um ε − pseudospectro, Λε(A), considerando um ε fixo. O caso ε = 0 coincide com a abscissa
espectral da matriz (BURKE et al., 2003a). A segunda abordagem e´ a do raio de estabilidade,
β (X), tambe´m conhecido como distaˆncia em relac¸a˜o a instabilidade (mo´dulo dos autovalores).
Defini-se β (X) igual a zero se A e´ insta´vel. O valor de β (X) aumenta proporcionalmente a`
distaˆncia dos autovalores em relac¸a˜o ao eixo imagina´rio.
As duas abordagens, abscissa e raio spectral, sa˜o maneiras distintas de quantificar a estabili-
dade de um determinado sistema. Essas definic¸o˜es sa˜o aplicadas juntamente com o conceito de
ε− pseudospectro para a sı´ntese de controladores robustos. Como o ε− pseudospectro define
uma regia˜o no espac¸o vizinha a` matriz A, o controle projetado tem a estabilidade garantida em
toda a regia˜o. A utilizac¸a˜o desse conceito tem uma implicac¸a˜o direta na robustez do controlador
projetado, pois ha´ uma garantia de desempenho em uma regia˜o de operac¸a˜o e na˜o somente em
um ponto especı´fico.
O estudo de robustez usando o conceito do ε − pseudospectral na˜o faz parte do presente
trabalho. A descric¸a˜o foi realizada no sentido de ilustrar a capacidade do me´todo em trabalhar
com o problema da robustez dos controladores.
6.5.2 Me´todos de Soluc¸a˜o
Nesta Sec¸a˜o, sa˜o apresentados os me´todos de soluc¸a˜o aplicados para a minimizac¸a˜o dos
ı´ndices de desempenho definidos na Sec¸a˜o 6.5.1.5. Duas abordagens principais sa˜o utilizadas,
6.5 Me´todos de Otimizac¸a˜o Parame´tricos 79
a abordagem dos me´todos diretos e dos gradientes amostrados. Esses dois me´todos teˆm como
principal caracterı´stica a capacidade de trabalhar com func¸o˜es na˜o-suaves e na˜o-convexas. Adi-
cionalmente, um me´todo hı´brido, baseado no me´todo do gradiente amostrado e que combina
diferentes algoritmos e´ tambe´m apresentado. A descric¸a˜o desses e´ realizada como segue.
6.5.2.1 Me´todo de Busca Direta
Me´todos de busca direta (ou procura direta), em oposic¸a˜o aos tradicionais me´todos de
otimizac¸a˜o, sa˜o comumente chamados de me´todos de otimizac¸a˜o sem gradiente. Esses me´todos
na˜o necessitam de informac¸o˜es do gradiente ou de derivadas de maior ordem da func¸a˜o objetivo
para encontrar a soluc¸a˜o o´tima. Assim sendo, os me´todos de busca direta podem ser utiliza-
dos para resolver problemas de otimizac¸a˜o na˜o-contı´nuos, na˜o-diferencia´veis, com mu´ltiplos
mı´nimos locais.
O trabalho de Henrion (2006) procura reapresentar, de uma forma atual, a potencialidade
dos me´todos de busca direta para a a´rea de controle. O objetivo do trabalho e´ mostrar a capaci-
dade do me´todo de busca direta em achar soluc¸a˜o para o problema da estabilizac¸a˜o de diferentes
sistemas testes considerados desafio na a´rea de controle. A estrutura de controle escolhido e´ a
de realimentac¸a˜o esta´ticas de saı´das.
A escolha do projeto por realimentac¸a˜o esta´ticas tem por objetivo aumentar a dificuldade
do projeto, pois, nesse caso, na˜o ha´ margem de escolha para os po´los e zeros do controlador.
Diferentes algoritmos sa˜o apresentados e seu desempenho e´ testado com os diferentes sistemas
teste. Destaca-se, entretanto, que os sistemas testes utilizados sa˜o de pequeno porte, quando
comparado a sistemas ele´tricos.
Na a´rea de sistemas de energia, esse me´todo vem sendo aplicado para a soluc¸a˜o do pro-
blema do despacho econoˆmico, que tem como objetivo central reduzir o custo total de gerac¸a˜o,
enquanto satisfaz va´rias restric¸o˜es de igualdade e desigualdade. Na refereˆncia Chen e Chen
(2001), o me´todo de busca direta e´ aplicado para resolver o problema do despacho econoˆmico
considerando restric¸o˜es de capacidade de transmissa˜o. Os autores relatam que o algoritmo e´
uma abordagem eficiente para determinar o despacho o´timo para os geradores. No trabalho
Al-Sumait et al. (2007), os autores aplicam o me´todo para o mesmo problema, considerando
agora o efeito de abertura de va´lvulas em ma´quinas te´rmicas. O objetivo principal do trabalho
e´ comparar o me´todo de busca direta com te´cnicas de algoritmos gene´ticos. Os autores rela-
tam um nu´mero menor de iterac¸o˜es e a consequ¨ente reduc¸a˜o do tempo computacional quando
o me´todo de busca direta e´ utilizado. Como desvantagem, destaca-se a alta dependeˆncia deste
me´todo das condic¸o˜es iniciais, fato que pode leva´-lo a encontrar um mı´nimo local pro´ximo a`
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mesma. Ja´ as te´cnicas baseadas em algoritmos gene´ticos contornam essa dificuldade com o
uso de uma populac¸a˜o de condic¸o˜es iniciais. Na refereˆncia Chen (2008) o me´todo de busca di-
reta e´ aplicado para o problema de despacho econoˆmico considerando usinas te´rmicas e eo´licas.
Me´todos de busca direta foram tambe´m aplicados para a melhoria do amortecimento do sistema
ele´trico brasileiro como descrito em Pellanda et al. (2006). Pontos especı´ficos do sistema sa˜o
escolhidos, e o algoritmo de busca direta e´ aplicado para o problema do ajuste coordenado de
PSSs.
Os me´todos de busca direta sa˜o bem conhecidos desde a de´cada de 50. Entretanto, no inı´cio
da de´cada de 70, esses me´todos foram preteridos pela comunidade cientı´fica de matema´tica.
Destacam-se treˆs motivos apresentados como segue (KOLDA et al., 2003).
• os me´todos sa˜o desenvolvidos heuristicamente;
• na˜o havia prova de convergeˆncia;
• em alguns casos a taxa de convergeˆncia pode ser muito lenta.
Apesar disso, esses me´todos continuaram populares entre os pesquisadores em cieˆncias
e engenharia. Em 1991, o interesse por me´todos de busca direta foi reavivado com uma
publicac¸a˜o, no contexto da computac¸a˜o paralela, de um me´todo de busca direta acompanhado
de ana´lise de convergeˆncia (TORCZON, 1991). Desde enta˜o, dois aspectos foram ressaltados:
• me´todos de busca direta sa˜o considerados uma opc¸a˜o efetiva, em alguns casos a u´nica
opc¸a˜o, para uma se´rie de problemas considerados como desafios de otimizac¸a˜o;
• para um grande nu´mero de me´todos de busca direta ha´ prova de convergeˆncia (KOLDA et
al., 2003).
O princı´pio de funcionamento desses me´todos e´ bastante simples. A partir de uma condic¸a˜o
inicial, o algoritmo comec¸a o seu processo de busca, calculando o valor da func¸a˜o em um raio de
procura pre´-determinado. Os valores da func¸a˜o calculados nesse raio sa˜o comparados entre si,
e o ponto de menor valor e´ escolhido como o novo ponto de amostragem. O algoritmo segue a
sua procura avaliando o valor da func¸a˜o em uma determinada regia˜o e tomando, como pro´ximo
passo, o ponto em que a func¸a˜o apresenta o menor valor. Nos casos em que na˜o haja reduc¸a˜o
de valor na regia˜o da iterac¸a˜o atual, o raio de amostragem e´ diminuı´do e uma nova amostragem
e´ realizada. Este u´ltimo caso pode ser entendido como parte do processo de aproximac¸a˜o da
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soluc¸a˜o o´tima. O processo de procura finaliza quando o raio de amostragem atinge a toleraˆncia
pre´-especificada. Esse processo e´ apresentado em detalhes no Apeˆndice A.1.
Como principal vantagem desse me´todo, destaca-se a capacidade de trabalhar com func¸o˜es
na˜o-suaves e na˜o-convexas. Como desvantagem, destaca-se o baixo desempenho computaci-
onal para a resoluc¸a˜o de problemas de grande porte. Quando o sistema e´ de grande porte, a
cada iterac¸a˜o, diversas amostragens da func¸a˜o objetivo precisam ser calculados e avaliados. De
acordo com o tamanho do sistema e a sofisticac¸a˜o do me´todo utilizado, o desempenho compu-
tacional do me´todo pode ser prejudicado.
Neste trabalho, utiliza-se o me´todo multi-direcional de busca, baseado em te´cnicas dinaˆmi-
cas para o dimensionamento do raio de amostragem. Diferentemente do exposto acima o raio de
amostragem pode tambe´m ser aumentado, dependendo da condic¸a˜o de procura. Esse me´todo
tem a vantagem adicional de ser projetado para ser resolvido de forma paralela e sua prova
de convergeˆncia e´ apresentada em Torczon (1989). Especificamente, para o caso de sistema
ele´tricos, essa vantagem melhoraria o desempenho computacional do me´todo. As tarefas de
ca´lculo do valor da func¸a˜o podem ser divididas em diversos processadores e realizadas de forma
paralela. O detalhamento desse me´todo e´ apresentado no Apeˆndice A.2. A implementac¸a˜o
computacional deste me´todo e´ realizada em Matlab e discutida no Apeˆndice A.3.
6.5.2.2 Me´todo do Gradiente Amostrado
Func¸o˜es, como a apresentada em 6.44, sa˜o na˜o-convexas e na˜o-suaves em determinados
pontos. Dessa forma, os tradicionais algoritmos baseados em derivadas falham no tratamento
desses problemas. Quando aplicados, esses algoritmos tipicamente apresentam dificuldades
nos pontos de descontinuidades ou problemas no ca´lculo das derivadas. O estado da arte,
para algoritmos de otimizac¸a˜o, considerando-se problemas suaves e na˜o-convexos e problemas
na˜o-suaves e convexos, e´ bastante avanc¸ado. Entretanto, algoritmos aplicados para problemas
na˜o-suaves e na˜o-convexos sa˜o dificilmente encontrados na literatura. E´, para essa classe de
subproblemas que o algoritmo do gradiente amostrado (gradient sampling) dever ser aplicado.
Este algoritmo tem prova de convergeˆncia como apresentado em Burke et al. (2003c).
A aplicac¸a˜o desse algoritmo, para problemas na˜o-convexos, e´ facilmente entendida pela
amostragem de va´rios gradientes ao longo do processo iterativo. Com a minimizac¸a˜o pela
norma-2 desse conjunto de gradientes, uma melhor direc¸a˜o de procura e´ encontrada. A amostra-
gem de va´rios gradientes, em pontos no entorno de uma, regia˜o conte´m uma maior quantidade
de informac¸a˜o quando comparada com o ca´lculo do gradiente em um so´ ponto. Como desvan-
tagem, esse processo aumenta o tempo computacional devido ao maior nu´mero de amostragens
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comparado com os me´todos tradicionais.
Para o caso da na˜o-suavidade, o algoritmo exige que as derivadas das func¸o˜es objetivo
existam e possam ser calculadas na grande parte dos pontos (BURKE et al., 2006a). A na˜o-
suavidade e´ contornada usando-se a informac¸a˜o dos pontos onde o gradiente e´ va´lido para a
obtenc¸a˜o da direc¸a˜o de descida. Em casos onde a derivada na˜o pode ser calculada ou e´ custosa
computacionalmente, a estimac¸a˜o nume´rica da mesma pode ser realizada como apresentado
em Burke et al. (2003a). Naquele trabalho, o gradiente da func¸a˜o 6.44 e´ estimado usando-se a
informac¸a˜o dos autovetores a` esquerda e a` direita da matriz A. Os detalhes do algoritmo sa˜o
apresentados no Apeˆndice B.
6.5.2.3 Me´todo Hı´brido
Com o objetivo de melhorar o desempenho computacional do me´todo do gradiente amos-
trado Burke et al. (2006b) propo˜em um me´todo hı´brido que utiliza elementos de diversos algo-
ritmos. Esse me´todo e´ uma combinac¸a˜o dos algoritmo de quase-Newton, de feixes (bundle) e
o rece´m desenvolvido me´todo gradiente amostrado. Esses me´todos teˆm em comum a capaci-
dade de tratar func¸o˜es na˜o-suaves, pore´m os dois primeiros na˜o sa˜o capazes de tratar func¸o˜es
na˜o-convexas.
A metodologia proposta tem como objetivo criar um me´todo de projeto que atenda requi-
sitos de desempenho computacional e capacidade de soluc¸a˜o para problemas na˜o-convexos e
na˜o-suaves. As principais func¸o˜es e caracterı´sticas dos me´todos que compo˜em o me´todo hı´brido
sa˜o discutidos como segue.
• Quase-Newton: E´ a fase inicial do me´todo. A motivac¸a˜o central dos me´todos Quase-
Newton e´ gerar uma sequ¨eˆncia com boas propriedades de convergeˆncia, sem, no entanto,
avaliar a matriz Jacobiana a cada iterac¸a˜o, como e´ necessa´rio no me´todo de Newton.
No Quase-Newton, uma estimativa da derivada e´ utilizada. Dessa forma, o algoritmo
apresenta bom desempenho para problemas na˜o-suaves e convexos. Ale´m disso, dife-
rentemente do me´todo do gradiente amostrado, somente uma estimativa do gradiente e´
realizada por iterac¸a˜o;
• Me´todo do Feixe: O me´todo do feixe (bundle) e´ um algoritmo apropriado para func¸o˜es
convexas e na˜o-suaves. O objetivo desse me´todo e´ o de verificar a otimalidade do ponto
de mı´nimo encontrado pelo me´todo de Quase-Newton. O me´todo de feixes e´ baseado no
conceito de ε−subdi f erencial, definido por uma configurac¸a˜o de subgradientes definidos
em uma vizinhanc¸a da iterac¸a˜o atual. O mı´nimo encontrado pelo me´todo de Quase-
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Newton e´ comparado com os gradientes dessa vizinhanc¸a. Caso a condic¸a˜o de mı´nimo
na˜o seja atendida, o me´todo passa para a fase seguinte;
• Gradiente Amostrado: Nessa fase, o me´todo do gradiente amostrado discutido na Sec¸a˜o
anterior e´ aplicado. Esse algoritmo e´ pro´prio para o tratamento de func¸o˜es na˜o-convexas
e na˜o-suaves. O me´todo, enta˜o, procura uma soluc¸a˜o ou um refinamento da soluc¸a˜o
encontrada pelos me´todos anteriores.
Pelas vantagens descritas, esse me´todo e´ aplicado para o projeto do controle hiera´rquico.
A implementac¸a˜o computacional desse me´todo e´ realizada em Matlab, utilizando o pacote HI-
FOO, e apresentada no Apeˆndice B.1. Os detalhes da aplicac¸a˜o do me´todo hı´brido sa˜o apresen-
tados na pro´xima Sec¸a˜o.
6.5.3 Aplicac¸a˜o do me´todos parame´tricos para o projeto do controle hiera´r-
quico
Nesta Sec¸a˜o, sa˜o apresentados os detalhes da aplicac¸a˜o do me´todo de busca direta e do
me´todo hı´brido para o projeto do controle hiera´rquico. O me´todo hı´brido inclui o me´todo de
gradiente amostrado que ainda na˜o havia sido aplicado, no projeto de controladores, na a´rea de
sistemas ele´tricos.
6.5.3.1 Busca Direta
Neste trabalho, o me´todo de busca multi-direcional e´ utilizado para maximizar o amorteci-
mento dos autovalores de um determinado sistema. O objetivo e´ projetar um controlador central
com realimentac¸a˜o esta´tica de saı´das. Representa-se o sistema ele´trico pelo modelo matema´tico
apresentado em (4.7) e (4.8). Os atrasos de segunda ordem sa˜o incluı´dos no momento de projeto
como descrito na Sec¸a˜o 4.4.3. Nesse caso, dadas as matrizes A ∈ Rnxn, B ∈ Rnxm e C ∈ Rpxn,
projeta-se um controlador esta´tico de saı´das K ∈ Rmxp. Para o caso de realimentac¸a˜o de saı´das
esta´ticas, os po´los do controlador na˜o precisam ser configurados.
A func¸a˜o objetivo considerada e´ a de maximizac¸a˜o do amortecimento dos modos de oscila-
c¸a˜o presentes no sistema, formulada como um problema de minimizac¸a˜o dada por:
min
K∈ℜ−ξ (A+BKC) (6.46)
onde ξ (Ak) 3 e´ definido como o ma´ximo amortecimento da matriz Ak. Outras func¸o˜es objetivo
3Na fase de implementac¸a˜o computacional utilizando o Matlab utilizou-se a func¸a˜o damp para o ca´lculo do
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podem ser usadas ou combinadas para formar problemas multi-objetivo. A vantagem desse
me´todo e´ a na˜o-necessidade da configurac¸a˜o de paraˆmetros de desempenho. Problemas de
otimizac¸a˜o, como o caso do controle o´timo, podem ser muito sensı´veis a` escolha das matrizes
de peso. Isso pode demandar um elevado esforc¸o de tempo para a determinac¸a˜o do ajuste
correto. Com a escolha de um ı´ndice explı´cito, esse problema e´ eliminado.
Os principais passos para a aplicac¸a˜o desse me´todo sa˜o apresentados como segue:
1. incorporac¸a˜o dos atrasos a`s equac¸o˜es do sistema;
2. reduc¸a˜o de ordem;
3. aplicac¸a˜o do algoritmo para a obtenc¸a˜o do ganho K.
6.5.3.2 Me´todo Hı´brido
O me´todo foi aplicado para o projeto do controlador central com restric¸a˜o estrutural de
realimentac¸a˜o de saı´das. Para esse projeto, foram testadas todas as func¸o˜es descritas em 6.5.2.3.
A que apresenta melhores resultados para o problema do controle hiera´rquico e´ a da minimizac¸a˜o
da norma H∞. Com essa func¸a˜o objetivo, pode-se especificar os paraˆmetros de desempenho
desejado. A considerac¸a˜o de paraˆmetros de desempenho e´ relevante para o projeto de controla-
dores hiera´rquicos, pois na˜o se esta´ somente interessado em melhorar a estabilidade do sistema,
e, sim, aumentar o seu desempenho.
Essa metodologia de projeto tem duas fases distintas:
• encontrar um controlador que estabilize o sistema; isso se realiza ao minimizar-se a parte
real dos autovalores ate´ que todos estejam posicionados no semi-plano esquerdo;
• o controlador encontrado na primeira etapa e´ utilizado como condic¸a˜o inicial para a
minimizac¸a˜o das func¸o˜es objetivo descritas na Sec¸a˜o 6.5.1.5. Nesse caso especı´fico, a
minimizac¸a˜o da norma H∞.
Nesse projeto, busca-se minimizar a norma H∞, entre o vetor de perturbac¸a˜o w e a saı´da
desejada z. A norma H∞ e´ representada pela func¸a˜o de transfereˆncia definida em (6.42). Para
tanto, deve-se obter um modelo para a perturbac¸a˜o e para as varia´veis de desempenho.
No presente trabalho, curtos-circuitos trifa´sicos sa˜o aplicados a determinadas barras do
sistema ele´trico para verificar o desempenho dinaˆmico no modelo na˜o-linear. Para modelar
amortecimento em malha fechada.
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o vetor de perturbac¸a˜o w, considera-se uma variac¸a˜o na tensa˜o de refereˆncia do regulador da
ma´quina onde o curto e´ aplicado. Como varia´vel de interesse, escolhem-se as velocidades
angulares dos geradores. Esses estados sa˜o fortemente ponderados por meio do vetor z.
No caso do sistema de poteˆncia, na˜o ha´ termos de realimentac¸a˜o direta entre entrada e saı´da,
logo D22 = 0. Dessa forma, o sistema em malha fechada da planta G(s) e do controlador K(s)
definidos, respectivamente, em (6.35) e (6.40), pode ser escrito como:
[
AK BK
CK DK
]
=
⎡⎢⎢⎣
A 0 B1
0 0 0
C1 0 D11
⎤⎥⎥⎦+
⎡⎢⎢⎣
0 B2
I 0
0 D12
⎤⎥⎥⎦
[
Aˆ Bˆ
Cˆ Dˆ
][
0 I 0
C2 0 D21
]
(6.47)
Os principais passos para a aplicac¸a˜o desse me´todo sa˜o apresentados como segue:
1. incorporac¸a˜o dos atrasos a`s equac¸o˜es do sistema;
2. reduc¸a˜o de ordem;
3. definic¸a˜o da perturbac¸a˜o e das varia´veis de interesse;
4. escolha dos paraˆmetros de projeto (w, z e a ordem do controlador);
5. aplicac¸a˜o do algoritmo para a obtenc¸a˜o do ganho K.
6.6 Conclusa˜o
Neste Capı´tulo, foram descritos os me´todos de projeto que sera˜o usados para o projeto do
controlador hiera´rquico. Dentre os me´todos analı´ticos considerou-se aquele baseado na equac¸a˜o
generalizada de Riccati. Projetos baseados em LMIs apresentam dificuldades para a soluc¸a˜o de
problemas que na˜o apresentem uma formulac¸a˜o convexa. Essa dificuldade e´ agravada pela
caracterı´stica de grande porte do sistema ele´trico. Adicionalmente, como comentado, esses
me´todos ja´ foram extensamente explorados na literatura para o projeto do controle hiera´rquico.
Como me´todos parame´tricos, destacam-se os me´todos diretos e hı´bridos que foram pouco
explorados na a´rea de sistema de energia ele´trica. Os me´todos parame´tricos sa˜o formulados
com o objetivo de otimizar ı´ndices de desempenho explı´citos. Como me´todos parame´tricos,
considerados citam-se os me´todos diretos e o do gradient sampling. Este u´ltimo e´ aplicado, em
uma metodologia hı´brida, em conjunto com outros dois me´todos.
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As pesquisas, na a´rea do me´todos de busca direta, foram retomadas nos u´ltimos anos. Tra-
balhos recentes veˆm ressaltando a suas vantagens e incentivando os pesquisadores a trabalhar
com esses me´todos. A vantagem principal desses me´todos e´ a sua capacidade de trabalhar em
condic¸o˜es adversas para os quais os me´todos atuais de otimizac¸a˜o na˜o esta˜o preparados, como
na˜o-convexidade, na˜o-suavidade e na˜o-continuidade. Os me´todos hı´bridos apresentam-se como
uma evoluc¸a˜o dos me´todos ja´ existentes e com grande potencial de aplicac¸a˜o. Esse me´todo foi
aplicado para o projeto do controle hiera´rquico, e os resultados obtidos sa˜o apresentados no
pro´ximo Capı´tulo.
7 RESULTADOS OBTIDOS
Neste Capı´tulo, sera˜o apresentados os resultados obtidos com a aplicac¸a˜o dos me´todos
analı´ticos e parame´tricos para o projeto do controlador hiera´rquico. Os projetos sa˜o avalia-
dos considerando-se dois sistemas de diferentes portes. Adicionalmente, sa˜o apresentados os
resultados da aplicac¸a˜o dos me´todos para a escolha de sinais e de pontos de medic¸a˜o e controle.
7.1 Me´todo Analı´tico
Nesta Sec¸a˜o, sa˜o apresentados os resultados obtidos com a aplicac¸a˜o do me´todo do controle
o´timo com restric¸o˜es estruturais. O desempenho do me´todo e´ avaliado com a sua aplicac¸a˜o em
dois sistemas testes equivalentes que consideram o Sul e Sul/Sudeste do Brasil.
7.1.1 Sistema Teste Sul/Sudeste
Esse sistema de sete barras e cinco ma´quinas representa o modelo equivalente do sistema
Sul/Sudeste brasileiro. Os geradores sı´ncronos sa˜o representados por um modelo de quinta
ordem. O regulador de tensa˜o e´ representado por um modelo de primeira ordem com limitadores
utilizados por todos os geradores. Esse sistema esta´ apresentado na Figura 17, e os dados
completos podem ser obtidos de Martins e Lima (1989).
Figura 17: Sistema Equivalente Sul-Sudeste.
A ana´lise modal desse sistema foi realizada usando o Pacdyn (CEPEL, 2002). O sistema
apresenta dois modos inter-a´rea: um corresponde a`s oscilac¸o˜es entre o sistema sudeste e Itaipu
(Modo 1, Tabela 3), e outro associado a` oscilac¸a˜o do Sistema Sul (Salto Santiago, Salto Segredo
e Foz de Areia) contra o sistema Sudeste e Itaipu juntos (Modo 2, Tabela 3).
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Tabela 3: Modos de Oscilac¸a˜o Dominantes - Caso Malha Aberta
Modo Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
1 0.64±5.39i 0.86 −11.9
2 −0.22±5.87i 0.93 3.84
Ale´m de o sistema ser insta´vel, ele apresenta um problema adicional de controlabilidade.
Ele e´ um sistema de fase na˜o-mı´nima, com dois zeros complexos conjugados no semi-plano
direito perto dos po´los insta´veis. Como relatado em Chow et al. (2000), esse sistema somente
pode ser estabilizado utilizando-se dois PSSs ou um PSS combinando sinais locais e remotos.
7.1.1.1 Projeto do Controlador e Ana´lise de Desempenho
O controle proposto considera dois nı´veis. O nı´vel do controle descentralizado e´ formado
por quatros PSSs colocados nos quatro geradores do sistema utilizando velocidade como si-
nais de entrada. Como projeto inicial, os mesmos quatro geradores e os respectivos sinais de
velocidade participara˜o do esquema de controle central. O objetivo principal desta sec¸a˜o e´ o
de apresentar os principais aspectos relacionados ao projeto e a efetividade do controle cen-
tral. Dessa forma, o sinal de velocidade foi escolhido por ser o mais utilizado na literatura. A
discussa˜o relacionada ao uso de diferentes sinais fı´sicos para o projeto do controle central e´
apresentada na Sec¸a˜o 7.2. As entradas dos controladores descentralizados e centralizados sa˜o
filtrados por um wash-out e suas saı´das sa˜o limitadas em ±0,2pu.
O primeiro passo e´ o projeto do controle descentralizado. Esse primeiro nı´vel deve assegu-
rar a estabilizac¸a˜o do sistema quando da perda do controle centralizado. Havera´ uma queda no
nı´vel de amortecimento do sistema, no entanto, a estabilidade estara´ preservada. Para este nı´vel
poderia ser aplicado o me´todo de controle o´timo com restric¸o˜es estruturais de descentralizac¸a˜o.
No entanto, a aplicac¸a˜o do me´todo exigiria um esforc¸o coordenado de ajuste de PSSs por parte
de todas as empresas que compo˜em o sistema. Dependendo do tamanho do sistema isso pode se
tornar invia´vel. Considerando essa hipo´tese, parte-se do princı´pio que as empresas configuraram
os seus respectivos PSSs de acordo com me´todos de projeto normatizados pela concessiona´ria.
Para efeitos de simulac¸a˜o, o mesmo ajuste de PSSs apresentado em Martins e Lima (1989) sera´
utilizado.
Os quatro PSSs colocados em Itaipu, Salto Segredo, Foz de Areia e Salto Santiago resultam
em um sistema esta´vel, com um modo inter-a´rea associado a oscilac¸o˜es entre Itaipu e o Sistema
Sudeste que e´ apresentado na Tabela 4. Os demais modos apresentam um amortecimento maior
que 10%. O controle central e´ projetado, utilizando-se controle o´timo com restric¸o˜es estruturais
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PSS(s) =
⎡⎢⎢⎢⎢⎣
+666+133s+6.6s2
100+20s+s2
578+115s+5.8s2
100+20s+s2
845+169s+8.5s2
100+20s+s2
2221+441s+22s2
100+20s+s2
−851−171s−8.5s2
100+20s+s2
−610−122s−6s2
100+20s+s2
−761−153s−7.6s2
100+20s+s2
−1659−334.3s−17s2
100+20s+s2
−1208−242s−12s2
100+20s+s2
−861−173s−8.6s2
100+20s+s2
−1088−218s−11s2
100+20s+s2
−1311−265.4s−13s2
100+20s+s2
−905−182s−9s2
100+20s+s2
−317−64s−3s2
100+20s+s2
−938−188s−9.4s2
100+20s+s2
−2831−567s−28s2
100+20s+s2
⎤⎥⎥⎥⎥⎦ (7.1)
para aumentar o amortecimento do modo menos amortecido.
Tabela 4: Modo de Oscilac¸a˜o Dominante - Controle Descentralizado
Modo Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
1 −0.33±5.20i 0.82 6.39
A matriz de pesos Q foi escolhida como uma matriz diagonal. Uma ana´lise usando mode
shapes e´ utilizada para determinar quais estados apresentam uma maior atividade quando o
modo de oscilac¸a˜o de menor amortecimento e´ excitado. Os estados selecionados sa˜o forte-
mente pesados em comparac¸a˜o com os demais, pois tem uma maior influencia no modo de
oscilac¸a˜o alvo. Os atrasos sa˜o considerados no projeto do controle central como descrito em
4.4.3. Atrasos na ordem de 200ms sa˜o introduzidos na entrada e na saı´da da planta, resultando
em um atraso total de 400ms. A func¸a˜o de transfereˆncia resultante e´ apresentada por (7.1).
Com o controle centralizado, o amortecimento do modo inter-a´rea aumentou, como apre-
sentado na Tabela 5 (Modo 1), mostrando a efetividade do esquema de controle. Os outros
modos permanecem com um amortecimento maior que 10%. O desempenho do controlador
foi tambe´m avaliada por meio de simulac¸o˜es no domı´nio do tempo usando o software ANA-
TEM para verificar o comportamento do controlador no sistema na˜o-linear. Um curto circuito
trifa´sico foi aplicado a barra 4 e retirado sem alterac¸a˜o no sistema. Os aˆngulos dos geradores 3
(Salto Segredo) e 4 (Itaipu) sa˜o apresentados, respectivamente, nas Figuras 18(a) e 18(b) .
Tabela 5: Modos de Oscilac¸a˜o Dominante - Controle Hiera´rquico
Modo Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
1 −0.4865±5.0i 0.8 9.67
2 −0.45±5.13i 0.8 8.74
3 −0.42±5.03i 0.8 8.43
As respostas do sistema com somente o controlador local (linha so´lida) e com o controle,
em dois nı´veis (linha pontilhada) mostram que o sistema apresenta melhor comportamento
dinaˆmico com a presenc¸a do controle central. A Figura 18(c) ilustra o comportamento do
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(a) Aˆngulo do gerador 1 (Foz do Areia). (b) Aˆngulo do Gerador 4 (Itaipu).
(c) Sinal de Controle do PSS (Itaipu).
Figura 18: Simulac¸a˜o no domı´nio do tempo.
controle local e central do gerador 4 (Itaipu), trabalhando juntos para amortecer as oscilac¸o˜es
presentes no sistema equivalente Sul-Sudeste.
Como ilustrado na Figura 18(c), o PSS local alcanc¸a seu limite fixado em 0,2pu. O controle
central contribui para o amortecimento das oscilac¸o˜es sem atingir o limite, tambe´m fixado em
0,2pu. O objetivo aqui e´ o de mostrar que os atuadores do controlador central na˜o aplicam um
sinal de grande magnitude, o que em determinados casos, poderia inviabilizar a sua aplicac¸a˜o
pra´tica. Caso os sinais do controle central apresentassem magnitudes maiores que os limites
considerados (0,2pu), atuadores especiais deveriam ser projetados para este fim.
7.1.1.2 Efeito do Atraso no Desempenho do Controlador
O objetivo desta sec¸a˜o e´ o de mostrar o efeito do atraso no desempenho do controle hiera´rqui-
co. Destaca-se aqui que os atrasos de comunicac¸a˜o, seja no momento da aquisic¸a˜o de dados,
seja no envio do sinal de controle para o atuador, devem ser levados em conta no momento do
projeto do controlador central. Caso contra´rio, o desempenho do controlador pode ser compro-
metido, chegando ate´ mesmo ao ponto de prejudicar o desempenho do controle descentralizado.
Para ilustrar esse problema realizou-se a simulac¸a˜o de treˆs configurac¸o˜es de controle distintas
que sa˜o apresentadas como segue:
• Somente controle descentralizado;
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• Controle Hiera´rquico sem a considerac¸a˜o do atraso no momento de projeto, pore´m inse-
rindo o atraso na simulac¸a˜o (proposto em Dotta et al. (2007));
• Controle Hiera´rquico com atraso no momento de projeto e simulac¸a˜o.
A simulac¸a˜o na˜o-linear das treˆs configurac¸o˜es descritas sa˜o apresentadas na Figura 19. Os
atraso totais considerados sa˜o de 400ms.
Figura 19: Degradac¸a˜o do Desempenho do Controlador.
Como pode-se verificar, o desempenho do controlador hiera´rquico, considerando atraso no
momento do projeto (linha tracejada), melhora o desempenho do controle descentralizado (li-
nha so´lida). Com o controle hiera´rquico, sem atraso no momento do projeto (linha pontilhada),
o desempenho do sistema e´ degradado ao ponto de piorar o desempenho do controle descentra-
lizado (linha so´lida).
Como conclusa˜o, destaca-se que se os atrasos na˜o sa˜o considerados no momento do projeto,
o controle resultante pode ate´ mesmo prejudicar o desempenho do sistema. Dessa forma, a
instalac¸a˜o deste esquema de controle torna-se invia´vel.
7.1.1.3 Robustez a` perda de canais de comunicac¸a˜o
O controle centralizado depende de sinais remotos adquiridos pelo sistema de medic¸a˜o fa-
sorial. As medidas fasoriais sa˜o transportados ate´ o centro de operac¸a˜o por meio de canais de
transmissa˜o fı´sicos como fibra o´tica e micro ondas. Esses canais esta˜o expostos as diferentes in-
tempe´ries e em algum momento podem apresentar falhas que podem compromenter o processo
de transmissa˜o de dados.
Assim sendo, e´ importante investigar a robustez desse esquema de controle diante a perda
de canais de comunicac¸a˜o. Dois testes foram feitos para analisar a robustez do controle frente a
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estes problemas. Dois testes foram realizados para avaliar a robustez do controle: perda do sinal
de Foz do Areia (Tabela 5, Modo 2) e Itaipu (Tabela 5, Modo 3). Em todos os testes, somente
a perda do sinal de transmissa˜o foi considerado. Os sinais locais continuam ativos, e o controle
descentralizado na˜o e´ afetado. A ana´lise modal indica que a degradac¸a˜o no amortecimento do
sistema, isso mostra que a perda de canais de comunicac¸a˜o piora o desempenho do controlador.
Em ambos os casos, isso ocorre no modo menos amortecido. O amortecimento dos demais
modos e´ pouco afetado. Na Figura 20, a resposta do controle descentralizado e do controle
hiera´rquico com a perda do sinal de Itaipu e´ apresentada. Apesar da perda do sinal, a resposta do
sistema e´ marginalmente melhor que a apresentada somente com o controle descentralizado. Em
um sistema de real, sinais redundantes em barras pro´ximas a Itaipu poderiam ser especificados
para assegurar a manutenc¸a˜o do desempenho do controlador.
Figura 20: Perda do Sinal (Itaipu).
7.1.1.4 Robustez a alterac¸o˜es topolo´gicas
Em se tratando de controladores aplicados a sistemas ele´tricos de poteˆncia um dos princi-
pais estudos a ser realizado e´ o de robustez frente a perturbac¸o˜es. Um sistema de energia ele´trica
pertence a classe dos sistemas variantes no tempo, pois ele esta em constante modificac¸a˜o apre-
sentando as mais diferentes variac¸o˜es de paraˆmetros. Alterac¸o˜es de ponto de operac¸a˜o e em
alguns casos alterac¸o˜es topolo´gicas como o desligamento de uma linha de transmissa˜o sa˜o co-
muns no dia dia da operac¸a˜o de sistemas ele´tricos. Os controladores projetados para atuar
nesses sistemas devem ser robustos o suficiente para superar estas alterac¸o˜es. Dessa forma, um
estudo da robustez do controlador frente a perturbac¸o˜es e´ de extrema importaˆncia.
No me´todo de projeto por controle o´timo considerando restric¸o˜es estruturais na˜o sa˜o con-
sideradas restric¸o˜es de robustez. No entanto, mostra-se aqui que mesmo sem a considerac¸a˜o de
restric¸o˜es de robustez o controlador apresenta-se eficaz. Para tanto e´ necessa´rio a simulac¸o˜es
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de perturbac¸o˜es de grande porte como por exemplo a queda de uma linha que altere a topologia
da rede.
A robustez do controle hiera´rquico a mudanc¸as topolo´gicas, na rede, e´ avaliado desconec-
tando a linha de transmissa˜o as barras 2 e 5. Os aˆngulos dos geradores sa˜o apresentados nas
Figuras 21(b) (Itaipu) e 21(a) (Salto Santiago), para o controle descentralizado (linha so´lida), e
em dois nı´veis (linha pontilhada). As oscilac¸o˜es eletromecaˆnicas esta˜o ainda bem amortecidas
para o novo ponto de operac¸a˜o no caso do controle hiera´rquico. Isso mostra que o controlador
projeta e´ robusto a alterac¸o˜es topolo´gicas na rede ele´trica.
7.1.1.5 Robustez a diferentes tempos de atraso
Nesta Sec¸a˜o, a robustez do controle hiera´rquico e´ avaliada considerando atrasos diferentes
dos utilizados no momento de projeto do controlador. Na Figura 21(c), a resposta do sistema
considerando atrasos totais de 400ms (linha so´lida), 500ms (linha pontilhada) e 600ms (linhas
pontilhada) sa˜o apresentados. Esses atrasos correspondem, respectivamente, a um aumento de
25% a 50% do valor utilizado no projeto (400ms). Os resultados mostram que na˜o ha´ uma
degradac¸a˜o significativa do desempenho do controlador. Simulac¸o˜es considerando atrasos dife-
renciados, por cada canal de comunicac¸a˜o, sa˜o apresentados na Figura 21(d). Os atrasos foram
alterados para 100ms, 200ms, 300ms e 600ms, nos canais 1, 2, 3 e 4, respectivamente. Para essa
faixa de variac¸a˜o, o desempenho do controlador na˜o e´ comprometida.
7.1.2 Sistema Teste Sul do Brasil
Esse sistema de 33 barras e sete ma´quinas e´ um modelo equivalente do sistema Sul do Brasil
(Figura 22). Ele foi incluı´do para ilustrar a aplicac¸a˜o do me´todo de controle o´timo a um sistema
de maior porte. Esse sistema foi especialmente preparado para o teste de novas aplicac¸o˜es. Os
geradores sa˜o representados com modelos de quinta ordem com saturac¸a˜o incluı´da. Wash-outs
sa˜o utilizados no controle local e central, e limites sa˜o considerados em todos os dispositivos.
Os dados completos para esse sistema sa˜o encontrados em Alves (2007).
Esse sistema, em sua configurac¸a˜o original, e´ bem amortecido considerando somente o
controle descentralizado. Todos os modos apresentam amortecimentos maiores que 13%. Para
esse nı´vel de amortecimento, a utilizac¸a˜o de um esquema de controle hiera´rquico na˜o e´ justi-
ficada. Entretanto, quando ha´ alterac¸o˜es topolo´gicas na rede, o amortecimento do sistema so-
fre uma queda significativa. Por exemplo, o desligamento permanente da linha de transmissa˜o
995−1060 (Ita´-S. Santiago) faz com que um modo de baixo amortecimento aparec¸a no sistema.
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(a) Aˆngulo do gerador 2 (Salto Santiago). (b) Aˆngulo do Gerador 4 (Itaipu).
(c) Variac¸a˜o do atraso (Itaipu). (d) Variac¸a˜o do Atraso por Canal (Itaipu).
Figura 21: Simulac¸a˜o no domı´nio do tempo - Avalic¸a˜o de Robustez.
Figura 22: Equivalente do Sistema Sul do Brasil.
O modo de oscilac¸a˜o e´ apresentado na Tabela 6, modo nu´mero 1.
Esse modo esta´ associado a` oscilac¸a˜o dos geradores Ita´ e Machadinho com o resto do sis-
tema. O desempenho do sistema pode ser melhorado reconfigurando os controladores locais.
No entanto, esse procedimento e´ demorado e pode temporariamente restringir a operac¸a˜o em
tempo real. Para esse cena´rio, um esquema de controle hiera´rquico poderia prontamente ser
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configurado, no centro de operac¸a˜o, com o objetivo de assegurar um amortecimento satisfato´rio
para a nova configurac¸a˜o do sistema. Neste trabalho, isto e´ apresentado como uma alternativa
ao procedimento de reconfigurac¸a˜o do controle descentralizado.
Tabela 6: Modos de Oscilac¸a˜o Dominantes
Caso Nu´mero Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
Controle Local 1 −0.12±4.92i 0.78 2.53
Control Hiera´rquico 2 −0.46±4.73i 0.75 9.76
Um controlador central foi projetado considerando como entradas as velocidades dos gera-
dores de Salto Caxias, Ita, Salto Oso´rio e Machadinho com atuadores nas mesmas ma´quinas. A
selec¸a˜o das entradas e saı´das foi baseado na algoritmo apresentado na Sec¸a˜o 5.3.
O projeto, utilizando-se controle o´timo com restric¸o˜es estruturais, segue o procedimento
adotado para o equivalente Sul-Sudeste e discutido na sec¸a˜o anterior. Um atraso de 400ms foi
considerado no momento da realizac¸a˜o do projeto e simulac¸a˜o. Com o controle centralizado, o
amortecimento do modo de oscilac¸a˜o aumentou como apresentado na Tabela 6, modo nu´mero 2,
o que mostra a efetividade do controle. Os outros modos permanecem com um amortecimento
maior que 10%.
Uma simulac¸a˜o na˜o-linear foi realizada para avaliar o desempenho do sistema. Um curto-
circuito trifa´sico de 30ms foi aplicado na barra 915. O aˆngulo e o esforc¸o de controle do
gerador 915 (Machadinho) sa˜o apresentados nas Figuras 23(a) e 23(b). O sistema apresenta
um melhor desempenho quando o controle hiera´rquico e´ utilizado. Isso e´ confirmado pela
oscilac¸a˜o do fluxo de poteˆncia ativa na linha de transmissa˜o 933−955, na Figura 23(c). A linha
de transmissa˜o 933−955 e´ a principal conexa˜o entre os geradores Ita´-Machadinho e o sistema.
7.2 Selec¸a˜o de sinais e pontos de medic¸a˜o e controle
O objetivo desta Sec¸a˜o e´ discutir o uso de diferentes sinais fı´sicos para o projeto do controle
central e o uso do me´todo de selec¸a˜o de pontos de medic¸a˜o e controle baseado em ana´lise modal.
As ana´lises realizadas nesta Sec¸a˜o utilizam como refereˆncia os resultados obtidos na Sec¸a˜o
7.1, usando controle o´timo com restric¸o˜es estruturais. Sendo um me´todo bem estabelecido na
literatura, o me´todo baseado em controle o´timo foi escolhido para o projeto dos controladores
desta Sec¸a˜o. O sistema teste utilizado foi o equivalente Sul/Sudeste. Esse sistema foi escolhido
pela sua menor dimensa˜o, comparado com o sistema equivalente Sul.
A Sec¸a˜o inicia com a discussa˜o sobre o uso de diferentes sinais fı´sicos para o controle
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(a) Aˆngulo do gerador 915 (Machadinho). (b) Esforc¸o de Controle 4 (Itaipu).
(c) Fluxo de Poteˆncia LT 933-955.
Figura 23: Simulac¸a˜o no domı´nio do tempo - Sistema Sul.
central. Na segunda parte, testa-se a efica´cia do me´todo de selec¸a˜o de pontos de medic¸a˜o e
controle para o projeto de um controlador de mı´nima redundaˆncia.
7.2.1 Ana´lises de Diferentes Sinais Fı´sicos
Como descrito na Sec¸a˜o 5.4, diferentes sinais podem ser obtidos de um sistema de medic¸a˜o
fasorial. Esses sinais diferem em magnitude, significado fı´sico e conteu´do de informac¸a˜o com
respeito de um determinado modo de oscilac¸a˜o. O objetivo desta Sec¸a˜o e´ o de apresentar uma
avaliac¸a˜o dos principais tipos de sinais que podem ser usados para alimentar o controle central.
Foram selecionados os seguintes sinais fı´sicos:
• velocidade do gerador (rad/s);
• aˆngulo de barra (graus);
• poteˆncia ele´trica (MW).
Na literatura, o sinal adicional mais utilizado, no controle central, e´ o da velocidade do
gerador (KAMWA et al., 2001; HU; MILANOVIC, 2007)(OKUO et al., 2005). Ale´m disso, esse
sinal tem um comportamento similar ao da frequ¨eˆncia do sistema. O sinal de aˆngulo de barra
foi escolhido por ser um produto direto da medic¸a˜o fasorial sincronizada. Na literatura na˜o
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ha´ relatos da explorac¸a˜o desse sinal para controladores em sistemas ele´tricos. Ja´, o sinal de
poteˆncia ele´trica foi escolhido por ser um subproduto direto das tenso˜es e correntes medidas
pela PMUs.
Considerando-se esse grupo de sinais, aplicou-se o algoritmo de selec¸a˜o de sinais apresen-
tado na Sec¸a˜o 5.4. O objetivo e´ classificar os sinais com relac¸a˜o a` observabilidade do modo de
oscilac¸a˜o, como apresentado na Tabela 4.
Tabela 7: Observabilidade dos sinais ao modo de oscilac¸a˜o
Classificac¸a˜o Sinal Ordem no Grupo
1 Aˆngulo θ2, θ3, θ1, θ4
2 Poteˆncia P4,P1, P4, P3
3 Velocidade ω2, ω3, ω1, ω4
Pela ana´lise geome´trica, verifica-se que o sinal de aˆngulo de barra apresenta a melhor ob-
servabilidade para o modo de oscilac¸a˜o em especı´fico. Isto e´ confirmado quando realiza-se o
projeto dos controladores centrais considerando-se estes sinais. Atrasos totais de 400ms foram
considerados no projeto. A ana´lise modal dos controladores, considerando o pior caso para cada
conjunto de sinais, e´ apresentada na Tabela 8.
Tabela 8: Modos de Oscilac¸a˜o menos amortecidos
Sinal Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
Velocidade −0.4865±5.0i 0.8 9.67
Aˆngulo −1.6±12.5i 1.99 12.66
Poteˆncia −1.38±12.42i 1.97 11.06
Do ponto de vista da ana´lise dos autovalores, o projeto do controlador, considerando sinais
de aˆngulo e´, significativamente, melhor do que o obtido com os sinais de velocidade e poteˆncia.
Destaca-se, tambe´m, que os ganhos do controlador central para os sinais de aˆngulo e poteˆncia
sa˜o inferiores ao obtidos com velocidade.
Para confirmac¸a˜o dos resultados, apresenta-se nas Figuras 24(a) o 24(b), o desempenho
dos controladores considerando-se o sistema na˜o-linear. Aplicaram-se dois distu´rbios: curto-
circuito de 30ms, na barra 4, sem alterac¸a˜o no sistema, e desligamento da linha de transmissa˜o
entre as barras 2 e 5.
Verifica-se que, para o distu´rbio que na˜o causa alterac¸o˜es estruturais, no sistema o desem-
penho do controlador, usando diferenc¸a angular e´ superior aos demais. No entanto, para o
distu´rbios que alterem significativamente a estrutura do sistema, o controlador com sinal de
aˆngulo de barra na˜o apresenta desempenho satisfato´rio. A causa do mau desempenho do sinal
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(a) Aˆngulo do gerador 4 (Itaipu) - Curto Circuito). (b) Aˆngulo do gerador 4 (Itaipu) - Queda LT.
Figura 24: Desempenho dos Controladores.
(a) Aˆngulo do gerador 4 (Itaipu) - Curto Circuito). (b) Aˆngulo do gerador 4 (Itaipu) - Queda LT.
Figura 25: Minimizac¸a˜o da Redundaˆncia.
de aˆngulo esta´ relacionada a` alta sensibilidade com relac¸a˜o a perturbac¸o˜es de grande magnitude.
Para a perturbac¸a˜o que causa mudanc¸a topolo´gica na rede, as oscilac¸o˜es do sinal ficam pro´ximas
a`s frequ¨eˆncias de oscilac¸a˜o do modo a ser amortecido o que dificulta a sua filtragem. O desem-
penho dos sinais de poteˆncia e velocidade angular e´ semelhante considerando a simulac¸a˜o no
domı´nio do tempo.
7.2.2 Minimizac¸a˜o da Redundaˆncia
O controle central utilizado ate´ o momento considerou todas as barras a`s quais geradores
esta˜o conectados como sinais de entrada para o controlador central. No entanto, em alguns
casos nem todas as barras precisara˜o participar do controlador central. Executando o algoritmo
de selec¸a˜o de barras apresentado em detalhes na Sec¸a˜o 5.3, para o sistema teste equivalente
Sul/Sudeste, chega-se a uma configurac¸a˜o que considera duas entradas e duas saı´das (Barra 3 e
Barra 4). Essa configurac¸a˜o e´ de mı´nima redundaˆncia da informac¸a˜o.
Para avaliar o controlador obtido, duas simulac¸o˜es foram realizadas considerando os mes-
mos distu´rbios da Sec¸a˜o anterior, com e sem alterac¸a˜o do sistema. Os respectivos resultados
sa˜o apresentados nas Figuras 25(a) e 25(b).
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Como se pode verificar, o controlador considerando mı´nima redundaˆncia (2x2) tem um
desempenho bastante semelhante ao controlador de configurac¸a˜o completa (4x4). No entanto,
como estamos trabalhando diante de uma configurac¸a˜o de mı´nima redundaˆncia, em caso de
falha de canal de comunicac¸a˜o teremos uma significativa queda no desempenho do sistema (no
caso especı´fico, da ordem de 3,5%).
7.3 Me´todos Parame´tricos
Nesta Sec¸a˜o, sa˜o apresentados os resultados obtidos com a aplicac¸a˜o de me´todos parame´tri-
cos de otimizac¸a˜o para o projeto do controle hiera´rquico. Os dois me´todos aplicados sa˜o o
me´todo direto e o hı´brido (baseado no gradiente amostrado). Os resultados sa˜o apresentados
em subsec¸o˜es distintas como segue.
7.3.1 Me´todo de Busca Direta
Nesta Sec¸a˜o, sera˜o apresentados os resultados obtidos com a aplicac¸a˜o dos me´todos de
busca direta para o controle de sistemas de energia ele´trica. No sentido de testar a aplicabilidade
do me´todo para sistemas com grande nu´mero de estados, algoritmos de reduc¸a˜o de ordem na˜o
foram utilizados nesse experimento.
7.3.1.1 Sistema Teste Sul/Sudeste
A configurac¸a˜o do sistema ele´trico e do controlador e´ a mesma considerada na Sec¸a˜o 7.1.
A excec¸a˜o e´ a ordem do controlador central, ja´ que, nesse caso, considerou-se a realimentac¸a˜o
esta´tica de saı´das. Utilizou-se a realimentac¸a˜o esta´ticas de saı´das pois o algoritmo implemen-
tado na˜o suporta a realimentac¸a˜o dinaˆmica. Atrasos na ordem de 100ms sa˜o introduzidos na
entrada e na saı´da do controlador central, resultando em um atraso total de 200ms.
No caso do controle o´timo com restric¸o˜es estruturais, o projeto tem por objetivo aumentar o
amortecimento de um modo especı´fico, conforme a configurac¸a˜o das matrizes de peso. No caso
do me´todo de procura direta, a func¸a˜o objetivo visa a maximizar explicitamente amortecimento
do sistema. Matrizes de peso na˜o sa˜o utilizadas. Para alcanc¸ar esse objetivo, um ı´ndice explicito
de otimizac¸a˜o e´ estabelecido. O problema, enta˜o, de minimizac¸a˜o e´ dado por:
min
K∈ℜ−ξ (A+BKC). (7.2)
onde ξ (A+BKC) representa o amortecimento do sistema em malha fechada. O controlador K
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PSS =
⎡⎢⎢⎣
26.9 6.39 5.05 7.05
2.88 10.4 −3.21 −40.8
5.75 −24.2 27.2 72.4
4.35 3.86 −16.4 4.34
⎤⎥⎥⎦ (7.3)
obtido pela soluc¸a˜o do problema de otimizac¸a˜o sera´ a soluc¸a˜o para o sistema.
Neste projeto, na˜o se utilizaram me´todos de reduc¸a˜o de ordem para a avaliac¸a˜o do desem-
penho computacional do me´todo. O sistema completo, considerando atrasos, tem dimensa˜o de
57 estados. O projeto do sistema foi efetuado, e a func¸a˜o de transfereˆncia resultante e´ apresen-
tada em (7.3). Com o controle centralizado, o amortecimento do modos foi elevado para um
amortecimento maior que 20%. O modo menos amortecido e´ apresentado na Tabela 9.
Para se chegar ao resultado apresentado na Tabela 9, diversas execuc¸o˜es do algoritmo de
busca direta foram necessa´rias. Como esse me´todo e´ altamente dependente das condic¸o˜es ini-
cias, nı´veis diferentes de amortecimento sa˜o alcanc¸ados a cada execuc¸a˜o variando-se a condic¸a˜o
inicial. Nas primeiras simulac¸o˜es, quando utiliza-se um controlador nulo como condic¸a˜o ini-
cial, foram encontrados nı´veis de amortecimento semelhantes aos apresentados na Tabela 6.
Realizou-se enta˜o um processo de refinamento da soluc¸a˜o que consiste basicamente em realizar
a partida do me´todo com uma melhor condic¸a˜o inicial. Utilizou-se enta˜o a condic¸a˜o inicial
com um melhor nı´vel de amortecimento, resultando em um nı´vel de amortecimento superior ao
encontrado com o controle o´timo com restric¸o˜es estruturais.
O desempenho do controlador foi tambe´m avaliado por meio de simulac¸o˜es, no domı´nio do
tempo, usando o software ANATEM, para verificar o comportamento do controlador no sistema
na˜o-linear. Um curto circuito trifa´sico foi aplicado a` barra 4 e retirado sem alterac¸a˜o no sistema.
Os aˆngulos dos geradores 1 (Foz de Areia) e 4 (Itaipu) sa˜o apresentados respectivamente nas
Figuras 26(a) e 26(b).
Tabela 9: Modos de Oscilac¸a˜o Menos Amortecidos
Modo Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
1 −2.4275±11.74i 1.86 20.24
As respostas do sistema com somente o controlador local (linha so´lida) e com o controle em
dois nı´veis (linha pontilhada) mostra que o sistema apresenta melhor comportamento dinaˆmico
na presenc¸a do controle central. Os sinais de controle aplicados ao gerador 4 (Itaipu), mos-
trando o controle local e central trabalhando juntos para amortecer os modos de oscilac¸a˜o, e´
apresentado em 26(c). A saı´da dos PSSs locais alcanc¸a seu limite, enquanto o controle central
contribui para o amortecimento sem tocar o limite (0,2pu em ambos os casos). Destaca-se que
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(a) Aˆngulo do gerador 1 (Foz do Areia). (b) Aˆngulo do Gerador 4 (Itaipu).
(c) Esforc¸o de Controle (Itaipu).
Figura 26: Simulac¸a˜o no domı´nio do tempo.
a melhora do desempenho dinaˆmico do sistema na˜o obteve o ganho esperado. Deve-se consi-
derar que o sistema teste utilizado e´ um sistema patolo´gico (sistema de fase na˜o-mı´nima), e que
melhores resultados podem ser obtidos em sistemas ele´tricos melhor comportados.
A vantagem deste me´todo comparado com o controle o´timo e´ a na˜o-necessidade de um
conhecimento pre´vio do sistema. Na˜o ha´ a necessidade da configurac¸a˜o de paraˆmetros de de-
sempenho tanto de amortecimento como de controle. Utilizando-se realimentac¸a˜o esta´tica de
saı´das, elimina-se a necessidade da escolha dos po´los do sistema. Para esse sistema, o tempo
computacional para encontrar a soluc¸a˜o na˜o foi elevado e esta´ na ordem de 15 a 25 segundos,
para os casos convergentes. O tempo de convergeˆncia esta´ diretamente relacionado a` escolha da
condic¸a˜o inicial. A convergeˆncia do sistema em si e´ altamente dependente da condic¸a˜o inicial.
Como ja´ comentado, para esses casos pode-se usar diferentes condic¸o˜es iniciais.
Como desvantagem do me´todo de busca direta, cita-se a alta dependeˆncia do me´todo a`
condic¸a˜o inicial, que influi tanto no tempo computacional como na convergeˆncia do me´todo.
Em alguns casos, necessita-se executar o algoritmo mais de uma vez para encontrar uma soluc¸a˜o
que estabilize o sistema. A soluc¸a˜o que estabiliza o sistema pode na˜o ser interessante para o
caso do controle central, ja´ que se esta´ interessado em melhorar o desempenho do sistema.
Dessa forma, utiliza-se o controlador central que estabiliza o sistema, como condic¸a˜o inicial,
para um nova execuc¸a˜o do algoritmo.
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(a) Ana´lise Robustez: Aˆngulo do gerador 2 (Salto
Santiago).
(b) Ana´lise Robustez: Aˆngulo do gerador 4 (Itaipu).
Figura 27: Simulac¸a˜o no domı´nio do Tempo - Robustez do Controle.
• Robustez a alterac¸o˜es topolo´gicas
As mesmas justificativas para a realizac¸a˜o de simulac¸o˜es para a investigac¸a˜o da robustez do
controlador apresentadas para o me´todo de controle o´timo com restric¸o˜es (), sa˜o tambe´m validas
para o me´todo da busca direta. Adicionalmente a estas questo˜es, deve-se considerar que a malha
de controle e´ agora esta´tica e na˜o dinaˆmica com no caso do controle o´timo. Controladores
dinaˆmicos tendem a ser mais robustos pois acompanham as variac¸o˜es de frequeˆncia do sistema,
no caso do controle esta´tico esta possibilidade na˜o existe ja´ que o mesmo e´ representado por
uma matriz de ganhos.
A robustez do controle hiera´rquico a mudanc¸as topolo´gicas na rede e´ avaliada desconec-
tando a linha de transmissa˜o entre as barras 2 e 5. Os aˆngulos dos geradores sa˜o apresentados
nas Figuras 27(a) (Itaipu) e 27(b) (Salto Santiago) para o controle descentralizado (linha so´lida)
e em dois nı´veis (linha pontilhada). As oscilac¸o˜es eletromecaˆnicas esta˜o ainda bem amortecidas
para o novo ponto de operac¸a˜o no caso do controle hiera´rquico. Isto mostra a contribuic¸a˜o deste
esquema para o aumento da robustez do sistema.
7.3.2 Me´todo Hı´brido
Nesta Sec¸a˜o, apresenta-se o resultado da aplicac¸a˜o do me´todo hı´brido para o projeto do
controle hiera´rquico. Os dois sistemas considerados sa˜o o equivalente Sul/Sudeste, de menor
porte, e o sistema equivalente Sul de 33 barras. Os resultados sa˜o apresentados, separadamente,
para cada sistema, como segue.
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PSS(s) =
⎡⎢⎢⎢⎢⎣
+50.7+35.7s+5.5s2
7.1+5.9s+s2
52.2+39.9s+6.8s2
7.1+5.9s+s2
69.3+36.0s+4.6s2
7.1+5.9s+s2
0.7−1.5s−0.4s2
7.1+5.9s+s2
+56.7+41.4s+6.8s2
7.1+5.9s+s2
+28+19.2s+2.7s2
7.1+5.9s+s2
22.6−1.5s−1.4s2
7.1+5.9s+s2
−18.1−17.3s−3.1s2
7.1+5.9s+s2
+51.5+25.9s+3.1s2
7.1+5.9s+s2
+45.4+28.8s+4.41s2
7.1+5.9s+s2
+115+38.7s+2.6s2
7.1+5.9s+s2
+2.76−3.1s−0.9s2
7.1+5.9s+s2
−25.8−5.9s−0.3s2
7.1+5.9s+s2
−5.6+5.5s+2s2
7.1+5.9s+s2
−89−19.7s−0.1s2
7.1+5.9s+s2
−20.4−11.3s−1.4s2
7.1+5.9s+s2
⎤⎥⎥⎥⎥⎦ (7.4)
7.3.2.1 Sistema Teste Sul/Sudeste
Como primeiro projeto, considera-se o sistema equivalente Sul-Sudeste. Para esse caso,
considera-se a configurac¸a˜o do sistema ele´trico e do controlador descrita na Sec¸a˜o 7.1.
• Problema do Controlador e Ana´lise de Desempenho
Da mesma forma que, no controle o´timo com restric¸o˜es estruturais, para o projeto desse
controlador, o resultado final em termos de amortecimento depende da configurac¸a˜o das matri-
zes de desempenho. Com o objetivo de melhorar o amortecimento do sistema, as matrizes de
desempenho de entrada (distu´rbio) B1 e de saı´da (varia´veis monitoradas) C1 devem ser adequa-
damente configuradas. O distu´rbio considerado foi um curto-circuito na barra 4 (Itaipu). Dessa
forma, a matriz B1 foi ponderada, considerando-se a entrada do regulador de tensa˜o, e a matriz
C1 foi fortemente ponderada, no estado associado com o modo de oscilac¸a˜o menos amortecido.
Aplicou-se essa configurac¸a˜o como dados de entrada do pacote HIFOO. A func¸a˜o de trans-
fereˆncia resultante e´ apresentada em 7.4. Como pode ser observado, o controlador obtido e´
esta´vel e de fase na˜o-mı´nima, pois apresenta zeros do semi-plano direto.
Com o controle centralizado, o amortecimento do modo menos amortecido atinge 9.14%,
sendo apresentado na Tabela 10. Os demais modos do sistema apresentam amortecimentos
maiores que 10%.
Tabela 10: Modos de Oscilac¸a˜o Menos Amortecidos
Modo Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
1 −0.49±5.40i 0.86 9.14
O desempenho do controlador foi tambe´m avaliado, por meio de simulac¸o˜es, no domı´nio do
tempo, usando o software ANATEM para verificar o comportamento do controlador no sistema
na˜o-linear. Um curto-circuito trifa´sico foi aplicado a` barra 4 e retirado sem alterac¸a˜o no sistema.
Os aˆngulos dos geradores 1 (Foz de Areia) e 4 (Itaipu) sa˜o apresentados, respectivamente, nas
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(a) Aˆngulo do gerador 1 (Foz do Areia). (b) Aˆngulo do Gerador 4 (Itaipu).
(c) Esforc¸o de Controle (Itaipu).
Figura 28: Simulac¸a˜o no domı´nio do tempo.
Figuras 28(a) e 28(b). O esforc¸o de controle do gerador 4 (Itaipu), mostrando o controle local e
central trabalhando juntos, para amortecer os modos de oscilac¸a˜o, sendo apresentado em 28(c).
• Robustez a alterac¸o˜es topolo´gicas
A robustez do controle hiera´rquico a mudanc¸as topolo´gicas na rede e´ avaliado, desconectan-
do-se a linha de transmissa˜o entre as barras 2 e 5. Os aˆngulos dos geradores sa˜o apresentados nas
Figuras 29(a) (Itaipu) e 29(b) (Salto Santiago), para o controle descentralizado (linha so´lida),
e em dois nı´veis (linha pontilhada). As oscilac¸o˜es eletromecaˆnicas apresentam um amorteci-
mento satisfato´rio para o novo ponto de operac¸a˜o no caso do controle hiera´rquico. No entanto,
quando compara-se as Figuras 29(a) e 21(b) verifica-se que o controlador projetado utilizando
o me´todo de controle o´timo com restric¸o˜es estruturais apresenta um desempenho melhor diante
de perturbac¸o˜es que modifiquem a topologia da rede.
7.3.2.2 Sistema Teste Sul do Brasil
Esse sistema foi incluı´do na simulac¸a˜o, para testar o me´todo hı´brido, para um sistema de
maior porte. O sistema foi descrito em detalhes na Sec¸a˜o 7.1.2, e os dados completos dele sa˜o
encontrados em Alves (2007). O distu´rbio considerado para o projeto foi um curto circuito na
barra 915. Dessa forma, as matrizes B1 e C1 foram configuradas de acordo com o procedimento
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(a) Ana´lise Robustez: Aˆngulo do gerador 2 (Salto
Santiago).
(b) Ana´lise Robustez: Aˆngulo do gerador 4 (Itaipu).
Figura 29: Ana´lise de Robustez.
PSS(s) =
⎡⎢⎢⎢⎢⎣
+18.9+30.0s−4.1s2
2.4+2.0s+s2
−9.0+58.7s+8.5s2
2.4+2.0s+s2
−0.8+48.0s+7.6s2
2.4+2.0s+s2
12.7−3.0s−1.8s2
2.4+2.0s+s2
−30.3+6.3s+3.5s2
2.4+2.0s+s2
+32.23−21.9s−8.3s2
2.4+2.0s+s2
11.3−27.7s−10.9s2
2.4+2.0s+s2
−14.2−4.7s+0.07s2
2.4+2.0s+s2
+3.0−13.0s+0.27s2
2.4+2.0s+s2
+1.2+22.3s−0.4s2
2.4+2.0s+s2
−6.6+9.6s−4.0s2
2.4+2.0s+s2
+1.05−4.7s−1.6s2
2.4+2.0s+s2
+44−43s−3.2s2
2.4+2.0s+s2
−46+77s+3.0s2
2.4+2.0s+s2
−34−57s+0.23s2
2.4+2.0s+s2
+25.5−2.4s−2.0s2
2.4+2.0s+s2
⎤⎥⎥⎥⎥⎦ (7.5)
descrito na sec¸a˜o anterior. Consideram-se atrasos de 200ms, o que resulta em um atraso total de
400ms. A func¸a˜o transfereˆncia resultante e´ apresentada em 7.5.
Na Tabela 11, apresentam-se os modos menos amortecidos para as duas configurac¸o˜es
de operac¸a˜o. Como pode-se observar, houve um aumento no amortecimento dos modos de
oscilac¸a˜o presentes no sistema. O controlador obtido e´ de segunda ordem e de fase na˜o-mı´nima.
O aˆngulo e o esforc¸o de controle do gerador 915 (Machadinho) sa˜o apresentados nas Fi-
guras 30(a) e 30(b). As oscilac¸o˜es de fluxo de poteˆncia, na linha de transmissa˜o 933-955, sa˜o
apresentadas na Figura 30(c).
Tabela 11: Modos de Oscilac¸a˜o Dominantes
Caso Nu´mero Autovalor
Frequ¨eˆncia
(Hz)
Amortecimento
(%)
Controle Local 1 −0.12±4.92i 0.78 2.53
Control Hiera´rquico 2 −0.57±6.42i 1.02 8.87
Os resultados obtidos, com a aplicac¸a˜o desse me´todo, apresentam-se um pouco melhor do
que os obtidos com o controle o´timo e mostram a potencialidade desse me´todo de projeto. Entre
os resultados, destaca-se a magnitude dos sinais de controle provenientes do PSS. Esses sinais
apresentam uma relevante melhora quando comparado com o controle o´timo com restric¸o˜es
estruturais. O desempenho computacional do me´todo e´ fortemente influenciado dimensa˜o do
sistema. Dessa forma, para sistemas de alta dimensa˜o e´ necessa´ria a utilizac¸a˜o de reduc¸a˜o de
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(a) Aˆngulo do Gerador 915 (Machadinho). (b) Esforc¸o de Controle 915 (Machadinho).
(c) Fluxo da Linha 933-955.
Figura 30: Simulac¸a˜o no domı´nio do tempo - Sistema Sul.
ordem juntamente com o me´todo hı´brido.
7.4 Concluso˜es
Apresentaram-se, neste Capı´tulo, os principais resultados obtidos para avaliac¸a˜o de desem-
penho de um controle hiera´rquico utilizando-se sinais de medic¸a˜o fasorial sincronizada. Esse
esquema de controle composto de dois nı´veis tem, como principais vantagens, a melhoria do
desempenho do controle descentralizado e, em caso de falha no controle central o desempe-
nho mı´nimo do sistema e´ garantido pelo esquema descentralizado. Adicionalmente, em casos
de ocorreˆncia de alterac¸o˜es significativas da rede, o controle central pode ser configurado de
uma forma mais ra´pida quando comparado com o ajuste coordenado do controle descentrali-
zado, otimizando-se o desempenho do sistema ele´trico sem a necessidade da reconfigurac¸a˜o dos
PSSs locais. Diferentes me´todos de projeto foram aplicados para a sı´ntese deste controlador.
Como primeira abordagem, aplicou-se um me´todo bem estabelecido, baseado em controle
o´timo com restric¸o˜es estruturais, considerando restric¸o˜es estruturais. O desafio do atraso foi
vencido com a incorporac¸a˜o desse no momento de projeto. Sem a considerac¸a˜o de atrasos, no
momento do projeto, o desempenho do controlador fica comprometido. A ordem dos atrasos
utilizados, no aˆmbito deste trabalho, e´ duas vezes superior aos estimados pelos trabalhos mais
recentes encontrados na literatura (STAHLHUT et al., 2008; XIE et al., 2006). A utilizac¸a˜o de
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algoritmos de reduc¸a˜o de ordem e ana´lise modal para a escolha das matrizes de peso facilitou o
projeto desse esquema de controle. Usando-se o me´todo de projeto proposto neste Capı´tulo, na˜o
houve a necessidade de algoritmos de reduc¸a˜o de ordem avanc¸ados, pois a ordem do controlador
projetado na˜o esta´ atrelada a` ordem da planta considerada.
Como restric¸o˜es de robustez na˜o foram incorporadas ao algoritmo de projeto, intensivas
simulac¸o˜es foram realizadas para mostrar a robustez do controlador. As mais diversas situac¸o˜es
crı´ticas que podem ser encontradas no campo foram testadas, indicando a sua viabilidade para
tal aplicac¸a˜o.
Diferentes sinais adicionais foram avaliados, para uso no controlador central. Foram con-
siderados os sinais de velocidade do gerador, de aˆngulo de barra e da poteˆncia ele´trica. Dentre
esses, o que apresentou maior potencial foi o sinal de aˆngulo de barra. Esse sinal e´ um pro-
duto direto da PMU e utilizando-se o me´todo das medidas geome´tricas foi o que demonstrou
melhor observabilidade para o modo de oscilac¸a˜o a ser amortecido. O projeto do controla-
dor, utilizando-se esse sinal apresenta ganhos de baixa magnitude. Sua resposta temporal, para
perturbac¸o˜es que na˜o alterem a configurac¸a˜o do sistema, e´ melhor quando comparada com os
demais sinais. No entanto, sob perturbac¸o˜es que alterem a configurac¸a˜o do sistema, esse sinal
pode degradar de uma maneira muito significativa o desempenho dinaˆmico do sistema. Os si-
nais de velocidade angular e poteˆncia ele´trica apresentaram desempenho semelhantes e podem
ser seguramente utilizados para o projeto do controlador central.
Com o crescente nu´mero de PMUs instaladas, me´todos para selec¸a˜o de pontos de medic¸a˜o
se fazem necessa´rias para minimizar o custo de canais de transmissa˜o e controle, uma me-
lhoria do me´todo proposto em Marini (2005) foi apresentado neste trabalho. A efetividade
desse me´todo foi demonstrada com o projeto de um controlador de configurac¸a˜o mı´nima para o
sistema Sul/Sudeste. O desempenho dinaˆmico desse controlador e´ bastante semelhante quando
comparado com o controlador que considera todos os pontos de controle do sistema Sul/Sudeste.
As pesquisas utilizando me´todos de busca direta para o projeto de controladores foram
retomadas no comec¸o deste Se´culo. A grande vantagem dessa abordagem e´ a na˜o-necessidade
de que o problema seja convexo e suave. O me´todo foi aplicado para sistema de poteˆncia com
resultados satisfato´rios. Esses me´todo apresentam grande simplicidade e podem ser aplicados
no projeto de controladores. A grande dificuldade desse me´todo e´ a sua alta dependeˆncia com
relac¸a˜o a condic¸a˜o inicial.
Destaca-se, aqui, o me´todo hı´brido como sendo aquele que apresenta uma maior potencia-
lidade de aplicac¸a˜o. Esse me´todo combina me´todos de diferentes caracterı´sticas que trabalham
complementarmente entre si. Este me´todo apresenta uma melhor velocidade de convergeˆncia e
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desempenho computacional, quando comparado com o de busca direta. O me´todo foi aplicado
para dois sistemas-teste, mostrando resultados promissores. Como ja´ comentado, o referido
me´todo apresenta elevado potencial de aplicac¸a˜o, sendo necessa´rias outras pesquisas a fim de
se verificar o seu espectro de atuac¸a˜o, na a´rea de sistemas de energia ele´trica.
Como ja´ comentado, esses algoritmos na˜o sa˜o substitutos dos atuais me´todos baseados em
Controle O´timo e em LMIs, mas uma alternativa de projeto quando estes u´ltimos falham. Ale´m
disso, as pesquisas com esses me´todos esta˜o em relativa fase inicial, ja´ que foram abandonados
por um certo tempo. Melhores estudos precisam ser realizados para buscar melhores condic¸o˜es
de robustez e facilidade de convergeˆncia para sistemas de maior porte.
8 CONCLUSA˜O E CONSIDERAC¸O˜ES FINAIS
O presente trabalho tem por objetivo realizar o projeto e verificar o desempenho de um sis-
tema de controle hiera´rquico usando sinais de medic¸a˜o fasorial sincronizada. O objetivo prin-
cipal desse esquema de controle e´ o de melhorar o desempenho dinaˆmico do sistema ele´trico,
no aˆmbito da estabilidade angular, diante de pequenas perturbac¸o˜es. Esse esquema e´ composto
de dois nı´veis, sendo o primeiro o tradicional controle descentralizado e o segundo um controle
centralizado usando sinais de medic¸a˜o fasorial sincronizada. Dentre os esquemas de controle
encontrados na literatura, esse e´ o que apresenta um maior potencial de aplicac¸a˜o, pois considera
intrinsecamente o tradicional esquema de controle descentralizado e, em caso de falha no con-
trole central, o esquema descentralizado garante um desempenho mı´nimo ao sistema. Em caso
de queda de canais de comunicac¸a˜o, o desempenho pode ser garantido com canais redundantes
de comunicac¸a˜o. Do ponto de vista pra´tico, uma crı´tica a esse esquema e´ o seu custo, com
relac¸a˜o ao tradicional esquema descentralizado. Em muitos casos, um bom ajuste do esquema
descentralizado garante um desempenho satisfato´rio do sistema ele´trico, o que na˜o justificaria
a adic¸a˜o de um controle central. Isso foi constatado durante esta pesquisa, pois quando o rea-
juste dos PSSs locais e´ realizado, os ganhos obtidos com o controlador central apresentam-se
pouco significativos. No entanto, o reajuste coordenado dos PSSs locais e´ tambe´m de difı´cil
considerac¸a˜o pra´tica, ainda mais quando se considera um ambiente desverticalizado, em que
os geradores pertencem a diferentes empresas. Ale´m disso, o tempo necessa´rio para que esse
reajuste seja efetivado pode ser na ordem de dias ou semanas, o que pode restringir a operac¸a˜o
do sistema em tempo real.
Os principais desafios a serem vencidos, para este sistema de controle, sa˜o o atraso dos
canais de medic¸a˜o e controle, o uso de me´todos de projeto multivariaveis e, principalmente,
a considerac¸a˜o de um controle com realimentac¸a˜o de saı´das de baixa ordem. Dentre esses,
destaca-se o u´ltimo desafio, ja´ que devido a` elevada dimensa˜o dos sistema ele´tricos, um con-
trolador da ordem da planta seria invia´vel de ser implementado na pra´tica. Adicionalmente,
considerando-se o nu´mero crescente de PMUs sendo instaladas no sistema ele´trico, me´todos
devem ser considerados para a escolha de sinais e pontos de medic¸a˜o e controle.
Dados os desafios, foram considerados me´todos de projeto capazes de supera´-los. As
abordagens consideradas podem ser classificadas em dois grupos: a dos me´todos analı´ticos
(resoluc¸a˜o da equac¸a˜o de Riccati) e a dos me´todos parame´tricos (me´todos busca direta e hı´brido).
A primeira abordagem utilizada foi do me´todo de controle o´timo com restric¸o˜es estruturais, que
tem como base a resoluc¸a˜o da equac¸a˜o generalizada de Riccati. Os atrasos foram modelados
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e inseridos no momento da realizac¸a˜o do projeto do controlador dinaˆmico de segunda ordem.
Como desafios desse me´todo de projeto, citam-se: dificuldade de obtenc¸a˜o de soluc¸a˜o quando
os atrasos sa˜o considerados no momento de projeto; velocidade de convergeˆncia; configurac¸a˜o
das matrizes de peso; e escolha dos po´los dos controladores. Esses desafios foram superados
com uso de me´todos de reduc¸a˜o de ordem. Destaca-se, aqui, que a reduc¸a˜o de ordem a ser
considerada na˜o e´ de grande monta, como no caso de projeto considerando LMIs, onde a or-
dem da planta influencia diretamente na ordem do controlador. No caso do controle o´timo com
restric¸o˜es estruturais, somente os estados fracamente acoplados do ponto de vista de entrada e
saı´da sa˜o eliminados, o que na˜o compromete as informac¸o˜es com relac¸a˜o a` dinaˆmica do sis-
tema. A escolha das matrizes de peso tem forte influeˆncia na velocidade de convergeˆncia e
qualidade do projeto obtido. Neste trabalho, a escolha foi realizada por meio dos ”mode sha-
pes”. A ide´ia ba´sica e´ descobrir qual estado tem forte influeˆncia no modo de oscilac¸a˜o que deve
ser amortecido. Com essa informac¸a˜o, esse modo e´ fortemente ponderado o que garante um
claro aumento no amortecimento do sistema. A questa˜o da escolha dos po´los foi a menos ex-
plorada. No entanto, verificou-se que a escolha de po´los esta´veis e distantes do eixo imagina´rio
apresentaram os melhores resultados. A efica´cia do projeto obtido foi testada, com sucesso,
sob diversas condic¸o˜es e para diferentes sistemas, o que depo˜e a favor de sua robustez e o seu
desempenho sob condic¸o˜es adversas de operac¸a˜o.
Considerando o controlador obtido pelo algoritmo de controle o´timo, foram tambe´m testa-
dos me´todos para a selec¸a˜o de sinais e localizac¸a˜o de pontos de medic¸a˜o e controle. O objetivo
principal, para o uso desses e´ que, com o crescente aumento do nu´mero de PMUs instaladas no
sistema, a disponibilidade de sinais e pontos de medic¸a˜o aumenta consideravelmente. Com o
grande volume de informac¸a˜o disponı´vel, me´todos para filtrar informac¸a˜o de qualidade devem
ser considerados. O me´todo das medidas geome´tricas foi utilizado para a selec¸a˜o de sinais.
Para os modos de oscilac¸a˜o considerados, o sinal que apresentou o maior conteu´do modal foi
o de aˆngulo. Isso foi, posteriormente, confirmado no momento do projeto, ja´ que o amorteci-
mento obtido foi consideravelmente maior quando comparado com o obtido com outros sinais.
Os ganhos do controlador tambe´m apresentaram menor magnitude. No entanto, o desempe-
nho do controlador com sinal de aˆngulo na˜o e´ robusto na presenc¸a de perturbac¸o˜es que causam
mudanc¸as estruturais no sistema. Isso fica claro nas simulac¸o˜es na˜o-lineares apresentadas no
Capı´tulo 7. Como principal restric¸a˜o ao uso desse sinal, destaca-se a sua alta sensibilidade,
o que, por vezes, gera frequ¨eˆncias pro´ximas ao modo de oscilac¸a˜o que precisa ser amorte-
cido. Isso dificulta o processo de filtragem para obtenc¸a˜o da informac¸a˜o efetiva necessa´ria ao
controlador. Os sinais tradicionais de velocidade angular e poteˆncia ele´trica se mostraram su-
periores nesses casos e podem ser utilizados como entradas para o controle central. Ainda com
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relac¸a˜o a esse to´pico, outra questa˜o considerada foi a da minimizac¸a˜o da redundaˆncia dos ca-
nais de informac¸a˜o, ja´ que esta tem implicac¸a˜o direta no custo do sistema a ser considerado.
O me´todo utilizado, baseado em ana´lise modal, apresentou desempenho satisfato´rio e mostrou
a sua efica´cia na escolha dos canais de medic¸a˜o e controle com vista a` minimizac¸a˜o da re-
dundaˆncia da informac¸a˜o. A limitac¸a˜o principal desse me´todo e´ a sua falta de capacidade em
considerar sinais de diferentes magnitudes, o que pode ser compensado com o seu uso integrado
com o me´todo de medidas geome´tricas.
Adicionalmente aos desenvolvimentos realizados com o controle o´timo, me´todos parame´tri-
cos de projetos foram testados no sentido de verificar sua aplicabilidade e desempenho para o
esquema de controle proposto. Verificando-se a literatura, constatou-se que as pesquisas consi-
derando me´todos de busca direta foram retomadas e esta˜o sendo consideradas alternativas aos
me´todos estabelecidos como o de Controle O´timo e LMIs. Como principais vantagens desses
me´todos, destacam-se a simplicidade e a capacidade de trabalhar com problemas na˜o-convexos
e na˜o-suaves. Dessa forma, representam a u´nica alternativa para os casos em que os tradicionais
me´todos baseados em derivada na˜o sa˜o capazes de resolver. Como desvantagem, destaca-se o
aumento de tempo de resoluc¸a˜o para o caso de sistemas de grande porte.
Finalizando, o algoritmo do gradient sampling foi tambe´m explorado neste trabalho por
meio do me´todo hı´brido. Este trabalho foi o primeiro a aplicar o me´todo do gradiente amostrado
em problemas da a´rea de sistemas ele´tricos de poteˆncia. Formatado para func¸o˜es na˜o-suaves e
na˜o-convexas, esse algoritmo usa a informac¸a˜o do gradiente para encontrar mais rapidamente
a sua direc¸a˜o de descida. Neste trabalho e´ combinado com outros me´todos melhorando o seu
desempenho. Esse me´todo apresenta uma velocidade de convergeˆncia melhor que os me´todos
baseados somente em busca direta e representa uma alternativa aos anteriores. O me´todo foi
testado para o projeto do controle hiera´rquico dos sistemas-teste apresentados neste trabalho.
Os resultados foram satisfato´rios e mostram a potencialidade de aplicac¸a˜o desses me´todos para
o projeto de controladores para sistemas de energia ele´trica.
8.1 Principais Contribuic¸o˜es do Trabalho
Com o objetivo de resumir as contribuic¸o˜es do trabalho realizado, essas sa˜o apresentadas
como segue:
• projeto de um controlador centralizado, considerando o atraso no momento de projeto;
• aplicac¸a˜o do algoritmo de controle o´timo para o projeto de controle hiera´rquico;
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• estudo da robustez do controlador frente a perturbac¸o˜es de diversas magnitudes;
• ana´lise de desempenho frente variac¸o˜es dos atrasos fixados no momento de projeto;
• implementac¸a˜o de me´todos para escolha de sinais e pontos de medic¸a˜o e controle;
• investigac¸a˜o de me´todos parame´tricos, baseados em ı´ndices de otimizac¸a˜o explicita, para
o projeto do controladores hiera´rquicos.
8.2 Sugesta˜o de Trabalhos Futuros
As sugesto˜es para trabalhos futuros sa˜o apresentadas a seguir:
• Controle o´timo com restric¸o˜es estruturais: Melhorias no algoritmo de controle o´timo
com restric¸o˜es estruturais podem trazer benefı´cios para a melhoria do tempo de con-
vergeˆncia e velocidade do tempo de projeto. Para tanto e´ necessa´ria a investigac¸a˜o de
te´cnicas que possibilitem encontrar os po´los do controlador de uma maneira automa´tica e
eficiente. Isso eliminaria o processo de tentativa e erro para a escolha de po´los realizadas
neste trabalho. Um outro aspecto importante e´ o de buscar te´cnicas que melhorem o pro-
cesso de ponderac¸a˜o das matrizes de peso Q e R. Essas matrizes influenciam diretamente
o desempenho do me´todo e precisam ser melhor trabalhadas.
• Controlador Multi-sinal: os projetos de controladores centrais utilizados neste trabalho
usavam somente sinais de mesma magnitude e sentido fı´sico. Como prosseguimento da
linha de pesquisa, e´ importante testar controladores que combinem sinais de diferentes
grandezas fı´sicas como por exemplo velocidade angular e poteˆncia ele´trica. Controla-
dores com mu´ltiplos sinais podem trazer benefı´cios a` melhoria da dinaˆmica do sistema,
quando combinados de maneira eficiente.
• Robustez do controlador: o conceito de ε − pseudospectro apresenta um novo para-
digma para projeto de controladores. Essa abordagem na˜o foi explorada para o projeto de
controladores na a´rea de sistema de energia ele´trica e investigac¸o˜es sa˜o necessa´rias para
provar a sua efetividade. O sistema de energia ele´trica e´ um sistema crı´tico que esta´ ex-
posto a` diferentes formas de perturbac¸o˜es. A utilizac¸a˜o do conceito de ε− pseudospectro
pode melhorar a robustez dos controladores frente a perturbac¸o˜es de diferentes magnitu-
des;
• Paralelizac¸a˜o do Algoritmo de Busca Direta: Os algoritmos de busca direta apresentam
problemas de desempenho computacional quando aplicados a sistema de grande porte. O
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me´todo multi-direcional utilizado neste trabalho e´ por concepc¸a˜o projetado para uso em
sistemas computacionais paralelos. Nos dias de hoje o baixo custo de plataformas com-
putacionais paralelas tambe´m favorecem a sua utilizac¸a˜o. A principal vantagem do para-
lelismo e´ a diminuic¸a˜o do tempo computacional para o ca´lculo dos controladores. Devido
aos problemas de grande porte encontrados na a´rea de sistemas de energia a paralelizac¸a˜o
desse algoritmo pode trazer benefı´cios e merece ser explorada.
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APEˆNDICE A – ME´TODOS DE OTIMIZAC¸A˜O DE BUSCA
DIRETA
No presente anexo sa˜o apresentados os detalhes dos me´todos de busca direta apresentados
neste trabalho. O anexo inicia com a apresentac¸a˜o do me´todo da bu´ssola. Esse me´todo ba´sico
na˜o tem fins pra´ticos, pore´m facilita o entendimentos dos princı´pios fundamentais dos me´todos
de busca. Em seguida, apresenta-se, em detalhes, o me´todo multi-direcional que foi utilizado
para o projeto dos controladores apresentados no Capı´tulo 7.
A.1 Me´todo da Bu´ssola
Neste item sera´ apresentada uma descric¸a˜o do algoritmo chamado compass search ou me´to-
do da bu´ssola. Variac¸o˜es deste algoritmo ba´sico podem ser encontrados na literatura com di-
ferentes nomes, incluindo direc¸o˜es alternativas (alternating directions), procura por varia´veis
alternativas (alternating variable search), relaxac¸a˜o axial (axial relaxation), procura coorde-
nada (coordinate search) e variac¸a˜o local (local variation). Para um problema de minimizac¸a˜o
de duas varia´veis, o problema pode ser resumido como segue:
1. tente passos para o Leste, Oeste, Norte e Sul;
2. se um desses passos resultar na reduc¸a˜o da func¸a˜o, esse ponto torna-se uma nova iterac¸a˜o;
3. em caso de na˜o-reduc¸a˜o da func¸a˜o, uma nova iterac¸a˜o e´ realizada com um passo sendo a
metade do anterior.
A Figura 31 ilustra as primeiras cinco iterac¸o˜es do me´todo da bu´ssola aplicado a` func¸a˜o f
representado pela equac¸a˜o A.1 (KOLDA et al., 2003).
min f (x(1),x(2)) = |(3−2x(1))x(1)−2x(2) +1| 73 + |(3−2x(2))x(2)− x(1) +1| 73 (A.1)
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As curvas de nı´vel da func¸a˜o sa˜o apresentadas pelas curvas em cinza, onde x(1) e x(2)
representam o primeiro e segundo componentes de x ∈ R2; xk representa o ponto da iterac¸a˜o
atual. Em cada figura, o ponto pu´rpura representa a iterac¸a˜o corrente xk . A iterac¸a˜o atual
e´ o melhor ponto, isto e´, o que apresenta o menor valor de f encontrado. Na Figura 31 (a),
a procura e´ iniciada a partir do ponto inicial x0 = (−0.9,−1.0), e a soluc¸a˜o do problema e´
apresentada por uma estrela vermelha. Cada uma das seis figuras representa uma iterac¸a˜o do
me´todo da bu´ssola. Os quatro pontos azuis escuros representam as tentativas consideradas em
cada iterac¸a˜o. Inicialmente, o tamanho da cada passo e´ 0.3. As tentativas da iterac¸a˜o anterior
sa˜o apresentadas em azul claro para comparac¸a˜o.
Note que, quando xk aproxima-se da soluc¸a˜o, o algoritmo reduz o tamanho do passo. Tipi-
camente, na pra´tica, o algoritmo e´ finalizado quando o passo fica abaixo de uma certa toleraˆncia.
Figura 31: Compass Search aplicado a uma func¸a˜o bidimensional
As vantagens e desvantagens desse me´todo sa˜o claras (KOLDA et al., 2003). A vantagem e´
que o me´todo e´ fa´cil de descrever e implementar. Nesse exemplo, inicialmente, o me´todo faz
um ra´pido progresso ate´ a soluc¸a˜o. Como desvantagem, cita-se o fato de que, quando a iterac¸a˜o
aproxima-se do ponto mı´nimo, isso somente ficara´ claro quando o algoritmo reduzir o tamanho
do passo, isto e´, o algoritmo pode rapidamente se aproximar do mı´nimo, mas pode ser lento
para detecta´-lo de fato. Essa e´ a desvantagem por na˜o se usar explicitamente a informac¸a˜o do
gradiente. Uma outra limitac¸a˜o, que na˜o fica evidente nesse exemplo, e´ que o algoritmo pode
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apresentar baixa velocidade de convergeˆncia nos intervalos onde as curvas de nı´vel da func¸a˜o f
forem extremamente alongados. Como o me´todo na˜o usa a informac¸a˜o da curvatura da func¸a˜o
(derivada segunda), a algoritmo pode fazer um bom progresso inicial, mas com a falta de uma
informac¸a˜o de alta ordem a sua taxa de convergeˆncia pode ser baixa.
A.2 Me´todo Multi-Direcional
O me´todo multidirecional foi utilizado neste trabalho para o projeto do controle central.
Esse algoritmo proposto em Torczon (1989) foi inspirado no me´todo simplex de Nelder-Mead.
A vantagem desse me´todo comparado com os demais e´ que o mesmo foi projetado para ser
executado usando te´cnicas de processamento paralelo. Dessa forma, para aplicac¸o˜es de grande
porte, como o caso de sistema ele´tricos, ele pode ser executado em ambiente de processamento
de alto desempenho. Devido a` necessidade do ca´lculo do valor da func¸a˜o em n, onde n e´
a ordem do sistema, pode-se dividir o problema em diferentes processadores para que esses
ca´lculos sejam efetuados paralelamente. O me´todo e´ descrito como segue:
A.2.1 Descric¸a˜o do Me´todo
Em qualquer iterac¸a˜o k, onde k > 0, o algoritmo de busca multi-direcional requer n+ 1
pontos, vk0, ...,v
k
n, o qual define um simplex noℜn (TORCZON, 1989). Na Figura 32 este triaˆngulo
e´ formado pelos ve´rtices< vk0,v
k
1,v
k
2 >. As bordas do simplex sa˜o usados para definir as direc¸o˜es
de procura, a orientac¸a˜o das direc¸o˜es de busca, e o tamanho do passo em cada direc¸a˜o.
Inicialmente, calculam-se os valores da func¸a˜o em todos os n+1 ve´rtices do simplex ori-
ginal. Usando as informac¸o˜es da func¸a˜o, o algoritmo verifica o ”melhor”ve´rtice no simplex,
onde o ”melhor”ve´rtice e´ definido como o que apresenta o menor valor para a func¸a˜o objetivo.
Convenciona-se que vk0 denota o melhor ve´rtice da presente iterac¸a˜o k. Dessa forma, temos o
melhor ve´rtice que satisfaz, para i = 1, ...,n:
f (vk0)≤ f (vki ) (A.2)
As n bordas conectadas ao melhor ve´rtice determinam a configurac¸a˜o das n direc¸o˜es li-
nearmente independentes de procura. Na Figura 32, as bordas sa˜o representadas por vk0,v
k
1 e
vk0,v
k
2.
• Passo Refletido
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Figura 32: Simplex original e sua reflexa˜o
Figura 33: Simplex original com simplex refletido e sua expansa˜o
Assim sendo, o algoritmo realiza um passo a partir do melhor ve´rtice, vk0, em cada uma das
n direc¸o˜es (TORCZON, 1989). O tamanho de cada passo e´ igual ao tamanho da borda determi-
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Figura 34: Simplex original e sua contrac¸a˜o
nada pela direc¸a˜o de procura. Geometricamente, isso poderia ser visto como uma ”reflexa˜o”do
simplex original atrave´s do melhor ve´rtice, resultando em um novo simplex. O resultado, como
pode ser visto na Figura 32, e´ um novo simplex, < vk0,v
k
r1,v
k
r2 >, que compartilha somente o
melhor ve´rtice, vk0, com o original simplex, < v
k
0,v
k
1,v
k
2 >. Os aˆngulos para o novo simplex, e o
tamanho de todos as bordas, sa˜o as mesmas daquelas do simplex original.
O passo e´ considerado um sucesso se ele satisfaz o seguinte teste: um dos novos ve´rtices
apresenta o valor da func¸a˜o menor que o melhor ve´rtice do simplex original? Especificicamente,
a seguinte condic¸a˜o deve ser atendida:
min{ f (vkri), i = 1, ...,n} ≤ f (vk0) (A.3)
A raza˜o para esse teste e´ direta. Deseja-se que o simplex refletido produza um novo e
melhor ve´rtice, isto e´, um ve´rtice com um valor de func¸a˜o menor que o corrente melhor ve´rtice,
vk0. Como pode ser visto na Figura 32, se o melhor ve´rtice na˜o e´ substituı´do, enta˜o, na iterac¸a˜o
seguinte os novos ve´rtices vkr1 v
k
r2, sera˜o refletidos por meio do mesmo melhor ve´rtice, v
k
0, para
restaurar a configurac¸a˜o original do simplex,< vk0,v
k
1,v
k
2 > . Para checar esse crite´rio, necessita-
se calcular o valor da func¸a˜o nos n novos ve´rtices, < vk0,v
k
r1,v
k
r2 > . Nesse ponto, ha´ duas
possibilidades: o teste das func¸o˜es e´ satisfeito ou na˜o-satisfeito. Em qualquer caso, considera-
se um novo simplex, como descrito nas pro´ximas duas sec¸o˜es.
• Passo Expansa˜o
No caso em que um dos ve´rtices satisfac¸a o teste apresentado em A.3, a questa˜o lo´gica
e´: aumentando-se o passo, encontra-se uma melhor condic¸a˜o? Para responder esta questa˜o,
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o algoritmo realiza um novo passo a partir do melhor ve´rtice, vk0, na mesma direc¸a˜o original,
mas com um passo duas vezes maior. Geometricamente, como mostrado na Figura 33, o algo-
ritmo expande a tentativa de um novo simplex dobrando o tamanho do comprimento de borda e
gerando um novo simplex representado por < vk0,v
k
e1,v
k
e2 >.
Para considerar o simplex expandido deve-se verificar se o novo simplex aumenta ou dimi-
nui o valor da func¸a˜o obtida com o passo original. Para essa verificac¸a˜o, a seguinte condic¸a˜o
devera´ ser atendida.
min{ f (vkei), i = 1, ...,n} ≤min{ f (vkri), i = 1, ...,n} (A.4)
Se o simplex expandido e´ aceito, a pro´xima iterac¸a˜o comec¸a com o simplex< vk0,v
k
e1,v
k
e2 >.
Entretanto, deve-se notar que o passo expandido somente sera´ considerado se a condic¸a˜o A.2
for satisfeita.
• Passo Contraı´do
Se nenhum dos novos ve´rtices do simplex refletido satisfazer o crite´rio A.2, o algoritmo
diminui pela metade o valor do passo. Geometricamente isto pode ser visto na Figura 34, o
algoritmo simplesmente ”contraı´”o simplex original a partir do melhor ve´rtice, vk0. O algoritmo
comec¸a a nova iterac¸a˜o com um simplex contraı´do < vk0,v
k
c1, ...,v
k
cn >.
Antes de partir para a pro´xima iterac¸a˜o, deve-se testar se algum dos novos ve´rtices do
simples contraı´do satisfaz a condic¸a˜o:
min{ f (vkci), i = 1, ...,n} ≤ f (vk0) (A.5)
Os valores da func¸a˜o sa˜o calculados para cada ve´rtice do simplex contraı´do. Se a condic¸a˜o
A.5 e´ satisfeita, o algoritmo comec¸a a pro´xima iterac¸a˜o com um novo melhor ve´rtice. Se a
condic¸a˜o na˜o for satisfeita uma nova iterac¸a˜o e´ realizada a partir do melhor ve´rtice, vk0, usando
as mesmas direc¸o˜es da iterac¸a˜o anterior. Nesta iterac¸a˜o, entretanto, com um passo reduzido
pela metade.
• Algoritmo
Considerando-se, S0, com ve´rtices < v00,v
0
1, ...,v
0
n >, tem-se.
1. min{ f (v0i ), i = 1, ...,n};
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2. Fac¸a v0min e v
0
0;
3. Para k = 0, ...,n;
4. Para i = 1, ...,n;
a. Para l = 1,2, ...,n;
b. vk+1i ← 2vk0− vki ;
c. Calcule f (vk+1i );
d. Se min{ f (vk+1i ), i = 1, ...,n} ≤ f (vk0) enta˜o;
e. Para i = 1, ...,n;
f. vke ← v0k + vk+1i ;
g. Calcule f (vkei para i = 1, ...,n;
h. Se min{ f (vkei), i= 1, ...,n}≤min{ f (vk+1i ), i= 1, ...,n} enta˜o vk+1i ← vkei, i=
1, ...,n;
i. Para i = 1, ...,n;, vk+1i ← vk0 − vk+1i , i = 1, ...,n, calcule f (vk+1i ) para i =
1, ...,n;
j. Fim Se;
5. min{ f (vk+1i ), i = 1, ...,n};
6. Se f (vk+1min )< f (v
k
0) fac¸a v
K+1
min e v
k
0;
A.2.2 Aplicabilidade dos Me´todos de Procura Direta
Como mencionado anteriormente, os me´todos de procura direta foram populares para pro-
blemas de otimizac¸a˜o nume´rica, em grande parte, por serem de ra´pida implementac¸a˜o e na˜o
requererem o uso de derivadas. Nenhuma dessas vantagens sa˜o necessariamente motivo para se
deixar de usar os sofisticados me´todos de otimizac¸a˜o, baseados em derivadas, desenvolvidos nos
u´ltimos anos. Opc¸o˜es para estimac¸a˜o de gradientes e/ou Hessiana sa˜o largamente disponı´veis e
fa´ceis de usar. Atualmente, ha´ ferramentas automa´ticas de ca´lculo de diferenc¸as e linguagens
para calcular derivadas automaticamente. Dessa forma, o usua´rio precisa somente implementar
o procedimento de ca´lculo da func¸a˜o objetivo.
Desse modo, como primeira alternativa, para a soluc¸a˜o de um problema de otimizac¸a˜o,
deve-se utilizar os me´todos baseados em gradiente. Se as derivadas segundas sa˜o disponı´veis, a
melhor escolha sera´ um me´todo baseado em Newton (KOLDA et al., 2003).
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Os me´todos de procura direta teˆm o seu nicho especı´fico em problemas de difı´cil resoluc¸a˜o,
onde os me´todos baseados em gradiente na˜o apresentam a resposta desejada.
A.2.3 Limitac¸o˜es dos Me´todos de Procura Direta
As principais desvantagens dos me´todos de procura direta esta˜o na comentada baixa velo-
cidade de convergeˆncia e com relac¸a˜o a problemas de grande porte. Com o aumento do nu´mero
de varia´veis do problema, o desempenho do me´todo podera cair. Mesmo assim, os me´todos de
procura direta apresentaram sucesso para problemas com algumas centenas de varia´veis. Adici-
onalmente, eles podem, talvez, ser a u´nica tentativa para problemas de difı´cil soluc¸a˜o. No caso
de sistemas de ele´tricos, me´todos de reduc¸a˜o de ordem poderiam ser utilizados juntamente com
te´cnicas de processamento paralelo (me´todo multi-direcional).
A.3 Implementac¸a˜o Computacional- Busca Direta
Os me´todos utilizados neste trabalho foram baseados no Matrix Computation Toolbox para
Matlab desenvolvido e apresentado em Higham (1993). Os me´todos utilizados foram:
• me´todo de busca multi-direcional;
• me´todo das direc¸o˜es alternativas;
• me´todo simplex Nelder-Mead.
mais informac¸o˜es relacionadas a esses me´todos podera˜o ser encontradas em Higham (2002b).
Me´todos diretos sa˜o tambe´m descritos em Higham (2002a).
O problema original esta´ formulado para o problema de minimizac¸a˜o da abscissa spectral1.
Dadas as caracterı´sticas dos sistemas ele´tricos que geralmente apresentam autovalores reais
perto do eixo imagina´rio, alterou-se a implementac¸a˜o para que a func¸a˜o objetivo considere o
ma´ximo amortecimento dos autovalores.
1A abscissa espectral de uma matrix e´ a ma´xima parte real dos seus autovalores.
APEˆNDICE B – GRADIENTE AMOSTRADO
O me´todo do gradiente amostrado (gradient sampling - GS), originalmente apresentado
em Burke et al. (2002) e, apresentado em detalhes, em Burke et al. (2003c), foi desenvolvido
para a otimizac¸a˜o de func¸o˜es na˜o-convexas e na˜o-suaves. Como principal motivac¸a˜o para o
desenvolvimento do me´todo, destaca-se o fato de que os me´todos baseados no gradiente falham
quando aplicados a func¸o˜es na˜o-suaves, sendo elas convexas ou na˜o. A dificuldade fundamental
e´ que, para func¸o˜es objetivos na˜o-suaves, em caso de na˜o-existeˆncia do gradiente, o me´todo fica
sem alternativas para encontrar o ponto de mı´nimo.
Para os casos em que a func¸a˜o e´ na˜o-suave, pore´m convexa, os algoritmos de feixes (bun-
dle algoritms) sa˜o especialmente efetivos. Esses algoritmos sa˜o baseados no conceito de ε-
subdiferencial (TOMASTIK; ZHANG, 1996), definido como uma configurac¸a˜o de subgradientes,
nos pontos da vizinhanc¸a do ponto x. O paraˆmetro escalar ε > 0 especifica o tamanho da
vizinhanc¸a: um grande valor de ε implica em uma grande vizinhanc¸a. Da posse deste con-
junto de gradientes este me´todo seleciona o gradiente de maior valor como direc¸a˜o de descida.
Dessa forma, no caso de falha do gradiente no ponto o algoritmo pode fazer uso da informac¸a˜o
da vizinhanc¸a para escolher a sua direc¸a˜o de descida e encontrar o ponto de mı´nimo. Entre-
tanto, quando considera-se func¸o˜es na˜o convexas, a informac¸a˜o do gradiente so´ e´ significante
localmente. Logo, a sua aplicac¸a˜o, para func¸o˜es na˜o-convexas, e´ muito mais complicada no
caso na˜o-convexo, onde a informac¸a˜o do gradiente na˜o e´ uma garantia de direc¸a˜o no sentido do
ponto mı´nimo da func¸a˜o.
No sentido de contornar esse problema, Burke et al. (2002) propo˜em uma nova maneira
de se calcular a direc¸a˜o de descida. O principio ba´sico e´ o mesmo do me´todo de bundle,1
tendo como diferenc¸a, a maneira de se calcular a direc¸a˜o de descida d. No gradient sampling, a
direc¸a˜o de descida d e´ calculada como a combinac¸a˜o convexa dos gradientes com a minimizac¸a˜o
da norma-2, por meio de um programa de minimizac¸a˜o quadra´tica. Da mesma forma, que,
nos me´todos diretos, o tamanho da vizinhanc¸a e´ dimensionado por uma distribuic¸a˜o uniforme
definida pelo paraˆmetro ε . Eventualmente, em alguma iterac¸a˜o, o algoritmo encontra o valor
1Utilizam-se os mesmos conceitos de amostragem do gradiente na vizinhanc¸a do ponto x.
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zero para o gradiente resultante. Nesse ponto, a otimizac¸a˜o e´ reiniciada, com um menor valor
de ε .
Para ilustrar a ide´ia geral do me´todo considere o exemplo no qual as curvas de nı´vel sa˜o
apresentadas na Figura 35 (BURKE et al., 2002). Primeiramente, considere um me´todo ordina´rio
de ma´xima descida, assumindo que, em cada iterac¸a˜o, possa obter-se a derivada. Na Figura 35,
as iterac¸o˜es do me´todo do gradiente sa˜o representadas por pequenos cı´rculos partindo do ponto
(−1,1).
Figura 35: Comparac¸a˜o GS e Me´todo Gradiente
O comportamento apresentado aqui e´ tı´pico do me´todo do gradiente aplicado a func¸o˜es
na˜o-suaves. No inı´cio, o progresso e´ bom, mas, quando o algoritmo chega a um ponto no
qual a func¸a˜o e´ na˜o-diferencia´vel, o algoritmo estaciona. As iterac¸o˜es do gradient sampling
sa˜o apresentadas usando asteriscos. Em vez de calcular um gradiente por iterac¸a˜o, o gradient
sampling considera o conjunto de pontos encontrados na vizinhanc¸a da iterac¸a˜o corrente. O
progresso inicial do algoritmo e´ similar ao me´todo do gradiente, porque todos os gradientes
do conjunto sa˜o qualitativamente similares. Entretanto, quando as iterac¸o˜es se aproximam de
regio˜es onde o me´todo do gradiente estaciona, o me´todo proposto usa a informac¸a˜o de um
conjunto de gradientes para encontrar a direc¸a˜o de descida.
O algoritmo, juntamente com a notac¸a˜o utilizada, e´ apresentado como segue:
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Tabela 12: Glossa´rio
k: Iterac¸a˜o Corrente μ: Reduc¸a˜o no raio de amostragem
xk: Ponto de Iterac¸a˜o θ : Toleraˆncia de otimilidade para o fator de reduc¸a˜o
D: Pontos de Diferenciabilidade m: Tamanho de amostragem
γ: Reconsidera fator de reduc¸a˜o xk j: Pontos de amostragem
β : Paraˆmetro de Armijo gk: Menor subgradiente aproximado
εk: Raio de amostragem dk: Direc¸a˜o de procura
νk: Toleraˆncia de otimalidade tk: Tamanho do passo
Passo 0: (Inicializac¸a˜o) Dado x0, γ ∈ (0,1), β ∈ (0,1), ε0 > 0, ν0 ≥ 0, μ ∈ (0,1], θ ∈ (0,1], k = 0,
e m ∈ n+1,n+2, ....
Passo 1: (Aproximac¸a˜o por GS) Dado μk1, ...,μkm sejam amostrados independentemente e unifor-
memente, fac¸a xk0 = xk e xk j = xk + εkμk j, j = 1, ...,m.. Se para algum j = 1, ...,m o
ponto xk j ∃D; de outro modo, fac¸a Gk = conv∇ f (xk0),∇ f (xk1), ...,∇ f (xkm), e va´ para o
passo 2.
Passo 2: (Calcule a Direc¸a˜o de Procura) Dado gk ∈ Gk resolva o problema quadra´tico dado por
ming∈Gk ‖g‖2, isto e´,‖gk‖= dist(0|Gk) e gk ∈Gk. Se ‖gk‖ ≤ νk, fac¸a tk = 0, νk+1 = θνk,
e εk+1 = μεk, e va´ para o passo 4; sena˜o, fac¸a νk+1 = νk, εk+1 = εk, e dk = −gk/‖gk‖ e
va´ para o passo 3.
Passo 3: (Compute o tamanho do passo) Fac¸a tk = maxγs sujeito a s ∈ 0,1, ... e f (xk + γsdk) <
f (xk)−βγs‖gk‖, e va´ para o passo 4.
Passo 4: (Atualize) Se xk + tkdk ∈ D, fac¸a xk+1 = xk + tkdk, k = k+ 1, e va´ para o passo 1. Se
xk + tkdk ∃D, dado x̂k satisfazer x̂k + tkdk ∈ D e f (x̂k + tkdk) < f (xk)− β tk‖gk‖. Enta˜o
fac¸a xk+1 = x̂k + tkdk, k = k+1, e va´ para o passo 1.
B.1 Implementac¸a˜o Computacional - Me´todo Hı´brido
Os estudos realizados, no aˆmbito deste trabalho, consideraram os desenvolvimentos reali-
zados em Burke et al. (2006b). O pacote HIFOO - A Matlab package for fixed-order controller
design and H∞ optmization, versa˜o 1.75, e´ usando para projetar os controladores. HIFOO 1.75
usa um algoritmo hı´brido, para otimizac¸a˜o na˜o-suave e na˜o-convexa, baseada em te´cnicas que
buscam um controlador de ordem fixa que minimize a norma H∞. HIFOO permite que a ordem
do controlador seja especificada pelo usua´rio.
HIFOO e´ livre e disponı´vel para Matlab e esta´ baseado no pacote de otimizac¸a˜o HANSO,
de livre acesso, no mesmo local. Esse pacote na˜o requer programas externos ao Matlab Control
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System Toolbox, pore´m executa com maior velocidade se a func¸a˜o linorm do SLICOT estiver
instalada.
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