Rationale, aims and objectives Single-group interrupted time series analysis (ITSA) is a popular evaluation methodology in which a single unit of observation is studied; the outcome variable is serially ordered as a time series, and the intervention is expected to "interrupt" the level and/or trend of the time series, subsequent to its introduction. The most common threat to validity is history-the possibility that some other event caused the observed effect in the time series. Although history limits the ability to draw causal inferences from single ITSA models, it can be controlled for by using a comparable control group to serve as the counterfactual. Results In the first example, an external event occurring at the same time as the helmet repeal appeared to be the cause of a rise in motorcycle deaths, but was only revealed when Florida was contrasted with comparable control states. Conversely, in the second example, a decreasing trend in cigarette sales prior to the intervention raised question about a treatment effect attributed to Proposition 99, but was reinforced when California was contrasted with comparable control states.
| INTRODUCTION
Single-group interrupted time series analysis (ITSA) is an increasingly popular evaluation methodology for observational data in which a single unit of observation (eg, an individual, a city, or a country) is studied; the dependent variable is a serially ordered time series, and multiple observations are captured in both the pre-and post-intervention periods. The study design is called an interrupted time series because the intervention is expected to "interrupt" the level and/or trend of the time series, subsequent to its introduction. 1, 2 ITSA has been argued to generally have strong internal validity, primarily through its control over regression to the mean, [1] [2] [3] [4] and good external validity, particularly when the unit of measure is at the population level, or when the results can be generalized to other units, treatments, or settings. 2, 5 ITSA has been used in many areas of study, such as assessing the effects of community interventions, 6, 7 public policy, 8 regulatory actions, 9 and health technology assessment. 10 ITSA has also been proposed as a more flexible and rapid design to be considered in health research before defaulting to the traditional 2-arm randomized controlled trial. 11 In addition, systematic reviews of the literature increasingly include studies using ITSA as the primary research design. 12 Despite its widespread use, the single-group ITSA design remains a vastly inferior evaluation approach to those utilizing a comparable control group to serve as the counterfactual-a fundamental element of the potential outcomes framework. 13, 14 With a comparable control group, factors other than the intervention that are responsible for shifting the time series will likely be observed in both groups and thus not mistaken for a treatment effect. Moreover, events that affect the time series in the treatment group prior to initiation of the intervention can be used in the matching process to ensure that the shift in the time series does not confound the results. Conversely, without a comparable control group, the impact on the time series by an event outside the intervention may be mistaken for a treatment effect.
Other literature has provided both a comprehensive description of the ITSA design and methodological guidance in its implementation (see Box and Tiao, 15 Glass et al, 16 and McDowall et al 17 for using autoregressive integrated moving-average models; and Crosbie, 18 Gottman, 19 Linden and Adams, 20 Linden, 21 McKnight et al, 22 Simonton, 23 and Velicer and McDonald 24 for using ordinary leastsquares regression-based models). The purpose of the current paper, however, is to offer a nontechnical discussion of how factors that impact the time series outside of the intervention may be mistaken for a treatment effect when using the single-group ITSA model, but captured when using a comparable control group to serve as the counterfactual. This problem is illustrated using data from 2 natural experi- History is the principal threat to validity-the possibility that some event other than the intervention caused the observed effect in the time series. 2 There are at least 2 scenarios where the effect of history may be misconstrued. First, when the change in the time series is immediate and drastic, it is easy to ignore the possibility that some other factor may be the cause. And even if there is an alternative explanation for the effect, information may not always be available to identify those factors. Thus, the investigator is likely to argue that the effect is causally related to the intervention without further study. In the second scenario, some factor may cause a directionally correct change in the time series prior to the intervention. Thus, any additional change in the time series subsequent to the introduction of the intervention may be argued to be a continuation or magnified effect of that prior factor and not a treatment effect. 21, 25 In either of these scenarios, the inclusion of a comparable control group will clarify these issues.
Instrumentation, or a change in how the time series is measured, is another threat to validity that may erroneously appear as a treatment effect in a single-group ITSA. 2 While documentation should be obtained indicating how and when the instrumentation changed, it may nevertheless be impossible to control for this bias in a singlegroup ITSA. However, with the inclusion of a comparable control group, the change in instrumentation should impact both time series equally, thereby nullifying its effect.
Selection may bias the single-group ITSA if the serial observations are cross-sectional and the characteristics (or composition) of the group under study are different before and after the introduction of the intervention (selection is not a factor in a single-group ITSA where the same group, or individual, undergoes surveillance over the duration of the study). Selection may be controlled for by finding a control group that is comparable to the treatment group on pre-intervention characteristics (at the very least, the groups should be comparable on the pre-intervention level and trend of the outcome under study). 20, 21 Threats to statistical conclusion validity apply as much to ITSA as to any other design, such as low power, violated test assumptions, and unreliability of measurement. 2 While these issues are important, their discussion is beyond the scope of this paper (the reader is referred to references [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] for a comprehensive discussion of the relevant statistical issues in ITSA models). shortcoming common to all these studies is that no contrasts were made with other comparable states.
For the current analysis, all motor vehicle fatality data for all states were retrieved from the Fatal Accident Reporting System database for the years 1975 to 2014 (which is all the data available in the system). In summary, this example demonstrates that a seemingly irrefutable treatment effect detected on reviewing data from a single time series can be disproven when that time series is contrasted with that of a comparable control group. 33 Glantz, 35 Fichtenberg and Glantz, 36 and among others).
Per capita cigarette sales (in packs) is the most widely used indicator of smoking prevalence found in the tobacco research literature 37 and serves here as the aggregate outcome variable under study, In summary, this example demonstrates that when some factor causes a shift in the time series prior to the actual introduction of the intervention, it raises the concern that any shift subsequent to the introduction of the intervention, may be related to this prior factor, rather than the intervention. To control for this confounder, the treated group's pre-intervention time series is matched to that of a comparable control group. The result here was that Proposition 99 appeared to be effective when contrasted to a comparable control group. 37 or propensity score-based weighting 20 (which can also be extended to longitudinal data with multiple treated units 40 and for censored data. 41, 42 The ITSA framework with a comparable control group can be further strengthened by implementing a cross-over design, wherein the groups switch their treatment assignment at a given time-point (ie, the treatment group switches to control and the control switches to treatment), and the outcomes change in accordance with the exposure to the intervention.
| DISCUSSION
When a control group is simply not available, a version of the cross-over design can be implemented with a single group as well.
Here the intervention is administered and withdrawn, repeatedly.
The results may be considered a causal effect of the intervention if the treatment effect changes in a similar fashion after each successive administration. A limitation of any cross-over design, however, is that it requires the ability to control the treatment assignment, thereby restricting its application from most natural experiments (see Barlow et al 43 for many other ITSA design alternatives to improve causal inference over the basic single-group design).
In summary, this paper illustrated 2 cases in which erroneous conclusions may be drawn about the effectiveness of an intervention when using the single-group ITSA design for evaluation. Absent a comparable control group as a contrast, there is no assurance that the effect of external factors have been identified and controlled for. Thus, the results should be considered preliminary-and interpreted with caution-until a more robust study design can be implemented. Given the popularity and widespread use of the single-group ITSA design, it is important for investigators to be cognizant of its limitations and to strive to add features that maximize its validity and improve causal inference.
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