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ABSTRACT
In multichannel systems, acoustic time delay estimation (TDE)
is a challenging problem in reverberant environments. Al-
though blind system identification (BSI) based methods have
been proposed which utilize a realistic signal model for the
room impulse response (RIR), their TDE performance depends
strongly on that of the BSI, which is often inaccurate in prac-
tice when the identified responses are under-modelled. In this
paper, we propose a new under-modelled BSI based method
for TDE in reverberant environments. An under-modelled
BSI algorithm is derived, which is based on maximizing the
cross-correlation of the cross-filtered signals rather than mini-
mizing the cross-relation error, and also exploits the sparsity
of the early part of the RIR. For TDE, this new criterion can be
viewed as a generalization of conventional cross-correlation-
based TDE methods by considering a more realistic model for
the early RIR. Depending on the microphone spacing, only a
short early part of each RIR is identified, and the time delays
are estimated based on the peak locations in the identified
early RIRs. Experiments in different reverberant environments
with speech source signals demonstrate the effectiveness of
the proposed method.
Index Terms— Time Delay Estimation, Room Acoustics,
Reverberation, Microphone Arrays.
1. INTRODUCTION
Time delay estimation (TDE) is an important problem in micro-
phone array signal processing as the direction of arrival (DOA)
of the sound source can be straightforwardly computed from
the TDE results. Reliable DOA estimation is important on ap-
plications such as speaker tracking [1, 2], beamforming-based
multichannel speech enhancement [3, 4, 5] and dereverbera-
tion [6, 7].
The classical and most widely used methods for TDE are
the generalized cross-correlation (GCC) based methods [8],
among which GCC with Phase-Transform (GCC-PHAT) has
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received the most attention. When using more than two mi-
crophones, the Steering Response Power PHAT (SRP-PHAT)
method [9] is a generalization of the GCC-PHAT. In addition,
methods based on the parametric spatial correlation matrix
[10] and on spatial linear prediction [11] have been proposed
that formulate the multichannel TDE problem in a more com-
pact mathematical structure.
Because the above methods generally assume the signals at
different microphones are simply scaled and delayed versions
of the source signal, their performances degrade dramatically
in highly reverberant environments. To overcome this prob-
lem, methods based on a more realistic signal model have
been developed [12, 13, 14] in which the time delays are com-
puted from the room impulse responses (RIRs) estimated by
multichannel blind system identification (BSI). However, the
practical use of these methods is limited by the accuracy of
multichannel BSI, which is based on cross-relation (CR) error
minimization. Multichannel BSI generally requires a priori
knowledge of the true RIR length, which is always unknown
in practice. Moreover, the BSI performance is sensitive to
noise [15]. In noisy and system under-modelling conditions,
the multichannel BSI is unable to yield accurate RIR estimates,
which consequently leads to erroneous TDE values.
In this paper, we propose a new under-modelled BSI based
TDE method in reverberant conditions. Based on the previ-
ous work [16], an under-modelled BSI algorithm for TDE is
derived, in which instead the CR error being minimized, the
cross-correlation of the cross-filtered signals is maximized
and the sparsity of the early RIR is exploited. For TDE, this
method can be viewed as a generalization of the traditional
cross-correlation based TDE methods that uses a more real-
istic model for the early RIR than a unit impulse. Only the
early RIRs that correspond to the inter-microphone delays are
estimated and the time delays are determined from the peak
locations in the early RIR estimates. We demonstrate the effec-
tiveness of the proposed method by conducting experiments in
different reverberant environments with speech source signals.
2. SIGNAL MODEL
In a reverberant environment with a single sound source and an
M -element microphone array, the time-domain signal received
by the i-th microphone at time index n can be expressed as:
xi(n) = h
T
i s(n) + vi(n), i = 1, 2, ...,M, (1)
where hi = [hi,0 hi,1 . . . hi,L−1]T is the L × 1 true RIR of
the i-th channel, s(n) = [s(n) s(n− 1) . . . s(n− L+ 1)]T
is the source signal vector, and vi(n) is additive noise which
is assumed to be white Gaussian and uncorrelated both with
the source signal and with vj(n) for j 6= i.
Assuming the direct path component in hi appears at sam-
ple τi, then the sample delay between the i-th channel and j-th
channel can be estimated by comparing the time indexes of
the direct paths as:
τij = τi − τj , i, j = 1, 2, ...,M, i 6= j. (2)
According to the array geometry, τij satisfies:
|τij | ≤ τij,max = bdijfs
c
c, (3)
where dij is the microphone spacing, fs is the sampling rate,
and c is the sound speed. The floor function bac returns the
largest integer not exceeding a.
3. TDE FROM A CROSS-FILTERING PERSPECTIVE
In GCC based methods [8], the signals are first pre-filtered
to reduce the auto-correlation of the signals, and then the
cross-correlations corresponding to different time delays are
computed and used as the GCC function for the each time
delay. The TDE is performed by finding the sample index of
the largest peak in the GCC function.
In Fig. 1, we present a new generalized TDE framework
from the cross-filtering perspective, where Gi(z) is the Z-
transform of the pre-filter, yi(n) is the pre-filtered signal, and
Hˆi(z) is the Z-transform of estimated RIR of the i-th channel
hˆi. For a microphone pair, i and j, by convolving the pre-
filtered signal of each channel with the estimated RIR of the
other channel, two cross-filtered signals y˜ji(n) and y˜ij(n) can
be obtained. The GCC function measures the cross-correlation
of these cross-filtered signals. The conventional GCC based
methods can be seen as a special case of the TDE framework,
by simplifying the RIR hˆi as a unit-impulse function which is
written in vector form as
hˆi = [0 . . . 0︸ ︷︷ ︸
τˆi
1 0 . . . 0︸ ︷︷ ︸
L−τˆi−1
]T , i = 1, 2, ...,M, (4)
where τˆi is the estimation of τi. Then filtering yj(n) with hˆi
yields the time-delayed version of yj(n), and the GCC function
reflects the cross-correlation between the time-delayed signals
of yi(n) and yj(n). When the assumed τˆi for i = 1, 2, ...,M
matches the true delay, the delayed signals are time-aligned,
and the cross-correlation attains its maximum.
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Fig. 1. Illustration of the GCC based methods for TDE from
the cross-filtering perspective.
The problem in reverberant environments is that the RIRs
cannot be simply modelled as a unit-impulse, and because
of the late reverberation components, the cross-correlation
does not necessarily have a maximum at the true direct path
delay. A straightforward idea is to generalize the hˆi from
unit-impulse function to a more realistic model of the RIRs.
The unit-impulse function can be seen as an under-modelled
representation of the RIR in which only a single non-zero
tap is included. It has been shown that even with this sim-
plified RIR, we can still often achieve an acceptable TDE
performance by using the GCC methods in environments with
low and moderate reverberation. This indicates that the cross-
correlation based criterion has an inherent robustness against
system under-modelling when assessing the correctness of the
assumed RIRs. Therefore, it can be expected that the robust-
ness to reverberation can be improved if we generalize the
unit-impulse functions to include the early reflections. This
motivates the proposed method which is presented in Sec. 4.
4. PROPOSED METHOD
Following Fig. 1, by considering early reflections in the RIR,
a new method for TDE is proposed. Unlike the TDE methods
which only concern the direct path location, it is much harder
to determine the peak locations and amplitudes of the direct
path and reflections by exhaustively checking all combinations
of possible values. Here, an adaptive method is derived to find
the optimal estimate of the early RIR, by maximizing the cross-
correlation of the cross-filtered signals. In addition, as RIRs
are always sparse over the period of early reflections, sparsity
regularization is exploited to further improve the estimation
performance.
4.1. Pre-Filtering
To reduce the negative effect of autocorrelation of speech sig-
nals on the cross-correlation based cost function, pre-filtering
is usually needed. The PHAT weighting function has been
shown to be effective compared with other weighting functions
[17]. In our method, we therefore adopt the PHAT to pre-filter
the signals xi(n) for i = 1, 2, ...,M . For each channel, the
captured signal is first converted into the short-time Fourier
transform (STFT) domain, and then in each time-frequency
bin, the amplitude is normalized to be 1. Finally, the pre-
filtered signal yi(n) is obtained by transforming the normal-
ized STFT spectrum back into the time domain by using the
overlap-save method [18].
4.2. Optimization Problem for Under-modelled BSI
For each channel, we estimate an RIR with a length K =
2τmax + 3 where τmax = max{τi1,max}. The reason for
choosing such value of K is that the inter-microphone time
delays are limited by (3), and the flooring effect in (3) should
be considered such that the maximum true time delay can
always be identified. Without loss of generality, we assume
the direct path of the first channel lies at the central sample of
its estimated RIR.
Denoting theK×1 vector hˆi = [hˆi,0 hˆi,1 . . . hˆi,K−1]T as
the under-modelled channel estimation, then following Fig. 1,
cross-filtering yj(n) with hˆi results in y˜ij(n) = hˆTi yj(n)
where yj(n) = [yj(n) yj(n − 1) . . . yj(n −K + 1)]T , and
the cross-correlation between y˜ij(n) and y˜ji(n) is
γij = hˆ
T
i E{yj(n)yTi (n)}hˆj , (5)
where E{·} denotes expectation.
By using all microphone pairs, to facilitate the derivation
of least mean squares (LMS) updating in the next subsection,
we define a cost function which combines the instantaneous
values of γij for all microphone pairs in (5):
Υ(hˆ, n) =
M∑
i=1
M∑
j=1,j 6=i
hˆTi yj(n)y
T
i (n)hˆj = hˆ
TR(n)hˆ,
(6)
where hˆ = [hˆT1 hˆ
T
2 . . . hˆ
T
M ]
T , and R(n) is an (MK) ×
(MK) matrix having the form
R(n) =

0K×K R21(n) · · · RM1(n)
R12(n) 0K×K · · · RM2(n)
...
...
. . .
...
R1M (n) R2M (n) · · · 0K×K
 (7)
with Rji(n) = yj(n)[yi(n)]T .
We aim to find the early RIRs which maximize the cross-
correlation of the cross-filtered signals while also being sparse.
Note that simply maximizing the cross-correlation will lead
to the infinite solution of hˆ. To avoid this, the unit-norm con-
straint is imposed on hˆ. We finally define the cross-correlation
based cost function as
J(hˆ, n) = −Υ(hˆ, n)‖hˆ‖22
. (8)
By adding the l1-norm sparsity regularization, the early RIRs
of different channels are estimated by solving the following
optimization problem:
hˆ = arg min
hˆ
{J¯(hˆ) + ρ|hˆ|1}, s.t. ‖hˆ‖22 = 1. (9)
where J¯(hˆ) = E{J(hˆ, n)} and ρ is a regularization parameter.
4.3. Adaptive LMS Updating
The cost function in (9) is a combination of a convex differ-
ential term and an l1-norm term, and we minimize this using
a split Bregman approach [19] similar to [14]. Temporarily
omitting the unit-norm constraint, (9) can be reformulated as:
(hˆ, dˆ) = arg min
h,d
{J¯(h) + ρ|d|1 + λ‖d− h‖22}, (10)
where d is a (MK) × 1 auxiliary variable vector, with dˆ as
the estimate, and λ is a Lagrange multiplier.
The problem in (10) can be further solved by the split
Bregman iteration method [19] as
(hˆ, dˆ)k+1 = arg min
h,d
{J¯(h) + ρ|d|1 + λ‖bk + h− d‖22},
(11a)
bk+1 = bk + hˆk+1 − dˆk+1, (11b)
where b is a (KM)×1 Bregman variable vector, and k denotes
the iteration index. Reinserting the unit norm constraint, (11a)
can finally be transformed into two sub-problems [14]:
hˆk+1 = arg min
h
{J¯(hˆ) + λ‖bk + h− dˆk‖22}, s.t. ‖h‖22 = 1
(12a)
dˆk+1 = arg min
d
{ρ|d|1 + λ‖bk + hˆk+1 − d‖22}. (12b)
Solving (12a): Analogous to an LMS update, hˆ is updated
for each n and J¯(hˆ) is replaced by the instantaneous value
J(hˆn, n). By using gradient descent, we obtain:
hˆn+1 = hˆn − µ∂J
n(h, n)
∂h
− µλ∂‖dˆ
n − h− bn‖22
∂h
= hˆn + 2µ
Rnhˆn + Jn(hˆn, n)hˆn
‖hˆn‖22
− 2µλ(hˆn + bn − dˆn), (13)
where µ is the step size. Then enforcing the unit-norm con-
straint, we finally have:
hˆn+1 =
hˆn + 2µ[R(n)hˆn −Υ(hˆn, n)hˆn − λ(hˆn + bn − dˆn)]
‖hˆn + 2µ[R(n)hˆn −Υ(hˆn, n)hˆn − λ(hˆn + bn − dˆn)‖22
.
(14)
Solving (12b): In order to control the computational com-
plexity, dˆ is updated only once every P samples. Following
[19], whenever (n+ 1) mod P = 0, dˆ is updated as
dˆn+1i = sign(hˆ
n+1
i + bˆ
n
i ) ·max{|hˆn+1i + bˆni | −
ρ
2λ
, 0},
(15)
where ui denotes the i-th element of the vector u. Whenever
dˆ is updated, b is also updated according to (11b).
In the LMS updating, the early RIR of the first channel is
initialized to a K × 1 vector [0Tτmax+1 1 0Tτmax+1]T , and the
other early RIRs are initialized to the all-zeros K×1 vector. It
is worth noting that for each channel, the number of estimated
coefficients is only K for the proposed method where K is
determined by the microphone spacing and is always much
smaller than the length of identified RIR in the traditional BSI
based methods. Thus both the computational complexity and
the estimation latency are reduced.
4.4. Time Delay Calculation
Once the early RIRs are identified, the time delays can be com-
puted according to the locations of the direct paths. We should
note that practically the direct path does not necessarily appear
at an integer sampling point due to the finite sampling rate.
Accordingly, the direct path is identified as the maximum peak
of the quadratic interpolation of each identified RIR, using the
v findpeaks function in the VOICEBOX [20]. Given the direct
path locations, the time delays are computed according to (2).
5. EVALUATION
We evaluate the performance of our proposed method against
two alternative TDE methods on simulated data. The SRP-
PHAT (or GCC-PHAT in the two-channel case) and a recently
proposed frequency-domain BSI based method [14], are used
for comparison.
A rectangular room is modelled with size 5 m × 4 m
× 3 m. A two-element microphone array is deployed with
the elements located at (2.4, 2, 1.6) m and (2.6, 2, 1.6) m
respectively. The source is positioned at (1.05, 3.95, 1.67) m.
A speech signal with sampling rate of 8 kHz and approximately
18 s duration is used as the source signal, which is generated
by concatenating six sentences randomly selected from the
IEEE sentences database [21]. The microphone signals are
obtained by first convolving the source signal with the RIRs
simulated by the image-source method [22], and then adding
uncorrelated white Gaussian noise to achieve a 40 dB signal-
to-noise ratio. The length of the simulated RIRs is set as
L = RT60fs, where RT60 is the reverberation time [23].
Throughout the experiments, the parameters of the pro-
posed method are empirically chosen as: µ = 0.8, ρ =
4 × 10−4, λ = 5 × 10−3, P = 30. The analysis window
for STFT in the pre-filtering step is a 512 sample Hamming
window with 50% overlap. The method in [14] uses the tra-
ditional CR error based criterion for BSI, and requires oracle
knowledge of the assumed filter length. For this method, we
test two variations, which assume the true filter length to be
Lˆ = 2048 and Lˆ = 1024, respectively. The same pre-filtering
procedure with the proposed method is also performed. For
the GCC-PHAT method, the analysis window is 512 samples
hamming window with 50% overlap, and the smoothing factor
for cross power spectrum estimation is 0.95.
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Fig. 2. Box plots of absolute TDE errors as a function ofRT60.
Whiskers are 1.5 times the interquartile range. 1 sample time
delay corresponds to 0.125 ms duration. DRRs are shown in
dB.
The algorithms are tested in simulated rooms with five
reverberation times in the range 0.2 to 1 s. For each method, 10
Monte Carlo simulations were conducted, and TDE estimates
were performed whenever speech was active but excluding the
initial 256 ms of speech signal to allow the BSI-based methods
to converge. The box plots of the absolute TDE errors of
different algorithms are compared in Fig. 2, and the direct-to-
reverberant ratio (DRR) in dB for each senario is also shown.
We can see that although the performances of comparison
methods tend to degrade when RT60 increases, the proposed
method can still achieve an accurate estimation even when
RT60 = 1 s. On the other hand, when assuming Lˆ = 2048,
the method in [14] can generally yield better performance than
the GCC-PHAT algorithm, but the TDE performance drops
clearly when either increasingRT60 or decreasing the assumed
true RIR length to Lˆ = 1024. This is mainly because in both
cases, with the assumed true filter length, the RIRs cannot
fully describe the true system, and the traditional BSI cannot
work reliably in under-modelled situations.
6. CONCLUSION
In this paper, we proposed a new method for TDE in reverber-
ant environments. The proposed method is based on under-
modelled BSI which maximizes the cross-correlation of the
cross-filtered signals and exploits the sparsity of the early RIR.
The new method can be viewed as a generalization of the tra-
ditional cross-correlation based methods to consider a more
realistic model for the early RIR. The time delays are finally
estimated based on the early RIR estimates. By conducting ex-
periments in different reverberant conditions, we demonstrate
that the proposed method outperforms GCC-PHAT and the
cross-relation error BSI based TDE methods.
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