Data Preprocessing
The expression values of each gene are normalized to be between 0 and 1, by using the following formula:x n is the expression level of the i-th gene in the n-th sample. In the following, we drop the hat inx n for notational brevity.
Feature Selection Algorithm
We present a brief review of the feature selection algorithm used in the paper. The algorithm is formulated based on the concept that a given complex problem can be more easily, and yet accurately enough, analyzed by parsing it into a set of locally linear problems. Local learning allows us to capture local structure of the data, while the parameter estimation is performed globally within a large margin framework to avoid possible overfitting.
Let D = {(x n , y n )} N n=1 ⊂ R J × {±1} be a training dataset, where x n is the n-th data sample containing J features, and y n is its corresponding class label (i.e., recurrence or no recurrence). Given a distance function, we find two nearest neighbors for each sample x n , one from the same class (called the nearest hit or NH), and the other from the different class (called the nearest miss or NM). We then define the margin of x n , denoted as ρ n , as the difference between the distances of x n from its nearest miss and hit:
where d(·) is the distance function. For the purpose of this paper, we use the block distance to define a sample's margin and nearest neighbors, while other standard definitions may also be used. An intuitive interpretation of this margin is a measure as to how much the features of x n can be corrupted by noise (or how much x n can "move" in the feature space) before being misclassified. By the large margin theory [1, 2] , a classifier that minimizes a margin-based error function usually generalizes well on unseen test data, or is robust against noise. One natural idea then is to scale each feature, and thus obtain a weighted feature space, parameterized by a nonnegative vector w, so that a margin-based error function in the induced feature space is maximized. With respect to w, the margin of x n is computed as ρ n (w) = w T z n , where z n = |x n − NM(x n )| − |x n − NH(x n )| and | · | is an elementwise absolute operator. By construction, the magnitude of each element of w reflects the relevance of the corresponding feature in a learning process. Note that the margin thus defined requires only information about the neighborhood of x n , while no assumption is made about the underlying class distributions. This means that by local learning we can transform an arbitrary nonlinear problem into a set of locally linear problems. The local linearization allows us to avoid the computational difficulties of prior work. It also facilitates the mathematical analysis of our algorithm. The main problem with the above margin definition, however, is that the nearest neighbors of a given sample are unknown before learning. In the presence of thousands of irrelevant features, the nearest neighbors defined in the original space can be completely different from those in the induced space. To account for the uncertainty in defining local information, we develop a probabilistic model, where the nearest neighbors of a given sample are treated as latent variables. Following the principles of the expectation-maximization algorithm [3] , we estimate the margin by computing the expectation of ρ n (w) via averaging out the latent variables:
where M n = {i : 1 ≤ i ≤ N, y i = y n }, H n = {i : 1 ≤ i ≤ N, y i = y n , i = n}, E i∼Mn denotes the expectation computed with respect to M n , P (x i =NM(x n )|w) and P (x i =NH(x n )|w) are the probabilities that sample x i is the nearest miss or hit of x n , respectively. These probabilities are estimated via the standard kernel density estimation:
and
where k(·) is a kernel function. Specifically, we use the exponential kernel k(d) = exp(−d/σ), where the kernel width σ is an input parameter that determines the resolution at which the data is locally analyzed. After the margin is defined, the problem of estimating feature weights can be directly solved within the large margin framework. Due to the nonnegative constraint on w, the SVM formulation represents a large-scale optimization problem. For computational convenience, we therefore perform the estimation in the logistic regression formulation [4] . In cancer prognosis, we expect that only a small fraction of genes are involved in tumor growth and/or spread. To encourage the sparseness, one commonly used strategy is to add ℓ 1 penalty of w to an objective function [5, 6, 7] , which yields the following optimization problem:
where λ is a parameter that controls the penalty strength and consequently the sparseness of the solution. The optimization formulation (5) can also be written as:
For every solution w to (5) found using some particular value of λ, there is a corresponding value of β in (6) that will give the same solution. The optimization problem of (6) has an interesting interpretation. Note marginρ n (w), defined in Eq. (2), computes the weighted distance between x n and the patterns from the different class minus the weighted distance between x n and the patterns from the same class in D excluding x n . If we adopt a classification rule where x n is correctly classified if and only if marginρ n (w) ≥ 0, then N n=1 I(ρ n (w) < 0) is the leave-one-out (LOO) classification error induced by using w, where I(·) is the indicator function. Since the logistic loss function is an upper bound of the misclassification loss function, up to a difference of a constant factor, (6) can be interpreted as finding a weighted feature space so that the upper bound of the LOO classification error in the induced space is minimized. Hence, the algorithm has two levels of regularization, i.e., the implicit LOO and explicit ℓ 1 regularization. We will shortly see that this property, together with the convergence property, leads to superior performance of the algorithm in the presence of copious irrelevant features.
Sincez n implicitly depends on w through the probabilities P (x i =NH(x n )|w) and P (x i = NM(x n )|w), we use a fixed-point recursion method to solve for w. In each iteration,z n is first computed by using the previous estimate of w, which is then updated by solving the optimization problem of (5). The iterations are carried out until convergence. It is interesting to note that though local learning is a highly nonlinear process, in each iteration we deal with a linear model.
For fixedz n , (5) is a constrained convex optimization problem. Due to the nonnegative constraint on w, it cannot be solved directly by using a gradient descent method. To overcome this difficulty, we reformulate the problem slightly as:
thus obtaining an unconstrained optimization problem. It is easy to show that at the optimum solution we have w j = v 2 j , 1 ≤ j ≤ J. The solution of v can be readily found through gradient descent with a simple update rule:
where ⊗ is the Hadamard operator, and η is the learning rate determined by the standard line search. It can be shown that, for fixedz n , the solution obtained when the gradient vanishes is a global minimizer, given a nonzero initial point v
j . By using the Banach fixed point theorem [8] , it can be proved that the algorithm converges to a unique solution for any nonnegative initial feature weights, under a loose condition that a kernel width is sufficiently large. Even if the initial feature weights were wrongly selected (e.g., investigators may have no or false prior knowledge), and the algorithm started computing erroneous nearest misses and hits for each sample, the theorem assures that the algorithm will eventually converge to a unique solution.
The interested reader may refer to [9] for a more detailed description of the algorithm.
Simulation Study
We performed a simulation study on an artificially generated dataset to demonstrate the effectiveness of our feature selection algorithm. This example, also called Fermat's spiral problem, is a binary classification problem. Each class has 230 samples distributed in a two-dimensional space, forming a spiral shape, as illustrated in Fig. 1 . In addition to the first two relevant features, each sample is contaminated by a varying number of irrelevant features, where this number is set to {50, 1000, 5000, 10000, 30000}. The number 30000 exceeds by far the amount of features experienced in many scientific fields. For example, the human genome contains approximately 25000 genes, and hence nearly all gene expression microarray platforms have less than 25000 gene expression values. The added irrelevant features are independently sampled from the zero-mean and unit-variance Gaussian distribution. Our task is to identify the first two relevant features. Note that only if these two features are used simultaneously can the two classes of samples be well separated. For most existing feature selection algorithms, identifying the two relevant features in this example is an extremely challenging task. Fig. 1 presents the feature weights that our algorithm learned on the spiral data with a varying number of irrelevant features. The results are obtained for the kernel width and regularization parameter respectively set to 2 and 1, while the same solution holds for a wide range of other values of these parameters. We observe that our algorithm performs remarkably well over a wide range of feature-dimensionality values, yielding always the largest weights for the first two relevant features, while the other weights are significantly smaller.
One may be interested to find out how many irrelevant features can be added to the dataset before the algorithm fails. To answer this question, we conducted an experiment where the number of irrelevant features were continuously increased. We found that the algorithm attained the almost identical solutions to those presented in Fig. 1 until one million irrelevant features were added. The algorithm failed simply because the computer ran out of memory. This result suggests that our algorithm is capable of handling problems with an extremely large input data dimensionality, far beyond that needed for gene expression data analysis of the most genetically complex organisms.
We have conducted a large-scale experiment on a wide variety of synthetic and realworld datasets that demonstrated that our algorithm can achieve close-to-optimal solutions in the presence of thousands of irrelevant features. We have also conducted some theoretical analyses on the algorithm's sample complexity, which suggested that the algorithm has a logarithmical sample complexity. That is, the number of samples needed in order to maintain the same level of learning accuracy grows only logarithmically with respect to the feature dimensionality. The detailed results are reported in [9] .
More Results on Prostate Cancer Dataset
We performed an experiment to compare the prediction performance of our algorithm with those obtained by using SVM-RFE [10] and ℓ 1 regularized logistic regression [7] , which are the two of the most popular algorithms for large-scale feature selection problems in the machine learning community. SVM-RFE is originally designed for microarray data analysis. It works by iteratively training an SVM classifier with a current set of features and then heuristically removing the features with small feature weights. Due to computational reasons, a linear kernel is usually used in SVM-RFE in practical applications. ℓ 1 regularized logistical regression, as suggested by its name, imposes an ℓ 1 constraint on the feature weights to control the algorithm's learning capacity. It has been proved in [7] that ℓ 1 regularized logistical regression has a logarithmical sample complexity with respect to the number of features. We do not spend extra efforts on estimating the parameters in both algorithms, but run the two algorithms over a wide range of parameter values and report the best results. For ℓ 1 regularized logistical regression, the ℓ 1 norm of the feature weights varies from 1 to 20, and for SVM-RFE, the regularization parameter of SVM is selected from the set {0.1, 1, 10, 100, 1000} and the number of selected features ranges from 5 to 50. This experimental procedure, though not rigorous, is in favor of the two competitive algorithms. Both SVM-RFE and ℓ 1 regularized logistical regression can perform classification tasks directly. The results, reported in Fig. 2 , show that the two competing algorithms perform worse than our algorithm. However, the results suggest that combining the nomogram with genetic information can indeed improve the prediction performance. Fig. 3 presents the scatter plots of eleven genes identified in the genetic models. These genes demonstrate a clear up-or down-regulation between patients with and without biochemical recurrence. Fig. 4 plots the ROC curves of the prognostic models using the gene signatures identified with different kernel widths, ranging from 3 to 8. All prognostic models performed similarly for a large range of kernel widths, showing that the choice of this parameter is not critical.
Our algorithm is computationally very efficient. Fig. 5 records the CPU time it takes our feature selection algorithm to identify a gene signature from the prostate cancer dataset with a varying number of genes, ranging from 500 to 22284. The computer setting is Pentium4 2.80GHz with 2.00GB RAM, and the algorithm is coded in Matlab. It only takes less than 30 seconds to process all 22284 genes. If a filter method (e.g., t-test) is first used to reduce the feature dimensionality to, say, 2000, as is almost always done in microarray data analysis, our algorithm runs for only about four seconds. Figure 5 : The CPU time it takes our algorithm to identify a gene signature from the prostate cancer dataset with a varying number of genes, ranging from 500 to 22284. The computer setting is Pentium4 2.80GHz with 2.00GB RAM, and the algorithm is coded in Matlab.
