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Abstract
In this paper, we consider stationarity of a class of second-order stochastic evolution equa-
tions with memory, driven by Wiener processes or Le´vy jump processes, in Hilbert spaces.
The strategy is to formulate by reduction some first-order systems in connection with the
stochastic equations under investigation. We develop asymptotic behavior of dissipative
second-order equations and then apply them to time delay systems through Gearhart-Pru¨ss-
Greiner’s theorem. The stationary distribution of the system under consideration is the
projection on the first coordinate of the corresponding stationary results of a lift-up stochas-
tic system without delay on some product Hilbert space. Last, an example of stochastic
damped delay wave equations with memory is presented to illustrate our theory.
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1. Introduction
For any Hilbert spaces H and K, we denote by L (H,K) the space of all bounded linear
operators from H into K. If H = K, we simply write L (H) for L (H,H). Let r > 0 and
consider the following second-order stochastic abstract Cauchy problem with memory on a
Hilbert space H ,
d
(du(t)
dt
)
+ Au(t)dt = Bu′(t)dt+Mutdt+Nu
′
tdt+R(u(t), u
′(t), ut, u
′
t)dZ(t), t ≥ 0,
u(0) = φ0,1, u
′(0) = φ0,2, u0 = φ1,1, u
′
0 = φ1,2,
(1.1)
where φi,j, i = 0, 1, j = 1, 2, are appropriate initial data and Z could be an abstract Q-
Wiener process or Le´vy jump process. Here ut(θ) := u(t+ θ), u
′
t(θ) := u
′(t + θ), θ ∈ [−r, 0]
and (A,D(A)), (B,D(B)) are two linear operators from H into itself, M, N are linear
mappings from L2([−r, 0], H) into H , respectively, and R is a measurable nonlinear mapping
from H×H×L2([−r, 0], H)×L2([−r, 0], H) to some space of linear operators (see Sections 4,
5 and 6 for precise definitions). In this work, we intend to consider stationarity of solutions
for a class of stochastic second-order evolution equations with memory, i.e., (1.1).
We remark that there exists an exhaustive literature on deterministic second-order ab-
stract Cauchy problems, e.g., see Fattorini [6] and references therein. There are some works
devoted to this type of equations with memory features, and we refer, for instance, to [5]
for some fundamental statements and to [2] for some recent results about this topic. On the
other hand, it is worth pointing out that stochastic abstract second-order Cauchy problems
with memory such as (1.1) have not been investigated in depth until now. The only works
known to the current author in the existing literature are [7, 8, 14, 15] in which the well-
posedness and stability of stochastic systems with an infinite delay driven by a jump process
and a neutral or impulsive term are considered.
The whole organisation of this work is as follows. After having developed some necessary
tools to study the well-posedness of dissipative linear wave equations in Section 2, we shall
consider the asymptotic behavior of abstract deterministic second-order evolution equations
in Section 3 and some generalized second-order evolutions with memory in Section 4. We
shall show in Section 5 how to reduce a second-order stochastic equation with memory to an
abstract stochastic Cauchy problem on appropriate product Hilbert spaces. Consequently,
we can use in Section 5 some recent methods to investigate the stationarity of the stochas-
tic systems under investigation. In Section 6, we carry on to consider the stationarity of
stochastic delay systems driven by a Le´vy jump process. Last, we apply our theory to an
illustrative example, i.e., a stochastic damped wave equation with memory in Section 7.
2. Dissipative Wave Equations
Consider the following second-order abstract Cauchy problem on a Hilbert space H ,{
u′′(t) + Au(t) = Bu′(t), t ≥ 0,
u(0) = φ0,1, u
′(0) = φ0,2,
(2.1)
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where B : D(B) ⊂ H → H is some linear, possibly unbounded, operator and A : D(A) ⊂
H → H is a self-adjoint linear operator such that
〈Au, u〉H ≥ α‖u‖2V , α > 0, ∀ x ∈ D(A),
where V := D(A1/2), equipped with the usual graph norm ‖u‖V := ‖A1/2u‖H , u ∈ V . By
using the standard reduction y(t) :=
(
u(t)
u′(t)
)
, we intend to transform (2.1) into a first-order
system 

y′(t) = Λy(t), t ≥ 0,
y(0) =
(
φ0,1
φ0,2
)
∈ H, (2.2)
for the matrix operator
Λ =
(
0 I
−A B
)
with domain
D(Λ) = D(A)× (D(A1/2) ∩D(B))
in the product Hilbert space H := V × H , equipped with the usual product space inner
product and norm. To this end, we remark that A1/2 : V → H is a unitary operator. This
allows us to consider a unitary operator
Σ =
(
A1/2 0
0 I
)
∈ L (H, H˜),
where I is the identity operator on H and H˜ := H × H , equipped with the usual product
space inner product and norm. Further, define a matrix operator on H˜,
Λ0 =
(
0 A1/2
−A1/2 B
)
with domain
D(Λ0) = D(A
1/2)× (D(A1/2) ∩D(B)).
Then we know that Σ defines a unitary equivalence between Λ and Λ0, i.e.,
Λ0 = ΣΛΣ
−1.
Hence, in order to deal with the well-posedness of (2.2) it suffices to consider the same
problem of the following equation

y′(t) = Λ0y(t), t ≥ 0,
y(0) =
(
φ0,1
φ0,2
)
∈ H˜, (2.3)
in the product Hilbert space H˜.
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To proceed further, we want to find conditions under which the inverse operator Λ−10 of
Λ0 exists. In fact, if Λ0 is invertible, we know by the closed graph theorem that Λ
−1
0 is a
bounded linear operator on H˜ and we can represent it in a matrix form
Λ−10 =
(
U V
W S
)
∈ L (H˜).
To identify Λ−10 explicitly, we can formally conclude from Λ
−1
0 Λ0 = I|D(Λ0) that its entries
satisfy
Ux = A−1/2BA−1/2x for all x ∈ D(A−1/2BA−1/2),
V = −A−1/2, W = A−1/2 and S = 0.
These operators give rise to a bounded inverse of Λ0 if and only if A
1/2(D(B) ∩D(A1/2)) is
dense in H and A−1/2BA−1/2 ∈ L (H). As a matter of fact, we have the following result.
Theorem 2.1. Assume that B : D(B) ⊂ H → H is densely defined, closed and dissipative,
i.e., Re 〈Bu, u〉H ≤ 0 for all u ∈ D(B) and D(B) ∩ D(A1/2) is dense in H. Then operator
Λ0 is densely defined, dissipative and closed. Further, suppose that A
1/2(D(B)∩D(A1/2)) is
dense in H and A−1/2BA−1/2 ∈ L (H), then Λ0 generates a contraction C0-semigroup etΛ0,
t ≥ 0, on H˜, i.e., ‖etΛ0‖ ≤ 1 for all t ≥ 0.
Proof. It is immediate that Λ0 is densely defined and closed. Now we show the dissipativity
of Λ0. By assumption, since B is dissipative, we have for any
(
u
v
)
∈ D(Λ0) that
Re
〈
Λ0
(
u
v
)
,
(
u
v
)〉
H˜
= Re
〈(
0 A1/2
−A1/2 B
)(
u
v
)
,
(
u
v
)〉
H˜
= Re〈A1/2v, u〉H +Re〈−A1/2u+Bv, v〉H
= Re〈Bv, v〉H ≤ 0,
i.e., Λ0 is dissipative.
On the other hand, by assumption, Λ0 has a bounded linear inverse Λ
−1
0 , 0 ∈ ρ(Λ0)
which is an open set in C. Hence, there exists a number λ > 0 such that λ ∈ ρ(Λ0) and
R(λI−Λ0) = H˜. By the well-known Lumer-Phillips Theorem, this implies that Λ0 generates
a contraction C0-semigroup on H˜.
Corollary 2.1. Assume that B : D(B) ⊂ H → H is closed, dissipative and D(A1/2) ⊂
D(B), then Λ0 generates a contraction C0-semigroup e
tΛ0 , t ≥ 0, on H˜.
Proof. The proof is straightaway since all the conditions in Theorem 2.1 are satisfied on
this occasion.
In the sequel of this work, the conditions in Theorem 2.1 are always assumed to hold.
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3. Asymptotic Behavior of Equations
In this section, we are concerned with the asymptotic behavior of equation (2.1). We
first establish a result for a simple case, i.e., B = βI, β ∈ R, whose argument is shaped by
J. Zabczyk and the current author, to show that the strict dissipativity of B is essential for
the exponential stability of (2.2), i.e., ‖etΛ‖ ≤Me−µt, t ≥ 0, for some constants M ≥ 1 and
µ > 0.
Suppose that B = βI, β ∈ R, in (2.1). First, note that from the definition of the
resolvent sets ρ(−A) and ρ(Λ), we have that λ ∈ ρ(Λ) if and only if λ(λ − β) ∈ ρ(−A).
Indeed, λ ∈ ρ(Λ) if and only if the following equation system defining resolvent operators(
λI −I
A λI − βI
)(
y1
y2
)
=
(
z1
z2
)
has a unique solution in D(Λ) for any (z1, z2) ∈ H, a situation which is possible if and only
if λ(λ − β) ∈ ρ(−A). Let σ(Λ) denote the spectral set of Λ and define the spectral bound
ωs(Λ) of Λ by
ωs(Λ) = sup{Reλ : λ ∈ σ(Λ)},
then we have
ωs(Λ) = sup{Reλ : λ(λ− β) ∈ σ(−A)}.
In other words, ωs(Λ) is the larger real part of the roots to the equation
λ2 − βλ− ωs(−A) = 0 (3.1)
with λ(λ − β) ∈ σ(−A). Since −A is self-adjoint, σ(−A) is a subset of R and so we have
λ(λ− β) ∈ R. Let λ = a + ib. Since (a+ ib)(a + ib− β) ∈ R, it follows that
b = 0 or b 6= 0, 2a− β = 0.
If b = 0, this means that ωs(Λ) equals the larger real root of (3.1), which is
ωs(Λ) =
β
2
+
√
β2
4
+ ωs(−A) if β
2
4
+ ωs(−A) ≥ 0.
If b 6= 0 and 2a − β = 0, this means that (3.1) has non real roots in this case and ωs(Λ) =
a = β/2. In other words, we have the following relation of spectrum bounds between ωs(−A)
and ωs(Λ)
ωs(Λ) =


β
2
+
√
β2
4
+ ωs(−A) if β
2
4
+ ωs(−A) ≥ 0,
β
2
otherwise.
(3.2)
Define the growth bound ωg(Λ) of Λ by
ωg(Λ) = inf
{
µ ∈ R : there exists M ≥ 1 such that ‖etΛ‖ ≤ Meµt for all t ≥ 0
}
.
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From (3.2), we have immediately the following conclusions (i) and (ii).
(i) If ωs(−A) ≥ 0, we have ωg(Λ) ≥ ωs(Λ) ≥ 0 from (3.2) and system (2.2) is thus
exponentially unstable for any β ∈ R.
(ii) If ωs(−A) < 0 and β ≥ 0, then (3.2) implies that ωg(Λ) ≥ ωs(Λ) ≥ 0, and system
(2.2) is thus exponentially unstable.
(iii) If ωs(−A) < 0 and β = −α, α > 0, B = −αI, we may show that the operator
P =


1
α
I +
α
2
A−1
1
2
A−1
1
2
I
1
α
I

 (3.3)
is the unique self-adjoint, non-negative solution of Lyapunov equation〈
Λ
(
y1
y2
)
, P
(
y1
y2
)〉
H
+
〈
P
(
y1
y2
)
,Λ
(
y1
y2
)〉
H
= −
∥∥∥∥
(
y1
y2
)∥∥∥∥
2
H
(3.4)
for any y1 ∈ D(A), y2 ∈ D(A1/2). In this case, the following estimates hold:
γ−
∥∥∥∥
(
y1
y2
)∥∥∥∥
2
H
≤
〈
P
(
y1
y2
)
,
(
y1
y2
)〉
H
≤ γ+
∥∥∥∥
(
y1
y2
)∥∥∥∥
2
H
,
(
y1
y2
)
∈ H, (3.5)
where
γ− =
1
α
·
√
1 + θ
1 +
√
1 + θ
> 0, γ+ =
1
α
(
1 +
1 +
√
1 + θ
θ
)
> 0, θ =
4|ωs(−A)|
α2
.
Moreover, we have that
‖etΛ‖ ≤
√
γ+
γ−
e
− 1
2γ+
t
, t ≥ 0.
That is, system (2.2) in this case is exponentially stable.
Indeed, it is straightforward to get symmetry and nonnegativity of P and (3.4) is easily
verified by a direct calculation. To show (3.5), note that for any
(
y1
y2
)
∈ H,
〈
P
(
y1
y2
)
,
(
y1
y2
)〉
H
=
1
α
(
‖A1/2y1‖2H +
α2
2
‖y1‖2H + α〈y1, y2〉H + ‖y2‖2H
)
. (3.6)
We first find the maximal γ ≥ 0 such that for all
(
y1
y2
)
∈ H:
1
α
(
‖A1/2y1‖2H +
α2
2
‖y1‖2H + α〈y1, y2〉H + ‖y2‖2H
)
≥ γ(‖A1/2y1‖2H + ‖y2‖2H). (3.7)
6
If γ = 1/α, inequality (3.7) becomes
α2
2
‖y1‖2H + α〈y1, y2〉H ≥ 0,
which clearly does not hold for all
(
y1
y2
)
∈ H, e.g., let y2 = −αy1, y1 6= 0. Therefore,
γ ∈ [0, 1/α) and inequality (3.7) becomes
(1− αγ)‖A1/2y1‖2H +
α2
2
‖y1‖2H + α〈y1, y2〉H + (1− αγ)‖y2‖2H ≥ 0.
On the other hand, for fixed y1, we have
min
y2∈H
{
α〈y1, y2〉H + (1− αγ)‖y2‖2H
}
= min
y2∈H
{
(1− αγ)
∥∥∥y2 + αy1
2(1− αγ)
∥∥∥2
H
− α
2‖y1‖2H
4(1− αγ)
}
= − α
2
4(1− αγ)‖y1‖
2
H .
Therefore, the required γ ∈ [0, 1/α) should be such that for y1 ∈ D(A1/2),
(1− αγ)‖A1/2y1‖2H ≥
α2
2
( 1
2(1− αγ) − 1
)
‖y1‖2H . (3.8)
Since A is self-adjoint, it is well known that
|ωs(−A)| = inf
y1 6=0
‖A1/2y1‖2H
‖y1‖2H
.
This implies, in addition to (3.8), that one is equivalently looking for the maximum value
γ ∈ [0, 1/α) such that
|ωs(−A)| ≥ α
2
4
( 1
(1− αγ)2 −
2
1− αγ
)
,
or,
θ ≥ 1
(1− αγ)2 −
2
1− αγ .
This easily gives that
γ− =
1
α
·
√
1 + θ
1 +
√
1 + θ
.
In a similar way, the expression for γ+ can be obtained by looking for a minimum value
γ > 0 such that for all
(
y1
y2
)
∈ H:
1
α
(
‖A1/2y1‖2H +
α2
2
‖y1‖2H + α〈y1, y2〉H + ‖y1‖2H
)
≤ γ
(
‖A1/2y1‖2H + ‖y1‖2H
)
.
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To prove the final part, we consider the mild solution y of the problem (2.2). Then from
Lyapunov equation (3.4), we have
d
dt
〈Py(t), y(t)〉H = −‖y(t)‖2H, t ≥ 0,
which, in addition to (3.5), immediately implies that
d
dt
〈Py(t), y(t)〉H = −‖y(t)‖2H ≤ −
1
γ+
〈Py(t), y(t)〉H, t ≥ 0.
A simple calculation further yields that
〈Py(t), y(t)〉H ≤ e−
1
γ+
t〈Py(0), y(0)〉H ≤ γ+e−
1
γ+
t‖y(0)‖2H, t ≥ 0.
Hence, we have
‖y(t)‖2H ≤
1
γ−
〈Py(t), y(t)〉H ≤ γ+
γ−
e
− 1
γ+
t‖y(0)‖2H, t ≥ 0,
as desired.
Next, we consider the case that B is a linear unbounded operator. We first establish a
useful lemma.
Lemma 3.1. Assume that there exist constants γ ≥ 0, α > 0 such that
γRe〈Bv, v〉H ≤ −|Im〈Bv, v〉H|, ∀ v ∈ D(B), (3.9)
and
Re〈Bv, v〉H ≤ −2α‖v‖2H , ∀ v ∈ D(B). (3.10)
Let 0 < δ < α and δ − α < a ≤ 0. If the inequality
inf
y∈D(Λ), ‖y‖H=1
‖(a+ ib)y − Λy‖H < δ, b ∈ R
holds, then
|b| < α · 3δ + (δ − a)γ
α− δ + a .
Proof. Let y =
(
u
v
)
∈ D(Λ) with ‖y‖2
H
= ‖A1/2u‖2H + ‖v‖2H = 1 and for a ∈ (δ − α, 0],
b ∈ R,
‖(a+ ib)y − Λy‖H =
∥∥∥( au+ ibu − v
Au+ av + ibv −Bv
)∥∥∥
H
< δ. (3.11)
From (3.11), it easily follows that
|〈(a+ ib)y − Λy, y〉H| ≤ ‖((a+ ib)I − Λ)y‖H · ‖y‖H < δ,
8
which yields
|〈(a+ ib)y, y〉H + 2iIm〈u,Av〉H − 〈Bv, v〉H| < δ, (3.12)
and further, by considering the real parts in (3.12),
|Re〈Bv, v〉H − a| < δ. (3.13)
Since ‖A1/2u‖2H + ‖v‖2H = 1 and a > δ − α, we have by virtue of (3.10) and (3.13) that
|1− 2‖A1/2u‖2H| = |1− 2 + 2‖v‖2H | ≥
Re〈Bv, v〉H
α
+ 1 > 1− δ − a
α
. (3.14)
On the other hand, we obtain from (3.11) the estimate
|〈aA1/2u+ ibA1/2u−A1/2v, A1/2u〉H| ≤ ‖aA1/2u+ ibA1/2u−A1/2v‖H · ‖A1/2u‖H < δ, (3.15)
hence, by taking imaginary parts,
|Im〈u,Av〉H + b‖A1/2u‖2H | < δ. (3.16)
Last, by considering the imaginary part of (3.12), we have
|b+ 2Im〈u,Av〉H − Im〈Bv, v〉H| < δ,
which, in addition to (3.16), yields
|b| · |1− 2‖A1/2u‖2H | − |Im〈Bv, v〉H|
≤ |b(1− 2‖A1/2u‖2H)− Im〈Bv, v〉H|
≤ |2Im〈u,Av〉H + 2b‖A1/2u‖2H |+ |b+ 2Im〈u,Av〉H − Im〈Bv, v〉H |
≤ 3δ.
This relation implies, together with (3.9), (3.13) and (3.14), that
|b|
(
1− δ − a
α
)
≤ 3δ − γRe〈Bv, v〉H < 3δ + (δ − a)γ,
and the assertion follows.
To proceed further, we need the powerful Gearhart-Pru¨ss-Greiner’s lemma whose proof
is referred to Theorem 1.11 and Exercise 1.13, pp. 302-304, in [5]. For any linear operator
A, let R(λ,A) denote the resolvent operator of A, λ ∈ ρ(A).
Lemma 3.2. (Gearhart-Pru¨ss-Greiner) For a strongly continuous semigroup etA, t ≥ 0,
with generator A on a Hilbert space H, its growth bound ωg(A) is given by
ωg(A) = inf
{
a > ωs(A) : sup
b∈R
‖R(a+ ib, A)‖ <∞
}
,
where ωs(A) is the spectral bound of A. In particular, e
tA, t ≥ 0, is exponentially stable if
and only if the half-plane {λ = a + ib ∈ C : a > 0, b ∈ R} is contained in the resolvent set
ρ(A) of A with the resolvent satisfying
sup
a>0, b∈R
‖R(a+ ib, A)‖ <∞.
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Proposition 3.1. Assume that (3.9) and (3.10) hold. Let Λ be the operator in (2.2) which
generates a contraction C0-semigroup e
tΛ, t ≥ 0, on H. Then the growth bound wg(Λ) of Λ
satisfies
wg(Λ) ≤ max{ws(Λ),−α} < 0.
Proof. First note that since Λ generates a contraction semigroup, it is immediate that
{λ ∈ C : Reλ > 0} ⊂ ρ(Λ),
i.e., ws(Λ) ≤ 0.
To show ws(Λ) < 0, we first verify by contraction that σ(Λ)∩ iR = ∅. Assume that there
exists b0 ∈ R such that ib0 ∈ σ(Λ). If b0 = 0, then 0 ∈ σ(Λ), a fact which contradicts the
assumption Λ−1 ∈ L (H). On the other hand, if b0 6= 0, it is always possible to find a number
δ > 0 small enough such that |b0| ≥ α3δ + δγ
α− δ in Lemma 3.1, and so
inf
y∈D(Λ), ‖y‖H=1
‖ib0y − Λy‖H ≥ δ,
which, by definition, implies that ib0 /∈ σap(Λ). Here σap(Λ) is the approximate point spec-
trum set of Λ, defined by
σap(Λ) = {λ ∈ C : λI − Λ is not injective or R(λI − Λ) is not closed in H},
where R(λI−Λ) is the range of operator λI−Λ. But this is a contradiction, since ib0 ∈ ∂σ(Λ)
which is a subset of σap(Λ) (cf. Proposition 1.10, pp. 242-243, in [5]). Hence, iR ∈ ρ(Λ).
Now, let a = 0 and |b| ≥ α · 3δ + δγ
α− δ for 0 < δ < α in Lemma 3.1, it follows immediately
that
inf
y∈D(Λ), ‖y‖H=1
‖iby − Λy‖H ≥ δ, or equivalently, ‖R(ib,Λ)‖ ≤ 1
δ
.
On the other hand, ‖R(λ,Λ)‖, λ ∈ ρ(Λ), is bounded on any compact set of iR. Hence,
ws(Λ) < 0.
Last, according to Gearhart-Pru¨ss-Greiner’s lemma, we want to show
a+ iR ⊂ ρ(Λ) and sup
b∈R
‖R(a+ ib,Λ)‖ <∞ for all a > max{ws(Λ),−α}. (3.17)
Indeed, if a > max{ws(Λ),−α} and
|b| ≥ α · 3δ + (δ − a)γ
α− δ + a for 0 < δ < α
in Lemma 3.1, then a+ iR ⊂ ρ(Λ) and
sup
{b: |b|≥α 3δ+(δ−a)γ
α−δ+a
}
‖R(a+ ib,Λ)‖ ≤ 1
δ
.
On the other hand, ‖R(λ,Λ)‖, λ ∈ ρ(Λ), is bounded on any compact set of C. Hence, the
desired (3.17) holds. The proof is complete now.
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Corollary 3.1. Under the same conditions as in Proposition 3.1,
(i) if γ 6= 0, then
wg(Λ) ≤ ν,
where ν ∈ (−α, 0) is the unique solution of the equation
ν2 +
( νγα
α + ν
)2
= ‖Λ−1‖−2;
(ii) if γ = 0, then
wg(Λ) ≤ max{−α,−‖Λ−1‖−1}.
Proof. For γ 6= 0, if a ∈ (−α, 0] and |b| > −αγa
a+ α
, then there exists a sufficiently small δ > 0
such that −α + δ < a ≤ 0 and
|b| ≥ α · 3δ + (δ − a)γ
α− δ + a .
By virtue of Lemma 3.1, it thus implies that a+ ib ∈ ρ(Λ). That is, the curve(
ν,
νγα
α+ ν
)
, ν ∈ (−α, 0),
is contained in the resolvent set. On the other hand, it is easy to know that the disk with
radius ‖Λ−1‖−1 centered at zero is contained in the resolvent set (cf. Theorem 2.3, p. 274
in [16]). We thus obtain the desired (i) by intersecting the two curves. For (ii), we choose
first γ > 0, use (i) and then take the limit as γ → 0.
Corollary 3.2. Under the same conditions as in Proposition 3.1,
(i) if γ 6= 0, then
wg(Λ) ≤ ν,
where ν ∈ (−α, 0) is the unique solution of the equation
ν2 +
( νγα
α+ ν
)2
= (‖A−1/2BA−1/2‖+ 2‖A−1/2‖)−2;
(ii) if γ = 0, then
wg(Λ) ≤ max{−α,−(‖A−1/2BA−1/2‖+ 2‖A−1/2‖)−1}.
Proof. For any
(
u
v
)
∈ D(Λ0), we have
∥∥∥Λ−10
(
u
v
)∥∥∥
H˜
=
(
‖A−1/2BA−1/2u− A−1/2v‖2H + ‖A−1/2u‖2H
)1/2
≤ ‖A−1/2BA−1/2u−A−1/2v‖H + ‖A−1/2u‖H
≤ ‖A−1/2BA−1/2‖‖u‖H + ‖A−1/2‖‖v‖H + ‖A−1/2‖‖u‖H
≤
((‖A−1/2BA−1/2‖+ ‖A−1/2‖)2 + ‖A−1/2‖2)1/2 · (‖u‖2H + ‖v‖2H)1/2
≤ (‖A−1/2BA−1/2‖+ 2‖A−1/2‖)(‖u‖2H + ‖v‖2H)1/2.
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Since D(Λ0) is dense in H˜, we thus have
‖Λ−10 ‖L (H˜) ≤ ‖A−1/2BA−1/2‖+ 2‖A−1/2‖,
i.e.,
‖Λ−1‖L (H) ≤ ‖A−1/2BA−1/2‖+ 2‖A−1/2‖.
By virtue of Corollary 3.1, we obtain the desired result.
Next we employ Lemma 3.1 to estimate the resolvent R(ib,Λ), b ∈ R, which will play an
important role in dealing with stochastic second-order Cauchy problems with delay.
Lemma 3.3. Under the same conditions as in Theorem 2.1 and Lemma 3.1, we have for
every 0 < c < 1,
‖R(ib,Λ)‖ ≤


‖Λ−1‖
1− c for |b| ≤
c
‖Λ−1‖ ,
(3 + γ)α‖Λ−1‖+ c
αc
for |b| > c‖Λ−1‖ ,
Proof. Since Λ is invertible, the resolvent of Λ is given by
R(λ,Λ) =
∞∑
n=1
λnΛ−(n+1) for |λ| < 1‖Λ−1‖ .
Moreover, for 0 < c < 1, we have that
‖R(λ,Λ)‖ ≤ ‖Λ−1‖
∞∑
n=0
|λ|n‖Λ−1‖n = ‖Λ
−1‖
1− c for any |λ| ≤
c
‖Λ−1‖ .
For |λ| > c/‖Λ−1‖, let 0 < δ < α and we have by Lemma 3.1 that
‖R(ib,Λ)‖ < 1
δ
for |b| > α(3δ + γ)
α− δ .
Now we have to look for one δ ∈ (0, α) such that
α(3δ + γ)
α− δ =
c
‖Λ−1‖ .
But this is possible when
δ =
αc
α(3 + γ)‖Λ−1‖+ c
which concludes the proof.
Corollary 3.3. Under the same conditions as in Lemma 3.3, we have
‖R(ib,Λ)‖ ≤ 2α(3 + γ)κ
−1 + 1
α
for all b ∈ R and every lower bound κ > 0 of Λ.
Proof. Since ‖Λ−1‖ ≤ κ−1, we choose c = 1/2 in Lemma 3.3 and obtain
‖R(ib,Λ)‖ ≤ 2α(3 + γ)‖Λ
−1‖+ 1
α
≤ 2α(3 + γ)κ
−1 + 1
α
as desired.
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4. Asymptotic Behavior of Solutions with Delay
Now let r > 0 and consider a linear Cauchy problem with memory in the Hilbert space
H , 

d
(du(t)
dt
)
+ Au(t)dt = Bu′(t)dt+Mutdt+Nu
′
tdt, t ≥ 0,
u(0) = φ0,1 ∈ V, u′(0) = φ0,2 ∈ H,
u0 = φ1,1 ∈ L2([−r, 0], V ), u′0 = φ1,2 ∈ L2([−r, 0], H),
(4.1)
where A, B and V are given as in Section 2 and the mappings M : W 1,2([−r, 0], V ) → H ,
N : W 1,2([−r, 0], H) → H are two bounded linear operators. Here W 1,2([−r, 0], V ) and
W 1,2([−r, 0], H) are the standard Sobolev spaces of functions from [−r, 0] into V and H ,
respectively. We strengthen the condition onM , N by assuming further thatM , N are given
by the Riemann-Stieljes integrals of functions of bounded variation η : [−r, 0] → L (V,H)
and η : [−r, 0]→ L (H), i.e.,
M(ϕ) =
∫ 0
−r
dη(θ)ϕ(θ) ∀ϕ ∈ W 1,2([−r, 0], V ),
and
N(ϕ) =
∫ 0
−r
dζ(θ)ϕ(θ) ∀ϕ ∈ W 1,2([−r, 0], H).
For each λ ∈ C, we define in connection with M a linear operator M(eλ·) : V → V by
M(eλ·)x =M(eλ·x), x ∈ V.
Then it is easy to see that M(eλ·) ∈ L (V ) and
‖M(eλ·)‖L (V ) ≤ e|λ|rV ar(η)0−r
where V ar(η)0−r is the total variation of η on [−r, 0]. In a similar way, one can define and
show N(eλ·) ∈ L (H) and
‖N(eλ·)‖L (H) ≤ e|λ|rV ar(ζ)0−r.
By defining y(t) =
(
u(t)
u′(t)
)
, yt =
(
ut
u′t
)
, let us rewrite the problem (4.1) as a first-order delay
differential equation in H,

dy(t) = Λy(t)dt+ Fytdt, t ≥ 0,
y(0) = φ0 =
(
φ0,1
φ0,2
)
∈ H, y0 = φ1 =
(
φ1,1
φ1,2
)
∈ L2([−r, 0],H), (4.2)
where Λ is given as in (2.2) and delay operator matrix F =
(
0 0
M N
)
is a bounded linear
operator from W 1,2([−r, 0], V )×W 1,2([−r, 0, H) into H given by
F
(
ϕ1
ϕ2
)
=
(
0 0
M N
)(
ϕ1
ϕ2
)
=

 0∫ 0
−r
dη(θ)ϕ1(θ) +
∫ 0
−r
dζ(θ)ϕ2(θ)


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for any ϕ1 ∈ W 1,2([−r, 0], V ), ϕ2 ∈ W 1,2([−r, 0], H).
Let H2, or simply H, denote the Hilbert space H × L2([−r, 0],H), equipped with the
usual product space inner product
〈ϕ, ψ〉H2 := 〈ϕ0, ψ0〉H +
∫ 0
−r
〈ϕ1(θ), ψ1(θ)〉Hdθ,
for any ϕ = (ϕ0, ϕ1), ψ = (ψ0, ψ1) ∈ H2. It may be shown that for any φ = (φ0, φ1) ∈ H2,
the equation (4.2) has a unique mild solution y(t, φ). For any x ∈ H, we introduce the
fundamental solution or Green operator G(t) : (−∞,∞)→ L (H) of (4.2) by
G(t)x =
{
y(t, φ), t ≥ 0,
0, t < 0,
(4.3)
where φ = (x, 0), x ∈ H. It turns out (cf. [10]) that G(t), t ≥ 0, is a strongly continuous
one-parameter family of bounded linear operators on H. For each function ϕ : [−r, 0]→ H,
we define its right extension function ~ϕ by
~ϕ : [−r,∞)→ H, ~ϕ(t) =
{
ϕ(t), −r ≤ t ≤ 0,
0, 0 < t <∞. (4.4)
By virtue of (4.4), it may be shown (cf. [10]) that the mild solution y(t, φ) of (4.2) is
represented explicitly by the variation of constants formula
y(t) = G(t)φ0 +
∫ t
0
G(t− s)F ( ~φ1)sds, t ≥ 0, (4.5)
and y(t) = φ1(t), t ∈ [−r, 0). It is useful to introduce the so-called structure operator S
defined on the space L2([−r, 0];H) by
(Sϕ)(θ) = F ~ϕ−θ, θ ∈ [−r, 0], ∀ϕ(·) ∈ W 1,2([−r, 0];H). (4.6)
It is not difficult to show that S can be extended to a linear and bounded operator from
L2r := L
2([−r, 0];H) into itself. Moreover, the variation of constants formula for the mild
solution of (4.2) may be rewritten as
y(t) = G(t)φ0 +
∫ 0
−r
G(t + θ)(Sφ1)(θ)dθ, t ≥ 0,
y(0) = φ0, y(θ) = φ1(θ), θ ∈ [−r, 0].
(4.7)
The mild solution y(t, φ) of (4.2) allows us to introduce a C0-semigroup on H2. Indeed,
we define a mapping S(t), t ≥ 0, associated with y(t, φ), by
S(t)φ = (y(t, φ), yt(·, φ)), t ≥ 0, φ ∈ H. (4.8)
It can be shown (cf. [12]) that the mapping S(t), t ≥ 0, is a C0-semigroup with some
infinitesimal generator A on the space H2. Moreover, the operator A may be explicitly
specified as follows.
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Proposition 4.1. The generator A of the C0-semigroup S(t), or denote it by etA, is described
by
D(A) =
{
φ = (φ0, φ1) ∈ H2 : φ1 ∈ W 1,2([−r, 0];H), φ1(0) = φ0 ∈ D(Λ)
}
, (4.9)
Aφ =
(
Λφ0 + Fφ1,
dφ
dθ
(θ)
)
for any φ = (φ0, φ1) ∈ D(A). (4.10)
The proof of the following proposition is referred to Proposition 2.2 in [11].
Proposition 4.2. For the Green operator G(t), t ∈ R, and C0-semigroup etA, t ≥ 0, in
(4.8), the following relations are equivalent:
(i) the semigroup etA is exponentially stable, i.e., there exist constants M > 0 and µ > 0
such that ‖etA‖ ≤ Me−µt, t ≥ 0.
(ii) the Green operator G(t) is exponentially stable, i.e., there exist constants M > 0 and
µ > 0 such that ‖G(t)‖ ≤Me−µt, t ≥ 0.
Now we consider the asymptotic behavior of C0-semigroup e
tA, t ≥ 0, on H. Recall that
for any λ ∈ C, F (eλ·)y := F (eλ·y), y ∈ H, defines a bounded linear operator F (eλ·) on H.
We first state a proposition whose proof is referred to Theorem 5.5, pp. 104-105, in [2].
Proposition 4.3. Assume that Λ generates an exponentially stable C0-semigroup e
tΛ, t ≥ 0,
on H, i.e., ωg(Λ) < 0, and let a ∈ (ωg(Λ), 0] such that
αa,n := sup
b∈R
‖[F (e(a+ib)·)R(a+ ib,Λ)]n‖ <∞ for any n ∈ N.
Further, if the series
∑∞
n=0 αa,n <∞, then ωg(A) < a ≤ 0. That is, A generates in this case
an exponentially stable C0-semigroup e
tA, t ≥ 0, on H.
Corollary 4.1. Assume that the growth bound of Λ satisfies ωg(Λ) < 0, and let a ∈
(ωg(Λ), 0]. If
sup
b∈R
‖F (e(a+ib)·)‖ < 1
supb∈R ‖R(a + ib,Λ)‖
,
then ωg(A) < a ≤ 0.
Proof. Defining qa = supb∈R ‖F (e(a+ib)·)R(a + ib,Λ)‖ < 1, we obtain that αa,n ≤ qna , hence
the series
∑∞
n=0 αa,n is convergent.
5. Stochastic Systems Driven by Wiener Processes
Let {Ω,F ,P} be a probability space equipped with some filtration {Ft}t≥0. Let K be
a separable Hilbert space and {WQ(t), t ≥ 0} denote a Q-Wiener process with respect to
{Ft}t≥0 in K, defined on {Ω,F ,P}, with covariance operator Q, i.e.,
E〈WQ(t), x〉K〈WQ(s), y〉K = (t ∧ s)〈Qx, y〉K for all x, y ∈ K,
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where Q is a positive, self-adjoint and trace class operator on K. We frequently call WQ(t),
t ≥ 0, a K-valued Q-Wiener process with respect to {Ft}t≥0 if the trace TrQ < ∞. We
introduce a subspace KQ = R(Q
1/2) ⊂ K, the range of Q1/2, which is a Hilbert space
endowed with the inner product
〈u, v〉KQ = 〈Q−1/2u,Q−1/2v〉K for any u, v ∈ KQ.
Let X be a separable Hilbert space and L2(KQ, X) denote the space of all Hilbert-Schmidt
operators from KQ into X . Then L2(KQ, X) turns out to be a separable Hilbert space,
equipped with the norm
‖Ψ‖2L2(KQ,X) = Tr[ΨQ1/2(ΨQ1/2)∗] for any Ψ ∈ L2(KQ, X).
For arbitrarily given T ≥ 0, let J(t, ω), t ∈ [0, T ], be an L2(KQ, X)-valued process, and we
define the following norm for arbitrary t ∈ [0, T ],
|J |t :=
{
E
∫ t
0
Tr
[
J(s, ω)Q1/2(J(s, ω)Q1/2)∗
]
ds
} 1
2
. (5.1)
In particular, we denote all L2(KQ, X)-valued measurable processes J , adapted to the fil-
tration {Ft}t≤T , satisfying |J |T <∞ by U2
(
[0, T ]; L2(KQ, X)
)
.
Let r > 0 and consider a semi-linear Cauchy problem with memory in the Hilbert space
H ,

d
(du(t)
dt
)
+ Au(t)dt = Bu′(t)dt+Mutdt+Nu
′
tdt+R(u(t), u
′(t), ut, u
′
t)dW (t), t ≥ 0,
u(0) = φ0,1 ∈ V, u′(0) = φ0,2 ∈ H,
u0 = φ1,1 ∈ L2([−r, 0], V ), u′0 = φ1,2 ∈ L2([−r, 0], H),
(5.2)
where A, B, M , N and V are given as in Section 4 and W is a Q-Wiener process in K. The
non-linear mapping
R : V ×H × L2([−r, 0], V )× L2([−r, 0], H)→ L2(KQ, H)
is assumed to be Borel measurable and there exist constants α1, α2 > 0 and a finite measure
κ(·) on [−r, 0] such that
‖R(φ)− R(ψ)‖2L2(KQ,H) ≤ α1
(
‖φ0,1 − ψ0,1‖2V + ‖φ0,2 − ψ0,2‖2H
)
+ α2
(∫ 0
−r
‖φ1,1(θ)− ψ1,1(θ)‖2V κ(dθ) +
∫ 0
−r
‖φ1,2(θ)− ψ1,2(θ)‖2Hκ(dθ)
) (5.3)
for any φ = (φ0, φ1) = (φ0,1, φ0,2, φ1,1, φ1,2), ψ = (ψ0, ψ1) = (ψ0,1, ψ0,2, ψ1,1, ψ1,2) ∈ V ×H ×
L2([−r, 0], V )× L2([−r, 0], H).
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Our strategy here is to apply the techniques developed in the previous sections. Hence,
as the first step, let us rewrite this problem into a first-order stochastic delay system. That
is, by defining y(t) =
(
u(t)
u′(t)
)
, yt =
(
ut
u′t
)
and a nonlinear mapping L by
L(φ0, φ1) =
(
0
R(φ0,1, φ0,2, φ1,1, φ1,2)
)
for any φ = (φ0, φ1) = (φ0,1, φ0,2, φ1,1, φ1,2) ∈ V ×H ×L2([−r, 0], V )×L2([−r, 0], H), we can
transform (5.2) into a first-order stochastic system

dy(t) = Λy(t)dt+ Fytdt+ L(y(t), yt)dW (t), t ≥ 0,
y(0) = φ0 =
(
φ0,1
φ0,2
)
∈ H, y0 = φ1 =
(
φ1,1
φ1,2
)
∈ L2([−r, 0],H), (5.4)
where L : H → L2(KQ,H) is clearly Borel measurable and (5.3) implies immediately that
‖L(φ)− L(ψ)‖2L2(KQ,H) ≤ α1‖φ0 − ψ0‖2H+α2
∫ 0
−r
‖φ1(θ)− ψ1(θ)‖2L2([−r,0],H)κ(dθ),
∀φ = (φ0, φ1), ψ = (ψ0, ψ1) ∈ H.
(5.5)
Let Cb(H) denote the set of all bounded and continuous real-valued functions on H and
P(H) be the space of all probability measures on (H,B(H)) where B(H) is the Borel σ-
algebra on H. For any mild solution y of (5.4), it is well-known that Y (t) := (y(t), yt), t ≥ 0,
is a Markov process in H.
Definition 5.1. A stationary distribution for Y (t) = (y(t), yt), t ≥ 0, of equation (5.4) is
defined as a probability measure µ ∈ P(H) satisfying
µ(f) = µ(Ptf), t ≥ 0,
where
µ(f) :=
∫
H
f(φ)µ(dφ) and Ptf(φ) := Ef(Y (t, φ)), f ∈ Cb(H).
For µ1, µ2 ∈ P(H), define a metric on P(H) by
d(µ1, µ2) = sup
f∈M
∣∣∣ ∫
H
f(φ)µ1(dφ)−
∫
H
f(ψ)µ2(dψ)
∣∣∣, (5.6)
where
M := {f : H → R, |f(φ)− f(ψ)| ≤ ‖φ− ψ‖H for any φ, ψ ∈ H and |f(·)| ≤ 1}.
Then it is well known (cf. [4] or [13]) that P(H) is complete under the metric d(·, ·).
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Lemma 5.1. Suppose that for any bounded subset U of H,
(i) limt→∞ supφ,ψ∈U E‖Y (t, φ)− Y (t, ψ)‖2H = 0;
(ii) supt≥0 supφ∈U E‖Y (t, φ)‖2H <∞.
Then, for initial data φ ∈ H, process Y (t, φ), t ≥ 0, has a stationary distribution.
Proof. It suffices to show that for any initial data φ ∈ H, {P(φ, t, ·) : t ≥ 0} is Cauchy in
the space P(H) with the metric d(·, ·) in (5.6). To this end, we need only show that for any
fixed φ ∈ H and ε > 0, there exists a time T > 0 such that
d(P(φ, t+s, ·),P(φ, t, ·)) = sup
f∈M
|Ef(Y (t+s, φ))−Ef(Y (t, φ))| ≤ ε, ∀ t ≥ T, s > 0. (5.7)
Indeed, for any f ∈M and t, s > 0, we can obtain that
|Ef(Y (t+ s, φ))− Ef(Y (t, φ))|
= |E[Ef(Y (t + s, φ))|Fs)]− Ef(Y (t, φ))|
=
∣∣∣ ∫
H
Ef(Y (t, ψ))P(φ, s, dψ)− Ef(Y (t, φ))
∣∣∣
≤
∫
H
|Ef(Y (t, ψ))− Ef(Y (t, φ))|P(φ, s, dψ)
≤ 2P(φ, s,HcR) +
∫
HR
|Ef(Y (t, ψ))− Ef(Y (t, φ))|P(φ, s, dψ),
(5.8)
where HR = {φ ∈ H : ‖φ‖H ≤ R} and HcR = H − HR. By virtue of condition (i), there
exists a positive number R sufficiently large such that
P(φ, s,HcR) <
ε
4
, ∀s > 0. (5.9)
On the other hand, by virtue of condition (ii), there exists a time T2 > 0 such that
sup
f∈M
|Ef(Y (t, ψ))− Ef(Y (t, φ))| ≤ ε
2
, t ≥ T2. (5.10)
Hence, substituting (5.21), (5.22) into (5.20) immediately yields that
|Ef(Y (t+ s, φ))− Ef(Y (t, φ))| ≤ ε, t ≥ T2, s > 0.
Since function f ∈M is arbitrary, we can get the desired result (5.7). Hence, the transition
probability P(φ, t, ·) of Y (t, φ) converges weakly to some µ ∈ P(H). On the other hand, for
any f ∈ Cb(H), one has by the Markovian property of Y (t, φ), t ≥ 0 that
Pt+sf(φ) = PtPsf(φ), t, s ≥ 0, φ ∈ H.
Hence, for any fixed t ≥ 0, as s→∞, it follows that
µ(f) = µ(Ptf), f ∈ Cb(H).
That is, µ is a stationary distribution for Y (t) = (y(t), yt), t ≥ 0, of equation (5.4) provided
that (i) and (ii) above hold. The proof is thus complete.
Recall that etA, t ≥ 0, is the C0-semigroup on H given in Proposition 4.1.
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Theorem 5.1. Assume that ‖etA‖ ≤Me−γt, M ≥ 1, γ > 0 for all t ≥ 0. Suppose that (5.5)
holds and
2γ > 3M2(α1 + α2e
2γrκ([−r, 0])), (5.11)
then there is a unique stationary distribution µ ∈ P(H) for Y (t) = (y(t), yt), t ≥ 0, of (5.4).
Proof. By Lemma 5.1, we need only verify the following assertions: for any bounded subset
U of H,
(i) limt→∞ supφ,ψ∈U E‖Y (t, φ)− Y (t, ψ)‖2H = 0;
(ii) supt≥0 supφ∈U E‖Y (t, φ)‖2H <∞.
First, it is known that the mild solution of (5.4) can be represented explicitly as
y(t, φ) = G(t)φ0 +
∫ 0
−r
G(t+ θ)Sφ1(θ)dθ +
∫ t
0
G(t− s)L(y(s, φ), ys(φ))dW (s), (5.12)
where G(·) is the fundamental solution of (5.4) and S ∈ L (L2r) is the associated structure
operator. To proceed further, let us consider the difference of two mild solutions of (5.4)
with distinct initial data φ, ψ ∈ H:
Σ(t, φ, ψ) = y(t, φ)− y(t, ψ), t ≥ 0.
Note that, by assumption, we have according to Proposition 4.2 that ‖G(t)‖ ≤ Me−γt,
M ≥ 1, γ > 0 for all t ≥ 0. By virtue of (5.5), (5.12) and Itoˆ isometry, it follows that
E‖Σ(t, φ, ψ)‖2
H
≤ 3E
{
‖G(t)(φ0 − ψ0)‖2H +
∥∥∥ ∫ 0
−r
G(t + θ)S(φ1(θ)− ψ1(θ))dθ
∥∥∥2
H
+
∥∥∥ ∫ t
0
G(t− s)[L(y(s, φ), ys(φ))− L(y(s, ψ), ys(ψ))]dW (s)∥∥∥2
H
}
≤ 3(M2 +M2‖S‖2
L (L2r)
re2γr)e−2γt‖φ− ψ‖2H + 3M2α1
∫ t
0
e−2γ(t−s)E‖y(s, φ)− y(s, ψ)‖2
H
ds
+ 3M2α2
∫ t
0
e−2γ(t−s)
∫ 0
−r
E‖y(s+ θ, φ)− y(s+ θ, ψ)‖2
H
κ(dθ)ds, t ≥ 0.
(5.13)
On the other hand, it is easy to see that for any t ≥ 0,∫ t
0
e−2γ(t−s)
∫ 0
−r
E‖y(s+ θ, φ)− y(s+ θ, ψ)‖2Hκ(dθ)ds
≤
∫ 0
−r
∫ t
−r
e−2γ(t−s+θ)E‖y(s, φ)− y(s, ψ)‖2Hdsκ(dθ)
≤ e2γrκ([−r, 0])
(
‖φ− ψ‖2H +
∫ t
0
e−2γ(t−s)E‖y(s, φ)− y(s, ψ)‖2
H
ds
)
.
(5.14)
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Substituting (5.14) into (5.13), one can have that for t ≥ 0,
E‖y(t, φ)− y(t, ψ)‖2H ≤ C1e−2γt‖φ− ψ‖2H + C2
∫ t
0
e−2γ(t−s)‖y(s, φ)− y(s, ψ)‖2Hds, (5.15)
where
C1 = 3M
2(1 + ‖S‖2
L (L2r)
re2γr) + 3M2α2e
2γrκ([−r, 0]) > 0
and
C2 = 3M
2(α1 + α2e
2γrκ([−r, 0])) > 0.
Now, by multiplying e2γt on both sides of (5.15), we obtain for any t ≥ 0 that
e2γtE‖y(t, φ)− y(t, ψ)‖2H ≤ C1‖φ− ψ‖2H + C2
∫ t
0
e2γsE‖y(s, φ)− y(s, ψ)‖2Hds.
Hence, letting α = 2γ − 3M2(α1 + α2e2γrκ([−r, 0])) > 0 and using the well-known Gronwall
lemma, we have
E‖y(s, φ)− y(s, ψ)‖2
H
≤ C1‖φ− ψ‖2He−αt, t ≥ 0. (5.16)
Further, we may obtain that for all t ≥ 0,
E
∫ 0
−r
‖y(t+ θ, φ)− y(t+ θ, ψ)‖2Hdθ ≤ C1
∫ 0
−r
‖φ− ψ‖2He−α(t+θ)dθ
≤ rC1‖φ− ψ‖2He−α(t−r).
(5.17)
Hence, the relation (i) holds.
Next, we show that (ii) is also valid. To this end, first note that
(a+ b)2 ≤ (1 + ε)a2 +
(
1 +
1
ε
)
b2 for any a, b ≥ 0 and ε > 0.
Then by using (5.12), (5.17) we can utilize Itoˆ’s isometry and carry out a similar argument
to (5.14) to have that for t ≥ 0,
E‖y(t, φ)‖2
H
≤ 3
{
‖G(t)φ0‖2H +
∥∥∥ ∫ 0
−r
G(t− s)Sφ1(θ)dθ
∥∥∥2
H
+ E
∫ t
0
‖G(t− s)L(y(s), ys)‖2L2(KQ,H)ds
}
≤ 3M2(1 + ‖S‖2
L (L2r)
re2γr)e−2γt‖φ‖2H + 3M2
∫ t
0
e−2γ(t−s)
(
(1 + ε)α1E‖y(s, φ)‖2H
+ (1 + ε)α2
∫ 0
−r
E‖y(s+ θ, φ)‖2
H
κ(dθ) +
(
1 +
1
ε
)
‖L(0, 0)‖2L2(KQ,H)
)
ds
≤ 3M2(1 + ‖S‖2L (L2r)re2γr + e2γrκ([−r, 0])(1 + ε)α2e−2γt‖φ‖2H
+
3M2
2γ
(
1 +
1
ε
)
‖L(0, 0)‖2L2(KQ,H) + 3M2α1(1 + ε)
∫ t
0
e−2γ(t−s)E‖y(s, φ)‖2
H
ds
+ 3M2α2e
2γr(1 + ε)κ([−r, 0])
∫ t
0
e−2γ(t−s)E‖y(s, φ)‖2Hds.
(5.18)
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By choosing ε > 0 sufficiently small and using condition (5.11) and the well-known Gronwall
lemma, we thus obtain
sup
t≥0
E‖y(t, φ)‖2
H
≤ C3‖φ‖2H +
3M2
2γ
(
1 +
1
ε
)
‖L(0, 0)‖2L2(KQ,H) <∞, (5.19)
where
C3 = 3M
2(1 + ‖S‖2
L (L2r)
re2γr + (α1 + α2)(1 + ε)e
2γrκ([−r, 0])) > 0.
By carrying out a similar argument to that of (5.17) and taking (5.18) into account, we easily
have
sup
t≥0
E
∫ 0
−r
‖y(t+ θ, φ)‖2
H
dθ ≤ rC3eαr‖φ‖2H +
3M2
2γ
(
1 +
1
ε
)
‖L(0, 0)‖2L2(KQ,H), (5.20)
and the claim (ii) is thus verified. Last, (5.19) and (5.20) together imply that
sup
t≥0
E‖Y (t, φ)‖2H ≤ C3(1 + reαr)‖φ‖2H +
3M2
2γ
(
1 +
1
ε
)
‖L(0, 0)‖2L2(KQ,H) <∞. (5.21)
Employing the invariance of π ∈ P(H) and integrating with respect to π on both sides of
(5.21) lead to
π(‖ · ‖H) <∞. (5.22)
Now we show the uniqueness of stationary distributions. If π′ ∈ P(H) is another stationary
distribution for Y (t) = (y(t), yt), t ≥ 0, of equation (5.4). Let f ∈ CLB(H), the family of all
bounded and Lipschitz continuous functions on H. Then by virtue of (5.16), (5.17), (5.22),
Ho¨lder’s inequality and the invariance of π(·), π′(·) ∈ P(H), it follows that
|π(f)− π′(f)| ≤
∫
H×H
|Ptf(φ)− Ptf(ψ)|π(dφ)π′(dψ) ≤ C4e−αt, t ≥ 0, (5.23)
for some constant C4 > 0. This implies the uniqueness of stationary distributions by letting
t→∞ in (5.23). The proof is thus complete.
6. Systems Driven by Le´vy Jump Processes
First, let Z be a K-valued Le´vy process with its Le´vy triple (0, Q, ν). For t > 0 and
Γ ∈ B(K − {0}), we define a Poisson random measure generated by Z(t) as
N(t,Γ) =
∑
s∈(0,t]
1Γ(∆Z(s)),
where ∆Z(t) := Z(t) − Z(t−) for t ≥ 0 and the compensated Poisson random measure is
given by
N˜(t,Γ) = N(t,Γ)− tν(Γ), t ≥ 0, Γ ∈ B(K − {0}).
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It is well known that the Le´vy process Z(t) has the following Le´vy-Itoˆ decomposition
Z(t) =WQ(t) +
∫
K−{0}
zN˜ (t, dz) (6.1)
with Tr (Q) <∞.
Consider a second-order stochastic retarded differential equation driven by the Le´vy
process Z in H , i.e., for t ≥ 0,

d
(du(t)
dt
)
+ Au(t)dt = Bu′(t)dt+Mutdt+Nu
′
tdt+R(u(t−), u′(t−), ut−, u′t−)dZ(t),
u(0) = φ0,1 ∈ V, u′(0) = φ0,2 ∈ H,
u0 = φ1,1 ∈ L2([−r, 0], V ), u′0 = φ1,2 ∈ L2([−r, 0], H),
(6.2)
where u(t−) = lims↑t u(s), ut−(θ) := lims↑t u(s + θ), for t ≥ 0 and θ ∈ [−r, 0], and the
non-linear mapping
R : V ×H × L2([−r, 0], V )× L2([−r, 0], H)→ L (K,H)
is assumed to be Borel measurable and there exist constants α1, α2 > 0 and a finite measure
κ(·) on [−r, 0] such that
‖R(φ)− R(ψ)‖2L (K,H) ≤ α1
(
‖φ0,1 − ψ0,1‖2V + ‖φ0,2 − ψ0,2‖2H
)
+ α2
(∫ 0
−r
‖φ1,1(θ)− ψ1,1(θ)‖2V κ(dθ) +
∫ 0
−r
‖φ1,2(θ)− ψ1,2(θ)‖2Hκ(dθ)
) (6.3)
for any φ = (φ0, φ1) = (φ0,1, φ0,2, φ1,1, φ1,2), ψ = (ψ0, ψ1) = (ψ0,1, ψ0,2, ψ1,1, ψ1,2) ∈ V ×H ×
L2([−r, 0], V )×L2([−r, 0], H). Defining y(t) =
(
u(t)
u′(t)
)
, yt =
(
ut
u′t
)
and a nonlinear mapping
L,
L(φ0, φ1) =
(
0
R(φ0,1, φ0,2, φ1,1, φ1,2)
)
for any φ = (φ0, φ1) = (φ0,1, φ0,2, φ1,1, φ1,2) ∈ V ×H ×L2([−r, 0], V )×L2([−r, 0], H), we can
transform (6.2) into a first-order stochastic system in H

dy(t) = Λy(t)dt+ Fytdt+ L(y(t−), yt−)dZ(t), t ≥ 0,
y(0) = φ0 =
(
φ0,1
φ0,2
)
∈ H, y0 = φ1 =
(
φ1,1
φ1,2
)
∈ L2([−r, 0],H), (6.4)
where L : H → L (K,H) is clearly Borel measurable and (6.3) implies immediately that
‖L(φ)− L(ψ)‖2L (K,H) ≤ α1‖φ0 − ψ0‖2H+α2
∫ 0
−r
‖φ1(θ)− ψ1(θ)‖2L2([−r,0],H)κ(dθ),
∀φ = (φ0, φ1), ψ = (ψ0, ψ1) ∈ H.
(6.5)
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Theorem 6.1. Assume that ‖etA‖ ≤Me−γt, M ≥ 1, γ > 0 for all t ≥ 0. Suppose that (6.3)
holds and ∫
z 6=0
‖z‖2Kν(dz) <∞, (6.6)
and further
2γ > 3M2
(
Tr(Q) +
∫
z 6=0
‖z‖2Kν(dz)
)
(α1 + α2e
2γrκ([−r, 0])), (6.7)
then there exists a unique stationary distribution µ ∈ P(H) for Y (t) = (y(t), yt), t ≥ 0, of
(6.2).
Proof. By the variation-of-constants formula, one has
y(t, φ) = G(t)φ0 +
∫ 0
−r
G(t + θ)Sφ1(θ)dθ +
∫ t
0
G(t− s)L(y(s−), ys−)dZ(s). (6.8)
Thus, by virtue of (6.1), we have
y(t, φ) = G(t)φ0 +
∫ 0
−r
G(t + θ)Sφ1(θ)dθ +
∫ t
0
G(t− s)L(y(s), ys)dWQ(s)
+
∫ t
0
∫
K−{0}
G(t− s)L(y(s−), ys−)zN˜(ds, dz)
(6.9)
Carrying out a similar argument to that of (5.18) and taking (6.6) into account, one can
easily obtain that
E‖y(t, φ)‖2
H
≤ 6
{
‖G(t)φ0‖2H +
∥∥∥ ∫ 0
−r
G(t− s)Sφ1(θ)
∥∥∥2
H
dθ
}
+ 3E
∥∥∥ ∫ t
0
G(t− s)L(y(s), ys)dWQ(s)
∥∥∥2
H
+ 3E
∥∥∥ ∫ t
0
∫
z 6=0
G(t− s)L(y(s−), ys−)zN˜ (ds, dz)
∥∥∥2
H
:= I1(t) + I2(t) + I3(t).
Hence, we have by using (6.5) that for any t ≥ 0,
I1(t) ≤ 6M2(1 + ‖S‖2L (L2r)re2γr)e−2γt‖φ‖2H,
I2(t) ≤ 3M2Tr(Q)
∫ t
0
e−2γ(t−s)‖L(y(s), ys)‖2L (K,H)ds
≤ 6M2Tr(Q)α1
∫ t
0
e−2γ(t−s)E‖y(s)‖2
H
ds
+ 6M2Tr(Q)α2
∫ t
0
e−2γ(t−s)
∫ 0
−r
E‖y(s+ θ)‖2
H
κ(dθ)ds
+ 6M2Tr(Q)
∫ t
0
e−2γ(t−s)‖L(0, 0)‖2L (K,H)ds,
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and
I3(t) ≤ 3M2
∫ t
0
∫
z 6=0
e−2γ(t−s)‖L(y(s−), ys−)‖2L (K,H)‖z‖2HN(ds, dz)
≤ 6M2
∫
z 6=0
‖z‖2Hν(dz)
(
α1
∫ t
0
e−2γ(t−s)E‖y(s)‖2
H
ds
+ α2
∫ t
0
e−2γ(t−s)
∫ 0
−r
E‖y(s+ θ)‖2
H
κ(dθ)ds+
∫ t
0
e−2γ(t−s)‖L(0, 0)‖2L (K,H)ds
)
.
Therefore, under the conditions (6.6) and (6.7), we may obtain similarly to (5.18)-(5.21) the
following relation
sup
t≥0
E‖y(t, φ)‖2H <∞, (6.10)
which shows the conclusion (ii) in Lemma 5.1. Finally, the desired assertion (ii) in Lemma
5.1 can be concluded by imitating the arguments of Theorem 5.1.
It is well-known that for a Le´vy jump process, there is, in general, no finite second moment
(6.6). As a result, there is generally no Itoˆ’s isometry as shown in Theorem 6.1. To go around
this difficulty, let us formulate our system in a product Banach spaceH1 = H×L1([−r, 0],H),
equipped with the norm
‖φ‖H1 = ‖φ0‖H +
∫ 0
−r
‖φ1(θ)‖Hdθ, φ = (φ0, φ1) ∈ H1.
Consider a linear Cauchy problem with memory in the Hilbert space H ,

d
(du(t)
dt
)
+ Au(t)dt = Bu′(t)dt+Mutdt+Nu
′
tdt+RdZ(t), t ≥ 0,
u(0) = φ0,1 ∈ V, u′(0) = φ0,2 ∈ H,
u0 = φ1,1 ∈ L2([−r, 0], V ), u′0 = φ1,2 ∈ L2([−r, 0], H),
(6.11)
where A, B,M , N and V are given as in Section 4, Z is aK-valued Le´vy process with its Le´vy
triple (0, 0, ν) and R ∈ L (K,H). Let us rewrite this problem into a first-order stochastic
delay equation. Precisely, by defining y(t) =
(
u(t)
u′(t)
)
, so yt =
(
ut
u′t
)
and a bounded linear
operator L ∈ L (K,H) by
L =
(
0
R
)
: K → H, Lx =
(
0
Rx
)
, x ∈ K,
we can transform (6.11) into a first-order stochastic system{
dy(t) = Λy(t)dt+ Fytdt+ LdZ(t), t ≥ 0,
y(0) = φ0, y0 = φ1, φ = (φ0, φ1) ∈ H1.
(6.12)
Note that ‖L‖ = ‖R‖. Indeed, for any x ∈ K,
‖Lx‖2H = ‖Rx‖2H ≤ ‖R‖2‖x‖2K ,
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i.e., ‖L‖ ≤ ‖R‖. On the other hand, by definition, it is true that
‖Rx‖2H = ‖Lx‖2H ≤ ‖L‖2‖x‖2K , ∀ x ∈ K,
that is, ‖R‖ ≤ ‖L‖. Hence, ‖R‖ = ‖L‖.
Theorem 6.2. Suppose that the Green operator G(t) is exponentially stable, i.e., ‖G(t)‖ ≤
Me−γt, M ≥ 1, γ > 0 for all t ≥ 0. Assume further that∫
‖z‖K>1
‖z‖Kν(dz) <∞.
then there exists a unique stationary distribution µ ∈ P(H) for Y (t) = (y(t), yt), t ≥ 0, of
(6.12).
Proof. We need only verify the following assertions: for any bounded subset U of H1,
(i) limt→∞ supφ,ψ∈U E‖Y (t, φ)− Y (t, ψ)‖H1 = 0;
(ii) supt≥0 supφ∈U E‖Y (t, φ)‖H1 <∞.
By the well-known Le´vy-Itoˆ decomposition theorem, one can get
Z(t) =
∫
‖z‖K≤1
zN˜(t, z) +
∫
‖z‖K>1
zN(t, dz), t ≥ 0.
Hence, according to the variation-of-constants formula the mild solution of (6.12) is given
by
y(t, φ) = G(t)φ0 +
∫ 0
−r
G(t + θ)Sφ1(θ)dθ +
∫ t
0
∫
‖z‖K≤1
G(t− s)LzN˜(ds, dz)
+
∫ t
0
∫
‖z‖K>1
G(t− s)LzN(ds, dz)
=:
4∑
j=1
Ij(t),
(6.13)
By assumption, it is immediate to see that
sup
t≥0
E(‖I1(t)‖H + ‖I2(t)‖H) ≤ M(1 + r‖S‖L (L2r))‖φ‖H1 <∞. (6.14)
Note from the Ho¨lder inequality, Itoˆ’s isometry and the uniform boundedness of G(t), t ≥ 0,
that
sup
t≥0
E‖I3(t)‖H ≤
(
sup
t≥0
∫ t
0
‖G(t− s)L‖2ds
∫
‖z‖K≤1
‖z‖2Kν(dz)
)1/2
≤
(M2‖R‖2
2γ
∫
‖z‖K≤1
‖z‖2Kν(dz)
)1/2
<∞
(6.15)
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since ν(·) is a Le´vy measure. On the other hand, by assumption it follows that
sup
t≥0
E‖I4(t)‖H ≤
∫
‖z‖K>1
‖z‖Kν(dz) sup
t≥0
(∫ t
0
‖G(t− s)L‖ds
)
=
M‖R‖
γ
∫
‖z‖K>1
‖z‖Kν(dz) <∞.
(6.16)
Hence, (6.13)-(6.16) yield the relation
sup
t≥0
E‖y(t, φ)‖H =M(1 + r‖S‖L (L2r))‖φ‖H1 + C <∞ for some C > 0. (6.17)
From (6.17), it is easy to have that
sup
t≥0
∫ 0
−r
E‖y(t+ θ, φ)‖Hdθ ≤ r(M(1 + r‖S‖L (L2r))‖φ‖H1 + C) <∞,
which, in addition to (6.17), immediately implies that
sup
t≥0
sup
φ∈U
E‖Y (t, φ)‖H1 <∞.
On the other hand, for φ, ψ ∈ U , it follows from (6.13) that
y(t, φ)− y(t, ψ) = G(t)(φ0 − ψ0) +
∫ 0
−r
G(t+ θ)S(φ1(θ)− ψ1(θ))dθ,
which implies that
sup
φ, ψ∈U
E‖y(t, φ)− y(t, ψ)‖H
≤ sup
φ,ψ∈U
(
M‖φ0 − ψ0‖He−γt +Me−γtr‖S‖L (L2r)
∫ 0
−r
‖φ1(θ)− ψ1(θ)‖Hdθ
)
≤ sup
φ,ψ∈U
M(1 + r‖S‖L (L2r))‖φ− ψ‖H1e−γt
→ 0 as t→∞.
(6.18)
This further implies that
sup
φ, ψ∈U
E‖Y (t, φ)− Y (t, ψ)‖H1
≤ sup
φ,ψ∈U
E‖y(t, φ)− y(t, ψ)‖H + sup
φ, ψ∈U
∫ 0
−r
E‖y(t+ θ, φ)− y(t+ θ, ψ)‖Hdθ
≤ sup
φ,ψ∈U
M(1 + r‖S‖L (L2r))(1 + eγr)e−γt
→ 0 as t→∞.
(6.19)
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Hence, there exists a stationary solution µ(·) of Y (t, φ) for (6.12). On the other hand, if
µ˜(·) ∈ P(H1) is also a stationary solution, then for any f ∈ CLB(H1), by the invariance of
µ(·), µ˜(·) ∈ P(H1), it follows from (6.19) that
|µ(f)− µ˜(f)| ≤
∫
H1
∫
H1
|Ptf(φ)− Ptf(ψ)|µ(dφ)µ˜(dψ) ≤ Ce−γt, t ≥ 0, (6.20)
for some C > 0. This implies the uniqueness of stationary distributions by taking t→∞ in
(6.20). The proof is complete now.
Examining the proof of Theorem 6.2, the technique employed therein applies to (6.12)
with the Le´vy triple (0, 0, ν) and a retarded SDE (6.11) with an uniformly bounded diffusion
coefficient R, i.e., supx∈H ‖R(x)‖L (K,H) <∞.
7. Example
In this section, we shall consider an example to illustrate our theory in the previous
sections. To this end, we assume that there exist η : [−r, 0] → L (V,H) and η : [−r, 0] →
L (H) of bounded variation such that
M(ϕ) =
∫ 0
−r
dη(θ)ϕ(θ) ∀ϕ ∈ W 1,2([−r, 0], V ),
and
N(ϕ) =
∫ 0
−r
dζ(θ)ϕ(θ) ∀ϕ ∈ W 1,2([−r, 0], H).
Defining ̺ :W 1,2([−r, 0], V )×W 1,2([−r, 0], H)→ H by ̺ :=
(
0 0
η ζ
)
, then we obtain that
F is of the form
F
(
ϕ1
ϕ1
)
=
∫ 0
−r
d̺(θ)
(
ϕ1(θ)
ϕ1(θ)
)
.
Moreover, we can estimate for a < 0,
‖Fa+iby‖ ≤
∥∥∥ ∫ 0
−r
d̺(θ)e(a+ib)θy
∥∥∥ ≤ V ar(̺)0−re−ar‖y‖ ∀ y ∈ H. (7.1)
For simplicity, let r = 1 in the sequel. Hence, Corollary 3.3 and Corollary 4.1 yield the
following result.
Corollary 7.1. Under the assumptions of Corollary 4.1, the energy ‖y(t)‖2
H
= ‖u(t)‖2V +
‖u′(t)‖2H , t ≥ 0, of the second-order abstract Cauchy problem (4.1) with delay decays expo-
nentially if
sup
b∈R
{
‖ηib‖L (V,H) + ‖ζib‖L (H)
}
≤ ακ
2α(3 + γ) + κ
where α, γ and κ are given as in Lemma 3.1 and Corollary 4.1.
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Now let us consider a stochastic damped wave equation with delay

d
(∂u(t, ξ)
∂t
+ 2αu(t, ξ)
)
=
∂2
∂ξ2
u(t, ξ)dt+ c1
∂
∂ξ
u(t− 1, ξ)dt+ c2 ∂
∂t
u(t− 1, ξ)dt,
+
βu(t− 1, ξ)
1 + |u(t, ξ)|dw(t), (t, ξ) ∈ R+ × (0, 1),
u(θ, ξ) = φ1,1(θ, ξ),
∂
∂ξ
u(θ, ξ) = φ1,2(θ, ξ), (θ, ξ) ∈ [−1, 0]× (0, 1),
u(t, 0) = u(t, 1) = 0, t ≥ 0,
(7.2)
where α > 0, β, c1, c2 ∈ R, c1 6= 0 or c2 6= 0 and w is a standard one-dimensional Brownian
motion. Here we assume that φ1,1(0, ·) ∈ H10 (0, 1) with the mapping θ → φ1,1(θ, ·) ∈ H10 (0, 1)
belongs to L2([−1, 0], H10 (0, 1)), and φ1,2(0, ·) ∈ L2(0, 1) with the mapping θ → φ1,2(θ, ·) ∈
L2(0, 1) belongs to L2([−1, 0], L2(0, 1)).
To write this problem in an abstract form, consider the space V = H10 (0, 1), H = L
2(0, 1)
and H := V ×H. We define the operators
A = −∆, D(A) := {u ∈ H10 : ∆u ∈ L2(0, 1)},
A1/2 =
√−∆, D(A1/2) = H10 (0, 1),
Bu = 2αu, D(B) = H,
η = c1
∂
∂ξ
δ−1, ζ = c2Iδ−1,
where δ−1 is the point evaluation in −1. We note that ‖A1/2u‖H = ‖|∇u|‖H for u ∈ V and
{u ∈ H10 (0, 1) : ∆u ∈ H} = H20 (0, 1).
Now let β = 0 and by a direct calculation, it is not difficult to see that
sup
b∈R
‖ηib‖L (V,H) ≤ |c1| and sup
b∈R
‖ζib‖L (H) ≤ |c2|.
In Corollary 3.2, where we can consider a damped wave equation without delay, we choose(
‖A1/2BA−1/2‖+ 2‖A−1/2‖
)−1
=
π
4α+ 2
.
Then we have that the solution in this case decays exponentially if
|c1|+ |c2| < απ
36α + π
.
Now let us consider the stochastic delay partial differential equation (7.2) with β 6= 0. Define
γ = ln
απ
(|c1|+ |c2|)(36α+ π) > 0,
then we have by virtue of (7.1) and Theorem 5.1 that whenever
0 < |β| < 2
3
γe−2γ ,
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stochastic system (7.2) has a unique stationary process.
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