ABSTRACT. In this paper we initiate the study of the nonlinear one phase singular perturbation problem div(|∇u
INTRODUCTION
Our objective in this paper is to study the singular perturbation problem (P ε )
in a domain Ω of R N . Here, for 1 < p < ∞, ∆ p denotes the p-Laplace operator, i.e., ∆ p u = div(|∇u| p−2 ∇u). We recall that a solution to (P ε ) is a function
for all ϕ ∈ C ∞ 0 (Ω). We require β ε to be Lip(R) and to satisfy Although our analysis applies to a general type of operators, as the ones considered in [17] of the form div(A(x, u, ∇u)), for simplicity and clarity of the arguments we focus on the specific form of the p-Laplacian ∆ p . The motivation of the study in this paper comes from the applications to the one-phase case of the combustion problem, appearing in the description of laminar flames as an asymptotic limit for high activation energy, that corresponds to the limit as ε → 0 in (P ε ). For the case p = 2 there is an extensive study of the problem and more or less a complete resolution of it; see [2] , [15] for the elliptic case and [8] , [3] , [6] , [7] , [4] , [9] for the parabolic one. However, the nonlinear case, addressed here, has never been considered earlier. This might partly depend on the lack of an established theory for the p-Laplace operator, and partly on the fact that some of the earlier techniques fail in the absence of linearity.
We show that, in a sense, the limit of (P ε ) as ε → 0 is a free boundary problem The free boundary problem (P) for the p-Laplacian was studied earlier under certain geometric (convexity) assumptions, by different techniques; see e.g. [1] by Acker and Meyer and a series of papers [11] - [13] by Henrot and Shahgholian.
To prove the main theorem (Theorem 4.3) we need a uniform bound (Theorem 2.1) for the gradient of the solutions, in order to have some stability of the problem as one passes to the limit. This type of uniform bounds on the gradient usually constitutes the basics of the analysis to follow, and it is by no means an obvious generalization of earlier results. Indeed, it needs to be pointed out that one of the main difficulties in the consideration of operators that do not admit linearization, as it is for the p-Laplacian, appears in the deduction of the uniform gradient bound, which has its own independent interest. In this part of our analysis we apply techniques that have been recently developed for related free boundary problems, see [14] and [5] .
THE UNIFORM GRADIENT BOUND FOR SOLUTIONS
In this section we prove that the solutions u ε of the singular perturbation problem (P ε ) are locally uniformly Lipschitz. Our main theorem in this section is the following.
It is also noteworthy that as far as the proof of Theorem 2.1 goes, one can relax the conditions on β ε . An important observation is that the same technique to follow shows that, in the case of two-phase problems (see [6] - [7] ), one may deduce gradient bound for the non-negative part of the solution if one already knows that the negative part of the solution is Lipschitz. In [3] , L. Caffarelli applied this idea in combination with the monotonicity formulas to deduce gradient bound for the solution of the two-phase singular perturbation problem for the Laplacian; see also [4] . In the absence of the monotonicity formula we are not able to prove a similar result as that in [3] . It is apparent that some new technique is to be developed to handle the sign change in the case of the p-Laplacian or any other nonlinear case.
This remains an open and tantalizing problem.
The proof of Theorem 2.1 will be based on the following lemma.
Lemma 2.2. Let v be a bounded nonnegative solution of
Remark 2.3. We explicitly observe that v ∈ C 1,α (Ω) for some α > 0, thanks to the results in [17] . In the case when
p−1 for some constants c 0 and c 1 , the conclusion of the Lemma 2.2 follows directly from Serrin's Harnack inequality for nonhomogeneous quasilinear operators, see [16] . Our proof, however, uses only Harnack inequality for homogeneous operators and is based on compactness rather than energy methods, which allows to generalize it to a broad range of operators.
Proof. Indeed, assume the contrary. Then there exists a sequence of functions {v k }, k = 1, 2, . . . , satisfying the assumptions of the lemma and such that max
Consider the sets
Observe thatB 1/4 ⊂ O k . In particular
and therefore m k will be attained at some point
Clearly,
Since x k ∈ O k , by the definition we will have
Let now y k ∈ Γ k be a point where
Then we will have two inclusions, B 2δ k (y k ) ⊂ B 1 and B δ k /2 (y k ) ⊂ O k , both consequences of (2.2)-(2.3). In particular, for z ∈ B δ k /2 (y k ) the following inequality holds
This, in conjunction with (2.1), implies that
By the Harnack inequality for p-harmonic functions there is a constant c = c(N, p) > 0 such that
In particular, max
Further, define
Summarizing the properties of v k above, we see that w k satisfies the following system
Therefore, from a priori estimates, we can conclude that a subsequence of {w k } will converge in C 1,α norm on every compact subset of B 1/2 to a function w 0 that satisfies
This, however, contradicts the strong maximum principle for p-harmonic functions. The lemma is proved.
Ë
Proof of Theorem 2.1. We start with the observation that it is enough to prove the theorem in the case when Ω = B 1 , K =B 1/8 , and under the assumptions
Step 1. Prove that there is a constant
Indeed, take a point x 0 ∈B 1/2 with u ε (x 0 ) ≤ ε and consider a function
Direct computation shows that v ε satisfies
All the assumptions of Lemma 2.2 are thus fulfilled for v = v ε and we can conclude (2.5) max
From interior gradient estimates we obtain
Step 2. Prove that
Indeed,
. We want to prove that (2.7)
ε − ε will be nonnegative and p-harmonic there. We can thus apply the Harnack inequality to conclude
The function ϕ will be spherically symmetric with
From the comparison principle for p-harmonic functions we will have (2.8)
We infer from (2.8), (2.9), and (2.4) that |∇ψ(y 0 )| ≤ |∇u
Observe now that |∇ψ(y 0 )| = c 1 m 0 c 0 /δ 0 and therefore we obtain
Thus, inequalities (2.7) and (2.6) are proved.
Step 3. Prove that (2.10)
and define
Then, from the inclusion B δ 0 (x 0 ) ⊂ Ω ε and inequality (2.6) we will have
Since also w is p-harmonic in B 1 , from the interior gradient estimates we obtain
which proves (2.10). Now the theorem follows from (2.4) and (2.10). From now on we will assume that functions β ε in (P ε ) satisfy (1.2)-(1.3). This section embodies the main technical tools that one needs to establish the main theorem (Theorem 4.3).
Lemma 3.1. Let {u
ε } be a uniformly bounded family of solutions to (P ε ). Then for every sequence ε j → 0 there exists a subsequence ε j → 0 and u ∈ Lip(Ω) such that:
Proof. Part (i) follows by Theorem 2.1 and a standard compactness argu- On the other hand, the observation β ε (u
Using the uniform convergence of u ε to u and the weak convergence of |∇u
(Ω), we infer from (3.1) and (3.2) that
It follows from (3.3), (3.4) , and a simple compactness argument that ∇u
The conclusion of part (iii) is proved, and so is the lemma.
Ë
We now prove that limit solutions are solutions to the free boundary problem in a very weak sense. 
)
Proof. By definition of weak solutions to (
Since u ε j → u uniformly on compact subsets of Ω, by Lemma 3.1 we know
, and so the left-hand side of (3.6) converges to the lefthand side of (3.5). Now let F ⊂ Ω be compact, and
ϕ dx} is convergent, and therefore it is bounded. Hence
This implies that there exists a locally finite measure µ such that, passing to a subsequence (still denoted by ε j ) if necessary, β ε j (u ε j ) → µ as measures in Ω. Passing to the limit in (3.6), we get (3.5). Moreover, since ∆ p u = 0 in Ω \ ∂{u > 0} by Lemma 3.1, we conclude that µ is supported in Ω ∩ ∂{u > 0}. The proof is thus complete.
Suppose that u λ n → U as n → ∞ uniformly on compact sets of R N . Then, there exists j(n) → ∞ such that for every j n ≥ j(n) there holds that ε j n /λ n → 0, and
Proof. The proof is along the lines of the one of Lemma 3.2 in [6] . We discuss here only the relevant modifications. For simplicity we assume x n = x 0 . Proceeding as in the cited reference, one can show that (i) holds. The functions (u ε jn ) λ n are solutions to
in B k , where k is a fixed positive number. By Lemma 3.1 there exists a subsequence, still denoted by j n , such that
Then also (ii) holds. In order to prove (iii), let δ > 0 and consider
where all the norms are in L p (B k 
if j and n are sufficiently large. This proves (iii).
We now turn our attention to the special case when the limit function u is onedimensional.
Proposition 3.4. Let x 0 ∈ Ω, and let u ε k be solutions to
Proof. Without loss of generality, we assume
.5 below) and integrating by parts, we obtain
Here, B ε k (s)
Moreover, using Proposition 3.2, it is immediate to recognize that ∇B ε k (u ] in Ω ∩ {x 1 < 0}. Passing to the limit in (3.7) yields
and integrating by parts we find in Ω, justifies the integration by parts in the proof of Proposition 3.4 above.
Proposition 3.6. Let x 0 ∈ Ω, and let u ε k be solutions to
Proof. Without loss of generality we assume x 0 = 0. As in Proposition 3.4, u ε k satisfies (3.7), and it is immediate to recognize that
Passing to the limit in (3.7), and integrating by parts in the resulting equation, we find that α = γ. Now we assume that α > ((p/(p − 1))M) 1/p and show that this leads to a contradiction.
Step 1.
Without loss of generality, we may assume R 2 Ω. First of all, we construct a family {v ε j } of solutions to (P ε j ) in R 2 with the property (3.8) To prove the reverse inequality, we consider w ∈ C 2 (R), satisfying
and let
Heres < 0 is a constant, determined as in [6, Proposition 5.3] , such that Step 2. Let R + = {x | 0 < x 1 < 1, |x | < 1}. Then using the weak formulation of (P ε j ) in R + we have
Using the divergence theorem and that v ε j x 1 (0, x ) = 0 (from symmetry in the x 1 variable) we find that On the other hand 
Evidently, τ * < τ, and in fact, we claim that τ * = 0. Indeed, the minimality of
and hence x * is an interior point of R. At this point we observe that the gradient of w
is non-degenerate. We can thus apply the strong comparison principle for the p-Laplacian to obtain a contradiction, since at x * we have
. This shows that τ * = 0, and in particular that w ε,η ≤ v ε onR. Letting η → 0, we conclude the proof of the lemma. 
ASYMPTOTIC BEHAVIOR OF LIMIT SOLUTIONS
In this section we prove the asymptotic development of solutions to (P ε ). We begin with the relevant definitions.
Definition 4.1. A unit vector η ∈ R
N is said to be the inward unit normal in the measure theoretic sense to the free boundary ∂{u > 0} at a point x 0 ∈ ∂{u > 0} if The main result in this section is the following.
Theorem 4.3. Let u ε j be solutions to
has an inward unit normal η in the measure theoretic sense at x 0 , and suppose that u is non-degenerate at x 0 . Under these assumptions, we have
The proof of Theorem 4.3 relies heavily on the following result.
Theorem 4.4. Let u ε j be a solution to
Proof. Let α = lim sup x→x 0 |∇u(x)|. Since u ∈ Lip(Ω), clearly α < ∞. If α = 0, there is nothing to prove, so we may assume α > 0. There exists a sequence Now, setx n = (x n − z n )/d n ∈ ∂B 1 . We may choose the subsequence d n so thatx n →x ∈ ∂B 1 . Then u 0 is p-harmonic and nonnegative in B 1 (x). Consider now the sequence
Passing to a subsequence, we assume, without loss of generality, that ν n → e 1 . At this point we observe that B 2/3 (x) ⊂ B 1 (x n ) for n sufficiently large, and there- Let w = ∂ x 1 u 0 , which is a weak solution to the equation
We now apply Lemma A.1 from the Appendix to u 0 in {x 1 − y 1 < 0} and obtain At this point it suffices to observe that U ≡ 0 on {x 1 = 0} to conclude that U ≤ ((p/(p − 1) Since {U k } are uniformly Lipschitz, we may assume that U k converges uniformly onB for a sufficiently small ε > 0 and large k. 
