Results are expounded for the investigation of efficiency of the critical-component direct method for solving degenerate and ill-posed systems of linear algebraic equations.
Introduction
In this paper, we present results of studies of efficiency of the critical-component direct method proposed in [1 ÷ 3] for solving degenerate and ill-posed systems of linear algebraic equations
where A is a square matrix of the general form with real elements a ij , A = {a ij }, Z is an unknown vector with coordinates z j , Z = {z j }, and F is a known vector with coordinates f i , F = {f i }, i, j = 1, 2, ..., m. It is shown that for systems like (1.1) the critical-component method makes it possible to numerically determine the only normal pseudosolution (Z + where E is a unit matrix and Ω A is a set of all
• A −1 , pseudoinverse of A. In this case, even if the problem (1.1) is substantially ill-posed, the quantities Z + and A + are stable to small changes of input data (A, F ). Comparative analysis of results of the numerical solution performed for a large number of problems like (1.1) both by the new method and by those known earlier shows that the critical-component method is on the average more effective than any method compared to it. When det A = 0 and a system is wellposed, the normal pseudosolution Z + of system (1.1) derived by the critical-component method coincides with its usual solution Z, and A + = A −1 is a matrix inverse of A. One of the main problems in numerical solution of ill-posed systems of algebraic equations is well-known [4, 5, 6] : there can be large changes in the solution, beyond the scope of admissible values, corresponding to small changes in the matrix of a system or/and its right-hand side. The above breakdown of continuity of the inverse mapping Z = A −1 F , if A −1 exists, is caused by a great norm ||A −1 || and, as a result, by large µ = cond A, the condition number of the system matrix (µ = ||A|| · ||A −1 ||, if det A = 0 and µ = ∞, if det A = 0, where || · || are the corresponding norms), i.e. even for an exactly given vector F a negligible relative error in calculating A −1 can produce a large distortion of the searched vector Z. This effect is to be taken into account since realistic calculations are carried out with a certain finite accuracy and , besides, sometimes one knows not the exact system AZ = F , but only a systemÃZ =F , approximate of it, which obeys the inequalities ||Ã − A|| ≤ h * and ||F − F || ≤ δ * (the meaning of norms is defined by the character of a problem). The numbers h * > 0 and δ * > 0, specifying the norms of deviations of approximate data (Ã,F ) from the exact ones (A, F ) of problem (1.1) (h * ≤ h 0 + h 1 , δ * ≤ δ 0 + δ 1 , h 0 ≥ 0, h 1 > 0, δ 0 ≥ 0, δ 1 > 0), are sums of (h 0 , δ 0 ),proper model (complete) errors of problem (1.1) and of (h 1 , δ 1 ), round-off errors [7, 8] when writing the data into the computer memory. Since there are, thus, infinitely many systems (1.1) with the input data (A, F ), indistinguishable within the accuracy (h * , δ * ), we can speak only about deriving an approximate solution to system (1.1). As a result, difficulties may arise in numerical computations for some systems of equations (1.1) with square matrices when answering the following questions:
If one takes advantage of the regularization [4] , the solution Z + to the system AZ = F (1.1) will be the regularized normal pseudosolution Z α that minimizes the discrepancy ||ÃZ −F || on the set of all its pseudosolutions Z A if ||Z α || = inf Z∈Z A ||Z|| and Z α is stable to small variations in (h * , δ * ) of input data (A, F ). The parametric vector Z α is directly computed by solving the sequence of normal systems of equations (Ã TÃ +αE)Z α =Ã TF with the aim of a more accurate iterative determination of the minimum of quadratic functional M α [Z,F ,Ã] = ||ÃZ −F || 2 + α||Z|| 2 with the regularization parameter α(α > 0), determined from the discrepancy, i.e., from the condition ||ÃZ α −F || = δ * , where δ * (δ * > 0) is a numerical function of (h * , δ * ) and Z α [4, 5, 6] .
The other group of numerical methods of solving the problem (1.1) rely on searching for the generalized matrix A + , which is (pseudo)inverse ofÃ, either by the method of singular decomposition (Ã = UΣV, where U and V are orthogonal matrices, Σ is a diagonal matrix, whose elements are singular numbers |µ 1 | ≥ |µ 2 | ≥ · · · ≥ |µ m | ≥ 0 of the matrix A, and A + = V T Σ + U T ), or by some other method [7, 9, 10, 11] . Common to both of the approaches is that in their program realization they solve (each by its own means and with its own efficiency) the problems of minimization of norms ||ÃZ −F || and ||Z|| and of the continuous dependence of the solution Z + on small changes in (h * , δ * ) of input data (A, F ). Here it is set that µ = cond A = ||Ã|| · ||A + ||, and the main problem now is a stable calculation of the rank ofÃ [7, 9] .
Conceptually, the critical-component method can be attributed to the second of indicated groups of methods. It is based on the idea of constructive search (under the condition that matrix and vector norms are consistent: ||Z + || ≤ ||A + || · ||F ||; and the matrix norm is induced by the vector norm: ||A + || = sup ||F || =0
(||A +F ||/||F ||) [5, 9] ) of an optimal representation for the matrix A + , pseudoinverse of the matrixÃ, in the process of decomposition of system (1.1) into subsystems, whose solution is stable to errors * ) (ε 1 , ε 0 ) and small (h * , δ * ) changes of input data (A, F ). High efficiency of the critical-component method is provided by its basic constituents:
-the reduction, stable to errors (h * , δ * ; ε 1 , ε 0 ), of system (1.1) to two-(tri)diagonal systems; -generalized processes {Λ, G}, stable to errors (ε 1 , ε 0 ) [14] , for calculating ratios of upper (lower) corner minors of triangular matrices which allow one, accurate within constants (ε 1 and ε 0 ) of the computer arithmetic, to determine the structure and diagonal elements of matrices that are inverse of them (introduced in [12, 13] ); -the algorithm of optimal (with (ε 1 , ε 0 )) decomposition of the systemÃZ =F into well-posed subsystems; -the algorithm of optimal sewing of the solution Z + to the systemÃZ =F from well-posed subspace solutions.
In what follows, along with problem (1.1) of the general form, we will consider the problems of numerical solution of degenerate and ill-posed systems of linear algebraic equations
with square real matrices C 3 and C 2 of order m, of the tridiagonal and two-diagonal form respectively:
T are unknown vectors, and Y = (y 1 , y 2 , ..., y m )
are diagonal elements and {p i , r i } m i=2 are sub(off)diagonal elements of matrices C 3 and C 2 , * ) Throughout we use the notation: ε 1 (ε 1 > 0) is the modulus of relative error of the arithmetic of computer operations with real numbers with a floating point; ε 0 (ε 0 > 0) is the modulus of absolute error of the computer zero θ, i.e. of any small real number (except for 0) from the interval θ ∈ (0 − ε 0 , ε 0 + 0), where 0 is the usual zeroth element of the real axis. If θ ∈ (0 − ε 0 , ε 0 + 0) and θ = 0, it is accepted that θ = 0 [8, 9] . Using constants ε 1 and ε 0 , one can estimate [7] errors of arrangement (writing) of the real [m, m] matrix A and m-dimensional vector F in the computer memory in the form
, where || · || E are the Euclidean norms of matrices and vectors, and h 1 > 0, δ 1 > 0.
respectively. Without loss of generality, we consider systems (1.3) only with the right two-diagonal matrix.
Since these problems are a particular case of problem (1.1), all said above applies also to problems (1.2) and (1.3), whose solutions X + andX + are constructed more easily than Z + . Therefore, in the course of program realization of the above conceptions of solution of problem (1.1), the initial stage [4, 5, 7, 9, 13, 15] consists in its reduction to problems (1.2) and (1.3), i.e.
(1.5)
Here U T U = E = UU T , U : Q, P are matrices of reflections or rotations. The orthogonal transformations (1.5) stable * ) to errors (h * , δ * ; ε 1 , ε 0 ), do not often improve the nature of the problem being ill-/well-posed. Ill-posed systems of type (1.1) sometimes can numerically be reduced to ill-posed systems of type (1.2) and (1.3), with the notation in (1.5):
Therefore the basic problem is numerical solution of such degenerate and ill-posed systems. Once the vectors X andX are obtained, we determine the solution to system (1.1), vector Z, in the form (1.6) Z = QX and Z = QX.
Numerical solution of ill-posed systems (1.2),(1.3) with tridiagonal and upper two-diagonal matrices can be best realized by the following methods [4, 7, 9] : the inverse substitution with normalization, regularization, a singular decomposition with exhaustion. In sect.3, we present (in particular) the results of comparison between computations performed by these methodes and by the new one. * ) It is known [5, 7, 9] that the Euclidean and spectral norms of matrices are invariant (theoretically) under the orthogonal transformations (1.5), i.e. there hold the equalities:
||A|| 2 is a norm induced by the Euclidean vector norms ||Z|| E and ||F || E ; M (A) = m· max 1≤i,j≤m |a ij | and ||A|| E are norms consistent with norms ||Z|| E and ||F || E . However, in real computations in process (1.5) of the reduction of system (1.1) to form (1.2) or (1.3), using the Houscholder U transformations (reflections), we obtain the estimates [7] 
Similar inequalities could also be written forÃ,F , where matrixÃ and vectorF differ from A and F by simultaneous inclusion of inherited errors and errors of writing into the computer memory. From the above inequalities it follows that problems AZ = F andÃZ =F are continuous with respect to the orthogonal transformations (1.5). Though the inherited errors (h 0 , δ 0 ), if known, are, as a rule, much larger than the total (h 1 + h 2 , δ 1 + δ 2 ) effect of the errors of writing and transformations (1.5), the latter can influence the character (degree) of problem (1.2) or (1.3) being well-/ill-posed. The cited monographs contain also simplified estimates for errors h 2 and δ 2 .
2. Critical-component method for numerical solution of degenerate and illposed systems of linear algebraic equations with tri-and two-diagonal matrices
Below we formulate the theorem according to which one can numerically obtain the only stable non-iterated normal pseudosolution X + of the system of linear algebraic equations of the general form (1.2), stable to errors (ε 1 , ε 0 ) and (h, δ), by the critical-component method.
The vector X + and the representation for the matrix consistent with it (C + 3 ≡ B), pseudoinverse to C 3 , are determined as functions of stably computed vector . In contradistinction to the problem of computation of singular numbers of matrices C 3 being unstable in nature, the critical-component method is stable owing to the stable processes of computation of the ratios of upper (lower) corner minors {Λ, G} of this matrix. Thus, the method of solution based on the search for a non-parametric stable component of the pseudoinverse matrix [7, 9] found one more argument for its being efficient (contrary to conclusions of perturbation theory according to which X + and C + 3 are not valid for computer calculations).
Theorem. Let C 3 X = Y be either a degenerate or an ill-posed system of linear algebraic equations with a square, of order m, real tridiagonal matrix of the general form C 3 (1.4). Also, let the systemC 3X =Ỹ , where ||C 3 −C 3 || ≤ h and ||Ỹ −Y || ≤ δ, being an image of the system C 3 X = Y in the computer memory, be ill-posed but nondegenerate. Then the only pseudosolution X of the system C 3 X = Y that is minimal in norm (||X + || = min), obeys the condition of the norm of discrepancy being minimal (||C 3 X + −Ỹ || = min), and is stable to computation errors (ε 1 , ε 0 ) and to small changes (h, δ) of the input data (C 3 , Y ), can numerically be obtained by the following direct critical-component method * ) :
Start of computations:
x j+1 |/|y j |, at |y j | > 1; * ) Here h ≤ h 0 + h 1 + h 2 and δ ≤ δ 0 + δ 1 + δ 2 if the systemC 3X =Ỹ is a reduced image of the system AZ = F ; and h ≤h 0 +h 1 , δ ≤δ 0 +δ 1 , where (h 0 ≥ 0,δ 0 ≥ 0) are hereditary errors and (h 1 > 0,δ 1 > 0) are errors of writing the system C 3 X = Y into the computer memory if system (1.1) is initially of form (1.2).
Since numerical solution is derived for the systemC 3X =Ỹ that is, within accuracy (h, δ), indistinguishable from the system C 3 X = Y , for simplicity of the notation, the very algorithm of numerical method and its proof are given in the notation of the system C 3 X = Y , i.e., without "∼", if this does not cause misunderstanding. The requirement detC 3 = 0 of the theorem will be removed later.
if |Φ j | ≤ 2ε 1 , then (2.5), otherwise k = k + 1 and (2.1); Here: 
B l k+1 l k+1 are the last diagonal elements of submatrices [k+1] B which coincide with the last diagonal elements of submatrices, inverse of well-posed submatrices
separated by the method; and n is the number of separated subspaces.
B ij are calculated [1] by the formulae: (2.8)
Bii of submatrices [k] B and quantities ω i in (2.8) are calculated [1] by the formulae:
Gi .
[k]
G } are computed by the formulae:
The structure elements β ξ and [k] β ξ which determine the elements of submatrices β ξ are computed [1] by the formulae:
−r i+1 , and
Proof. Let the systemC 3X =Ỹ , according to the theorem condition, be ill-posed but non-degenerate. Then its solution X + with the properties given in the theorem does theoretically exist and it is unique. Let us show that it can numerically be obtained by the method (2.1) ÷ (2.13) called in [1] the critical-component method. To this end, we verify first that to the solution X + there corresponds the following generalized LDR [1] decomposition of the matrix C 3 (1.4):
(2.14)
. . .
where it is assumed that tridiagonal matrices
.., n; l 1 = m, l n+1 + 1 = 1) are well-posed and their first diagonal elements are denoted by (2.14)
i=l k+2 +1 are elements of the initial matrix C 3 (1.4),
B l k+1 j (j = l k+1 , l k+1 − 1, ..., l k+2 + 1) are the last rows and
B il k+1 (i = l k+1 , l k+1 − 1, ..., l k+2 + 1) are the last columns of matrices, inverse of the matrices
, computed in accordance
Bij (2.8) since they are elements of rectangular submatrices B (2.8). From the assumptions for C 3 being nonsingular and for square matrices
being well-posed it follows that the LDR decomposition (2.14) is unique and stable to errors (h, ε 1 , ε 0 ).
And the matrix B = C + 3 can uniquely be represented in the form (B = (E + Ω)
Schematically, the matrix
• B can be represented as follows:
Representation (2.15) is easily established by a direct verification of the matrix equalities 
where the vector • X looks as follows (2.17)
and is a unique, stable to errors (h, δ) and (ε 1 , ε 0 ), solution of the well-posed system of linear algebraic equations (2.18) (
x l 3 +1 . . .
x l 2 +1 . . .
which differs from the initial system C 3 X = Y by the change of the corresponding offdiagonal elements to zeros and of diagonal elements q to elementsq calculated by formulae 
.
Then for components of the vector Ω·
• X , denoted as vector φ, we obtain the explicit form
B l 2 l 2 r l 2 +1 )x + l 2 +1 ; 0, ..., 0] T = φ. Consequently, components of the vector φ are also calculated by formulae (2.2).
As a result, we have established that if X + is a normal (pseudo)solution of the system C 3 X = Y with the properties given by the theorem, then to it there correspond consistent with it decompositions (2.14) and (2.15) for matrix C 3 and its (pseudo)inverse matrix B ≡ C Now let us show that if the numerical solution of the systemC 3X =Ỹ is obtained by the method * ) (2.1) ÷ (2.13), then it is minimal in norm and provides a minimum of the discrepancy norm. Indeed, let X + is determined in the form (2.1) ÷ (2.13). Then from (2.5) it follows that the vector X + can be represented as a sum of two vectors, (2.21) X + =
• X +φ, * ) As we can see, this method includes the algorithm and criterion (2.3) ÷ (2.4) of separation of wellposed subspaces and, respectively, the procedure of numerical finding of X + . It is to be kept in mind that the quantities Φ j (2.4) obey the inequalities |Φ j | ≤ |∆ j |, where ∆ j is a discrepancy. As a matter of fact, x 1 , ..., [n] x ln ), ...,( [k] x l k+1 +1 , ..., [k] x l k ), ...,( [2] x l 3 +1 , ..., [2] x l 2 ), ...,( [1] x l 2 +1 = x + l 2 +1 , ..., [1] 
φ l k+1 +1 , ..., [k] φ l k ), ..., ( [2] φ l 3 +1 , ..., [2] φ l 2 ), ..., ( [1] φ l 2 +1 = 0, ..., [1] 
corresponding to well-posed n-subspaces that are separated in accordance with the criterion (2.3), (2.4). ¿From (2.1) ÷ (2.5) we have that to the solution X + there corresponds the decomposition of B = C + of the form (2.15), which results in the representation for C 3 (1.4) of form (2.14). Then, as mentioned above, the solution X + is written in form (2.16), where Let us now show that the vector X + determined by formulae (2.1) ÷ (2.5) satisfies the condition of minimum of the discrepancy norm (min ||C 3 X + −Ỹ ||). Taking advantage of the representation of X + (2.15), we get 
Proof. In view of all said above, we have
Since the system
• X =Ỹ is well-posed, the Euclidean norm of errors ||
•

C3
• X −Ỹ || E can be estimated by using the known results [9] :
However, in the case of the method considered above, this estimate turns out to be excessive. Actually, performing obvious transformations and making use of the definition of matrix norms consistent with the corresponding vector norms, we get
Next, we estimate the norm of matrix discrepancy || 
Hereafter, k = 1, 2, ..., n; l 1 = m, l n+1 = 0. Utilizing the representations for Bij (2.8) ÷ (2.13), we write the system of identities (2.25) either in the form (2.26)
Let us now estimate (2.27) 1) , (2.27) 2) and (2.27) 3) ; we have (2.28)
With estimates (2.28), we obtain ||C 3 X + −Ỹ || ∞ = ||( 
• B −E)Ỹ || E ≤ ε 1 τ ργ||Ỹ || E , where τ, ρ, γ are defined by (2.22). Remark 1. To save the volume of publication, we do not present the method of solution of system (1.3) with the two-diagonal matrix C 2 (1.4). It is expounded in detail in ref. [3] and it is shown there that it results from the method (2.1) ÷ (2.13).
The estimate (2.22) for system (1.3) acquires the following form: (2.29)
Here [k] Bij are elements of upper triangular matrices, inverse of well-posed two-diagonal matrices [
Note that due to orthogonality of matrices P and Q in transformations (1.5), the following estimates take place for the norms of discrepancy ||ÃZ + −F ||:
whereτ ,ρ,γ andτ ,ρ,γ are defined in analogy with (2.22) and (2.29), 0 ≤ ∆ ≤ h||Z + ||+δ. Remark 3. The above estimates (2.22), (2.29) and (2.30) can also be used for problems of inversion i.e., C 3 C The theorem is formulated under the assumption detC = 0. Let us remove this restriction. The critical-component method does not explicitly use the quantity detC. Rather, it is based on the processes (2.10) and (2.11) for computing elements of m-dimensional vectors {Λ, G}. As established in ref. [14] , if detC = 0, then components of these vectors get into one of the following three situations: either Λ m+1 = 0 and G 0 = 0, or Λ i = 0 and G i = 0, or [(Λ i = 0 and Λ i Λ i+1 = 0) or (G i = 0 and G i G i−1 = 0)]. In this case we replace some zero quantities by the quantity o(ε 1 ). This does not essentially impair the quality of solution, since such perturbations can already be present in these quantities. Consequently, one may consider the critical-component method to be applicable for any value of detC, including detC = 0.
Results of numerical; experiments and their analysis
In this section, we discuss the results of numerical experiments performed in the computer arithmetic with double accuracy (ε 1 = 2 −52 ≈ 2, 2 · 10 −16 ) for computing basic numerical characteristics of the solutions X of systems W X = Y, W : C 2 ; C 3 ; A = A T ; A = A T . Let us first explain the notation and abbreviations adopted in Tables  1 ÷ 12 
where ||X (m) || E , ||X (m) || E are norms of approximate and exact solutions; The left-hand side of inequality (3.1) is a property [10] of the norm || · ||, and the right-hand side is obtained by using the exact solution X = W −1 Y and equality
Note that in practice, inequalities (3.1) can be broken (see, for instance, Table 7 ). This occurs when calculating WX − Y . In this case, the solutionX can be surely considered acceptable. 
-being pathologically ill-posed of these systems, respectively. In Tables 4, 8 and 12, we present averaged results of Tables 1 ÷ 3, 5 ÷ 7 and 9 ÷ 11. Note also that when 1/ε 1 < µ(W ), the subprogram SVD stops to work producing information INF= −1. The program TRM does not work [19] , when m > 100. Tables 9, 12 do not contain ( * * * * * ) values of t(.) above 100 sec.
For an easier apprehension of the calculation results reported in Tables 4, 8 and 12, we plot their "graphic images-figures".
Remark 5. In Tables 4, 8 and 12 (as well as in Figures 1 ÷ 9) , we also present the averaged results of computations by subprograms MCS when W = (A = A T ) and OSM when W = C 3 , which is to be kept in mind when analyzing the above Tables and  Figures. Explanations to some Tables and Figures: > -exact mean values corresponding to < δ Y > . Numbers in Table 13 written in line with a program are average values really obtained by this program for < δX> . In Fig.10 , the matrix, inverse of the Hilbert matrix, of order m = 14 is graphically shown. Along the axis Z, the values of elements of this inverse matrix are indicated. As a result, its complicated structure is easily visualized. Also, numbers of subspaces separated by the critical-component method are given in the Figure . Table 2 Table 3 Table 6 Table 7 ( PR 
The notation used in Figures 1-9 :
-11 -10 -9 -8 -5 -2 -1 3 
The notation: The analysis of numerical results reported in Tables 1 ÷ 13 and their graphical interpretation with the use of Figs. 1 ÷ 13 show that our programs MCC and MCS provide, on the average, better accuracy characteristics as compared to the most known analogous programs.
The program MCC has also better time characteristics in the case W = C 2 , no matter, whether a system of equations is well-or ill-or pathologocally ill-posed, but MCC and MCS are about twice as worse in time as the program GS (DBEQN) in the case W = C 3 . This is owing to the time consumption on the analysis of zeros in computing B ij -elements of matrices B = C + 3 and on testing various inequalities in accordance with the algorithm (2.1) ÷ (2.5). The programs MCC and MCS work about 10 times as slow as the program GS (DEQN) in the general case W : A = A T , A = A T . This is due to considerable time consumption on reduction of the system W X = Y of the general form to systems of the type (1.2) and (1.3) .
¿From the analysis presented it follows that the critical-component method in its qualitative characteristics is the best one of the methods of solution of degenerate and ill-posed systems of linear algebraic equations. 
III. Test examples of systems of equations AX = Y with A = A T -filled matrices of the general form:
System 11
