Section 1 Introduction
The basic model considered in nonparametric regression is (1.1) where~is an observation vector depending on a smooth function 0, observation points, O=t 1 ::5 t 2 ...
::5 t n =1 and errors, £j' that are assumed to be independent, have mean zero and have common variance (T2. A statistical problem posed by this model is to estimate 0 without having to assume a parametric form for this function.
One class of estimators that has been studied extensively consists of weighted local averages of the observations where the weights are specified by a kernel function. For example the kernel estimate attributed to Nadaryra (1964) and Watson (1964) has the form:
( 1.2) where (1.
3)
The kernel function K is assumed to be continuous, to be symmetric about zero, and to integrate to one. The bandwidth parameter, h, controls the relative weight given to observations as a function of their distance from t. It is easy to study the theoretical properties of kernel estimators because the estimate is an explicit function of the observations and the weight function, w, has a simple form. The formulation of the kernel estimate, however, constrains it to local operations on the data. This restriction may make it difficult to apply kernel methods to more complicated observational models than (1.1).
An alternative to kernel estimators are those based on maximizing a penalized likelihood. For example, under the assumption that the distribution of the errors may be approximated by a normal distribution, one has the log likelihood Furthermore, we will assume that oE WT [O,l] A maximum penalized likelihood estimate is the function that maximizes (1.4) for all 0 E WT [O,l] .
Thus to formulate an estimate for fJ, all one needs to do is to specify the likelihood for the data in terms of the unknown function and subtract a roughness penalty. This approach has the advantage of being very flexible in adapting to more complicated models. See Nychka et al. (1983) , O'Sullivan, Yandell and Raynor (1986) and Silverman (1982) , Nychka and Ruppert (1991) , and Cole and Green (1991) for some examples of applications of splines to observational models that differ from (1.1).
The maximum penalized likelihood estimate just described actually takes the form of an mth order smoothing spline. Multiplying (1.4) by -lIn and setting >'=6/n one may define the maximum penalized likelihood estimate, iJ>.' as the minimizer of (1.5) over all eE Wf[O,l] . Although the resulting estimate can be shown to be a linear function of the observations, and, thus can be written in the same form as (1.2), the spline weight function does not have a closed form. The work of Silverman (1986) , Messer (1989) , and Messer and Goldstein (1991) identify kernels that will approximate the spline weight function. However, these results are limited.
Although Silverman's approximation provides excellent intuition about how a spline estimate weights the data relative to the distribution of the observation points, his analysis is not accurate enough for establishing asymptotic properties. Messer's Fourier analysis gives a high order approximation to W(t,T) but depends on {tkl being equally spaced. This article takes a slightly different approach than these authors. Besides characterizing the form of W(t,T), bounds are given on how these weights decrease as It-T I increases. This characterization makes it possible to understand the local properties of spline estimates in the same way that one can study kernel estimators.
. . One motivation for studying the spline weight function is the growing interest in locally adaptive smoothing (Staniswallis (1989) , HardIe and Bowman (1988) , Friedman and Silverman 1989 , Schucany 1989 , Eubank and Schucany 1992 , Vieu 1989 , Filloon 1989 . Although a single choice for the smoothing parameter, A, may be adequate on the average for different values of t, it is reasonable to smooth less at sharp peaks and troughs in the function and smooth more where 0 is linear. In order to implement a method for variable smoothing, it is important to understand how the mean squared error of a spline estimate varies from one point to another. Although work has been done (Cox 1984) The starting point for considering the asymptotic properties of a smoothing spline is to approximate the weight function in (1.2) by a Green's function to a particular 2m th order differential equation. This function will be denoted by GA(t,T) and will be referred to throughout this article as the equivalent kernel. The root p = A I / 2m will often be used in place of A because it plays a role analogous to a bandwidth in a kernel estimator. In drawing this connection between GA and w, it should be noted that there is a natural extension of the spline weight function to values other than t j in the second argument (see Section 3). So it makes sense to refer to W(t,T) without requiring that T be equal to t j . Also, both wand GA are symmetric functions of their arguments. Letting f denote the limiting density function for the independent variables, {t k }, then an exact form for GA will depend in a complicated manner on both f and A. In addition, GAis not a convolution kernel and has a different shape depending on the distance of t and T from the endpoints. But suppose for the moment that a simple expression for GA is available. One might consider the approximations
And in a similar manner one is lead to,
In order to study (1.7) and (1.8), it turns out that it is not necessary to know the exact form for G~.
Under suitable restrictions on the rate that~converges to zero, if 0 has 2m continuous derivatives then it is reasonable to expect (1.9) and (1.10)
for t in the interior of [0,1]. Here C m is a constant depending only on the order of the spline. Now set p(t) = (~/f(t»I/2m and one obtains from (1.9) and (1.10)
In this form, p(t) can be interpreted as a variable bandwidth and the accuracy of 0mirrors that of a 2m th order kernel estimator. Based on the work of Fan (1992) and Fan (1993) , the pointwise mean squared error is comparable to locally weighted regression estimators. If one wanted to achieve a constant bias or mean square error across t one would have to consider not only the the curvature of 0 (O(2m)(t», but also the local density of the observations ( f(t) ).
Although this overview may suggest the value of the following technical work, it should be emphasized that (1.7) and (1.8) are rigorously established in this paper only for the case m=1.
However, the extension to high order splines will be a straightforward application of this work.
Outline
The remainder of this article will be outlined. The next section formally states the main theorems in the paper. These are a general result on the local properties of w (Theorem 1.1) and a specific application to first order (m = 1) splines (Theorem 1.2). Section 3 reviews Cox's representation of the spline weight function as a infinite series and Section 4 proves Theorem 1.1.
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The most difficult part of this analysis is characterizing a Green's function that corresponds to a 2m th order differential equation. Section 5 discusses these functions and derives an explicit formula for the case m = 1 for uniform densities (f = 1). Section 5 also describes how to use the Green's function for uniform densities to approximate G~when f is not constant. This link is perhaps the most novel part of the article. Section 6 gives a proof for Theorem 1.2, and the last section briefly discusses how this work might be extended to higher order splines and random designs for {tj}' 2. Main results
Definitions and .Assumptions
Much of the theoretical work in nonparametric regression hinges on being able to approximate discrete sums such as (1.2) with integrals. In doing so, it is necessary to specify a limiting distribution for the independent variables. Let Fn denote the empirical distribution function for {t j } 1~j~n, let To obtain bounds on w, the analysis in this article will require that On be sufficiently small relative to p =~1/2m and to derive asymptotic approximations to the bias and variance of a smoothing spline, it will be necessary to assume almost sure convergence of On to zero.
Based on the choice for F, the weight function for an m th order spline estimates can be approximated by a Green's function to a particular 2m th order differential equation.
Definition of equivalent kernel: G~(t,T) is the Greens function associated with the differential equation
For those readers not familiar with Green's functions, operationally speaking, if h(t) = f G~(t,T)g(T)f(T)dT then h will solve (2.1). Another useful way of characterizing G~is the following. Assumption A places certain restrictions on how GA and its derivatives must decrease as It-r I
increases. The peculiar condition in (2.5) is needed for the situation when m = 1. Also, it should be noted that the separation of the exponent into a sum of a and € is an artificial device and is not necessary in the bounds. This has been done to simplify the conclusions in Theorem 1.1. In this article, it is shown that assumption A holds for m = 1 and f when is strictly positive and has a uniformly continuous derivative. Also, the work of Messer and Goldstein (1991) imply that this assumption will hold for m > 1 when f is constant. It is believed that the proof strategy for the m = 1 case can be extended to verify this assumption for more general densities (see Section 7) but a rigorous proof is not included. In general, it is conjectured that Assumption A will hold for all m and a wide class of design densities. Based on this conviction the main theorem has been phrased in terms of this more general assumption rather than specific results for the cases when m = 1 or when f is constant. 
The proof for this theorem is given in Section 3. One interesting feature of this result is that this bound is not asymptotic and holds exactly for finite sample sizes. The only requirement is that the sizes of the equivalent bandwidth, p, and D n must be balanced such that On < 1. In fact, F need not even be the "true" limiting distribution! All that is needed is for F to approximate the empirical distribution of {t j }.
2.3
The bias and variance of a:lint order (m = 1) smoothing spline One application of Theorem 1.1 is to derive an asymptotic form for the bias and variance of a spline estimate. To the author's knowledge, this is the first characterization of the pointwise bias and variance of a smoothing spline estimate when t is away from the boundary (See Rice and Rosenblatt, 1983 for the bias at t = 0 and 1). Assume that f has a uniformly continuous derivative and D n -+ 0 as n -+ 00.
uniformly for AE [AnlA n ] and t E [a, I-a] as n-+ 00.
The proof of this theorem is given in Section 6.
Section 3 Series representation of the spline weight function One way of representing the minimizer of (1.5) is to examine the functional equations obtained from setting the Gateux derivative equal to zero. (See for example Nashed 1971) . A necessary condition for 1JA to be a solution is that dd L(1JA + lh) I =°for all h in a dense subset of l £=0 Wf [O,l] . This will be sufficient provided that there are at least m+1 distinct values in {t k }.
Explicitly, this condition is
One way of characterizing wet ,t j ) is to note that this function is actually the smoothing spline estimate applied to the "data": Zk= n for j = k and Zk=°otherwise. (This trick is the same as "smoothing" a vector of zeros with a one in the jth row to recover the weights used by a kernel estimate.) Thus we have or for 1~j~n
and for all h in a dense set of W~[0,1] Note the similarity of this expression with the second characterization of GA! A solution to this functional equation is given by Cox (1983 Cox ( , 1984 and is stated as the following lemma. The prooffor this lemma is discussed in Cox (1983) . But a quick argument for (3.1) is to make the substitution h(t) = G~(t,tj) in the equation characterizing wand use the reproducing properties of G~.
The leading term in (3.2), G~(t,tj)' does not depend on the empirical distribution of {tjl. The other terms in the infinite sum can be interpreted as corrections to this asymptotic expression based on the difference between F and F n . For example, the first order correction (v = 1) can be reexpressed as
Most ofthe asymptotic theory for splines is based on showing that these correction terms are negligible. If {tjl are equally spaced, then these higher order corrections may be calculated using Fourier methods, and this is one way of interpreting the analysis in Messer (1989) .
Based on the series representation at (3.2) it is easy to extend W(t,T) to arbitrary values of T. In Lemma 3.1 just replace the occurrences of t j by T. Also since G~is symmetric (Section 2.1), from (3.2) w(t,r) must also be a symmetric function in t and r.
Section.{ Proof of Theorem 1.1
The most important property used to prove Theorem 1.1 is Assumption A: bounds on the equivalent kernel and its partial derivatives can be expressed in terms of a double exponential kernel.
The basic idea behind the proof is elementary. Under the assumption that Fn is sufficiently close to F, an inductive argument will show that bounds on~~~G~(., r) may be inferred from bounds on G,\(t,r). These individual bounds form a convergent geometric series and thus can be summed to give a bound for w. In order to carry out the induction argument two lemma's will be used. The first is the basic device for approximating sums by integrals and the second is a bound on the convolution of two double exponential kernels. 
Preliminazy Lemmas
Proof Extending the range of integration to all of H,
H
First consider the case when t < T and a < a'. The integral above naturally breaks into three pieces and letting A = It -T I it follows that
[1-e-fA/p] e-a*A/p
Note that 1/( a + a') < 1/( 2a*) and the bracketed term is always positive but less that 1.
Therefore collecting terms, the conclusion of the lemma must hold for this case. Proof By Assumption A, (4.1) and (4.2) both hold when II = O. Suppose that (4.1) and (4.2) hold for some II = I' then it will be shown that these inequalities must also hold for 11=1'+1. To simplify notation, let gr(u) = GA(u,r).
Now use the bounds on GA from Assumption A and the bounds on~JJ from the induction hypothesis. If the mixed partial of GAexists for t = r, then a very similar argument is used to establish the second induction hypothesis. The proof will be completed by considering the case when the mixed partial for GAdoes not exist for t = r. Integrating by parts, 
Also note that by symmetry G~(t,T)= G~(t,T) and G~(t,T) = G~(1 -t, 1-T). Working with the homogeneous solutions to this ordinary differential equation it is possible to derive
G (t ) - 1
[-(T-t)/P + -(t+T)/P+ -(2-t-T)/p + -(2-T+t)/P]
,T -1/ e e e e 2p (l-ep) for t :$ T and P =~1/2. The formula for G~when t > T is obtained using the symmetry properties mentioned above. One can verify that G~given above satisfies parts (2.2) and (2.3) of Assumption A.
The mixed partial does not exist when t = T, and so it is necessary to consider (2.5). But this property follows directly from the continuity condition specified for the construction of this Green's function.
Green's functions for m~2 uniform density
Calculating the Green's function for the case when m~2 involves much more algebra. For example, when m = 2 there are eight linear equations of coefficients that need to be solved rather than four. Accurate approximations to G~in these cases have been developed by Messer and Goldstein (1989) . In particular, Theorem 4.1 proved by these authors, together with their definition of the approximating function Kb(x,t), will imply that the first two parts of Assumption A will hold. The bound for the mixed partial follows on noting that one can differentiate both sides of their second equation on page 25 and still obtain the same type of exponential bounds in the bandwidth. 
GA(t,r)f(r) = H(r(t), r(r» 'Y(r).
H(u,v) will also be a Green's function for a particular second order differential equation. Due to the particular choice of transformation, H can be approximated (as A-+O) by GY/I':2. To understand why this is reasonable it is informative to derive the differential equation associated with H.
For any continuous function, g, let h(t) = J~GA(t,r)g(r)f(r) dr and
By applying a change of variables to the second expression and using the chain rule for derivatives, one can verify that h(t) = q(r(t». Recall that from the definition of GA' h must solve (2.1).
Using the correspondence between hand q given above, it also follows that q must solve: ii) there are constants 0 < C 1 , C 2 < 00.
such that
uniformly as~1/2-+0.
An outline of the proof of this theorem is in Appendix A.
Section 6 Proof of the asymptotic form for the bias and variance
This section proves Theorem 1.2. Although the conclusion of this theorem is specific to first order splines, most of the proof does not depend on this restriction. For this reason, most of the discussion in this section considers a general m.
First a lemma will be given that will be needed in the proof. uniformly fort E [0,1].
The proof is given in Appendix B.
Proof of Theorem 1.2 Pari (i)
First consider the approximation to the pointwise bias of a smoothing spline.
It will be convenient to refer to the three terms of (6.2) as bA(t) + R 1 + R B • The proof of part (i) of Theorem 1.2 will consist in showing that bA(t) converges to the functional form stated in the theorem while R 1 and~are o(A) uniformly over the specified ranges for Aand t.
For the first term in (4.5), assume that 0 satisfies the boundary conditions in (2.1) and let (r) . By the definition of the Green's function [0, 1] (6.3)
From Lemma 6.1 g(2m) -+ 0(2m) as \ -+ 0 and l't now so A = g -= f(t) \it 2m g.
A follows that
uniformly for t E [0,1] as A-+ O. We now deal with the case when 0 does not satisfy the boundary conditions. Let 9 denote a function that agrees with 0 on [t1/2, I-t1/2 ] but has been modified outside this interval so as to satisfy the natural boundary conditions. g(t)= J GA(t,r) 9(r)dF(r)+ J GA(t,r)(O(r)-9(r)~F(r). Now consider the first remainder term in (6.2). From the second assertion of Theorem 1.1,
The last remainder term may be bounded using Lemma 4.1, Theorem 1.1, and the symmetry 19 ofw.
as n-+oo. 2 )--+O as n--+oo. This insures n that the first term dominants and the second and third terms in (6.2).
Proof of Theorem 1.2 pari (ll).
Expand the variance as (6.6)
The first term in the above expression is asymptotically equivalent to 1/(8n~1/2mc(t)1/2m)by Theorem 5.1 part (iii). Now use the elementary identity la 2 -b 2 1~la -bl max (I a I, I b I) to bound the second term. With this bound one can use arguments similar to those for R 1 to show that this second term is O(Dn/~1/2m). The third term can be bounded using the same techniques to analyze~and is also O(Dn/~1/2m). Thus, combining the asymptotic bounds for these three terms of (6.6) part (ii) now follows. 0 7 Extensions to higher order splines, the variance of the spline estimate and random designs, and unequal weights.
The arguments in this article have been structured so that the extension to higher order splines depends on Assumption A. This assumption in turn depends on establishing a version of Theorem 5.1 for m > 1 and a brief description will be given of this general theorem. For m > 1, the correct choice for r in Section 5 is to replace the exponent 1/2 by 1/2m. Also, it will be necessary to assume that f has 2m-1 continuous derivatives along with some boundary conditions that guarantee that q will satisfy the natural boundary conditions of (2.1). Like the case for m = 1, a change of variables based 20 on r will yield a differential operator with (>'/1I: 2m )( _1)m~2m 88 the first term plus a differential operator of lower order (2m -1). This second operator will be more complicated but can be handled using the same approach in the proof for the first order case. The proof will require that the Green's function for the uniform density satisfy more conditions than just Assumption A. One will need to use exponential bounds similar to those at (2.3) for the partials (all/ atll)G>. 1 ::; II ::; (2m -1) and the bound in (2.5) for (a 2m /at(2m-l) aT) (G>.(t,T». However, these properties are guaranteed from the analysis in Messer and Goldstein (1991) and the continuity conditions used to construct G~. The proof of part (iii) of Theorem 5.1 does not need to be altered because Messer and Goldstein's appro~imations to the uniform Green's function can serve in place of an explicit formula for GY.
The careful reader may have noticed a defect in the sharpness of Theorem 2.2. when {t k } are independent samples from a probability distribution (a random design). The limits for>. do not include the optimal rate of convergence for the mean squared error. For a random design D n = O(log(n)/'ffl) (Serfling 1980) and so >'n R:l n-1 / 3 Iog(n)4/3. However, to achieve the optimal convergence rate for mean squared error one must have>. R:l n -2/5. Therefore, the interval [~.AJ will not contain a sequence of smoothing parameters that yield the optimal rate of convergence. The way around this problem is to sharpen the bound on the approximation error for the first order term in the expansion (3.2). (The bounds for the higher terms are already adequate.) The first order term should be analyzed using a uniform (with respect to >. , t and T) strong law of large numbers rather than using integration by parts. With this different approach it is believed that one can obtain sharper bounds that will extend the conclusion to include the optimal convergence rates. It should be noticed that this problem is only peculiar to the bias for very smooth functions. The bounds for the variance approximation already include this case. 
v=l Alit and so
The inequality at (A.1) will be established by induction, suppose that (A.1) holds for some V=I-'. 
where C l < 00. Now recall the relationship between H A and G A at (5.1). By substituting r(s) for u, r(t) for v and multiplying both sides of the above inequality by ,(t)/f(t) one obtains a bound on GA'
Using the fact that Ir(t) -r(r) I> (inf,) It-rl (A.5) For some C 3 < 00 and C 4 = a inf,(u). Therefore G A will satisfy the first bound in Assumption A. [0, 1] The other parts of Assumption A can be proved using similar inductive arguments applied to the partial derivatives of A. Moreover, because of the Lipschitz condition at (6.1), and the boundary conditions for (J, the partial sums of this series expansion will actually converge to (J in a norm that is stronger than the one for ,.
Proof of
Since Jl-2 > 1/2m there is an M < 00 that does not depend on 11' such that sup!,p I < M 1111' 1~-2 and thus by (B.4), sup!,p 1= O(A 2 ) as A-+oo. 0
