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Abstract
This paper develops a novel spatiotemporal model for large-scale IoT networks with asynchronous periodic
traffic and hard-packet deadlines. A static marked Poisson bipolar point process is utilized to model the spatial
locations of the IoT devices, where the marks mimic the relative time-offsets of traffic duty cycles at different
devices. At each device, an absorbing Markov chain is utilized to capture the temporal evolution of packets from
generation until either successful delivery or deadline expiry. The temporal evolution of packets is defined in terms
of the Aloha transmission/backoff states. From the network perspective, the meta distribution of the transmission
success probability is used to characterize the mutual interference among of the coexisting devices. To this end, the
network performance is characterized in terms of the probabilities of meeting/missing the delivery deadlines and
transmission latency. The results unveil counter-intuitive superior performance of strict packet deadlines in terms
of transmission success and latency.
Index Terms
Stochastic geometry, Markov chains, Internet of things, periodic-traffic, latency, deadlines.
I. INTRODUCTION
The Internet of things (IoT) promotes ubiquitous connectivity that bridges the physical and cyber worlds.
The IoT is foreseen to enable better monitoring and smarter automation to several verticals that include
industrial, smart-grids, agricultural, transportation, healthcare, and public safety domains. Indeed, each
sector has its unique traffic patterns as well as reliability and latency requirements [1]. Out of the several
classes that may exist, this paper focuses on large-scale IoT networks with time-sensitive periodic traffic,
which may appear in monitoring systems that require timely transmissions (i.e., before a deadline) of
periodic updates [1], [2].
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Spatiotemporal models have been recently developed to jointly account for both the spatial network
topology and the temporal traffic flow [3]. From the temporal perspective, queueing theory is utilized to
account for the packets arrivals/departures as well as for devices’ status and activities. From the spatial
perspective, stochastic geometry is utilized to account for the mutual interactions (e.g., interference,
spectrum access, and contention) among the active devices. For instance, the scalability and stability
of uplink networks and ad-hoc networks with unsaturated traffic are characterized in [4]–[6]. Latency
for grant-free and grant-based uplink access are assessed and contrasted in [7]. Latency for different
downlink scheduling schemes are compared in [8]. Random access for massive IoT networks is studied
in [9]. Prioritized traffic in large-scale ad-hoc network is characterized in [10]. Age-of-information for
different traffic patterns is characterized in [11]. Latency of uplink non-orthogonal multiple access is
studied in [12]. Self-sustainability of energy harvesting IoT networks is studied in [13]. However, all of
the aforementioned efforts ignore the effect of packets deadlines.
To the best of the author’s knowledge, the spatiotemporal characterization of large-scale ad hoc networks
with periodic traffic and packet-deadlines is still an open problem. Motivated by [1], [2], this paper focuses
on such an important category.
II. SYSTEM MODEL
1) Network Model: A time-slotted system is considered, where each transmitter generates a packet
every T time slots. However, the duty cycles for packets generation at all transmitters in the network
are not necessarily synchronized. To account for space and time, the IoT network is modeled via a static
marked Poisson bipolar point process (PBP) (Ψ,∆) ⊂ R2 × {0, 1, 2, · · · , T − 1}. That is, transmitters
are spatially distributed according to an arbitrary realization of a PPP Ψ ⊂ R2 with intensity λ. Each
transmitter χi ∈ Ψ has a single receiver that is randomly located on the circumference of a circle centered
at χi with radius R. To model the asynchronous traffic generation, each transmitter χi is assigned an
independent discrete time mark ∆χi that is uniformly distributed in the range [0, T −1]. The relative time
offsets for the duty cycles of two transmitters χi and χj is given by |∆χi −∆χj |, where | · | denotes the
absolute value.
2) Time sensitivity: Each packet is tagged with a life-time τ ∈ {τmin, τmin +1, · · · , T −1}, determined
in number of time slots, to represent hard transmission deadlines. Hence, τ = τmin represents the most
strict deadline in the traffic. The packets lifetime is decremented by one each time slot and a packet is
discarded when its lifetime elapses. Deadlines are assumed to be less than the traffic period T .1 For the
sake of generality, deadlines are assumed to vary across packets such that τ is drawn from a discrete
1The constraint τ < T implies no accumulation of packets at the devices, which simplifies the analysis. Such assumption applies to
monitoring applications where the receivers are interested in the most recent measurements, system status, or updates.
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distribution fτ (τ) in the range of τmin ≤ τ ≤ T − 1. The deadlines of all packets are independent and
identically distributed. The special case of equal deadlines τo for all packets is naturally captured as
fτ (τ)=1{τ=τo}, where 1{·} is the indicator function.
3) Communication model: Packet arrivals occur at the beginning of the time slot. Transmitters with
non-empty buffers, denoted hereafter as active transmitters, follow an Aloha protocol with parameter pA.
At each time slot, an active transmitter selects to transmit with probability pA or to defer transmission
to subsequent time slot with probability p¯A = (1 − pA), hereafter the bar notation (¯·) = 1 − (·) is used
for probability complement. The Aloha parameter pA balances the tradeoff between aggregate network
interference and transmission latency. Packets are transmitted at a constant power level of w mW. The
power of transmitted signals decays at the rate r−η with the distance r, where η > 2 is the path-loss
exponent. The signals are also subject to unit mean exponentially distributed power fading, which is
independent across different time slots and different locations.
Active transmitters persistently follow the Aloha protocol until either successful transmission or elapsed
deadline. In the former case, the signal-to-interference ratio (SIR) at the receiver should exceed the
threshold θ for successful decoding. In the latter case, the message becomes obsolete, and hence, is
discarded from the device’s buffer. Consequently, a transmitter returns to the idle state due to either
successful packet delivery (SIRt > θ) or elapsed deadline (t > τ ).
4) Time Indexing: Without loss of generality, for each device in the network, local and relative time
indexing is utilized to indicate a certain time slot position within a given duty cycle nT , ∀ n ∈ Z. For
any device, the local time slot t = 1 denotes the starting point of its own duty cycle where packets are
generated and the 1st channel access is attempted. Similarly, the local time slot t = 3 denotes two time slots
later where the 3rd channel access attempt may occur. Note that, in the local time slots t ∈ {2, · · · , T −1}
the transmitter is active if and only if the generated packet has experienced t consecutive unsuccessful
attempts (i.e., due to backoff or SIR violation) and has deadline τ > t. It is worth noting that devices
with similar (different) time offsets will have aligned (misaligned) local time slot incidences.
III. ANALYSIS
For the sake of organized presentation, a microscopic single-device model is first presented. Such
single-device model is then extended to the macroscopic network wide model.
1) Single-Device Model: The states evolution of the Aloha protocol at each transmitter and final packet
status can be described via an absorbing MC as shown in Fig. 1. As shown in [5], [14], the transmission
success probability (TSP) of packets vary across devices according to the aggregate interference experi-
enced at their locations. Consequently, we categorize the coexisting links according to the experienced
TSP to L equal percentiles, denoted hereafter as TSP classes. Consider a device that belongs to the `th
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Fig. 1. The discrete time absorbing MC for temporal packet evolution from generation to absorption. The superscript in rectangular
parentheses [i, j] is used to determine the element in the i-th row and j-th column of a matrix.
TSP class, then the absorbing MC in Fig. 1 is mathematically represented by the following transition
matrix [15]
P (`) =
 Q(`) H(`)
0 I
 , (1)
where Q(`) is a sub-stochastic matrix describing transitions among transient states, H(`) is a sub-stochastic
matrix describing the transition to absorbing states due to either successful transmission or elapsed
deadlines, and I is the identity matrix of size 2 × 2 representing the two absorbing states. Hereafter,
the superscript (`) is used to denote the TSP class of a device. The matrix Q(`) is of size 2T × 2T and
the matrix H(`) is of size 2T × 2 as defined by the duty cycle, the two-states Aloha protocol, and the
two absorbing states. To capture the MAC protocol states and to tract the elapsed time in transmission,
P (`) in (1) can be structured as follows
P (`)=

0 Q
(`)
1 0 0 · · · 0 H(`)1
0 0 Q
(`)
2 0 · · · 0 H(`)2
...
... . . . . . . . . .
...
...
0 0 0 0 · · · Q(`)T−2 H(`)T−2
0 0 0 0 · · · 0 H(`)T−1
0 0 0 0 · · · 0 I

, (2)
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where the dash lines in (2) partition P (`) to the form in (1). The rows in (2) depict the progressing
time evolution of the packet until absorption. That is, all the matrices Q(`)t are in the upper off-diagonal
positions to capture the progressing time evolution. The matrix Q(`)t depicts the protocol evolution between
time-slots t and t+ 1. Hence, the two-states of the Aloha protocol are further divided into T − 1 logical
Aloha states to capture the local time slot index. Each of the matrices H(`)t is of size 2 × 2 to capture
the probability of absorption, from each MAC state, due to successful transmission or elapsed deadline.
The detailed structure of Q(`)t and H
(`)
t are given by
Q
(`)
t =F¯τ (t)
 p¯A pA
s¯`p¯A s¯`pA
 and H(`)t =
 0 Fτ (t)
s` s¯`Fτ (t)
 , (3)
where s` = P(SIR > θ) is the probability to meet the decoding threshold for a device belonging to the `th-
TSP class and Fτ (t) =
∑t
t=0 fτ (t) is the cumulative density function (CDF) of the deadline distribution.
As shown from (3),Q(`)t , ∀t, captures the transient Aloha evolution when a transmission failure occurs (i.e.,
with probability s¯`) and the deadline is not elapsed (i.e., with probability F¯τ (t) = 1−Fτ (t)). In contrast,
H
(`)
t , ∀t, captures the two absorption events where transmission success occurs (i.e., with probability s`)
or the deadline elapses (i.e., with probability Fτ (t)).
The transient solution of the absorbing MC shown in Fig. 1, and described by (2) and (3), is characterized
via the following lemma
Lemma 1: Let the vector x(`)t = {x(`)0,t, x(`)1,t} define the probabilities that a device belonging to the `th
TSP class is at the backoff state (index 0) or transmission state (index 1) at the tth local time slot. Also,
let y(`)t = {y(`)s,t , y(`)f,t}, where y(`)s,t and y(`)f,t are the probabilities of absorption to, respectively, success and
timeout states at time slot t for an `th-TSP class device. Then,
x
(`)
t =

β; t = 1
β ×∏t−1i=1Q(`)i ; 1 < t ≤ T − 1
0 t = T
(4)
and
y
(`)
t =

0 t = 1
β ×H(`)1 ; t = 2
β ×
(∏t−2
i=1Q
(`)
i
)
×H(`)t−1; 2 < t ≤ T
(5)
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where β = {p¯A, pA} is the initialization vector of the Aloha protocol and both Q(`)i and H(`)i are defined
in (3).
Proof: According to (1), at each time slot, the probability of staying within the transient states is
captured by Q(`) and the probability of absorption is captured by H(`). Hence, the probability of staying
in transient for t-consecutive time slots is given by
(
Q(`)
)t. Similarly, the probability of being absorbed
after exactly t time slots is
(
Q(`)
)t ×H(`). Exploiting the structures of Q(`) and H(`) shown in (2) and
identifying the Aloha protocol initialization with β, the lemma is proved.
Remark 1: Both x(`)t and y
(`)
t are sub-stochastic vectors that satisfy the following condition x
(`)
t × 1+∑t
i=1 y
(`)
i ×1 = 1, where 1 is a 2×1 column vector of ones. This is because, at each time slot, the device
is either i) attempting to transmit its packet by following the Aloha protocol or ii) idle due to absorption
in any of the preceding time slots i < t (i.e., with probability
∑t
i=1 y
(`)
i × 1). Furthermore, the latency
distribution of successfully transmitted packets can be calculated as P(latency = t) = y(`)s,t−1× (
∑
t y
(`)
s,t )
−1.
The performance of the absorbing MC in (2) is characterized in the following corollary
Corollary 1: Let a(`) = {a(`)s , a(`)f } denote the final state of a generic packet for a device in the `th TSP
class, where a(`)s and a
(`)
f = 1 − a(`)s are, respectively, the probability of being eventually absorbed due
to transmission success and elapsed deadline. Also, Let d(`) = {d(`)s , d(`)f } denote a scaled mean time to
adsorption for an `-TSP class device, where d
(`)
s
a
(`)
s
and
d
(`)
f
a
(`)
f
are, respectively, the mean time to absorption
due to transmission success and elapsed deadline. Then,
a(`) = β ×
(
H
(`)
1 +
T−2∑
i=2
(
i−1∏
t=1
Q
(`)
t
)
×H(`)i
)
, (6)
and
d(`) = β ×
(
H
(`)
1 +
T−2∑
i=2
i
(
i−1∏
t=1
Q
(`)
t
)
×H(`)i
)
. (7)
Proof: Applying the law of total probability, accounting for the (T −1)-time slot maximum life-time
of the packet, and following the same arguments as in Lemma 1, the corollary is proved.
2) Network-wide Model: The determinism of the periodic traffic generation along with the static
locations and fixed time offsets of devices impose a location-dependent TSP that is maintained across
different duty cycles. Consider an arbitrary network-wide (i.e., global) modulo T indexing for the system
time slots. Due to the different local time offsets across the devices, a randomly selected global time
slot tg ∈ {1, 2, · · · , T − 1} will accommodate transmission attempts of the following devices; i) 1st
transmission attempts of all devices with time offset ∆ = tg, ii) 2nd transmission attempts of devices
with one leading time offset ∆ = tg − 1 that experienced one unsuccessful transmission attempt; iii) 3rd
transmission attempt of devices with two leading time offset ∆ = tg−2 that experienced two consecutive
unsuccessful transmission attempts; and so on. Since the time offset distribution is uniform and location
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independent, then all global time slots will accommodate similar transmission statistics. Averaging over
all devices classes and time offsets of the duty cycles, we obtain the following time-slot and TSP class
independent activity and absorption probability vectors
x=
T−1∑
∆=1
E`
{
x
(`)
∆
}
T − 1 and y=
T−1∑
∆=1
E`
{
y
(`)
∆
}
T − 1 , (8)
where x = {x0, x1}, y = {ys, yf}, and x × 1 + y × 1 = 1. Regardless of the time slot index, x in (8)
provides the probability that a randomly selected device is active and utilizing one of the two states of
the Aloha protocol. Similarly, y in (8) provides the probability that a randomly selected device has been
absorbed in any of the preceding time-slots due to either successful transmission or deadline time-out.
By virtue of (8) and exploiting the mean filed effect of the aggregate interference, we can conduct
an approximate time-slot independent TSP analysis. Such approximation is then validated in Section IV.
Consider a randomly selected bipolar link with transmitter located at χ◦ and receiver located at ν◦. Using
(8), we define the point process of potential interfering devices Ψ˜ with intensity (1 − ys)λ. The point
process Ψ˜ excludes, from the aggregate interference, the devices that are always successful (i.e., idle)
before the test bipolar link is active. Then, TSP of such bipolar link is
sχ◦ =P
{
wh◦R−η∑
χj∈Ψ˜\χ◦ 1{ej}w gj ‖χj − ν◦‖−η
>θ
∣∣Ψ}
(∗)
=
∏
Ψ˜\χ◦
(
x1
(1 + θ R
η
‖χj−ν◦‖η )(1− ys)
+
x0 + yf
1− ys
)
, (9)
where h◦ is the useful channel gain, ej is the event that the jth potential interfering device is active (i.e., not
in backoff or timeout), gj is the jth interfering channel gain. Note that (∗) is obtained by averaging over
the channel gains and devices activities, where the probabilities x1, x0 and yf are normalized with respect
to (1 − ys) to provide a legitimate distribution for the three possible states of the potential interfering
devices.
To compute the expectation in (8), the distribution of s` across all links in the network is required.
Such distribution, denoted as the meta distribution of the TSP is defined as:
F¯s(θ, γ) = P
{
P
{
SIR > θ
∣∣Ψ} > γ} = P {s > γ} . (10)
For a given SIR threshold θ, the meta distribution in (10) captures the percentile of links that achieve
TSP greater than γ. For analytical tractability [14], the meta distribution of TSP is usually approximated
as shown in the following proposition.
Proposition 1: The meta distribution of the TSP is approximated as
F¯s(θ, γ)≈1−Iγ
(
M1(M1 −M2)
M2 −M21
,
(1−M1)(M1 −M2)
M2 −M21
)
, (11)
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where Iγ(a, b) = 1B(a,b)
∫ γ
0
ta−1(1 − t)b−1dt is the regularized incomplete beta function, M1 and M2 are
the first two moments of the TSP given by
M1 = exp
{
−2pi
2λR2x1θ
2
η
η sin(2pi/η)
}
, (12)
and
M2=exp
{
−2pi
2λx1θ
2
ηR2
η2 sin(2pi/η)
(
2η− (η−2)x1
1− ys
)}
. (13)
Proof: The approximation is obtained as in [14]. Starting from (9), an integral form for the moments
M1 and M2 can be obtained using the probability generating functional of the PPP. Applying change of
variables and exploiting the state probabilities in (8), the integral can be solved and the proposition is
proved.
For mathematical convenience, we discretize the meta distribution in (11) to L equal percentiles of TSP
classes. Let ω0 = 0 and ωL = 1, then define the set {ω2, ω3, · · · , ωL−1} such that
F¯s(θ, ω`)− F¯s(θ, ω`−1) = 1
L
. (14)
The TSPs of all devices within the range [ω`, ω`+1] are approximated via the median value s`, which is
given by
F¯s(θ, ω`)−F¯s(θ, s`)= F¯s(θ, s`)−F¯s(θ, ω`−1)= 1
2L
. (15)
Note that increasing L shrinks the interval [ω`, ω`+1]. Hence, improving the accuracy of s` in representing
the TSP within each class.
3) Overall spatiotemporal model: Proposition 1 and Lemma 1 are both interwoven. The meta distri-
bution of the TSP in Proposition 1 requires the state probabilities derived through Lemma 1. Meanwhile,
Lemma 1 require the TSP for each class obtained through the discretization step after Proposition 1. By
virtue of the fixed point theory, such interdependency can be resolved as summarized in Algorithm 1.
IV. NUMERICAL RESULTS
This section first verifies the developed spatiotemporal model against independent Monte Carlo sim-
ulations. A single realization of a marked Poisson bipolar network with intensity λ = 0.05 device/m2
and time offset mark ∆ ∈ {0, T − 1} is realized in (350 × 350) m2 area with wrap-around boundaries.
A uniform distribution for deadlines is selected, a detection threshold θ = 5 is employed, and L = 25
TSP classes are utilized. Each simulation run represents a time-slot where 1) packets are generated at
designated devices, 2) channels gains are realized, 3) SIRs at active devices are computed, 4) packets
departures are recorded, and 5) deadlines are traced. Devices that successfully transmit their packets or
have elapsed timeout are kept idle until the start of their next duty cycle.
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Algorithm 1 Spatiotemporal Model
Require: λ, η, θ, and β.
1: Initialize: i← 1, y[1] ← 0, x[1] ← β
T−1
2: while max(x[i] − x[i−1]) >  do
Stochastic geometry Analysis:
3: Use x1 ∈ x[i] and ys ∈ y[i], to construct F¯s(θ, γ) as in Proposition 1;
4: for each TSP class ` = 1, 2, . . . , L− 1 do
5: Retrieve the values of s` using (14) & (15).
6: end for
Queueing Analysis:
7: for each time slot t = 1, 2, . . . , T − 1 do
8: for for each TSP class ` = 1, 2, . . . , L− 1 do
9: Use s` & (3) to construct Q
(`)
t & H
(`)
t ;
10: Obtain x(`)t+1 and y
(`)
t+1 as:
x
(`)
t+1 = x
(`)
t ×Q(`)t and y(`)t+1 = x(`)t ×H(`)t
11: end for
12: Average over the TSP classes as:
E
{
x
(`)
t+1
}
=
L∑
`=1
x
(`)
t+1
L
and E
{
y
(`)
t+1
}
=
∑ y(`)t+1
L
13: end for
14: Obtain x and y as in (8);
15: i← i+ 1 & x[i] ← {x0, x1}
16: end while
17: Return Q(`)t and H
(`)
t , ∀`, t for further computations.
Fig. 2 shows the meta distribution of the TSP for different values of pA and τmin. First, the close
match between Monte Carlo simulations (i.e., marks) and analysis (i.e., curves) validates the developed
model. The figure also shows the drastic impact of the Aloha parameter pA and minimum deadline τmin on
the TSP. More strict τmin leads to higher probability of elapsed deadlines, which reliefs interference due
to discarded packets and abandoned transmissions. Also, low values of pA implies conservative channel
access for transmission attempts, which further reliefs interference and improves TSP.
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Fig. 3. Absorption probabilities vs pA at T = 50, λ = 0.5, and R = 2.
Fig. 3 shows the probability of absorption to success or timeout states for different values of Aloha
parameter pA and minimum deadline τmin. The figure reveals an optimal value of pA that depends on τmin.
Being too aggressive for channel access (i.e, high pA) to catch the deadline leads to the counter effect
of excessive transmissions failures due to deteriorating the TSP (cf. Fig 2). On the other hand, being
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Fig. 4. Mean latency vs pA at T = 50, θ = 5, λ = 0.5, and R = 2.
too conservative (i.e, low pA) improves the TSP but at the expense of unnecessary backoffs that leads to
missing the transmission deadlines. Hence, the value of pA should be carefully chosen based on the time
criticality of packets deadlines.
Surprisingly, Fig. 3 shows the superior performance of strict packet deadlines in terms of the spatiotem-
porally averaged probability of successful transmission when compared to relaxed packet deadlines. The
effect of the aggregate network interference is the key to explain such counter-intuitive observation. Strict
deadlines (i.e., lower τmin) relief the aggregate interference, and hence, improves the TSP. Therefore, the
elapsed timeout of some devices help other devices to successfully deliver their packets. On the contrary,
a relaxed timeout imposes aggressive channel access and leads to excessive transmission failures, which
increases the probability of deadlines violations.
Interestingly, strict deadlines also improve the mean latency for the successfully transmitted packets as
shown in Fig. 4. Exploiting the positive impact of strict deadline on the aggregate interference, a more
aggressive channel access can be utilized. As shown in Figs. 3 and 4, the optimal pA is higher for strict
deadlines cases, which enhances both the probability of successful packet delivery as well as the latency
of successfully delivered packets.
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V. CONCLUSION
This paper develops a novel spatiotemporal model for an Aloha IoT network with asynchronous periodic
traffic and hard transmission deadlines. A marked Poisson bipolar point process is used to model the IoT
devices locations and the time offsets of their periodic packet generation. A discrete time absorbing Markov
chain is utilized to model the temporal evolution of the packets until either successful transmission or
deadline expiry. Stochastic geometry is utilized to account for the mutual interference among the active
devices. To this end, the results reveal the drastic impact of the Aloha access probability and deadlines
on the network performance. Interestingly, the results reveal the positive impact of strict deadline on both
transmission success probability and latency.
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