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SUMMARY 
The object of this research is to optimize the overall power system performance 
using FACTS devices. Particularly, it is intended to improve the reliability, and the 
performance of the power system considering steady state operating condition as well as 
the system subjected to small and large disturbances. 
The methodology proposed to achieve this goal corresponds to an enhanced 
particle swarm optimizer (Enhanced-PSO) that is proven in this work to have several 
advantages, in terms of accuracy and computational effort, as compared with other 
existing methods. 
Once the performance of the Enhanced PSO is verified, a multi-stage PSO-based 
optimization framework is proposed for optimizing the power system reliability (N-1 
contingency criterion). The algorithm finds optimal settings for present infrastructure 
(generator outputs, transformers tap ratios and capacitor banks settings) as well as 
optimal control references for distributed static series compensators (DSSC) and optimal 
locations, sizes and control settings for static compensator (STATCOM) units. 
Finally, a two-stage optimization algorithm is proposed to improve the power 
system performance in steady state conditions and when small and large perturbations are 
applied to the system. In this case, the algorithm provides optimal control references for 
DSSC modules, optimal location and sizes for capacitor banks, and optimal location, 
sizes and control parameters for STATCOM units (internal and external controllers), so 
that the loadability and the damping of the system are maximized at minimum cost. 
Simulation results throughout this research show a significant improvement of the 
power system reliability and performance after the system is optimized. 
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CHAPTER 1   
INTRODUCTION AND OBJECTIVE OF RESEARCH 
1.1 Problem statement 
At the present time, power systems are forced to operate at almost full capacity. 
More and more often, generation patterns result in heavy flows that tend to incur greater 
losses as well as threatening stability and security of the system. This ultimately creates 
undesirably increased risk of power outages of different levels of severity. For this 
reason, there is a general consensus that the power grid has to be reinforced, to make it 
smart and aware, fault tolerant and self-healing, and dynamically and statically 
controllable.  
A traditional alternative to reinforce the power network consists of upgrading the 
electrical transmission system infrastructure through the addition of new transmission 
lines, substations, and associated equipment. However, the process to permit, site, and 
construct new transmission lines has become difficult, expensive, time consuming, and 
many times even controversial. 
The utilization of the existing power system can be improved through the 
application of advanced power electronics technologies. Flexible AC Transmission 
Systems (FACTS) provide technical solutions to address the new operating challenges 
being presented today. Devices, such as a STATCOM, SVC, SSSC, and UPFC, can be 
connected in series or shunt (or a combination of the two) to achieve numerous control 
functions, including voltage regulation, power flow control, and system damping. In this 
2 
 
way, the system performance can be considerably improved by controlling the power 
flows without generation rescheduling or topological changes. Furthermore, the thermal 
limits are not violated, losses are minimized, and the stability margin is increased.  
The potential benefits of FACTS equipment are nowadays widely recognized by 
the power systems engineering community, however, the current challenge is now to 
obtain the maximum benefit from these devices at minimum cost.  
This optimization problem includes basically three aspects: finding the optimal 
location of the device in the network, finding its optimal size, and optimizing its 
controller parameters such that the maximum benefit can be obtained in both steady state 
and transient operation. 
Considering these three aspects, the problem becomes a multi-objective 
optimization problem which involves a very complex formulation and it is certainly 
difficult to solve in an efficient manner. 
On the one hand, the power system itself is a highly nonlinear and non-stationary 
system, subject to noise and uncertainties. 
On the other hand, the operation of the FACTS devices is quite difficult to 
optimize because of the complexity in the control schemes, particularly if adaptability or 
intelligent techniques are considered. From the optimization perspective, the inclusion of 
multiple objectives, discontinuous and discrete domain variables, the existence of a non-
convex feasible region, and multiple local minima, all make it difficult to find a suitable 
algorithm with the ability to pursue the global optimum with reasonable computational 
effort. 
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1.2 Proposed method 
Many areas in power systems, including the FACTS devices placement, sizing 
and control, require solving one or more nonlinear, multi-objective optimization 
problems. While analytical methods might suffer from slow convergence and the curse of 
dimensionality, heuristics based evolutionary computation techniques can be an efficient 
alternative to solve these complex optimization problems.  
Particle swarm optimization (PSO) is an evolutionary computation technique 
developed by Russell Eberhart and James Kennedy in 1995, which is inspired by the 
social behavior of bird flocking and fish schooling. PSO has its roots in artificial life and 
social psychology as well as in engineering and computer science. It utilizes a 
“population” of particles that fly through the problem hyperspace with given velocities. 
At each iteration, the velocities of the individual particles are stochastically adjusted 
according to the historical best position for the particle itself and the neighborhood best 
position. Both the particle best and the neighborhood best are derived according to a user 
defined fitness function. The movement of each particle naturally evolves to an optimal 
or near-optimal solution.  
PSO is known to effectively solve large scale nonlinear optimization problems. It 
is not largely affected by the size and nonlinearity of the problem, and can converge to 
the optimal solution in many problems where most analytical methods fail to converge. It 
can therefore be effectively applied to optimal location, sizing and control of FACTS 
devices in the power systems. Moreover, PSO has some advantages over other similar  
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optimization techniques since: (i) it is easier to implement and there are few parameters 
to adjust, (ii) it has an effective memory capability, therefore it is able to perform an 
efficient search of the problem hyperspace, and (iii) PSO maintains the diversity of the 
particles (more similar to the ideal social interaction in a community), thus it is capable to 
avoid getting trapped in local minima. In particular, this research proposed an enhanced 
particle swarm optimizer that improves even further the previously stated PSO 
advantages. 
 
1.3 Research contributions 
The contributions of the proposed research are: (i) the development of a 
comprehensive and complete formulation of the problem of optimizing the power system 
performance using FACTS devices and (ii) the development of a mathematical algorithm, 
called Enhanced-PSO, capable of pursuing global minimization, with desired accuracy 
and reasonable computational time. 
The achievement of the previous global objectives requires the consideration of 
the following specific tasks:  
 Theoretical study and comparison of various optimizations methods including 
classical approaches and evolutionary computation techniques. The problem of 
improving the voltage profile using shunt compensation is used as an illustrative 
example of a power system problem. The efficiency of each optimization technique is 
evaluated based on its capability of achieving global optimality and corresponding 
computational effort. Statistical analysis is additionally used to assess the 
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performance of stochastic based search algorithms, in particular their capability of 
converging into feasible regions and the accuracy in finding the global optimum of 
the problem. 
 Development of a comprehensive problem formulation and optimization framework 
for improvement of power system reliability using distributed series compensation 
and shunt compensation. The improvement of the power system reliability is 
approached from the perspective of satisfying the N-1 contingency criterion using 
existing network resources and new FACTS installments. The optimization 
framework is a multistage process, which considers security constrained optimal 
power flow, optimal global control settings of distributed static series compensators 
(DSSC) and optimal global control settings of static compensator (STATCOM).  
 Development of a comprehensive problem formulation and optimization framework 
for optimization of power system performance under steady state and transient 
conditions using series and shunt FACTS devices. The technical parameters to 
optimize, in steady state conditions, are the voltage profile, system loadability, 
transmission losses, and line utilization factor of the system. In the case of transient 
behavior, system damping and eigenvalue analysis are considered. In addition, 
economic criteria.  
 
1.4 Organization of the chapters 
A brief description of the problem to be solved, proposed approach, and main 
contributions of this research are described in this chapter. The rest of the thesis is 
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divided in four parts: (i) theoretical background, (ii) validation of the Enhanced-PSO 
method, (iii) optimization of power system reliability using PSO, and (iv) optimization of 
power system performance using PSO. A diagram of the thesis is presented in Figure 1.1. 
Part I, theoretical background, consists in two chapters. Chapter 2 provides a 
literature survey on essential topics of this research. It starts with a general overview of 
optimization techniques for solving complex optimization problems, followed by specific 
methods to solve the problem of optimal allocation of FACTS devices in the power 
network. Chapter 3 focuses on the proposed PSO method. The theory and mathematical 
formulation of this method is explained together with the discrete PSO variant which is 
used when some or all the decision variables are integer numbers. Additionally, the 
concept of the proposed enhanced particle swarm optimizer is described in this chapter. 
Part II, validation of the proposed Enhanced-PSO method, studies the 
performance of the proposed enhanced particle swarm optimizer and compares it with 
other optimization techniques to corroborate its advantages. 
In particular, chapter 4 introduces the optimization problem to be solved, which 
consists in the optimal allocation of multiple STATCOM units in a 45 bus system, part of 
the Brazilian power network. An exhaustive search is carried out in this problem to have 
a certainty of the global optimal solution. 
Chapter 5 describes the implementation of different optimization methods, 
including the canonical and Enhanced-PSO, genetic algorithm (GA), bacterial foraging 
algorithm (BFA), Bender's decomposition and Branch-and-Bound (B&B). 
Chapter 6 discusses and compares the results of the different optimization 
techniques and validates the superior performance of the proposed enhanced particle  
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swarm optimizer. Specifically, the technical discussion focuses in aspects such as 
convergence into feasible regions, global optimality and computational effort. In 
addition, the issue of the scalability of the proposed technique to solve problem in large 
power system is studied. 
Part III, optimization of power system reliability using PSO, includes two 
chapters. Chapter 7, presents basic concepts of reliability of the power system, introduces 
the problem to be solved and describes in detail a proposed multistage PSO-based 
optimization framework. In particular, the description of each stage includes a brief 
background, objective function formulation, and definition of feasible region. 
Chapter 8 discusses the results obtained by the proposed optimization process in 
the IEEE 118 bus system. Specifically, the focus of discussion is the dramatic 
improvement of the reliability achieved by the optimization of existing infrastructure and 
installation of distributed static series compensators (DSSC) and static compensator 
(STATCOM) units. 
Finally, part IV, optimization of power system reliability using PSO, applies the 
proposed Enhanced-PSO method to two optimization stages: (i) the improvement of 
power system steady state performance and (ii) the improvement of the power system 
performance under small and large disturbances. 
Chapter 9 provides a background of techniques and tools to evaluate power 
system performance under steady state and dynamic conditions. It also presents the 
problem to be solved, in this case the improvement of the performance of a 16 machine, 
68 bus system using both series and shunt FACTS devices. 
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Chapter 10 focuses in the optimization of steady state performance using DSSC 
modules and capacitor banks while chapter 11, concentrates in the improvement of the 
behavior of the power system under small and large disturbances using STATCOM 
devices. In both chapters, the description of each stage includes objective function 
formulation and definition of feasible region. Simulation results are also discussed from 
the perspective of the power system performance and the usefulness of the solution to the 
utilities and system operators. The proposed PSO-based optimization frameworks can be 
used as an effective planning tool that provides optimal location, ratings and control 
parameters of series and shunt FACTS devices, considering technical as well as 
economical constraints. 
As a final point, a chapter that summarizes the concluding remarks of the research 
as well as the suggested future work is presented to close this research work. The 
remaining portion of this document corresponds to reference list and FACTS models and 
system data, the latter presented as a series of appendices. 
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CHAPTER 2  
BACKGROUND ON OPTIMAL ALLOCATION OF FACTS DEVICES 
2.1 Introduction 
The purpose of this chapter is to present some general background on 
optimization theory and the current optimization methods to solve the problem of optimal 
allocation of FACTS devices in the power system.  
The overview on optimization theory includes two parts: (i) classical optimization 
methods and (ii) evolutionary computation techniques (ECTs). The first part provides 
definition of different techniques such as linear programming (LP), non linear 
programming (NLP), quadratic programming (QP), integer and mixed integer 
programming (IP and MIP respectively), and dynamic programming (DP). The second 
part introduces general descriptions of ECTs, such as genetic algorithm (GA), 
evolutionary programming (EP), tabu search (TS), simulating annealing (SA), and 
particle swarm optimization (PSO) are described. The type of problems that can be 
solved with these methods, together with the advantages and advantages and 
disadvantages of each method are discussed in this section. 
The optimization techniques applied to the problem of optimal allocation of 
FACTS devices can be separated in three main groups: (i) classical optimization 
algorithms, (ii) allocation of devices based on technical criteria, and (iii) ECTs. All three 
groups are discussed in detail, different problem formulations, simulation results and 
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concluding remarks provide a comprehensive view of the current research effort in this 
area. 
 
2.2 Methods for solving complex optimization problems 
The electric power grid is the largest man-made machine in the world. It consists 
of synchronous generators, transformers, transmission lines, switches and relays, 
active/reactive compensators and controllers. Various control objectives, operation 
actions and/or design decisions in such a system require solving an optimization problem. 
For such a nonlinear non-stationary system with possible noise and uncertainties, as well 
as various design/operational constraints, the solution to the optimization problem is by 
no means trivial. Moreover, the following issues need attention: (i) an appropriate 
optimization technique has to be selected that suits the nature of the problem best, (ii) all 
the system constraints should be correctly addressed, and (iii) a comprehensive yet not 
too complicated objective function should be defined [1]. 
Various methods exist in the literature that address optimization problems subject 
to varying conditions. In its simplest form, any problem can be expressed as: 
 
Min  
Subject to:  
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Different optimization methods are classified based on the type of the search 
space A  Rn and the objective (cost) function f. The simplest technique is linear 
programming (LP) that concerns the case where the objective function f is linear and the 
set A is specified using only linear equality and inequality constraints [2]. In general the 
objective function or the constraints or both contain nonlinearities, raising the concept of 
nonlinear programming (NLP) [3].  
Because NLP is a difficult field, researchers have identified special cases for 
study. A particularly well studied case is the one where the objective function f is 
nonlinear but all the constraints g and h are linear. This problem is referred to as linearly 
constrained optimization, if in addition to linear constraints, the objective function is 
quadratic then the optimization problem is called quadratic programming (QP).  
In general, for a simple case where the possible decisions (potential solutions) can 
be parameterized by finite-dimensional vectors and the quality of these decisions can be 
characterized by a finite set of computable criteria, the solution of the Karush-Kuhn-
Tucker system of equations and inequalities provides all optimal solutions to a nonlinear 
problem. However, to solve this system in an analytical fashion is not always possible, so 
that numerical routines (algorithms that numerically approximate the solutions of the 
problem) are needed [4]. 
The numerical routines in NLP can be classified according to the type of local 
information that they need. From this point of view, the methods are divided into: (i) 
zero-order routines using only values of the objective function and the constraints and not 
using their derivatives; (ii) first-order routines using the values and the gradients of the 
objective function and constraints; (iii) second-order routines using the values, the 
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gradients and the Hessians (i.e. matrices of the second order derivatives) of the objective 
function and the constraints. In principle it could be possible to use higher order 
derivatives, however these are not used in practice because of the difficulties in 
programming, computational time, and memory required [4]. 
In addition to nonlinear conditions, often some or all variables are constrained to 
take on integer values, and the technique is then referred to as mixed integer 
programming (MIP) or strictly integer programming (IP). MIP and IP problems are 
difficult to solve, in fact, no efficient general algorithm is known for their solution. There 
are three main categories of algorithms that can be applied to this type of problem [5]: (i) 
exact algorithms that are guaranteed to find an optimal solution but may take an 
exponential number of iterations, (ii) approximation algorithms that provide in 
polynomial time a suboptimal solution, and (iii) heuristic algorithms that provide a 
suboptimal solution relatively fast, but without a guarantee on its quality.  
While deterministic optimization problems are formulated with known 
parameters, real world problems almost invariably include some unknown parameters. 
This necessitates the introduction of stochastic programming models that incorporate the 
probability distribution functions of various variables into the problem formulation. In its 
most general case, the method is referred to as dynamic programming (DP).Although the 
DP has been mathematically proven to find an optimal solution; it has its own 
disadvantages. Solving the dynamic programming algorithm in most of the cases is not 
feasible. Even a numerical solution requires overwhelming computational effort, which 
increases exponentially as the size of the problem increases (curse of dimensionality). 
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These restrictive conditions lead the solution to a suboptimal control scheme with 
limited look-ahead policies [6]. The complexity level is even further exacerbated when 
moving from finite horizon to infinite horizon problems, while also considering the 
stochastic effects, model imperfections and the presence of the external disturbances. 
Computational intelligence based techniques, such as GA, evolutionary 
programming (EP), tabu search (TS), simulating annealing (SA), and PSO can be 
solutions to the above problems. 
Computational intelligence combines elements of learning, adaptation, and 
biological evolution to create methods that are, in some sense, intelligent [7]. GA, EP, 
TS, SA and PSO, are a subset of computational intelligence, and generic population-
based metaheuristic algorithms for global optimization applications [8]. 
Candidate solutions to the optimization problem play the role of individuals in a 
population, and the cost function determines the environment where the solutions exist. 
Evolution of the population then takes place after the repeated application of operators 
such as inheritance, mutation, natural selection and crossover for evolutionary 
biologically inspired algorithms, or social communication and cultural learning for those 
methods based on swarm intelligence [9]. 
Evolutionary computation algorithms consistently perform well to approximate 
solutions to all types of problems because they do not make any assumption about the 
underlying fitness landscape. They are not largely affected by the size and nonlinearity of 
the problem, and they can perform well in highly constrained and integer (or mixed 
integer) optimization problems. 
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2.3 Current methods for solving the FACTS allocation problem 
Since 1995, researchers have investigated the effects of FACTS devices in the 
power system. Steady state performance as well as dynamic and transient stability have 
been focus areas of study, but mainly for the purpose of finding appropriate controllers 
for these equipments. 
The problem of optimal allocation of FACTS devices, considering technical 
criteria and cost functions, is still in a relatively early stage of investigation. Frequently, 
only technical criteria have been considered and the solutions found are not proven to be 
the global optimum. 
This section presents current methods for allocating FACTS devices in the power 
system. These methods can be separated in three distinctive groups: (i) classical 
optimization methods (section 2.3.1), (ii) methods based on technical criteria (section 
2.3.2), and (iii) evolutionary computation techniques (section 2.3.3). 
In the literature, classical optimization methods have been applied to the optimal 
allocation of FACTS devices, mixed integer linear programming (MILP) [10]-[12], 
mixed integer non linear programming (MINLP) [13]-[16], and sensitivity analysis [17]-
[24]. In the last case, the analysis often differs from classical optimization theory leading 
to a combination of technical parameters upholding mild optimization conditions.  
Considering purely technical criteria, modal analysis [25], [26], constitutes the 
basic approach for this type of problem when dynamic and transient conditions are taken 
into account. 
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Finally, evolutionary computation techniques have been extensively applied 
including: (i) GA [14], [15], [27]-[39], (ii) PSO [38], [40], [41], (iii) SA [39], [42], (iv) 
TS [42], [43], and (v) EP [45], [46]. 
Other methods present in the literature include evolution strategies (ES) [47], 
artificial intelligence (AI) [48], frequency response [49], sequence component [50], 
sequential number [51], stability index [52], and voltage phasor [53]. 
 
2.3.1 Classical optimization methods 
Classical optimization theory has been applied in the literature to the FACTS 
allocation problem in the form of MILP and MINLP.  
In the MILP formulation, the approach is based on DC power flow that allows the 
power system to be represented in a linear manner [10]-[12]. The performance of the 
system is analyzed in steady state conditions considering maximum loadability of the 
system [10]-[12] and total transfer capability (TTC) [10]. The algorithms considered in 
solving the MILP problem are B&B, Gomory cuts [10], [11], and Bender’s 
decomposition [12]. 
The concluding remarks of the MILP approach indicate that the optimization 
process is performed in an efficient manner. However DC power flow is not suitable for 
performing transient analysis, therefore AC models should be considered and then the 
problem becomes non linear. 
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For the formulation based on MINLP, the optimal allocation of FACTS devices is 
determined using, as main criteria, the power price in deregulated markets [13], optimal 
economic dispatch and transmission losses [16], and security enhancement [14], [15]. 
Particularly in the case of security enhancement, the complexity of the problem is 
exacerbated since several states are defined to describe the operation of the power system 
(normal, collapse, corrective, and preventive). These states occur as a consequence of 
stochastic events (failures, topological changes), therefore there are certain probabilities 
associated with each one of them. Additionally, the feasibility of the problem must be 
guaranteed by considering load shedding as a last resort solution to avoid voltage 
collapse. 
In all the studies reported in literature, the algorithm used to solve the 
optimization problem is the Bender’s decomposition that consists of separating the main 
problem into multiple subproblems that are simpler to solve. However, in the case where 
security enhancement is considered, the complexity of the problem requires the 
optimization process to be aided by GA [14], [15]. 
The main conclusions about the MINLP formulation indicate that the size and the 
nonconvexity of the problem, which depend on the system parameters, are critical issues 
that may cause a convergence problem in the algorithm. Authors have proposed the 
investigation of modern heuristics methods to address the nonconvex cases [14]. 
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2.3.2 Methods based on technical criteria 
Another group of methods that the literature have presented to solve the allocation 
of FACTS devices correspond to those based on pure technical criteria, in particular, 
sensitivity analysis for steady state performance and modal analysis for transient and 
dynamic conditions of the power system. 
 
2.3.2.1 Sensitivity analysis  
Sensitivity analysis is a widely used terminology to describe the analysis based on 
the evaluation of the rate of change of one group of variables in a system with respect to 
another group. There are many different ways to perform the analysis depending on the 
selected variables and methodologies used to calculate the sensitivities. 
On the one hand, from the perspective of the classical optimization theory, the 
sensitivities can be calculated using the Lagrange multipliers [24], which provide the rate 
of change of the quantity being optimized as a function of the specific constraint variable.  
On the other hand, technically speaking, different rates of change may be of 
interest depending on the application, therefore many performance indexes can be 
defined such as the real power performance index [17], [18], [21], [22]. For example, this 
index considers the derivatives of the power flow equations with respect to the steady 
state representation of the FACTS devices. Another such index is the single contingency 
sensitivity index [19]; this index considers the percentage of overload in the system’s 
branches for different contingencies and assigns a probability of occurrence to each of 
them. 
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For transient stability, a sensitivity analysis based on critical clearing time (CCT) 
is proposed for optimal allocation of a TCSC in a 10 bus system [20]. The FACTS 
devices are located in those lines where the CCT has its maximum improvement.  
All the indices defined above, with the exception of the Lagrange multipliers, 
constitute a methodology for evaluating the impact of FACTS devices in the system. 
However, to find the best location for each device an exhaustive evaluation of all possible 
locations is required. Therefore, the basis of these methodologies is deficient in the 
formulation and implementation of an appropriate search process to avoid the exhaustive 
search and corresponding computational burden. In addition, these methodologies 
evaluate the sensitivity indices independently for each FACTS device. In this way it is 
not possible to evaluate the combined effect of several of these devices installed in the 
system. 
 
2.3.2.2 Modal analysis 
Modal analysis is the technical method most commonly used to allocate FACTS 
devices when the dynamic and transient conditions for the power system are considered. 
Since modal analysis includes the calculation of the eigenvalues and eigenvectors, 
the method is not suitable for large power systems. The Extended Phillips-Heffron 
method, proposed in [25], is able to handle larger power systems by reducing the order of 
the matrix to a number no larger the number of the machines in the system. However this 
method is validated using a very small power system of 5 buses and 3 machines. 
Another method proposed in literature defines a controllability index as a 
measurement of the damping of inter-area modes of oscillation [26]. This controllability 
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index is based on the relative participation of the parameters of each FACTS device to 
the critical mode. Additionally, in this study a steady state criterion, based on sensitivity 
indices, is applied to also find the optimal locations of the FACTS devices. The result of 
this last search process is different than the case where the controllability indices are 
used. 
In general, from the perspective of finding the optimal location of FACTS 
devices, the modal analysis method offers technical feasibility but no guarantee about the 
optimality of the solution. Moreover, there is a discrepancy when both steady state and 
transient analysis are considered that makes the method not suitable for multi-objective 
optimization. 
 
2.3.3 Evolutionary computation techniques 
A third group of methods to address the problem of optimally allocate FACTS 
devices corresponds to ECTs. In this case, the main objective is to find the optimal types, 
number, sizes, and locations for the FACTS devices in the system. To achieve this goal, 
several criteria are considered such as maximum loadability, minimum cost (installation 
and maintenance), transmission loss minimization, improvement of security margin, and 
maximization of TTC. Some studies also include N-1 contingency analysis [31] and the 
power generation and dispatch problem in deregulated markets [32]. 
The investigation mostly limited to steady state conditions; just two cases 
consider dynamic analysis of the power system. In one of these cases ([33]), the transient 
analysis is not used to allocate the FACTS device but to determine optimal control 
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settings for power system stabilizers (PSS). The other study ([34]) uses small signal 
analysis in order to determine the optimal location and types of FACTS devices. The 
objective function is formulated based on three measurements: overshoot coefficient, 
damping ratio, and a penalty term for those unstable eigenvalues aligned in the right hand 
side plane. 
The results obtained for steady state analysis [14], [15], [27]-[32], [35]-[46], are 
satisfactory in finding global optimum in reasonable computational time; however there 
is no clear indication that one algorithm outperforms all others. 
Several evolutionary computation techniques and hybrid versions can be used to 
address power system problems but the results are highly dependent on the nature of the 
problem and the implementation of the algorithm. In terms of transient analysis, results 
reported considering eigenvalue analysis are promising for small power systems (IEEE 
14 bus system) [34]. 
In general the evolutionary computation techniques perform well in solving mixed 
integer non linear problems. However the scalability of these methods as well as their 
applications to dynamic and transient analysis requires further investigation. 
 
2.4 Summary 
This chapter presents a general overview on optimization techniques and more 
specific details on those methods that have been applied to solve the specific problem of 
optimal allocation of FACTS devices in a power system.  
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The work published by others indicates that there are some disadvantages in using 
classical optimization theory, particularly considering the size of the system and non-
convexity problems. In addition, there are a number of techniques for allocating FACTS 
devices that are based on technical criteria. In these cases, technical feasibility is 
considered, and despite that there is an improvement in the power system performance, it 
is not possible to evaluate the degree of optimality of the solution provided by these 
methods. 
Finally, stochastic search based algorithms, like ECTs, have gained the interest of 
many researchers because of the simplicity in their implementation and their capability of 
handling highly non-linear systems and finding optimal solutions in a reasonable amount 
of computational time. 
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CHAPTER 3  
BACKGROUND ON PARTICLE SWARM OPTIMIZATION (PSO) 
3.1 Introduction 
This chapter presents the basic theory of the PSO method and introduces the 
concept of a new enhanced particle swarm optimizer that is proposed in this research to 
improve the performance of the canonical PSO formulation. 
The theoretical background includes a detailed description of the PSO in the real 
number space with its corresponding mathematical equations, different configurations of 
the swarm (including the gbest and lbest topologies), and an explanation of the PSO 
parameters. 
Additionally, the integer PSO variant that is used when some (or all) the decision 
variables are integer numbers is fully described together with the theory of the proposed 
enhanced particle swarm optimizer. 
 
3.2 PSO Background 
The canonical PSO formulation is based on two fundamental disciplines: social 
science and computer science. In addition, PSO uses the swarm intelligence concept, 
which is the property of a system whereby, the collective behaviors of unsophisticated 
agents that are interacting locally with their environment create coherent global 
functional patterns. Therefore, the cornerstones of PSO can be described as: 
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 Social concepts [54]: It is known that “human intelligence results from social 
interaction”. Evaluation, comparison and imitation of others, as well as learning from 
experience allow humans to adapt to the environment and determine optimal patterns 
of behavior. In addition, a second fundamental social concept indicates that “culture 
and cognition are inseparable consequences of human sociality”. Culture is generated 
when individuals become more similar because of the mutual social learning. The 
sweep of culture allows individuals to move towards more adaptive patterns of 
behavior. 
 Swarm intelligence principles [54] -[58]: swarm intelligence can be described by 
considering five fundamental principles: (i) proximity principle: the population 
should be able to carry out simple space and time computations, (ii) quality principle: 
the population should be able to respond to quality factors in the environment, (iii) 
diverse response principle: the population should not commit its activity along 
excessively narrow channels, (iv) stability principle: the population should not change 
its mode of behavior every time the environment changes, and (v) adaptability 
principle: the population should be able to change its behavior mode when it is worth 
the computational price.  
 Computational characteristics [54]: swarm intelligence provides a useful paradigm for 
implementing adaptive systems. It is an extension of evolutionary computation and 
includes the softening parameterization of logical operators like AND, OR and NOT. 
In particular, PSO is an extension, and a potentially important incarnation of cellular 
automata (CA). The particle swarm can be conceptualized as cells in CA, whose 
states change in many dimensions simultaneously. Both PSO and CA share the 
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following computational attributes: (i) individual particles (cells) are updated in 
parallel, (ii) each new value depends only on the previous value of the particle (cell) 
and its neighbors, and (iii) updates are performed according to the same rules.  
 
3.2.1 PSO in real number space 
In the real number space, each individual possible solution can be modeled as a 
particle that moves through the problem hyperspace. The position of each particle is 
determined by the vector xi  Rn and its movement by the velocity of the particle vi  Rn 
[59], as shown in (3.1). 
)()1()( tvtxtx iii   (3.1)
 
The information available for each individual is based on its own experience (the 
decisions that it has made so far and the success of each decision) and the knowledge of 
the performance of other individuals in its neighborhood. Since the relative importance of 
these two factors can vary from one decision to another, it is reasonable to apply random 
weights to each factor, and therefore the velocity will be determined by: 
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where: 
1, 2 are two positive numbers, called acceleration constants, 
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rand1, rand2 are two random numbers with uniform distribution in the range of 
[0.0, 1.0]. 
pi is the best position that the corresponding particle has found so far, 
pg is the best position of the entire swarm. 
 
The velocity update equation in (3.2) has three major components [60]: 
 The first component is sometimes referred to as “inertia”, “momentum” or “habit”. It 
models the tendency of the particle to continue in the same direction it has been 
traveling. This component can be scaled by a constant as in the modified versions of 
PSO. 
 The second component is a linear attraction towards the best position ever found by 
the given particle: pi (whose corresponding fitness value is called the particle’s best: 
pbest), scaled by a random weight 1rand1.  This component is referred to as 
“memory”, “self-knowledge”, “nostalgia” or “remembrance”. 
 The third component of the velocity update equation is a linear attraction towards the 
best position found by any particle: pg (whose corresponding fitness value is called 
global best: gbest), scaled by another random weight 2rand2. This component is 
referred to as “cooperation”, “social knowledge”, “group knowledge” or “shared 
information”. 
 
According to the formulation above, the following procedure can be used for 
implementing the PSO algorithm [61]. 
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1) Initialize the swarm by assigning a random position in the problem hyperspace to 
each particle, 
2) Evaluate the fitness function for each particle, 
3) For each individual particle, compare the particle’s fitness value with its pbest. If 
the current value is better than the pbest value, then set this value as the pbest and 
the current particle’s position, xi, as pi, 
4) Identify the particle that has the best fitness value. The value of its fitness function 
is identified as gbest and its position as pg, 
5) Update the velocities and positions of all the particles using (3.1) and (3.2), 
6) Repeat steps 2-5 until a stopping criterion is met (e.g. maximum number of 
iterations or a sufficiently good fitness value). 
 
3.2.1.1 Topology of the swarm  
Particles have been studied in two general types of neighborhoods: (i) global best 
(gbest) and (ii) local best (lbest) [54]. In the gbest neighborhood the particles are attracted 
to the best solution found by any member of the swarm. This represents a fully connected 
network where each particle has access to the information of all other members in the 
community (Figure 3.1(a)). However, in the case of using the local best approach, each 
particle has access to the information corresponding to its immediate neighbors, 
according to a certain swarm topology. The two most common topologies are the ring 
topology, where each particle is connected with two neighbors (Figure 3.1(b)), and the 
wheel topology (typical for highly centralized business organizations), where the 
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individuals are isolated from one another and all the information is communicated to a 
focal individual (Figure 3.1(c)). 
Kennedy [62] suggested that the gbest version (Figure 3.1(a)) converges fast but 
may be trapped in a local minimum, while the lbest networks have more chances to find 
an optimal solution, although with slower convergence.  
Kennedy and Mendes [63] have evaluated all the topologies in Figure 1 as well as 
the case of random neighbors. In their investigations with a total number of 20 particles, 
they found that the best performance occurred in a randomly generated neighborhood 
with an average size of 5 particles. 
 
 
Figure 3.1: Swarm topologies: (a) global best, (b) ring topology, (c) wheel topology, (d) 
pyramid topology, (e) Von Neumann topology 
 
  
     
(b) (a)          (c) 
(d)
 
(e)
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They [63] have also suggested that the Von Neumann configuration may perform 
better than other topologies including the gbest version. Nevertheless, selecting the most 
efficient neighborhood structure in general depends on the type of problem. One structure 
may perform more effectively for certain types of problems, yet have a lower 
performance for other problems. 
Additionally, the authors proposed a fully informed particle swarm (FIPS), where 
each individual is influenced by the successes of all its neighbors, rather than just the best 
one and itself [64]. Therefore, instead of adding two terms to the velocity (attraction to 
the individual and global (or local best) and dividing the acceleration constant between 
them, the FIPS distributes the weight of the acceleration constant   equally across the 
entire neighborhood [64]. 
 
3.2.1.2 PSO Parameters  
When implementing the particle swarm algorithm, several issues must be taken 
into account to facilitate the convergence and prevent an “explosion” of the swarm. These 
considerations include limiting the maximum velocity, selecting acceleration constants, 
and the constriction factor or the inertia constant. 
Selection of maximum velocity 
At each iteration step, the algorithm proceeds by adjusting the distance (velocity) 
that each particle moves in every dimension of the problem hyperspace. The velocity of 
the particle is a stochastic variable and is therefore subject to creating an uncontrolled 
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trajectory, causing the particle to follow wider cycles in the problem space [65], [66]. To 
damp these oscillations, upper and lower limits can be defined for the velocity vi [54]. 
Most of the time, the value of the maximum velocity, vmax, is selected empirically 
according to the characteristics of the problem. Generally, if the value of this parameter is 
too high then the particles may move erratically. On the other hand, if vmax is too small 
then the particle’s movement is limited and the optimal solution may not be reached. 
Selection of acceleration constants 
Acceleration constants 1 and 2 in (3.2) control the movement of each particle 
towards its individual and global best position respectively. Small values limit the 
movement of the particles, while large numbers may cause the particles to diverge. Ozcan 
and Mohan [54], [67] conducted several experiments for the special case of a single 
particle in a one dimensional problem space to examine the effect of a deterministic 
acceleration constant. In this particular case, the two acceleration constants were 
considered as a single acceleration constant   =1 + 2, since the individual and global 
best positions are the same. The authors concluded that by an increase in the value of the 
acceleration constant, the frequency of the oscillations around the optimal point 
increases. 
For smaller values of  , the pattern of the trajectory is similar to a sinusoidal 
waveform; however, if the value is increased the complex paths of interwoven cyclic 
trajectories appear. The trajectory goes to infinity for values of   greater than 4.0. 
The effect of considering a random value for the acceleration constant helps to 
create an uneven cycling for the trajectory of the particle when it is searching around the 
32 
 
optimal value. Since the acceleration parameter controls the strength of "(p – x)" terms in 
(3.2), a small value will lead to a weak effect; and the particles will follow a wide path 
and will be pulled back only after a large number of iterations. If the acceleration 
constant is too high then the steps will be limited by vmax. 
In general, the maximum value for this constant should be  = 4.0, or accordingly, 
1 + 2 = 4. A good starting point has been proposed [54], [67] to be 1 = 2 = 2. It is 
important to note that 1 and 2, should not necessarily be equal since the “weights” for 
individual and group experience can vary according to the characteristics of the problem. 
 
Selection of constriction factor or inertia constant 
Empirical studies performed on PSO indicate that even when the maximum 
velocity and acceleration constants are correctly defined, the particles may still diverge. 
Two methods are proposed in the literature to control this “explosion”: constriction factor 
[68]-[70] and inertia constant [71], [72]. 
Constriction factor  
The first method to control the “explosion” of the swarm was developed by Clerc 
and Kennedy [68]. It introduces a constriction coefficient that in the simplest case is 
called “Type 1” () [54]. In general when several particles are considered in a multi-
dimensional problem space, Clerc’s method leads to the following update rule [65]: 
 
 ))1(·(·))1(·(·)1()( 2211  txprandtxprandtvtv igiiii   (3.3)
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where: 
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(3.4)
 
Typically, when this method is used,   is set to 4.1 and the constant  is thus 
0.729. This results in the previous velocity being multiplied by 0.729 and each of the two 
"(p – x)" terms being multiplied by 1.49.  
In general, the constriction factor improves the convergence of the particle over 
time by damping the oscillations once the particle is focused on the best point in an 
optimal region. The main disadvantage of this method is that the particles may follow 
wider cycles and may not converge when the individual best performance pi is far from 
the neighborhood’s best performance pg (two different regions). 
Inertia constant 
The second method (proposed by Shi and Eberhart [71], [72]) suggests a new 
parameter that will only multiply the velocity at the previous time step, i.e., vi(t-1), 
instead of having one parameter multiplying the whole right hand side as in (3.3). This 
parameter can be interpreted as an inertia constant (ic), that results in the modified 
equation for the velocity of the particle [54] presented in (3.5). 
 
1 1 2 2( ) ( 1) · ·( ( 1)) · ·( ( 1))i i i iic i gv t v t rand p x t rand p x t          
     
  (3.5) 
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The inertia constant can be either implemented as a fixed value or can be 
dynamically changing [65], [69], [73]. Essentially, this parameter controls the exploration 
of the search space, therefore an initially higher value for ic (typically 0.9) allows the 
particles to move freely to find the global optimum neighborhood fast. Once the optimal 
region is found, the value of the inertia constant can be decreased (usually to 0.4) to 
narrow the search, shifting from an exploratory mode to an exploitative mode. 
Commonly, a linearly decreasing inertia constant (first introduced by Shi and Eberhart 
[74], [75]) has produced good results in many applications; however, the main 
disadvantage of this method is that, once the inertia constant is decreased, the swarm 
loses its ability to search new areas because it is not able to recover its exploration mode 
(which does not happen with Clerc’s constriction coefficient [68]). 
 
3.2.2 Discrete particle swarm optimization 
The general concepts behind optimization techniques initially developed for 
problems defined over real-valued vector spaces, such as particle swarm optimization, 
can also be applied to discrete-valued search spaces where either binary or integer 
variables have to be arranged into particles. In general, when integer solutions are 
needed, the positions of the particles can be determined by rounding off the real values to 
the nearest integer [76]. Equations (3.1) and (3.2), developed for a real number space, are 
used to determine the new position for each particle. Once xi(t)n  is determined, its 
value in the dth dimension is rounded to the nearest integer value using  (3.6). 
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The results presented by Laskari et al. [77] using integer PSO indicate that the 
performance of the method is not affected when the real values of the particles are 
truncated. Moreover, integer PSO has a high success rate in solving integer programming 
problems even when other methods, such as branch-and-bound, fail [77]. 
 
3.3 Proposed enhanced particle swarm optimizer 
As part of this research, an enhanced particle swarm optimizer is proposed. The 
canonical PSO algorithm, described previously in section 3.2, is enhanced by adding a 
basic logic to the particles to facilitate the search through the problem hyperspace. 
The additional logic in each individual is defined by the following rules: 
 
 If the corresponding particle’s pbest and the gbest positions are both feasible 
solutions (i.e. solutions that satisfy all the constraints of the problem), then the 
velocity update is performed according to (3.5). 
 
 If the particle has not found a feasible solution yet, then the velocity update equation 
is replaced by: 
 
( ) ( 1) · ·( ( 1))i i iic gv t v t rand p x t      
   
          (3.7)
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where: 
  is a single acceleration constant:     = 1 + 2, 
rand is a random number with uniform distribution in the range of [0, 1]. 
 
This means that when the particle has not found a feasible solution by itself then it is 
better to rely on the social rather than the self knowledge, thus the particle follows the 
best particle in the swarm. 
 
 If none of the particles have found a feasible solution (the gbest value and the pbest 
value are both infeasible) then the velocity of the particles are updated using a 
random value of the maximum velocity as shown in (3.8). 
 
 )(...)2()1()( maxmax2max1 Dvrvrvrtv Di            (3.8)
 
where: 
rh is a random number with uniform distribution in the range of [0, 1], and 
h{1,..., D}, 
vmax(h) is the maximum velocity in the hth dimension of the problem hyperspace, 
D is dimension of the problem hyperspace.  
 
In this last case, when a feasible solution has not been found by any member of the 
swarm, the particles may get confused by following the directions represented by the 
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gbest and pbest positions. As a consequence the particles move erratically in the 
problem hyperspace. Therefore, it is advantageous to assign random values to the 
velocity component so that only the limits represented by the maximum velocity are 
considered. 
 
3.4 Summary 
This chapter presents the fundamental theory to understand the PSO method that 
will be used in this research. 
The chapter covers the canonical PSO formulation, the integer PSO version that it 
is used to handle integer variables, and the new Enhanced-PSO method, which is 
proposed in this study to improve the performance of the PSO algorithm, in particular to 
aid the initial search for feasible solutions. 
The following chapters, corresponding to part II of this research, are dedicated to 
validate the proposed Enhanced-PSO method as an efficient algorithm for solving the 
problem of improving the power system performance using FACTS devices. 
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CHAPTER 4  
PROBLEM DESCRIPTION AND EXHAUSTIVE SEARCH 
4.1 Introduction 
Part II of this research, consisting in chapters 4, 5 and 6, focuses on the validation 
of the superior performance of the proposed Enhanced-PSO formulation (as compare 
with other optimization techniques) in solving the problem of optimal allocation of 
FACTS devices in a power system. 
This particular chapter presents the details of the problem to be solved: the 
optimal allocation of multiple STATCOM units in a 45 bus system, part of the Brazilian 
power network. 
Initially, the problem to be solved is described in detail by considering the 
characteristics of the power system, the objective function and the system constraints 
(section 4.2). Then, an exhaustive search is performed in order to identify the global 
optimum of the problem (section 4.3). This exhaustive search also provides useful 
information about the problem hyperspace, its feasible regions (areas that contain 
solutions which satisfy all the system constraints), and the total computational effort 
involved, which can later on be used as a point of comparison for the computational times 
obtained by the optimization algorithms. 
It is important to mention that, in this study, the STATCOM units (model 
described in Appendix A) are selected as an illustrative example, however the same 
method can be also applied to SVC devices or capacitor banks. 
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4.2 Problem statement 
The multimachine power system used for this study appears in Figure 4.1 (details 
of the system data are presented in appendix B). It corresponds to a part of the Brazilian 
power network and it has two distinct load centers, one of them located among buses 
377-380 and the other among buses 430-433. The existence of these two load centers 
suggests that the voltage support should be done through two STATCOM units.  
 
 
Figure 4.1: One line diagram of the 45 bus system, part of the Brazilian power network. 
 
For implementing the optimization algorithms, two main aspects must be 
considered in the definition of the problem statement: (i) identify a proper objective 
function, (ii) characterize the set of feasible solutions (constraints definition). 
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4.2.1 Objective function  
In this case there are two goals that have to be accomplished: (i) minimize the 
voltage deviations at all the buses in the system and (ii) minimize the STATCOM 
sizes/ratings. Thus, two metrics J1 and J2 are defined as in (4.1) and (4.2). 
 
 


Nbus
i
iVJ
1
2
1 1  (4.1)
where: 
J1 is the voltage deviation metric, 
Vi is the value of the voltage at bus i in p.u., 
Nbus is the total number of buses in the system. 
 



Nunits
j
jJ
1
2   (4.2)
 
where: 
J2 is the STATCOM size metric, 
j is the sizes, in MVA, of STATCOM unit j, 
Nunits  is the number of STATCOM units to be allocated. 
 
The multi-objective optimization problem can now be defined using the weighted 
sum of both metrics J1 and J2 to create the objective function J shown in (4.3). The best 
solution is the one for which J is a minimum. 
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where: 
J is the overall objective function. 
 
The weight that multiplies each metric is adjusted to reflect the relative 
importance that each goal has with respect to the other. In this case, it is decided to give 
equal importance to both metrics, giving values of 1 = 1 and 2 = 1/500, so that the two 
terms in the objective function are comparable in magnitude. 
 
4.2.2 Search Space (constraints) 
There are several constraints in this problem regarding the characteristics of the 
power system and the desired voltage profile. Each of these constraints represents a limit 
in the search space. For instance, the network in Figure 4.1 has 10 generator buses where 
voltages are regulated by each generator’s automatic voltage regulator (AVR). These 
generator buses do not need a STATCOM and are omitted from the search process, 
leaving 35 other possible locations for the STATCOM units. 
Also, considering the topology of the system, the bus numbers are limited to the 
range from 1 to 45, thus the constraint shown in (4.4) have to be considered. 
 
 1 , 1, 2,...,j bus unitsN j N    (4.4)
where: 
j is the location of STATCOM unit j. 
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Additionally, the event of having more than one STATCOM unit connected to the 
same bus is considered infeasible, giving the restriction in (4.5). 
 
jiji ,   (4.5)
 
The desired voltage profile requires 45 restrictions defined as (4.6). 
 
 0.95 1.05 , 1, 2,...,i busV i N    (4.6)
 
Each solution that does not satisfy the above restrictions is considered infeasible. 
Finally, to limit the sizes of the STATCOM units the restrictions in (4.7) are applied. 
 
 0 250 , 1, 2,...,j unitsj N    (4.7)
 
4.3 Exhaustive search 
The multimachine power system in Figure 4.1 has 10 generators buses. At each of 
these buses the voltage is regulated by the corresponding generator's AVR and therefore 
no STATCOM unit is needed. For this reason, the generator buses are omitted from the 
searching process, leaving 35 possible locations for the STATCOM. 
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The exhaustive search is performed by running a power flow computation for 
each possible solution, in other words, for each possible combination of locations and 
sizes. Considering the total problem hyperspace, for this medium size power system, this 
search implies a total computational effort of 37,187,500 power flows. This number is 
calculated considering all possible pairs of locations multiplied by the number of possible 
combinations of STATCOM sizes. 
After the exhaustive search is completed, it is possible to determine the feasible 
solutions among the total problem hyperspace. The feasible region of the problem is 
small, scattered and non convex. It is not possible to plot the entire feasible region since 
the dimensions are greater than three, however for illustrative purposes Figure 4.2 shows 
the best scenario considering all possible bus locations and maximum STATCOM sizes 
of 250 MVA for each unit. 
The figure shows in black the solutions that are infeasible (solutions that have one 
or more constraint violations) and in white the solutions that are feasible (solutions that 
satisfy the problem constraints). The feasible regions (in white) represent a small portion 
of the total problem hyperspace. 
For this simplified version of the problem, where the size of each unit is fixed at a 
maximum value of 250 MVA, only 15 pairs of locations (1, 2) provide feasible 
solutions of where to place STATCOM units 1 and 2 (white areas in Figure 4.2). This 
value of 15 corresponds to 2.52% of the 595 total possible combinations as shown in 
Figure 4.3.a.  
In the case where locations and sizes are considered for both STATCOM units, 
there are 414,750 combinations that meet all constraints, representing just 1.12% of the 
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total hyperspace of 37,187,500. Figure 4.3.b shows the percentage of the feasible region 
with respect to the total number of cases. 
 
 
Figure 4.2: Feasible region (white areas) over total problem hyperspace 
 
 
 
 
 
Figure 4.3: (a) Percentage of feasible locations over total possible combinations, (b) 
percentage of feasible solutions over total problem hyperspace 
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The global optimal solution is to place one STATCOM unit of 75 MVA at bus 
378 and the second unit of 92 MVA at bus 433. The effect of the two STATCOM units is 
shown in Figure 4.4. 
After the devices are optimally placed, all bus voltages are within the desired 
range of ±5% voltage deviation. Additionally, the voltage deviation metric J1 improves 
by 26.5 % from an original value of 0.2482 to 0.1824. 
 
 
Figure 4.4: Voltage profile without (--) and with STATCOM units (--) 
 
4.4 Summary 
This chapter presents the description of the problem of optimal allocation of 
multiple STATCOM units in a 45 bus system, part of the Brazilian power network. The 
objective function is to improve the voltage profile of the system, by minimize the sum of 
voltage deviations, at minimum cost (minimum rating for each device). 
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The system constraints include to keep all bus voltage deviations between ±5% of 
the corresponding nominal voltage, limit the size of each STATCOM device to a 
maximum of 250 MVA, exclude the generator buses from the search and avoid multiple 
units connected to the same bus. 
After the problem description, an exhaustive search is performed to investigate 
the characteristics of the problem hyperspace, calculate the computational effort and 
ultimately find the global optimal solution to the problem. 
The results of the exhaustive search have indicated that only 1.12% of the total 
possible solutions lead to feasible conditions (all system constraints are satisfied). 
Moreover, this small percentage of solutions is scattered among the total problem 
hyperspace making really challenging for an optimization algorithm to converge into a 
feasible region. 
Regarding the computational effort, for this particular problem, an exhaustive 
search takes 37,187,500 power flows to evaluate all possible solutions and find the global 
optimum. 
Finally, the global optimal solution is to place one STATCOM unit of 75 MVA at 
bus 378 and the second unit of 92 MVA at bus 433. After the devices are optimally 
placed, all bus voltages are within the desired range of ±5% voltage deviation, and the 
voltage deviation metric improves by 26.5 %. 
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CHAPTER 5  
IMPLEMENTATION OF OPTIMIZATION ALGORITHMS 
5.1 Introduction 
Part II of this research, consisting in chapters 4, 5 and 6, focuses on the validation 
of the superior performance of the proposed Enhanced-PSO formulation (as compare 
with other optimization techniques) in solving the problem of optimal allocation of 
FACTS devices in a power system. 
The previous chapter (chapter 4) provides the details of the problem to be solved 
and the results of an exhaustive search performed to find the global optimal solution to 
this problem. 
This chapter presents the implementation of the Enhanced-PSO and several other 
optimization methods that are used as points of comparison. In particular, these other 
optimization methods corresponds to the canonical PSO formulation, genetic algorithm 
(GA) and bacterial foraging algorithm (BFA), and then Bender's decomposition and 
Branch-and-Bound (B&B) which are classical optimization methods.  
Since the background of PSO, both canonical and Enhanced-PSO formulation, are 
extensively discussed in chapter 3, this chapter focuses in the implementation of the 
fitness function, particle definition and search space constraints. Emphasis is given in 
selecting the optimal PSO parameters: different sets of PSO parameters are tried multiple 
times and a statistical analysis is used to identify those parameters that produce the best 
performance of the algorithm. 
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For the other algorithms, GA, BFA, Bender's decomposition and B&B, which are 
used to compare the performance of the proposed Enhanced-PSO method, a brief 
theoretical background, problem formulation, and parameter settings are presented.  
 
5.2 Particle swarm optimization 
5.2.1 Theoretical framework 
The canonical PSO formulation presented in chapter 3 (sections 3.2 and 3.3) and 
the proposed enhanced particle swarm optimizer described in section 3.4 of the same 
chapter are used for solving the problem of optimal allocation of multiple STATCOM 
units in the power system.  
In particular the canonical PSO, considers the mathematical relationships in (3.1), 
(3.5), and (3.6), and the Enhanced-PSO formulation includes (3.7) and (3.8) in addition to 
the previous three equations. 
 
5.2.2 Algorithm implementation 
To correctly implement the PSO algorithm (canonical and enhanced versions), 
several aspects have to be considered: (i) define a proper fitness function to evaluate the 
performance of each individual in the population, (ii) define the particle vector such that 
each individual represents a potential solution to the optimization problem, (iii) 
characterize the search space taking into account feasible solutions and discarding  
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infeasible ones, and (iv) tune parameters, such as inertia and acceleration constants, to 
achieve optimal performance of the algorithm (less computational effort, more accuracy, 
etc.). 
 
i)   Fitness function definition 
To evaluate each particle’s position it is necessary to define a fitness function that 
can properly take into account the main objectives that are pursued. In this case the 
fitness function corresponds to the objective function defined in (4.3). 
 
ii)   Particle definition 
The particle is defined as a vector containing the location (bus number) of the two 
STATCOM units and their sizes as shown in (5.1). 
 
 1 1 2 2ix      (5.1)
 
All components of the particle vector (bus numbers and sizes) are integer 
numbers, thus  xi  Z4. 
 
iii)   Search space definition 
The following rules are applied to guarantee that all the particles move only over 
the feasible region: 
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 Each time that a particle’s new position includes a generator bus, the position is 
changed to the geographically closest load bus. 
 Considering the location constraint presented in (4.4), where all the bus numbers 
must be between 1 and 45, the algorithm is programmed to re-randomize the value 
of 1 or 2 if the corresponding constraint is violated. 
 Additionally, it is not permitted to have two STATCOM units connected to the same 
bus (4.5), so if this event happens, the second STATCOM is relocated to the nearest 
bus. 
 Considering the voltage profile constraint in (4.6), if the solution does not satisfy the 
maximum voltage deviation for all the buses, then the corresponding fitness function 
value is set to infinity. 
 Finally, if the maximum size of one of the STATCOM units is exceeded or if a 
negative value is calculated (4.7) then 1 or 2 is re-randomized accordingly. 
 
iv)   PSO parameters 
In the PSO algorithm, there are five different parameters to be tuned for optimal 
performance: (a) type and value of inertia constant (ic), (b) acceleration constants (1 
and 2), (c) maximum velocity (Vmax) for each dimension of the problem hyperspace, (d) 
number of particles in the swarm, and (e) maximum number of iterations.  
While the values for acceleration constants, maximum velocity, and inertia 
constant are mostly related to the nature of the problem (allocation of FACTS devices), 
the values of the number of particles and maximum number of iterations are associated 
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with the size of the problem hyperspace, which depends on the size of the power system 
and the number of units to be allocated.  
In this study, a statistical analysis is carried out to determine the optimal values 
for all five PSO parameters and general guidelines are suggested for setting the values of 
the first three parameters (acceleration constants, maximum velocity and inertia 
constant). The different values considered for the PSO parameters are summarized in 
Table 5.1. 
In order to construct some general rules for the selection of the number of 
particles and the maximum number of iterations, the scalability of the Enhanced-PSO 
algorithm is studied separately using the previously described 45 bus system as well as 
the IEEE 118 bus system. The results of that study are presented separately in chapter 6, 
section 6.4. 
 
a) Regarding the type and value of inertia constant, three approaches are considered: 
fixed value, linearly decreasing and randomly decreasing inertia constant. In the fixed 
value approach, the values of 0.5, 0.7 and 0.9 are considered. The linearly decreasing 
inertia weight improves the convergence of the swarm by reducing the inertia weight 
from 0.9 to 0.1 in even steps over the maximum number of iterations (5.2). The third 
method, the randomly decreasing inertia weight, introduces a random factor in the 
previous approach in order to prevent the swarm from getting trapped in a local 
minimum (5.3). 
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      
(5.2)
 
10.9 0.8
max_ 1ic
iterk
iter
         (5.3)
 
where: 
ic  is the inertia constant at iteration i, 
iter  is the iteration number, 
max_iter  is the maximum number of iterations, 
k  is a random number between 0 and 1. 
 
b) To evaluate the effect of giving more importance to the individual’s best or the 
swarm’s best in finding the optimal solution, a set of three values for the individual 
acceleration constant are evaluated: 1 = {1.5, 2, 2.5}. The value for the social 
acceleration constant is defined as in all the cases as: 2 = 4 - 1. 
 
c) Three different values for maximum velocity are considered for each dimension of 
the problem hyperspace. In the case of the bus location a maximum velocity of 5 
(smooth movement), 7 (normal velocity) and 9 (rapid changes allowed) are studied. 
As for STATCOM sizes, the maximum velocity values correspond to 25, 50, 75 
MVA.  
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d) The values for the maximum number of particles are 15 and 20. As the number of 
particles increases, the more evaluations of the fitness functions are required, thus the 
computational effort increases. 
 
e) Finally, maximum numbers of iterations of 50, 75, and 100 are carried out to evaluate 
the performance of the PSO. 
 
Table 5.1 presents a summary of the values considered in determining the optimal 
set of parameters for the PSO algorithm (canonical and enhanced versions).  
 
Table 5.1: Tested values for PSO parameters 
Parameter Tested values 
Inertia constant Fixed inertia weight: {0.5, 0.7, 0.9} 
Linearly decreasing inertia weight 
Randomly decreasing inertia weight 
Individual acceleration constant (c1) {1.5, 2.0, 2.5} 
Maximum velocity for bus location {5, 7, 9} 
Maximum velocity for STATCOM size {25, 50, 75} 
Number of particles {15, 20} 
Maximum number of iterations {50, 75, 100} 
 
 
A total number of 50 trials, per set of parameters, are carried out and a statistical 
analysis is performed to find the optimal PSO parameters. The performance of the PSO is 
evaluated in terms of the quality of the solution found (minimum, maximum and mean 
values), accuracy of the algorithm in finding the optimal solution (standard deviation), 
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and convergence rate (number of times that the algorithm finds feasible solutions). The 
optimal values of each of the PSO parameters, determined through this statistical study, 
are shown in Table 5.2. 
Considering the results presented in Table 5.2, the parameter settings of the PSO 
algorithm, for addressing the problem of optimal allocation of FACTS devices in the 
power system, can be selected using the following guidelines: 
 
Table 5.2: Optimal PSO parameters (canonical and enhanced versions) 
Parameter Optimal value 
Inertia constant Linearly decreasing 
Individual acceleration constant (c1) 2.5 
Social acceleration constant (c2) 1.5 
Maximum velocity for bus location 9 
Maximum velocity for STATCOM size 50 
Number of particles 20 
Maximum number of iterations 100 
 
 
 Implement a linearly decreasing inertia constant that provides a wide range of 
movement in the early search and has less influence in the later stages where the 
search has narrowed in promising areas. A suitable scheme is proposed in (5.2). 
 Give more emphasis to the self knowledge as compare to the social information 
channels. An individual acceleration constant of 2.5 is proposed in this study. 
 A maximum velocity for the FACTS location equal to the nearest integer of 25% of 
the total domain (total number of buses for shunt units or total number of lines for 
series devices). 
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 A maximum velocity for the FACTS unit size equals to 20% of the maximum 
device's rating. 
 
5.3 Genetic algorithm 
5.3.1 Theoretical framework 
The GA is an evolutionary computation technique that patterns itself after Charles 
Darwin’s “survival of the fittest” concept. Through selection of parents, crossover 
between members of the current population, and mutation of the offspring, the population 
evolves and after a number of generations it approaches an optimal fitness [78]-[82]. 
After the population data is initialized, the fitness of each individual is evaluated 
through the use of a fitness function. The fitness function value quantitatively compares 
each individual of the current generation to obtain a fitness ranking (ordering) of all the 
members. Higher ranking individuals have fitness values that are closer to the optimal 
fitness value and vice versa for lower ranking individuals. After the fitness of each 
individual has been assessed, a subgroup of individuals is selected to become the parents 
for the next generation [78], [82]. 
There are several ways to determine which members of the population will 
produce offspring.  Tournament selection begins by randomly selecting a group of two or 
more parents from the population and then choosing the individual within the group with 
the best fitness value for crossover.  Elitism is another selection method that copies the  
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elite (highest ranking) members of the current population into the new population while 
the rest of the new population is generated through random selection of parents or any 
other alternative way.  A third method of parent selection is the “roulette wheel”, where 
potential parents are assigned a probability of being selected based on their rank such that 
higher-ranking individuals receive higher probabilities of being selected. 
Once the two parents are chosen, crossover between them will produce two 
offspring. The crossover operator applies to the parents according to a pre-defined 
crossover probability [81]. If the crossover is not allowed, then the two offspring will be 
identical to the parents. On the other hand, if crossover is allowed, a portion of each 
parent’s genes goes to one child and the rest to the other. In this way, two individuals 
containing the same number of genes are produced. 
The split point, or point where the parents’ genes are divided in two, can be pre-
determined before crossover or chosen randomly for each set of parents. 
After crossover, there is a chance that any number of the offspring’s genes may be 
mutated or altered.  This probability is generally small to prevent changing the original 
offspring too much.  Each gene of the new individual is given the possibility of mutation, 
in other words, the genes are treated independently and this results in anywhere from zero 
to all genes being mutated. 
The previous generation is replaced by the new generation and the entire process 
is repeated until a terminating condition is reached, such as maximum number of 
generations, satisfying convergence for the population’s overall fitness, or minimum 
improvement of the fitness value from one generation to the next. 
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5.3.2 Algorithm implementation 
The GA requires the following aspects be considered: (i) define a proper fitness 
function, (ii) define the chromosome’s structure, (iii) characterize the search space, (iv) 
identify the parent selection scheme, and (v) determine parameters, such as number of 
elite members, crossover probability, split point, mutation probability, number of 
chromosomes, and maximum number of generations. 
 
i)   Fitness function definition 
In this case, the same fitness function used in the PSO algorithm, (4.3), is used to 
evaluate the performance of the chromosomes. 
 
ii)   Chromosome structure 
The chromosome structure represents a potential solution to the problem and thus, 
it is defined as the decision vector containing the location of the two STATCOM units as 
well as their sizes as shown in (5.1). 
 
iii)   Search space definition 
The same rules described for the PSO method are applied to guarantee that all the 
particles move only over the feasible region. 
 
iv)  Selection method  
For this particular application of GA, the roulette wheel method is chosen to 
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perform the selection of the parents.  The parents are selected according to their fitness 
(rank), the better the fitness value is the higher the chance of the corresponding 
chromosome being selected.  
This process can be visualized as a roulette wheel (pie chart) where all 
chromosomes in the population are placed according to their normalized fitness. Then a 
random number is generated to decide the chromosome to be selected. Chromosomes 
with higher rank are selected more times since they occupy more space on the pie. 
 
v)   GA parameters 
There are six different parameters to be tuned in GA: (a) percentage of elite 
members, (b) crossover probability, (c) split point, (d) mutation probability, (e) number 
of chromosomes, and (f) maximum number of generations. In contrast to the PSO 
algorithm, where the values of parameters are problem dependant, in GA the performance 
of the algorithm is not particularly sensitive to these parameters. Literature suggests very 
narrow ranges for most of the GA parameters based on studies in several fields and 
applications. As a result, the parameters presented in Table 5.3 are used in the GA search 
process in this study. 
Table 5.3: GA parameters 
Parameter Optimal value 
Percentage of elite members 10% 
Crossover probability 85% 
Mutation probability 5% 
Split point  2 
Number of chromosomes 20 
Maximum number of generations 100 
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For the parameters shown in Table 5.3, it is important to mention that the number 
of chromosomes and maximum number of iterations are the same as for the PSO 
algorithm, so these two evolutionary computation techniques can be compared based on a 
statistical analysis. Additionally, the parameter called “split point” is fixed at the value of 
2 since the solution of the problem corresponds to a “location-size” pairing that is not 
possible to separate. Therefore a split point equal to 1 or 3 would generate meaningless 
offspring. 
 
5.4 Bacterial foraging algorithm 
5.4.1 Theoretical framework 
The BFA is based on the movement patterns of E. coli in the intestines. Each 
individual, in this case a bacterium, represents a possible solution to the problem. The 
algorithm considers four successive processes: Chemotaxis, Swarming, Reproduction and 
Elimination [83]-[85]. 
a) Chemotaxis: the bacteria move towards better nutrient concentrations avoiding 
noxious substances, and search for ways out of neutral media. The bacterium takes a 
tumble followed by a tumble or a tumble followed by a run. For Nc number of 
chemotactic steps the direction of movement after a tumble is given by (5.4). 
 
)()(),,(),,1( jiClkjlkji    (5.4)
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where: 
C(i) is the step size taken in direction of the tumble, 
j is the index for the chemotactic step, 
k is the index for the number of reproduction step, 
l is the index for the number of elimination-dispersal event, 
φ(j) is the unit length random direction taken at each step. 
 
If the fitness function value at θi(j+1, k, l) is better than the one corresponding to 
θi(j, k, l) then the bacterium takes another step of size C(i) in that direction. This 
process continues until the number of repetitions per chemotactic cycle reaches a 
maximum of Ns. 
 
b) Swarming: in times of stress the bacteria release attractants to signal all bacteria to 
swarm together. Each bacterium also releases a repellant to signal others to be at a 
minimum distance from it. Thus all the bacteria will have a cell-to-cell attraction via 
attractant and cell-to-cell repulsion via repellant.  
The equation involved in the process is shown in (5.5). 
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where: 
dattract is the depth of the attractant, 
wattract is a measure of the width of the attractant, 
hrepellant  is the height of the repellant effect, 
wrepellant is a measure of the width of the repellant, 
p is the number of parameters to be optimized, 
S is the number of bacteria. 
 
The bacteria moving towards better nutrient concentrations can be represented by: 
 
),(),,,( PJlkjiJ cc   (5.6)
 
where: 
J(i,j,k,l) is the fitness function. 
 
c) Reproduction: after Nc chemotactic steps, the population of bacteria is allowed to 
reproduce. Sr (Sr=S/2) bacteria having the worst fitness function value die and the 
remaining Sr are allowed to split into two thus keeping the population size constant. 
 
d) Elimination-Dispersal: at an elimination-dispersal event, each bacterium is eliminated 
with a probability of ped. This probability ped should not be large or it can lead to an 
exhaustive search. 
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5.4.2 Algorithm implementation 
The BFA requires: (i) to define a proper fitness function, (ii) to define the 
bacterium’s position, (iii) characterize the search space, and (iv) determine BFA 
parameters, such as number of bacteria, number of chemotactic cycles, number of swim 
steps, number of reproductions, number of elimination-dispersal loops, probability of 
elimination, maximum distance, attraction coefficients, and repellent coefficients. 
 
i)   Fitness function definition 
The fitness function in (4.3) is used to evaluate the nutrient concentrations.  
Since the BFA search mechanism follows the best nutrient gradient, for this 
particular case, the voltage profile constraint in (4.6) is incorporated to the main objective 
function: 
 
 45
1
)(iVJJ vpBFA   (5.7)
 
where: 
J is the overall objective function as defined in (4.3), 
Vv(i) is a voltage violation indicator, which is equals to 1 if the voltage as bus i is 
either lower than 0.95 or greater than 1.05, and zero otherwise,   
p is a penalty weight equals to 1.5. 
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ii)   Bacterium's structure 
Analogous to the PSO's particles and GA's chromosomes, the bacteria structures 
represents potential solutions to the problem. They are defined as the decision vector in 
(5.1) which contains the location of the two STATCOM units and their sizes. 
 
iii)   Search space definition 
To ensure that all bacteria move in the feasible region, the following rules are 
applied: 
 If a bacterium's new position corresponds to a generator bus, the position is changed 
to the geographically closest load bus. 
 If the location constraint in (4.4) is violated, then the value of 1 or 2 is re-
randomized. 
 If two bacteria's positions concur at the same bus, then the second STATCOM is 
relocated to the geographically nearest bus. 
 If the maximum size of the STATCOM is exceeded (or if a negative value is 
calculated) then 1 or 2 are re-randomized accordingly.  
 
iv) BFA parameters  
For this particular study, trial an error is used to find the best parameters for the 
BFA. A summary of the parameters and their corresponding best values appear in Table 
5.4. 
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Table 5.4: BFA parameters 
Parameter Optimal value 
Number of bacteria 20 
Number of chemotactic cycles (Nc) 30 
Number of swim steps (Ns) 3 
Number of reproductions (Nre) 3 
Number of elimination-dispersal loops (Ned) 2 
Probability of elimination (Ped) 0.5 
Maximum distance (C(i)) 4 
Attraction coefficients dattract and wattract 0.1 
Repellent coefficient drepel and wrepel 0.05 
 
 
5.5 Bender's decomposition   
5.5.1 Theoretical framework 
Benders’ decomposition is a classical optimization technique that is mainly used 
to solve large scale optimization problems [5], [86]. In basic terms, this technique 
separates two sets of decisions that are made in two consecutive stages. 
In the first stage of the decision making, some of the constraints are delayed to 
reduce the complexity of the original (master) problem. In the second stage, some of the 
parameters that influence the decision, whose values were originally uncertain, become 
known and fixed after the first decision vector is found. Thus the secondary problem is 
reduced in complexity and in the number of variables [5]. 
To illustrate the method, the following general formulation of a non linear 
problem with continuous variables can be considered: 
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The decision vector Z can be separated into vectors X and Y, such that the first 
stage involves the choice of the decision vector X and then, in the second stage, vector Y 
is chosen. The objective function is reformulated to consider the first stage decision 
making. Additionally, the sets of equality and inequality constraints, gi and hj are 
separated, thus the first stage optimization problem corresponds to: 
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It is assumed that there are K possible scenarios and the best scenario is only 
revealed after vector X is chosen [86]. Now, assign the index w to the best scenario, then 
the second stage decision variable becomes Yw and the corresponding optimization 
problem can be formulated as: 
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This problem may then be solved using standard optimization techniques. 
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5.5.2 Algorithm implementation 
In the case of the STATCOM allocation problem, the master problem considers 
the decision vector Z that consists of selecting the optimal locations, 1 and 2, and the 
optimal sizes 1 and 2. The natural separation for vectors X and Yw becomes locations 
(X=[1, 2]) and sizes (Yw=[1, 2]), and consequently the separation of the constraints 
can be stated as follows: 
1) For the first stage of the decision making: sizes of the STATCOM units become 
delayed constraints, thus the reactive power limits for these devices are relaxed in the 
solution of the power flow. The voltage references for the STATCOM units are set to 
be 1.0 p.u. for each of them. The objective function of the problem corresponds to the 
voltage deviation metric (J1) defined in (4.1). 
 
2) For the second stage of the decision making: with the locations of the devices 
determined, the set of constraints is limited to those related to the maximum size of 
each unit (4.7). The objective function includes both, the voltage deviation metric and 
the STATCOM size metric, as in (4.3). 
 
5.6 Branch-and-bound 
5.6.1 Theoretical framework 
The total enumeration method, also called exhaustive search, evaluates every 
feasible solution to the problem and selects the best. The computational effort involved is 
68 
 
then reasonable for small problems where the number of solutions is a small finite 
number, but this is not the case for the vast majority of the real and practical problems. 
B&B is a classical approach to search for an optimum feasible solution by performing 
only a partial evaluation of the possible solutions [5], [86], [87]. 
Considering a general non linear optimization problem: 
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Then denote K0 as the set of feasible solutions to this problem and f0 as the 
unknown optimal objective value.  The main tools in the algorithm are the following:  
 Branching or Partitioning: in the course of applying B&B, K0 is partitioned into many 
simpler subsets. Each subset is a set of feasible solutions of a problem called the 
“candidate problem” (CP), which is the original problem augmented by additional 
constraints called branching constraints. At each step, one of the promising subsets is 
chosen and an effort is made to find the best feasible solution from it. If the best 
feasible solution of that set is found, or the set is empty because all solutions are 
infeasible, then it is said that the associated candidate problem is "fathomed" and the 
corresponding set of solutions is no longer considered. If the subset is not fathomed 
then it is partitioned into simpler subsets and the same procedure is repeated [87]. 
 Bounding: the algorithm proceeds to find upper and lower bounds for the optimal 
objective value f0. There is only one upper bound u at each stage, which corresponds, 
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at the beginning of the algorithm, to the first feasible solution found. For the next 
stages, u corresponds to the lowest among the objective values of all the feasible 
solutions that have appeared so far. The feasible solution whose objective value is the 
current upper bound is called the “incumbent” at that stage. In the case of the lower 
bound, there is one per each CP. For each of them, the lower bound, l , is computed 
by a procedure called “the lower bounding strategy”. This procedure is problem 
dependant and has to satisfy the property that every feasible solution for that CP is 
greater or equal to l [86], [87]. 
 Pruning: If at a certain stage one of the CPs has a lower bound greater than the 
current upper bound, meaning that none of the feasible solutions in that CP are better 
than the current incumbent, and then the algorithm prunes that CP (the subset is 
discarded) [87] 
Branching, bounding and pruning are repeated until optimal solution is found. 
 
5.6.2 Algorithm implementation 
The objective function is defined in (4.3) and K0 is defined by the set of 
constraints in (4.4)-(4.7).  
To reduce the number of branches to the minimum possible, a feasibility test is 
created where each possible combination between two STATCOM locations is tested 
considering the maximum STATCOM size of 250 MVA for both units. If for a specific 
pair of locations there is no feasible solution then the corresponding CP is fathomed. The 
results of the feasibility test indicate that only 15 combinations of STATCOM locations 
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are able to satisfy the conditions imposed by the constraints of the problem hyperspace. 
Consequently, there are 15 CPs in the partition of K0. 
The branching strategy used in this application corresponds to the “depth-first 
search”, which implies that, for the first CP, further partitions are going to be performed. 
This will continue until the best feasible solution is found, and then the same procedure is 
performed in the second CP and so on, up to the 15th CP. 
For each CP the branching strategy starts by defining two sub-problems. The first 
considers the size of STATCOM 2 fixed in 250 MVA (to allow feasibility), while the size 
of STATCOM 1 varies from 0 to 250 MVA. The second sub-problem, which is solved 
sequentially after the first, leaves the size of STATCOM 1 fixed at the optimum value 
found in the previous step and then varies the size of STATCOM 2 from 0 to 250 MVA.  
Further branching in the “depth-first search” is performed by dividing 
progressively the STATCOM size intervals [min_size, max_size] in each sub-problem 
into four more sub-intervals. In this way the bounding and pruning strategies help to 
narrow the search until the optimal value is found. 
The bounding strategy for the upper bound initially assigns the first feasible 
solution as an incumbent, later on the value keeps updating by taking the first-in-list 
feasible solution over the subsets that are not fathomed or pruned. On the other hand, the 
strategies to find the lower bound consist of successively dividing the promising CP into 
smaller and smaller intervals until the distance between two consecutive intervals is 1 
MVA. At that point the best solution (minimum fitness value in the interval) is found and 
the CP is fathomed. 
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At each stage if the lower bound of one sub-interval is greater than the current 
upper bound then the corresponding sub-interval is pruned. Once there are no more 
intervals to be pruned or fathomed, the best solution for the CP is said to have been 
found. Finally, once the best solution for the 15th CP is found the best among all is 
assigned as the optimal solution for the original problem. 
 
5.7 Summary 
This chapter describes the implementation of the canonical and Enhanced-PSO 
algorithm, GA, BFA, Bender's decomposition and B&B.  
PSO background, for both canonical and Enhanced-PSO formulation, has been 
discussed in chapter 3, therefore this chapter focuses in the implementation of the 
algorithm so it is capable of solving the problem of optimal allocation of multiple 
STATCOM devices in a 45 bus system, part of the Brazilian power network.  
For all other algorithms, namely GA, BFA, Bender's decomposition and B&B, 
brief theoretical backgrounds are added to the actual implementation of each method 
(problem formulation, definition of the decision vector, search space description, and 
parameter settings). 
In the case of the canonical and Enhanced-PSO, the optimal settings of PSO 
parameters are investigated using statistical analysis. The results of this optimal 
parameter selection suggest the following guidelines to set the PSO parameters: 
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 Implement a linearly decreasing inertia constant that provides a wide range of 
movement in the early search and has less influence in the later stages where the 
search has narrowed into promising areas. A suitable scheme is proposed in (5.2). 
 Give more emphasis to the self knowledge as compared to the social information 
channels. An individual acceleration constant of 2.5 is proposed in this study. 
 A maximum velocity for the FACTS location equals to 25% of the total domain (total 
number of buses for shunt units or total number of line for series devices). 
 A maximum velocity for the FACTS unit size equals to 20% of the maximum 
device's rating. 
The implementation of each algorithm, as discussed in this chapter, leads to the 
simulation results presented in the next chapter. 
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CHAPTER 6  
DISCUSSION AND VALIDATION OF THE PROPOSED METHOD 
6.1 Introduction 
This chapter validates the superior performance of the proposed Enhanced-PSO 
formulation in solving the problem of optimal allocation of FACTS devices in a power 
system. In particular, the problem of optimal allocation of multiple STATCOM units in a 
45 bus system, part of the Brazilian power network described in chapter 4.  
The validation of the proposed Enhanced-PSO method considers three important 
factors: (i) convergence into feasible regions, (ii) analysis of global optimality, and (iii) 
scalability of the algorithm.  
In the first two cases, the performance of the Enhanced-PSO algorithm is 
compared with other optimization techniques, in particular genetic algorithm (GA), 
bacterial foraging algorithm (BFA), Bender's decomposition, and Branch-and-Bound 
(B&B) (detailed implementation in chapter 5).  
The Enhanced-PSO method is used to aid the convergence into feasible regions 
(solutions that satisfy all the constraints of the problem). The performance of the 
proposed Enhanced-PSO is compared with the canonical PSO formulation, the GA and 
the BFA using a Weibull analysis (section 6.2). 
The assessment of the capability of achieving global optimality is addressed by 
analyzing how accurately each algorithm finds the global optimal solution versus getting 
trapped in local minima (section 6.3). The performance of the Enhanced-PSO is 
74 
 
compared with two classical optimization techniques, Benders’ decomposition and B&B, 
and two evolutionary computation techniques, GA and BFA.  
Finally, the scalability of the PSO algorithm is analyzed by comparing statistical 
results for two power system sizes: the Brazilian 45 bus system and the IEEE 118 bus 
system. 
 
6.2 Convergence into feasible regions 
Evolutionary computation techniques, such as PSO, are stochastic search based 
optimization algorithms. Because of random components that are part of the optimization 
process, each time that the algorithm is run it may provide a different solution. The 
quality of the final solution is strictly related to the capability of the algorithm in finding 
promising feasible regions where, most likely, the global optimal solution can be found. 
Depending on the type of the problem, finding these feasible regions may become a 
challenge. 
Power system problems are complex from the optimization perspective, since 
their nature is highly non linear, and therefore it is often difficult to apply traditional 
optimization algorithms based on convexity assumptions. 
The concept of convexity is mostly analyzed in the case of the objective function; 
however, the convexity assumption also applies to the feasible region. For example, in 
the case of linear programming problems, the optimum can be found (either by simplex 
method or interior point method) if the feasible region is a convex set, as shown in Figure 
6.1.a (as opposed to Figure 6.1.b) [5]. 
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A worst case is presented in Figure 6.1.c. where the feasible region consists of 
several small areas (white) scattered among the area limited by the upper and lower 
bounds of the decision variables, var1 and var2 (black area). This type of feasible region, 
as shown earlier in section 4.2, is typical when technical constraints are imposed in the 
power system. The optimization algorithms in this case should have efficient exploration 
mechanisms so that feasible solutions can be found fast and therefore minimum 
computational effort is wasted wandering around in infeasible areas. 
 
 
Figure 6.1: Convexity of the feasible region 
 
In this subsection the capability of the proposed Enhanced-PSO is evaluated and 
compared with other evolutionary computation techniques: canonical PSO formulation, 
GA and BFA. The problem to be addressed consists of finding the optimal placement 
(bus number) and power rating (MVA) of multiple STATCOM units in a medium size 
power system, based on its steady state performance as stated in section 4.2.  
In order to evaluate the performance of the optimization algorithms, 150 trials are 
carried out for each one of them using PSAT software. At each trial, the number of power 
flow evaluations is recorded until the first feasible solution is found. If no feasible 
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solution is found, then the algorithms stops automatically when the number of power 
flow evaluations reaches a maximum number of 2000 power flows. A performance 
indicator called "Success Rate" is calculated to determine the percentage of time that the 
algorithm is able to converge into feasible regions. 
In order to use statistical parameters to evaluate the performance of each 
optimization technique, the Anderson-Darling normality test is first performed to 
measure how likely the data (in this case the number of power flows) comes from a 
normal distribution [88]. 
Performing the normality test is necessary in order to determine whether or not 
the means and standard deviations of these data sets are valid metrics to assess the 
differences between the techniques. In all cases, the Anderson-Darling p-values are less 
than 0.005 indicating that, with better than 99.5% certainty, the data are not normally 
distributed; therefore other statistical distributions have to be used. 
 
6.2.1 Simulation results 
Figure 6.2 shows the histogram for each technique. These histograms show the 
percentage of time in which the first feasible solution is found by the corresponding 
number of power flows indicated along the x-axis. The percentages on the y-axis are 
calculated over the total number of trials when each optimization algorithm converges 
into a feasible region (Success Rate shown in Table 6.1). For example, in the case of GA, 
the algorithm converged into a feasible region in 45 out of 150 trials (Success Rate equal 
to 30%). Of those 45 cases, the histogram shows that 5% of the time the first feasible 
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solution was found in less than 100 power flows, 15% of the time the first feasible 
solution was found between 100 and 200 power flows and so on. 
Based on observation of the histograms, a Weibull distribution is considered 
appropriate to analyze the data. This distribution is used extensively to study extreme 
valued data, in this particular case, the number of power flows to find the first feasible 
solution [89]. 
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Figure 6.2: Histogram for each evolutionary computation technique 
 
 
For each of the four datasets that contain the number of power flows until the first 
feasible solution is found, a two-parameter Weibull distribution, shown in (6.1), is fitted 
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to each dataset using the standard statistical software package Minitab. In each case, the 
correlation is greater than 0.95, indicating that the choice of Weibull is suitable.  
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 (6.1)
where: 
 is the scale parameter, 
 is the shape parameter. 
 
Figure 6.3 shows the resulting probability plots for each technique and Table 6.1 
shows the corresponding statistical parameters. The analysis based on Table 6.1 and 
Figure 6.3 is presented in section 6.2.2. 
 
Table 6.1: Statistical values for a two-parameter Weibull distribution 
 Enhanced-PSO PSO GA BFA 
Minimum PF 22 28 67 24 
Maximum PF 379 1992 1972 1834 
Success Rate  100 20.7 30 100 
Scale (α) 147 8650 4329 326 
Shape (β) 2.5 0.8 1.1 1.2 
 
 
The columns of Table 6.1 show the results for each optimization algorithm. The 
rows of this table indicate the minimum number of power flows when the first feasible 
solution was found (Minimum PF), the maximum number of power flow computations 
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when the first feasible solution was found (Maximum PF), the Success Rate, defined as 
the percentage over 150 trial in which the corresponding algorithm actually converged 
into a feasible region, and finally the scale and shape parameters of the Weibull 
distribution. 
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Figure 6.3: Weibull plot for each evolutionary computation technique  
 
6.2.2 Technical discussion 
Table 6.1 indicates that, based on the ranges for the number of power flow 
evaluations, the proposed Enhanced-PSO is faster in finding feasible solutions as 
compared with all other algorithms. Moreover its Success Rate is 100% versus 20.7% for 
canonical PSO and 30% in the case of GA. 
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Additionally, the Weibull parameters, α and β, carry important physical meanings. 
The scale parameter, α, corresponds to the characteristic time (or number of power flows) 
to find the first feasible solution. This is defined as the number of power flows needed to 
obtain a feasible solution in 63.2% of the trials. 
The shape parameter, β represents the slope produced by data when plotted on a 
Weibull plot (Figure 6.3). More interestingly, the shape parameters provide insight into 
how the algorithms are able to seek out feasible solutions. Shape parameters greater than 
one imply increasing ability to locate feasible solutions. Enhanced-PSO is the only 
algorithm that falls into this category. GA and BFA both have shape parameters that are 
slightly greater than one while canonical PSO is slightly less than one. Clearly, the 
Enhanced-PSO offers the most efficient means of locating the feasible regions. 
Figure 6.3 shows the probability of obtaining a feasible solution in any number of 
power flows (or less) for each of the techniques. Equally, the probability may be 
specified and then the maximum number of power flows required may be determined. 
In addition, the resulting characteristic time to find a feasible solution was 147 
and 326 power flows for Enhanced-PSO and BFA, respectively. The canonical PSO and 
GA were only able to find feasible solutions in at most 30% of the trials while the rest of 
the values are censored. This leads to characteristic times (or number of power flows) of 
4329 and 8650 for GA and canonical PSO, respectively. 
As a summary, the characteristic times to first feasible solution obtained from the 
Weibull analysis indicate that the Enhanced-PSO offers substantial performance gains as 
compared to the canonical PSO. Furthermore, its performance is also superior to BFA 
and GA. 
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6.3 Global versus local optimality 
The improvement of a power system’s performance is a complex optimization 
problem. Its highly non linear nature makes it difficult to find suitable optimization 
algorithms since many traditional optimization algorithms are based on convexity 
assumptions. 
The concept of convexity is mostly analyzed in the case of the objective function, 
and if the function is strictly convex a unique optimal solution is guaranteed (Figure 
6.4.a). 
 
 
Figure 6.4: Global versus local minima 
 
This characteristic is most desirable but it rarely occurs in power system 
problems. Most of the time, the plot of the objective function resembles the function in 
Figure 6.4.b where there are several local minima (white stars) and one true global 
optimum (black stars). As a result, gradient descent algorithms are prone to getting 
trapped in local valleys. In these cases, special mechanisms, such as injecting randomness 
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to the search, must be considered. 
The capability of achieving global optimality is addressed in this study by 
analyzing how accurately the algorithms finds the global optimal solution versus getting 
trapped in local minima.  
The Enhanced-PSO performance is compared with other optimization algorithms, 
in particular, two classical optimization techniques, Benders’ decomposition and B&B, 
and two evolutionary computation techniques, GA and BFA.  
First, classical optimization techniques are compared against evolutionary 
computation techniques. The parameters considered to evaluate the performance of each 
method are: (i) the ability of the corresponding algorithm to find the global optimum and 
(ii) its computational effort.  
Second, the three evolutionary computation techniques are compared to validate 
the superior performance of the proposed Enhanced-PSO method.  The parameters for 
comparison are in this case (i) the accuracy in finding the optimal solution and (ii) the 
convergence rate. 
In the case of evolutionary computation techniques, Enhanced-PSO, GA, and 
BFA, 50 trials are performed and statistical values are used for comparison. For each 
algorithm, the Anderson-Darling normality test gives p-values greater than 0.05, 
indicating that the data have a Normal distribution. 
All simulations are carried out using PSAT software. 
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6.3.1 Simulation results 
Enhanced particle swarm optimizer 
The Enhanced-PSO algorithm finds, as the optimal solution, to place one 
STATCOM unit of 75 MVA at bus 378 and the second unit at bus 433 with 92 MVA, 
which corresponds to the global optimal solution found by the exhaustive search 
(section.4.3). 
Since the Enhanced-PSO method has a stochastic component, the algorithm is run 
50 times to calculate minimum, maximum and mean values as well as standard deviation. 
Additionally, the convergence rate, defined as the percentage of times, over 50 trials, 
when the algorithm converged into a feasible region is calculated. 
The corresponding results are shown in Table 6.2. 
 
Table 6.2: Statistics of Enhanced-PSO for objective function value 
Parameter Value 
Minimum objective function value (J) 0.51745 
Maximum objective function value (J) 0.68390 
Average objective function value (J) 0.58791 
Standard deviation objective function value (J) 0.04167 
Convergence rate (%) 100 
 
 
In terms of actual time, the Enhanced-PSO algorithm takes 666 seconds for the 
case where the number of particles is equal to 20 and the maximum number of iterations 
is 100. However, the computing time depends on the characteristics of the computer, 
therefore it is preferable to count the number of evaluations of the fitness function (power 
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flows) that the algorithm requires before its terminating condition is met. This number 
corresponds to the number of particles multiplied by the maximum number of iterations. 
For this particular case, this results in 2,000 power flows.  
To have a notion of how much computational effort the 2,000 power flows 
represent, this value can be compared with the computational effort of the exhaustive 
search, which corresponds to 37,187,500 power flow computations. This comparison of 
implies that, to find the global optimum, the Enhanced-PSO method takes only 0.005% of 
computing time as compared with exhaustive search. 
A summary of the obtained results is shown in Table 6.3. 
 
Table 6.3: Summary of Enhanced-PSO results 
Bus 
1 
Size 1 
(MVA) 
Bus 
2 
Size 2 
(MVA) 
J Time 
(sec) 
No. of 
Power flows 
378 75 433 92 0.51745 666 2,000 
 
 
Genetic algorithm 
The GA determines the optimal solution by placing one 75 MVA STATCOM unit 
at bus 378 and a second unit of 93 MVA at bus 433. This solution is slightly different 
from the one found by the Enhanced-PSO; the locations are the same for both units but 
the size of one of them has a 1 MVA difference. In terms, of the fitness value, and the 
voltage deviation metric the differences of this additional MVA are almost negligible. 
Because the GA is a stochastic search method, the algorithm is run 50 times to 
calculate minimum, maximum and mean values as well as the standard deviation, as 
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shown in Table 6.4. In addition, the convergence rate, defined as the percentage of times, 
over 50 trials, when the algorithm converged into a feasible region is presented in this 
table. 
 
Table 6.4: Statistics of GA for objective function values 
Parameter Value 
Minimum objective function value (J) 0.51922 
Maximum objective function value (J) 0.86216 
Average objective function value (J) 0.68795 
Standard deviation objective function value (J) 0.10401 
Convergence rate (%) 32 
 
 
Considering the computational effort, the running time of GA is 605 seconds and 
the number of evaluations of the fitness function is 2,000 power flows (20 chromosomes 
and 100 generations). 
A summary of the previous results is shown in Table 6.5. 
 
Table 6.5: Summary of GA results 
Bus 
1 
Size 1 
(MVA) 
Bus 
2 
Size 2 
(MVA) 
J Time 
(sec) 
No. of 
Power flows 
378 75 433 93 0.51922 605 2,000 
 
 
Bacterial foraging algorithm 
The solution found by the BFA corresponds to locating one 76 MVA STATCOM 
unit at bus 378 with 76 MVA and the second unit of 95 MVA at bus 437.  
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This solution is different from the one found by Enhanced-PSO; the location and 
size of the first unit is almost identical (1 MVA different in the size of the STATCOM) 
but the second unit is located in a different bus. For this reason, the fitness value is 7% 
higher than the global optimal solution found by the Enhanced-PSO algorithm. 
BFA is also a stochastic search method; therefore the algorithm is run 50 times to 
calculate some statistical values, as shown in Table 6.7. The convergence rate, defined as 
the percentage of times, over 50 trials, when the algorithm converged into a feasible 
region is also presented in this table. 
 
Table 6.6: Statistics of BFA for objective function values 
Parameter Value 
Minimum objective function value (J) 0.52440 
Maximum objective function value (J) 0.96422 
Average objective function value (J) 0.74765 
Standard deviation objective function value (J) 0.09654 
Convergence rate (%) 100 
 
 
Considering the computational effort, the running time of BFA is 9,454 seconds 
and the number of evaluations of the fitness function is 2,000 power flows.  
A summary of the previous results is presented in Table 6.7. 
 
Table 6.7: Summary of BFA results 
Bus 
1 
Size 1 
(MVA) 
Bus 
2 
Size 2 
(MVA) 
J Time     
(sec) 
No. of 
Power flows 
378 76 437 95 0.55440 9,454 2,000 
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Bender's decomposition 
The Benders’ decomposition algorithm finds at its first decision stage that the 
optimal locations for the STATCOM units correspond to buses 378 and 433. In the 
second phase, the optimal sizes are found as 75 MVA and 92 MVA respectively. This 
solution is identical to the one found by the Enhanced-PSO algorithm, thus both 
algorithms are capable of finding the global optimum. 
In terms of the computational effort, the Benders’ decomposition algorithm takes 
18,611 seconds to run and the number of fitness evaluations corresponds to 63,095 power 
flows. 
The number of power flows is calculated as follows: 
1) First stage: the number of possible combinations of two buses among 35 feasible 
locations is equal to 595 power flows. 
2) Second stage: the number of possible combinations of two sizes among 250 
feasible values, which corresponds to 62,500 power flows. 
3) Total number of fitness evaluations: the summation of computational effort on 
first and second stage. 
4)  
A summary of the previous results is shown in Table 6.8. 
 
Table 6.8: Summary of Bender's decomposition results 
Bus 
1 
Size 1 
(MVA) 
Bus 
2 
Size 2 
(MVA) 
J Time (sec) No. of 
Power flows 
378 75 433 92 0.51745 18,611 63,095 
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Branch-and-bound 
The solution found by the B&B method consists of placing one STATCOM of 67 
MVA at bus 378 and another unit of 150 MVA at bus 430. This solution leads to an 
objective function (J) of 0.6170 as compared with 0.51745 determined by the Enhanced-
PSO and Bender's decomposition algorithms. The voltage deviation metric (J1) is equal to 
0.1819 which is smaller than the previous value of 0.1824 because of the substantial 
difference in the MVAr injected into the system (50 MVA difference in the sum of the 
capacities of both STATCOM units). The benefit obtained on the voltage deviation 
metric clearly does not compensate for the drawback caused by the STATCOM size 
metric. From the optimization point of view, the B&B algorithm gets trapped in one of 
the local minima. 
The computation time of the algorithm is 846 seconds and the number of fitness 
evaluations is 2,155 power flows. 
The previous number of power flows is computed as follows: 
1) Feasibility test: the number of possible combinations of two buses among 35 feasible 
locations equals to 595 power flows. 
2) Branching: the number of branches (feasible solutions) is equal to 15 pairs of 
locations and there are 2 sub-problems per branch, leading to 30 sub-branches. 
3) Pruning: average number of evaluations per sub-problem estimated as 52 power 
flows. 
4) Total number of fitness evaluations: the computational effort in feasibility test plus 
the multiplication of number of evaluations in both branching and pruning. 
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A summary of the previous results is shown in Table 6.9. 
 
Table 6.9: Summary of B&B results 
Bus 
1 
Size 1 
(MVA) 
Bus 
2 
Size 2 
(MVA) 
J Time 
(sec) 
No. of  
Power flows 
378 67 430 150 0.6170 847 2,155 
 
 
6.3.2 Technical discussion 
Comparison of classical and evolutionary computation techniques. 
Table 6.10 summarizes the overall performance data for each of the algorithms 
presented. 
Table 6.10: Summary of performance date for all algorithms 
Method Bus 
1 
Size 1 
(MVA) 
Bus 
2 
Size 2 
(MVA) 
J Time 
(sec) 
No. of 
Power flows 
Enhanced PSO 378 75 433 92 0.5174 666 2,000 
GA 378 75 433 93 0.5192 605 2,000 
BFA 378 76 437 95 0.5544 9,454 2,000 
Benders 378 75 433 92 0.5174 18,611 63,095 
B&B 378 67 430 150 0.6170 847 2,155 
 
 
The parameters considered for evaluating the performance of each method are: (i) 
the ability of the corresponding algorithm to find the global optimal solution, and (ii) its 
computational effort. 
Considering the ability of the algorithms to find the global optimal solution, it is 
clear that Enhanced-PSO, GA and Bender's decomposition, are all able to find the correct 
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solution. In the case of BFA and B&B, both algorithms get trapped in a local minimum 
and, therefore, are discarded from future comparisons. 
From the perspective of the computational effort, the Enhanced-PSO and GA are 
programmed to compute the same number of power flow evaluations; both of them have 
very close values for the computational time with a slight advantage for the GA. The 
number of fitness function evaluations for Benders’ decomposition is 31.5 times more 
than either the Enhanced-PSO or GA methods. 
 As a conclusion, the evolutionary computation techniques, the Enhanced-PSO 
and GA, have a superior performance as compared to the classical optimization 
techniques, Benders’ decomposition and B&B, both in terms of the ability to find the 
optimal solution and the computational effort. 
 
Comparison of evolutionary computation techniques. 
The conclusion from the previous section indicates that only Enhanced-PSO and 
GA are able to find the global optimum solution by avoiding the local minima (just a 
negligible difference can be perceived because of one additional MVA in STATCOM 
size 2 in the case of GA). Also, the two algorithms are programmed to have the same 
number of power flow computations and they perform these in almost the same amount 
on time (with a minor advantage for GA with respect to the Enhanced- PSO).  Therefore, 
further indicators to compare the performances of both algorithms are needed. These 
indicators are statistical parameters calculated for both, Enhanced-PSO and GA, over a 
set of 50 trials which are presented in Table 6.11. 
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Table 6.11: Summary of Statistical analysis for Enhanced-PSO and GA 
Parameter Enhanced PSO GA 
Minimum objective function value (J) 0.51745 0.51922 
Maximum objective function value (J) 0.68390 0.86216 
Average objective function value (J) 0.58791 0.68795 
Standard deviation objective function value (J) 0.04167 0.10401 
Convergence rate (%) 100 32 
 
 
The information presented in Table 6.11, provides the additional indicators to 
evaluate the accuracy in finding the optimal solution and the convergence rate (number of 
time that the algorithm is able to converge to a feasible solution). 
The accuracy in finding the optimal solution is considerably better in the case of 
the Enhanced-PSO algorithm with a standard deviation of 0.04167 as compared with GA 
that is 2.5 times bigger (0.10401).  
In terms of the convergence rate, the difference between the two algorithms is 
enormous; GA reaches a modest 32% while the Enhanced-PSO achieves 100%. 
Additionally, maximum and average values of the objective function value (J) indicate a 
clear advantage for the Enhanced-PSO over the GA. 
In terms of the search procedure, Figure 6.5 shows the trajectories of the best 
members in the populations of the Enhanced-PSO and GA for a random trial.  
The best member of the Enhanced-PSO (pg) is able to locate a feasible solution at 
a much early stage as compared with the best elite member of GA (infeasible solutions 
are represented in the figure with an objective value function (J) equal to 1.0). After the 
first feasible solution is found, both algorithms evolve into better neighborhoods in the 
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problem hyperspace; however the Enhanced-PSO does it with a faster rate than GA. 
Finally, the best solution is found by the Enhanced-PSO algorithm. 
As an overall conclusion, all previous remarks indicate that the proposed 
Enhanced-PSO method outperforms GA and all other methods investigated. 
 
 
Figure 6.5: Trajectory of best member, Enhanced-PSO vs. GA 
 
Lastly, considering the performance of the Enhanced-PSO algorithm as a 
stochastic search method, Figure 6.6 shows the degree of sub-optimality in the solutions 
provided by the Enhanced-PSO algorithm. The degree of sub-optimality, presented along 
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the x-axis of Figure 6.6, is defined as the difference percentagewise between the solution 
found by the algorithm and the global optimal solution.  
The y-axis of Figure 6.6 corresponds to the percentage of the cases (over a total of 
50 trials) when the degree of sub-optimality is lees or equal to the corresponding value 
along the x-axis. 
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Figure 6.6: Degree of sub-optimality for Enhanced-PSO algorithm 
 
From Figure 6.6, it is possible to note that 69.5% of the time, the solutions found 
by the Enhanced-PSO algorithm have 10% or less difference with respect to the global 
optimum. Additionally, the difference does not exceed the value of 20% in any of the 
trials. 
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6.4 Scalability of the Enhanced-PSO algorithm 
As the previous section demonstrates, the evolutionary computation techniques 
are able to find solutions in a small fraction of the number of power flows required by the 
exhaustive search. In particular, since the power flow number is limited to a maximum of 
2,000 power flows, the total computational effort for the Enhanced-PSO algorithm 
corresponds to 0.005% of the total effort spent in the exhaustive search performed in 
chapter 4, section 4.3.  
This maximum number of power flows, is calculated as the number of particles in 
the swarm, 20 for this study, multiplied by the maximum number of iterations, equals to 
100. These values of number of particles and maximum number of iterations were 
obtained after a statistical study applied to the problem of optimal allocation of FACTS 
devices in a 45 bus system.  
One aspect of concern about the use of the Enhanced-PSO algorithm is its 
capability to effectively solve optimization problems when the size of the power system 
is increased. Specifically, how to assign a proper value to the number of particles in the 
swarm and the maximum number of iterations, so the problem can be solved with high 
accuracy in finding the global optimal solution but reasonable computational time. 
The following guidelines are proposed to set these parameters for this 
investigation: 
 Set the number of particles to be approximately 25% of the total number of possible 
locations multiplied by the number of units that need to be allocated. 
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 Use as stopping criteria a minimum value for the improvement of the gbest, if the 
value of the gbest has not changed in a certain number of iterations or if it is changing 
by less that 5% with respect to its previous value, then stop the algorithm. Using these 
criteria may allow the algorithm to run for a long time, therefore, if the computational 
time is a constraint, keep the maximum number of iterations to 100. 
 
The Enhanced-PSO algorithm is applied to illustrate how the algorithm performs 
when the power system is changed from the Brazilian 45 bus system to the IEEE 118 bus 
network [90]. In both cases the problem to be solved corresponds to the optimal 
allocation of two STATCOM units in the power system. The detail of the problem 
corresponds to those presented in chapter 4, section 4.2. The objective function 
corresponds to (4.3) and the constraints are defined as in (4.4)-(4.7). 
The implementation of the Enhanced-PSO algorithm is carried out according to 
the problem formulation described in chapter 5, section 5.2. Particle and search space 
definitions are identical in both cases (45 bus system and 118 bus system), while the PSO 
parameter settings are calculated for the 118 bus system according to the guidelines 
proposed in this section. Table 6.12 shows the PSO parameters used in the case of the 
118 bus system. The simulation results of both systems are obtained using PSAT 
software. 
Figure 6.7 shows the capability of the algorithm to converge into feasible regions 
using boxplots (the box represents the middle 50% of data). 
The y-axis of Figure 6.7 represents the number of power flows when the first 
feasible solution is found; these values are shown as a percentage of the total number of 
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power flow computations which is 2,000 in the case of the 45 bus system and 5,000 for 
the 118 bus system. 
 
Table 6.12: PSO parameters-118 bus system 
Parameter Optimal value 
Inertia constant Linearly decreasing 
Individual acceleration constant (c1) 2.5 
Social acceleration constant (c2) 1.5 
Maximum velocity for bus location 9 
Maximum velocity for STATCOM size 50 
Number of particles 50 
Maximum number of iterations 100 
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Figure 6.7: Convergence into feasible regions for 45 and 118 bus system 
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In addition, each dot in Figure 6.7 corresponds to one trial of the algorithm and 
the total number of trials is equal to 50 for both the 45 and the 118 bus system. 
Figure 6.7 provides evidence that the performance of the algorithm, with the 
proposed parameter settings, is not substantially affected by the size of the system. In 
both cases, feasible solutions are found in fewer than 17% of the maximum allowed 
power flow computations and the inter-quartile ranges (difference between the first and 
third quartile, that spans the middle 50% of the data) are fairly similar (4.5% and 5% for 
45 bus and 118 bus systems respectively). 
Due to the large number of power flow computations, an exhaustive search is not 
performed in the case of the 118 bus system. To give an idea of the computational time 
involved, if one power flow computation takes 125 msec, then the total time to run an 
exhaustive search for the 45 bus system is 54 days; however for the 118 bus system the 
total time is 475 days (almost one year and four months). For this reason, the quality of 
the optimal solutions is assessed only by a statistical analysis over 50 trials. 
Table 6.13 shows the results for the 45 bus and 118 bus systems. The maximum, 
average and standard deviation values of the objective function value are presented as 
percentages with respect to the minimum objective function value. 
 
Table 6.13: Optimal solutions - 45 and 118 bus systems 
Parameter 45 Bus 118 Bus 
Minimum objective function value (J) 0.51745 0.4734 
Maximum objective function value [%] 132.1 117.0 
Average objective function value [%] 113.6 101.4 
Standard deviation [%] 4.54 1.17 
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Comparing the percentages in both columns, it is possible to conclude that there 
are not significant differences in the performance when the size of the power system is 
increased. 
 
6.5 Summary 
This chapter validates the proposed Enhanced-PSO method as a suitable 
algorithm for solving the problem of optimal allocation of FACTS devices in the power 
system. 
The followings aspects are considered in the evaluation of the proposed 
technique: (i) convergence into feasible regions, (ii) capability of achieving global 
optimality, and (iii) scalability of the Enhanced-PSO algorithm. 
The convergence into feasible regions is analyzed by comparing the performance 
of the Enhanced-PSO algorithm with three other evolutionary computation techniques: 
canonical PSO formulation, GA, and BFA. A Weibull analysis is used as a statistical tool 
to assess the performance of each algorithm. 
The characteristic times to find the first feasible solution, obtained from the 
Weibull analysis, indicate that the Enhanced-PSO substantially outperforms all other 
techniques. Additionally, considering the physical meaning of the Weibull parameters, α 
and β, the Enhanced-PSO method shows an increasing ability to locate feasible solutions 
as the number of iterations increases. 
With the purpose of investigating the capability of the proposed approach in 
finding the global optimal solution, two classical optimization techniques (Bender’s 
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decomposition and B&B) and three evolutionary computation techniques (the proposed 
Enhanced-PSO method, GA, and BFA) are compared. 
The parameters considered to evaluate the performance of each technique include 
the ability of finding the global optimal solution and the computational effort. The 
Enhanced-PSO, GA, and Bender's decomposition are able to find the global best solution, 
while BFA and B&B algorithm are trapped in a local minimum and, therefore, did not 
give the optimal solution. 
Considering the computational effort, the Enhanced-PSO and GA have almost 
identical computational times since the maximum number of power flow computation is 
set to the same value of 2,000 power flows. Benders’ decomposition method is also able 
to find the correct solution, however it requires excessive computational effort compared 
to the Enhanced-PSO and GA (31.5 times more power flow evaluations). 
In addition, since the previous parameters do not reveal significant differences 
between the proposed Enhanced-PSO and GA, a statistical analysis is performed where 
the accuracy in finding the optimal solution and the convergence rates are the focus of 
interest. The results clearly indicate the superior performance of the proposed Enhanced-
PSO method: it is more accurate in finding the global optimal solution because of its 
small standard deviation and it has 100% convergence rate while GA just delivers a 
modest 32%. 
Finally the scalability of the Enhanced-PSO is studied by analyzing the 
performance of the algorithm in solving the optimal allocation of multiple STATCOM 
units in a larger power system, in this case the IEEE 118 bus system. 
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The following guidelines are proposed for setting the number of particles and 
maximum number of iterations: 
 Set the number of particles to be approximately 25% of the total number of possible 
locations multiplied by the number of units that need to be allocated. 
 Use the following stopping criteria: if the value of the gbest has not changed in a 
certain number of iterations or if it is changing by less that 5% with respect to its 
previous value, then stop the algorithm. An alternative stooping criterion, that limits 
the computation effort to a fixed amount, is to keep the maximum number of 
iterations in a value of 100. 
These proposed guidelines are used in the IEEE 118 bus system, and the results 
are compared with the 45 bus system to assess the difference in the algorithm's 
performance. Using a statistical analysis it is shown that the performance of the algorithm 
is not affected by the size of the power system, maintaining similar properties for 
converging into feasible regions and accurately finding optimal solutions. 
In sum, this chapter provides the validation of the Enhanced-PSO method to be 
used as a suitable algorithm for solving the optimization of power system performance 
using FACTS devices. In addition, it proposes general guidelines for setting the PSO 
parameters such as the optimal performance of the algorithm is obtained.  
This information represents the base in which the other two parts of this research, 
part III, optimization of power system reliability, and part IV, optimization of power 
system performance, are based on. 
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PART III: OPTIMIZATION OF POWER SYSTEM 
RELIABILITY USING PSO 
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CHAPTER 7  
PSO-BASED OPTIMIZATION FRAMEWORK 
7.1 Introduction 
This chapter introduces a multistage PSO-based optimization framework to 
improve the reliability of the power system using FACTS devices. The objective is to 
enable the IEEE 118 bus system to satisfy the N-1 security criterion using the existing 
infrastructure and new FACTS installations, in particular distributed static series 
compensators (DSSC) and static compensator (STATCOM) units, whose models are 
described in Appendix A.  
The optimization process considers three stages:  
(i) Security Constrained Optimal Power Flow (SCOPF) stage: it provides the optimal 
settings for the present power system infrastructure (optimal generator power output, 
transformers tap ratios, capacitor banks settings). These settings are found 
considering the economic dispatch and power system security constraints.  
 
(ii) Series compensation stage: assuming the system to be fully deployed with DSSC 
units, this stage provides the optimal settings for each DSSC module. In particular, 
the value of the DSSC control reference is provided by the algorithm, considering 
global system controllability instead of traditional local control. The optimization 
objective is to maximize the line utilization factor (LUF) while minimizing the impact 
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on transmission losses and voltage profile. Emphasis is given to security constraints 
related to the number of overloaded lines and maximum line loading. 
(iii) Shunt compensation stage: this stage provides the optimal number, location, rating, 
and control references for internal controllers of multiple STATCOM units in the 
power system. Analogous to the series FACTS devices, the STATCOM control 
references are provided considering global control, such that the maximum benefit is 
obtained over the entire power system, instead of focusing on immediate 
neighborhoods. The objective of this stage is to improve the voltage profile at 
minimum cost while giving special attention to the mitigation of undesired voltage 
violations. 
 
7.2 Problem description 
In this study, a modified version of the IEEE 118 bus system is used [90]. The one 
line diagram of the system is shown in Figure 7.1. The corresponding detailed data is 
presented in Appendix C. 
As described above, the main objective is for this system to satisfy the N-1 
security criterion using the existing infrastructure and new FACTS device installations. 
This system has 186 branches and, therefore, 186 contingencies are considered as 
part of this study. In addition, the base case, where there is no contingency, is also 
analyzed. 
Table 7.1 shows an example of the system condition for the base case (case 1) and  
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the first ten contingencies. The columns of Table 7.1 show the case number (#), the 
voltage deviation metric (Vdev), as defined in (4.1), total transmission power losses (Ploss), 
minimum and maximum voltage (Vmin and Vmax, respectively), number of overloaded 
lines (OVL), number of voltage violations (Vviolations), which includes both the number of 
buses below 0.95 p.u. and the number of buses above 1.05 p.u. 
 
 
Figure 7.1: One line diagram of the modified IEEE 118 bus system 
 
Table 7.1 shows ten example contingencies as well as the base case (case 1). Each 
contingency consists of removing a branch between the “From bus” and the “To bus”. 
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Considering these examples, all cases require shunt compensation since the bus 
voltages exceed the desired limit of ±5% voltage deviation. Additionally, half the cases 
(4, 5, 6, 8, 9, and 11) require both shunt and series compensation since there is bus 
voltage violations as well as overloaded lines. 
 
Table 7.1: Example of system condition for base case and 10 contingencies 
Case  
# 
From  
Bus 
To  
Bus 
Vdev Ploss 
[W] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
OVL Vviolations 
1 - - 0.309 116.6 0.93 1.05 0 4 
2 1 2 0.315 117.0 0.93 1.05 0 6 
3 1 3 0.320 118.4 0.91 1.05 0 5 
4 4 5 0.311 119.6 0.93 1.05 2 4 
5 3 5 0.317 120.1 0.93 1.05 1 6 
6 5 6 0.308 119.6 0.93 1.05 1 4 
7 6 7 0.311 117.4 0.93 1.05 0 5 
8 8 9 0.559 185.9 0.88 1.063 2 36 
9 9 10 0.493 179.0 0.89 1.05 1 31 
10 4 11 0.309 117.7 0.93 1.05 0 4 
11 5 11 0.309 118.0 0.93 1.05 1 4 
 
There are three contingencies in the system that must be analyzed separately. 
These contingencies are shown in Table 7.2.  
 
Table 7.2: Critical contingencies 
Case 
# 
From  
Bus 
To  
Bus 
Vdev Ploss 
[W] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
OVL Vviolations 
169 110 112 1.043 115.12 0 1.05 0 4 
176 12 117 1.046 115.49 0 1.05 0 5 
179 5 8 3.353 798.93 0 1.05 10 44 
 
In case 169, the branch out of service corresponds to the line from bus 110 to bus 
 
106 
 
112 and since this line is the only one that feeds bus 112 the voltage in that bus goes to 
zero. A similar situation occurs in case number 176 where the branch out of service 
corresponds to the one that connects buses 12 and 117.  In this case, the voltage at bus 
117 also drops to zero. Unfortunately in both cases, 169 and 176, the loads at isolated 
buses must be disconnected as no amount of compensation will maintain the supply to 
these buses. 
A different situation occurs with case 179, which corresponds to the transformer 
that connects buses 8 and 5 being out of service. This is a catastrophic event that leads to 
voltage collapse in several areas of the system. 
Considering all contingencies, with the exception of the three previous cases, the 
summary of the uncompensated system condition for the N-1 contingency analysis is 
presented in Table 7.3. 
 
Table 7.3: Summary of system condition for N-1 contingency analysis 
Max 
Vdev 
Max Ploss 
[MW] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
Total
OVL 
Total  
Vviolations 
1.170 186.83 0.63 1.06 22 1145 
 
 
As Table 7.3 shows, the contingencies generate numerous violations that must be 
corrected by DSSC modules and STATCOM units. The optimization objective consists 
of satisfying the N-1 security criterion. This implies that, for all types of incidents leading 
to the disconnection of only one element (generator, circuit, line, transformer, etc.), all  
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bus voltages should remain within desired security limits and there are no overloaded 
lines in the system [91]. In other words, no single contingency should cause further 
outages in the system [92]. 
In order to determine the voltage security limits the Information Technology 
Industry Council (ITIC) curve, shown in Figure 7.2, is used [93]. As a primary objective, 
the bus voltages are kept within the range of ±5% voltage deviation; however in some 
contingencies, where it is not possible to accomplish this goal, the limits of ±10% voltage 
deviation, suggested by the ITIC curve, are used instead. 
 
 
Figure 7.2: Information Technology Industry Council (ITIC) curve 
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7.3 Optimization stages 
The multistage PSO optimization framework proposed in this study consists of 
three stages: (i) security constrained optimal power flow (SCOPF) stage (section 7.3.1), 
(ii) series compensation stage (section 7.3.2), and (iii) shunt compensation stage (section 
7.3.3), as shown in Figure 7.3. 
 
 
Figure 7.3: Flow chart, optimization of power system reliability 
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These optimization stages are sequentially applied to the problem. First, as a 
result of the SCOPF stage, the power system state is improved using the existing 
infrastructure. Then the overloaded lines are corrected in the series compensation stage 
using DSSC units. Finally, the shunt compensation stage improves the overall voltage 
profile and eliminates any undesired bus voltage violations. 
The order in which these stages are performed is carefully selected. In order to 
minimize the cost of new FACTS installations, the available resources of the system are 
optimized first, and then the control references of the series FACTS devices (DSSCs) are 
optimally tuned. Since the operation of the DSSC modules may be detrimental to the 
voltage profile (if the overall inductive compensation is greater than the capacitive 
compensation) [94], this stage is carried out before shunt compensation is allocated in the 
system.  
Each of these stages is described in detail in the next subsection, objective 
function, particle definition and search space constraints are comprehensively defined. 
The models for DSSC modules and STATCOM devices are described in Appendix A. 
 
7.3.1 Security constrained optimal power flow (SCOPF) stage 
An optimal power flow (OPF) program minimizes an objective function such as 
generation costs or transmission losses, by adjusting system variables, such as tap ratios, 
active and reactive generation, capacitor banks settings, etc. The OPF evaluates the 
nonlinear power flow equations and limits on bus voltages and line flows, however, the 
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optimal solution is valid only for the particular system conditions and constraints 
presented to the OPF [95]. 
The security constrained optimal power flow SCOPF extends the formulation of 
the OPF problem to include the effect of contingencies in the system. Particularly, the 
SCOPF program optimizes the objective function of interest while observing both the 
pre- and post-contingency system constraints.  
Ideally, the control variables that optimize the system in its pre-contingency state 
remain in effect after any one of the contingencies occurs, in this case the value of the 
system settings are referred as a “preventive mode” setting. If no such preventive solution 
exists, the SCOPF program finds the optimal system settings to achieve the feasibility of 
the system in its post-contingency state [95].  
In general, the SCOPF is a nonlinear, nonconvex, static, large-scale optimization 
problem with both continuous and discrete variables [96], and therefore it is not trivial to 
find a suitable optimization algorithm to solve it in an efficient manner. In this study, the 
proposed PSO method is used to solve the SCOPF problem. 
The overall progress towards the fully optimized system considering the SCOPF 
stage is shown in Figure 7.4. 
 
Fitness function definition 
In its basic form, the main objective of the optimal power flow (OPF) is to 
minimize generation costs, which can be done by minimizing the fuel cost while 
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satisfying the load demand [97]. In this case, since the SCOPF approach is used, the pre- 
and post-contingency states of the system are also taken into account. 
 
 
Figure 7.4: Flow chart, overall progress and SCOPF stage 
 
The fuel cost of generating power is defined as follows: 
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where: 
FC is the total fuel cost of the system using present settings (potential solution), 
Ng is the total number of generators, 
Pgi is the real power output of generator unit i, 
ai, bi, and ci are fuel cost coefficients of generator unit i. 
 
To use the value of the fuel cost as a metric in the PSO fitness function, it is 
required to normalize its value: 
 
1
0
FCJ FC  (7.2)
where: 
J1 is the generation cost metric, 
FC0 is the generation cost metric before the system parameters are optimized. 
 
In the case of this study, a modified version IEEE 118 bus system is used. This 
version includes 15 generators whose cost coefficients are shown in Table 7.4 [98]. 
In addition to the generation cost, it is desirable to improve the voltage profile of 
the power system. In this case, the following voltage deviation metric, equivalent to (4.1), 
is used. 
 
 2
1
1
Nbus
dev i
i
V V

   (7.3)
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where: 
Vdev is the voltage deviation metric for the system using present settings (potential 
solution), 
Nbus is the total number of buses, 
Vi is the value of the voltage at bus i in p.u. 
 
 2
0
dev
dev
VJ V  (7.4)
where: 
J2 is the normalized voltage deviation metric, 
Vdev0 is the voltage deviation metric before the system parameters are optimized. 
 
Table 7.4: Fuel coefficients for each generator unit 
Gen # Bus ai bi ci 
1 10 0.005 2.45 130 
2 12 0.007 3.45 70 
3 25 0.007 3.45 70 
4 26 0.005 1.89 150 
5 49 0.0055 2 115 
6 61 0.006 3.5 40 
7 65 0.005 3.15 122 
8 66 0.005 3.05 125 
9 69 0.007 2.75 120 
10 80 0.005 2.45 130 
11 87 0.0045 1.6 200 
12 89 0.0055 2.35 135 
13 100 0.007 3.45 70 
14 103 0.006 3.89 45 
15 111 0.0055 3 35 
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The system security constrains are incorporated using a penalty function when a 
violation, either a bus voltage or a line overload, occurs. In this way, two metrics ((7.5) 
and (7.6)) are proposed that consider the violations in line loading: number of overloaded 
lines (OVL) and maximum loading, and two metrics ((7.7) and (7.8)) that address the bus 
violations: low voltage violations and high voltage violations. 
  
0
03
0
0
0
OVL if OVLOVLJ
OVL if OVL
   
 (7.5)
 
where: 
J3 is the overloaded lines metric, 
OVL is the number of overloaded lines of the system using present settings 
(potential solution), 
OVL0 is the number of overloaded lines before the system parameters are 
optimized. 
 
 
4
0
0 0
_ 0
_
if OVL
J Max loading if OVL
Max loading
  
 (7.6)
 
where: 
J4 is the maximum loading metric, 
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Max_loading is the maximum load among all overloaded lines for the system 
using present settings (potential solution), 
Max_loading0 is the maximum load among all overloaded lines for the system 
before its parameters are optimized. 
 
0
05
0
_ _ 0_
_ _ 0
Vbus low if Vbus lowVbus lowJ
Vbus low if Vbus low
   
 (7.7)
 
where: 
J5 is low voltage violation metric, 
Vbus_low is the number of buses with low voltage violation (below 0.95 p.u.) for 
the system using present settings (potential solution), 
Vbus_low0 is the number of buses with low voltage violation for the system 
before its parameters are optimized. 
 
 
0
06
0
_ _ 0_
_ _ 0
Vbus high if Vbus highVbus highJ
Vbus high if Vbus high
   
 (7.8)
 
where: 
J6 is high voltage violation metric, 
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Vbus_high is the number of buses with high voltage violation (above 1.05 p.u.) 
for the system using present settings (potential solution), 
Vbus_high0 is the number of buses with high voltage violation for the system 
before its parameters are optimized. 
 
 
In the same fashion as with the generation metric, the number of overloaded lines, 
maximum loading, number of low bus voltages, and number of high bus voltages are 
each normalized with respect to their nominal values. The nominal values are defined as 
the values for the original system with settings presented in Appendix C.  
The benefit of normalizing these metrics is that it allows all the values to have 
similar magnitudes. Additionally, it is easy to define the performance differences with 
respect to the base case: if the value of a metric is smaller than one, then there is an 
improvement. On the other hand, if the value of a metric is greater than one, then the 
system condition has worsened. 
Considering the variables to optimize, namely generation cost and voltage profile, 
the problem becomes a multi-objective optimization problem. In addition, the security 
constraints are included in the objective function as penalty functions, giving the 
following design of the PSO fitness function: 
 
1 1 2 2 1 3 2 4 3 5 4 6p p p pJ J J J J J J                  (7.9)
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where: 
J is the overall objective function, 
1, 2 are weights that reflect the relative importance of each objective 
(minimization of generation cost and improvement of voltage profile), 
p1, p2, p3, p4  are penalty weights that penalize system violations. 
 
The selection of weights and penalty factors, as well as the cost and technical 
metrics, depend on the particular interest of the operator or utility. For this study, the 
following values are used: 1 = 2 = 1, p1 = p2 =2, p3 = 3, and  p4 =5 The objective 
function weights and penalty factors presented here have been heuristically selected to 
illustrate the performance at each stage. Identical weights are selected for metrics J1 and 
J2, thus both objectives have the same importance in the optimization process.  
Regarding penalty weights, lower penalty factors are assigned to line loading 
violations since the series compensation stage can effectively solve this issue. Following 
the same logic, the highest penalty factor is given to high voltage violation since they are 
difficult to resolve. 
 
Particle definition 
The system parameters, that represent the decision variables, are the generator’s 
active power output and terminal voltage, transformer tap ratios, transformer phase angle 
(only one phase shifter transformer in the system), and capacitor banks settings. All these 
settings are part of the PSO particle definition.  
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Generator’s active power output and voltage 
Considering all 15 generator units, the generator’s decision vector is defined as: 
 
 refNggNgrefgrefgg VPVPVPX ...2211  (7.10)
 
where: 
Xg is the vector of generator settings (active power outputs and voltages), where 
Xg   30, 
Pgh  is the real power output of generator unit h,  1, 2,..., gh N , 
Vhref is voltage regulator reference of generator unit h,  1, 2,..., gh N , 
Ng is the total number of generator units. 
 
Transformer tap ratio 
There are 8 variable tap transformers, thus the decision vector in this case is: 
 
 1 2 ...t NtX tap tap tap  (7.11)
 
where: 
Xt is the vector containing the tap settings of all 8 transformers,  Xt   8, 
Nt is the total number of variable tap ratio transformers. 
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Transformer phase shift 
Since there is one phase shifting transformer, for this particular element the 
decision vector is: 
 
 tpsX tap angle  (7.12)
where: 
Xtps is the vector of the transformer’s tap setting and phase angle, Xtps   2  
 
 
Capacitor bank settings 
Finally, the system has 14 capacitor banks, whose reactive power injection can be 
adjusted. Therefore, the following decision vector is defined: 
 
1 2 ...cap NcapX Q Q Q     (7.13)
where: 
Xcap is the vector containing the setting for reactive power injection of each 
capacitor bank,  Xcap   14, 
Ncap is the total number of capacitor banks in the system, 
Qi is the reactive power injection of capacitor bank i,  1, 2,... capi N . 
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Considering the decision vector of all previous system settings, the PSO particle, 
xi, is defined as: 
i g t tps capx X X X X     (7.14)
 
According to the dimension of the system’s decision vectors, the resulting 
dimension of the vector xi is 54 (xi   54) 
 
Search space definition 
For each of the components of the PSO particle, Xg, Xt, Xtps and Xcap, the 
corresponding settings’ limits are taken into account, giving the following search space 
definition. 
In the case of Xg, the maximum active power that each generator can deliver and 
the maximum bus voltage are considered as constraints: 
 
 min max , 1, 2,...,h h h gP P P h N    (7.15)
where: 
Phmin is the minimum active power that generator unit h can deliver, 
Phmax is the maximum active power that generator unit h can deliver. 
 
 0.95 1.05, 1, 2,...,refh gV h N    (7.16)
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The actual values for the generator active power limits are shown in Appendix C. 
 
Considering the transformer's tap ratio, Xt, the following constraint is defined: 
 
 0.8 1.2, 1, 2,...,j ttap j N    (7.17)
where: 
tapj is the tap setting of transformer unit j. 
 
In the case of the phase shifter transformer, the previous limits, (7.17), apply for 
the first component of the vector, tap. The phase angle is limited by: 
 
15 15angle     (7.18)
 
Finally the constraints associated with the capacitor bank settings are as follows: 
 
 min max , 1,2,...,k k k capQ Q Q k N    (7.19)
where: 
Qkmin is the minimum reactive power setting of capacitor bank k. 
Qk is the present reactive power setting of capacitor bank k. 
Qkmax is the maximum reactive power setting of capacitor bank k. 
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The actual limits for the reactive power setting of each capacitor bank are given in 
Appendix C. 
In addition to the limits for each component of the decision vector (PSO particle), 
the system constraints also define the feasible region of the problem hyperspace. For this 
particular application, the system constraints that keep all the line flows and bus voltages 
within limits are incorporated in the main objective function as the penalty functions in 
(7.5)-(7.8). 
Finally the following restriction is applied to the candidate solutions: if the 
solution of the any particle leads to an objective function value that is worse than the 
original case, then the objective function value is set to infinity. In other words, this 
declares this particle as infeasible. 
 




0
0
JJif
JJifJ
J
i
ii
i  (7.20)
where: 
J i is the objective function value of particle i, 
J0 is the objective function value of the original system (Appendix C). 
 
PSO parameters 
The concept of fine tuning the PSO algorithm is introduced at this stage as a tool 
for finding the optimal values of the system parameters in (7.14).  
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Since the decision vector in (7.14) considers 54 different settings, it is difficult to 
find solutions that allow the stable operation of the system. Therefore, the following rules 
are applied to the PSO algorithm: 
 All the particles are randomly initialized except one. This single particle is initialized 
at the original system settings (shown in Appendix C). 
 The maximum PSO velocity is limited in each dimension of the problem hyperspace 
to be at most 10% of the corresponding particle's limits.  
Other PSO parameters are presented in Table 7.5. 
 
Table 7.5: PSO parameters, SCOPF stage 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity 10% of corresponding limits 
Number of particles 15 
Maximum number of iterations 100 
 
 
Once the SCOPF stage is performed, the obtained objective function value 
(JSCOPF) is compared with the one corresponding to the original system settings (JOriginal). 
If the JSCOPF value results to be better than the original (JSCOPF < JOriginal), then the next 
optimization stage is performed, otherwise a new trial of the SCOPF routine is carried 
out. 
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7.3.2 Series compensation stage 
The purpose of this optimization stage is to find the optimal control reference for 
the DSSC modules. The solution provided by this optimization stage informs the operator 
of the system the optimal values for all line reactances that need to be achieved by the 
DSSC modules. These values assure the optimal performance of the overall system 
considering the line utilization factor, transmission losses and, particularly, security 
margins. The algorithm provides the solution for the system in its base case (case 1 in 
Table 7.1) as well as for the different contingencies. 
The overall progress towards the fully optimized system considering is shown in 
Figure 7.5. 
In this study the DSSC modules are represented as lumped devices with the 
capability of changing the line reactance by up to 20% in both directions (increase and 
decrease). The system is assumed to be fully deployed, meaning that the operator has the 
capability of controlling all the lines of the system. 
The interaction between turbine-generators and the capacitive compensation of 
DSSC modules, that may potentially lead to sub synchronous oscillations (SSO) [99], is 
not part of this study, and therefore the phenomenon sub synchronous resonance (SSR) is 
neglected in the optimization objectives. Nevertheless, the requirement of avoiding SSO 
can be added in the optimization problem (either as an optimization objective or as a 
constraint) when turbine-governors and electromagnetic flux dynamics are modeled in 
the system. 
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Figure 7.5: Flow chart, overall progress and series compensation stage 
 
Fitness function definition 
The objective function considers two goals (multiobjective function) as well as 
security constraints that are incorporated into the main objective as penalty functions. 
The goal is to maximize the LUF, keeping the transmission losses as close as 
possible to the equivalent case considering the original system settings. 
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To accomplish this objective the following metrics are defined: 
 


 L
N
i
nom
i
i
I
ILUF
1
 (7.21)
where: 
LUF is the line utilization factor of the system, 
Ii is the current flowing in line i for present settings (potential solution), 
Iinom is the nominal current in line i, 
NL is the number of lines in the system. 
 
 LUF
LUFJ 01   (7.22)
where: 
J1 is the line utilization factor metric, 
LUF0 is the LUF before the system parameters are optimized. 
 
0
2
loss
loss
P
PJ   (7.23)
where: 
J2 is the transmission losses metric, 
Ploss is the total transmission losses using present settings (potential solution), 
Ploss0 is the total transmission losses before the system parameters are optimized. 
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The power system stability constraints (no overloaded lines and no voltage 
violations) are also included in the main objective as penalty functions. In this case, the 
same security constraints as in the previous optimization stage (SCOPF) are used. The 
definition of these metrics corresponds to those presented in (7.5)-(7.8). 
Therefore the overall objective function (J) is defined as: 
 
645342312211 JJJJJJJ pppp    (7.24)
 
where: 
J is the overall objective function, 
1, 2 are weights that reflex the relative importance of each objective 
(maximization of LUF and minimization of transmission losses), 
p1, p2, p3, p4  are penalty weights that penalize system violations. 
 
The selection of weights and penalty factors, as well as the technical criteria that 
need to be satisfied, depend on the particular interest of the operator or utility. In this 
case, the values of 1 = 2 = 1, p1 = 5, p2 =1, p3 = 0.25, and p4 =1, are used. 
This selection of weights gives equal importance to the improvement of LUF and 
transmission losses. However the highest priority is given to correcting the number of 
overloaded lines. If the lines continue operating above their thermal limits, cascade 
outages will lead the system to voltage collapse. To avoid this situation, the main purpose 
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of this stage is to reduce the number of overloaded lines (J3) to zero if possible. A second 
metric that helps with this purpose is J4, the maximum line loading. 
Regarding the penalty weights for bus voltage violations, little penalty is given to 
low bus voltages since the next stage, which optimally allocates shunt compensation, will 
compensate these buses. 
 
Particle definition 
The PSO particle is defined as the vector containing the line reactances of the 
system. There are 177 transmission lines and therefore the particle vector has 177 
components, xi 177. 
 17721 ... LLLi XXXx   (7.25)
where: 
xi is the PSO particle's vector, also called decision vector, 
XLk is the line reactance of line k,  1,2,...,177k . 
 
Search space definition 
The components of the PSO particle are limited by the maximum compensation 
that the DSSC units can provide, which in this case correspond to 20% of the value of the 
corresponding line reactance. 
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 0 00.8 1.2 , 1, 2,...,177Lk Lk LkX X X k      (7.26)
 
where: 
XLk0 is the original reactance of line k (i.e. without DSSC modules). 
 
The values of all original line reactances are shown in Appendix C. 
In the case of the system constraints (feasible region), they are included in the 
main objective function as the penalty functions in (7.5)-(7.8). 
Besides the limits of each component of the decision vector and system 
constraint, the following criterion is applied to the candidate solutions:  
 
3, 3
3, 3
o
i i
i o
i
J if J J
J
if J J
   
 (7.27)
where: 
Ji is the objective function value of particle i using present settings (potential 
solution), 
J4,i  is the value of metric J4 of particle i using present settings, 
J40 is the value of metric J4 before the system parameters are optimized. 
 
The metric defined in (7.27) strongly rejects all solutions that have more 
overloaded lines than the original case. 
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PSO parameters 
The concept of fine tuning PSO, as described in section 7.3.1, is also utilized in 
this stage, to aid the search for optimal line reactance's values. 
A summary of the PSO parameters is presented in Table 7.6. 
 
Table 7.6: PSO parameters, series compensation stage 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity 10% of corresponding limits 
Number of particles 15 
Maximum number of iterations 100 
 
 
Once the series compensation stage is performed, the obtained objective function 
value (JSeries) is compared with the one corresponding to the SCOPF stage (JSCOPF). If this 
value results to be better than the one achieved in the previous stage (JSeries < JSCOPF), then 
the next optimization stage is performed, otherwise a new trial of the series compensation 
routine is carried out. 
 
7.3.3 Shunt compensation stage 
The shunt compensation stage is the last step in the optimization process. Its 
objective is to find the optimal locations and sizes of shunt FACTS devices, in this case 
STATCOM units, such that the number of bus voltage violations is minimized both for 
the base case (where all elements of the system are in service) and under contingency 
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conditions. The STACOM units are selected as an illustrative example; but the same 
methodology can be applied to SVC devices or capacitor banks. 
The overall progress towards the fully optimized system considering the shunt 
compensation stage is shown in Figure 7.6. 
 
 
 
Figure 7.6: Flow chart, overall progress and shun compensation stage 
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The optimization objective considers the cost of installation of these units and, 
therefore, the number of units to be allocated in the system, must also be minimized.  
In addition to the location and rating of these units, this stage also provides the 
operator with the information on which STATCOM units should be operating and the 
corresponding optimal settings for their voltage references, such that the power system 
performance is improved and the system remains stable under different contingencies. 
Consequently this stage considers two independent optimization algorithms. The 
first corresponds to the optimal allocation algorithm (which finds location and sizes) 
while the second is the optimal settings algorithm (which finds optimal voltage references 
for each unit).  
The interaction between the two algorithms is shown in Figure 7.7. 
 Starting with the system in its base case (with all components in service), the optimal 
allocation algorithm finds promising locations and sizes for a number STATCOM 
units. The number of STATCOM units is minimized, by including a penalty function 
in the cost metric. 
 Once promising locations and sizes are found, the optimal settings algorithm is 
carried out to find the optimal voltage reference of each STATCOM's controller, such 
that the minimum number of voltage violations occurs in the system. The global 
optimum value is obtained when there are no voltage violations.  
 If the solution, with optimal settings, cannot satisfy a pre-defined level of 
performance, then the solution is rejected. 
 If the performance is considered above the specified standards, after the optimal 
settings are obtained for the base case, the system is subjected to the effect of 
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different contingencies. For each contingency the optimal STATCOM settings are 
then calculated to find the best performance under the corresponding system 
topology. 
 
 
Figure 7.7: Flow chart, two step optimization process for shunt compensation stage 
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max
unitsN
 If it is not possible to maintain the bus voltages within security limits, the optimal 
allocation algorithm is performed to find locations and sizes for new units. Later, 
optimal settings are found to improve the performance of the system. 
 The process is repeated until the system operates in stable condition for the base case 
and all contingencies, or a maximum number of STATCOM units is reached.  
 
7.3.3.1 Optimal allocation algorithm 
Fitness function definition 
Analogous to the series compensation stage, the objective function considers two 
goals as well as security constraints that are incorporated in the main objective as penalty 
functions. 
The goal is to improve the voltage profile of the system, by minimizing the 
voltage deviations, with the minimum number and sizes of units.  
To accomplish the previous goal the following cost metric is considered: 
 




 
Nunits
i units
i
units
units
NN
NJ
1
maxmaxmax1 2
1


 (7.28)
 
where: 
J1 is the STATCOM cost metric, 
Nunits is the number of units allocated in the present solution, 
             is the maximum number of units that can be allocated in the system, 
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max
unitsN
i is the size or rating of STATCOM unit i,  1,2,..., unitsi N , 
max is the maximum STATCOM size or rating in MVA. 
 
The cost metric in (7.28) has two components, the first component acts as a 
penalty factor when the number of units increases. In particular, if the number of units is 
greater that a predefined maximum number,          , the value of this component in the 
objective function becomes greater than one. For this study, the maximum number of 
units is set to 15. From the economic perspective this first component can also be 
understood as a normalized value of the fixed costs associated with the installation of 
each STATCOM.  
The second component of metric J1 is related to the variable cost component of 
each device. In this case, this cost is assumed to be a linear function of the size of the 
unit. As a result, if the STATCOM has a larger rating then it also has a higher cost. The 
value of this component is normalized by the total MVA that can be allocated in the 
system, which is calculated as the product of the maximum number of STATCOM units 
and the maximum allowed size max. In this case, the maximum STATCOM size is set to 
250 MVA.  
Each component of the STATCOM cost metric (7.28) is normalized to have 
comparable values around one. Since the metric is defined as the summation of the two 
components, a factor of 0.5 is also added to make the overall value to be around one, and 
therefore be comparable with other metrics in the objective overall function. 
136 
 
Another metric used in this stage corresponds to the normalized voltage deviation 
metric (J2) which has the same definition as in (7.4). 
In addition, the system security constraints (related to overloaded lines and bus 
voltage violations) are included in the main objective function using the metrics, J3 - J6, 
defined in (7.5)-(7.8). 
Finally, the overall objective function is defined as: 
 
645342312211 JJJJJJJ pppp    (7.29)
 
where: 
J is the overall objective function, 
1, 2 are weights that reflect the relative importance of the cost metric and the 
normalized voltage deviation metric, 
p1, p2, p3, p4  are penalty weights that penalize system violations. 
 
As mentioned in previous stages, the values of the weights and penalty factors, as 
well as the definition of the technical and cost metrics, can be adjusted to reflect the 
particular interest of operators and utilities. Some metrics can be emphasized with respect 
to others depending on the particular power system and management policies. In this 
particular study, the following values are used: 1 = 2 = 1, p1 = p2 =25, p3 =p4 = 5.  
The selection of the weight values gives equal importance to the economic and 
the technical criteria. The penalty factors are adjusted so that there is a high penalty for 
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those solutions that improve the voltage profile but overload the transmission lines. This 
situation is extremely undesirable and needs to be avoided, in other words, the algorithm 
should preserve the results obtained from the previous optimization stage (series 
compensation stage). 
The number of bus voltage violations has higher importance as compared with the 
original cost metric (7.28) and normalized voltage deviation metric (7.4). The reason for 
this particular rule corresponds to the overall purpose of improving the reliability of the 
system. In this way, maintaining the system within security limits becomes a priority. 
 
Particle definition 
The PSO particle definition (decision vector) is defined as: 
 
 NunitsNunitsix  ...2211  (7.30)
 
where: 
h is the location of STATCOM unit h,  1,2,..., unitsh N , 
h is the size of STATCOM unit h,  1,2,..., unitsh N . 
 
Search space definition 
The constraints used in this optimization stage are those described in (4.4)-(4.7). 
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PSO parameters 
The PSO parameters are presented in Table 7.7. 
 
Table 7.7: PSO parameters, shunt compensation stage, optimal allocation 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity for bus location 25 
Maximum velocity for STATCOM size 50 
Number of particles 25 
Maximum number of iterations 300 
 
 
7.3.3.2 Optimal settings algorithm 
Fitness function definition 
The objective of this PSO routine is to find the optimal voltage references of the 
STATCOM control units such that the best performance of the system is obtained. Since 
the reliability of the system is the main concern of this study, the fitness function 
corresponds to the total number of voltage violations. The global optimum value is when 
the STATCOM settings allow the system to have zero violations (J=0). 
 
highVbuslowVbusJ __   (7.31)
where: 
J is the overall objective function, 
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Vbus_low is the number of buses with low voltage violation (below 0.95 p.u.), 
Vbus_high is the number of buses with high voltage violation (above 1.05 p.u.). 
 
Particle definition 
The PSO particle definition is defined as: 
 
1 2 ...
ref ref ref
i Nunitsx V V V    (7.32)
where: 
Vhref  is the voltage reference of STATCOM unit h,  1,2,..., unitsh N . 
 
Search space definition 
Only one constraint applies to this problem: 
 
 0.95 1.05, 1, 2,...,refh unitsV h N    (7.33)
 
The voltage reference cannot exceed the voltage limits of 0.95 and 1.05 p.u. If a 
particle solution leads to a voltage reference greater than 1.05 then this value is changed 
to the upper bound of 1.05. On the other hand, if the particle's solution proposes a voltage 
reference smaller than 0.95 then the unit is disconnected otherwise a detrimental effect to 
the voltage profile of the system will occur. 
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PSO parameters 
The concept of fine tuning PSO, as described in section 4.3.1, is utilized in this 
stage to obtain the maximum efficiency in the search for optimal STATCOM settings. 
A summary of the PSO parameters is presented in Table 7.8. 
 
Table 7.8: PSO parameters, shunt compensation stage, optimal setting 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity 50% of corresponding limits 
Number of particles 30 
Maximum number of iterations 100 
 
 
7.5 Summary 
This chapter describes a proposed PSO-based optimization framework to solve 
the problem of improving the power system’s reliability using FACTS devices. 
In particular, a modified version of the IEEE 118 bus system is used to study the 
effect of optimizing present system infrastructure and new FACTS installations to make 
the system N-1 secure. 
The optimization process is carried out considering three sequential stages: (i) 
SCOPF stage, (ii) series compensation stage, and (iii) shunt compensation stage. 
The first stage, SCOPF, utilizes the concept of security constrained optimal power 
flow to optimize the settings of present equipment (transformer's tap ratios, generator's 
outputs, etc.) such that the generation cost and voltage profile are improved.  
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The optimization is performed for a base case (all components in service) and for 
the 186 branch outages that correspond to the N-1 contingency criteria. For this reason, 
special emphasis is given to satisfying security limits to avoid overloaded lines and bus 
voltage violations. 
From the optimization perspective the concept of fine tuning PSO, which limits 
the maximum velocity to a small percentage of the variable's range of movement, is 
introduced to aid in the search mechanism. In addition, the system security constraints for 
overloaded lines and bus voltage violations are included in the main objective function as 
penalty factors. In general, this optimization framework has shown to be very efficient in 
avoiding solutions that lead to system instability. 
The second stage, called the series compensation stage, is used to relieve 
transmission lines congestion using distributed FACTS devices, in particular DSSC 
modules. The system is assumed to be fully deployed, meaning that there is full 
controllability of all transmission lines. The DSSC is modeled as a lumped device with 
the capability of changing the value of the corresponding line reactance by 20% in either 
direction (increase or decrease). 
The results of the optimization process are the optimal control settings for each 
DSSC module, such that the number of overloaded lines is minimized and the line 
utilization factor is improved with a minimum impact over the total transmission losses 
of the system. The control settings correspond to the control reference, in this case the 
desired value for the line reactance of each transmission line. It is important to note that 
the value of the reference provides optimal global control over the power system as 
142 
 
opposed to local control where only the close neighborhood of the transmission line 
experiences an improvement. 
Finally, the shunt compensation stage uses a two step optimization process. The 
first step provides optimal allocation and rating for shunt FACTS devices, in this case 
STATCOM units, and the second step indicates whether the units have to be in service 
and, if so, what is the optimal control reference, in this case the voltage at the point of 
common coupling.  
The technical criteria for the shunt stage correspond to the improvement of 
voltage profile (minimization of voltage deviations) at minimum cost. Analogous to the 
first two stages (SCOPF and series compensation), special attention is given to 
maintaining all system variables within security limits. 
The multistage PSO-based optimization framework, discussed in this chapter, is 
then applied to the problem of optimizing the reliability of a modified version of the 
IEEE 118 bus system. The obtained results are reported and discussed in the next chapter. 
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CHAPTER 8  
OPTIMIZATION OF POWER SYSTEM RELIABILITY 
8.1 Introduction 
Chapter 7 introduced a multistage PSO-based optimization framework to improve 
the reliability of the power system, where the objective is to enable the IEEE 118 bus 
system to satisfy the N-1 security criterion using the existing infrastructure and new 
FACTS installations, in particular DSSC and STATCOM units (models described in 
Appendix A).  
The proposed optimization process considers three stages: (i) security constrained 
optimal power flow (SCOPF) stage, (ii) series compensation stage, and (iii) shunt 
compensation stage. 
This chapter presents the analysis of the obtained simulation results. First the 
study focuses on the overall improved reliability once all three optimization stages are 
completed. The improvement is discussed considering the base case (all elements in 
service) and the first ten contingencies followed by a detailed analysis of three critical 
contingencies. Finally a summary of the system state for the base case and all 186 
contingencies is presented and discussed. 
Second, the specific results for each optimization stage are reported for two 
illustrative cases: the base case (case 1), where there is no contingency, and case 32, 
where the line that connects buses 25 and 27 is taken out of service. 
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8.2 Analysis of improved reliability 
Due to the large amount of information (base case plus 186 contingencies), the 
simulation results to the problem of improving the reliability of the power system using 
FACTS devices are presented as follows: 
 A general overview of the system state is presented in Table 8.1 for the base case and 
the first ten contingencies (section 8.2.1). This information is compared with the state 
of the system prior to the optimization process presented in Table 7.1. 
 There are three critical contingencies that required a separate analysis, which are 
presented in Table 8.2. The comparison between the optimized system state and the 
original system state (in Table 7.2) is discussed (section 8.2.2). 
 Then a summary, analogous to Table 7.3, is presented that considers the base case (all 
elements in service) and all contingencies (section 8.2.3). 
 
8.2.1 Results for base case and first ten contingencies 
Table 8.1 shows the system state after all three optimization stages are completed 
for case 1 (all elements in service) and the first ten contingencies. The columns of Table 
8.1 show the voltage deviation metric (Vdev) as defined in (7.3), the total power losses 
(Ploss), the minimum and maximum bus voltages (Vmin and Vmax respectively), the number 
of overloaded lines (OVL) and the number of voltage violations (Vviolations). 
There are remarkable differences between the state of the system before the 
optimization process is performed (Table 7.1) and thereafter (Table 8.1). In order to 
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clearly visualize these differences, they are graphically illustrated in Figure 8.1 to Figure 
8.4. 
Table 8.1: Optimized system condition for base case and 10 contingencies 
Case  
# 
From  
Bus 
To  
Bus 
Vdev Ploss 
[W] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
OVL Vviolations 
1 - - 0.258 122.1 0.952 1.050 0 0 
2 1 2 0.253 107.6 0.951 1.050 0 0 
3 1 3 0.255 121.4 0.952 1.046 0 0 
4 4 5 0.253 133.4 0.951 1.050 0 0 
5 3 5 0.256 114.6 0.951 1.050 0 0 
6 5 6 0.260 112.4 0.952 1.050 0 0 
7 6 7 0.243 121.2 0.950 1.050 0 0 
8 8 9 0.272 156.7 0.951 1.050 0 0 
9 9 10 0.248 121.0 0.950 1.050 0 0 
10 4 11 0.246 128.3 0.950 1.050 0 0 
11 5 11 0.255 112.6 0.950 1.050 0 0 
 
 
Figure 8.1 shows the values of the voltage deviation metric (Vdev), as defined in 
(7.3), for case 1 (all elements in service) and the first ten contingencies (cases 2 to 11). 
The red bar, labeled "Pre", shows the values of this metric with the original system 
settings (i.e. before the optimization process is performed); the green bar, labeled "Post", 
indicates the value of the metric for the optimized system (i.e. after all three optimization 
stages have been carried out). 
A comparison of the heights of the red and green bars for each case shows that the 
voltage profile is substantially improved. In fact, there is an average of 25% decrement in 
the voltage deviation metric, and in some cases (number 8 and 9) the reduction is as 
much as a 50%. 
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Figure 8.1: Results for voltage deviation metric, pre and post optimization. 
 
Figure 8.2 shows the values of the total transmission losses (Ploss), for case 1 (all 
elements in service) and the first 10 contingencies (cases 2 to 11).  
Analogous to the previous case, the red bar, labeled "Pre", shows the values prior 
to the optimization process and the green bar, labeled "Post", indicates the corresponding 
value after all three optimization stages have been performed. 
Comparing the pre and post optimization values, it is possible to note that there 
is a mild effect on the transmission losses (green and red bars have similar heights in 
most cases), which specifically translate in an average reduction of 3.7%. This implies 
that the system can be fully optimized without significantly affecting the total 
transmission losses.  
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Figure 8.2: Results for total transmission losses, pre and post optimization 
 
 
In particular, the DSSC modules operating only with local control tends to 
increase the transmission losses because they relieve congested lines by increasing the net 
impedance of particular lines to distribute the current to lines with lower LUF but higher 
impedances. In this case, after the series compensation stage is performed, the DSSC 
control references are capable of achieving a global optimal performance of the system, 
thus the total transmission losses are minimally affected. 
Finally, Figure 8.3 and Figure 8.4 show the values of the number of overloaded 
lines and bus voltage violations respectively, for case 1 (all elements in service) and the 
first 10 contingencies (cases 2 to 11).  
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Figure 8.3: Results for number of overloaded lines, pre and post optimization 
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Figure 8.4: Results for bus voltage violations, pre and post optimization 
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Following the same format, the pre-optimization (red bars) and post-
optimization (green bars) values are plotted. However, neither of the figures posses green 
bars because, after all three optimization stages are performed, there are no overloaded 
lines and no bus voltage violations. The system is therefore capable of maintaining the 
voltage within limits, and after each contingency there are no overloaded lines that can 
cause further outages. 
 
8.2.2 Critical contingencies 
There are three contingencies in the system that must be analyzed separately. The 
states of the original and the optimized systems (after all three optimization stages) for 
these contingencies are summarized in Table 8.2.  
The columns of this table show the voltage deviation metric (Vdev) as defined in 
(7.3), the total power losses (Ploss), the minimum and maximum bus voltages (Vmin and 
Vmax respectively), the number of overloaded lines (OVL) and the number of voltage 
violations (Vviolations). 
 
Table 8.2: Critical contingencies, optimized system 
System 
settings 
# From  
Bus 
To  
Bus 
Vdev Ploss 
[W] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
OVL Vviolations 
Original  169 110 112 1.043 115.12 0 1.05 0 4 
Optimized 169 110 112 0.259 114.91 0.96 1.05 0 0 
Original 176 12 117 1.046 115.49 0 1.05 0 5 
Optimized 176 12 117 1.022 100.25 0.95 1.05 0 0 
Original 179 8 5 3.353 798.93 0 1.05 10 44 
Optimized 179 8 5 0.299 130.83 0.91 1.06 0 0 
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For case 169, where the branch out of service corresponds to the line from bus 
110 to bus 112, the load shedding at bus 112 is unavoidable because the line out of 
service is the only one that supplies this load. However, it is important to note that, prior 
to the optimization of the system settings, this outage leads to 4 voltage violations and 
once the optimization process is completed, there are no bus voltage violations. 
A similar situation occurs with case 176. The outage corresponds to the line 
between buses 12 and 117, which is the only line that supplies the load at bus 117. After 
the load at bus 117 is shed, the optimized system has no limit violations and operates in 
stable conditions. 
Finally, case 179 (transformer that connects buses 8 and 5 is out of service) that 
originally lead to catastrophic cascade events; it operates within security limits after the 
system is optimized.  
In particular, all overloaded lines are relieved and the voltage profile is drastically 
improved as shown by the change in the value of the voltage deviation metric, defined in 
(7.3), from 3.353 to 0.229. 
Considering the bus voltage violations, it is not possible to keep the system within 
the desirable ±5% voltage deviations. However, the system is capable of operating within 
the limits defined by the ITIC curve and, therefore, the system remains in a stable mode 
of operation after the contingency occurs. 
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8.2.3 Summary of the results 
Based on all the contingencies considered, with the exception of only the three 
previous cases in Table 8.2, a summary of the system condition for the N-1 contingency 
analysis is presented in Table 8.3.  
The rows of Table 8.3 show the original system (prior to any of the optimization 
stage), a summary of the system after the SCOPF stage is performed, then a summary of 
the system after the series compensation stage is carried out, and finally the overall 
results when the optimization process is complete (after the shunt compensation stage is 
completed).  
The columns of Table 8.3 show the maximum voltage deviation metric (Vdev), 
maximum total power losses (Ploss), and the minimum and maximum bus voltages (Vmin 
and Vmax respectively). These values correspond to the extreme data points over the entire 
dataset that includes the base case (all components in service) and 183 contingencies. In 
other words, Max_Vdev is the maximum voltage deviation metric among the 184 cases 
considered in this study, Vmin is the minimum bus voltage of all 184 cases and so on.  
 
Table 8.3: Summary of system condition for N-1 contingency analysis 
System settings Max 
Vdev 
Max Ploss 
[MW] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
Total 
OVL 
Total  
Vviolations 
Original  1.170 186.83 0.63 1.06 22 1145 
SCOPF stage 0.361 156.66 0.87 1.06 18 61 
Series Stage 0.363 156.66 0.84 1.06 0 63 
Shunt stage  
(Optimized System)  
 
0.313
 
156.66 
 
0.92 
 
1.06 
 
0 
 
0 
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Additionally, the total number of overloaded lines (OVL) and the total number of 
voltage violations (Vviolations) are also shown in Table 8.3. These total numbers correspond 
to the summation over the 184 cases. 
As Table 8.3 shows, the performance of the system has improved dramatically. 
The maximum voltage deviation metric Vdev, reduces by 73% from a value of 1.17 
(original system settings) to 0.313 (optimized system settings), while the maximum 
power losses shows a moderate improvement of 16% from 186.83 to 156.66 MW. The 
most significant differences are found in the cases of the total number of overloaded lines 
(OVL) and total number of bus voltage violations (Vviolations); the system with original 
settings has several overloaded lines and 1,145 bus voltages outside the desired limits. 
However, after the system settings are optimized, there are no overloaded lines and all the 
bus voltages are within desired limits. 
 
8.3 Detailed analysis of selected cases 
The previous section has shown the improvement of the power system reliability 
after all three optimizations stages have been performed. Including the specific results for 
each optimization stage involves an enormous amount of information that will make this 
document to be extremely lengthy. For this reason, the results for the individual 
optimizations stages are reported in this section for two cases only: base case, where all 
elements of the system are in service and case 32 that corresponds to the outage of the 
line between buses 25 and 27. The two cases are selected in order to illustrate the full 
capability and benefits of the proposed PSO-based optimization framework.  
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8.3.1 Base case 
SCOPF stage 
The results for the objective function value in (7.9) and objective functions 
metrics, as in (7.2), (7.4), (7.5)-(7.8), are shown in Table 8.4. 
Table 8.4: Objective function value and metrics for SCOPF stage, base case 
J J0 J1 J2 J3 J4 J5 J6 
1.8345 5.000 0.9996 0.8348 0 0 0 0 
 
 
Table 8.4 shows that the overall objective function value improves by 83%, from 
an original value of 5 (J0) to an optimized value of 1.834 (J). Most importantly, the 
metrics related to maintaining the security of the system within security margins, J3-J4, 
are equal to zero in the optimized system. This indicates that there are no overloaded 
lines or bus voltage violations. 
Considering the generation cost metric (J1), there is a negligible difference of less 
than 0.1% ((1-J1), percentagewise) as compared to the original system. The normalized 
voltage deviation metric (J2) indicates that the voltage deviation metric in the optimized 
system is 17% less ((1-J2), percentagewise) than the value for the original system. 
A comparison between the state of the original system and optimized system is 
shown in Table 8.5. The columns of Table 8.5 present the information of the generation 
cost (ED), as defined in (7.1), the value of the voltage deviation metric (Vdev), defined in 
(7.3) , the total transmission power losses (Ploss), line utilization factor (LUF), as in 
(7.21), maximum line loading (Max_L), minimum and maximum bus voltages. 
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Table 8.5: Original and optimized system state, SCOPF stage, base case 
 ED 
[$] 
Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
Original system 1651 0.31 116 29 0.90 0.93 1.05 
System_SCOPF 1651 0.26 122 31 0.93 0.95 1.05 
 
The information in Table 8.5, shows the numerical values of some variables 
analyzed above. The conclusions from this data are consistent with the ones drawn from 
the metric and objective function analysis. In addition, Table 8.5 shows an improvement 
in the line utilization factor of 2% and a change of the maximum loading of transmission 
lines from 90% to 93%. 
The optimal system settings are shown in Table 8.6 to Table 8.9. 
 
Table 8.6: Optimal generator settings, base case 
Gen # Bus  Pg [p.u.] Vref [p.u.]
1 10 4.03 1.041 
2 12 1.20 0.993 
3 25 2.00 1.050 
4 26 3.31 1.050 
5 49 2.49 1.050 
6 61 1.87 1.023 
7 65 3.34 1.019 
8 66 3.71 1.050 
9 69 4.54 1.033 
10 80 4.22 1.050 
11 87 0.03 1.008 
12 89 6.89 1.005 
13 100 2.23 1.029 
14 103 0.25 1.019 
15 111 0.44 0.995 
 
Table 8.6 presents the optimal generator settings: optimal power output (Pg) and 
the voltage reference (Vref) for all 15 generator units in Figure 7.1. The p.u. values of the 
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active power output (Pg) are calculated considering the overall base power of the system, 
which is 100 MVA (as opposed to the rating of each machine); this fact explains why 
most of these values are greater than one. 
Table 8.7 gives the operator the information about the optimal tap ratio in all the 
variable tap transformers in the system. Table 8.8 shows the optimal setting for the phase 
shifter transformer, its optimal tap ratio and optimal phase angle. 
 
Table 8.7: Optimal transformer tap settings, base case 
Tranf # From bus To bus Tap setting 
1 8 5 0.974 
2 26 25 0.978 
3 30 17 0.897 
4 38 37 0.906 
5 63 59 0.927 
6 64 61 1.008 
7 65 66 0.975 
8 68 69 0.895 
 
 
Table 8.8: Optimal phase shifter transformer settings, base case 
From bus To bus Tap setting Angle [º] 
81 80 0.981 8.52 
 
 
Table 8.9 shows the optimal settings for the capacitor banks. The settings 
presented in this table correspond to the reactive power injection in p.u. For this 
particular study it is assumed that the reactive compensation can be adjusted from zero 
(disconnected) to the maximum rating in steps of 5 MVAr. Additionally, positive values 
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indicate reactive power injection (capacitors) and negative values correspond to reactive 
power consumption (reactors). 
These per unit quantities can be converted into actual values in MVAr by 
multiplying the p.u. value by the system base power which in this case is 100 MVA. 
 
Table 8.9: Optimal capacitor banks settings, base case 
Unit # Bus  Qc [p.u.] 
1 5 -0.50 
2 34 0.15 
3 37 -0.30 
4 44 0.05 
5 45 0.10 
6 46 0.15 
7 48 0.10 
8 74 0.10 
9 79 0.25 
10 82 0.15 
11 83 0.10 
12 105 0.15 
13 107 0.05 
14 110 0.05 
 
Series compensation stage 
After the SCOPF stage is completed, there are no overloaded lines and it is not 
necessary to perform any series compensation. 
Shunt compensation stage 
The SCOPF stage is capable of adjusting the settings of the existing equipment 
such that the there are no bus voltage violations, thus it is not necessary to incur any 
expenses of additional shunt compensators. 
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8.3.2 Case 32 
Case 32, which corresponds to the outage of the line between buses 25 and 27, is 
selected to illustrate all three optimization stages: SCOPF stage, series compensation 
stage, and shunt stage. 
 
SCOPF stage 
The results for the objective function value, as in (7.9), and objective functions 
metrics ((7.2), (7.4),(7.5)-(7.8)) are shown in Table 8.10. 
 
Table 8.10: Objective function value and metrics for SCOPF stage, case 32 
J J0 J1 J2 J3 J4 J5 J6 
6.782 9.000 1.001 0.594 1 0.927 0.444 0 
 
 
These values indicate that the overall objective function value (J) has an 
improvement of 25%, from a pre-optimization value of 9 (J0) to an optimized value of 
6.782 (J).  
The metrics J3 and J4, which are related to the line loading, are nonzero. In 
particular, J4 is 0.927 which indicates that there is a reduction in the maximum line 
loading. However the value of J3 is 1 which means that the number of overloaded lines 
did not change as compared with the pre-optimization system settings. In other words, the 
optimization of existing equipment settings improve the line loading and relieve 
congestion but not by sufficient amounts to correct overloaded lines. 
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In the case of metrics J5 and J6, their values show that the number of low bus 
violations is reduced by 56% ((1-J5), percentagewise) and there are no high voltage 
violations (J6 = 0), neither in the original nor in the optimized system. 
The metric associated with generation cost (J1) changes by a negligible amount, 
indicating that the optimization of the system performance in this stage does not incur 
economic penalties. The normalized voltage deviation metric (J2), as defined in (7.4), 
improves considerably as it is reduced by 41% ((1-J2), percentagewise) with respect to its 
pre-optimization value. 
A comparison between the state of the pre-optimization system and the optimized 
system (after the SCOPF stage) is shown in Table 8.11.  
The columns of Table 8.11 present information on the generation cost (ED) 
defined in (7.1), the actual value of the voltage deviation metric (Vdev), as in (7.3), the 
total power losses (Ploss), line utilization factor (LUF), defined in (7.21), maximum line 
loading (Max_L), minimum and maximum bus voltages. 
 
Table 8.11: Original and optimized system state, SCOPF stage, case 32 
 ED 
[$] 
Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
Original system 1652 0.49 132.0 32.0 1.11 0.86 1.05 
System_SCOPF 1653 0.29 133.3 32.1 1.03 0.93 1.05 
 
 
The information in Table 8.11, gives the actual values of the variables of interest. 
An analysis of these actual values support the conclusions presented above. In other 
words, after the SCOPF optimization is performed: (i) the voltage deviation metric (Vdev), 
159 
 
as defined in (7.3), is considerably reduced, (ii) the transmission losses are not affected, 
(iii) the maximum loading in transmission lines is improved (however not enough to 
avoid overloaded lines), and (iv) the minimum voltage is substantially improved. All 
these benefits are obtained without increasing the generation costs (ED). 
The optimal system settings, resulting from the SCOPF stage, are shown in Table 
8.12 to Table 8.15. 
Table 8.12 presents the optimal power output (Pg) and voltage reference (Vref) 
settings for each generator.  
 
Table 8.12: Optimal generator settings, case 32 
Gen # Bus  Pg [p.u.] Vref [p.u.] 
1 10 3.45 1.050 
2 12 1.16 1.026 
3 25 1.81 1.050 
4 26 3.16 1.050 
5 49 1.57 1.037 
6 61 1.29 0.993 
7 65 4.20 0.998 
8 66 4.20 1.050 
9 69 5.80 1.050 
10 80 5.00 1.050 
11 87 0.03 1.011 
12 89 6.44 1.036 
13 100 2.44 1.002 
14 103 0.88 1.026 
15 111 0.32 1.000 
 
Table 8.13 provides the information about the optimal tap ratio in all eight 
variable tap transformers in the system and Table 8.14 shows the optimal setting for the 
phase shifter transformer, its optimal tap ratio and optimal phase angle.  
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Finally, Table 8.15 shows the optimal settings for capacitor banks. In the same 
fashion as the previous case (base case), the settings presented in this table correspond to 
the reactive power injection in p.u. 
 
Table 8.13: Optimal tap transformers settings, case 32 
Unit # From bus To bus Tap setting 
1 8 5 1.001 
2 26 25 1.015 
3 30 17 0.859 
4 38 37 0.898 
5 63 59 0.878 
6 64 61 1.136 
7 65 66 1.007 
8 68 69 0.954 
 
Table 8.14: Optimal phase shifter transformer settings, case 32 
From bus To bus Tap setting Angle [º] 
81 80 0.900 10.02 
 
Table 8.15: Optimal capacitor banks settings, case 32 
Unit # Bus  Qc [p.u.] 
1 5 -0.50 
2 34 0.10 
3 37 -0.20 
4 44 0.10 
5 45 0.10 
6 46 0.05 
7 48 0.10 
8 74 0.15 
9 79 0.20 
10 82 0.15 
11 83 0.10 
12 105 0.30 
13 107 0.05 
14 110 0.05 
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Series compensation stage 
After the SCOPF optimization stage is performed (with results presented in Table 
8.11) the maximum loading of transmission lines is reduced from 1.11 p.u. to 1.03 p.u. 
This last value indicates the presence of overloaded lines in the system and therefore it is 
necessary to perform the series compensation stage. 
The results for the overall objective function, in (7.24), and objective functions 
metrics ((7.22), (7.23), (7.5)-(7.8)) are shown in Table 8.16. 
 
Table 8.16: Objective metrics, series compensation stage, case 32 
J J0 J1 J2 J3 J4 J5 J6 
2.198 8.250 0.985 0.994 0 0 0.875 0 
 
 
The results in Table 8.16 indicate a significant improvement in the overall 
objective function, the original value of 8.25 (J0) is reduced by 75% to 2.198 (J).  
The technical metrics J1 and J2 are related with the LUF and the transmission 
losses respectively. Both of them have a slight improvement as compared with the system 
state prior to this optimization stage. 
The bus violation metrics (J5 and J6) indicate that there is an improvement of one 
fewer low voltage violation and no high voltage violations. This conclusion is drawn 
considering the definitions of both metrics presented in (7.7) and (7.8). 
While metrics J1, J2, J5 and J6 do not change significantly, the main impact on the 
reduction of the objective function value is given by the metrics associated with the 
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overloaded lines, J3 and J4. The values of these two metrics are zero reflecting that, after 
the optimization process is completed, there are no overloaded lines in the system. 
A comparison between the states of the system after the SCOPF stage and after 
the series compensation stage is shown in Table 8.17.  
The columns of Table 8.17 present the information of the generation cost (ED), as 
defined in (7.1), the actual value of the voltage deviation metric (Vdev), as in (7.3), the 
total power losses (Ploss), line utilization factor (LUF), defined in (7.21), maximum line 
loading (Max_L), minimum and maximum voltages. 
 
Table 8.17: System state, pre and post series compensation stage, case 32 
 ED 
[$] 
Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
System_SCOPF 1653 0.293 133.3 32.1 1.03 0.93 1.05 
System_Series_comp 1653 0.289 132.5 32.6 0.91 0.93 1.05 
 
 
The optimal DSSC settings obtained at the end of this optimization stage are 
shown in Table 8.18. These values correspond to the control reference of the DSSC 
modules in the form of the value of the line reactance, in p.u., that needs to be achieved. 
 
Table 8.18: Optimal DSSC settings, series compensation stage 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
1 1 2 0.0836 60 46 48 0.1686 119 77 82 0.0982 
2 1 3 0.0389 61 47 49 0.0701 120 82 83 0.0295 
3 4 5 0.0066 62 42 49 0.2905 121 83 84 0.1069 
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Table 8.19 continued 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
4 3 5 0.1033 63 42 49 0.2673 122 83 85 0.1358 
5 5 6 0.0517 64 45 49 0.2066 123 84 85 0.0760 
6 6 7 0.0170 65 48 49 0.0497 124 85 86 0.1042 
7 8 9 0.0288 66 49 50 0.0848 125 86 87 0.1822 
8 9 10 0.0290 67 49 51 0.1463 126 85 88 0.1031 
9 4 11 0.0665 68 51 52 0.0474 127 85 89 0.1585 
10 5 11 0.0749 69 52 53 0.1855 128 88 89 0.0789 
11 11 12 0.0167 70 53 54 0.1149 129 89 90 0.1831 
12 2 12 0.0637 71 49 54 0.2627 130 89 90 0.0861 
13 3 12 0.1652 72 49 54 0.2502 131 90 91 0.0765 
14 7 12 0.0307 73 54 55 0.0620 132 89 92 0.0478 
15 11 13 0.0670 74 54 56 0.0099 133 89 92 0.1652 
16 12 14 0.0835 75 55 56 0.0126 134 91 92 0.1127 
17 13 15 0.2914 76 56 57 0.1111 135 92 93 0.0752 
18 14 15 0.2043 77 50 57 0.1092 136 92 94 0.1778 
19 12 16 0.0822 78 56 58 0.1039 137 93 94 0.0796 
20 15 17 0.0489 79 51 58 0.0583 138 94 95 0.0370 
21 16 17 0.1928 80 54 59 0.2648 139 80 96 0.1655 
22 17 18 0.0483 81 56 59 0.2718 140 82 96 0.0613 
23 18 19 0.0454 82 56 59 0.2822 141 94 96 0.0882 
24 19 20 0.1092 83 55 59 0.1889 142 80 97 0.0824 
25 15 19 0.0462 84 59 60 0.1500 143 80 98 0.1214 
26 20 21 0.0911 85 59 61 0.1413 144 80 99 0.1967 
27 21 22 0.0797 86 60 61 0.0109 145 92 100 0.2888 
28 22 23 0.1609 87 60 62 0.0588 146 94 100 0.0568 
29 23 24 0.0484 88 61 62 0.0410 147 95 96 0.0486 
30 23 25 0.0931 89 63 64 0.0217 148 96 97 0.0977 
31 25 27 0.1833 90 38 65 0.1043 149 98 100 0.1489 
32 27 28 0.0821 91 64 65 0.0285 150 99 100 0.0758 
33 28 29 0.1098 92 49 66 0.0874 151 100 101 0.1112 
34 8 30 0.0410 93 49 66 0.0995 152 92 102 0.0615 
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Table 8.20 continued 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
35 26 30 0.0733 94 62 66 0.2340 153 101 102 0.1173 
36 17 31 0.1822 95 62 67 0.0993 154 100 103 0.0594 
37 29 31 0.0325 96 66 67 0.0862 155 100 104 0.1753 
38 23 32 0.1323 97 65 68 0.0135 156 103 104 0.1271 
39 31 32 0.0982 98 47 69 0.2946 157 103 105 0.1431 
40 27 32 0.0807 99 49 69 0.3584 158 100 106 0.2636 
41 15 33 0.1042 100 69 70 0.1315 159 104 105 0.0389 
42 19 34 0.2416 101 24 70 0.4673 160 105 106 0.0650 
43 35 36 0.0095 102 70 71 0.0422 161 105 107 0.2081 
44 35 37 0.0554 103 24 72 0.2043 162 105 108 0.0623 
45 33 37 0.1147 104 71 72 0.1772 163 106 107 0.1940 
46 34 36 0.0309 105 71 73 0.0527 164 108 109 0.0321 
47 34 37 0.0091 106 70 74 0.1523 165 103 110 0.1650 
48 37 39 0.0864 107 70 75 0.1363 166 109 110 0.0727 
49 37 40 0.1860 108 69 75 0.1302 167 110 111 0.0691 
50 30 38 0.0498 109 74 75 0.0463 168 110 112 0.0594 
51 39 40 0.0514 110 76 77 0.1654 169 17 113 0.0244 
52 40 41 0.0526 111 69 77 0.1151 170 32 113 0.1682 
53 40 42 0.1556 112 75 77 0.1730 171 32 114 0.0612 
54 41 42 0.1269 113 77 78 0.0132 172 27 115 0.0875 
55 43 44 0.2628 114 78 79 0.0251 173 114 115 0.0113 
56 34 43 0.1389 115 77 80 0.0400 174 68 116 0.0045 
57 44 45 0.0806 116 77 80 0.1092 175 12 117 0.1224 
58 45 46 0.1440 117 79 80 0.0838 176 75 118 0.0508 
59 46 47 0.1456 118 68 81 0.0166 177 76 118 0.0448 
Shunt compensation stage 
Considering the base case and all contingencies, the shunt compensation stage 
finds that the optimal solution is the placement of eight STATCOM units in the system. 
The optimal location and sizes are shown in Table 8.21. 
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Table 8.21: STATCOM units, optimal location and sizes 
# Bus Rating [MVA] 
1 3 15 
2 28 30 
3 37 250 
4 38 100 
5 41 25 
6 76 24 
7 112 16 
8 118 240 
 
In particular, for case 32 (outage of line 25 to 27), the objective function value 
and metrics are shown in Table 8.22. The overall objective function value shows a 
dramatic improvement of 84%, from a value of 6 (J0) to a value of 0.985 (J), mainly 
because the security constraints metrics, J3-J6, are all equal to zero, implying that there 
are no overloaded lines or bus voltage violations. 
 
Table 8.22: Objective metrics for shunt compensation stage, case 32 
J J0 J1 J2 J3 J4 J5 J6 
0.985 6 0.892 0.093 0 0 0 0 
 
 
In addition, the normalized voltage deviation metric, as defined in (7.4), reduces 
its value by 11% ((1-J1), percentagewise) from that of the system prior to this 
optimization stage.  
The STATCOM cost metric J2 has a small value because, for this particular 
contingency, the best performance is obtained with only one STATCOM unit in service 
which corresponds to unit number two, with 30 MVA. 
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Table 8.23 shows the actual values of the variables that describe the system state: 
generation cost (ED), as defined in (7.1), voltage deviation metric (Vdev), as in (7.3), total 
transmission losses (Ploss), line utilization factor (LUF), defined in (7.21), minimum and 
maximum bus voltages, and compares the results of the series compensation stage with 
the shunt compensation stage.  
 
Table 8.23: System state, pre and post shunt compensation stage, case 32 
 ED 
[$] 
Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
System_Series_comp 1653 0.289 132.5 32.6 0.91 0.93 1.05 
System_Shunt_comp 1653 0.255 130.9 32.6 0.903 0.955 1.05 
 
 
As compared with the results obtained in the series compensation stage, it is 
possible to note the following differences:  
 The minimum voltage increases to the desired range of ±5% voltage 
deviation.  
 The maximum loading of the transmission lines reduces to 90.3% as 
compared to the case with the original system settings (pre-optimization). 
As a second optimization process, the optimal settings for the STATCOM units 
are found and shown in Table 8.24. The settings correspond to whether a certain unit 
should be in service or not and, if in service, what is the desired voltage reference at the 
point of common coupling.  
It is important to note that the solution found in Table 8.21 considers the base case  
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and all 186 contingencies, for this reason not all STATCOM units are required to be in 
operation at all times. To minimize the control effort of these devices, this optimization 
process optimally decides which units should be in operation for each different case. 
The columns in Table 8.24, show the state of the STATCOM units for this 
particular case (case 32). The value of 0 indicates that the corresponding unit is 
disconnected and the value of 1 implies that the device is in service. In addition, the 
optimal voltage reference in p.u. is also included. As mentioned above, the optimal 
solution corresponds to only one STATCOM unit in service, unit 2, with a voltage 
reference of 0.9758 p.u. 
 
Table 8.24: STATCOM units, optimal settings, case 32  
# Bus On/off [0,1] Vref [p.u.] 
1 3 0 - 
2 28 1 0.9758 
3 37 0 - 
4 38 0 - 
5 41 0 - 
6 76 0 - 
7 112 0 - 
8 118 0 - 
 
 
8.4 Summary 
This chapter has shown the application of the proposed PSO method to solve the 
problem of improving the power system reliability using FACTS devices. 
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In particular, a modified version of the IEEE 118 bus system is used to study the 
effect of optimizing present system infrastructure and new FACTS installations to make 
the system N-1 secure. 
The optimization process is carried out considering three sequential stages: (i) 
SCOPF stage, (ii) series compensation stage, and (iii) shunt compensation stage. 
The first stage, SCOPF, optimizes the settings of present equipment. Optimal 
generator active power outputs, AVR voltage references, transformer tap ratios and phase 
shifts, and capacitor bank settings are provided by the proposed optimization framework. 
These optimal settings are provided for the base case (all components in service) and for 
the 186 branch outages that correspond to the N-1 contingency criteria so that the system 
can operate within its security margins, avoiding overloaded lines and bus voltage 
violations. 
The second stage (series compensation stage) relieves the transmission lines’ 
congestion that cannot be resolved by the previous SCOPF optimization stage.  It uses 
DSSC modules that can change the reactance of the corresponding transmission lines 
between 0.8 p.u. and 1.2 p.u. The results of this optimization stage provide the operator 
of the power system with the optimal control reference settings (desired reactance values) 
for each DSSC module, such that the number of overloaded lines is minimized and the 
line utilization factor is improved with a minimum impact over the total transmission 
losses of the system. These results are available for the base case and all 186 
contingencies. 
Finally, the third optimization stage (shunt compensation stage) provides optimal 
allocation and rating for STATCOM devices such that the voltage profile (minimization 
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of voltage deviations) is improved at minimum cost. Analogous to the first two stages 
(SCOPF and series compensation), special attention is given to maintaining all system 
variables within their security limits. In addition, this optimization indicates whether the 
STATCOM units have to be in service and, if so, what is the optimal control reference, in 
this case the voltage at the point of common coupling.  
The overall results of all three optimization stages are very significant, 
considering the base case and all 186 contingencies. The original system has 22 
overloaded lines, 1145 bus voltage violations and three critical contingencies leading to 
voltage collapse (Table 7.2 and Table 7.3). After the optimization is performed, there are 
no overloaded lines, all bus voltages are within limits, and the critical contingencies are 
mitigated, thus the system satisfies the N-1 security criterion (Table 8.3). These results 
are obtained with minimum impact on the generation costs and with the minimum cost of 
new FACTS installations. 
  
170 
 
PART IV: OPTIMIZATION OF POWER SYSTEM 
PERFORMANCE USING PSO 
 
  
Conclusions
PART IV: Optimization of power system performance
(68 bus system)
Chapter 9: Concepts and definitions
Chapter 10: Optimization of steady state performance
Chapter 11: Optimization of dynamic performance
PART III: Optimization of power system reliability
(118 bus system)
Chapter 7: Optimization stages
Chapter 8: Optimization results
PART II: Validation of proposed PSO method
(45 bus system)
Chapter 4: Problem description
Chapter 5: Optimization algorithms
Chapter 6: Results and performance comparison
PART I: Background
Chapter 2: Allocation of FACTS devices
Chapter 3: Particle Swarm Optimization (PSO) 
Introduction
171 
 
CHAPTER 9  
PERFORMANCE DEFINITION AND CONCEPTS 
9.1 Introduction 
Part IV, optimization of power system performance using PSO, proposes a two-
stage PSO-based optimization framework to improve the performance of the power 
system using FACTS devices. The improvement in the response of the power system is 
evaluated considering steady state conditions as well as during small and large 
perturbations. 
This chapter introduces concepts, associated to the evaluation of the power system 
performance, that are used in this study. 
In particular, the concept of linearization of the power system around its operating 
point, bifurcation analysis and continuation power flow, which are used in the 
optimization of steady state performance, is presented in section 9.2. 
Section 9.3 introduces the background necessary to understand how the 
performance of the power system is evaluated under small and large perturbations. 
Specifically, this section explains the concepts of small signal stability analysis (sssa) and 
the methodology for selecting large perturbations (critical faults) in the power system. 
Finally, section 9.4 describes a 16 machine - 68 bus system which is used to 
illustrate the capabilities of the optimization framework in finding the optimal 
performance of the system considering both technical and economical criteria. In addition 
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to the description of the system, an assessment of the performance of the system is 
carried out, using the concept described in 9.2 and 9.3, to evaluate its pre-optimization 
state. 
 
9.2 Steady state performance 
9.2.1 Linearization of the power system 
The representation of a dynamic system, such as a power system, can be 
described by a series of differential and algebraic equations (DAE) of the form [100]-
[102]: 
ݔሶ ൌ ݂ሺݔ, ݕ, ݑሻ 
0 ൌ ݃ሺݔ, ݕ, ݑሻ 
(9.1)
 
Where x is a state vector, which generally includes the generator’s angle and 
speed, transient voltages, excitation system voltages, etc. The algebraic vector, y, 
contains bus voltage magnitudes, angles, stator currents, etc. and the control vector, u, 
represents exciter voltage references, mechanical inputs, etc. 
The dynamic system representation in (9.1) can be linearized around a stable 
operating point (x0,y0,u0), giving the following state-space description [100]-[102]: 
 
∆ݔሶ ൌ ܣ · ∆ݔ ൅ ܤ · ∆ݑ (9.2)
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where: 
ܣ ൌ ׏௫݂ െ ׏௬݂ · ൫׏௬݃൯ିଵ · ׏௫݃ (9.3)
and  
ܤ ൌ ׏௨݂ െ ׏௬݂ · ൫׏௬݃൯ିଵ · ׏௨݃ (9.4)
where: 
A: is the state matrix of the system, 
: is the partial derivative operator, nabla, 
y g is the complete power flow Jacobian matrix (JLFV). 
 
9.2.2 Bifurcation analysis and continuation power flow 
In order to perform a steady state analysis of the power system under increasing 
load conditions, (9.1) can be re-written, to also consider the loadability level of the 
system, by dropping the control vector, u, and adding the loading parameter (L) [100], 
[103]-[105]: 
 
0 ൌ ݔሶ ൌ ݂ሺݔ, ݕ, ௅ሻ 
0 ൌ ݃ሺݔ, ݕ, ௅ሻ 
(9.5)
 
The loading parameter, L, is a scalar that multiplies generation and load as 
follows ((9.6) assumes that there is a slack bus as opposed to distributed slack bus) [100]: 
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ܲீ ൌ ௅ · ܲீ ଴ 
ܳீ ൌ ௅ · ܳீ଴ 
௅ܲ ൌ ௅ · ௅ܲ଴ 
ܳ௅ ൌ ௅ · ܳ௅଴ 
(9.6)
where: 
PG is the vector of generator active powers with increased loading, 
PGo is the vector of generator active powers in the base case, 
QG is the vector of generator reactive powers with increased loading, 
QGo is the vector of generator reactive powers in the base case, 
PL is the active power load vector with increased loading, 
PL0 is active power load vector in the base case, 
PQ is the reactive power load vector with increased loading, 
PQ0 is the reactive power load vector in the base case. 
 
The linear analysis of the power system represented by (9.5) allows the 
identification of the critical point before the system collapses from the voltage stability 
point of view. This critical point can be either a saddle-node bifurcation point (SNB) or a 
limit-induced bifurcation (LIB) [103]. 
The mathematical conditions for a SNB point are either (9.7) or (9.8) [100]: 
 
݃ሺݔ, ݕ,௅ሻ ൌ 0 
׏௬݃ሺݔ, ݕ, ௅ሻݒ ൌ 0 
|ݒ| ൌ 1 
(9.7)
175 
 
or 
݃ሺݔ, ݕ, ሻ ൌ 0 
׏௬݃ሺݔ, ݕ, ሻ்ݓ ൌ 0 
|ݓ| ൌ 1 
(9.8)
where: 
v is the right eigenvector of the complete power flow Jacobian matrix (JLFV), 
w is the left eigenvector of the complete power flow Jacobian matrix (JLFV). 
 
On the other hand, the mathematical conditions for a LIB point are [100]: 
 
݃ሺݔ, ݕ, ሻ ൌ 0 
ߩሺݕሻ ൌ 0 
(9.9)
 
where (y) represents additional constraints such as reactive power generator 
limits, bus voltage limits, or transmission line limits (maximum current or maximum 
apparent power). 
In practice, whether the system collapses by a SNB or a LIB point, the Jacobian 
matrix (JLFV) tends to be either singular (SNB) or rather close to singularity (LIB) at the 
collapse point [103]. 
The continuation power flow (CPF) is a useful tool to assess the steady state 
voltage stability of a power system [104]. In the CPF, a predictor and corrector scheme 
can be used to avoid the illness of power flow solution at the vicinity of the voltage 
collapse point (Figure 9.1). 
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In the predictor step, a tangent vector is calculated from a generic equilibrium 
point, to estimate a subsequent solution corresponding to a different value of the load 
parameter, then this estimate is corrected using a corrector step which can generally be 
obtained either by means of a local parametrization or a perpendicular intersection [100], 
[104]. 
 
 
Figure 9.1: Continuation power flow visualization 
 
 
The CPF routine can stop either when a SNB or a LIB point is encountered or 
when the nose curve is completed, in both cases the result of the CPF is the maximum 
loading parameter (i.e. the values of the loading parameter at the critical point), which 
Loading parameter () 
Bus voltage 
Equilibrium point 
Predictor 
Corrector 
Critical point 
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represents the maximum load that the system can tolerate without falling into a voltage 
collapse [100]-[104], [105]. 
 
9.3 Performance under small and large perturbations 
9.3.1 Small signal stability analysis 
The concept of small signal stability analysis (sssa) is related to the analysis of the 
stability of the power system when the system is subject to a small perturbation around its 
operational point. These small disturbances are very common and they mainly come from 
random fluctuations in the load due to weather conditions and suchlike [101]. 
Studies of the behavior of the system, under perturbations of small magnitude, 
indicate that the electromechanical oscillations in the post-fault recovery stage are linear 
in nature, and therefore a linear system model of the power system can be used to analyze 
and predict its behavior under such circumstances [101]. 
In general, there are two types of electromechanical oscillations [102]: (i) local 
modes, typically in the 1 to 3 Hz range between a remotely located power station and the 
rest of the system, and (ii) inter-area modes in the range of less than 1 Hz, where clusters 
of generators oscillate against each other. 
A multimachine linearized analysis computes the eigenvalues of the system and 
finds those machines that contribute to a particular eigenvalue (either local or inter-area 
modes) by calculating the corresponding participation factors. 
The eigenvalues of the state matrix of the system, A, are the roots of the 
characteristic equation [101], [102]: 
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݀݁ݐሺܫ െ ܣሻ ൌ 0 (9.10)
where: 
 are the eigenvalues of the system, 
I is the identity matrix. 
 
The eigenvalues resulting from solving (9.10) can be real, zero, or pairs of 
complex conjugates. These complex conjugate eigenvalues are due to the fact that the 
state matrix, A, is real and therefore the characteristical polynomial has real coefficients. 
Every pair of complex conjugate eigenvalues can be written as [101]: 
 
௜ ൌ ߪ௜ േ ݆߱௜ (9.11)
where: 
i is the real part of eigenvalue i, 
i is the imaginary part of eigenvalue i. 
 
Then the corresponding damping ratio (i) and the natural frequency (fn) can be 
computed as [101], [102]: 
 
ߩ௜ ൌ െ ߪ௜
ටߪ௜ଶ ൅ ߱௜ଶ
 
(9.12)
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߱௡ ൌ ߱௜ඥ1 െ ߩ௜
, ௡݂ ൌ ߱௡2ߨ 
(9.13)
 
The dynamic voltage stability is analyzed by monitoring the eigenvalues of the 
linearized system as a power system is progressively loaded. Oscillatory instability 
occurs when a pair of complex conjugate eigenvalues crosses to the right-half plane. This 
is referred to as dynamic voltage instability or Hopf bifurcation [102], [105]. 
In general, the s-plane where the eigenvalues are plotted can be divided in several 
areas. The area where it is desired to have all the system eigenvalues it has a D-shape as 
it is shown in Figure 9.2 [34]. This area is limited by the line of minimum damping (*), 
which can be any desired value typically over 5%, and the overshoot coefficient, *, that 
is typically set to  -3 [34]. 
 
9.3.2 Selection of large system perturbations 
The perturbation of a power system can broadly be classified in two groups: small 
(that can be analyzed using sssa) and large. Perturbations such as generator tripping, 
faults in transmission lines and loss of load have a severe impact on the dynamic 
behavior of the power system and often stability conditions are affected. Therefore, these 
types of disturbances must be carefully studied using transient stability analysis, where 
the system is modeled as a non-linear dynamic process [101]. 
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Figure 9.2: D-shape area in s-plane 
 
 
To be able to assess the transient performance of the power system, a set of 
representative and credible contingencies have to be selected. There are several 
methodologies that have proposed to aid the selection of critical contingencies. In this 
study, the critical contingencies are selected on the basis of the relative values of the real 
power performance index (P.I.) proposed in [18]. 
The definition of this index is presented in (9.15). 
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ܲ. ܫ. ൌ ෍ ݓ௜2 · ܽ
ேಽ
௜ୀଵ
· ቆ ௅ܲ௜
௅ܲ௜௠௔௫
ቇ
ଶ·௔
 (9.15)
 
where: 
NL is the total number of lines, 
wi is a weight factor to represent the importance of different transmission lines, 
a is the exponent, 
PLi is the active power flowing through line i, 
PLimax is the maximum active power that can flow through line i (rated capacity) 
 
The value of the index P.I. is small if all the line flows are within their limits, but 
it is large when the transmission lines are overloaded [26]. 
Other methods for contingency utilize a second-order performance index, which 
in general, may suffer from a so-called masking effect [26]. In the case of the P.I. index, 
this masking effect, can be avoided by using higher order performance indices, a > 1, 
typically a=2 [18], [26]. 
 
9.4 Problem description 
In this study, a modified version of the 68 bus system is used. It is a reduced order 
model of the New England and New York interconnected power systems published in 
1970 [106]. Generators 1 to 9 represent the New England Test System (NETS) and 
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generators 10 to 13 correspond to the New York Power System (NYPS). The last three 
generators (14, 15 and 16) are three interconnected areas in the NYPS.  
The one line diagram of the system is shown in Figure 9.3. The corresponding 
detailed data is presented in Appendix D. 
All generators are represented by a sixth order model which is obtained assuming 
the existence of a field circuit plus an additional rotor circuit along the d-axis and two 
additional rotor circuits along the q-axis [100]. There are nine generators equipped with 
automatic voltage regulators (AVRs), in particular standard IEEE model 1 [100] 
(Appendix D), the other 7 machines the field voltage is calculated considering a simple 
oscillation stabilizer, which includes a feedback of the rotor speed and the active power 
produced by the machine [100]. In this study no power system stabilizers PSS are used. 
 
 
Figure 9.3: One line diagram of the modified 68 bus system 
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9.4.1 Steady state condition of the system 
For the 68 bus system in Figure 9.3, the generators, loads, and imports from other 
neighboring areas are representative of the operating conditions in the early 1970s. Under 
these conditions, the voltage profile of the system is shown in Figure 9.4, and the loading 
of the 66 transmission lines in the system is shown in Figure 9.5. 
Figure 9.4 indicates that there are no buses with bus voltages below 0.9 p.u., in 
fact, all bus voltages are within 0.9 p.u. and 1.1 p.u. Therefore, with the system sustaining 
a loadability factor of 1.0 p.u., no voltage compensation is needed. 
 
 
Figure 9.4: Voltage profile of the 68 bus system. 
 
Figure 9.5 shows that the loading of transmission lines are between 0.15 p.u. and 
0.8 p.u. and consequently there are no overloaded lines. 
A summary of the state of the system is presented in Table 9.1. The columns of 
the table corresponds to the maximum loadability of the system (L), total voltage 
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deviation (Vdev) as defined in (7.3), transmission power losses (Ploss), LUF as defined in 
(7.21), number of overloaded lines (OVL), and minimum and maximum voltage, Vmin 
and Vmax respectively. It is important to note that, under the above conditions, the result 
of the CPF indicates that the maximum loading parameter, L, is only 1.076 p.u. 
 
 
Figure 9.5: Transmission Line loading  
 
Table 9.1: State of the 68 bus system at 1.0 p.u. load 
L 
[p.u.] 
Vdev Ploss 
[W] 
LUF 
[%] 
OVL Vmin 
[p.u.] 
Vmax 
[p.u.] 
1.076 0.269 205.9 46.5 0 0.921 1.063 
 
 
As shown in Table 9.1, in this pre-optimization state there are buses above 1.05 
p.u. value, therefore the acceptable limits for bus voltages are defined along this 
particular case study as: 0.95 p.u. and 1.10 p.u. as the minimum and maximum bus 
voltage respectively. 
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9.4.2 Small signal stability analysis 
The eigenvalue analysis of this system indicates that there are four pairs of 
eigenvalues that presents low damping. Figure 9.6 shows the plot of the system’s 
eigenvalues, and shows the information of those that presents low damping ratio. 
The dynamic order of the system is 132. From these eigenvalues, 130 correspond 
to real negative eigenvalues, 30 of them are pairs of complex conjugates and 2 are zero 
eigenvalues. 
 
 
Figure 9.6: System eigenvalues, 68 bus system 
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The existence of the two zero eigenvalues is explained because of the redundancy 
in the state variables and do not represent any detrimental effect to the power system 
performance, in other words, they are not associated to an unstable operating point. 
In fact, the first zero eigenvalue occurs because all machine speeds and angles are 
expressed in absolute terms and it can be avoided if one machine is taken as a reference 
[101]. The existence of the second zero eigenvalue is justified because the governor 
actions are not represented. If turbine-governor models are used, then the second zero 
eigenvalue does not exist [101]. 
Further analysis of the system eigenvalues indicates that there are four 
eigenvalues with natural frequencies less than 1 Hz, which have low damping (Table 
9.2). 
 
Table 9.2: Inter-area modes- 68 bus system 
Eigenvalue 
# 
Real  
Part 
Imaginary 
Part 
Damping Ratio 
[%] 
Frequency 
[Hz] 
Associated  
Machine 
76, 77 -0.20317 ±5.1187 4.0 0.81 Generator 15 
78, 79 -0.15682 ±4.4973 3.6 0.71 Generator 13 
80, 81 -0.07053 ±3.141 2.5 0.50 Generator 14 
82, 83 -0.07833 ±2.3162 3.4 0.37 Generator 13 
 
 
Table 9.2 shows the corresponding eigenvalues, damping ratios and natural 
frequencies. In addition, the last column Table 9.2 shows the most associated machines 
for each eigenvalue, considering the analysis of the participation factors.  
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9.4.3 Large perturbation analysis 
This section presents the criteria for selecting critical contingencies that later on 
are going to be used to evaluate the performance of the power system under large 
perturbations. 
The selection for a critical contingency in a transmission line based on the criteria 
presented in section 9.3.2. Figure 9.7 shows the values of the P.I. index for each 
contingency. There are 66 transmission lines in the system that corresponds to the case 
number of the x-axis of Figure 9.7. Among these 66 cases, cases number 50 and number 
66 present the highest P.I. values (148.6 and 108.3 respectively), however case 66 
(corresponding to the outage of the line that connects buses 40 and 41) is selected 
because it presents a higher number of overloaded lines (Table 9.3). 
 
 
Figure 9.7: P.I. indexes for all line outages in the 68 bus system 
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Table 9.3: P.I. index for critical contingencies in 68 bus system 
Case 
# 
From 
Bus 
To 
Bus 
Transmission
loses 
Overloaded
lines 
Voltage 
Violations 
P.I. 
index 
66 41 40 635.2053 11 18 108.3 
50 1 47 600.1842 9 16 148.6 
 
 
Considering the information above, for this study, three contingencies are selected 
to investigate the transient performance of the 68 bus system: 
 
- Fault 1: a 3-phase (L-L-L) short circuit is placed at the terminals of generator 15. The 
duration of the fault is 100 milliseconds and the fault resistance is 25 [m]. Generator 
15 is one of the critical generator units since, according to the sssa performed in 
section 9.4.1, it oscillates against generator 14 and the cluster consisting of generators 
10 to13. A fault of these characteristics makes the power system become unstable. 
 
- Fault 2: a 3-phase (L-L-L) short circuit is applied in the middle of the transmission line 
that connects buses 40 and 41. The duration of the fault is 100 milliseconds and the 
fault resistance has an almost negligible value. After the fault occurs, the system is 
capable of returning to a stable operating point, however this particular fault has one of 
the highest P.I. index (as defined in (9.15)) among all other lines outages (Figure 9.7). 
 
- Fault 3: a 3-phase (L-L-L) short circuit is placed at bus 37. The duration of the fault is 
100 milliseconds and the fault resistance has an almost negligible value. The load 
center located at bus 37 is the largest in the system, its proximity to generator 13 
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exacerbates the impact in the behavior of the system when a fault occurs. A fault in 
this load center makes the power system become unstable. 
 
9.5 Summary 
This chapter presents fundamental concepts to understand the assessment of the 
power system performance for steady state and the behavior under small and large 
perturbations in the system. 
In particular, for the steady state performance, the basics of the linearized analysis 
of the power system are explained together with the bifurcation analysis and continuation 
power flow (CPF). 
Considering the dynamic response of the system, the small signal stability 
analysis is introduced to study the behavior of the system in the presence of small 
disturbances. When the system is subject to large perturbations, transient analysis, using a 
non-linear model is the system, is required together with a careful selection of critical 
contingencies. The P.I. index is described in this chapter to aid the selection of the critical 
faults in transmission lines. 
The previous concepts have been applied to the specific study of a 16 machine - 
68 bus system, which is a reduced order model of the New England and New York 
interconnected power systems published in 1970s. 
The steady state analysis reveals that (i) the system does not require voltage 
support while operating at nominal conditions (1 p.u. load), (ii) there are no overloaded 
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lines and the LUF is equal to 46.5%, and (iii) the CPF indicates that the maximum 
loading of the system corresponds to 1.076 p.u. 
The results of the sssa show that the system posses four inter area modes with 
undesired low damping (below 5%) mainly associated with generator 14 and 15 swinging 
against a cluster of generators 10 to 13. 
Finally, the selection of critical contingencies corresponds to (i), a 3-phase short 
circuit at the terminals of generator 15, (ii) a 3-phase short circuit at the largest load 
center (located at bus 37), and (iii) a 3-phase short circuit at the middle of the 
transmission line that connects buses 40 and 41. 
All this information provides the fundamental concepts to understand the analysis 
and the mathematical tools that are used the following two chapters, and illustrate the 
results of this analysis for the 16 machine – 68 bus system prior to the optimization 
process. 
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CHAPTER 10  
OPTIMIZATION OF STEADY STATE PERFORMANCE 
10.1 Introduction 
Part IV, optimization of power system performance using PSO, proposes a two-
stage PSO-based optimization framework to improve the performance of the power 
system using FACTS devices. The improvement in the response of the power system is 
evaluated considering steady state conditions as well as during small and large 
perturbations. 
Chapter 9 presents a description of the concept utilized in this study to assess the 
steady state performance of the power system, in particular, a linearized analysis of the 
power system, bifurcation analysis, and CPF. Additionally, a full description of the 
system under study, a 16 machine - 68 bus system, is presented. 
This chapter focuses on the first stage of the optimization process which is related 
to the improvement of the steady state performance of the system. 
This first stage considers a double-loop optimization algorithm for optimal 
allocation and control settings of series and shunt compensation, particularly, distributed 
static series compensator (DSSC) modules and capacitor banks (DSSC device model is 
described in Appendix A). 
As for the series FACTS devices, in this study the DSSC modules are represented 
as lumped devices with the capability of changing the corresponding line reactances by 
up to 20% in both directions (increase or decrease). The system is assumed to be fully 
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deployed, meaning that the operator has the capability of controlling a compensator on 
very line of the system. The purpose of the first optimization loop is to find optimal 
control references for each DSSC module, such that the maximum loadability of the 
system is achieved.  
In addition, the second optimization loop is capable of finding optimal locations 
and sizes of capacitor banks that are used to improve the voltage profile under critical 
load conditions. The objective function of this stage is to increase the loadability of the 
system at minimum cost, keeping the system operating under stable conditions.  
Both optimization loops for series and shunt compensation, utilize the CPF to 
compute the maximum loadability of the system. All the algorithms are implemented 
using PSAT software. 
It is important to note that the overall algorithm, considering series and shunt 
compensation loops, improves the performance of the system under present conditions, 
but it is designed so that it can be used as a planning tool considering future scenarios 
with increased demand. This feature is achieved by repeatedly executing the double loop 
(series-shunt) algorithm. Then, for a given load level, the optimal FACTS installations 
and control references are found such that the demand can be satisfied at minimum cost 
while the power system is stably operating. 
 
10.2 Double loop optimization algorithm 
The optimization of the power system performance under steady state conditions 
is carried out considering a double loop optimization algorithm as shown in Figure 10.1. 
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The interaction between the two optimization loops is as follows: 
 First the steady state performance of the system is evaluated to determine what kind 
of compensation, series or shunt, is required.  
- If the system has low bus voltages and no overloaded lines then the shunt 
compensation is required first. 
- If the system has overloaded lines but no bus voltage violations then the series 
compensation stage is performed first. 
- If the system has both overloaded lines and bus voltage violations, then the 
series compensation loop is performed first since the adjustment of the DSSC 
modules may have a detrimental effect over the voltage profile (if the total 
compensation is inductive). 
- If there are no overloaded lines and no bus voltage violations, then CPF is 
performed to determine maximum loadability of the system and to verify if the 
limit induced bifurcation (LIB) point corresponds to a bus voltage violation or a 
maximum line flow. The selection of which compensations loop to perform first 
is decided according to the results of the CPF. If a saddle node bifurcation 
(SNB) point is encountered then perform series compensation loop first, to 
avoid the cost of installing additional capacitor banks. 
 
 Second, assuming without loss of generality that the series compensation loop is 
carried out first, the algorithm finds the maximum loadability of the system using 
DSSC modules. The result of the CPF indicates the nature of the stopping criteria, if a 
LIB point is found due to low bus voltage, then the shunt compensation loop is 
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executed, otherwise series compensation loop is repeated to find an alternative 
solution. 
 
 
Figure 10.1: Flow chart of double loop optimization algorithm for steady state 
performance 
 
 
 Third, the shunt compensation loop is performed to find optimal installation of new 
capacitor banks. The optimal location and sizes are found such that the maximum 
loadability of the system is achieved at minimum cost. At the point of maximum 
loadability, the nature of the stopping criteria is verified, if a LIB point is found due 
to line a limit violation, then the series compensation loop is carried out. If the LIB is 
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due to low voltage, then the operator should revise the economical criteria in the 
objective function, because adjustments may be necessary for either the maximum 
number of capacitor banks or relevance of the economic metric in the overall 
objective function. 
The interaction between series and shunt compensation loops can be repeated 
until the global optimal solution is found for the system. At this point, the global optimal 
steady state performance of the power system will be achieved, the DSSC modules will 
be operating at their maximum controllability level, and the maximum number of 
capacitor banks, defined by the economical criteria, will be in service. 
As mentioned before, the double-loop optimization process proposed in this study 
is capable of finding the optimal steady state performance of the power system under 
present load conditions, however it can also be utilized as a planning tool to find optimal 
power system performance under different scenarios of increasing demand. For example, 
if it is foreseen that the demand will increase by 20% in ten years and by 35% in twenty 
years, then the double loop optimization algorithm can be executed starting with the 
system loaded at 1.2 p.u. and 1.35 p.u. respectively. This planning analysis can be done 
considering an even increase of the demand (all loads of the system are increased by the 
same percentage) or under non-homogeneous demand growth (different load centers 
increase their demand at different rates). 
The following subsections provide the details of each optimization loop (series 
and shunt compensation loop): objective function, particle definition and system 
constraints are discussed in each case. 
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10.2.1 Series compensation loop 
The purpose of this PSO-based optimization stage is to find the optimal reference 
settings for DSSC modules such that the loadability of the system is maximized keeping 
the system operating in a stable region (within security limits). In addition to the 
loadability of the system, the line utilization factor (LUF) (defined in (7.21)) and the total 
transmission losses are considered as part of the optimization criteria  
As mentioned before, in this study the DSSC modules are represented as lumped 
devices with the capability of changing the line reactance by up to 20% in both directions 
(increase or decrease). The interaction between turbine-generators and the capacitive 
compensation of DSSC modules is not part of this study, and therefore the phenomenon 
sub synchronous resonance (SSR) is neglected in the optimization objectives. However, 
the requirement of avoiding sub-synchronous oscillations (SSO) can be added in the 
optimization problem (either as an optimization objective or as a constraint) when 
turbine-governors and electromagnetic flux dynamics are modeled in the system. 
 
Fitness function definition 
The objective function considers three goals (multiobjective function) as well as 
security constraints that are incorporated into the main objective function as penalty 
functions. 
The main goal of this optimization loop is to maximize the loadability of the 
system. Since in this study the optimization problems are defined by default as a 
 
197 
 
minimization problem, then the following metric is defined: 
 
0
1
L
L
J    (10.1)
 
where: 
J1 is the loadability metric (obtained by means of the CPF), 
L0 is the loadability of the uncompensated system, 
L is the loadability of the compensated system (potential solution). 
 
A second goal is to improve the LUF of the system, as defined in (7.21), keeping 
the transmission losses as close as possible to the original uncompensated case. To 
accomplish this objective the following metrics (10.2) and (10.3) are defined: 
 
0
2
LUFJ LUF  (10.2)
where: 
J2 is the line utilization factor metric, 
LUF0 is the LUF of the uncompensated system, 
LUF is the total LUF of the compensated system (potential solution). 
 
3
0
loss
loss
PJ P  (10.3)
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where: 
J3 is the transmission losses metric, 
Ploss is the total transmission losses of the compensated system (potential 
solution). 
Ploss0 is the total transmission losses of the uncompensated system. 
 
The system security constrains are incorporated using penalty functions when a 
violation, either a bus voltage or a line overload, occurs. In this way, three metrics are 
proposed that consider (i) the violations in line loading (10.4), (ii) low voltage violations 
(10.5), and (ii) high voltage violations (10.6). 
 
0
04
0
0
0
OVL if OVLOVLJ
OVL if OVL
   
 (10.4)
 
where: 
J4 is the overloaded lines metric, 
OVL is the number of overloaded lines of the compensated system (potential 
solution). 
OVL0 is the number of overloaded lines of the uncompensated system. 
 
0
05
0
_ _ 0_
_ _ 0
Vbus low if Vbus lowVbus lowJ
Vbus low if Vbus low
   
 (10.5)
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where: 
J5 is low voltage violation metric, 
Vbus_low is the number of buses with low voltage violation of the compensated 
system (potential solution). 
Vbus_low0 is the number of buses with low voltage violation of the 
uncompensated system. 
 
The value to determine a low voltage violation corresponds to 0.90 p.u. This value 
is lower than the value of 0.95 p.u. presented in section 9.4.1 to give more flexibility to 
the DSSC modules in controlling the power flow in various transmission lines. It is 
important to note that the relaxation of this value is possible since the voltage profile is 
improved later on in the shunt compensation loop. 
 
 
0
06
0
_ _ 0_
_ _ 0
Vbus high if Vbus highVbus highJ
Vbus high if Vbus high
   
 (10.6)
 
where: 
J6 is high voltage violation metric, 
Vbus_high is the number of buses with high voltage violation (above 1.1 p.u.) of 
the compensated system (potential solution). 
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Vbus_high0 is the number of buses with high voltage violation of the 
uncompensated system. 
 
Therefore the overall objective function (J) is defined as: 
 
1 1 2 2 3 3 4 5 6( )pJ J J J J J J              (10.7)
 
where: 
J is the overall objective function, 
1, 2 and 3 are weights that reflect the relative importance of each objective 
(maximization of loadability, maximization of LUF and minimization 
of transmission losses), 
p  is penalty weight that penalize system violations. 
 
The selection of weights and penalty factors, as well as the technical criteria that 
need to be satisfied, depend on the particular interest of the operator or utility. In this 
case, the values of 1 = 3, 2 = 1, 3 = 0.25, p=5, are used. 
This selection of weights gives equal more relevance to the improvement of the 
loadability of the system, followed by the improvement of LUF and giving less 
importance to the transmission losses. 
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Particle definition 
The PSO particle is defined as the vector containing the line reactances of the 
system. There are 66 transmission lines and therefore the particle vector has 66 
components, xi  66. 
 
 1 2 66...i L L Lx X X X  (10.8)
 
where: 
xi is the PSO particle's vector, also called decision vector, 
XLk is the line reactance of line k,  1,2,...,66k . 
 
Search space definition 
The components of the PSO particle are limited by the maximum compensation 
that the DSSC units can provide, which in this case correspond to 20% of the value of the 
corresponding line reactance. 
 
 0 00.8 1.2 , 1, 2,..., 66Lk Lk LkX X X k      (10.9)
where: 
XLk0 is the original reactance of line k (i.e. without DSSC modules). 
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The values of all original line reactances are shown in Appendix D. 
In the case of the system constraints (feasible region), they are included in the 
main objective function as the penalty functions in (10.4)-(10.6). 
Additionally to the previous constrains, the following criterion is applied to the 
candidate solutions:  
 
o
i i i
i o
i i
J if J J
J
if J J
   
 (10.10)
where: 
Ji is the objective function value of particle i using present DSSC settings 
(potential solution), 
Ji0 is the value of metric J of the original system (no DSSC). 
 
 
This last rule rejects all solutions that have a worse objective function value than 
the original case (no DSSC). 
 
PSO parameters 
The concept of fine tuning PSO, described in section 7.3.1, is utilized in this 
optimization loop. A summary of the PSO parameters is presented in Table 10.1. 
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Table 10.1: PSO parameters, series compensation loop 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity 5% of corresponding limits 
Number of particles 15 
Maximum number of iterations 100 
 
 
10.2.2 Shunt compensation loop 
The shunt compensation loop consists of optimizing the steady state performance 
of the power system. Its objective is to find the optimal locations and sizes of capacitor 
banks, so that loadability of the system is maximized while the number of bus voltage 
violations, at a given load level, is minimized. 
The optimization objective considers the improvement of the system loadability 
and the cost of installation of the capacitor banks, and therefore, to minimize the number 
of banks to be allocated in the system. 
 
Fitness function definition 
Analogous to the series compensation loop, the objective function considers three 
goals as well as security constraints which are integrated in the main objective function as 
penalty functions. 
The main goal is to improve the loadability of the system and improve the voltage 
profile of the system, with a minimum number of capacitor banks and minimum size for 
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max
unitsN
each one of them.  
To accomplish this goal, the loadability metric defined in (10.1) is used together 
with the normalized voltage deviation metric defined in (7.3) and (7.4) and the cost 
metric described in (10.11). 
 
3 max max max
1
1
2
Nunits
units i
iunits units
NJ
N N


       (10.11)
 
where: 
J3 is the capacitor banks’ cost metric, 
Nunits is the number of capacitor banks allocated in the present solution, 
             is the maximum number of capacitor banks that can be allocated in the 
system and is limited to 5 capacitor banks in this particular study, 
i is the size or rating of capacitor bank i,  1,2,..., unitsi N  in MVAr, 
max is the maximum size or rating of any capacitor bank and is equal 250 MVAr 
in this particular study. 
 
The cost metric in (10.11) is analogous to the one defined in (7.28) for the case of 
STATCOM units. It has two components, the first component acts as a penalty factor 
when the number of units increases and therefore it can be understood as a normalized 
value of the fixed costs associated with the installation of each capacitor bank. 
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The second component of metric J3 is related to the variable cost component of 
each capacitor bank, which is assumed to be a linear function of the size of the capacitor 
bank. 
Each component of J3 is normalized to have comparable values around one. Since 
this metric is defined as the summation of the two components, a scaling factor of 0.5 is 
used to make the overall value to be around one, and therefore be comparable with other 
metrics in the objective overall function. 
In addition to the previous three metrics, the system security constraints (related 
to overloaded lines and bus voltage violations) are included in the main objective 
function using the metrics, J4 - J6, as defined before in (10.4)-(10.6). 
Finally, the overall objective function is defined as: 
 
1 1 2 2 3 3 4 5 6( )pJ J J J J J J              (10.12)
 
where: 
J is the overall objective function, 
1, 2 and 3  are weights that reflect the relative importance of the loadability 
metric, the normalized voltage deviation metric, and the cost metric 
respectively. 
p  is a penalty weight that penalizes system violations. 
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The values of the weights, penalty factors, and the definition of the technical and 
cost metrics, can be adjusted according to the interest of operators and utilities. In this 
particular study, the following values are used: 1 = 3, 2 = 1, 3 =0.75, and p = 5.  
This selection of the weight values gives more relevance to the maximization of 
the loadability of the system followed by the improvement of the voltage profile. The 
weight value 3, associated to the cost metric, is set in 0.75; however, since the 
sensitivity of the results with respect to this variable is high, different values of the 
weight 3 are investigated as part of this research. 
 
Particle definition 
The PSO particle definition (decision vector) is defined as: 
 
 NunitsNunitsix  ...2211  (10.13)
where: 
h is the location of capacitor bank h,  1,2,..., unitsh N , 
h is the size of capacitor bank h,  1,2,..., unitsh N . 
 
Search space definition 
The constraints used in this optimization stage are those described in (10.14)- 
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(10.17). In other words, the bus location cannot be greater that the total number of buses 
in the system (10.14), it is not possible to locate two capacitor banks at the same bus 
(10.15), the voltage profile of the system must be kept between 0.95 p.u. and 1.1 p.u. 
(10.16), and finally the size of the capacitor bank cannot exceed a maximum value of 250 
MVAr (10.17). 
 
 1 , 1, 2,...,h bus unitsN h N    (10.14)
 
jiji ,   (10.15)
 
 0.95 1.10 , 1, 2,...,i busV i N    (10.16)
 
 0 250 , 1, 2,...,h unitsh N    (10.17)
 
In addition to the above constraints, the following criterion is applied to the 
candidate solutions:  
 
   0 01 2 1 2i ii
i
J if J J J J
J
otherwise
    
 (10.18)
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where: 
Ji is the objective function value of particle i using present capacitor bank 
allocation (potential solution), 
J1i  is the value of metric J1 of particle i using present capacitor bank allocation 
(potential solution), 
J2i  is the value of metric J2 of particle i using present capacitor bank allocation 
(potential solution), 
J10 is the value of metric J1 of the system with no capacitor banks allocated, 
J20 is the value of metric J1 of the system with no capacitor banks allocated. 
 
This last rule rejects all solutions that have a worse objective function value than 
the original case (no capacitor banks). 
 
PSO parameters 
The PSO parameters are presented in Table 10.2. 
 
Table 10.2: PSO parameters, shunt compensation loop 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity for bus location 17 
Maximum velocity for STATCOM size 50 
Number of particles 40 
Maximum number of iterations 100 
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10.3 Simulation results and technical discussion 
10.3.1 Series compensation loop 
The results for the overall objective function, in (10.7), and objective function 
metrics ((10.1)-(10.6) are shown in Table 10.3. 
 
Table 10.3: Objective function value and metrics for series compensation loop 
J J0 J1 J2 J3 J4 J5 J6 
3.75 4.25 0.84 0.98 0.95 0 0 0 
 
The results in Table 10.3 indicate that the overall objective function value is 
reduced by 12%, from an original value of 4.25 (J0) to an optimized value of 3.75 (J).  
All three technical metrics J1, J2 and J3, which are related to the maximum 
loadability of the system (10.1), LUF (10.2) and transmission losses (10.3) respectively, 
present some degree of improvement, while all three penalty functions associated with 
the system security constraints (J4 -J6, as defined in (10.4)-(10.6)) are zero, implying that 
there a no overloaded lines and no bus voltage violations. 
The main goal of this optimization loop is the improvement of the loadability of 
the system, which is related to metric J1 defined in (10.1). The value of J1 = 0.84 
indicates that the loadability of the system is improved by 19% ((1/J1-1), percentagewise) 
because of the action of the DSSC modules. 
The results of the series compensation loop also indicate that the 19% 
improvement in the loadability of the system cannot be increased any further using DSSC 
modules because the results of the CPF indicate that the maximum loadability is found 
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due to a LIB point associated to low bus voltages. For this reason, to keep improving the 
loadability of the system, shunt compensation is required. 
A summary of the system state before and after the series compensation loop is 
presented in Table 10.4. 
 
Table 10.4: System state, pre and post series compensation loop 
 L Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
Original System 1.07 0.269 205.9 46.5 0.71 0.92 1.063 
System_Series_comp 1.28 0.299 195.4 47.3 0.74 0.98 1.068 
 
 
The columns of Table 10.4 present the information of the maximum loadability of 
the system (L), the value of the voltage deviation metric (Vdev), as in (7.3), the total 
power losses (Ploss), line utilization factor (LUF), as defined in (7.21), maximum line 
loading (Max_L), minimum and maximum bus voltages. The values corresponding to 
these parameters are obtained with the system operating at  1 p.u loading. 
Table 10.4 confirms the conclusion obtained from Table 10.3 by showing the 
improvement of the loadability of the system from an original value of 1.07 p.u. to 1.28 
p.u. Additionally, when the system is operating at 1 p.u. load, there is a slight detrimental 
effect on the voltage profile (Vdev) because of the action of the DSSC modules, however 
the transmission losses and LUF are improved. Finally, the last three columns of Table 
10.4 show that there are no overloaded lines or bus voltage violations in the series 
compensated system. 
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The optimal DSSC settings obtained at the end of this optimization loop are 
shown in Table 10.5. These values correspond to the control reference of the DSSC 
modules in the form of the value of the line reactance, in p.u., that needs to be achieved. 
 
Table 10.5: Optimal DSSC settings, series compensation loop 
# Bus 
From 
Bus 
To 
XL 
[p.u.] 
# Bus
From 
Bus
To 
XL 
[p.u.] 
# Bus 
From 
Bus
To 
XL 
[p.u.] 
1 1 2 0.033 23 16 21 0.011 45 1 31 0.013
2 1 30 0.006 24 16 24 0.005 46 31 38 0.012
3 2 3 0.012 25 17 18 0.007 47 33 38 0.053
4 2 25 0.010 26 17 27 0.014 48 38 46 0.023
5 3 4 0.017 27 21 22 0.017 49 46 49 0.022
6 3 18 0.011 28 22 23 0.009 50 1 47 0.015
7 4 5 0.010 29 23 24 0.028 51 47 48 0.021
8 4 14 0.010 30 23 59 0.033 52 47 48 0.021
9 5 6 0.003 31 25 26 0.039 53 48 40 0.018
10 5 8 0.013 32 26 27 0.012 54 35 45 0.014
11 6 7 0.011 33 26 28 0.038 55 37 43 0.022
12 6 11 0.007 34 26 29 0.059 56 43 44 0.001
13 7 8 0.004 35 28 29 0.012 57 44 45 0.058
14 8 9 0.044 36 9 30 0.015 58 39 44 0.049
15 9 30 0.022 37 9 36 0.016 59 39 45 0.101
16 10 11 0.005 38 9 36 0.016 60 45 51 0.008
17 10 13 0.003 39 36 37 0.004 61 50 52 0.069
18 13 14 0.008 40 34 36 0.009 62 50 51 0.018
19 14 15 0.017 41 33 34 0.013 63 49 52 0.091
20 15 16 0.011 42 32 33 0.008 64 52 42 0.048
21 16 17 0.007 43 30 31 0.022 65 42 41 0.072
22 16 19 0.023 44 30 32 0.023 66 41 40 0.067
 
 
Finally, the control effort of the DSSC modules is calculated as follows: 
 
2
1
. .
LinesN
Li Li
i
C E X I

    (10.19)
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where: 
C.E. is the total control effort of the DSSC modules, 
NLines is the total number of transmission lines in the system, 
XLi is the p.u. difference in the line reactance of transmission line i (i.e. the value 
of original line reactance minus the value of the optimized line reactance, 
both in p.u.), 
ILi is the current of transmission line i in p.u. 
 
On the one hand, the total control effort of the DSSC modules, calculated as in 
(10.19), is equal to 580.4 MVAr. On the other hand, the benefit provided by the DSSC 
modules, as mentioned before, is to increase the loadability factor by 19%. This 
translates, considering the system data presented in Appendix D, into 3,477 MVA more 
load that the system can carry when the DSSC modules are operating. 
 
 
10.3.2 Shunt compensation loop 
As mentioned in the previous section, the DSSC modules are capable of 
increasing the loadability of the system from a value of 1.07 p.u to 1.28 p.u. After the 
series compensation loop, the results of the CPF indicate that the loadability of the 
system cannot be increased any further because of the presence of bus voltage violation 
in the system. Figure 10.2 shows the voltage profiles of the system under 1.0 p.u. and 
1.28 p.u. load. This figure shows that three buses go below to the acceptable voltage 
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limits, and particularly one of them reach the value of 0.8 p.u. which is the lowest value 
that the CPF considers before declaring a LIB point.  
 
 
Figure 10.2: Voltage profile, 68 bus system, at 1.0 p.u. and 1.28 p.u. load. 
 
The shunt compensation loop is therefore executed, starting with the system 
loaded at 1.28 p.u., with series compensation. The results are presented in Table 10.6. 
 
Table 10.6: Objective function value and metrics for shunt compensation loop 
J J1 J2 J3 J4 J5 J6 
4.13 0.9425 0.587 0.90 0 0 0 
 
 
The results in Table 10.6 show that all three technical metrics J1, J2 and J3, that 
are respectively associated to the maximum loadability of the system (10.1), normalized 
voltage deviation metric (7.4) and total cost (10.11), are improved with respect to the 
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values of the system with no shunt compensation. The penalty functions associated with 
the system security constraints (J4 -J6, as defined in (10.4)-(10.6)) are zero, implying that 
there are no overloaded lines and no bus voltage violations. 
Analogous to the series compensation loop, the main goal is to maximize the 
loadability of the system. The value of J1 = 0.9425 indicates that the loadability of the 
system is improved by 5.75% ((1/J1-1), percentagewise) with respect to the system with 
no shunt compensation and load equal to 1.28 p.u. This percentage of 5.75% translates 
into a 35.3% ((1/J11.28), percentagewise) total improvement considering the combined 
effect of the capacitor banks and the DSSC modules. 
The results of the shunt compensation loop also indicate that the voltage deviation 
metric is improved by 41% ((1-J3), percentagewise) as compared with the uncompensated 
system. 
The results of the CPF indicate that the maximum loadability is found due to a 
LIB point associated with a line flow limit; therefore to keep improving the loadability of 
the system, it is necessary to execute the series compensation loop. In this fashion, the 
proposed double loop optimization process can be repeated iteratively to the system to 
find optimal series and shunt compensation at different load levels. 
A summary of the system state before and after the shunt compensation loop is 
presented in Table 10.7. The columns of this table contains the information of the 
maximum loadability of the system (L), the value of the voltage deviation metric (Vdev), 
as in (7.3), the total power losses (Ploss), line utilization factor (LUF), as defined in (7.21), 
maximum line loading (Max_L), minimum and maximum bus voltages. 
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Table 10.7: System state, pre and post shunt compensation loop 
 L Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
System_Series_comp 1.28 0.299 195.4 47.3 0.74 0.98 1.068 
System_Shunt_comp 1.35 0.207 342.9 59.8 0.92 0.95 1.063 
 
 
The values corresponding to Vdev, Ploss, LUF, Max_L, Vmin, and Vmax are obtained 
with the system operating at 1.28 p.u loading in the case of the shunt compensated system 
and at 1.0 p.u. for the series compensated system. This fact explains the large differences 
between some of the variables, in particular the transmission power losses, LUF, and 
maximum line loading. 
Considering the loadability of the system, Table 10.7 shows that the maximum L, 
combining series and shunt compensation, is 1.35 p.u. which is in agreement with the 
value derived from Table 10.6. 
Regarding the actual solution of the capacitor banks allocation problem, the shunt 
compensation loop finds that the optimal solution is the placement of three capacitor 
banks in the system. The optimal location and sizes are shown in Table 10.8. 
 
Table 10.8: Capacitor banks, optimal location and sizes 
# Bus Rating [MVA] 
1 48 50 
2 49 174 
3 50 76 
 
The solution in Table 8.21 considers a weighting factor w3 = 0.75 for the cost 
metric J3, defined in (10.11). As part of this study, different values for this weighting 
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factor as well as different numbers of capacitor banks are tried with the results shown in 
Figure 10.3-Figure 10.5. The reason for this investigation is to evaluate how the technical 
criteria can be limited by economical constraints. 
Figure 10.3 shows the value of the maximum loadability of the system (L) that 
can be obtained for different values of the cost metric weight (w3) and different numbers 
of capacitor banks. 
 
 
Figure 10.3: Maximum loadability at different importance levels of the cost metric 
 
Five different values of cost metric weight (w3) are considered: 0, 0.25, 0.5, 0.75 
and 1.0. The value of w3 = 0 implies that the cost of installing the capacitor banks is not 
taken into account as an optimization objective, while w3=1.0 gives maximum 
importance to the cost metric.  
Figure 10.3 shows that the value of w3=0.75 gives the most conservative scenario 
for the capacitor banks’ allocation, because it leads to the lowest loadability of the 
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system. For instance, with 3 capacitor banks the maximum loadability that can be 
achieved is 1.4 p.u. when there are no economical constraints (w3 = 0) but it is reduced to 
1.345 p.u. when the cost metric is emphasized (w3 = 0.75).  
These results are explained by the fact that by giving more priority to the cost 
metric the total amount of allocated MVAs is reduced (Figure 10.4). 
 
 
Figure 10.4: Total number of allocated MVAs at different importance levels of the cost 
metric 
 
Figure 10.5 shows the loadability of the system that can be achieved by different 
numbers of capacitor banks. It is possible to note that, independently of the relative 
importance given to the cost metric (i.e. for all five values of w3), there is noticeable 
improvement when the number of units is increased from 2 to 3, but not much change 
when the number of capacitor banks is further increased (saturation effect). This result 
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confirms that the optimal number of capacitor banks to be placed in the system 
corresponds to 3. 
 
 
Figure 10.5: Maximum loadability considering different number of capacitor banks 
 
10.3.3 Overall results 
Table 10.9 presents an overall summary of the results obtained by the double loop 
optimization process proposed in this chapter. 
 
Table 10.9: System state, pre and post series-shunt compensation loop 
 L Vdev Ploss 
[MW] 
LUF
[%] 
Max_L 
[p.u.] 
Vmin 
[p.u.] 
Vmax 
[p.u.] 
Original System 1.07 0.269 205.9 46.5 0.71 0.92 1.063 
Compensated System 1.35 0.207 342.9 59.8 0.92 0.95 1.063 
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The columns of this table are the maximum loadability of the system (L), the 
value of the voltage deviation metric (Vdev), as in (7.3), the total power losses (Ploss), line 
utilization factor (LUF), as defined in (7.21), maximum line loading (Max_L), minimum 
and maximum bus voltages.  
It is important to note that the values corresponding to Vdev, Ploss, LUF, Max_L, 
Vmin, and Vmax are obtained with the system operating at 1.28 p.u loading in the case of 
the shunt compensated system and at 1.0 p.u. for the original system (without shunt 
compensation). This fact explains the large differences between some of the variables, in 
particular the transmission power losses, LUF, and maximum line loading. 
The most relevant result in Table 10.9 is the improvement of the loadability of the 
system (L) form a value of 1.07 p.u. to 1.35 p.u. due to the combined actions of series 
and shunt devices (DSSC modules and capacitor banks respectively) . The improvement 
of the loadability factor is carried out imposing a stable system operation at every step of 
the optimization process. As a consequence the system can operate at 1.35 p.u. loading 
maintaining the line flows and bus voltages within desired limits. 
 
 
10.4 Summary 
This chapter proposes a double loop PSO-based optimization framework to 
improve the steady state performance of the power system using series and shunt 
compensation, in particular DSSC modules and capacitor banks. 
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The optimization process consists of two optimization loops: (i) a series 
compensation loop and (ii) a shunt compensation loop. These two loops can be repeatedly 
executed to maximize the loadability of the system without violating the system security 
constraints (i.e. keeping the line flows and bus voltages within limits). 
The first optimization loop, called series compensation loop, is used to relieve 
transmission lines congestion using distributed FACTS devices, in particular DSSC 
modules. The system is assumed to be fully deployed, meaning that there is full 
controllability of all transmission lines. The DSSC is modeled as a lumped device with 
the capability of changing the value of the corresponding line reactance by 20% in either 
direction (increase or decrease). 
The result of the optimization process is the optimal control settings (desired 
value for the line reactances) for each DSSC module, such that the loadability of the 
system is maximized without incurring any overloaded lines Additionally, the line 
utilization factor is improved with a minimum impact over the total transmission losses 
of the system.  
The second optimization loop, named shunt compensation loop, provides optimal 
allocation and rating for capacitor banks such that the loadability of the system (found by 
the means of the CPF) is a maximum. In addition to the loadability of the system, the 
voltage profile (minimization of voltage deviations) is improved at minimum cost. 
The results of the proposed double loop PSO-based optimization framework 
applied to a 16 machine - 68 bus system (described in section 9.4) shows that system 
loadability can be improved from 1.07 p.u. to 1.28 p.u. when the DSSC modules are 
optimally tuned. At this point, the results of the series compensation loop also confirm 
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that the system loadability cannot be increased any further with series compensation only 
because the CPF stopping criteria indicate the presence of a LIB point associated with 
low bus voltages. 
As a consequence a shunt compensation loop is executed increasing the 
loadability of the system to 1.35 p.u. At this loading level, that considers the action of 
both DSSC modules and capacitor banks, the system is capable of operating with all 
variables within security limits. 
In this case, the results of the CPF indicates that a LIB point due to a line flow 
limit is encountered and therefore a new cycle of series-shunt compensation can be 
performed starting with the system at 1.35 p.u. loading level. 
In this fashion, the proposed double loop PSO-based optimization framework can 
be used as a planning tool providing optimal control references for the DSSC modules 
and optimal location and sizes of capacitor banks with the system under different 
scenarios of future demand. 
This chapter has address the improvement of the power system performance using 
steady state criteria, next chapter focuses on the improvement of the behavior of the 
power system subject to small and large disturbances. 
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CHAPTER 11  
OPTIMIZATION OF DYNAMIC AND TRANSIENT PERFORMANCE 
11.1 Introduction 
Part IV, optimization of power system performance using PSO, proposes a two-
stage PSO-based optimization framework to improve the performance of the power 
system using FACTS devices. The improvement in the response of the power system is 
evaluated considering steady state conditions as well as during small and large 
perturbations. 
Chapter 9 presents a description of some fundamental concepts that are utilized in 
this study to evaluate the performance of the power system: linearized analysis of the 
power system, small signal analysis for small disturbances, and an assessment of critical 
faults for large perturbation analysis. Chapter 9 also provides a complete description of 
the 16 machine - 68 bus system used in this study. 
The first stage of the proposed two-stage PSO-based optimization framework, 
related with the improvement of the steady state performance of the power system, is 
described in detail in chapter 10. This chapter focuses on the second stage of the 
optimization process which is related to the improvement of the performance of the 
system under small and large disturbances. 
This second stage considers a two-sequential-stage, PSO-based, optimization 
algorithm for optimal allocation and control of shunt FACTS devices, in particular 
STATCOM units (model described in Appendix A). 
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The main objective is to find optimal locations, sizes and control parameters (for 
both internal and external controllers) of the STATCOM devices, such that a maximum 
benefit is obtained over the entire power system, instead of focusing on local 
neighborhoods. In particular, this study focuses on increasing the damping of the system 
to mitigate large perturbations and inter-area modes. 
Once the optimization process is complete, the inter-area modes are mitigated and 
the response of the system for large perturbations is significantly improved. Faults that 
could make the system unstable are rapidly mitigated due to the effect of the optimally 
placed and controlled STATCOM devices. 
 
11.2 Two-stage optimization algorithm 
A two-stage, PSO based, optimization algorithm is proposed to solve the 
optimization of the dynamic and transient performance of the power system. The 
proposed flow chart is shown in Figure 11.1. 
The optimization process starts with the steady state optimized system (procedure 
described in chapter 10), and then two optimization stages are carried out sequentially. 
First, the number of STATCOM units, their optimal locations and sizes are determined 
considering the improvement of the power system performance subject to large 
perturbations. In particular, the main objective is to maximize the system damping at 
minimum cost (minimum number of units and minimum sizes). 
Additionally, in this first stage, the optimal control settings for each STATCOM 
internal controller are found. The internal controller of each STATCOM corresponds to a 
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simple voltage regulator presented in Appendix A. The novelty in this scheme for control 
parameter setting is that the overall response of the system is taken into account, as 
opposed to traditional methods for tuning control parameters that only focus on the 
behavior of the voltage at the point of common coupling. 
 
 
Figure 11.1: Flow chart of the two-stage optimization algorithm for power system 
dynamic performance 
 
The internal controllers of the STATCOM units provide fast damping during fault 
conditions, however their steady state outputs do not appreciably improve the damping of 
inter area modes [101], [107]. This implies that the STATCOM units require an external 
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control, known as supplementary power oscillation damping (POD), to improve the 
response of the system considering small signal stability. 
Therefore, the second optimization stage considers the number of units, location, 
sizes and internal controller parameters computed by the previous optimization stage and 
finds the optimal number of external controllers, their control signal and their control 
parameters such that the response of the system under small disturbances is optimized. 
The detailed model of the STATCOM external controller (power oscillation damper) is 
presented in Appendix A 
The following subsections provide the details of each optimization stage:  
objective function, particle definition and system constraints are discussed in each case. 
 
11.2.1 Large perturbation analysis 
The purpose of this optimization stage is to find the optimal number of 
STATCOM units, their location, sizes and internal controller parameters, such that the 
damping of the power system, under fault conditions, is improved. 
The STATCOM model and the details of its internal controller are presented in 
Appendix A. 
The simulation of the performance of the power system is carried out in the time 
domain considering three critical faults:  
 Fault 1: 100 ms, temporary 3-phase, short circuit at the terminals of generator 15, 
 Fault 2: 100 ms, temporary 3-phase short circuit in the middle of the transmission line 
that connects buses 40 and 41,  
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 Fault 3: 100 ms, temporary 3-phase short circuit at largest load center (bus 37).  
The selection of this last fault is based on the analysis based on the P.I. index, 
defined in (9.15), which is explained in chapter 9, section 9.4.3. 
 
Fitness function definition 
The main objective of this optimization stage is to minimize the voltage 
oscillations in the power system under fault conditions at minimum cost. 
This minimum cost is related to minimize the number of STATCOM units to be 
allocated as well as their sizes. In this study, the cost metric defined in (7.28) is utilized. 
The maximum number of STATCOM units to be allocated is 5 and the maximum size of 
each device corresponds to 250 MVA. 
As technical criteria, for each of the three critical faults considered in this study 
the following performance metric is defined: 
 
1 ,
1
busN
h i i h
i
J w V

   (11.1)
where: 
Jh+1  is the performance metric corresponding to fault h,  1,2,3h   
Nbus is the total number of buses in the system, 
wi is a weighting factor,  
 
Vi,h is the total voltage deviation, defined as: 
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where: 
tf is the total simulation time, 
Vi,h(t) is the value of the p.u. voltage at bus i and time t, during fault h, 
,i hV  is the average value of the p.u. voltage at bus i, during fault h.  
 
Equation (11.1) corresponds to the weighted sum of the voltage deviations in the 
system, where the weighting factor wi is defined as: 
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if V R R
    
 (11.3)
where: 
Vi,0 is the total voltage deviation, as in (11.2), in the original system (no 
STATCOM units allocated). 
 
Additionally, 
0 ,0min { }, {1, 2,..., }i i busR V i N   (11.4)
4 ,0max { }, {1,2,..., }i i busR V i N   (11.5)
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1 0 4 00.25 ( )R R R R     (11.6)
2 0 4 00.50 ( )R R R R     (11.7)
3 0 4 00.75 ( )R R R R     (11.8)
 
The weighting factor scheme in (11.3), implies that more importance is given to 
the minimization of voltage deviations at those buses that are mostly impacted by the 
corresponding fault h,  1,2,3h . 
Considering the weights in (11.3), the maximum weight value of 1 is given to that 
25% of the buses that have the largest total voltage deviation; then the weight is reduced 
to 0.75 for those buses where the total voltage deviation is larger than half of the buses 
but less than the first quartile. A weight of 0.5 is assigned to the buses where the total 
voltage deviation is larger than the lower 25% but less that the second quartile, and 
finally, a weight of 0.25 is assigned to the lowest quartile (25% of the buses that are less 
affected by the corresponding system fault).  
The objective function in (11.1) considers weighted voltage deviations for all the 
buses in the system, providing a global scheme for parameter setting as opposed to 
traditional methods for tuning control parameters that only focus in the behavior on the 
voltage at the point of common coupling. 
 
The overall objective function of this stage is then: 
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1 1 2 2 3 3 4 4J J J J J            (11.9)
where: 
J is the overall objective function, 
1, is weight that reflect the relative importance of the cost metric, 
2, 3 and 4  are weights that reflect the relative importance of each fault. 
 
In this study, 2 = 3 = 4 = 1.0, indicating that all faults are equally important. 
The values of 2, 3, and 4 can be adjusted differently, if among the selected 
contingency set some faults are more severe than others, or incur in larger economical 
penalties or have a greater probability of occurrence.  
Additionally, since the technical metrics J2-J4 are not normalized, the weight 
associated with the cost metric, 1, is set to a value of 500 to make it comparable in 
magnitude with the technical metrics. 
 
Particle definition 
The PSO particle definition (decision vector) has two components as defined in 
(11.10) and (11.11): 
 
 1 1 2 2 ...loci Nunits Nunitsx        (11.10)
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where: 
xiloc is the vector containing STATCOM location and sizes, 
h is the location of STATCOM unit h,  1,2,..., unitsh N , 
h is the size of STATCOM unit h,  1,2,..., unitsh N . 
 
 1 1 2 2 ...conti Nunits Nunitsx Kr Tr Kr Tr Kr Tr  (11.11)
 
where: 
xicont is the vector containing STATCOM internal controller parameters, 
Krh  is the regulator gain of STATCOM h,  1,2,..., unitsh N , 
Trh is the regulator time constant size of STATCOM h,  1,2,..., unitsh N . 
 
Finally, the overall PSO particle is given by (11.12). 
 
loc cont
i i ix x x     (11.12)
 
Search space definition 
The constraints used in this optimization stage are described in (10.14)-(10.17).  
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They are related to: (i) the bus location cannot be greater that the total number of buses in 
the system (10.14), (ii) two STATCOM units cannot be located at the same bus (10.15), 
(iii) the desired limits for bus voltages are 0.95 p.u. and 1.1 p.u. (as explained in 9.4.1) 
(10.16), and finally (iv) the size of any STATCOM unit cannot exceed a maximum value 
of 250 MVAr (10.17). 
In addition to the system constrains previously presented, there some constraints 
related to the particle limits, particularly to the vector containing the STATCOM 
controller internal parameters, xicont, (11.13), (11.14).  
 
 10 250, 1, 2,...,h unitsKr h N    (11.13)
 0.01 1, 1, 2,...,h unitsTr h N    (11.14)
 
The selection of the lower and upper limits for these two parameters corresponds 
to a rather wide range around typical values of Kr1 = 50 and Tr1 = 0.1. 
Finally, two restrictions apply to the overall objective function (J): (i) if the 
particle currently evaluated (potential solution) leads to an unstable operation of the 
system, causing the time domain simulation to diverge, then the objective function value, 
J, is set to infinity, and (ii)  if the voltage deviations, resulting from the fitness evaluation 
of the current particle, are worse than the original case (without STATCOM) for any of 
the faults under study, then the objective function value, J, is also set to infinity, (11.15). 
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   
 (11.15)
 
where: 
Jh+1,k is the value of metric Jh+1, corresponding to fault h,  1,2,3h , for current 
particle k (potential solution), 
Jh+1,0 is the value of metric Jh+1, corresponding to fault h,  1,2,3h , of the 
original system (when there are no STATCOM units). 
 
PSO parameters 
The PSO parameters used in this study are presented in Table 11.1Table 10.2. 
 
Table 11.1: PSO parameters, large perturbation analysis 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity for bus location 17 
Maximum velocity for STATCOM size 50 
Maximum velocity for control parameters 25%  of corresponding limits 
Number of particles 40 
Maximum number of iterations 100 
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11.2.2 Small perturbation analysis 
As mentioned before, the internal controllers of the STATCOM units do not 
improve appreciably the damping of inter area modes [101], and they may even have a 
detrimental effect on this damping [107]. Therefore, external controllers, POD (Appendix 
A), are applied to the STATCOM units allocated in the previous stage. 
This second optimization stage finds the optimal number of external controllers, 
their control signals and their control parameters such that the response of the system 
under small disturbances is optimized.  
The main objective is to improve the damping of the inter area modes of the 
system, which correspond to four modes as shown in Table 9.2. The evaluation of the 
power system performance is therefore carried out using sssa.  
Since the sssa provides a solution only valid around the operating point where the 
power system model is linearized, once this second optimization stage is completed, the 
time domain response of the system under large perturbation is evaluated to verify the 
effect of adding the POD controllers. If the response of the system under large 
perturbations is satisfactory then the optimal solution of this second stage is adopted, 
otherwise this second optimization loop is repeated. 
 
Fitness function definition 
In this optimization stage the performance of the power system is evaluated using 
sssa. In particular, the objective is to change the eigenvalues of the system such that they  
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can be in the desired D-shape area of the s-plane (Figure 9.2 in section 9.3.1). 
The objective function metrics are then given by (11.16) and (11.18). 
 
  0
1
1 0
Re ( )N cc
i
i
Eig i
J
 
      (11.16)
 
where: 
J1 is the overshoot metric, 
N is the total number of complex conjugate eigenvalues, 
Eigcc is a vector that contains the complex conjugate eigenvalues of the system, 
0 is the minimum acceptable real part, equal to -3,  
i is a weighting factor which is equal to: 
 
  01 Re ( )
0
cc
i
if Eig i
otherwise
     (11.17)
 
This metric penalizes the eigenvalues with real parts larger that the desired value 
of 0. These eigenvalues lie closer to the imaginary axis, and therefore closer to the right-
half of the s-plane, making the system more susceptible to unstable operation. 
Additionally, values of  Re ( ) , {1,2,..., }ccEig i i N
 
that are closer to the origin imply a 
worse overshoot in the system variables (bus voltages, machine speeds) when the system 
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is subjected to any perturbation (large or small). 
0
2
1 0
( ( ))N cc
i
i
Damping Eig i drJ
dr


      (11.18)
 
where: 
J2 is the damping metric, 
dr0 is the minimum acceptable damping equal to 5%. 
And, 
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Damping Eig i
w

        
 (11.19)
 
where: 
i is the real part of Eigcc(i), i{1,2,…,N} 
wi is the imaginary part of Eigcc(i), i{1,2,…,N} 
 
Additionally, 
 
0
0
10 ( ( )) 1
1 ( ( )) 1
0
cc
i cc
if Damping Eig i dr and f Hz
if Damping Eig i dr and f Hz
otherwise

   
 (11.20)
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The damping metric, J2, strongly penalizes the low damping in the inter area 
modes (eigenvalues whose corresponding frequencies are less than 1 Hz). It also 
penalizes any eigenvalue with an associated damping less than the desired value of 5%. 
In addition to the technical metrics, J1 and J2, three penalty functions are included 
(11.21)-(11.23): 
_
3 2
low dampingNJ   (11.21)
 
where: 
Nlow_damping is the number of inter area modes with damping less than 5%. 
 
 
4 _pos eigJ N  (11.22)
where: 
Npos_eig  is the number of positive eigenvalues. 
 
 
5
POD
units
NJ
N
  (11.23)
where: 
NPOD   is the number of PODs being allocated, 
Nunits   is the number of STATCOM units allocated after the first optimization 
stage. 
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Penalty function J3, penalizes the number of inter area modes that have low 
damping, while penalty function J4 deals with possible positive eigenvalues that may 
appear as the result of adding POD controllers. These positive eigenvalues are extremely 
undesirable since they represent an unstable operation of the system, and they should be 
avoided. Finally, penalty function J5, is related to minimize the number of PODs installed 
in the system. 
The overall objective function for this optimization stage is: 
 
1 1 2 2 1 3 2 4 3 5p p pJ J J J J J               (11.24)
 
where: 
J is the overall objective function, 
1 and 2  are weights that reflect the relative importance of the technical metrics, 
p1, p2 and p3  are penalty weights associated with metrics J3-J5. 
 
The selection of weights and penalty factors depend on the particular interest of 
the operator or utility. In this case, the values of 1 = 1, 2 = 5, p1 = 5, p2 =1000, and 
p3 = 1, are used. 
This selection of weights gives more importance to the mitigation of the inter area 
oscillations in the system, followed by the improvement of the overshoot metric. The 
penalty weight for the number of low damping inter area modes p1 is set to a value equal 
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to the corresponding weight of the damping metric, 2. In this way the dual effect of J2 
and J3, emphasizes the main objective of this optimization stage.  
Regarding the penalty given  to metric J4,  p2,  this value  is very high, since  the 
situation of having positive eigenvalues is extremely undesired. 
Finally, the weight associated with the number of PODs, p3, is relatively low to 
provide more emphasis to satisfy the technical criteria. 
 
Particle definition 
The PSO particle definition (decision vector) contains ten elements per each POD 
that is allocated in the system. The decision variables for each POD are defined in 
(11.25), and a detailed model is presented in Appendix A. 
 
max min
1 2 3 4
POD
k cs w w s sx L K T T T T T T V V     (11.25)
 
where: 
xkPOD is the vector containing parameters of POD unit k, k{1,2,…, Nunits} 
Lcs is the location of the POD control signal, 
Kw   is the POD stabilizer gain, 
Tw is the washout time constant for output signal, 
T1, T2, T3 and T4, are the POD lead-lag constants, 
T is the low pass time constant for output signal, 
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Vsmin and Vsmax are the POD upper and lower bound for the output signal. 
 
Then the particle vector is given by (11.26). 
1 2 ...
POD POD POD
i Nunitsx x x x     (11.26)
 
Search space definition 
In this stage, the location of the control signal is constrained by (10.14), which 
implies that the location is limited to the number of buses in the system.  
In addition, each element of the POD external controller is limited by an upper 
and lower bound. In particular: 
 
0.01 50wK   (11.27)
1 20wT   (11.28)
1 30.04 , 4T T   (11.29)
2 40.02 , 2T T   (11.30)
0.0001 0.01T   (11.31)
min0.5 0.1sV     (11.32)
max0.1 0.5sV   (11.33)
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The selection of the lower and upper limits for these parameters corresponds to 
traditional ranges that have been applied to PSSs that have the same control structure and 
transfer function as the POD. Several references are taken into account in determining the 
ranges per each variable [100], [102], [108]-[111], nevertheless the final values highly 
depend on the characteristic of the system and the nature of the control signal (speed 
deviation, bus voltage, power output, etc). 
Finally, if the overall objective function (J), resulting from the sssa evaluation of 
the current particle, is worse than the original case (without PODs) then the objective 
function value, J, is also set to infinity, (11.33). 
 
1 4 0inf if J JJ
J otherwise
    (11.33)
 
where: 
J1-4 is the overall objective function value without metric J5 that penalizes the 
number of POD controllers allocated in the system (i.e. considering p3 = 0 
in (11.24)), also equivalent to the weighted sum of J1, J2, J3 and J4. 
J0 is the value of overall objective function J of the original system (when there 
are no POD controllers installed in the system). 
 
PSO parameters 
The PSO parameters used in this stage are presented in Table 11.2. 
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Table 11.2: PSO parameters, small signal stability analysis 
Parameter Tested values 
Inertia constant Linearly decreased inertia weight 
Individual acceleration constant (c1) 2.5 
Maximum velocity for control signal  location 17 
Maximum velocity for control parameters 25%  of corresponding limits 
Number of particles 50 
Maximum number of iterations 500 
 
 
11.3 Simulation results and technical discussion 
11.3.1 Large perturbation analysis 
The results for the overall objective function, in (11.9), and objective functions 
metrics (11.1) are shown in Table 11.3. 
 
Table 11.3: Objective function value and metrics large perturbation analysis 
J J1 J2 J3 J4 J2,0 J3,0 J4,0 
445.26 258 115.13 43.15 28.97 380.12 193.99 38.86 
 
 
Table 11.3 shows that the technical metrics associated to faults 1 (short circuit at 
generator 15) and 2 (short circuit at largest load center) have a substantial improvement. 
In particular, J2, reduces its value to 30% of the original metric, J2,0, (when no 
STATCOM is connected in the system) and  J3, decreases its value to 22% of the original 
metric, J3,0. The third technical metric, J4, associated with fault 3 (short circuit in 
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transmission line between buses 40 and 41), decreases to 26% as compared of its original 
value J4,0. 
The overall results indicate that there is a significant improvement in the dynamic 
performance of the system, which is quantified by an average reduction (considering all 
three faults) of 70% in the voltage deviations. This value of 70% is calculated 
considering the overall objective function value, J, minus the cost metric, J1 (i.e. J-J1) 
and compared with the overall objective function value of the original system with no 
STATCOM units connected (J2,0+J3,0+J4,0). 
The solution found by this optimization stage is to allocate three STATCOM 
units, with location, sizes and internal controller parameters presented in Table 11.4. 
 
Table 11.4: Solution for large perturbation analysis 
Unit Location 
[Bus] 
Size 
[MVA] 
Regulator gain 
(Kr) 
Regulator Time 
constant (Tr) 
1 31 91 149.36 0.489 
2 48 115 93.72 0.518 
3 51 118 143.83 0.0516 
 
 
11.3.2 Small signal stability analysis 
As mentioned in earlier sections of this chapter, the mitigation of inter area modes 
cannot be achieved with the STATCOM internal controller only. The impact in the 
eigenvalues of the system, of the three STATCOM units found in the previous 
optimization stage is shown Table 11.5. 
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Comparing the damping of the inter area modes with and without the STATCOM 
units, it can be seen that the addition of the three STATCOM units has a detrimental 
effect in those eigenvalues of the system. This result is expected, since it has been 
reported in literature that the STATCOM DC voltage regulator contributes negative 
damping to a power system, while the AC voltage control has little influence on the 
system damping [107]. 
 
Table 11.5: System eigenvalues, STATCOM internal controller only 
Frequency Damping without 
STATCOM 
Damping with 
STATCOM 
0.82 4.0 % 3.7 % 
0.73 3.6 % 3.0 % 
0.55 2.5 % 1.8 % 
0.39 3.4 % 2.1 % 
 
In order to improve the response of the system from the perspective of the small 
signal stability, the second optimization stage of the proposed PSO-based optimization 
framework is executed and gives the results shown in Table 11.6. 
 
Table 11.6: Objective metrics for small signal stability analysis 
J J1-4 J0 J1 J2 J3 J4 J5 
44.026 43.36 244.88 43.36 0 0 0 0.66 
 
Table 11.6 shows that the objective function value (without penalties for the 
number of POD controllers allocated in the system), J1-4 (defined (11.33)), is 82% smaller 
than the value without the POD controller, J0, thus representing a significant 
improvement in the system eigenvalues.  
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This improvement is corroborated by considering the penalty functions J3 and J4 
(defined in (11.21) and (11.22)) that indicate that, after the two POD controllers are 
allocated and tuned,  there are no inter area modes with low damping (J3 = 0) and there 
are no positive eigenvalues in the system (J4 = 0). Finally, the value of J5 (as in (11.23)) 
indicates that two out of the three STATCOM units are equipped with a POD controller. 
The critical modes and their respective damping, before and after the allocation of 
the POD controllers, are shown in Table 11.7. 
 
Table 11.7: System eigenvalues, STATCOM internal-external controller 
Frequency Damping without 
STATCOMs 
Damping with 
STATCOMs and PODs 
0.82 4.0 % 5.0% 
0.73 3.6 % 5.1% 
0.55 2.5 % 5.7% 
0.39 3.4 % 5.0% 
 
The solution found by this optimization stage is presented in Table 11.8. 
 
Table 11.8: Solution for small perturbation analysis 
Parameter POD STATCOM 1 POD STATCOM 2 
Control signal [Bus] 37 63 
Stabilizer gain [Kw] 16.52 20.04 
Washout time constant, Tw, [sec] 11.40 10.03 
Lead-Lag block 1, (T1,T2),  [sec] (2.310, 0.420) (2.370, 0.02) 
Lead-Lag block 2, (T3,T4),  [sec] (0.777, 0.659) (2.518, 1.120) 
Low-pass time constant, T, [sec] 0.0059 0.01 
Stabilizer upper limit, Vsmax, [p.u.] 0.35 0.35 
Stabilizer lower limit, Vsmin, [p.u.] -0.35 -0.35 
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The solution in Table 11.8 is verified considering their control blocks: (i) washout 
filter, (ii) first lead-lag block, (iii) second lead-lag block, and (iv) stabilizer low-pass 
filter. Special attention is given to the first block and the fourth block.  
The washout filter is a high pass filter that removes the steady state component of 
the control signal, the filter is such that the very low frequencies are removed but the 
inter area modes in the range of 0.3 to 1 Hz cannot be attenuated. 
The washout filter corresponding to the POD controller at STATCOM 1 has a 
cut-off frequency of 0.014 Hz, meaning that any frequency below this value is attenuated 
by more than 3 dB. Additionally, the range of frequencies corresponding to the inter area 
modes have no attenuation (0 dB). The washout filter corresponding to the POD 
controller at STATCOM 2 has a cut-off frequency of 0.016 Hz and the frequencies in the 
range of the inter area modes have no attenuation. Therefore both washout filters satisfy 
the design criteria. 
Considering the stabilizer low pass filter, its main function is to remove high 
frequency components that may be associated with undesired noise in the control signal. 
The corresponding cut-off frequencies are 26.5 Hz and 15.9 Hz, for the POD controllers 
at STATCOM unit 1 and 2 respectively, which completely satisfy the design criteria.  
 
11.3.3 Overall results 
The following sections present the overall dynamic performance of the 68 bus 
power system under selected faults (section 9.4.3 of chapter 9), considering the results 
from the two optimization loops described in sections 11.2.1 and 11.2.2. 
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For each case, the performance of the system is illustrated using the time domain 
response of the bus voltages where the STATCOM units are located (buses 31, 48, and 
51). Additionally, some other buses that are mainly affected by the corresponding fault 
are also shown. 
 
Fault 1: 100 ms 3 phase short circuit at generator 15 
For this particular fault, the main affected buses in the system correspond to those 
in the neighboring areas of the buses where the STATCOM units are located, thus only 
the response of buses 31, 48 and 51 are presented. Figure 11.2 - Figure 11.4. In addition, 
the plot of the speed deviations of generator 15 is presented in Figure 11.5. 
Figure 11.2 shows the voltage deviations in p.u. value of bus 31 where the first 
STACOM units is connected. The graph shows three responses: (i) the system without 
STATCOM units (original system), (ii) the system with three STATCOM units allocated 
in the system with their corresponding internal controllers (optimal solution found by the 
first optimization stage), and (iii) the system with all three STATCOM units and POD 
controllers in the first two STATCOMs, located at buses 31 and 48 respectively (optimal 
solution of second optimization stage). 
Figure 11.2 indicate that there is a substantial improvement in the system 
response and damping when the STATCOM units are allocated. The original system has 
a negative damping and the oscillations keep growing; but when the STATCOM units 
with their internal controller are added to the system the amplitude of the oscillations 
reduces drastically although there is still a long settling time. Once the POD controllers 
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are installed in the first two STATCOM units, the damping improves further and the 
settling time becomes much shorter, taking only a few cycles to mitigate the oscillations.  
 
 
Figure 11.2: Voltage deviations [p.u.] at bus 31, fault 1 
 
 
A similar response can be noted in Figure 11.3 that shows the voltage deviations 
at the point of common coupling of the second STATCOM unit. The system response 
improves by adding the STATCOM units and the POD controllers considering both the 
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amplitude of the oscillations and the settling time. 
 
 
Figure 11.3: Voltage deviations [p.u.] at bus 48, fault 1 
 
 
The response at the point of connection of the third STATCOM unit shown in 
Figure 11.4 corroborates the previous analysis. Additionally, as mentioned before, the 
three buses, 31, 48 and 51, are among the buses where this particular fault has the worst 
impact. Neighboring buses, 47, 49 and 50, present similar responses to those shown in  
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Figure 11.2 - Figure 11.4. 
 
 
Figure 11.4: Voltage deviations [p.u.] at bus 51, fault 1 
 
 
Since this particular fault corresponds to a short circuit at the terminal of 
generator 15, Figure 11.5 shows the speed deviations, in p.u. value, of this generator. The 
figure presents the response of the system when no STATCOM devices are allocated, 
which is corrected when the STATCOM and their internal controllers are in place, and 
further improved with the effect of the external controllers (PODs). 
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Figure 11.5: Speed deviation [p.u.] generator 15, fault 1 
 
 
As an overall observation, the STATCOM installation helps the system to 
improve the damping under transient conditions and the POD controllers improve the 
system response significantly by decreasing the settling time. 
 
Fault 2: 100 ms 3 phase short circuit along a transmission line (buses 40-41) 
For this particular fault the buses mainly affected are buses 40, 41, 47, and 48. 
Bus 48 corresponds to the point of connection of the second STATCOM unit, and  
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therefore is chosen to illustrate the performance of the system under transient conditions 
(Figure 11.17). In addition the buses where the other two STATCOMS are connected, 
buses 31 and 51, are presented in Figure 11.6 and Figure 11.8 respectively. 
Finally, the voltage deviations at bus 40 (one of the extremes of the faulted 
transmission line) are shown in Figure 11.9. 
 
 
Figure 11.6: Voltage deviations [p.u.] at bus 31, fault 2 
 
 
The results for the voltages at the point of common coupling of each STATCOM 
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improved by the installation of the STATCOM units. Moreover, there is also an 
improvement when the POD controllers of the first and second STATCOM units (at 
buses 31 and 48 respectively), are added to the system (parameters of both POD 
controllers are shown in Table 11.8). In all three cases (buses 31, 48, and 51), the 
oscillation magnitudes rapidly decrease. 
 
  
Figure 11.7: Voltage deviations [p.u.] at bus 48, fault 2 
 
 
Figure 11.9, shows the voltage deviations at one end of the faulted transmission 
line (bus 40). In this case, it is possible to corroborate the previous observations: (i) the 
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transient performance of the system is improved by the addition of the STATCOM units 
and their internal controllers and (ii) there is an improvement when the external, POD, 
controllers are added to the system. 
 
 
Figure 11.8: Voltage deviations [p.u.] at bus 51, fault 2 
 
 
The effect of damping the oscillation of the system produced by this particular 
fault may appear mild from observing Figure 11.6 - Figure 11.9, however there is an 
additional benefit that can be also appreciated and that is the voltage support provided by 
the STATCOM units during the initial voltage sag, when the fault occurs. 
0 5 10 15 20 25
-0.025
-0.02
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
V
ol
ta
ge
 d
ev
ia
tio
ns
 a
t b
us
 5
1
Time [sec]
No STATCOM STATCOM no POD
STATCOM with POD
254 
 
 
Figure 11.9: Voltage deviations [p.u.] at bus 40, fault 2 
 
 
Figure 11.10 shows a close-up of Figure 11.9, particularly at the moment when 
the fault occurs and immediately thereafter (time frame between 1 to 1.5 seconds, with 
the fault being applied at t = 1.1 seconds). 
This close-up shows that the STATCOM units with internal control only are not 
capable of providing significant support during the initial voltage sag since the reference 
of the internal controllers is only local (bus at the point of common coupling for each 
device). 
0 5 10 15 20 25
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
V
ol
ta
ge
 d
ev
ia
tio
ns
 a
t b
us
 4
0
Time [sec]
No STATCOM
STATCOM no POD
STATCOM with POD
255 
 
By adding the external control signals properly processed by the STATCOM 
external controllers (PODs) the response at the time when the fault is taking place is 
considerably improved and the initial voltage sag becomes almost insignificant. 
 
 
Figure 11.10: Voltage deviations [p.u.] at bus 40 (close-up), fault 2 
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STATCOM units allocated in the system. The third STATCOM unit located at bus 51 is 
not shown because of its similarities with the response at bus 50 (Figure 11.11). Finally, 
the voltage deviations at the load center where the fault occurs (bus 37) are plotted in 
Figure 11.14. 
 
 
Figure 11.11: Voltage deviations [p.u.] at bus 50, fault 3 
 
 
Figure 11.11 shows the voltage deviations in p.u. value of bus 50, which is 
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therefore an increase in the magnitude of oscillations is observed at the point where these 
two areas are bonded together. 
For this particular case (bus 50), the response of the system during transient 
conditions is improved by the STATCOM units and their internal controllers; however 
the most significant improvement it is observed when the POD controllers are added to 
the system. In this last response the amplitude of the oscillations are reduced to a 
minimum value almost instantly after the fault occurs. 
 
 
o  
Figure 11.12: Voltage deviations [p.u.] at bus 31, fault 3 
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A different situation is observed in the case of Figure 11.12 -Figure 11.14, that 
show the voltage deviations and bus 31, where the first STATCOM is connected, bus 48, 
corresponding to the point of connection of the second STATCOM, and the load center at 
bus 37 where the fault occurs. 
 
 
Figure 11.13: Voltage deviations [p.u.] at bus 48, fault 3 
 
 
In all three figures, the response of the original system is improved by the 
STATCOM units and their internal controllers; however the addition of the POD 
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controllers, that focus on mitigating the inter-area oscillations between area 2 and area 5 
(buses 50 and 51), have a detrimental effect on the response in area 2 of the system 
(buses 31 and 37) and in the connection of area 2 and area 4 (buses 40, 47, and 48 for 
which the behavior is illustrated using bus 48 in Figure 11.13). 
 
 
Figure 11.14: Voltage deviations [p.u.] at bus 37, fault 3 
 
 
This type of response (Figure 11.12 - Figure 11.14) are not uncommon if it is 
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fault may excite modes for which the POD controllers are not specifically tuned to 
provide additional damping. 
The discussion of this problematic raises the topic of the wide area control 
(WAC) and the advantages of having a supervisory level that may change the control 
parameters of various devices in the system to improve the response under different fault 
scenarios [112]. Having this supervisory level may have a sacrifice in time (delays due to 
communication systems), but it can substantially improve the dynamic response of the 
power system [112]. 
To illustrate this concept, an exercise is included in this study where only one 
POD controller is allocated in the system. The parameters of this one POD controller 
(POD at STATCOM unit located in bus 31) are tuned to specifically improve the 
response of the system for fault 3, a short circuit at the largest load area of the system 
(located in bus 37), using the optimization stage described in section 11.2.2. 
The results of this example are shown in Figure 11.15 - Figure 11.18, and the 
specific parameters for the POD controller are presented in Table 11.9. 
 
Table 11.9: Solution for POD controller at STATCOM unit 1, fault 3 
Parameter POD STATCOM 1 
Control signal [Bus] 65 
Stabilizer gain [Kw] 0.20 
Washout time constant, Tw, [sec] 9.87 
Lead-Lag block 1, (T1,T2),  [sec] (1.80, 0.47) 
Lead-Lag block 2, (T3,T4),  [sec] (2.30, 1.12) 
Low-pass time constant, T, [sec] 0.0019 
Stabilizer upper limit, Vsmax, [p.u.] 0.5 
Stabilizer lower limit, Vsmin, [p.u.] -0.5 
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Figure 11.15: Voltage deviations [p.u.] at bus 50, fault 3 (WAC) 
 
 
Figure 11.15 shows the three responses of the system: (i) without STATCOM 
units (original system), (ii) with three STATCOM units and their corresponding internal 
controllers (optimal solution found by the first optimization stage), and (iii) with all three 
STATCOM units and only one POD controller in the first STATCOM unit located in bus 
31. In this figure, the response of the system is substantially improved when the POD 
controller of the first STATCOM is now specifically tuned to provide damping for this 
particular fault. The comparison between Figure 11.11 and Figure 11.15, indicate that the 
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results in the second case (Figure 11.15) are better than the previous results (Figure 
11.11). 
The previous two PODs (with control signal coming from buses 37 and 63) 
decreased the damping at buses 31, 48 and 37 (Figure 11.12-Figure 11.14). However, this 
negative effect is not observed in Figure 11.16 - Figure 11.18 that illustrate the results at 
the same buses, but now with a specially tuned POD at bus 31 to give optimal results for 
fault 3 disturbance. 
 
 
Figure 11.16: Voltage deviations [p.u.] at bus 31, fault 3 (WAC) 
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In all three buses, bus 31 in Figure 11.16, bus 48 in Figure 11.17, and bus 37 in 
Figure 11.18, there is an improvement in the damping of the oscillations generated by this 
fault, particularly in the point of common coupling of the first and second STATCOM 
units (buses 31 and 48 respectively). 
 
 
Figure 11.17: Voltage deviations [p.u.] at bus 48, fault 3 (WAC) 
 
 
This proves the benefits of considering WAC in a power system: a supervisory 
level can adjust the parameters of the POD controllers over time, depending on different 
operating conditions and contingencies, to achieve optimal power system performance. 
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Figure 11.18: Voltage deviations at bus 37, fault 3 (WAC) 
 
 
11.4 Summary 
This chapter proposes a two stage PSO-based optimization framework to improve 
the dynamic performance of the power system using FACTS devices. For illustrative 
purposes, STATCOM devices are chosen in this study, however the methodology can be 
applied to any single or multiple type of FACTS devices. The proposed optimization 
process consists in two optimization loops that are carried out sequentially. 
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First, the transient performance of the system is optimized by means of the 
STATCOM units and their internal controllers using a large perturbation analysis. In 
particular, this stage provides the optimal number of STATCOM units, locations, sizes 
and parameters for the STATCOM internal controllers (model in Appendix A) such that 
the voltage deviations in the system are minimized under various faults described in 
chapter 9, section 9.4.3. 
The novelty in this scheme for tuning control parameters is the overall response of 
the system is taken into account in the objective function to be minimized, and therefore 
it provides a global optimality rather than focusing on only the buses where each device 
is respectively connected and on its immediate neighboring buses. 
After this first optimization stage is performed, a second optimization stage takes 
place where the performance of the system is further improved by adding STATCOM 
external controllers, properly tuned considering small signal stability analysis. 
The optimization algorithm provides the optimal location for the control signal 
and the optimal parameters of the STATCOM external controller (POD) such that the 
inter-area modes of the system are mitigated (POD controller’s model is presented in 
Appendix A). 
Results of this proposed PSO-based optimization framework, for improving the 
dynamic performance of the power system, in a 16 machine – 68 bus system indicate that 
the dynamic response under various contingencies is considerably improved by the 
STATCOM devices and their internal controllers. An additional improvement can be 
obtained if the external controllers (POD) of selected STATCOM unit are added to the 
system.  
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The overall results obtained for both optimization stages illustrate the advantages 
of the proposed method: once the optimization process is completed, the damping of the 
inter-area modes are within the desired range and the response of the system for large 
perturbations is significantly improved. Faults that could potentially make the system 
unstable are rapidly mitigated due to the control effort of the optimally placed and 
controlled STATCOM devices. 
Finally, the results obtained in this chapter also point out the necessity of 
incorporating wide area control schemes in modern power systems, such that the 
improvement of the system can be maximized by customizing the control parameters of 
various devices according to different fault conditions. A particular example is shown to 
illustrate this by optimizing the control parameters of one POD controller (in STATCOM 
unit connected to bus 31) to improve the dynamic performance of the system for a short 
circuit in the largest load center of the system (bus 37). The obtained results prove that 
the proposed control scheme can be applied to consider WAC and control schemes at 
supervisory level. 
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CHAPTER 12  
CONCLUSION, CONTRIBUTIONS AND RECOMMENDATIONS 
12.1 Conclusions 
The objective of this research has been to create a PSO-based optimization 
framework to solve the problem of improving the power system reliability and 
performance using FACTS device s (Figure 12.1). 
Part I of this research focuses on theoretical background. Different optimization 
techniques, currently applied to solve this problem, are explored together with their 
advantages and disadvantages. Additionally, the concepts behind the PSO and the 
proposed Enhanced-PSO methods are discussed in detail. 
Part II of this study consists of validating the proposed Enhanced PSO method as 
a suitable algorithm to solve this type of problem. The optimal allocation of multiple 
STATCOM units in a 45 bus system part of the Brazilian power network is used as an 
illustrative example to analyze the advantages of the proposed method as compared to 
other optimization techniques. The results of this Part II, clearly validates the superior 
performance of the proposed Enhanced-PSO method. 
Part III of this investigation is related to applying the Enhanced-PSO method to 
create a PSO-based multistage optimization framework to improve the power system 
reliability using FACTS devices. In particular, the IEEE 118 bus system is used as an 
illustrative example to show the effectiveness of the optimization framework. The results 
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Figure 12.1: Optimization performed in this research 
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obtained after the optimization process is completed reveal a significant improvement in 
the reliability of the system with minimum economical impact. 
The last part of this work, Part IV, again uses the proposed Enhanced-PSO 
method to create a two-stage optimization process that allows the performance of the 
system to be improved in both steady state and under small and large perturbation. The 
results obtained for a 16-machine, 68 bus system prove that the proposed method is very 
effective in finding solutions to the problem of optimally allocating and controlling 
FACTS devices, that significantly improve the power system performance considering 
both technical and economical criteria. 
The following sections present specific concluding remarks of each of the four 
parts of this investigation. 
 
12.1.1 Part I summary and conclusions 
This part presents some general background on optimization theory and the 
existing optimization methods to solve the problem of optimal allocation of FACTS 
devices in the power system, particularly classical optimization methods, allocation based 
on technical criteria, and evolutionary computation techniques. 
The following conclusions can be drawn from the analysis of present literature: 
 The use of classical optimization methods (mixed integer linear programming 
(MILP), mixed integer non-linear programming (MINLP), Bender’s decomposition, 
Branch-and-bound (B&B), etc) is limited by the size of the system and non-convexity 
problems. If the size of the power system increases, then computational effort 
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becomes too large; additionally, the behavior of the system is highly non-linear and 
therefore it is not recommended to rely on convexity assumptions on which these 
methods are typically based. 
 
 Considering those methods based on technical criteria (sensitivity analysis and modal 
analysis), only the technical feasibility is considered, and regardless of the 
improvement in the power system performance, it is not possible to evaluate the 
degree of optimality of the solution provided by these methods. 
 
 Finally, evolutionary computation techniques (genetic (GA), particle swarm 
optimization (PSO), bacterial foraging algorithm (BFA), tabu search (TS), 
evolutionary programming (EP), etc.) have recently gained interest from many 
researchers because they are simple to implement, capable of handling highly non-
linear systems, and finding optimal solutions with a reasonable computational effort. 
The results obtained up to date are promising; however, the scalability of these 
techniques to large power systems and their application to power system dynamic 
performance is still under investigation. 
 
For this study, an enhanced particle swarm optimizer is developed to overcome 
the disadvantages of the optimization techniques presented above. This Enhanced-PSO 
technique represents the core of a PSO-based, multistage, optimization framework 
proposed in this study to improve the reliability and the performance of the power system 
using FACTS devices.  
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12.1.2 Part II summary and conclusions 
Part II focuses on the validation of the superior performance of the proposed 
Enhanced-PSO formulation in solving the problem of optimal allocation of FACTS 
devices in a power system. This validation is done by comparing the performance of the 
proposed Enhanced- PSO with other optimization techniques, in particular three 
evolutionary computation techniques: canonical PSO formulation, GA and BFA and two 
classical optimization techniques: Bender’s decomposition and B&B. 
The problem to be solved corresponds to the optimal allocation of multiple 
STATCOM units in a 45 bus system, part of the Brazilian power network. The objective 
is to improve the voltage profile of the entire system at minimum cost (minimum 
STATCOM sizes), and the system constraints include keeping all bus voltage deviations 
between ±5% of the corresponding nominal voltage, limiting the size of each STATCOM 
device to a maximum of 250 MVA, excluding the generator buses from the search and 
avoiding multiple units connected to the same bus. 
The comparison between methods is done based on three critical aspects: (i) 
convergence into feasible regions, (ii) analysis of global optimality, and (iii) scalability of 
the algorithm to address large power systems. 
The following conclusions can be derived from this study: 
 An exhaustive search, performed to identify the global optimum of the problem 
(section 4.3), indicates that only 1.12% of the total possible solutions lead to feasible 
conditions (all system constraints are satisfied).  This small percentage of solutions is 
scattered among the entire problem hyperspace which makes it difficult for an 
optimization algorithm to converge to a feasible region. Additionally, the 
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computational effort, involved in exhaustively evaluating all possible solutions and 
finding the global optimum, is 37,187,500 power flow solutions. 
 
 In the case of the canonical and Enhanced-PSO, the optimal settings of the PSO 
parameters are investigated using statistical analysis (section 5.2.2). The results of 
this optimal parameter selection suggest the following guidelines to set the PSO 
parameters: 
 Implement a linearly decreasing inertia constant that provides a wide range of 
movement in the early search and has less influence in the later stages where the 
search has narrowed into promising areas. A suitable scheme is proposed in (5.2). 
 Give more emphasis to the self knowledge as compared to the social information 
channels. An individual acceleration constant of 2.5 is proposed in this study. 
 A maximum velocity for the FACTS location equal to 25% of the total domain 
(total number of buses for shunt units or total number of line for series devices). 
 A maximum velocity for the FACTS unit size equal to 20% of the maximum 
device's rating. 
 
 The convergence into feasible regions is analyzed by comparing the performance of 
the Enhanced-PSO algorithm with the canonical PSO formulation, GA, and BFA 
using Weibull analysis (section 6.2). The characteristic times to find the first feasible 
solution, obtained from this analysis, indicate that the Enhanced-PSO substantially 
outperforms all other techniques. Additionally, considering the physical meaning of 
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the Weibull parameters, α and β, the Enhanced-PSO method shows an increasing 
ability to locate feasible solutions as the number of iterations increases. 
 
 The capability of the proposed approach in finding the global optimal solution is 
evaluated for two classical optimization techniques (Bender’s decomposition and 
B&B) and three evolutionary computation techniques (the proposed Enhanced-PSO 
method, GA, and BFA). The parameters used to evaluate the performance of each 
technique include the ability of finding the global optimal solution and the 
computational effort (section 6.3).  
 The Enhanced-PSO, GA, and Bender's decomposition are able to find the global 
optimum, however BFA and B&B algorithm are trapped in a local minimum. 
 Considering the computational effort, the Enhanced-PSO and GA have almost 
identical computational times since the maximum number of power flow 
computations is set to the same value of 2,000 power flows. Benders’ 
decomposition method is also able to find the correct solution, however it requires 
excessive computational effort compared to the Enhanced-PSO and GA (31.5 
times more power flow evaluations). 
 The proposed Enhanced-PSO method is more accurate in finding the global 
optimal solution than the GA (smaller standard deviation). In addition, it has 
100% convergence rate while GA only delivers a modest 32%. 
 
 The scalability of the Enhanced-PSO is studied by analyzing the performance of the 
algorithm in solving the optimal allocation of multiple STATCOM units for the IEEE 
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118 bus system (section 6.4). The following guidelines are proposed for setting the 
number of particles and maximum number of iterations: 
 Set the number of particles to approximately 25% of the total number of possible 
locations multiplied by the number of units that need to be allocated. 
 Use the following stopping criteria: if the value of the gbest has not change in a 
certain number of iterations or if it is changing by less that 5% with respect to its 
previous value, then stop the algorithm. An alternative stopping criterion, that 
limits the computation effort to a fixed amount, is to keep the maximum number 
of iterations to a value of 100. 
These proposed guidelines are used for the IEEE 118 bus system, and the obtained 
results are compared with the 45 bus system. Using statistical analysis it is shown that 
the performance of the algorithm is not affected by the size of the power system, 
since it maintains similar properties for converging into feasible regions and accuracy 
in finding optimal solutions. 
 
In summary, the proposed Enhanced-PSO method has been validated as a suitable 
algorithm for the problem of optimization of power system performance using FACTS 
devices. In particular, the proposed method converges faster into feasible regions and is 
more accurate in finding optimal solutions than any other algorithm investigated, 
including classical optimization methods and evolutionary computation techniques. 
Moreover, the algorithm maintains its advantages when the power system size is 
increased. 
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12.1.3. Part III summary and conclusions 
Part III introduces a multistage PSO-based optimization framework to improve 
the reliability of the power system using FACTS devices. The objective is to enable a 
modified version of the IEEE 118 bus system to satisfy the N-1 security criterion using 
the existing infrastructure and new FACTS installations, in particular distributed static 
series compensator (DSSC) and static compensator (STATCOM) units (models in 
Appendix A).  
The optimization process considers three stages (sections 7.3.1 to 7.3.3):  
(iv) Security Constrained Optimal Power Flow (SCOPF) stage: it provides the optimal 
settings for the present power system infrastructure. Optimal generator, transformer, 
and capacitor bank settings are found considering the economic dispatch and power 
system security constraints. From the optimization perspective, the concept of fine 
tuning PSO, which limits the maximum velocity to a small percentage of the 
variable's range of movement, is introduced to aid in the search mechanism. In 
addition, the system’s security constraints for overloaded lines and bus voltage 
violations are included in the main objective function as penalty factors. In general, 
this optimization framework has shown to be very efficient in avoiding solutions that 
lead to system instability. 
 
(v) Series compensation stage: assuming the system to be fully deployed with DSSC 
units (full controllability of all transmission lines) this stage provides the optimal 
control reference settings for each DSSC module. The DSSC is modeled as a lumped 
device with the capability of changing the value of the corresponding line reactance 
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by 20% in either direction (increase or decrease). The value of the DSSC control 
reference, in this case the desired value for the line reactance of each transmission 
line, is provided by the algorithm, considering global system controllability instead of 
traditional local control. The optimization objective is to maximize the line utilization 
factor (LUF) while minimizing the impact on transmission losses and voltage profile. 
Emphasis is given to security constraints related to the number of overloaded lines 
and maximum line loading. 
 
(vi) Shunt compensation stage: this stage uses a two step optimization process, the first 
step provides the optimal number, locations and ratings for shunt FACTS devices, in 
this case STATCOM units, and the second step indicates whether the units have to be 
in service and, if so, what is the corresponding optimal control reference, in this case 
the voltage at the point of common coupling. Analogous to the series FACTS devices, 
the STATCOM control references are provided considering global control, such that 
the maximum benefit is obtained over the entire power system, instead of focusing on 
immediate neighborhoods. The objective of this stage is to improve the voltage 
profile at minimum cost while giving special attention to the mitigation of undesired 
voltage violations. 
 
The optimization is performed for a base case (all components in service) and for 
the 186 branch outages that correspond to the N-1 contingency criteria. The overall 
results of all three optimization stages are significant: the original system has 22 
overloaded lines, 1145 bus voltage violations and three critical contingencies leading to 
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voltage collapse (Table 7.2 and Table 7.3). After the optimization is performed, there are 
no overloaded lines, all bus voltages are within limits, and the critical contingencies are 
mitigated, thus the system satisfies the N-1 security criterion (Table 8.3). These results 
are obtained with minimum impact on the generation costs and with the minimum cost of 
new FACTS installations. 
 
12.1.4. Part IV summary and conclusions 
Part IV, optimization of power system performance using PSO, proposes a two-
stage PSO-based optimization framework to improve the performance of the power 
system considering both steady state conditions and the system behavior under small and 
large perturbations. 
A 16 machine - 68 bus system is used to illustrate the capabilities of the 
optimization framework in finding an optimal solution considering both technical and 
economical criteria. 
First optimization stage 
The first optimization stage, optimization of steady state performance, considers a 
double-loop optimization algorithm for optimal allocation and control settings of series 
and shunt compensation (DSSC modules and capacitor banks). These two loops can be 
repeatedly executed to maximize the loadability of the system without violating the 
system security constraints (i.e. keeping the line flows and bus voltages within limits). In 
addition, it can be used as a planning tool providing optimal control references for the 
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DSSC modules and optimal location and sizes of capacitor banks with the system under 
different scenarios of future demand. 
 The first optimization loop, called series compensation loop, is used to relieve 
transmission lines congestion using DSSC modules. The system is assumed to be 
fully deployed, meaning that there is full controllability of all transmission lines. The 
DSSC is modeled as a lumped device with the capability of changing the value of the 
corresponding line reactance by 20% in either direction (increase or decrease). 
 The result of the optimization process is the optimal control settings (desired value 
for the line reactances) for each DSSC module, such that the loadability of the system 
is maximized without incurring any overloaded lines Additionally, the line utilization 
factor is improved with a minimum impact on the total transmission losses of the 
system (section 10.2.1).  
 The second optimization loop, named shunt compensation loop, provides optimal 
allocation and rating for capacitor banks such that the loadability of the system is 
maximum. In addition to the loadability of the system, the voltage profile 
(minimization of voltage deviations) is improved at minimum cost (section 10.2.2). 
The results of the proposed double loop PSO-based optimization framework 
applied to a 16 machine - 68 bus system shows that system loadability can be improved 
from 1.07 p.u. to 1.35 p.u. considering the action of DSSC modules and the installation of 
three capacitor banks (section 10.3). At this loading level the system is capable of 
operating with all variables within security limits. 
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After the optimization process is completed, the results of the continuation power 
flow (CPF) indicates that a limit induced bifurcation (LIB) point due to line flow limit is 
encountered and therefore a new cycle of series-shunt compensation can be performed 
starting with the system at 1.35 p.u. loading level (thus the optimization framework can 
be used as a planning tool). 
 
Second optimization stage 
The second optimization stage, optimizes the dynamic and transient performance 
of the power network, considering a two-sequential-stage, PSO-based, optimization 
algorithm for optimal allocation and control of shunt FACTS devices, in particular 
STATCOM units (model described in Appendix A). 
The performance is analyzed considering the system subjected to large 
perturbations (various faults) and also subjected to small changes around its operational 
point (small signal stability analysis (sssa)). The main objective is to find optimal 
locations, sizes and control parameters (for both internal and external controllers) of the 
STATCOM devices, such that a maximum benefit is obtained over the entire power 
system, instead of focusing on local neighborhoods. In particular, this study focuses on 
increasing the damping of the system to damp large perturbations and inter-area modes. 
The proposed optimization process consists of two optimization loops that are 
carried out sequentially: 
 First, the transient performance of the system is optimized by means of the 
STATCOM units and their internal controllers using large perturbation analysis. This  
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stage provides the optimal number of units, locations, sizes and parameters for 
STATCOM internal controllers such that the voltage deviations in the system are 
minimized under various faults described in section 9.4.3. 
The novelty in this scheme for tuning control parameters is the overall response of the 
system is taken into account providing global optimality rather than focusing in only 
the buses where each device is respectively connected (section 11.2.1). 
 Second, the dynamic performance of the system is further improved by STATCOM 
external controller, properly tuned considering sssa. In this case, the optimization 
algorithm provides the optimal location for the control signal and the optimal 
parameters of the STATCOM external controller (POD) such that the inter-area 
modes of the system are mitigated (section 11.2.2). 
Results of this proposed PSO-based optimization framework, for improving the 
dynamic performance of the power system, in a 16 machine – 68 bus system, indicate 
that once the optimization process is complete, the damping of the inter-area modes are 
within the desired range (section 11.3.2) and the response of the system for large 
perturbations is significantly improved (section 11.3.1). Faults that could make the 
system unstable are rapidly mitigated due to the effect of the optimally placed and 
controlled STATCOM devices (11.3.3). 
Additionally, the results show the need of incorporating wide area control 
schemes in modern power systems, so that the improvement of the system can be 
maximized by customizing the control parameter of various devices according to 
different operating points and/or fault conditions. Particularly, an example is shown in 
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this study to prove the feasibility of adapting this optimization framework to include wide 
area control criteria (section 11.3.3).  
 
12.2 Contributions 
The main contributions of this research are: (i) the development of a 
comprehensive and complete formulation of the problem of optimizing the power 
system’s performance using FACTS devices and (ii) the development of a mathematical 
algorithm, called Enhanced-PSO, capable of pursuing global minimization, with a desired 
accuracy and a reasonable computational time. 
Based on this two goals, the following are the specific contributions to the field: 
 A theoretical study and comparison of various optimization methods including 
classical approaches and evolutionary computation techniques. The problem of 
improving the voltage profile using shunt compensation is used as an illustrative 
example of a power system problem. The efficiency of each optimization technique is 
evaluated based on its capability of achieving global optimality and the corresponding 
computational effort. Statistical analyses are used to assess the performance of 
stochastic based search algorithms, in particular their capability of converging into 
feasible regions and the accuracy in finding the global optimum of the problem. 
 Development of a comprehensive problem formulation and optimization framework 
for improving power system reliability using distributed series compensation and 
shunt compensation. The improvement of the power system reliability is approached  
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from the perspective of satisfying the N-1 contingency criterion using existing 
network resources and new FACTS installations. The optimization framework is a 
multistage process, which considers security constrained optimal power flow, optimal 
global control settings of distributed static series compensators (DSSC) and optimal 
global control settings of static compensator (STATCOM).  
 Development of a comprehensive problem formulation and an optimization 
framework for optimization of power system performance under steady state and 
transient conditions using series and shunt FACTS devices. The technical parameters 
to optimize, in steady state conditions, are the voltage profile, system loadability, 
transmission losses, and line utilization factor of the system. In the case of transient 
behavior, system damping and eigenvalue analysis are considered. 
 
Some of the contributions described above are evidenced by the following papers: 
 Y. del Valle, M. Digman, A. Gray, J. Perkel, G. K. Venayagamoorthy, R. G. Harley, 
“Enhanced particle swarm optimizer for power system applications” Proceedings of 
the IEEE Swarm Intelligence Symposium (SIS’08), St Louis, Missouri, USA, 
September 21-23, 2008, pp. 1-7. 
 Y. del Valle, G.K. Venayagamoorthy, S. Mohagheghi,, J. C. Hernandez, and R.G. 
Harley, “Particle Swarm Optimization: basic concepts, variants and applications in 
power system”. IEEE Transactions on Evolutionary Computation, Vol. 12, No.2 pp. 
171-195, April, 2008. 
 S. Mohagheghi, Y. del Valle, G.K. Venayagamoorthy and R.G. Harley, “A 
Proportional-Integrator Type Adaptive Critic Design Based Neurocontroller for a 
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Static Compensator in a Multimachine Power System”. IEEE Transactions on 
Industrial Electronics. Vol. 54, No.1, February 2007, pp. 86-96. 
 Y. del Valle, J.C. Hernandez, G.K. Venayagamoorthy and R.G. Harley, “Multiple 
STATCOM allocation and sizing using particle swarm optimization”, Proceedings of 
the IEEE Power Systems Conference and Exposition (PSCE) 2006, Atlanta, Georgia, 
USA, October 29 – November 30, 2006, pp. 1884 - 1891. 
 Y. del Valle, J. C. Hernandez, G.K. Venayagamoorthy, and R.G. Harley, “Optimal 
STATCOM sizing and placement using particle swarm optimization”, Proceedings of 
the IEEE Transmission and Distribution Conference and Exposition Latin America 
2006, Caracas, Venezuela, August  15 - 18, 2006. 
 J. C. Hernandez, Y. del Valle, G.K. Venayagamoorthy, and R.G. Harley, “Optimal 
allocation of a STATCOM in a 45 bus section of the Brazilian power system using 
particle swarm optimization”, Proceedings of the IEEE Swarm Intelligence 
Symposium (SIS’06), Indianapolis, Indiana, USA, May 12-14, 2006, pp. 69-75. 
 G.K. Venayagamoorthy, Y. del Valle, S. Mohagheghi, W. Qiao, S. Ray, R.G. Harley, 
D.M. Falcao, G.N. Taranto, T.M.L. Assis, “Effects of a STATCOM, a SCRC and a 
UPFC on the dynamic behavior of a 45 bus section of the Brazilian power system”, 
Proceedings of the Inaugural IEEE PES 2005 Conference and Exposition in Africa, 
Durban, South Africa, July 11-15, 2005, pp. 305-312. 
 S. Mohagheghi, Y. del Valle, G.K. Venayagamoorthy, and R.G. Harley, “A 
comparison of PSO and back-propagation for training RBF neural networks for 
identification of a power system with STATCOM”, Proceedings of the IEEE Swarm 
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Intelligence Symposium (SIS’05), Pasadena, California, USA, June 8–10, 2005, pp 
381-384. 
 Y. del Valle, S. Mohagheghi, G.K. Venayagamoorthy and R.G. Harley, “Training 
MLP neural networks for identification of a small power system: comparison of PSO 
and backpropagation”. Proceedings of the 6th International Conference on Power 
System Operation and Planning (ICPSOP), Praia, Cape Verde, May 22 – 26, 2005, 
pp. 153-157. 
Three more journal papers, based on the research presented in part III and part IV 
of this thesis, are being prepared. 
In addition, the poster titled “Optimal STATCOM allocation using particle swarm 
optimization (PSO)” presented at the IEEE Power Engineering Society (PES) General 
Meeting (June 2006, Montreal), was awarded with the second place in the IEEE-PES 
Student Poster Contest. 
The poster “Optimal allocation and sizing of multiple STATCOM units: a 
comparison between classical methods and evolutionary computation techniques” 
presented at the IEEE Power Engineering Society (PES) General Meeting (June 2007, 
Tampa), was awarded with the third place in the IEEE-PES Student Poster Contest. 
 
12.3 Recommendations 
Future work in this field can be developed in the following areas: 
 The improvement of the power system reliability can be approached considering also 
N-2 or N-3 security criterion. The proposed multi-stage, PSO-based, optimization 
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framework can be modified to continue improving the reliability of the system when 
N-x elements of the system are under contingency. 
 The cost metrics for installation of FACTS devices can be modified to consider more 
sophisticated functions for both, fixed and variable costs. Moreover, the cost of 
operation and maintenance can be added to the objective functions. 
 The series compensation stage for the improvement of the power system’s reliability 
and steady state performance can be respectively modified to relax the assumption of 
a power system fully deployed with distributed series FACTS devices (DSSC). In that 
case the objective function value can be adapted to find the optimal locations of the 
DSSC modules (critical transmission lines) and the minimum amount of series 
compensation needed, such that the system obtains a maximum benefit from these 
devices at minimum cost. 
 Additionally, in the case of the large perturbation analysis of the power system, a 
more detailed study can be performed to include the dynamics of the DSSC modules, 
and to evaluate the impact of bypassing these modules in the case of a faulted 
transmission line equipped with DSSC modules. 
 For improvement of the transient performance of the system, a probabilistic approach 
can be applied to the selection of critical faults. Additionally, the probability of 
occurrence can be added to the objective function to emphasize those faults that occur 
more often. As a supplementary criterion, economical penalties (due to load 
disconnection or suchlike) can also be added to the objective function. 
 Other control schemes and intelligent controllers can be considered for STATCOM or 
other FACTS devices. 
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 The two-stage, PSO-based, optimization framework for improvement of power 
system dynamic performance can also be adapted to consider a supervisory level 
(wide area control). 
 Finally, the PSO-based optimization frameworks can be adapted to consider 
unbalanced system conditions and faults.  
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APPENDIX A 
FACTS DEVICES AND CONTROL MODELS 
A.1 Distributed Static Series Compensator (DSSC) [95] 
The concept of DSSC, whose basic schematic is shown in Figure A.1, 
corresponds to the family of distributed FACTS devices, in this case based on the static 
series compensator (SSSC). 
“A single-turn transformer is used to magnetically couple and mechanically 
attach the DSSC module to the line. The required quadrature voltage is injected into the 
line through this coaxial transformer. The module is powered from the line to generate a 
regulated DC power supply for the controls and electronics. An additional current 
transformer is attached to the line to give feedback signals for the controls. A 
communication device is provided to receive instructions using wiresless or power-line 
communication technique, allowing the module to adjust according to changing 
operating conditions.” [95] 
Laboratory demonstrations performed by [95] demonstrated the capability of the 
DSSC modules in controlling the power flow between transmission lines. In a simple 
exercise, a system consisting of two transmission lines was used a testing setup where 
one DSSC module was attached to Line 1 and Line 2 was left uncompensated.  
The results of this test indicate that when a DSSC module injects an inductive 
voltage on Line 1, the effective impedance of this line increases and therefore the current 
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is redirected to Line 2. On the contrary, when a capacitive voltage is injected on Line 1, 
its impedance reduces and the current flowing in this line increases, relieving Line 2. 
 
 
Figure A.1: Schematic of DSSC module [95] 
 
 
“The current steering property of the technology opens the possibility of 
controlling the power-flow in a meshed network. On a under-utilized line, the modules 
can be controlled to inject a lagging voltage, so as to reduce the effective impedance of 
the line and to pull additional current into it. In congested areas, the control objective 
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would be to increase line impedance with leading voltage injection so as to push excess 
current into other parallel paths. This can have significant increase in system capacity 
and line utilization, and can be used as a simple scalable tool to improve network 
capacity.” [95] 
 
 
A.2 Static Compensator (STATCOM) [100] 
A.2.1 STATCOM model and internal controller 
The implemented STATCOM model corresponds to a current injection model, 
where the STATCOM current is always kept in quadrature in relation to the bus voltage 
so that only reactive power is exchanged between the ac system and the STATCOM. The 
dynamic model is shown in Figure A.2. 
 
 
 
Figure A.2: STATCOM circuit and control block diagram [100]. 
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The differential equation and the reactive power injected at the STATCOM bus 
are given, respectively, by [100]: 
 
 r ref POD SH
SH
r
K V v V i
i
T
    (A.1)
 
SHQ i V   (A.2)
where: 
Kr is Regulator gain, 
Tr is the regulator time constant, 
Vref is the voltage reference, 
VPOD is the voltage signal from the power oscillation damper, 
V is the voltage at the point of common coupling, 
iSH is the current injected by the STATCOM. 
 
A.2.2 STATCOM external controller (POD) 
The block diagram of the STATCOM external controller, also called power 
oscillation damper (POD), is shown in Figure A.3. 
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Figure A.3: Power oscillation damper [100] 
 
 
The differential equations that determine the output of each block in Figure A.3 is 
given by [100]: 
 
1
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(A.6)
 
where: 
maxs
v  is the maximum stabilizer output signal in p.u., 
mins
v  is the minimum stabilizer output signal in p.u., 
wK  Stabilizer gain, 
wT  Wash-out time constant in seconds, 
1T  First stabilizer time constant in seconds, 
2T  Second stabilizer time constant in seconds, 
3T  Third stabilizer time constant in seconds, 
4T  Fourth stabilizer time constant in seconds, 
rT  Low pass time constant for output signal in seconds. 
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APPENDIX B 
45 BUS SYSTEM DATA 
Table B.1: Generator data 
Bus Sbase Vbase Pg Vpu 
4 1860.0 13.8 0.565 1.02 
7 260.0 13.8 0.827 1.04 
11 1020.0 13.8 0.902 1.02 
19 1860.0 13.8 0.677 1.022 
28 1402.0 13.8 0.802 1.018 
30 111.0 13.8 0.811 1.03 
32 156.3 13.8 0.768 1.03 
33 312.6 13.8 0.771 1.03 
35 1402.0 13.8 0.795 1.02 
39 556.0 13.8 0.881 1.00 
 
 
Table B.2: Line data. 
From To Sbase Vbase Tratio Rpu Xpu Bpu 
29 36 100 525 0.0000 0.0005 0.0070 0.8392 
29 2 100 525 0.0000 0.0014 0.0204 2.4475 
22 21 100 525 0.0000 0.0005 0.0069 0.8216 
20 21 100 525 0.0000 0.0019 0.0280 3.3576 
21 23 100 525 0.0000 0.0012 0.0175 2.0970 
24 25 100 525 0.0000 0.0021 0.0309 3.7183 
15 16 100 230 0.0000 0.0182 0.0935 0.1595 
15 16 100 230 0.0000 0.0182 0.0935 0.1595 
17 16 100 230 0.0000 0.0154 0.0776 0.1350 
17 16 100 230 0.0000 0.0154 0.0776 0.1350 
17 18 100 230 0.0000 0.0216 0.1105 0.1863 
17 18 100 230 0.0000 0.0216 0.1105 0.1863 
29 27 100 525 0.0000 0.0014 0.0195 2.3970 
18 34 100 230 0.0000 0.0180 0.0920 0.1553 
18 34 100 230 0.0000 0.0180 0.0920 0.1553 
34 46 100 230 0.0000 0.0129 0.0657 0.1128 
46 5 100 230 0.0000 0.0033 0.0167 0.2859 
34 5 100 230 0.0000 0.0096 0.0491 0.0842 
5 6 100 230 0.0000 0.0386 0.1985 0.3400 
38 37 100 230 0.0000 0.0019 0.0101 0.0204 
38 37 100 230 0.0000 0.0022 0.0111 0.0232 
38 37 100 230 0.0000 0.0022 0.0111 0.0232 
37 6 100 230 0.0000 0.0177 0.0910 0.1585 
27 26 100 525 0.0000 0.0022 0.0300 3.8300 
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Table B.2 continued 
From To Sbase Vbase Tratio Rpu Xpu Bpu 
37 6 100 230 0.0000 0.0177 0.0910 0.1585 
37 41 100 230 0.0000 0.0207 0.0933 0.1718 
37 41 100 230 0.0000 0.0168 0.0930 0.1720 
37 41 100 230 0.0000 0.0176 0.0984 0.1798 
41 40 100 230 0.0000 0.0202 0.1129 0.2062 
40 8 100 230 0.0000 0.0250 0.1548 0.4690 
6 8 100 230 0.0000 0.0463 0.2378 0.4084 
6 8 100 230 0.0000 0.0463 0.2378 0.4084 
8 9 100 230 0.0000 0.0163 0.0835 0.1440 
8 9 100 230 0.0000 0.0163 0.0835 0.1440 
2 3 100 525 0.0000 0.0007 0.0145 1.6610 
9 10 100 230 0.0000 0.0163 0.0835 0.1440 
9 12 100 230 0.0000 0.0316 0.1621 0.2784 
10 12 100 230 0.0000 0.0153 0.0861 0.1344 
43 42 100 230 0.0000 0.0125 0.0641 0.1109 
43 42 100 230 0.0000 0.0089 0.0461 0.0796 
43 44 100 230 0.0000 0.0172 0.0884 0.1434 
43 44 100 230 0.0000 0.0172 0.0884 0.1434 
42 44 100 230 0.0000 0.0110 0.1184 0.2027 
44 45 100 230 0.0000 0.0181 0.0929 0.1607 
42 45 100 230 0.0000 0.0229 0.1174 0.2027 
2 3 100 525 0.0000 0.0007 0.0145 1.6610 
12 45 100 230 0.0000 0.0344 0.1760 0.3040 
12 45 100 230 0.0000 0.0344 0.1760 0.3040 
12 13 100 230 0.0000 0.0306 0.1523 0.2702 
13 14 100 230 0.0000 0.0245 0.1256 0.2041 
14 15 100 230 0.0000 0.0088 0.0415 0.5211 
36 20 100 525 0.0000 0.0005 0.0070 0.8392 
2 20 100 525 0.0000 0.0018 0.0227 2.2721 
20 24 100 525 0.0000 0.0014 0.0195 2.3968 
20 22 100 525 0.0000 0.0019 0.0274 3.2867 
28 29 100 13.8 0.0263 0.0000 0.0114 0.0000 
33 34 100 13.8 0.0600 0.0000 0.0450 0.0000 
25 38 100 525 2.2826 0.0000 0.0062 0.0000 
26 41 100 525 2.2826 0.0000 0.0062 0.0000 
39 40 100 13.8 0.0600 0.0000 0.0236 0.0000 
7 8 100 13.8 0.0600 0.0000 0.0460 0.0000 
11 12 100 13.8 0.0600 0.0000 0.0114 0.0000 
3 43 100 525 2.2826 0.0000 0.0063 0.0000 
13 20 100 230 0.4381 0.0000 0.0300 0.0000 
35 36 100 13.8 0.0263 0.0000 0.0068 0.0000 
19 20 100 13.8 0.0263 0.0000 0.0067 0.0000 
4 24 100 13.8 0.0263 0.0000 0.0136 0.0000 
21 15 100 525 2.2826 0.0000 0.0062 0.0000 
23 17 100 525 2.2826 0.0000 0.0062 0.0000 
31 34 100 138 0.6000 0.0000 0.0590 0.0000 
30 31 100 13.8 0.1000 0.0000 0.0871 0.0000 
32 34 100 13.8 0.0600 0.0000 0.0701 0.0000 
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Table B.3: Load Data. 
Bus Sbase Vbase PLpu QLpu 
24 100 525 1.740 0.918 
15 100 230 4.270 -0.250 
37 100 230 8.130 1.100 
41 100 230 3.930 -1.110 
40 100 230 4.040 1.350 
8 100 230 1.710 0.185 
9 100 230 1.260 0.470 
10 100 230 0.460 0.147 
12 100 230 2.810 2.565 
44 100 230 1.840 0.602 
43 100 230 2.290 1.830 
42 100 230 2.620 0.132 
17 100 230 4.240 0.906 
45 100 230 1.390 0.537 
13 100 230 2.790 0.607 
14 100 230 1.300 0.294 
22 100 525 3.680 2.196 
2 100 525 0.000 2.000 
27 100 525 0.000 1.500 
26 100 525 0.000 1.750 
25 100 525 0.000 1.750 
21 100 525 0.000 1.500 
16 100 230 3.100 1.410 
18 100 230 1.170 0.531 
31 100 138 1.260 0.398 
46 100 230 0.901 0.553 
5 100 230 1.770 0.680 
6 100 230 1.910 0.420 
38 100 230 6.120 -4.550 
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APPENDIX C 
118 BUS SYSTEM DATA 
All values are in per unit system with base power equal to 100 MVA. 
 
Table C.1: Generator data 
Bus Sbase Vbase Pg Vpu Qmax Qmin 
10 100 345 4.50 1.050 2.00 -1.47 
12 100 138 0.85 0.990 1.20 -0.35 
25 100 138 2.20 1.050 1.40 -0.47 
26 100 345 3.14 1.015 10.00 -10.00 
49 100 138 2.04 1.025 2.10 -0.85 
61 100 138 1.60 0.995 3.00 -1.00 
65 100 345 3.91 1.005 2.00 -0.67 
66 100 138 3.92 1.050 2.00 -0.67 
69 100 138 5.16 1.035 3.00 -3.00 
80 100 138 4.77 1.040 2.80 -1.65 
87 100 138 0.04 1.015 10.00 -1.00 
89 100 138 6.07 1.005 3.00 -2.10 
100 100 138 2.52 1.017 1.55 -0.50 
103 100 138 0.40 1.001 0.40 -0.15 
111 100 138 0.36 0.980 10.00 -1.00 
 
Table C.2: Capacitor bank data. 
Bus Vbase G B Qmin Qmax 
5 138 0 -0.4 -50 0 
34 138 0 0.14 0 20 
37 138 0 -0.25 -30 0 
44 138 0 0.1 0 20 
45 138 0 0.1 0 20 
46 138 0 0.1 0 20 
48 138 0 0.15 0 20 
74 138 0 0.12 0 20 
79 138 0 0.2 0 30 
82 138 0 0.2 0 30 
83 138 0 0.1 0 20 
105 138 0 0.2 0 30 
107 138 0 0.06 0 10 
110 138 0 0.06 0 10 
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Table C.3: Line data. 
From To Vbase Rpu Xpu Bpu Smax 
1 2 138 0.0303 0.0999 0.0254 100 
1 3 138 0.0129 0.0424 0.0108 100 
4 5 138 0.0018 0.0080 0.0021 500 
3 5 138 0.0241 0.1080 0.0284 100 
5 6 138 0.0119 0.0540 0.0143 100 
6 7 138 0.0046 0.0208 0.0055 100 
8 9 345 0.0024 0.0305 1.1620 500 
9 10 345 0.0026 0.0322 1.2300 500 
4 11 138 0.0209 0.0688 0.0175 100 
5 11 138 0.0203 0.0682 0.0174 125 
11 12 138 0.0060 0.0196 0.0050 100 
2 12 138 0.0187 0.0616 0.0157 100 
3 12 138 0.0484 0.1600 0.0406 100 
7 12 138 0.0086 0.0340 0.0087 100 
11 13 138 0.0223 0.0731 0.0188 100 
12 14 138 0.0215 0.0707 0.0182 100 
13 15 138 0.0744 0.2444 0.0627 100 
14 15 138 0.0595 0.1950 0.0502 100 
12 16 138 0.0212 0.0834 0.0214 100 
15 17 138 0.0132 0.0437 0.0444 500 
16 17 138 0.0454 0.1801 0.0466 100 
17 18 138 0.0123 0.0505 0.0130 125 
18 19 138 0.0112 0.0493 0.0114 100 
19 20 138 0.0252 0.1170 0.0298 100 
15 19 138 0.0120 0.0394 0.0101 100 
20 21 138 0.0183 0.0849 0.0216 100 
21 22 138 0.0209 0.0970 0.0246 100 
22 23 138 0.0342 0.1590 0.0404 100 
23 24 138 0.0135 0.0492 0.0498 100 
23 25 138 0.0156 0.0800 0.0864 500 
25 27 138 0.0318 0.1630 0.1764 500 
27 28 138 0.0191 0.0855 0.0216 100 
28 29 138 0.0237 0.0943 0.0238 100 
8 30 345 0.0043 0.0504 0.5140 200 
26 30 345 0.0080 0.0860 0.9080 500 
17 31 138 0.0474 0.1563 0.0399 100 
29 31 138 0.0108 0.0331 0.0083 100 
23 32 138 0.0317 0.1153 0.1173 150 
31 32 138 0.0298 0.0985 0.0251 100 
27 32 138 0.0229 0.0755 0.0193 100 
15 33 138 0.0380 0.1244 0.0319 100 
19 34 138 0.0752 0.2470 0.0632 100 
35 36 138 0.0022 0.0102 0.0027 100 
35 37 138 0.0110 0.0497 0.0132 100 
33 37 138 0.0415 0.1420 0.0366 100 
34 36 138 0.0087 0.0268 0.0057 100 
34 37 138 0.0026 0.0094 0.0098 500 
37 39 138 0.0321 0.1060 0.0270 100 
37 40 138 0.0593 0.1680 0.0420 100 
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Table C.3 continued 
From To Vbase Rpu Xpu Bpu Smax 
30 38 345 0.0046 0.0540 0.4220 150 
39 40 138 0.0184 0.0605 0.0155 100 
40 41 138 0.0145 0.0487 0.0122 100 
40 42 138 0.0555 0.1830 0.0466 100 
41 42 138 0.0410 0.1350 0.0344 100 
43 44 138 0.0608 0.2454 0.0607 100 
34 43 138 0.0413 0.1681 0.0423 100 
44 45 138 0.0224 0.0901 0.0224 100 
45 46 138 0.0400 0.1356 0.0332 100 
46 47 138 0.0380 0.1270 0.0316 100 
46 48 138 0.0601 0.1890 0.0472 100 
47 49 138 0.0191 0.0625 0.0160 100 
42 49 138 0.0715 0.3230 0.0860 100 
42 49 138 0.0715 0.3230 0.0860 100 
45 49 138 0.0684 0.1860 0.0444 100 
48 49 138 0.0179 0.0505 0.0126 100 
49 50 138 0.0267 0.0752 0.0187 100 
49 51 138 0.0486 0.1370 0.0342 100 
51 52 138 0.0203 0.0588 0.0140 100 
52 53 138 0.0405 0.1635 0.0406 100 
53 54 138 0.0263 0.1220 0.0310 100 
49 54 138 0.0730 0.2890 0.0738 100 
49 54 138 0.0869 0.2910 0.0730 100 
54 55 138 0.0169 0.0707 0.0202 100 
54 56 138 0.0028 0.0096 0.0073 100 
55 56 138 0.0049 0.0151 0.0037 100 
56 57 138 0.0343 0.0966 0.0242 100 
50 57 138 0.0474 0.1340 0.0332 100 
56 58 138 0.0343 0.0966 0.0242 100 
51 58 138 0.0255 0.0719 0.0179 100 
54 59 138 0.0503 0.2293 0.0598 100 
56 59 138 0.0825 0.2510 0.0569 100 
56 59 138 0.0803 0.2390 0.0536 100 
55 59 138 0.0474 0.2158 0.0565 100 
59 60 138 0.0317 0.1450 0.0376 100 
59 61 138 0.0328 0.1500 0.0388 100 
60 61 138 0.0026 0.0135 0.0146 500 
60 62 138 0.0123 0.0561 0.0147 100 
61 62 138 0.0082 0.0376 0.0098 100 
63 64 345 0.0017 0.0200 0.2160 500 
38 65 345 0.0090 0.0986 1.0460 500 
64 65 345 0.0027 0.0302 0.3800 500 
49 66 138 0.0180 0.0919 0.0248 500 
49 66 138 0.0180 0.0919 0.0248 500 
62 66 138 0.0482 0.2180 0.0578 100 
62 67 138 0.0258 0.1170 0.0310 100 
66 67 138 0.0224 0.1015 0.0268 100 
65 68 345 0.0014 0.0160 0.6380 500 
47 69 138 0.0844 0.2778 0.0709 100 
49 69 138 0.0985 0.3240 0.0828 100 
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Table C.3 continued 
From To Vbase Rpu Xpu Bpu Smax 
69 70 138 0.0300 0.1270 0.1220 500 
24 70 138 0.0022 0.4115 0.1020 100 
70 71 138 0.0088 0.0355 0.0088 100 
24 72 138 0.0488 0.1960 0.0488 100 
71 72 138 0.0446 0.1800 0.0444 100 
71 73 138 0.0087 0.0454 0.0118 100 
70 74 138 0.0401 0.1323 0.0337 100 
70 75 138 0.0428 0.1410 0.0360 100 
69 75 138 0.0405 0.1220 0.1240 500 
74 75 138 0.0123 0.0406 0.0103 100 
76 77 138 0.0444 0.1480 0.0368 100 
69 77 138 0.0309 0.1010 0.1038 100 
75 77 138 0.0601 0.1999 0.0498 100 
77 78 138 0.0038 0.0124 0.0126 100 
78 79 138 0.0055 0.0244 0.0065 100 
77 80 138 0.0170 0.0485 0.0472 500 
77 80 138 0.0294 0.1050 0.0228 500 
79 80 138 0.0156 0.0704 0.0187 100 
68 81 345 0.0018 0.0202 0.8080 500 
77 82 138 0.0298 0.0853 0.0817 100 
82 83 138 0.0112 0.0367 0.0380 100 
83 84 138 0.0625 0.1320 0.0258 100 
83 85 138 0.0430 0.1480 0.0348 100 
84 85 138 0.0302 0.0641 0.0123 100 
85 86 138 0.0350 0.1230 0.0276 500 
86 87 138 0.0283 0.2074 0.0445 500 
85 88 138 0.0200 0.1020 0.0276 100 
85 89 138 0.0239 0.1730 0.0470 150 
88 89 138 0.0139 0.0712 0.0193 500 
89 90 138 0.0518 0.1880 0.0528 500 
89 90 138 0.0238 0.0997 0.1060 500 
90 91 138 0.0254 0.0836 0.0214 100 
89 92 138 0.0099 0.0505 0.0548 500 
89 92 138 0.0393 0.1581 0.0414 500 
91 92 138 0.0387 0.1272 0.0327 100 
92 93 138 0.0258 0.0848 0.0218 100 
92 94 138 0.0481 0.1580 0.0406 100 
93 94 138 0.0223 0.0732 0.0188 100 
94 95 138 0.0132 0.0434 0.0111 100 
80 96 138 0.0356 0.1820 0.0494 100 
82 96 138 0.0162 0.0530 0.0544 100 
94 96 138 0.0269 0.0869 0.0230 100 
80 97 138 0.0183 0.0934 0.0254 100 
80 98 138 0.0238 0.1080 0.0286 100 
80 99 138 0.0454 0.2060 0.0546 100 
92 100 138 0.0648 0.2950 0.0472 100 
94 100 138 0.0178 0.0580 0.0604 100 
95 96 138 0.0171 0.0547 0.0147 100 
96 97 138 0.0173 0.0885 0.0240 100 
98 100 138 0.0397 0.1790 0.0476 100 
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Table C.3 continued 
From To Vbase Rpu Xpu Bpu Smax 
99 100 138 0.0180 0.0813 0.0216 100 
100 101 138 0.0277 0.1262 0.0328 100 
92 102 138 0.0123 0.0559 0.0146 100 
101 102 138 0.0246 0.1120 0.0294 100 
100 103 138 0.0160 0.0525 0.0536 500 
100 104 138 0.0451 0.2040 0.0541 100 
103 104 138 0.0466 0.1584 0.0407 100 
103 105 138 0.0535 0.1625 0.0408 100 
100 106 138 0.0605 0.2290 0.0620 100 
104 105 138 0.0099 0.0378 0.0099 100 
105 106 138 0.0140 0.0547 0.0143 100 
105 107 138 0.0530 0.1830 0.0472 100 
105 108 138 0.0261 0.0703 0.0184 100 
106 107 138 0.0530 0.1830 0.0472 100 
108 109 138 0.0105 0.0288 0.0076 100 
103 110 138 0.0391 0.1813 0.0461 100 
109 110 138 0.0278 0.0762 0.0202 100 
110 111 138 0.0220 0.0755 0.0200 100 
110 112 138 0.0247 0.0640 0.0620 100 
17 113 138 0.0091 0.0301 0.0077 100 
32 113 138 0.0615 0.2030 0.0518 500 
32 114 138 0.0135 0.0612 0.0163 100 
27 115 138 0.0164 0.0741 0.0197 100 
114 115 138 0.0023 0.0104 0.0028 100 
68 116 345 0.0003 0.0041 0.1640 500 
12 117 138 0.0329 0.1400 0.0358 100 
75 118 138 0.0145 0.0481 0.0120 100 
76 118 138 0.0164 0.0544 0.0136 100 
8 5 345 0.0000 0.0267 0.0000 500 
26 25 345 0.0000 0.0382 0.0000 500 
30 17 345 0.0000 0.0388 0.0000 500 
38 37 345 0.0000 0.0375 0.0000 500 
63 59 345 0.0000 0.0386 0.0000 500 
64 61 345 0.0000 0.0268 0.0000 500 
65 66 345 0.0000 0.0370 0.0000 500 
68 69 345 0.0000 0.0370 0.0000 500 
81 80 345 0.0000 0.0370 0.0000 500 
 
 
Table C.4: Load data. 
Bus Vbase PLpu QLpu Bus Vbase PLpu QLpu 
1 138 0.487 0.258 19 138 0.430 0.239 
2 138 0.191 0.086 20 138 0.172 0.029 
3 138 0.373 0.096 21 138 0.134 0.076 
4 138 0.368 0.115 22 138 0.096 0.048 
6 138 0.497 0.210 23 138 0.067 0.029 
7 138 0.182 0.019 24 138 0.117 0.000 
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Table C.4 continued 
Bus Vbase PLpu QLpu Bus Vbase PLpu QLpu 
8 345 0.252 0.000 27 138 0.673 0.124 
11 138 0.669 0.220 28 138 0.162 0.067 
12 138 0.449 0.096 29 138 0.229 0.038 
13 138 0.325 0.153 31 138 0.348 0.258 
14 138 0.134 0.010 32 138 0.564 0.220 
15 138 0.860 0.287 33 138 0.220 0.086 
16 138 0.239 0.096 34 138 0.564 0.248 
17 138 0.105 0.029 35 138 0.315 0.086 
18 138 0.573 0.325 36 138 0.296 0.162 
39 138 0.243 0.099 82 138 0.486 0.243 
40 138 0.594 0.207 83 138 0.180 0.090 
41 138 0.333 0.090 84 138 0.099 0.063 
42 138 0.864 0.207 85 138 0.216 0.135 
43 138 0.162 0.063 86 138 0.189 0.090 
44 138 0.144 0.072 88 138 0.432 0.090 
45 138 0.477 0.198 90 138 1.467 0.378 
46 138 0.081 0.090 91 138 0.090 0.000 
47 138 0.306 0.000 92 138 0.585 0.090 
48 138 0.180 0.099 93 138 0.108 0.063 
49 138 0.783 0.270 94 138 0.270 0.144 
50 138 0.153 0.036 95 138 0.378 0.279 
51 138 0.153 0.072 96 138 0.342 0.135 
52 138 0.162 0.045 97 138 0.135 0.081 
53 138 0.207 0.099 98 138 0.306 0.072 
54 138 0.585 0.288 99 138 0.378 0.000 
55 138 0.567 0.198 100 138 0.333 0.162 
56 138 0.756 0.162 101 138 0.198 0.135 
57 138 0.108 0.027 102 138 0.045 0.027 
58 138 0.108 0.027 103 138 0.207 0.144 
59 138 1.098 1.017 104 138 0.342 0.225 
60 138 0.702 0.027 105 138 0.279 0.234 
62 138 0.693 0.126 106 138 0.387 0.144 
66 138 0.351 0.162 107 138 0.450 0.108 
67 138 0.252 0.063 108 138 0.018 0.009 
70 138 0.594 0.180 109 138 0.072 0.027 
72 138 0.108 0.000 110 138 0.351 0.270 
73 138 0.054 0.000 112 138 0.612 0.117 
74 138 0.612 0.243 113 138 0.054 0.000 
75 138 0.423 0.099 114 138 0.076 0.029 
76 138 0.612 0.324 115 138 0.210 0.067 
77 138 0.549 0.252 116 138 1.656 0.000 
78 138 0.639 0.234 117 138 0.191 0.076 
79 138 0.351 0.288 118 138 0.297 0.135 
80 138 1.170 0.234     
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APPENDIX D 
68 BUS SYSTEM DATA 
All values are in per unit system with a base power of 100 MVA. All controller 
time constants are in seconds. 
 
Table D.1: Generator data 
Gen Bus Sbase Vbase Pg Vpu 
1 53 100 13.8 2.50 1.045 
2 54 100 13.8 5.45 0.980 
3 55 100 13.8 6.50 0.983 
4 56 100 13.8 6.32 0.997 
5 57 100 13.8 5.05 1.011 
6 58 100 13.8 7.00 1.050 
7 59 100 13.8 5.60 1.063 
8 60 100 13.8 5.40 1.030 
9 61 100 13.8 8.00 1.025 
10 62 100 13.8 5.00 1.010 
11 63 100 13.8 10.00 1.000 
12 64 100 13.8 13.50 1.016 
13 65 100 13.8 35.91 1.011 
14 66 100 13.8 17.85 1.000 
15 67 100 13.8 10.00 1.000 
16 68 100 13.8 40.00 1.000 
 
 
Table D.2: Generator excitation data. 
Gen Vr,max Vr,min Ka Ta Kf Tf Te Ae Be 
1 10 -10 30 0.02 0 1 0.785 0 0.9 
2 10 -10 30 0.02 0 1 0.785 0 0.9 
3 10 -10 30 0.02 0 1 0.785 0 0.9 
4 10 -10 30 0.02 0 1 0.785 0 0.9 
5 10 -10 30 0.02 0 1 0.785 0 0.9 
6 10 -10 30 0.02 0 1 0.785 0 0.9 
7 10 -10 30 0.02 0 1 0.785 0 0.9 
8 10 -10 30 0.02 0 1 0.785 0 0.9 
9 10 -10 30 0.02 0 1 0.785 0 0.9 
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Table D.3: Generator machine data. 
Bus Sbase Vbase Xl Ra Xd X'd X''d T'd0 T''d0 Xq X'q X''q T'q0 T''q0 M=2H D 
53 100 13.8 0.01 0 0.10 0.031 0.03 10.20 0.05 0.07 0.03 0.03 1.50 0.04 84.0 4.0 
54 100 13.8 0.04 0 0.30 0.070 0.05 6.56 0.05 0.28 0.06 0.05 1.50 0.04 60.4 9.8 
55 100 13.8 0.03 0 0.25 0.053 0.05 5.70 0.05 0.24 0.05 0.05 1.50 0.04 71.6 10.0 
56 100 13.8 0.03 0 0.26 0.044 0.04 5.69 0.05 0.26 0.04 0.04 1.50 0.04 57.2 10.0 
57 100 13.8 0.03 0 0.33 0.066 0.05 5.40 0.05 0.31 0.06 0.05 0.44 0.04 52.0 3.0 
58 100 13.8 0.02 0 0.25 0.050 0.04 7.30 0.05 0.24 0.05 0.04 0.40 0.04 69.6 10.0 
59 100 13.8 0.03 0 0.30 0.049 0.04 5.66 0.05 0.29 0.05 0.04 1.50 0.04 52.8 8.0 
60 100 13.8 0.03 0 0.29 0.057 0.05 6.70 0.05 0.28 0.05 0.05 0.41 0.04 48.6 9.0 
61 100 13.8 0.03 0 0.21 0.057 0.05 4.79 0.05 0.21 0.05 0.05 1.96 0.04 69.0 14.0 
62 100 13.8 0.02 0 0.17 0.046 0.04 9.37 0.05 0.12 0.05 0.04 1.50 0.04 62.0 5.6 
63 100 13.8 0.01 0 0.13 0.018 0.01 4.10 0.05 0.12 0.02 0.01 1.50 0.04 56.4 13.6 
64 100 13.8 0.02 0 0.10 0.031 0.03 7.40 0.05 0.10 0.03 0.03 1.50 0.04 184.6 13.5 
65 200 13.8 0.00 0 0.03 0.006 0.00 5.90 0.05 0.03 0.01 0.00 1.50 0.04 496.0 33.0 
66 100 13.8 0.00 0 0.02 0.003 0.00 4.10 0.05 0.02 0.00 0.00 1.50 0.04 600.0 100.0 
67 100 13.8 0.00 0 0.02 0.003 0.00 4.10 0.05 0.02 0.00 0.00 1.50 0.04 600.0 100.0 
68 200 13.8 0.00 0 0.04 0.007 0.01 7.80 0.05 0.03 0.01 0.01 1.50 0.04 450.0 50.0 
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Table D.4: Line data. 
From To Sbase Vbase Tratio Rpu Xpu Bpu Tap Ratio Smax 
1 2 100 138 0 0.0035 0.0411 0.6987 0.000 2 
1 30 100 138 0 0.0008 0.0074 0.4800 0.000 5 
2 3 100 138 0 0.0013 0.0151 0.2572 0.000 8 
2 25 100 138 0 0.0070 0.0086 0.1460 0.000 5 
3 4 100 138 0 0.0013 0.0213 0.2214 0.000 5 
3 18 100 138 0 0.0011 0.0133 0.2138 0.000 2 
4 5 100 138 0 0.0008 0.0128 0.1342 0.000 2 
4 14 100 138 0 0.0008 0.0129 0.1382 0.000 5 
5 6 100 138 0 0.0002 0.0026 0.0434 0.000 8 
5 8 100 138 0 0.0008 0.0112 0.1476 0.000 5 
6 7 100 138 0 0.0006 0.0092 0.1130 0.000 8 
6 11 100 138 0 0.0007 0.0082 0.1389 0.000 8 
7 8 100 138 0 0.0004 0.0046 0.0780 0.000 5 
8 9 100 138 0 0.0023 0.0363 0.3804 0.000 2 
9 30 100 138 0 0.0019 0.0183 0.2900 0.000 8 
10 11 100 138 0 0.0004 0.0043 0.0729 0.000 8 
10 13 100 138 0 0.0004 0.0043 0.0729 0.000 5 
13 14 100 138 0 0.0009 0.0101 0.1723 0.000 5 
14 15 100 138 0 0.0018 0.0217 0.3660 0.000 2 
15 16 100 138 0 0.0009 0.0094 0.1710 0.000 5 
16 17 100 138 0 0.0007 0.0089 0.1342 0.000 5 
16 19 100 138 0 0.0016 0.0195 0.3040 0.000 10 
16 21 100 138 0 0.0008 0.0135 0.2548 0.000 8 
16 24 100 138 0 0.0003 0.0059 0.0680 0.000 2 
17 18 100 138 0 0.0007 0.0082 0.1319 0.000 5 
17 27 100 138 0 0.0013 0.0173 0.3216 0.000 2 
21 22 100 138 0 0.0008 0.0140 0.2565 0.000 10 
22 23 100 138 0 0.0006 0.0096 0.1846 0.000 2 
23 24 100 138 0 0.0022 0.0350 0.3610 0.000 8 
23 59 100 138 0 0.0005 0.0272 0.0000 0.000 10 
25 26 100 138 0 0.0032 0.0323 0.5310 0.000 2 
26 27 100 138 0 0.0014 0.0147 0.2396 0.000 5 
26 28 100 138 0 0.0043 0.0474 0.7802 0.000 5 
26 29 100 138 0 0.0057 0.0625 1.0290 0.000 5 
28 29 100 138 0 0.0014 0.0151 0.2490 0.000 5 
9 30 100 138 0 0.0019 0.0183 0.2900 0.000 8 
9 36 100 138 0 0.0022 0.0196 0.3400 0.000 8 
9 36 100 138 0 0.0022 0.0196 0.3400 0.000 8 
36 37 100 138 0 0.0005 0.0045 0.3200 0.000 50 
34 36 100 138 0 0.0033 0.0111 1.4500 0.000 10 
33 34 100 138 0 0.0011 0.0157 0.2020 0.000 15 
32 33 100 138 0 0.0008 0.0099 0.1680 0.000 10 
30 31 100 138 0 0.0013 0.0187 0.3330 0.000 10 
30 32 100 138 0 0.0024 0.0288 0.4880 0.000 5 
1 31 100 138 0 0.0016 0.0163 0.2500 0.000 5 
31 38 100 138 0 0.0011 0.0147 0.2470 0.000 5 
33 38 100 138 0 0.0036 0.0444 0.6930 0.000 5 
38 46 100 138 0 0.0022 0.0284 0.4300 0.000 5 
46 49 100 138 0 0.0018 0.0274 0.2700 0.000 8 
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Table D.4 continued 
From To Sbase Vbase Tratio Rpu Xpu Bpu Tap Ratio Smax 
1 47 100 138 0 0.0013 0.0188 1.3100 0.000 5 
47 48 100 138 0 0.0025 0.0268 0.4000 0.000 5 
47 48 100 138 0 0.0025 0.0268 0.4000 0.000 5 
48 40 100 138 0 0.0020 0.0220 1.2800 0.000 10 
35 45 100 138 0 0.0007 0.0175 1.3900 0.000 5 
37 43 100 138 0 0.0005 0.0276 0.0000 0.000 5 
43 44 100 138 0 0.0001 0.0011 0.0000 0.000 5 
44 45 100 138 0 0.0025 0.0730 0.0000 0.000 5 
39 44 100 138 0 0.0000 0.0411 0.0000 0.000 2 
39 45 100 138 0 0.0000 0.0839 0.0000 0.000 5 
45 51 100 138 0 0.0004 0.0105 0.7200 0.000 10 
50 52 100 138 0 0.0012 0.0288 2.0600 0.000 15 
50 51 100 138 0 0.0009 0.0221 1.6200 0.000 15 
49 52 100 138 0 0.0076 0.1141 1.1600 0.000 10 
52 42 100 138 0 0.0040 0.0600 2.2500 0.000 5 
42 41 100 138 0 0.0040 0.0600 2.2500 0.000 5 
41 40 100 138 0 0.0060 0.0840 3.1500 0.000 15 
41 66 100 138 0 0.0000 0.0015 0.0000 1.000 75 
42 67 100 138 0 0.0000 0.0015 0.0000 1.000 75 
52 68 100 138 0 0.0000 0.0030 0.0000 1.000 75 
1 27 100 138 0 0.0320 0.3200 0.4100 1.000 75 
2 53 100 138 0 0.0000 0.0181 0.0000 1.025 75 
6 54 100 138 0 0.0000 0.0250 0.0000 1.070 75 
10 55 100 138 0 0.0000 0.0200 0.0000 1.070 75 
12 11 100 138 0 0.0016 0.0435 0.0000 1.060 75 
12 13 100 138 0 0.0016 0.0435 0.0000 1.060 75 
19 20 100 138 0 0.0007 0.0138 0.0000 1.060 75 
19 56 100 138 0 0.0007 0.0142 0.0000 1.070 75 
20 57 100 138 0 0.0009 0.0180 0.0000 1.009 75 
22 58 100 138 0 0.0000 0.0143 0.0000 1.025 75 
25 60 100 138 0 0.0006 0.0232 0.0000 1.025 75 
29 61 100 138 0 0.0008 0.0156 0.0000 1.025 75 
31 62 100 138 0 0.0000 0.0260 0.0000 1.040 75 
32 63 100 138 0 0.0000 0.0130 0.0000 1.040 75 
36 64 100 138 0 0.0000 0.0075 0.0000 1.040 75 
37 65 100 138 0 0.0000 0.0033 0.0000 1.040 75 
35 34 100 138 0 0.0001 0.0074 0.0000 0.946 75 
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Table D.5: Load Data. 
Bus Sbase Vbase PLpu QLpu 
1 100 138 2.527 1.186 
3 100 138 3.220 0.020 
4 100 138 5.000 1.840 
7 100 138 2.340 0.840 
8 100 138 5.220 1.770 
9 100 138 1.040 1.250 
12 100 138 0.090 0.880 
15 100 138 3.200 1.530 
16 100 138 3.290 0.320 
18 100 138 1.580 0.300 
20 100 138 6.800 1.030 
21 100 138 2.740 1.150 
23 100 138 2.480 0.850 
24 100 138 3.090 -0.920 
25 100 138 2.240 0.470 
26 100 138 1.390 0.170 
27 100 138 2.810 0.760 
28 100 138 2.060 0.280 
29 100 138 2.840 0.270 
33 100 138 1.120 0.000 
36 100 138 1.020 -0.195 
37 100 138 60.000 3.000 
39 100 138 2.670 0.126 
40 100 138 0.656 0.235 
41 100 138 10.000 2.500 
42 100 138 11.500 2.500 
44 100 138 2.676 0.048 
45 100 138 2.080 0.210 
46 100 138 1.507 0.285 
47 100 138 2.031 0.326 
48 100 138 2.412 0.022 
49 100 138 1.640 0.290 
50 100 138 1.000 -1.470 
51 100 138 3.370 -1.220 
52 100 138 24.700 1.230 
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