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Abstract. One of the most remarkable findings in the literature on
sentence embeddings has been that simple word vector averaging can
compete with state-of-the-art models in many tasks. While counter-
intuitive, a convincing explanation has been provided by Arora et al.,
who showed that the bag-of-words representation of a sentence can be
recovered from its word vector average with almost perfect accuracy.
Beyond word vector averaging, however, most sentence embedding
models are essentially black boxes: while there is abundant empirical
evidence about their strengths and weaknesses, it is not clear why
and how different embedding strategies are able to capture particular
properties of sentences. In this paper, we focus in particular on how
sentence embedding models are able to capture word order. For in-
stance, it seems intuitively puzzling that simple LSTM autoencoders
are able to learn sentence vectors from which the original sentence
can be reconstructed almost perfectly. With the aim of elucidating
this phenomenon, we show that to capture word order, it is in fact
sufficient to supplement standard word vector averages with averages
of bigram and trigram vectors. To this end, we first study the problem
of reconstructing bags-of-bigrams, focusing in particular on how suit-
able bigram vectors should be encoded. We then show that LSTMs are
capable, in principle, of learning our proposed sentence embeddings.
Empirically, we find that our embeddings outperform those learned
by LSTM autoencoders on the task of sentence reconstruction, while
needing almost no training data.
1 Introduction
Sentence embeddings are vector representations that capture the mean-
ing of a given sentence. Several authors have empirically found that
surprisingly high-quality sentence embeddings can be obtained by
simply adding up the word vectors from a given sentence [29], some-
times in combination with particular weighting and post-processing
strategies [3]. Since word vectors are typically compared in terms of
their cosine similarity, summing up word vectors corresponds to a
form of averaging (i.e. the direction of the resulting sum averages the
direction of the individual word vectors). For this reason, we refer
to this class of methods as averaging based sentence embeddings.
Recently, [2] has shed some light on the remarkable effectiveness of
averaging based embeddings, using insights from the theory of com-
pressed sensing. Essentially the paper showed that from a given sum
of word vectors, it is almost always possible to reconstruct the corre-
sponding bag-of-words representation, as long as the dimensionality
of the vectors is sufficiently high relative to the length of the sentence.
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Despite the fact that word vector averages are thus far more expres-
sive than they may intuitively appear, they obviously cannot capture
information about word order. While this only affects their ability to
capture sentence similarity in a minimal way [3], it is nonetheless an
important limitation of such representations.
Beyond averaging based strategies, even relatively standard neural
network models are able to learn sentence embeddings which cap-
ture word order nearly perfectly. For instance, LSTM autoencoders
learn an encoder, which maps a sequence of words onto a sentence
vector, together with a decoder, which aims to reconstruct the original
sequence from the sentence vector. While empirical results clearly
show that such architectures can produce sentence vectors that capture
word order, from an intuitive point of view it remains puzzling that
such vectors can arise from a relatively simple manipulation of word
vectors. The aim of this paper is to develop a better understanding of
how order-encoding sentence vectors can arise in such a way. In partic-
ular, we want to find the simplest extension of word vector averaging
which is sufficient for learning sentence vectors that capture word
order. To this end, we follow the following intuition: since averages
of word vectors allow us to recover the bag-of-words representation
of a sentence [3], averages of bigram vectors may allow us to recover
the bag-of-bigrams, and similar for longer n-grams. This paper makes
the following three main contributions:
1. We present an in-depth study about how bigrams should be en-
coded to maximize the probability that bags-of-bigrams can be
reconstructed from the corresponding bigram vector averages (Sec-
tion 3).
2. We empirically show that simply concatenating averaged vector
representations of unigrams, bigrams and trigrams gives us sen-
tence embeddings from which the original sentence can be recov-
ered more faithfully than from sentence embeddings learned by
LSTM autoencoders (Section 4).
3. We show that LSTM architectures are capable of constructing such
concatenations of unigram, bigram and trigram averages. Even
though LSTM autoencoders in practice are unlikely to follow this
exact strategy, this clarifies why simple manipulations of word
vectors are sufficient for encoding word order (Section 5).5
2 Related Work
Sentence embedding is a widely-studied topic in the field of rep-
resentation learning. Similarly to the predictive objective of word
embedding models such as Skip-gram [18], recent unsupervised sen-
tence embedding models have based their architecture on predicting
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the following sentence, given a target sentence. A popular example
of this kind of model is Skip-Thought [15]. In this model a recur-
rent neural network is employed as part of a standard sequence to
sequence architecture for encoding and decoding. While using the
next sentence as a supervision signal has proved very powerful, one
disadvantage of this model is that it is computationally demanding.
For this reason, variations have been proposed which frame the ob-
jective as a classification task, instead of prediction, which allows
for more efficient implementations. A representative example of this
strategy is the quick thoughts model from [16]. As another line of
work, large pre-trained language models such as BERT have shown
strong performance in many downstream tasks [10], and are also able
to extract high-quality sentence embeddings [25]. In spite of these
advancements, [3] showed that a simple average of word embeddings
can lead to competitive performance, while being considerably more
transparent, computationally efficient, and lower-dimensional than
most other sentence embeddings. In this paper we focus on the latter
kind of approach.
To the best of our knowledge, the idea of capturing word order
using averaging based strategies has not previously been considered.
However, there is a considerable amount of work on averaging based
sentence embeddings, which we discuss in Section 2.1. There is also
some related work on capturing word order in sentence vectors, as we
discuss in Section 2.2.
2.1 Averaging Based Sentence Embeddings
Several extensions to the basic approach of word vector averaging
have already been proposed. For example, FastSent [12] learns word
vectors in such a way that the resulting averaging based sentence
vectors are predictive of the words that occur in adjacent sentences.
In this way, the supervision signal that is exploited by models such as
Skip-Thought can be exploited by averaging models as well. Simi-
larly, Siamese CBOW [14] also focuses on learning sentence vectors
that are good predictors for adjacent sentence vectors. Another line of
work has focused on changing the nature of the averaging operation.
For instance, [26] uses the family of power means in addition to the
standard arithmetic average, the intuition being that by concatenating
different averages different semantic properties are captured. Several
approaches have also been proposed for computing weighted averages
and for post-processing averaging based sentence vectors [3].
The use of n-grams in averaging based sentence embeddings has
previously been considered as well. The DisC [2] model is most sim-
ilar in spirit to our approach. They compute n-gram embeddings as
the component-wise multiplication of the constituent word vectors.
To represent sentences, they then concatenate averages of the bigram
and trigram vectors that are thus obtained, together with the usual
unigram averages. However, experimental results showed that the im-
pact of including these n-gram averages on downstream applications
was limited. Other approaches aim to learn semantically meaningful
representations of frequent n-grams by learning them directly from
co-occurrence statistics. Note that the word vectors of the constituent
words are thus not used to compute the n-gram vectors. An example
of such an approach is the Sent2Vec [21] model, which learns n-
gram vectors that are optimized for predicting which sentence vectors
include those embeddings.
2.2 Sentence Embeddings Capturing Word Order
While unigram averages clearly cannot capture any ordering informa-
tion directly, it should be noted that they can still sometimes allow
us to partially reconstruct the order in which words appear in the
sentence, by exploiting regularities in natural language, e.g. the fact
that certain words are more likely to appear at the start of a sentence
than at the end. The extent to which unigram averages can capture
information about word order in this way was analyzed in [1]. They
found that while unigram averages can to some extend correctly clas-
sify whether the order of a word pair in a sentence is switched (70%
accuracy), they lead to almost random predictions (51% accuracy)
when the task is to classify sentences whose bigrams are switched [9].
The latter result in particular indicates that unigram averages are not
helpful for reconstructing sentences.
The possibility of using n-gram averages in sentence embeddings
was already considered by Arora et al. [2], who constructed n-gram
vectors using component-wise multiplication of standard word vectors
(cf. Section 2.2). However, they focused on the usefulness of such n-
gram averages for measuring sentence similarity and did not consider
the sentence reconstruction task. As an alternative to using n-grams,
the ordinally forgetting strategy [30, 27] is also designed to capture
word order based on averaging. Their representations are weighted
averages of one-hot encodings, where the word at position i in a
sentence is weighted by αi for some constant α ∈]0, 1[. However,
while it is possible to reconstruct the initial sentence from the resulting
vector, due to the use of one-hot encodings, the dimensionality of this
vector is prohibitively high. In particular, this earlier work therefore
does not provide any real insights about how word order can be
captured in neural network models such as LSTMs, which rely on
dense vectors.
Finally, the popular transformer model [28] encodes positional
information by manipulating word vectors based on their position
in a sentence. While this manipulation is sufficient for capturing in-
formation about the position of words in deep networks based on
transformers, it is unclear whether such a strategy could be adapted to
work well with averaging based encodings. The main problem with
this strategy, in our setting, is that for a sentence with 25 words, the
number of candidate basis vectors to consider in the unigram recon-
struction step would increase 25-fold. Given that the performance of
the compressed sensing method crucially relies on the number of such
basis vectors (see Section 4), a straightforward application of position
encodings in the style of transformers would not be suitable.
3 Sentence Representation
In this section, we first discuss how sentences can be encoded us-
ing averages of unigram, bigram and trigram vectors (Section 3.1).
Intuitively, these averages allow us to recover the bag-of-words, bag-
of-bigrams and bag-of-trigrams representation of a given sentence.
When it comes to capturing word order, the bag-of-bigrams represen-
tation plays a central role, with trigrams only needed to resolve some
ambiguities. For this reason, in Section 3.2, we focus in particular on
different strategies for encoding bigram vectors from the constituent
word vectors. In Section 3.3 we then study the properties of these
different bigram encodings, focusing on how well we can predict
whether a given bigram vector is included in a bigram vector average.
In Section 4 we will then show how well these representations allow
us to recover the full sentence.
3.1 Averaging Based Sentence Vectors
Consider a sentence S = w1w2 . . . w` and let wi be the word vector
for wi. We write U(S), B(S) and T (S) for the bags of unigrams,
bigrams and trigrams from S, i.e., U(S) = {w1, . . . , w`}, B(S) =
{(w1, w2), (w2, w3), . . . , (w`−1, w`)} and T (S) = {(w1, w2, w3),
(w2, w3, w4), . . . , (w`−2, w`−1, w`)}. We respectively write Sn for
the n-gram based representation of S:
S1 =
∑`
i=1
wi S
2 =
`−1∑
i=1
f(wi,wi+1)
S3 =
`−2∑
i=1
f(wi,wi+1,wi+2)
for some n-gram encoding function f . Our main aim is to study
sentence embeddings of the form S1 ⊕ S2 ⊕ S3, where we write ⊕
for vector concatenation. Since we can usually retrieve the bag-of-
words representation of the sentence from S1, the main question is
whether we can construct S2 and S3 such that the set of all bigrams
and trigrams from S can be retrieved. Note that while including S1
may seem redundant, to effectively recover the bigrams from S2 we
will first need to recover the bag-of-words representation from S1
(see Section 4). Intuitively, by recovering the bigrams we can already
reconstruct a large part of the sentence. The following result clarifies
under what conditions reconstructing the bigrams alone is sufficient.
Proposition 1. Assume that (i) no word occurs three or more times
in S, and (ii) at most one word occurs twice in S. Then it holds that
S is uniquely determined by B(S).
Proof. First suppose that no word occurs more than once. Then we
can uniquely determine the first word w1 from the sentence, because
this will be the only word that does not occur as the second argu-
ment in any of the elements from B(S). Moreover, we can also
uniquely determine the second word, as there will only be one el-
ement in B(S) that has w1 as the first argument. Continuing in
this way, we can reconstruct the entire sentence. If no word occurs
more than once, it is straightforward to see that B(S) uniquely de-
termines S. Now suppose there is a word a that is repeated, i.e.,
S = w1 . . . wi−1awi+1 . . . wj−1awj+1 . . . w`. Similar as before,
we can uniquely determine the sequence w1 . . . a. (Also in the case
where a is the first word of the sentence). By symmetry, we can also
uniquely determine the sequence awj+1 . . . w`. In this way, we can
uniquely determine wi+1 as the successor of the first occurrence of a,
and complete the reconstruction of the sentence.
As an example where the conditions of the proposition are not satisfied,
given B(S) = {(a, b), (a, c), (b, a), (c, a)} we could have abaca or
acaba. Such ambiguities can almost always be avoided by additionally
considering trigrams, although in some cases also higher-order n-
grams would be needed, i.e. if the same bigram is repeated three or
more times in the sentence, or if there is more than one bigram that
occur at least twice. However, as the empirical results will show, such
situations are rare in practice, which is why we will not consider
higher-order n-grams.
To encode trigrams, for simplicity we will only consider the choice
f(w1,w2,w3) = w1 w2 w3, as proposed by [2], where we
write for the component-wise product. Note that this encoding does
not capture in which order the three words appear, but since we only
need the trigram averages to resolve ambiguities, this is sufficient for
our purpose. We now turn to the question of how bigrams should be
encoded.
3.2 Bigram Representation
We now discuss different strategies for encoding bigram vec-
tors. One possibility is to again use the component-wise product,
i.e. f(w,w′) = w  w′ = (x1y1, . . . , xdyd), where w =
(x1, . . . , xd) and w′ = (y1, . . . , yd). Note that with this choice we
cannot differentiate between a given sentence w1 . . . w` and its re-
verse w` . . . w1, although this can be addressed by assuming that each
sentence starts with a special token.
Another natural choice for representing bigrams is to use the vector
difference, i.e. fdiff(x,y) = y−x. Clearly, however, such vectors are
not suitable for averaging, as adding up the different bigram vectors
would cancel most of the word vectors out, i.e. S2 = wn − w1.
To address this, we can apply a non-linear function such as tanh
to the vector difference, i.e. ftanh(x,y) = tanh(y − x). While this
choice does not suffer from the same limitation in theory, our ability to
recover bigrams then crucially depends on the order of magnitude of
the coordinates. To see why, note that by using the Taylor expansion
of tanh, given by tanh(x) ≈ x− x3
3
for values close to 0, we know
that the j th coordinate of S2 is approximately equal to
(x`j−x1j )−
`−1∑
i=1
1
3
(xi+1j −xij)3
If the coefficients of the word vectors are sufficiently small, S2 will
thus still be dominated by w` − w1. To obtain a better bigram en-
coding, we can define f as fλ(w,w′) = tanh(λ(w′ − w)) for λ
a sufficiently large constant. In the limit λ → +∞, this leads to
f∞(w,w′) = sgn(w′ −w).
We will go one step further and combine the use of tanh with a
learned linear transformation, i.e., we will use representations of the
following form:
fT (w,w
′) := tanh(T(w′ −w) + b)
where we learn the matrix T and bias b in an unsupervised way
from a given text corpus. Intuitively, we want to select T and b
such that cos(S2, fT (w,w′)) is higher for bigrams (w,w′) that occur
in S than for other bigrams. To implement this, for each sentence
S in our given text corpus S we randomly pick a positive bigram
example from B(S) and a negative bigram example from (U(S)×
U(S)) \B(S). Let us write posS and negS for the resulting bigram
vectors obtained by applying fT . Our objective is then to enforce that
cos(S2, posS) is greater than cos(S
2, negS) by some margin γ > 0.
In particular, we learn T and b by minimizing the max-margin loss
max(cos(S2, negS) + γ − cos(S2, posS), 0) for each sentence S in
the text corpus S.
3.3 Properties of Bigram Representations
Next, we study the properties of the aforementioned bigram encodings.
As our main result, we show that the proposed encoding using fT
makes it easier to recover bigrams from a bigram vector average, and
we provide some analysis to explain why that is the case.
Experimental Setting To empirically analyze the properties of the
different bigram encodings, we use the pre-trained 300-dimensional
fastText word vectors [5], with a vocabulary of two million words.
These word vectors were trained on Common Crawl with 600 billion
tokens [19]. The sentences that we used for training, validation and
testing were obtained from an English Wikipedia dump. All sentences
used in the evaluation consist of up to 25 words6 that have correspond-
ing fastText word vectors. The training, validation and test set consist
6 This choice is based on the consideration that the average and median length
of the sentences in the Wikipedia corpus are 25 and 23, respectively.
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Figure 1. (a)–(e) Histograms of the cosine similarity cos(f(w,w′),S2) between a sentence and word pair. (f)–(h) Histograms of the cosine similarity
cos(f(w1, w2), f(w3, w4)) between bigrams. (Best viewed in color.)
of 1,000,000, 10,000 and 10,000 sentences, respectively.7 As an in-
trinsic evaluation of the bigram vectors, we consider the following
problem: given the average S2 of all bigrams from a given sentence
S and a bigram vector f(w,w′), decide whether that vector encodes
a bigram which occurs in the sentence or not. The importance of this
evaluation task stems from the fact that it is clearly a prerequisite to
reconstructing the given sentence, while being independent of any
particular sentence reconstruction method.
Results To compare the behavior of the different bigram encoding
strategies, Figure 1 shows the histograms of the cosine similarity
cos(f(w,w′),S2) for both positive examples, i.e. pairs (w,w′) from
S, and negative examples. Figure 1a reveals a clear weakness of 
as a bigram encoding strategy, as the histograms for positive and
negative examples are nearly identical in this case. This means that
the similarity between f(w,w′) and S2 has very limited predictive
value for deciding whether or not (w,w′) ∈ B(S). A similar issue
can be observed in Figure 1b, which is due to the fact that the bigram
vectors are approximately canceled out when using tanh(w′ −w),
as explained above in Section 3.2. As Figure 1c reveals, multiplying
the coefficients with a sufficiently large constant alleviates this issue.
In the limit, when using the sign function, the differences between the
histograms become even clearer, as can be seen in Figure 1d. Finally,
Figure 1e shows that fT also leads to clearly separated histograms.
To analyze the differences between the bigram encoding strate-
gies quantitatively, in Table 1 we report the reconstruction accu-
racy, which is here defined as the percentage of sentences for which
min(w,w′)∈B(S) cos(f(w,w
′),S2) > cos(f(u,u′),S2) where u
and u′ are randomly chosen words from U(S) such that (u, u′) /∈
B(S). In other words, we measure how often all of the bigram vectors
f(w,w′) are more similar to S2 than the vector representation of a
randomly sampled non-bigram word pair. The results are in accor-
dance with our observations from the histograms, with f and f1
performing poorly (achieving a reconstruction accuracy of only 5%
and 12% respectively). Furthermore, we can see that fT achieves the
best results overall.
7 The model and the training procedure for bigram encoding fT is imple-
mented using the PyTorch Python library [23].
Table 1. Summary of the performance of different bigram. The accuracy
measures how often a bigram in a sentence is closer to the sentence than all
other word pairs that are not bigrams in the sentence.
Bigram encoding Acc.
f(w,w′) = wT  w′ 5%
f1(w,w′) = tanh(w′ − w) 12%
f10(w,w′) = tanh(10 · (w′ − w)) 31%
f∞(w,w′) = sgn(w′ − w) 42%
fT (w,w′) = tanh(T(w′−w) + b) 46%
Analysis An interesting question is why the bigram vectors ob-
tained with fT lead to a better recovery accuracy than the other
encodings in Figure 1. To analyze this, let b1, ...,bn−1 be the vector
representations of the bigrams in B(S). Let i ∈ {1, ..., n − 1} and
let b∗ be the vector representation of a bigram which is not in B(S).
Assume for simplicity that the norm ‖b‖ of all bigram vectors is
approximately equal to some constant η. Then we have
cos(bi,S
2) ∝ η2 +∑j 6=i bi · bj
cos(b∗,S
2) ∝ b∗ · bi +
∑
j 6=i b∗ · bj
If all bigram vectors are more or less uniformly distributed, we can ex-
pect the variance of the dot products bi ·bj and b∗ ·bj to be relatively
low, and in particular we can expect
∑
j 6=i bi · bj ≈
∑
j 6=i b∗ · bj.
Since b∗ · bi < η2 if b∗ 6= bi, we can thus expect cos(bi,S2) >
cos(b∗,S2).
This implies that suitable bigram vectors should (i) have approxi-
mately the same norm and (ii) be distributed as uniformly as possible.
The former condition is satisfied because of our use of tanh, which
means that most coordinates will be close to -1 or 1, and thus that
the norm of the bigram vectors will be close to square root of their
number of dimensions. To investigate the second condition, in Fig-
ures 1f and 1g we compare the histograms of the cosine similarities
between the vector encodings of randomly chosen bigrams (w1, w2)
and (w3, w4), when using fT and when using fdiff. The results in
Figure 1f are for pairs of randomly chosen unigrams, while those in
1g are for actual bigrams from the Wikipedia corpus we used in our
experiments. These figures suggest that while word vector differences
Algorithm 1: Sentence reconstruction
Input :Sentence vector S = S1 ⊕ · · · ⊕ Sn,
Word vector matrix W,
n-gram encodings fn.
Output :A set of candidate sentences S
1 V1 ← V
2 M1 ← RECONSTRUCT(S1,W)
3 for k ← 2 to n do
4 Vk ← VOCAB(Mk−1)
5 Wk ← GETMATRIX(fk,W, Vk)
6 Mk ← RECONSTRUCT(Sk,Wk)
7 S ← CANDIDATESENTENCES(Mn)
8 return S
are distributed more or less uniformly for random word pairs, they
follow a very different distribution for actual bigrams. In the case
of fT , on the other hand, in both cases the bigram vectors are more
or less uniformly distributed. Figure 1h shows the result for f∞ (for
the bigrams from Wikipedia), showing that f∞ behaves similarly to
the word vector differences in this respect. These results suggest that
the improved reconstruction accuracy of the fT encodings comes
from the fact that the resulting bigram vectors are distributed more
uniformly.
4 Sentence Reconstruction
The aim of this section is to compare our sentence vectors of the form
S1⊕S2⊕S3 with those that are learned by LSTM autoencoders, on
the task of sentence reconstruction. In other words, we evaluate both
representations in terms of how well they capture the words from the
given sentence, and the order in which these words appear. Before we
present the empirical evaluation, we first address the question of how
we can reconstruct the sentence S from its embedding S1⊕S2⊕S3.
In Section 4.1, we review the compressed sensing strategy that was
used by [2] to recover the set of unigrams from the vector S1. How-
ever, the success of this strategy crucially depends on the number of
candidate words, which means in particular that it cannot directly be
used to recover bigrams and trigrams. In Section 4.2 we discuss a
solution to this issue, and explain our overall sentence reconstruction
strategy. Finally, in Section 4.3, we present the empirical comparison
with LSTM autoencoders. We find that our method compares favor-
ably to LSTMs, showing that the process of averaging n-gram vectors
is indeed sufficient, and in fact surprisingly effective, for constructing
order-encoding sentence vectors.
4.1 Unigram Reconstruction
In the following, d denotes the dimension of the word vectors and
V the vocabulary. Let W be a d × |V | matrix having word vectors
as its columns and let ew be the one-hot vector representation of
word w with respect to W, i.e., w =Wew. Then, given a sentence
S = w1w2 . . . w` its unigram vector representation S can be written
as S =
∑`
i=1wi =
∑`
i=1W · ewi =W · (
∑`
i=1 ewi).
The equation S =W · (∑`i=1 ewi) lets us interpret the problem of
reconstructing unigrams from S as a compressed sensing [6, 11] prob-
lem. The goal of compressed sensing is to recover a high-dimensional
signal (which is supposed to be sparse) from few linear measurements.
In our case, S is the measurement, W the measurement matrix, and∑`
i=1 ewi is the signal. Two methods are commonly used to tackle
this compressed sensing problem. The first one is called basis pursuit
(BP) [7], which tries to solve the equation subject to the L1-norm of
the signal and orthogonal matching pursuit (OMP) [17], which uses
a greedy approach to choose a basis vector, which is in our case the
one-hot vector, at each iteration.
4.2 Sentence Reconstruction
To reconstruct n-grams from the n-gram based average Sn =∑`−n+1
i=1 f(wi, . . . ,wi+n−1) of a sentence S with length `, where
f is an n-gram encoding function, we can again use compressed
sensing. The idea here is to replace the word vector matrix W with a
matrix Wn that consists of unique column vectors f(wi1 , . . . , win)
with (wi1 , . . . , win) ∈ V n. In this way, there is a one-to-one cor-
respondence between the column vectors of Wn and the n-grams
from V n. We note that the size of V n grows exponentially with n.
Because the reconstruction performance decreases with an increasing
number of candidate n-grams, we need prior information that can
reduce the number of candidates for successfully recovering n-grams.
For this reason, a single n-gram based sentence encoding Sn is rarely
useful for reconstructing the original sentence: if n is small then there
are usually many possibilities to form a sentence from the n-grams,
and if n is large, then there are too many candidate n-grams, which
decreases the performance of compressed sensing. To overcome this,
we will rely on a concatenation of n-gram encodings S1, . . . ,Sn and
reconstruct Sk from Sk−1 in an iterative manner. This strategy is
summarized in Algorithm 1.
The algorithm first reconstructs a bag (i.e. multiset)M1 of unigrams
from vector S1 by means of compressed sensing, where we restrict
the measurement matrix to word vectors appearing in vocabulary V1.
This step is repeated with k-gram encodings Sk for k = 2, . . . , n−1.
To this end, the algorithm first generates a vocabulary Vk consisting
of all k-grams that can be constructed by combining two compatible
(k−1)-grams from the bagMk−1. For example, the k-gram a1, ..., ak
would be included iffMk−1 contains both a1, ..., ak−1 and a2, ..., ak.
Subsequently, a measurement matrix Wk is constructed, consisting
of the vector encodings f(a1, ...,ak) of all the k-grams a1, ..., ak
from Vk. Finally, once the bag of n-grams Mn has been found, the
algorithm generates a set of candidate sentences that can be formed
from the n-grams in Mn and returns the result as its output. Note that
the output is not always a singleton set, because there is sometimes
more than one possibility to form a sentence from the given n-grams.
We apply this strategy in particular to S1 ⊕ S2 ⊕ S3, where fT
is used to construct S2 and f is used to construct S3. Note that
by encoding trigrams using f, the ordering of the words within a
trigram is not captured. However, since the candidate trigrams in V3
are ordered, we can still recover ordered trigrams from S3.
4.3 Empirical Comparison of Sentence
Reconstruction Methods
We consider the task of sentence reconstruction, where we compare
the method from Algorithm 1 with LSTM autoencoders.
Experimental setting Based on the training setting mentioned
in Section 3.3, we consider as sentence encoding a concatenation
of unigram, bigram and trigram encodings, i.e, S = S1 ⊕ S2 ⊕
S3. For comparison purposes, in addition to our proposed bigram
encoding fT , we will also show results for bigram encodings of
the form f. To allow the latter strategy to recover the sentence,
we prepend and append to each sentence a start and an end token,
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respectively. Algorithm 1 is applied to reconstruct the sentence S
from these vector representations. For reconstructing n-grams, we use
BP for unigrams and OMP8 for bi- and trigrams.
We compare the performance of our approach with an LSTM [13]
autoencoder architecture with single-layer encoder and decoder. The
LSTM encoder reads the input sequence and encodes it as a concatena-
tion of the last hidden and cell states. This state vector is then passed
to the decoder, which is trained with a teacher forcing policy. We
used a standard implementation of this LSTM autoencoder, which is
part of the Keras deep learning library [8]. For inference, this model
encodes the input sequence as a state vector, and passes it alongside
the special start token to a softmax layer for predicting the next word.
This action is performed iteratively until the end token is predicted,
or the maximium sentence length is reached. The RMSprop optimizer
is used with a learning rate of 0.001 with no decay for a maximum of
50 epochs, and an early stopping strategy based on accuracy on the
development set.
Evaluation metrics Our first evaluation metric is simply the per-
centage of perfectly reconstructed sentences. In order to take into
account the magnitude of the error in cases where the reconstruction
is not perfect, we also evaluate the reconstruction performance with
the BLEU score [22], which is commonly used in the area of machine
translation. For our experiments we use the corpus_bleu module
from the NLTK python library [4]. By default, the BLEU score con-
siders n-grams from n = 1 up to n = 4, but we will also show results
for BLEU scores that consider n-grams with other ranges.
Results Table 2 shows the percentage of sentences which were
perfectly reconstructed by each model. Interestingly, both averaging
based approaches perform surprisingly well, our proposed fT encod-
ing leading to the best results (97.9%). The computationally much
more expensive LSTM autoencoder could not reconstruct any of the
sentences in the test set perfectly. The table also shows the percentage
of sentences for which the sets of unigrams, bigrams and trigrams
were correctly recovered. Note that when the unigrams cannot be
correctly recovered, then the bigrams cannot be recovered either. It
is thus interesting to see that with fT the accuracy for bigrams is ap-
proximately the same as the accuracy for unigrams. In contrast, when
using f some additional errors are introduced at the bigram recovery
8 For BP we re-implemented the implementation in https://github.
com/NLPrinceton/sparse_recovery using the CuPy Python
libary [20]. For OMP we use the OrthogonalMatchingPursuit module
in the Scikit-learn Python library [24].
step.9 Finally, recovering trigrams is clearly harder than recovering
bigrams and unigrams.
Table 2. The percentage of correctly reconstructed sentences
(resp. n-grams) from the test set. For fT the bigrams are ordered, whereas the
bigrams for f are unordered.
Sentence Tri Bi Uni
fT 97.9 97.9 99.8 99.8
f 96.2 97.4 97.7 99.8
LSTM 0.0 N/A N/A N/A
The evaluation in terms of the standard BLEU score is presented
in Figure 2a, where the size of training data is considered as a pa-
rameter. As can be seen, the averaging based methods perform well
independent of the training data size, whereas the performance of the
LSTM autoencoder increases with more data, which, however, does
not even go over BLEU score 0.4. The difference between f and
fT is small, but as shown in Figure 2b, fT consistently achieves the
best score, when the maximal length of n-grams considered for the
BLEU score is varied from 1 to 25. One of the main reasons why fT
outperforms f is because fT captures the ordering of the two words
within a bigram, which is not the case for f. The set of unordered
bigrams that is recovered when f is used thus leaves more flexibility
when reconstructing the sentence, which means that the resulting set
of candidate sentences is larger. This is shown in Figure 3a. After the
trigrams have been recovered as well, some of this ambiguity is elim-
inated. However, as shown in Figure 3b, the number of compatible
sentences remains larger on average for the case where bigrams are
encoded using f.
5 LSTM Encoding
In this section, we show that LSTM based architectures are able to
construct sentence vectors of the form S1⊕S2⊕S3. This generalizes
a result from [2], where it was shown that LSTMs can construct
unigram averages. We will assume that bigrams are encoded using
fT , as this choice leads to the best overall results in the empirical
evaluation in Section 4.3. However, it is straightforward to adapt the
proposed encoding to the other choices we considered for f , with the
9 Note that while f captures unordered bigrams, this does not turn out to
be a major limitation, as in most cases we can recover the ordering because
of the introduction of the start and end tokens as well as the help of the
reconstructed unordered trigrams.
exception of f∞. We consider an LSTM architecture which processes
the sentence from left to right. At each position i in the sentence, we
consider LSTM units of the following form:
fi = φf (Wfwi +Ufhi−1 + bf )
pi = φp(Wpwi +Uphi−1 + bp)
oi = φo(Wowi +Uohi−1 + bo)
ci = (fi  ci−1) + (pi  φc(Wcwi +Uchi−1 + bc))
hi = oi  φh(ci)
where wi is the vector representation of the word at position i, as
before. Let us introduce the following abbreviations:
bi = fT (wi−1,wi) a
uni
i =
i∑
l=0
wl
t2i = f(wi,wi−1) a
bi
i =
i∑
l=1
fT (wl−1,wl)
t3i = f(wi−2,wi−1,wi) a
tri
i =
i∑
l=2
f(wl−2,wl−1,wl)
with w0 an arbitrary but fixed start token. The following result shows
that we can choose the parameters of the LSTM unit such that at
each position i it outputs a vector encoding the part of the sentence
to the left of i, along with some other vectors which are needed for
bookkeeping.
Theorem 1. We can choose the parameters of the LSTM unit such
that
hi = wi ⊕ bi ⊕ t2i ⊕ t3i ⊕ aunii−1 ⊕ abii−1 ⊕ atrii−1
Proof. We will choose the parameters of the LSTM unit such that at
position i it holds that:
ci = wi ⊕ bi ⊕wi−1 ⊕ t2i−1 ⊕ aunii−1 ⊕ abii−1 ⊕ atrii−1
and
hi = wi ⊕ bi ⊕ t2i ⊕ t3i ⊕ aunii−1 ⊕ abii−1 ⊕ atrii−1′
where the error terms in these approximations can be made arbitrarily
small.
1. We choose φf as the linear activation function, and choose the
parameters Wf , Uf and bf such that:
fi = 04d ⊕ 13d
where we write 0n for the n-dimensional vector containing a 0 at
every position, and 1n for the n-dimensional vector containing a 1
at every position. Furthermore, we write d for the dimension of the
considered word vectors.
2. We choose φp = tanh and choose Wp, Up and bp such that:
pi =
1
2
· (1d ⊕ bi ⊕ 15d)
The reason why we have to multiply the coordinates by 1
2
is because
the tanh activation function cannot output 1 (although it can output
a value which is arbitrarily close to it).
3. We also choose the linear activation for φc and choose Wc, Uc
and bc such that Wcwi +Uchi−1 + bc is given by
2 · (wi ⊕ 1d ⊕wi−1 ⊕ t2i−1 ⊕wi−1 ⊕ bi−1 ⊕ t3i−1)
Note that we multiply all the coordinates by 2 here to offset the
fact that we had to halve the coordinates of pi.
4. We choose a linear activation for φo and choose the parameters
Wo, Uo and bo such that
oi = 12d ⊕wi ⊕wi ⊕ 13d
5. Finally, we choose a linear activation for φh. For the initialization
we define:
b0 = 0d, t
2
0 = 0d, t
3
0 = 0d
and set the initial values for c0 and h0:
c0 := 07d, h0 := w0 ⊕ 06d.
Then, one can verify that the parameters can be chosen in these ways,
and that these choices lead to the desired behavior.
6 Conclusions and Future Work
Our motivation in this paper was to elucidate why the relatively simple
manipulation of word vectors which is done by e.g. LSTM encoders is
sufficient for learning sentence vectors from which the exact sentence
can be recovered. To this end, we have provided an analysis of how
word ordering can be captured in averaging based sentence embed-
dings. Specifically, we considered sentence representations which
consist of the concatenation of the usual unigram average with bigram
and trigram vector averages. To encode bigrams, we rely on a learned
transformation of the word vector difference, which we found to sub-
stantially outperform common alternatives on a bigram reconstruction
task. We then showed that the considered sentence representations
compare favorably to LSTM-based sentence autoencoders on the
challenging task of reconstructing a given sentence from its vector
encoding. While the exact strategy used by LSTMs in practice may be
different, the fact that order-encoding embeddings can be obtained by
simple averaging shows why we can indeed expect LSTMs to capture
word order, in tasks where this is important.
In terms of future work, the main unanswered question is how sen-
tence embeddings based on unigram averaging can be enriched in a
way that is useful for downstream applications. The simple strategy of
concatenating bigram and trigram averages, which we studied in this
paper, does not on its own lead to clear improvements in downstream
tasks such as measuring sentence similarity, as was already shown
in [2]. However, we believe that the bigram encoding strategy that we
introduced in this paper would be useful as a building block for gen-
erating semantically richer sentence embeddings. In particular, if the
aim is to learn semantically meaningful sentence embeddings, rather
than order-encoding ones, we believe three changes are needed. First,
our bigram encoding network now only considers the task of bigram
reconstruction for learning bigram vectors. This could be improved
by including a component in the loss function that encourages bigram
vectors to be predictive of the next sentence, for instance. Second,
clearly not all bigrams add relevant semantic information, which sug-
gests that a weighted averaging strategy could lead to semantically
more informative sentence vectors. Finally, in addition to bigrams
(and longer n-grams), it may sometimes be more useful to include
embeddings of skip-grams, i.e. pairs of non-consecutive words from
the sentence. To learn suitable weighted averages of such skipgram
vectors, we could again rely on the intuition that sentence vectors
should be predictive of adjacent sentences. Interestingly, this strategy
of learning weighted skip-gram averages bears a striking resemblance
to the popular transformer architecture, which will also be explored
in future work.
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