ABSTRACT -A model of localization based on the Witten Hamiltonian of supersymmetric quantum mechanics is considered. The case where the superpotential φ(x) is a random telegraph process is solved exactly. Both the localization length and the density of states are obtained analytically. A detailed study of the low energy behaviour is presented. Analytical and numerical results are presented in the case where the intervals over which φ(x) is kept constant are distributed according to a broad distribution. Various applications of this model are considered.
I -INTRODUCTION
Since the pionnering work of Anderson [1] , the localization problem in one dimension has been investigated extensively and is by now pretty well understood [2] .
However, despite the large number of rigorous results, there are very few solvable models in the continuum for which one can compute exactly the density of states and the localization length. The purpose of this work is to present some new results for such a model which is defined by the one dimensional Schrödinger Hamiltonian
This Hamiltonian, which was introduced by E. Witten as a toy model of supersymmetric quantum mechanics [3] , has stimulated a number of interesting developments in the context of quantum mechanics. In particular it has provided exact solutions of the Schrödinger equation for a class of so called shape invariant potential [4] . It has also inspired a new method of semi-classical quantization [5, 6] . In the context of disordered systems, i.e. when the superpotential φ(x) is considered as random, one of the most interesting features of this model comes from its relation to the problem of classical diffusion of a particle in a one dimensional random medium. This correspondence [7] , which has been exploited in great detail in [8] , is based on the observation that the imaginary time Schrödinger equation ∂ψ ∂t + Hψ = 0 (1. 2) can be cast into the Fokker-Planck equation
through the transformation ψ(x, t) = e − x dy φ(y) P (x, t)
Alternatively, the diffusion process is described by the Langevin equatioṅ
where η(t) is a gaussian white noise such that η(t)η(t ′ ) = 2δ(t − t ′ ) (1.5) This correspondence enables one to express the transition probability P (x t |y 0) in terms of the eigenstates of H. In the disordered case, namely when φ(x) is random, the probability of returning to the starting site, averaged over the disorder, becomes
The long time behaviour of P is thus related to the low energy behaviour of the density of states ρ(E).
In the case of a white noise < φ(x) >= µσ
both the localization length and the density of states have been computed exactly [8, 9] and display unusual behaviours at low energy. Denoting by N(E) the integrated density of states, one obtains N (E) ∝ This implies that < P (xt | x 0) > will present an algebraic tail at large time which reflects the anomalous behaviour of the position x(t). Since the anomalous behaviour of the diffusion can be predicted qualitatively [10] , the above correspondence can be used to understand physically the origin of the anomalous behaviour of the localization problem (see also [11, 12] ).
However a direct interpretation of these results without appealing to such a correspondence has until now been missing. One of the purposes of this paper is to fill this gap. In our analysis, a crucial role will be played by the zero energy states ψ 0 (x) = exp x φ(t)dt and ψ 1 (x) = ψ 0 (x)
x dy ψ 2 0 (x) which are exactly known for any realization of the disorder. This very unusual feature in the context of disordered systems can of course be traced back to the supersymmetric structure of the Hamiltonian.
In order to display this structure it is convenient to introduce the pair of Hamiltonians
They can be rewritten in the factorized form
This implies H + and H − have the same spectrum for E > 0 [3] . In the presence of disorder they are characterized by the same Lyapunov exponent and density of states.
We will see that the possibility to treat them on the same footing will significantly simplify our analysis.
In all this work, the disorder is modeled by assuming that the potential {φ(x)} is described by an ensemble of rectangular barriers with alternating heights φ 0 and φ 1 of random length. Most of our work deals with the case where {φ(x)} is a random telegraph process [13] . The lengths of the intervals over which φ(x) is constant are therefore distributed according to an exponential law p i (ℓ) = θ(ℓ) n i exp(−n i ℓ) for i = 0, 1. Besides its mathematical interest, this form of disorder is motivated by the fact that it can model certain quasi-one-dimensional structures with a piecewise constant order parameter [14] . Another advantage is that this type of disorder is less singular than a pure white noise process for which arbitrary jumps of the potential can occur.
An interesting extension of this model corresponds to the case where the lengths of the barriers are chosen according to a broad distribution which behaves for large ℓ as
This paper is organized as follows. In part II we present a method to compute the density of states which is an adaptation of the one discussed by Benderskii and Pastur [15] . We then apply this method to the case where the disorder is a random telegraph process. Exact analytical expressions of the density of states and localization length are derived. This is followed by a careful analysis of the limiting behaviour for E → 0. A physical interpretation of these results is given in part IV. Numerical simulations are presented in part V. Then the case where p(ℓ) is a broad distribution is considered.
Remarkably enough, both the density of states and localization length can be computed exactly when α < 1 and φ 1 = −φ 0 . Finally, in part VI we apply some of these results to the study of anomalous diffusion and discuss various applications.
II -THE PHASE FORMALISM FOR THE SUPERSYMMETRIC HAMILTONIANS H ±
The phase formalism is based on the following property of one-dimensional Hamiltonians : the integrated density of states per unit length N (E) and the Lyapunov exponent γ(E) are directly related to properties of the solution ψ E of the corresponding Schrödinger equation Hψ E = Eψ E with a given logarithmic derivative at one point [16] .
The number N (E) of states of energy lower than E, per unit length, is equal to the number of nodes of the wave function ψ E per unit length, and the Lyapunov exponent γ(E) measures the exponential growth rate of the envelop of the wave function ψ E .
For any spatially homogenous disordered potential with short range correlations, N (E) and γ(E) are self-averaging quantities. This means that they are the same for all realizations of the disorder with probability one.
A convenient way to implement the phase formalism for the Schrödinger equations
is to introduce "polar" variables
The phase θ E (x) contains all the informations about the oscillations of the wave functions (u E , v E ) and the modulus ρ E (x) represents the envelope of these wave functions.
The new dynamical variables θ E and ρ E will determine the value of N (E) and γ(E) respectively.
N (E) is equal to the number of nodes of u E (or v E ) per unit length and can thus be written directly in terms of θ E (x)
] is the total phase accumulated on the interval [0, L] and is therefore not an angle defined modulo 2π. γ(E) is the exponential growth rate of the envelope ρ E and reads therefore
Now in order to write the dynamical equations for θ E and ρ E we have to separate the cases E > 0 and E < 0. From now on we will set k = C|E|.
In this case, the factorized forms (1.9) allow to rewrite the system (2.1) as two coupled first order equations Qu = kv and Q † v = ku, which explicitly read
This gives the following dynamical equations for the "polar" variables
Note that the equation for θ E does not involve ρ E .
Let us now present the direct resolution of these equations in (θ E , ρ E ) for the special cases E = 0 and E → ∞, before we turn to the general method to calculate N (E) and γ(E) for all E > 0.
For k = 0, the dynamical equations (2.5) read
The phase θ(x) cannot grow more than π/2 on the interval [0, L] since, for any {φ(x)}, the velocity dθ dx vanishes whenever θ = 0 [modulo π/2]. Therefore (2.2) yields immediately N (0) = 0 in accordance with the positivity properties of H ± .
To get γ(0), we can integrate the equation for
and rewrite the equation for ρ as
The integration gives
We now use (2.7); in the limit L → ∞, the expression
φ(x)dx is simply the mean value of {φ(x)}, that we will note F 0 ≡< φ > from now on. We obtain finally that the Lyapunov exponent at zero energy is equal to the absolute value of the average F 0 of
This simple result can also be recovered by starting from the two linearly inde-
The asymptotic behaviour for large
allows to recover (2.10).
b) Limit E → ∞ At high energy, (2.5) can be approximated by dθ dx ∼ k→∞ k = CE and N (E) behaves therefore asymptotically as the free integrated density of states
At this order of approximation, the Lyapunov exponent vanishes
To find the asymptotic behaviour of γ(E) we must calculate the next order for θ(x)
This allows to relate the high energy behaviour of γ(E) to the two point correlation function of the process {φ(x)} [16]
This Fourier transform relation shows that the high energy decay of the Lyapunov exponent is directly related to the regularity of the random process {φ(x)}.
For the white noise case
we recover the result
This behaviour at high energy is rather pathological and very particular to white noise.
Indeed for an exponentially correlated noise
which can be viewed as a regularization of the white noise case as long as λ is finite, we obtain a vanishing Lyapunov exponent
c) General method to calculate N (E) and γ(E) for all E > 0
We have seen that the dynamical equations (2.5) could be integrated directly for the particular values E = 0 and E → ∞ in order to get N (E) and γ(E). This is obviously not possible in general. We therefore need a more powerful method [15] . We can use the identity δ[f (x)] =
The integrated density of states N (E) then reads [15] N
where P eq (θ) is the stationary distribution of the reduced phase θ defined modulo π.
Similarly the Lyapunov exponent can be rewritten as [17] γ
where the brackets < · · · > denote the mean value taken over the joint probability of the process φ and of the reduced phase θ. We will use these results in section III to calculate explicitly N (E) and γ(E) for a specific model of disorder.
-case
We have already seen that N (0) = 0 so that N (E) vanishes identically for E ∈ ] − ∞, 0]. It is nevertheless interesting to study the Lyapunov exponent γ(E) in this unphysical region since it is relevant for the problem of classical diffusion in the random force field {φ(x)}.
For E < 0, the factorized forms (1.9) allow to rewrite the system (2.1) as two coupled first order equations Qu = kv and Q † v = −ku, which explicitely read
where k = C−E.
The dynamical equations for the polar coordinates then read
Note the differences with (2.4) and (2.5) respectively.
We recover immediately that N (E) = 0 for E < 0 by noting that the accumulated phase θ(x) will be trapped in an interval of length ≤ Still we need to study the stationary distribution P eq (θ) in order to calculate γ(E) along the lines explained in II 1 c).
III -APPLICATION TO A MODEL OF RECTANGULAR BARRIERS OF RANDOM LENGTHS

-Description of the model
Let us now consider a model [15] where φ(x) takes alternatively two values φ 0 and φ 1 on intervals whose lengths are positive independent random variables ( Fig.1) , distributed according to the following probability densities respectively
This choice for f 0 and f 1 is in fact the only one that makes the process {φ(x)} Markovian.
This property enables us to write differential equations for the probability p 0 (x) to have φ(x) = φ 0 and the probability p 1 (x) = 1 − p 0 (x) to have φ(x) = φ 1 .
The corresponding stationary solutions are simply The mean value F 0 and the two point correlation function G(x) of the process
The case φ 1 = −φ 0 where
tends to the white noise process
It will be also useful to define µ =
We will now see that this model is exactly soluble, even though it contains correlations, because it is a Markovian process.
Note that this two-step process can be easily generalized into a multi-step process [18] .
-Application of the Phase Formalism for E > 0
As we have already stressed, {φ(x)} is a Markovian process. Since the accumulated phase θ(x) evolves for E > 0 according to
, we see that the pair {φ(x), θ(x)} forms a two-dimensional Markov process.
Let us define
We can write two coupled master equations for P 0 and
We now express the probability distributions P 0 (θ, x) and P 1 (θ, x) of the reduced phase θ, defined modulo π, in terms of the probability distributions P 0 (θ, x) and P 1 (θ, x) of the accumulated phase θ ∈ R [15]
P 0 (θ, x) and P 1 (θ, x) are by definition π-periodic, and satisfy the same system (3.7) as P 0 and P 1 . As x → ∞, they converge respectively towards stationary solutions P 0 (θ)
and
The sum of these two equations gives a simple relation between P 0 (θ) and P 1 (θ)
where C is a constant which can be evaluated at the point θ = π 2
; in fact it is exactly the density of states N (E) according to (2.18)
The system (3.8) can now be rewritten as two decoupled equations for P 0 (θ) and
containing the a priori unknown constant N (E)
Finally N (E) will be determined by the normalization conditions that must be imposed on the π-periodic solutions P 0 (θ) and P 1 (θ) of (3.11)
where we have used (3.3).
According to (2.19 ) the Lyapunov exponent can be expressed in terms of the stationary distributions P 0 (θ) and P 1 (θ)
The determination of N (E) and γ(E) is now reduced to the resolution of the equations (3.11) for P 0 (θ) and P 0 (θ). The results are presented in appendix A. In the following we will only consider various limiting cases for N (E) and γ(E). * Limit E → 0
+
In order to determine the limiting behaviour of N (E) for E → 0 + , we have to study how the integrals I 1 and I 2 given in (A.4) diverge in this limit. It is convenient
• For µ > 0, I 1 has the dominant divergent behaviour and
• For µ < 0, I 2 has the dominant divergent behaviour and
• For µ = 0 I 1 and I 2 diverge only logarithmically and therefore N (E) vanishes very slowly in comparison to the cases µ = 0
In the next section (IV) it will be shown how these limiting behaviours of N (E) can be understood through a qualitative analysis.
Let us now turn to the Lyapunov exponent γ(E). We can study how the integrals J 1 and J 2 given in (A.6) diverge in the limit E → 0. J 1 (resp. J 2 ) has the dominant divergent behaviour if µ > 0 (resp. µ < 0) and we recover the result (2.10)
The case µ = 0 deserves special attention since γ(E) vanishes as
This singularity corresponds to the singularity (3.16) found for the density of states N (E) through the Thouless formula [2] . Note that for E = 0, the wavefunctions are
behaves asymptotically for large L as CL (See Section IV). * Limit of white noise process for {φ(x)} {φ(x)} tends to a white noise process
remains constants (3.6).
The parameter µ = n 1 − n 0 2φ 0 = F 0 σ also remains constant. In this limit we recover the results [8, 9] 
where z = CE σ and (J µ , N µ ) are Bessel functions. * Limit E → ∞
In this limit, we recover of course that N (E) behaves asymptotically as the free density of states (II 1 b))
The Lyapunov exponent γ(E) vanishes asymptotically as 1 E in accordance with the result (2.16) for exponentially correlated processes. The correspondance between (2.15) and (3.5) is the following
Let us give a straighforward derivation of this result for the Hamiltonian (See Fig.2 )
where (x 2n ) are the points where φ(x) changes from (−φ 0 ) to (+φ 0 ) (x 2n+1 ) are the points where φ(x) changes from (+φ 0 ) to (−φ 0 )
On the interval [0, L] there will be typically N attractive delta potentials and N repulsive delta potentials with (3.3)
The elementary potentials V ± = φ 2 0 ± 2φ 0 δ(x) have respectively the following transmission coefficients in the region E > φ 2 0
In the high energy limit, we can neglect interferences between the various delta potentials and approximate the total transmission coefficient on [0,L] by a product of elementary
where
according to (3.20) . With the help of (3.21) this yields
E 3 -Application of the Phase Formalism for E < 0 From the spectral properties of H ± we know that N (E) identically vanishes for E < 0. Nevertheless it is interesting to calculate the Lyapunov exponent γ(E) in this region since it is directly relevant for the problem of classical diffusion [8] . According to the dynamical equations (2.21), the Lyapunov exponent γ(E) reads for E < 0
and the phase θ(x) evolves according to
Here, there is no need to distinguish accumulated and reduced phase, according to the discussion following (2.21). As before (3.7), we can easily write Master Equations
As x → ∞, they converge respectively towards stationary solutions P 0 (θ) and P 1 (θ) of
The sum of these two equations gives
This constant vanishes at the point θ =
The system (3.26) can now easily be decoupled.
The solutions P 0 (θ) and P 1 (θ), and the calculation of γ(E) in terms of these stationnary distributions are given in Appendix B. Finally, we obtain after some trans-
We have set β =
• In the white noise limit (3.6) we recover the result [8] 
where z = k σ and K µ is the modified Bessel function.
• In the limit E → 0, we recover (2.10)
In section (VI), we will use the expression (3.29) to obtain the velocity for the associated problem of classical diffusion in the random force field {φ(x)}.
IV -LOW ENERGY STATES -A PHYSICAL PICTURE
The purpose of this section is to provide a simple physical picture that accounts for the low energy part of the spectrum (3.14, 3.16). We will show that the basic mechanism is very different from the one which is responsible for the usual Lifchitz singularities. We have to consider separately the cases µ = 0 and µ > 0.
For a given realization of the disorder, the two independent solutions of H + ψ = 0 have been constructed above (2.11). In general, none of these solutions is normalizable on the whole line. Instead, if we consider the problem on a finite interval [−R, R] with Dirichlet boundary conditions, then one can show that there exists a quasi zero mode (which is a linear combination of ψ 0 and ψ 1 ) whose energy is exponentially small. One obtains with exponential accuracy [19] E 0 (R) ∼
Since the corresponding wave function has its support on [−R, R ], it is also a quasi zero mode on the whole line with same energy. In the presence of disorder, in order
to estimate E 0 we will replace ψ 0 (x) by its typical value. When {φ(x)} is a random telegraph process, the distribution of the random variable φ(y)dy will be distributed as a Gaussian process [20, 21] . More precisely, for the case φ 1 = −φ 0 and n 0 = n 1 = n the Central Limit theorem gives ψ typ 0
Phrased differently, this means that a quasi zero mode of energy E has typically a spatial extension 2R such that
Therefore the number of such states per unit length behaves typically as
This argument can be easily generalized to account for other types of correlations. For instance, if one assumes that the correlation function has a power law behaviour
one can easily show along the same lines that
This last result is in agreement with the one obtained in [22] in the context of anomalous diffusion.
2) µ > 0.
For simplicity we consider the case where φ 1 = −φ 0 with n 1 ≫ n 0 . The profile of the potential is sketched on Fig. 2 . Each time φ(x) jumps from φ 0 to −φ 0 and then back from −φ 0 to φ 0 , there appears a potential well V − (x) = −2φ 0 δ(x) which is then followed by a potential barrier V + (x) = 2φ 0 δ(x). Such a dipole like configuration can support localized states which account for the low energy behaviour of the density of states. Since n 1 ≫ n 0 the average distance between such configurations is large.
Therefore one can safely ignore interference effects and consider a single doublet of width a. The potential is given by
An elementary calculation shows that this potential can support a bound state provided
Here we deal with low energy states such that 0 < E ≪ φ 2 0 , this gives
which is consistent with the previous inequality if aφ 0 ≫ 1. If we would just consider the attractive potential well
this would lead to a zero energy state ψ 0 (x) ∝ e −|x|φ 0 (consistent with supersymmetry).
It is the coupling of this state with the repulsive potential barrier 2φ 0 δ(x − a) that increases the energy up to E = φ 4.10) this implies that the number of such states per unit length is
this result is consistent with eq. (3.14).
The above discussion clearly illustrates that the basic mechanism which is responsible for the low energy behaviour is the existence of low energy states that would have strictly zero energy if one could ignore the couplings between wells. This mechanism is very different from the one which is at work in the case of Lifchitz singularities.
In this case, very small energy can occur only if large regions of space are free from impurities. This is just the opposite picture of what happens in our case.
This discussion can be generalized to the case φ 1 < 0 < φ 0 with < φ > = 0. Assuming 0 < |φ 1 | < φ 0 and n 0 = n 1 = n, an exact calculation of the density of states gives again a power law behaviour
However the situation is completely different when φ 1 = 0. In this case, a single doublet configuration of length a ≫
supports a low energy state
(4.14)
The dependence on the length a is very different from (4.9), and (4.10) gives now a Lifchitz singularity
This result is in agreement with an exact calculation of the density of states that we do not reproduce here.
For 0 < φ 1 < φ 0 , one can prove that H + is bounded from below by φ 
V -COMPUTER SIMULATIONS AND NUMERICAL CALCULATIONS
In this section, we consider various probability distributions of the lengths steps and discuss the density of states N (E) and inverse localization length γ(E) as obtained from simulations and/or numerical calculations.
The procedure to obtain the integrated density of states N (E) by simulation for the model (III.1) is the following. We generate the random process {φ} with the laws (3.1) for the lengths of intervals where φ(x) is constant. Then for each energy E, we integrate the dynamical equation (2.5) for the total accumulated phase θ E (x)
and we finally compute N (E) with (2.2)
N (E) is a self averaging quantity and requires therefore only one configuration {φ} to be computed. We have generated typically 3.10 5 intervals, and we have checked with a great accuracy that the N (E) obtained was indeed independent of the particular realization of the disorder {φ}.
In order to have a better accuracy, we did not integrate the dynamical equation for θ(x) step by step, but we rather integrated it exactly on each interval where φ(x) is constant. For an interval of length ℓ on which φ(x) = +φ 0 , the initial value θ i and the final value θ f of the phase θ(x) are related through
The integration requires to separate k < φ 0 from k > φ 0 (See appendix C).
In Fig. 3 , we display N (E) for φ 0 = −φ 1 = 1 and various values of n = n 0 = n 1 .
Notice that, as expected, N (E) is a continuous function of E. However, it seems that, in general, its derivative is not.
For large n (Fig.3a) , N (E) is close to the free case CE π except for very small E (3.16). This is easily understood if we consider two successive steps of small lengths ≈ 1 n in (2.5). After two steps the phase increase is
This leads to a quasi free density of states.
In contrast, small values of n (Fig.3d) lead to
The behaviour i) can be explained by noting that, for small n, θ
Therefore after N steps, we get Now we turn to the Lyapunov exponents and consider the ending angles π-periodic stationary distributions. W 0 (θ) dθ (resp. W 1 (θ) dθ) is the probability for the reduced phase to be in the interval [θ, θ + dθ] when the system switches from state φ 0 to state φ 1 (resp. from φ 1 to φ 0 ). For E > 0, (2.3) and (2.5) lead to
.
The stationarity condition implies the relationship
(g deduced from (5.1)) and, after some algebra, the differential equations
Comparison with (3.8) shows that distributions W 0,1 (θ) and P 0,1 (θ) are the same up to a normalization constant
In particular, we can demonstrate, via (5.8), the equivalence of the two calculations, W 0 (θ) (resp. W 1 (θ)) exhibits a peak at θ = α 0 (resp. at θ = α 1 ) , the magnitude of which is a decreasing function of n. For small n (Fig.4) , W 0 is essentially concentrated around α 0 . On the other hand, for large n ( (n 0 = 2n 1 ). We clearly see that γ(0) = |F 0 | (2.10) and that γ(E), with E fixed, is a decreasing function of n 0 (at least for E not too large). This is in agreement with the above discussion. The predicted asymptotic behaviour γ(E) ∝ Small n 0,1 values deserve a special comment. As already noticed, W 0 (W 1 ) distribution is peaked at α 0 (α 1 ). Approximating P 0,1 (θ) by δ-functions, (3.13) readily leads
This is precisely what we get by means of computer simulations for n 0 = 0.01 = 2n 1 .
However, eq.(2.10) γ(0) = |F 0 | seems contradictory with (5.9). Investigating the limit E → 0 + numerically, we could see that very small E values are needed (≈ 10
to detect a decrease of γ(E) towards its limit |F 0 |. So, the behaviour of the Lyapunov exponent at small energy appears to be far from trivial.
We now consider step length distributions whose first moment diverges. More Detailed analytical calculations such as those performed in the preceeding sections become hardly feasible. However, some simple characteristic features appear in the computer simulations. For instance, when φ 0 = −φ 1 , the density of states, N (E), is given by
In fact, one can prove that result (5.11) is an exact one. Indeed, since the first moment of 
More precisely,
is distributed according to a Lévy stable law.
Thus, for E < φ 2 0 , we get
Now we examine what happens for E > φ 2 0 and call ℓ 1 , ℓ 2 , · · · , ℓ N the lengths of the successive steps
According to (C.4), each ℓ i can be written as
and therefore
The upper bound i δℓ i < N τ allows to neglect ( i δℓ i ) in L, and we finally get
(5.17)
Replacing N 1/α by N ln N in (5.14-17), we easily show that the final result (5.17) is still valid when α = 1. Moreover, Thouless's formula [2] implies that
Thus, the case α ≤ 1, φ 0 = −φ 1 , is like a "free" one, up to the shift of φ 2 0 in energy.
However, simulations with φ 0 = −φ 1 reserve some surprise. In Fig. 8 , three different events drawn with the same law, α = 0.5 are displayed. We now notice that N (E) is no longer a self-averaging quantity. In (5.14) splitting L into L 0 (and L 1 ), the sum of all the steps lengths where φ(x) = φ 0 (or φ 1 ) and observing that L 0 and L 1 are both of the same order (N 1/α or N ln N ), we get, in analogy with (5.14-17) 19) in perfect agreement with our simulations. Of course, L 0 and L 1 now strongly depend on each drawing. It is interesting to point out that
To conclude this section, we mention that nothing special seems to happen when 1 < α < 2. In particular, (5.11, 19) are not observed and the general behaviour of N (E)
is quite similar to the one we obtained with the exponential law.
VI -SOME PHYSICAL APPLICATIONS
In this section we describe some physical problems to which the above model can be applied. As mentionned in the introduction, one of the most interesting application is the description of classical diffusion in a one dimensional random medium. In the presence of a force φ(x), the probability density P (x t | y 0) satisfies the Fokker-Planck
supplemented by the initial condition P (x t | y 0) → t→0 + δ(x − y)
As we have already explained in the introduction, the transformation
allows to rewrite (6.1) as the Schrödinger problem
is the Hamiltonian whose properties have been discussed in the preceding sections.
The Laplace transform G S (x, y; E)
The Laplace transform P (x, y; E) = ∞ 0 dt e −Et P (x t | y 0) therefore reads
When increasing the mean bias < φ >, it is known that one obtains a succession of phases [10] characterized by different anomalous diffusive behaviour. The characterization of these phases requires the knowledge of the velocity and the diffusion constant.
Here we just consider the velocity given by [8] 1
In order to express V in terms of the localization problem, we consider the average of the resolvant at coinciding points
For negative E, the density of states ρ(E) vanishes and (6.7) reduces for
The velocity is therefore given in terms of the left derivative of the Lyapunov exponent at zero energy 1
For the model of rectangular barriers of random lengths described in (III.1) we have obtained the Lyapunov exponent in the negative energy region in (3.29).
It follows that the velocity displays a transition at µ = 1
In the white noise limit (Eq. 3.6), we recover the result [8]
It is interesting to rederive this result by performing a direct configurational average in (6.6). The zero energy Green function at coinciding points P (x, x; 0 + ) can be written for any configuration of the force field {φ(x)} P (x, x; 0
provided one assumes F 0 > 0 [8] . Averaging over the disorder {φ(x)} gives
For the two-step model (III.1), φ(x) can only take two values (±φ 0 ), therefore
where A(L) is the random variable that measures the total length in the state
The velocity V can thus be expressed in terms of the probability density P L (x)dx = P r(x < A(L) < x + dx). One obtains
From the expression of P L (x) given in Appendix D one recover (6.10) after some tedious calculations.
Another interesting application of this model is the fact that it can be used to discuss the spectral properties of the two dimensional Euclidean Dirac operator in a special type of random magnetic field . Consider the two dimensional Euclidean Dirac
coupled to the external field
If we set ψ(x, t) = exp iωt χ(x) where χ(x) = (v(x), u(x)) is a two component spinor, the eigenvalue equation
After decoupling one obtains
The knowledge of the density of states of the one dimensional model therefore permits to evaluate the density of states in the quasi one dimensional random magnetic field
In a previous paper [24] we have shown that the low energy part of ρ(E) is enhanced with respect to the free case. Although the analytical expressions are of course model dependent, the enhancement effect is expected to occur on very general grounds.
The type of disorder that we have introduced in section III can be motivated by the following picture. Imagine that the potential A t (x) is created by a line of dipoles of same strength distributed randomly on the x axis with alternating signs
is an ensemble of square functions such that each sample function can only take the value ±f 0 .
If one assumes further that the probability to find m dipoles on an interval of length x is given by the Poisson process
then f (x) is a random telegraph process. After some calculations, very similar to the one presented in [24] one obtains
Similar logarithmic behaviours have been obtained by a variational method in the context of the Schwinger model [25] . However a direct comparison with our result is not possible because the gauge field measure is not the same.
Interestingly enough, this two dimensional Dirac operator can also model other systems. For instance it arises in the study of the electronic properties of polyacetylene.
In this context φ(x) is proportional to the dimerization pattern of the carbon-hydrogen chain [26, 27] . Introduction of the disorder can of course influence the nature of the ground state [28] . It can also model certain layered structures with a piecewise constant order parameter. Application of these ideas to Fermi superfluids was recently discussed [14] .
Another potential application of this model is in the field of dynamical systems perturbed by noise. A large amount of works have been devoted to the study of two dimensional linear stochastic systems of the forṁ
where A and B are 2x2 matrices , η(t) a random noise and x(t) = x 1 x 2 is a two dimensional vector. In order to understand how the linear systemẋ(t) = Ax(t) is perturbed by the noise in the asymptotic regime t → ∞ one introduces the Lyapunov
which characterizes the stability of the solution and the rotation number
Although there are general theorems regarding the existence of such limits, in most cases one cannot compute them analytically. Therefore one has to resort to perturbative methods (for instance small noise expansions) [29] .
The Dirac equation (6.19) can be written in this canonical form with the identifi-
A more physical picture is to consider that x(t) = p q characterizes the two dimensional phase space of an harmonic oscillator perturbated by a random telegraph process. This linear system (6.25) can be put into an hamiltonian form with
From the discussion in section III it follows that λ and ρ are nothing but the inverse localization length and density of states of the localization problem.
VII -CONCLUSION
In this work we have studied a model of localisation based on the Witten Hamiltonian of supersymmetric quantum mechanics. This model exhibits interesting behaviour of the density of states at low energy. We have shown how this behaviour can be understood through simple physical arguments. In the case µ = 0, it is the existence of quasi-zero modes that is responsible for the logarithmic singularity, whereas for µ = 0 it is the formation of low energy bound states that explains the power law behaviour.
These mechanisms rely of course crucially on the supersymmetric structure of the potential. The resulting expressions are qualitatively similar to the ones that had been obtained before in the case of a white noise. In that respect, the existence of a finite correlation length does not make much difference. In contrast, when the lengths of the barriers are drawn with a distribution with infinite moments, we have demonstrated,
analytically as well as numerically, that the density of states develops a very different behaviour. A similar observation was recently made in the context of anomalous diffusion. It was shown in [30] that the asymptotic regime can be qualitatively different in the presence of correlated transfert rates (see also [12] ). An extension of this model in higher dimension is certainly worth pursuing. In particular it would be interesting to extend the zero mode analysis to the case of the random magnetic field problem.
The determination of N (E) and γ(E) is reduced to the resolution of the equations (3.11) for P 0 (θ) and P 0 (θ), which contain the expressions (k − φ 0 sin 2θ) and (k − φ 1 sin 2θ). The solutions will be different if these expressions can vanish or not for some values of θ, and it is therefore necessary to separate the cases E > φ In order to simplify the discussion, we will set φ 1 = −φ 0 , in which case the spectrum is only divided into two regions 0 < E < φ In this region of the spectrum the resolution of (3.11) requires some care since the expressions (k ± φ 0 sin 2θ) can vanish and this is why the π-periodic solutions P 0 (θ) and P 1 (θ) are defined by two different expressions on the intervals [α,
The functions P 0 (θ) and P 1 (θ) are presented on Figs. 4 and 5 for a certain choice of the parameters φ 0 , n 0 , n 1 .
The normalization condition
gives the density of states
where I 1 and I 2 are double integrals that read after some transformations
We have set σ = According to (3.13) the Lyapunov exponent γ(E) reads
From the expressions (A.1) and (A.2) for the stationary distributions P 0 (θ) and P 1 (θ) in the interval 0 < E < φ 2 0 we obtain after some transformations
and J 2 is obtained from J 1 by the exchange between ν 1 and ν 0 .
Here we use the parameter 1 γ = C E φ 2 0 > 1 and the function
, and where arctan stands for the principal determination of tan
The solutions P 0 (θ) and P 1 (θ) of (3.11) read for θ ∈ −
where the constants A and B are choosen to ensure the π periodicity of P 0 (θ) and P 1 (θ)
and B is obtained from A by replacing ( The stationary distributions P 0 (θ) and P 1 (θ) have therefore their support on the interval
Using the relation (3.28), the system (3.27) can be rewritten as two distinct equations for P 0 (θ) and P 1 (θ), whose solutions are for
The constant A is determined by the normalization condition
The expression (3.24) for the Lyapunov exponent γ(E)
can now be rewritten in terms of the stationary distributions P 0 (θ) and P 1 (θ)
The integration of (5.1) requires to separate k < φ 0 from k > φ 0 .
• For k < φ 0 we introduce α 0 ∈ ]0,
More precisely, if (θ i + α 0 ) belongs to the interval ] − π 2 + nπ,
+ nπ] with n ∈ N then (θ f + α 0 ) stays within the same interval, and the corresponding tangents are related
The local primitive of the function involved in (5.1) reads
An increment of π for the phase θ requires therefore the length τ given by
If we denote by m ∈ N the integer part of ℓ τ , the final phase reads
where the angle ϕ ∈ [0, π [ is determined by
Here arctan is a continuous determination of tan Let {φ(x)} be a random process which alternates in 2 states φ(x) = φ 0 and φ(x) = −φ 0 . We denote by l n (h n ) the successive sojourn lengths in state φ 0 (resp. The probability density P L (x) such that P L (x)dx = P r{x < A(L) < x + dx} naturally splits into four terms according to the values of φ at the end points φ(0) = ±φ 0 and φ(L) = ±φ 0 . In obvious notations one has
Let us consider the case φ(0) = φ 0 , φ(L) = φ 0 . A typical configuration of this type is represented in the following figure.
The probability density P ++ L (x) therefore reads
The probability involved in this expression can be obtained easily. We have already seen that (3.3)
P r(φ(0) = φ 0 ) = n 1 n 0 + n 1 Each ℓ i is distributed according to the probability density (3. 
We also define f We get
We can now obtain P −+
] by the simple exchanges n 0 ←→ n 1 x ←→ L − x so that the probability density P L (x) (A1) finally reads 
