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Abstract
Recent empirical evidence suggests that reversing current account balances imply costly ad-
justment processes leading to reduced economic growth. Using large panel data sets to analyze
determinants and costs of reversals asks for controls of heterogeneity among countries. This pa-
per contributes a Bayesian analysis, which allows a parsimonious yet °exible handling of country
speci¯c heterogeneity via random coe±cients. Furthermore, the analysis allows for serially corre-
lated errors in order to capture persistence within the employed macroeconomic data. Bayesian
speci¯cation tests provide evidence in favor of models incorporating heterogeneity and serial cor-
relation. The results suggest that consideration of serial correlation and heterogeneity is necessary
to assess correctly the determinants and costs of reversals. Results are checked for robustness
against the underlying reversal de¯nition.
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Costly current account adjustment processes succeeding changes in the world capital movements
have been subject to several studies in the literature. Beside studies being concerned with explaining
current account phenomena on a national level, see e.g. Calvo and Mendoza (1996), Cashin and
McDermott (1996), Calvo et al. (2003) and Ansari (2004), other investigations e.g. by Frankel and
Rose (1996) or Hutchinson and Neuberger (2001) analyze the impacts of readjustments of current
account de¯cits for the group of emerging countries. Also region speci¯c groups, such as East
Asian and Latin American countries, as well as the countries in Central and Eastern Europe have
been analyzed, see e.g. Milesi-Ferretti and Razin (1996), Barro (2001), Calvo (2001) and Melecky
(2005). Furthermore, with larger data sets becoming available, the impact of reversing current
account de¯cits has been analyzed in the context of large country panels containing not only speci¯c
groups. Milesi-Ferretti and Razin (1998) use panel data comprising mostly low and middle income
countries to explain the determinants of current account reversals and their in°uence on economic
growth. Utilizing panel data including industrial as well as less developed countries, Edwards (2004)
highlights the costs of current account adjustment processes.
Identi¯cation of explanatory variables of current account reversals is performed via probit re-
gressions, which allow to assess the impact of variables on seldom disruptive events. The set of
explanatory variables include external macroeconomic variables, such as openness and the level of
reserves, as well as domestic and global macroeconomic variables. Determinants of current account
as such have been analyzed by several authors, see e.g. Chinn and Prasad (2003) for a comprehensive
overview.
The e®ect of current account reversals on economic growth has been analyzed either by linear
regressions or via treatment models. In a before and after analysis Milesi-Ferretti and Razin (1998)
use linear regressions to assess the costs of reversal episodes in terms of economic growth. The results
suggests no systematic reduction of growth in the period after a current account reversal. Using a
treatment model Edwards (2004) analysis the costs of a reversal. His results are at odds to those of
Milesi-Ferretti and Razin (1998) and suggest that a current account de¯cit reduces economic growth
on average by four percentage points and inversely related to economic openness. While a treatment
analysis allows to account for a possible sample selection bias in the occurrence of current account
reversals, both methodologies are less concerned with country speci¯c heterogeneity.
Although panel data sets provide more observations, they often deliver sets of explanatory vari-
ables, which are less detailed in terms of institutional particularities than group or country speci¯c
studies, see e.g. Calvo (2003), and thus capture not all heterogeneity, which is likely present in
1the data. As early as Haberler (1964) noted, the group of less developed countries is still more
heterogenous than the group of industrial countries. The studies cited above either use the available
exogenous variables to capture institutional particularities of countries or, as these are often not
exhaustive for a large panel of countries, use a ¯xed e®ects approach. A ¯xed e®ects approach is
nevertheless problematic. Some countries do not experience a current account reversal, thus country
speci¯c ¯xed e®ects are not identi¯ed within the probit framework. While for the treatment model
a ¯xed e®ects approach is in principle applicable within the growth equation, estimation in short
panels possibly causes an incidential parameter problem. Hence, alternative approaches to deal with
unobserved country speci¯c heterogeneity are necessary in order to assess correctly the determinants
and costs of reversals.
The aim of this paper is therefore to analyze the changes in determinants and costs of reversals,
when allowing for a general form of heterogeneity. Via random coe±cients, see e.g. Train (2003)
for a description of the mixed probit model, unobserved heterogeneity across countries is taken into
account. Such a modeling of heterogeneity among countries solves the identi¯cation problem of a
¯xed e®ects approach for countries where no reversal is observed. Consideration of heterogeneity via
this speci¯c form is new in the context of macroeconometric analysis of current account reversals.
The empirical literature sofar often classi¯es countries into regions, see e.g. Edwards (2004), to allow
for heterogeneity between this speci¯c regions. Random coe±cients o®er a more °exible, yet parsi-
monious form of heterogeneity, which is analyzed in this paper. Next to analyzing the determinants
of reversals via a mixed probit model, this paper reviews the impact of reversals on economic growth
via a treatment model. The framework proposed by Heckman (1978) is therefore extended to incor-
porate heterogeneity via random coe±cients. Furthermore, within the probit and treatment models
serial correlation within the errors is considered. Such an approach allows to account for persistence
in unobserved components, a feature likely present in the context of macroeconomic event studies
as argued by Falcetti and Tudela (2006).
The contribution of this paper is a Bayesian analysis dealing with the matters of heterogeneity
and serial correlation in the context of current account reversals. According to Bolduc et al. (1997),
Bayesian estimation might be more °exible and faster in the context of mixed probit models than
maximum likelihood approaches and allows furthermore to assess the signi¯cance of single variables
without relying on asymptotic properties as in a maximum likelihood analysis.1 For the Bayesian
estimation of the treatment model with random coe±cients and serially correlated errors as well as
for the mixed probit model with correlated errors an approach based on a Markov Chain Monte
1Note that a small sample correction while theoretically possible via Bootstrap methods appears computationally
too burdensome.
2Carlo (MCMC) technique namely Gibbs sampling is employed. This approach allows to inspect the
properties of heterogeneity among countries, as Gibbs sampling provides the posterior distributions
of the random coe±cients. Hence, di®erences in the way some variables a®ect a countries probability
of a reversals can be analyzed. The adequacy of the speci¯cations allowing for heterogeneity and
serial correlation is tested via comparing of the marginal likelihoods, which are computed according
to the methodology proposed by Chib (1995). Furthermore it is highlighted in this paper whether
the inclusion of country speci¯c heterogeneity and serial correlation improves the ability of the model
to identify reversals. The robustness of results is checked against several alternative de¯nitions of
the shift magnitude in current account de¯cit, which triggers current account reversals.
The outline of the paper is as follows. Section 2 describes the data and provides some information
on the theoretical background of current account reversals. The speci¯cs of the alternative reversal
identi¯cation schemes are also presented. The frameworks with and without heterogeneity and serial
correlation of the probit and treatment model are presented in Section 3. Within this section also
the applied Bayesian estimation techniques is described. Section 4 presents the empirical ¯ndings.
Section 5 concludes.
2 Data, Theoretical Background and Reversal Identi¯cation
Data is constructed using the Worldbank World Development Indicators 2005 (WDI) and the Global
Development Finance 2004 (GDF) databases. These databases provide annual data ranging from
1960-2004 for a total of 208 (WDI) and 135 (GDF) countries, respectively, but only for a few variables,
not including current account balance before 1970. As not all variables of interest are available for
each country and each year, an unbalanced panel including less than the possible 135 countries is
analyzed. A panel consisting out of 963 observations from 60 countries, when all the variables are
taken into account, remains. Furthermore a country has to provide at least 10 observations to be
included into the panel.2 The number of observations per country does not exceed 18 periods, since
some variables are only available from 1984 onwards. Following Milesi-Ferretti and Razin (1998),
Bagnai and Manzocchi (1999) and Edwards (2004) macroeconomic as well as external and global
variables are used as explaining variables for reversals and determinants of growth. The following
2The following list of countries are analyzed: Argentina, Bangladesh, Benin, Bolivia, Botswana, Brazil, Burkina
Faso, Burundi, Cameroon, Central African Republic, Chile, China, Colombia, Congo. Rep., Costa Rica, Cote d'Ivoire,
Dominican Republic, Ecuador, Egypt. Arab Rep., El Salvador, Gabon, Gambia, The, Ghana, Guatemala, Guinea-
Bissau, Haiti, Honduras, Hungary, India, Indonesia, Jordan, Kenya, Lesotho, Madagascar, Malawi, Malaysia, Mali,
Mauritania, Mexico, Morocco, Niger, Nigeria, Pakistan, Panama, Paraguay, Peru, Philippines, Rwanda, Senegal,
Seychelles, Sierra Leone, Sri Lanka, Swaziland, Thailand, Togo, Tunisia, Turkey, Uruguay, Venezuela, RB, Zimbabwe.
3paragraphs will describe the included variables in these three categories and shortly review their
meanings suggested by di®erent theories. In order to avoid endogeneity problems all variables except
the global ones are included with a lag of one period. Furthermore, following Milesi-Ferretti and
Razin (1998) the variables current account de¯cit, GDP growth rate and investment are included in
period t as three year averages over the periods t ¡ 3 to t ¡ 1.
Macroeconomic variables included are economic growth given as the annual growth rate of real
gross domestic product (GDP), the share of investment in GDP proxied by the ratio of gross capital
formation and GDP, as well as the log GDP per capita in 1975. These variables are considered as
determinants of economic growth and current account reversals. The relationship between growth,
investment and balance-of-payments is stated in the balance-of-payments stages hypothesis, see the
work of Fischer and Franklin (1974) and Halevi (1971). The value of log GDP per capita in 1975
proxies the initial state of development. A less developed country provides investment opportunities
what possibly causes current account de¯cits. High investment can trigger a rise in GDP growth
and a country's stock of capital. Thus a country may change in the intercourse of development
from a capital importer to a capital exporter. A further macroeconomic variable considered is
general government ¯nal consumption expenditure as a fraction of GDP. Government consumption
is used to proxy the healthiness of the ¯scal environment. Since the ¯rst generation models of crises,
e.g. Krugman (1979) and Flood and Garber (1984), an unsustainable ¯scal environment serves as a
signal of crises.
As external variables are included the current account balance as a fraction of GDP, the share
of exports and imports of goods and services in GDP as a measure of trade openness, the share of
concessional debt in total debt, interest payments relative to GDP, the share of foreign exchange
reserves in imports, the ratio of o±cial transfers to GDP and a terms of trade index (2000=100). In
their work on current account sustainability Milesi-Ferretti and Razin (1996) emphasize the e®ects
structural features captured by the above variables have on the ability of a country to sustain
external imbalances. Already high current account de¯cits may indicate a higher need for solving
these imbalances. A higher degree of openness may enable a country to balance domestic shocks
via the current account. As concessional debt is granted by institutional lenders below market
conditions, it may provide a source of stabilization for the current account balance. The same
argument is valid for granted o±cial transfers relative to GDP. But, as the latter two variables are
subject to political decisions they may as well trigger sharp adjustment processes. Interest payments
relative to GDP are included in order to indicate the liabilities a country have to serve. Foreign
exchange reserves as stressed by Calvo (1996) play an important role. A low level of reserves may
cast doubts whether a country is able to serve its external liabilities. The role of foreign exchange
4reserves is also prominent in second generation models of balance-of-payments crises, see Obstfeld
(1986) among others, in which speculative attacks on the central banks stock of reserves result
inevitably in a balance-of-payments crises. Changes in the terms of trade may anticipate changes
in trade °ows. The analytic model of Tornell and Lane (1998) analyze the e®ect of terms of trade
shocks on current account balance. Their model suggests that positive terms of trade shock can
result in a deterioration of current account thus delaying the occurrence of a reversal.
Global variables taken from the databases are the US real interest rates and the real growth rates
of the OECD countries. These two variables shall re°ect the state of the world economy and the
implied in°uences on current account readjustments. Rising interest rates may cause higher costs of
credits for some countries and therefore lead to current account adjustment. Also a country may be
less attractive for foreign investment. A high growth in the merely industrial OECD countries can
for example lead to increasing demand for commodities, which may help to reduce some countries
de¯cits. Thus these two variables a®ect a country's international borrowing constraint. As shown
by Atkeson and Rios-Rull (1996) changes in the international borrowing constraint may trigger a
balance-of-payments crises even when macroeconomic policies of a country are consistent.
Current account reversals are de¯ned using several ad hoc criteria.3 To attenuate the e®ect of
this ad hoc approach, di®erent de¯nitions of current account reversals are considered, four in total.
Identi¯cation schemes (I-IV ) are characterized as changes in the average level of current account
balance. The de¯nitions follow Milesi-Ferretti and Razin (1998) and Alesina and Perrotti (1997) who
applied similar de¯nitions in the context of ¯scal stabilization. According to scheme (I) a reversal
episode in period t is given when the current account balance in t is indeed a de¯cit and the average
current account de¯cit t to t + 2 compared to the average current balance over periods t ¡ 3 to
t ¡ 1 is reduced by at least 3%. A further restriction is that the de¯cit level after the reversal does
not exceed 10%. Furthermore, in order to measure only sustainable reductions in current account
de¯cit, a reversal is classi¯ed in period t only, if the maximum de¯cit in the three years after the
reversal is below the minimum de¯cit in the three years before the reversal. To avoid that the same
reduction shows up twice in the averages, reversal scheme (II) allows no further reversal to happen
in the two consecutive years after a reversal. Scheme (III=IV ) di®ers from scheme (I=II) only with
respect to the shift magnitude of average current account balance triggering a reversal, which has
to exceed 5% now. The numbers of reversals identi¯ed under the alternative identi¯cation schemes
are reported in Table (1). Entries on the main diagonal provide the number of identi¯ed reversals
for the four alternative schemes, whereas the other entries provide the number of reversals which
3Identifying reversals is therefore not data driven as proposed by Bagnai and Manzocchi (1999) who use structural
break tests for identi¯cation of reversals.
5are jointly identi¯ed by alternative schemes. In total, the data summarizes 1312 time periods, as
three year averages are considered. When all identi¯cations schemes are applied simultaneously only
53 reversals are identi¯ed from a maximum number of 127 reversals under scheme I. Given these
features of the di®erent identi¯cation schemes, they are all used to yield access to the determinants
of current account reversals and their e®ect on economic growth.
3 Model Description and Estimation
This section introduces the probit and treatment models used to analyze the determinants of current
account reversals and the impact of a reversing current account on the growth process. The speci-
¯ed models allow for country speci¯c heterogeneity and/or serially correlated error terms in order to
account for the characteristics of the considered panel data. Furthermore, the Gibbs samplers em-
ployed in estimation are shortly reviewed and the methods for comparing the di®erent speci¯cations
are introduced.
3.1 Probit Model
The determinants of current account reversals are analyzed via probit regressions. This approach
allows to assess the in°uence of a large set of explanatory regressors proposed in the literature on










where ±it indicates the occurrence of a reversal identi¯ed under the di®erent identi¯cation schemes
for each individual i = 1;:::;N in each period t = S(i);:::;T(i) observed for country i. The latent
process ±¤
it linking the explanatory variables to the reversal is assumed to follow a linear regression
model
±¤
it = Xit¯ + eit; (2)
where eit is an normally independently identically distributed (iid) error term. If the latent variable
±¤
it raises above zero, then a reversal is indicated.
Country speci¯c heterogeneity is incorporated into the model as follows. The parameter vector ¯
is assumed to become an iid country speci¯c random variable with common mean b and covariance
matrix Wb for all countries, i.e.
¯i
iid » N(b;Wb); i = 1;:::;N: (3)
6Note that Wb can also be diagonal assuming independence of the random coe±cients. Inclusion
of random parameter heterogeneity induces a heteroscedastic error over time for each individual.
Consider the covariance matrix between the latent variables of one individual ±¤
i¢. The covariance
matrix of dimension T(i) ¡ S(i) + 1 £ T(i) ¡ S(i) + 1 is given as
Xi¢WbX0
i¢ + I; (4)
where I is an identity matrix denoting the covariance matrix of the latent errors ei¢. Using random
coe±cients allows a general form of country speci¯c heterogeneity, which has the advantage that in
contrast to a ¯xed e®ects approach, heterogeneity is also permitted for countries not experiencing a
reversal. Such an approach possibly highlights how unobserved characteristics of a country e.g. the
institutional framework and political stability among others, alter the in°uence of a speci¯c variable
on the occurrence probability of a current account reversal. Thus the mean vector b provides insight
into the relationship between determinants and reversals when heterogeneity among countries is
taken into account.
Furthermore, the case that not all parameters are randomized can be incorporated. The altered
model can be described as follows
±¤
it = Xit¯ + Xran
it ¯i + eit; (5)
where superscript ran refers to the variables assigned a random coe±cient and ¯ denotes the constant








where ©(¢) is the cumulative density function of the standard normal distribution. Given the prob-













where S(i) denotes the ¯rst and T(i) the last available period for country i.
Serial correlation can be introduced in two forms. It can be implemented via the error components
of the latent model. Alternatively, lagged values of the latent ±¤
it can be included as explanatory
variables. In both forms one needs the unconditional distribution of ±¤
iS(i) that is for the ¯rst period
observed for individual i. This is unproblematic when serial correlation is modeled within the
errors, as the moments of the error distribution are time invariant. In contrast, the moments of the
7dependent variable ±¤
it are time varying, which allows no derivation of the unconditional moments of
±¤
iS(i). Note that this problem can also not be solved via conditioning on ±¤
iS(i) as it is not observed.
Incorporating serial correlation within the error structure is hence modeled as an autocorrelated
error process of order one4
eit = ½eit¡1 + uit; (8)
where uit is an iid normal white noise (0;1) process. Thus, all errors for country i are jointly normal
distributed. The covariance matrix for individual i of the errors ei¢ is given as
­i = f!hjg; h;j : fT(i) ¡ S(i) + 1 £ T(i) ¡ S(i) + 1g; !hj =
½jh¡jj
1 ¡ ½2: (9)
Denoting the vector of occurrence probabilities conditional on the random coe±cients ¯i and the














it ¯i)); if ±it = 0;
(¡(Xit¯ + Xran
it ¯i);1) if ±it = 1:
(11)






Pi¢j¯i;¯ ¢ f(¯ijb;Wb)d¯i; (12)
where ± and X gather all discrete dependent and explaining variables respectively. Estimation of
these models via a Bayesian approach is described in the next section.
3.1.1 Bayesian Estimation
The Bayesian estimation approach via Gibbs sampling, see Albert and Chib (1993), allows a °exible
handling of the discussed model features. The high dimensionality of the likelihood integral pro-
vides another argument in favor of MCMC methods, as they are well suited for high dimensional
integration.5 In a Bayesian setup the joint posterior of the parameters is hence proportional to
p(¯;b;Wb;½jX;±) / L(±j¯;b;Wb;½;X)¼(¯;b;Wb;½); (13)
4Preliminary analysis suggests that one lag su±ciently covers the serial correlation.
5Geweke and Keane (2001) give an extensive description of integration methods for latent models.
8where ¼(¯;b;Wb;½) denotes the prior distribution of the model parameters. Parameter estimates
are obtained via the realizations of the moments and quantiles of the posterior distribution. The
signi¯cance of a parameter estimate is assessed via the 95% highest density region of a posterior
distribution. The implemented prior distributions incorporate a priori information into the estima-
tion. The priors of ¯, b, Wb and ½ are assumed to be mutually independent and fairly uninformative.
Hence ¼(¯) and ¼(b) are multivariate normal with mean zero and a large variance for each element.
¼(Wb) is either Inverted Wishart distributed in case that the random coe±cients are mutually de-
pendent, or the product Inverted Gamma distributions in case of mutual independence. The prior
for the autocorrelation parameter is uniform. More speci¯cs on the applied prior moments are given
in Appendix C.
The implemented Gibbs sampler generates draws from the joint posterior of the models via
iteratively sampling from the set of full conditional distributions. The parameter set µ = f¯;b;Wb;½g
is augmented to include the errors of the latent model ffeitg
T(i)
t=S(i)gN
i=1. The inclusion of the latent
errors linearizes the setup and leads to closed forms for the full conditional distributions of the
parameters. For further details concerning the speci¯c forms of the moments of the full conditional
distributions see Appendix A. The algorithm has hence the following structure:




t=S(i);½) i : 1 ! N, which is a multivariate trun-
cated normal. As serial correlation is modeled via the error structure, the algorithm of Geweke
(1991) is used. Draws from the joint distribution of errors are obtained via iterative draws
from the set of full conditionals, which are in fact univariate truncated normals incorporating
the restrictions d(±it;Xit;¯;¯i), see Equation (11). Given the sampled errors one can compute
the latent variable ±¤
it = Xit¯ +Xran
it ¯i +eit. This linearization of the setup follows Albert and
Chib (1993).
{ Given the sequences of the error terms, simulate from f(½jffeitg
T(i)
t=S(i)gN
i=1), which is a
truncated normal distribution arising from the equation eit = ½eit¡1 + uit.
(ii) Simulate from fi(¯ijfXit;±¤
itg
Ti
t=S(i);¯;½), i = 1 ! N, which is a multivariate normal distribu-
tion arising from the model ±¤
it ¡ Xit¯ = Xran
it ¯i + eit.
{ Conditional on the sampled random coe±cients f¯igN
i=1, simulate from f(bjf¯igN
i=1;Wb),
which is multivariate normal.
{ Simulate from f(Wbjf¯igN
i=1;b), which is Inverted Wishart distributed. In case that Wb
is diagonal, each element is Inverted Gamma.




i=1;½), which is multivariate normal arising from the
model ±¤
it ¡ Xran
it ¯i = Xit¯ + eit.
After providing the Gibbs sampler for the employed probit model, the treatment model allowing for
serial correlation and heterogeneity shall be introduced.
3.2 Treatment Model
A theoretical link between current account reversal as a balance of payments crises and economic
growth has been established by several theoretical models. In contrast to the ¯rst and second
generation models of Krugman (1979) and Obstfeld (1986), where no such link is provided, third
generation models which build upon the experience of the Mexican crises in 1994 and the Asian
crises in 1998 have provided several channels for a contractionary e®ect. According to Dornbusch et
al. (1995), a current account reversal may cause a disruption in the growth process as it brings an
end to an inconsistent macroeconomic policy often linked to in°ation reduction. Others like Chang
and Velasco (1998) and Radelet and Sachs (1998) argue that increasing foreign borrowing causes
illiquidity making the countries more vulnerable to panic and sudden loss of con¯dence, see for a
detailed discussion Moreno (1999).
Measuring the e®ect of current account reversals on economic growth shall be done within a
treatment model. Since Heckman (1978) established Maximum Likelihood estimation of the corre-
sponding simultaneous equation framework for continuous and discrete endogenous variables, this
framework has also been subject of Bayesian analysis, see among others Angrist et al. (1996). Follow-
ing Edwards (2004), joint consideration of growth and current account reversals within a treatment
model allows to take the possible correlation between shocks causing changes in the probability of a
reversal and growth into account. The purpose of this analysis to assess the costs of reversals under
a general form of heterogeneity and serial correlation tries to match the fact that reversal episodes
in di®erent countries often show di®erent characteristics, although they are often stemming from
the dilemma of a lack of credibility and in°ation inertia, which is a common feature of developing
countries, see Calvo and Vegh (1999) for an overview.
The model consists of the two equations for growth grit and the latent variable ±¤
it for the reversal
grit = Zit® + ²it; (14)
±¤
it = Xit¯ + eit: (15)
Within Zit the binary reversal indicator ±it is included to capture the e®ect of a reversal on growth.
The e®ect on growth is correspondingly measured as E[gritjZit;±it = 1] ¡ E[gritjZit;±it = 0]. The
set of explanatory variables in both equations contains the variables described in Section 2.
10Again, unobserved heterogeneity of countries stemming from unobserved characteristics shall be
incorporated. Random coe±cients within the growth equation capture di®erences between countries
with respect to growth dynamics. As in the probit model this is achieved via random coe±cients
within each equation, i.e.
®i » N(a;Wa); ¯i » N(b;Wb): (16)
As before, not to all variables a random coe±cient has to be assigned. The two equations are
therefore altered into
grit = Zit® + Zran
it ®i + ²it; (17)
±¤
it = Xit¯ + Xran
it ¯i + eit: (18)
Serial correlation is incorporated within the error terms of the probit regression. Hence





















This form of error structure leads to correlation between past shocks of the growth equation and
contemporaneous shocks of the probit equation. Consideration of such correlation allows the latent
process of the reversal to be linked to the history of shocks hitting the growth process, which are
possibly not adequately represented by the included explaining variables. The likelihood contribution













ª1(¢) denotes the marginal distribution of ²i¢ evaluated at gri¢ ¡ Zi¢®i and ª2j1(¢) the conditional
distribution of ei¢j²i¢ with corresponding conditional mean and conditional variance. Given this
model setup, the next section will shortly provide the Gibbs sampler of this model.
3.2.1 Bayesian Estimation
Detailed Speci¯cs on the moments of the full conditional distribution and the corresponding priors are
given in Appendix B, while the employed prior moments are stated in Appendix C. The corresponding
Gibbs Sampler, which is employed to simulate from the joint posterior distribution of the model,
has the following structure:




t=S(i);¾2;Ã;½;a;Wa;b;Wb) i : 1 ! N,
which is similar to Step (i) described for the probit model. Nevertheless, here it is derived from
a multivariate truncated normal conditional on the observed errors ²i¢ form the ¯rst equation.
The serial correlation parameter is drawn conditional on the set of errors from a truncated
normal distribution. Given the latent errors, the latent dependent ±¤
it is computed to linearize
the setup in the following.
(ii) Simulate from fi(®i;¯ijfXit;Zit;grit;±¤
itg
T(i)
t=S(i);¾2;Ã;½;a;Wa;b;Wb;®;¯), i : 1 ! N, which is
a multivariate normal distribution. The moments are the same as in a seemingly unrelated
regression framework. Given the trajectories f®i;¯igN
i=1 one can simulate the underlying hy-
perparameters a;Wa;b;Wb. The full conditional distributions of a and b are both multivariate
normal. The full conditionals of Wa and Wb are either Inverted Wishart, or each element of the
main diagonal follows an Inverted Gamma distribution, if the random coe±cients are assumed
to be mutually independent.




i=1), which is multi-
variate normal arising from a panel model.
(iv) A di±culty arises in drawing the covariance matrix of the errors from an Inverted Wishart
distribution when the element of the main diagonal ¾22 is normalized to 1. The full conditional
distribution has to be based on an appropriate prior incorporating this normalizing constraint.
This problem has been addressed in several ways, see McCulloch and Rossi (1994), Nobile
(2000) and McCulloch et al. (2000). In this analysis an identi¯ed prior is used as suggested
by McCulloch et al. (2000) although for medium large problems empirical experience suggests
viability also for a non identi¯ed prior scheme. Such a scheme would allow direct sampling from
a Wishart distribution but unfortunately no accurate calculation of the marginal likelihood.












» denotes the conditional part of the variance of ²it and can be sampled from an Inverse
Gamma distribution. Draws of the covariance are obtained via setting up the linear regression
²it = Ãuit + ³it, where ³it denotes an error term with variance ». Thus, sampling Ã is possible
from a normal distribution.6
The next section deals with comparison of the di®erent speci¯cations.
6Further details are given in McCulloch et al. (2000).
123.3 Model Comparison
The Bayesian framework allows to compare the di®erent speci¯cations via the marginal likelihood
m(S), which gives the evidence of the sample data S under a speci¯c model. This concept incorpo-
rates the parameter uncertainty and provides a consistent model assessment even for smaller samples
as it is not based on asymptotic properties. The derivation of the marginal likelihood is along the
way proposed by Chib (1995). A more general introduction is provided by Kass and Raftery (1995).
Starting point of the derivation is to decompose the log marginal likelihood into
lnm(S) = lnL(µ¤jS) + ln¼(µ¤) ¡ lnp(µ¤jS): (23)
As this identity holds for all µ, it is calculated at a point within the highest density region where µ¤
is the posterior mean.
The ¯rst component gives the log likelihood. For the pooled panel probit and treatment model it
has a closed form. For the speci¯cations allowing for serial correlation or heterogeneity, the likelihood
is computed using the GHK-simulator, see Geweke et al. (1994) or BÄ orsch-Supan and Hajivassiliou
(1993) for details. The algorithm consists of the following steps.
(i.a|b) For the probit model simulate M draws ¯
(m)
i , m : 1 ! M from f(¯ijb;Wb). For the treatment




i , m : 1 ! M from f(¯ijb;Wb) and f(®ija;Wa) respectively.
(ii.a|b) For the probit model the likelihood, the simulator generates M draws from the correspond-
ing multivariate distribution. Therefore, the joint distribution of the errors is split into the















where »(etje¡t) denotes the corresponding univariate truncated normal distribution being con-
ditional on all other elements of the error vector before time period t. The sample information
is included in mean and variance of the univariate distribution, which are derived from the mul-
tivariate distribution involved in Equation (12). For the treatment model the GHK-simulator
























where »²i¢(¢) denotes the multivariate distribution of the errors of the growth equation and
»ei¢j²i¢(¢) the multivariate distribution of the errors ei¢ conditional on ²i¢.
13The second component is the log prior of all model parameters evaluated at the estimated pa-
rameter values. The last component of the marginal likelihood is the full posterior distribution
of the model parameters µ = (µ1;µ2;:::;µk) adequately decomposed into blocks of parameters µi,
i = 1;:::;k, which are sampled together. The full posterior including all integrating constants is









For the pooled panel probit model the posterior distribution is provided by the Gibbs output, as








where f(¢) denotes the full conditional distribution of ¯ and ±¤(m)
denotes the draws of the latent
variable. For all other model speci¯cations, the posterior is obtained via running shortened Gibbs
runs, where stepwise one full conditional distribution is discarded, see Appendix A and B for the spe-
ci¯c forms of the full conditional distributions. For the speci¯cation incorporating serial correlation
one additional Gibbs run is necessary, where it is sampled from the full conditional distribution of ½.
When random coe±cients are considered, two further shortened Gibbs runs have to be conducted.
These principles apply as well to the treatment model, where additional shortened Gibbs runs for
the parameters of the error structure have to be added. Given the log marginal likelihood, model
comparison is conducted using the scale of Je®rey's (1962), which classi¯es the log Bayes factor as
the di®erence between two log marginal likelihoods.7
Furthermore, the di®erent probit speci¯cations are assessed according to their ability to identify
a reversal. It shall be highlighted whether the inclusion of serial correlation and random coe±cients
improve the ability to indicate a reversal. The ability to indicate a reversal is assessed via estimates















Thus all information available a time time t via regressors, parameters and latent errors is included,
such that this probability is a byproduct of the Gibbs sampler. When the estimated probability
7If B < 0 no evidence for the speci¯cation under H0, for 0 · B < 1:15 very slight evidence in favor of H0 is found,
with 1:15 · B < 2:3 the evidence is slight, strong evidence is found for 2:3 · B < 4:6 and very strong evidence is
found for B ¸ 4:6.
14exceeds 0.5 an observation is classi¯ed as a reversal.8 The ratio of correct and misclassi¯ed reversals
serves as a model selection criterion. As all explaining variables Xit provide only information up to
period t ¡ 1, this probability highlights the models capabilities to predict a reversal although the
parameters and latent variables are obtained using the full sample information.
4 Empirical Results
In this section the estimation results accounting for heterogeneity across countries and serial corre-
lation are presented. Determinants of reversals are assessed via probit regressions. The impact of
reversals on economic growth is analyzed via treatment regressions. The robustness of ¯ndings is
checked for di®erent reversal identi¯cation schemes as described in Section 2. Comparison of the
di®erent speci¯cations is conducted via Bayes factors and the ability of the speci¯cations to predict
a reversal. Bayesian estimators are based on a total of 10.000 draws, where inspection of the Gibbs-
runs was used to check for convergence. A Burn-in phase of 2.000 draws is found to discard the
e®ect of initialization over all models and speci¯cations su±ciently.9
4.1 Determinants of Current Account Reversals
The estimates for four probit speci¯cations incorporating serial correlation and heterogeneity at
di®erent degrees will be discussed. Starting point is the pooled panel probit model given in Equa-
tions (1) and (2). The next speci¯cation accounts for serial correlation as stated in Equation (8).
Afterwards, no serial correlation in the errors, but random coe±cients modeling country speci¯c
heterogeneity described in Equation (3) are considered. Finally, a speci¯cation incorporating both
serial correlation in the errors and random coe±cients is estimated.
Table (3) reports the results for the pooled panel speci¯cation obtained by Bayesian estimation.
The upper part of Table (3) contains the set of macroeconomic variables, which display low ex-
planatory power across all reversal schemes. Only the variable government expenditures becomes
8Hyslop (1999) highlights the improved ability to ¯t the observed sequences of the binary variable via comparison
of observed and predicted frequencies for all possible sequences of the binary variable in context of a panel with seven
time periods. As the number of observations per country ranges for this panel from 10 to 18 the number of possible
sequences becomes prohibitively large.
9All empirical results presented below were broadly con¯rmed using Maximum Likelihood Estimation. The estima-
tion was performed using the GHK-simulator of Geweke et al. (1994), see for further details BÄ orsch-Supan et al. (1993)
and Hajivassiliou (1990). Using 200 replications yielded for every model speci¯cation similar results as for the Bayesian
analysis, although incorporation of parameter uncertainty within the Bayesian methodology causes di®erences with
respect to reached signi¯cance levels for several parameter estimates.
15signi¯cant for reversal scheme I and III respectively. Neither mean growth rate, nor investment,
nor initial log GDP capturing the initial state of a country's development bear signi¯cant in°uence
on the probability of a reversal. Similar results are presented in Milesi-Ferretti and Razin (1998)
for maximum likelihood based analysis. Taken together, a country experiencing higher investment
and growth in the intercourse of development stages is not exposed to a higher reversal risk. This
points out that solving imbalances via reversals are less connected to the macroeconomic state of an
economy but to its external. This is underlined by the estimation results of the external variables
given in the middle part of Table (3). A higher current account de¯cit raises signi¯cantly the prob-
ability to experience a reversal. This is in line with solvency conditions stressed by Milesi-Ferretti
and Razin (1996) in their work on current account sustainability. Trade openness as a key variable
describing international relationship is not a signi¯cant determinant of current account reversals.
Thus changes in trade °ows seem not to precede current account reversals. Reserves as stressed
by Obstfeld (1986) play an important role in lowering the risk of a reversal. Defending a pegged
exchange rate against speculative attacks often preceding current account reversals depends on the
stock of international reserves, see Sachs et al. (1996) for a discussion in the context of the Mexican
crises in 1994.
The role of external debt discussed in Calvo (2005) is captured by o±cial transfers, concessional
debt and interest payments. O±cial transfers and interest payments are not signi¯cant across
all reversal schemes. In contrast, higher concessional debt has a signi¯cant stabilizing e®ect for
reversal schemes II to IV on current account de¯cits. The higher the fraction of debt gained below
market conditions, the longer a current account de¯cit can be sustained. Concessional debt often
provided by institutional lenders generally constitutes a component of debt with low volatility and
long maturity. This in line with the view of Cole and Kehoe (2000) who show in their model the
impact of high volatile, short maturity debt on the occurrence of a crises. The terms of trade index
has also signi¯cant negative impact on the occurrence probability of a reversal across all reversal
de¯nitions. This is in line with the view of Tornell and Lane (1998) that higher terms of trade can
lead to further de¯cits. Furthermore, higher export prices re°ected in the terms of trade may allow
to sell of a country's debt via trade. Higher terms of trade contribute therefore to the credibility of
a country, what is an important factor stressed by Guidotti and Vegh (1999).
The results for the global variables are given in the lower part of Table (3). Higher US real interest
rates and OECD growth rates raise the probability of a reversal, although signi¯cant only for reversal
scheme I, where only a 3% reduction in current account de¯cit triggers a reversal. Changes in a
countries borrowing constraint implied by these variables seem to in°uence only smaller de¯cit
reductions. Di®erences occur between reversal schemes I and II, which rely both on a 3% reduction
16of current account de¯cit, but refer to di®erent restrictions of reversal dynamics. In scheme I,
the aftermath of a reversal is not strictly excluded from bearing a further reversal episode. This
de¯nition allows a reversal episode to happen over several years. Thus changes in a country's
borrowing constraint therefore seem to trigger only adjustment processes spanning several years.
The results for the speci¯cation accounting for serial correlation are given in Table (4). The
estimation results document a strong positive correlation for reversal schemes I and III where
only the dynamic behavior of current account in the aftermath of a reversal is restricted. Negative
correlation is found for de¯nitions II and IV which imply a strict restriction on the two consecutive
periods after a reversal. Note that the correlation parameter is not signi¯cant within scenario IV .
This pattern might be due to to the di®erent restriction on the aftermath of a reversal implied by
the di®erent reversal schemes. Table (10) summarizes the log marginal likelihoods for all estimated
model speci¯cations. Bayes factors provide mixed evidence in favor of serial correlation across the
di®erent reversal schemes. While strong to very strong evidence is provided for schemes I and III,
no evidence can be found for reversal scheme II and IV . According to Falcetti and Tudela (2006)
accounting for serial correlation is important in order to allow for possible intertemporal linkages
between crises. Constraints moderating the occurrence of a reversal may be altered once a country
experienced a reversal in the past. Also persistent unobserved heterogeneity can be captured by
serial correlated errors. The above reported evidence suggests that this issues are more prominent
in reversal schemes I and III, although the estimated correlation is signi¯cant for reversal scheme
II. Changes with respect to the determinants of reversals compared to the pooled speci¯cation
occur only in OECD growth rates and government expenditures. Both become overall insigni¯cant.
As these variables are likely to be highly correlated over time, they seem to capture in the pooled
speci¯cation part of the serial correlation in the dependent variable linked to persistent unobserved
heterogeneity.
After accounting for possible persistent unobserved heterogeneity via correlated errors, unob-
served heterogeneity among countries shall be modeled via random coe±cients. Given the low
variation of the dependent variable implied by the low number of reversals speci¯cation of all pa-
rameters as random coe±cients would possibly stress the data too much. In particular, random
coe±cients are therefore assigned to external variables only, which show a low ratio of variance be-
tween countries to total variance. These variables are the mean current account de¯cit, the level of
reserves and o±cial transfers.10 Bayesian estimates are given in Table (5). The ¯ndings with respect
to the macroeconomic and global variables are unchanged when compared to the two former speci¯-
10A Maximum likelihood analysis with heteroscedastic variance modeled as ¾it = expf°Xitg pointed in the same
direction.
17cations. Again the importance of the external variables is underlined. The estimated variances of the
three random coe±cients range from 0.021 to 0.045 implying a considerable degree of heterogeneity,
which will be discussed in detail below. Interestingly via consideration of a random coe±cients in
connection to the o±cial transfers, this variable becomes overall signi¯cant. In contrast, the vari-
able concessional debt becomes insigni¯cant over all reversal schemes. Note that concessional debt
has the highest ratio of between country variance to total variance. These ¯ndings suggest that
the role of a country's debt situation in explaining reversals depend on unobserved heterogeneity.
Unobserved heterogeneity alters also the in°uence of interest payments which is now signi¯cantly
positive for reversal scheme III. Bayes factors provide overall reversal schemes strong to very strong
evidence in favor of incorporation of unobserved heterogeneity via random coe±cients compared to
the two former speci¯cations.11 The heterogeneity connected to the mean level of current account
de¯cit before the reversal accounts for the ability of some countries to maintain de¯cits over a con-
siderable period of time. Their institutional background, e.g. within the ¯nancial sector as analyzed
by Kaminsky and Reinhart (1999), seems to provide a stable environment, such that de¯cits do
not raise the risk of a reversal. For the level of reserves, the random coe±cient approach matches
two possible sources of heterogeneity. The heterogeneity of the in°uence of reserves accounts for
di®erences between countries with pegged and °exible exchange rates. This in°uence might di®er as
for some countries the reserves are managed by central banks with a varying degree of independence
from politics.
Finally, a more parsimonious speci¯cation allowing for heterogeneity and serially correlated er-
rors including only the external variables is estimated. This speci¯cation illustrates that only few
variables are needed to identify the actually observed reversals, see Table (11) and discussion below.
Bayesian estimation results can be found in Table (6). All external variables show similar behavior
and signi¯cance as in the above speci¯cations. The estimated serial correlation is again positive for
reversal scheme I and III, while negative for reversal scheme II and IV . According to the marginal
likelihood, this parsimonious speci¯cation is to be preferred against the other ones. This stresses
the importance of country speci¯c heterogeneity and the external variables for explaining current
account reversals.
The next paragraph discusses the improved ability of the models to identify reversals, when
serially correlated errors and random coe±cients are considered. The criterion to classify a period
as a reversal period is given in Equation (27). Table (11) gives the number of identi¯ed reversals
11Note that this speci¯cation of heterogeneity is also strongly preferred against inclusion of regional dummies within
the pooled speci¯cation capturing region speci¯c heterogeneity. The corresponding marginal likelihoods for the di®erent
reversal schemes are -393.23, -322.74, -302.10 and -247.13.
18under the four considered model speci¯cations. While in reversal scheme I the pooled speci¯cation
gets 10 out of 100 reversals correctly classi¯ed, the serial correlation speci¯cation classi¯ed 19 out of
100 correctly. The latter also reduces the number of incorrect classi¯ed periods from 105 to 88. The
speci¯cation with heterogeneity improves further. The number of identi¯ed reversals increases to 29
while 78 periods are incorrectly classi¯ed. The ratio of correctly classi¯ed reversals increases from
89,1% for the pooled speci¯cation to 91,9% for the heterogenous speci¯cation. The parsimonious
speci¯cation incorporating serial correlation and a random coe±cient identi¯ed 24 reversals correctly
and 84 periods incorrect. It provides therefore a better classi¯cation of reversals than the pooled and
serial correlation speci¯cation, but performs slightly worse than the heterogenous speci¯cation. For
reversal scheme II all di®erent speci¯cations can identify only a lower fraction of reversals (at most
10% compared to 27% under reversal scheme I). Especially the speci¯cation with serially correlated
errors cannot improve on the pooled speci¯cation. This con¯rms also the results obtained from the
marginal likelihoods for this reversal scheme, where no evidence was found for serially correlated
errors. The heterogenous speci¯cation performs best and the parsimonious speci¯cation is second
best. For reversal scheme III and IV the parsimonious speci¯cation is found to classify reversals
best and the heterogenous speci¯cation is performing second best, although the overall performance
to identify reversals is quite poor, especially for reversal scheme IV .
Furthermore, Bayesian estimation allows to access the form of country speci¯c heterogeneity
contained within the panel data set. Figure (1) shows the distribution of the sampled country
speci¯c coe±cients for the mean CAD level, the level of reserves and o±cial transfers for all panel
members (upper panel). Especially the in°uence of the mean current account on the occurrence of a
probability di®ers between countries. For some countries current account de¯cits have no impact on
the probability of a reversal. Di®erences in the impact of current account de¯cits on the probability
of a reversal may be due to the di®erent institutional frameworks, which are not accounted for by
observable variables. In the lower panel, the distribution of the sampled mean e®ect is shown for
the three variables. This allows to assess which countries show atypical behavior.
Summarizing, heterogeneity and serial correlation a®ect the analysis of determinants of current
account in two ways. It stresses the importance of the external variables in explaining reversals and
improves the models' ability to indicate the observed reversals.
4.2 Costs of Reversals
The relationship between economic growth and current account reversals established in the third
generation models of balance-of-payments crises is analyzed via treatment regressions in order to
measure the costs of a reversal in terms of economic growth. The applied methodology allows to
19assess the impact of a parsimonious form of heterogeneity and serial correlation on the estimated costs
of a reversal. Firstly, the results are reviewed for a pooled speci¯cation ignoring heterogeneity, see
Equations (14) and (15). Afterwards, the relationship is investigated allowing for serial correlation
in the probit equation (Equation 19). Finally, results for a speci¯cation incorporating heterogeneity
via random coe±cients, Equation (16-18), and serially correlated errors are discussed. The set of
explanatory variables for the probit equation is taken from the analysis of determinants of current
account reversals.
The Bayesian estimates for the pooled model speci¯cation are given in Table (7). For all consid-
ered reversal schemes, the correlation between the two equations is signi¯cant, varying from about
0.66 in scenarios I/II to approximately 0.41 in scenarios III/IV . Such a contemporaneous corre-
lation implies that shocks a®ect jointly both growth and the occurrence probability of a reversal.
In the growth equation several variables which are also considered within the probit equation
function as covariates. For instance, openness is considered as an explaining factor for economic
growth, as well as investment and initial GDP per capita in 1975. Investment and openness are
found to be overall signi¯cant, with larger openness and higher investment enhancing growth. The
estimated costs within the pooled speci¯cation given by the reversal dummy range from 6.99 for
the second reversal scheme to 4.56 for reversal scheme IV , which is at the upper end of the costs
reported in the literature. Following Edwards (2004), it is of interest to study, whether a more open
economy is less severely in°uenced by reversal than more closed economies. As the highest density
regions across all reversal schemes do not exclude zero at any conventional level, the Bayesian results
do not support the hypothesis that higher openness reduces the costs of reversals.
Within the joint analysis the results concerning the determinants of reversals are in line with
those obtained in the probit regressions. All variables have expected signs, with minor changes in
the reached signi¯cance level for some variables.
Estimation results of the treatment model incorporating serial correlation within the probit equa-
tion are given in Table (8). Similar to the results of the probit speci¯cations, serial correlation is
signi¯cant for all reversal schemes. The serial correlation parameter is again positive for reversal
schemes I and III and negative for reversal scheme II and IV , although it is signi¯cant only for
reversal scheme I and III. Further, the magnitude of the serial correlation is reduced signi¯cantly,
when compared to the probit estimations, as the imposed correlation structure allows the transi-
tion of past and contemporaneous growth shocks towards the reversal equation. Compared to the
pooled treatment model, inclusion of serial correlation reduces the correlation between the equations
and estimated costs slightly, but not signi¯cantly. Di®erences in all other estimated parameters are
negligible. Comparison of the marginal likelihood reveals strong evidence for inclusion of serial cor-
20relation within reversal scheme I, while no or only weak evidence is found in reversal schemes II to
IV .
The simultaneous consideration of heterogeneity and serial correlation is based on a slightly more
parsimonious speci¯cation of the probit equation focusing on the external variables.12 Heterogeneity
in the probit equation is again connected to the current account de¯cit, the level of reserves and the
concessional debt. Within the growth equation random coe±cients are assigned to the constant and
the lagged growth rate. This allows for country speci¯c dynamics of growth, which is likely present
due to institutional di®erences as argued by Lee et al. (1998). Estimation results are given in Table
(9).
The ¯ndings with respect to costs of reversals and the correlation between the two equations
di®er substantially compared to the other treatment speci¯cations. Estimated costs of a reversal
become insigni¯cant and are substantially reduced for all reversal schemes and also no signi¯cant
correlation between the two model equations can be found. Allowing for a country speci¯c growth
process alters therefore the results concerning the impact of current account reversals on economic
growth. Furthermore, the parameter capturing the in°uence of investment is no longer signi¯cantly
estimated. These variables therefore seem to have captured some heterogeneity, which is now present
within the random coe±cients. The marginal likelihood indicates that including heterogeneity via
random coe±cients is the preferred model structure, see Table (10). This underlines the importance
to consider heterogeneity in order to measure the costs of a reversal correctly. In order to check
the ¯ndings against robustness against the underlying prior assumptions concerning the variance of
the random coe±cients, the results were checked for two alternative prior scenarios, see Table (1),
see lines ² and ²². The estimated costs and correlation parameters were similar across the di®erent
prior speci¯cations and the marginal likelihood given in Table (10) indicate strong evidence in case
of all priors for inclusion of heterogeneity via random coe±cients. The determinants of current
account reversals behave similar compared to the previous speci¯cations and no evidence is found
for a systematic link between costs and trade openness.
Concerning the costs of a reversal in terms of economic growth the results suggest that neglecting
country speci¯c growth dynamics leads to higher estimated costs as when heterogeneity is incorpo-
rated. Moreover incorporation of random coe±cients is the preferred model. Thus these results are
in line with the results of Milesi-Ferretti and Razin (1998) who also report no systematic slowdown
of growth in the aftermath of a reversal. However, they are at odds with those of Edwards (2004)
obtained under classical estimation of the treatment model. Although the estimated costs under
12Note that results have been checked also for the full speci¯cation revealing similar results. The log marginal
likelihoods are given in Table (10), line full.
21for the treatment model incorporating serial correlation and heterogeneity are comparable (2%-4%)
the incorporation of parameter uncertainty renders estimated costs insigni¯cantly for all reversal
schemes.
5 Conclusion
Bayesian analysis allows a °exible handling of unobserved heterogeneity and serial correlation. The
necessity to model heterogeneity via random coe±cients arises from the data set, since not all coun-
tries experience a reversal and thus hence leaving a ¯xed e®ects approach unidenti¯ed. The Bayesian
framework o®ers also a possibility to compare the di®erent model speci¯cations without relying on
asymptotic properties and provides small sample inference accounting for parameter uncertainty.
The ¯ndings suggest that incorporating country speci¯c heterogeneity and serial correlation is es-
sential to meet the macroeconomic character of the panel data set and to assess the determinants
and costs of reversal correctly. Results for the probit regressions suggests that inclusion of serial
correlation is necessary to account for the correlation pattern induced via the di®erent reversal def-
initions. Consideration of unobserved heterogeneity, which also implies a form of serial correlation,
leads to a preferred speci¯cation highlighting the importance of the external variables in explaining
the occurrence of a reversal. The form of country speci¯c heterogeneity given as a byproduct of the
Gibbs output reveals that for some countries the probability of a reversal is not depending on the cur-
rent account de¯cit although the estimated mean e®ect is highly signi¯cant. A possible explanation
may arise from the di®erent institutional backgrounds of the countries, which are hardly accessible
via observable variables. Furthermore, via the incorporation of heterogeneity the model's ability to
indicate the observed variables is improved. Heterogeneity and serial correlation therefore provides
a parsimonious way to incorporate country speci¯c heterogeneity due to unobserved variables.
The treatment analysis reveals that costs in terms of economic growth are overestimated when
heterogeneity modeled via random coe±cients is neglected. The sample selection found in the pooled
speci¯cations is not present when country speci¯c dynamics is allowed. Thus, within the preferred
model speci¯cation, no signi¯cant negative e®ect of current account reversal on economic growth
is detected. Also more open countries seem not to su®er less from a reversal than more closed
economies. As the evidence provided by the analysis is in favor of accounting for heterogeneity,
further attempts should aim on linking heterogeneity to observed variables.
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25Appendix
The functional forms of the full conditional distributions employed within the Gibbs Samplers are given for
the Probit and Treatment model with serially correlated errors and partial random coe±cients. Furthermore,
the hyperparameters of the prior distributions are given.
A { Probit model with serial correlation and partial heterogeneity via random
coe±cients
The Gibbs sampler for this model speci¯cation consists out of the set of full conditional distributions for
f¯igN
i=1, b, Wb, ½, ffeitg
T(i)
t=S(i)gN
i=1 and ¯. In the following the parameters of each full conditional distribution
































as the covariance matrix of the error vector ei¢. The full conditional distributions are given as follows
(i) For each individual i de¯ne
»i¢ = ±¤
i¢ ¡ Xi¢¯;
































(ii) The mean parameter b is sampled conditional on the country speci¯c random coe±cients f¯igN
i=1 from

































(iii) The covariance matrix of the random coe±cients can either be diagonal or allowing for correlation
between the parameters. In case of a diagonal matrix with nran denoting the number of random
coe±cients, the diagonal elements W
jj


























i ¡ bjj)2 + ¯W
jj
b 0:
In case of a full speci¯ed matrix, Wb is sampled from an inverted Wishart distribution IW(qWb;SWb)
with an inverted Wishart IW(qWb0;SWb0) as a prior distribution. Hence
qWb = qWb0 +
N X
i=1
(T(i) ¡ S(i) + 1);
SWb = qWb0SWb0 +
N X
i=1




(¯i ¡ b)(¯i ¡ b)0
!
:
26(iv) The serial correlation parameter ½ is obtained via regressing the residuals eit on their lagged counter-
parts. De¯ne
³1
i = (eiS(i);:::;eiT(i)¡1)0; ³2
i = (eiS(i)+1;:::;eiT(i))0:












i )¡1; T = (¡1;1):
(v) The Bayesian estimation approach allows to linearize the model via inclusion of the latent dependent
variable ±¤
it within the augmented parameter vector. The latent dependent ±¤
i¢ is obtained via calculation
of
±¤
it = Xi¢¯ + Xran
i¢ ¯i + eit:








i¢ ¯i);1); if ±it = 1
(¡1;¡(Xi¢¯ + Xran
i¢ ¯i)); if ±it = 0
; t = S(i);:::;T(i):
As draws from a multivariate truncated normal distribution cannot be obtained from a closed form
density, the algorithm of Geweke (1991) is employed. Each element of ei¢ is drawn conditional on all
other elements from a univariate truncated normal distribution. Denote Ik£k as identity matrix and





It¡1£t¡1 Ot¡1£1 Ot¡1£1 Ot¡1£T(i)¡S(i)¡t
O1£t¡1 0 1 O1£T(i)¡S(i)¡t







O1£t¡1 1 0 O1£T(i)¡S(i)¡t
´
;
such that Mi=t ¯lters the tth row out of matrix and Mi=t ¯lters all rows except the tth. Hence the






































27The vector of ¯xed parameters corresponding to ¯xed variables ¯ is hence sampled from a multivariate













































and ¹¯;0, ­¯;0 denote the corresponding prior moments.
B { Treatment model with serial correlation and partial heterogeneity via random
coe±cients
The Gibbs sampler for this model speci¯cation consists of the set of full conditional distributions for fµi =
(¯i;®i)gN
i=1, b, Wb, a, Wa, ½, ¾2, Ã, ffeitg
T(i)
t=S(i)gN
i=1 and µ = (¯;®). De¯ne the covariance of the composed















¾2 0 ::: 0 Ã ½Ã ¢¢¢ ½T(i)¡D(i)+1Ã




. . . 0
... ½Ã
0 ¢¢¢ 0 ¾2 0 ¢¢¢ 0 Ã





































The full conditional distributions are given as follows.




























































28(ii.a+b) (a) When a conjugate normal prior with moments (¹a0;­a0) is assumed, the mean parameter a is
sampled conditional on the country speci¯c random coe±cients f®igN
































(b) When a conjugate normal prior with moments (¹b0;­b0) is assumed, the mean parameter b is
sampled conditional on the country speci¯c random coe±cients f¯igN



































(iii.a+b) (a) The covariance matrix of the random coe±cients can either be diagonal or allowing for correlation





a 0) are used, the diagonal elements Wjj
a , j = 1;:::;rana are sampled independently





















i ¡ ajj)2 + ¯W
jj
a 0:
In case of a full speci¯ed matrix, Wa is sampled from an inverted Wishart distribution IW(qWa;SWa)
with an inverted Wishart IW(qWa0;SWa0) as a prior distribution. Hence
qWa = qWa0 +
N X
i=1
(T(i) ¡ S(i) + 1);
SWa = qWa0SWa0 +
N X
i=1




(®i ¡ a)(®i ¡ a)0
!
:
(b) The covariance matrix of the random coe±cients can either be diagonal or allowing for correlation





b 0) are used, the diagonal elements W
jj
b , j = 1;:::;ranb are sampled independently





















i ¡ bjj)2 + ¯W
jj
b 0:
In case of a full speci¯ed matrix, Wb is sampled from an inverted Wishart distribution IW(qWb;SWb)
with an inverted Wishart IW(qWb0;SWb0) as a prior distribution. Hence
qWb = qWb0 +
N X
i=1
(T(i) ¡ S(i) + 1);
SWb = qWb0SWb0 +
N X
i=1




(¯i ¡ b)(¯i ¡ b)0
!
:
29(iv) The serial correlation parameter is obtained according to Step (iv) for the probit speci¯cation above.
Hence, serial correlation parameter ½ is obtained via regressing the residuals of the probit equation on
their lagged counterparts. De¯ne
³1
i = (´iS(i);:::;´iT(i)¡1)0 and
³2
i = (´iS(i)+1;:::;´iT(i))0:












i )¡1; T = (¡1;1):
(v) The correlation between the two equations captured via parameter Ã is obtained via regressing the
















Standardizing ²it on uit elementwise by ¾ and regressing ~ ²it = ²it p
¾2¡Ã2 on ~ uit = uit p
¾2¡Ã2 leads to the
full conditional distribution of Ã given as a normal distribution NT (¹Ã;¾2
































Note that standardization by the conditional variance ¾2 ¡ Ã2 does not violate the Gibbs principle, as
in the next step only the conditional variance is sampled.
(vii) The unconditional variance of the growth equation ¾ is obtained via sampling the conditional variance
and adding the parting stemming form the covariance. Starting point is again the conditional distribu-








(T(i) ¡ S(i) + 1)
!















it = Xi¢¯ + X
ranb
i¢ ¯i + eit
As grit and ±¤
it are jointly normal distributed, the latent error ei¢ is sampled from a multivariate
truncated normal distribution conditional on the errors of the growth equation ²i¢. De¯ne ­²;e as upper
right block of ­i capturing the covariance of ²i¢ and ´i¢, §² as upper left block of ­i capturing the
covariance of ²i¢ and §i as lower right block of ­i. Hence













i¢ ¯i);1); if ±it = 1
(¡1;¡(Xi¢¯ + X
ranb
i¢ ¯i)); if ±it = 0
; t = S(i);:::;T(i):
As draws from a multivariate truncated normal distribution cannot be obtained from a closed form
density, the algorithm of Geweke (1991) is employed. Each element of ei¢ is drawn conditional on all
other elements from a univariate truncated normal distribution. Denote Ik£k as identity matrix and





It¡1£t¡1 Ot¡1£1 Ot¡1£1 Ot¡1£T(i)¡S(i)¡t
O1£t¡1 0 1 O1£T(i)¡S(i)¡t







O1£t¡1 1 0 O1£T(i)¡S(i)¡t
´
;
such that Mi=t ¯lters the tth row out of matrix and Mi=t ¯lters all rows except the tth. Hence the

































The truncation sphere remains unchanged.


























































and ¹µ;0, ­µ;0 denote the corresponding prior moments.
C { Speci¯cation of Prior Moments
The following Table provides the values of the employed prior moments. Ik£k denotes an identity matrix
and ran, ¯x, rana and ranb denote the corresponding number of random coe±cients. Robustness of the results
31concerning the treatment model including serial correlation and random e®ects are checked using alternative
variance priors given in lines ² and ²².
Table 1: Prior Distributions
Probit Model






j=1 IG 5 5
(qWb0;SWb0) { { {
(¹¯0;­¯0) N 0 I¯x£¯x ¢ 1000
Treatment Model
(¹a0;­a0) N 0 Irana£rana ¢ 1000







j=1 IG 5 5
² IG 1 1
²² IG 10 10







j=1 IG 5 5
(qWb0;SWb0) { { {
(¹Ã0;¾2
Ã0) N 0 1000
(®³0;¯³0) IG 1 1
(¹¯0;­¯0) N 0 I¯x£¯x ¢ 1000
D { Functional Forms of Densities
In the following the functional forms of the densities employed within the calculation of the posterior are
given.
1. Multivariate Normal:


















3. Univariate Truncated Normal:













32Table 2: Number of reversals under di®erent identi¯cation schemes
positive reversals
I II III IV
I 127 86 82 56
II { 86 53 56
III { { 82 53
IV { { { 56
all 53
# of observations 1312
Notes: Reversals refer to a reduction of de¯cits; (all) gives the number of reversals identi¯ed under all
schemes; (I) { refers to a 3% reduction of average current account over a period of three years when the
maximum de¯cit after the reversal is below the minimum de¯cit before the reversal (II) { refers to a 3%
reduction of average current account over a period of three years with no reversal allowed in the consecutive
two years (III) { refers to a 5% reduction of average current account over a period of three years when the
maximum de¯cit after the reversal is below the minimum de¯cit before the reversal (IV) { refers to a 5%
reduction of average current account over a period of three years with no reversal allowed in the consecutive
two years .
33Table 3: Pooled probit model - Bayesian estimates




















































































































log(marg-lik) -381.3095 -308.7889 -295.4025 -244.0496
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
34Table 4: Probit model with serial correlation - Bayesian estimates




























































































































log(marg-lik) -357.0324 -307.3159 -262.4228 -244.2613
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
35Table 5: Probit model with partial heterogeneity - Bayesian estimates















































































































































log(marg-lik) -352.6263 -300.7738 -258.3797 -229.1459
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
36Table 6: Probit model with partial heterogeneity and serial correlation- Bayesian estimates





































































































log(marg-lik) -291.6727 -268.2328 -203.1616 -198.9042
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
37Table 7: Pooled treatment model - Bayesian estimates




























































































































































































log(marg.-lik.) -3280.0 -3207.6 -3199.2 -3146.8
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
38Table 8: Treatment model with serial correlation- Bayesian estimates




































































































































































































log(marg.-lik.) -3277.2 -3207.9 -3197.5 -3150.9
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
39Table 9: Treatment model with serial correlation and heterogeneity - Bayesian estimates































































































































































































log(marg.-lik.) -3224.8 -3177.2 -3127.6 -3095.2
Notes: Bayesian estimates are given as the means of the posterior distributions. Standard errors are given in
parentheses. Bold ¯gures indicate the 90% highest density region does not include zero. Bold ¯gures with ¤
indicate the 95% highest density region does not include zero.
40Table 10: Log Marginal Likelihoods
probit I II III IV
pooled -381.3095 -308.7889 -295.4025 -244.0496
serial -357.0324 -307.3159 -262.4228 -244.2613
heterogeneity -352.6263 -300.7738 -258.3797 -229.1459
serial & heterogeneity -291.6727 -268.2328 -203.1616 -198.9042
treatment I II III IV
pooled -3280.0 -3207.6 -3199.2 -3146.8
serial -3277.2 -3207.9 -3197.5 -3150.9
serial & heterogeneity -3224.8 -3177.2 -3127.6 -3095.2
² -3254.9 -3205.3 -3152.3 -3130.6
²² -3225.2 -3178.6 -3101.4 -3108.4
full -3253.2 -3204.8 -3164.1 -3121.9
41Table 11: Classi¯cation Analysis for Reversals with Bayesian Probit Estimates










0 848 15 863 903 0 903 890 6 896 921 1 922
1 90 10 100 59 1 60 65 2 67 40 1 41
P










0 856 7 863 903 0 903 891 5 896 922 0 922
1 81 19 100 59 1 60 52 15 67 41 0 41
P










0 856 7 863 903 0 903 892 4 896 921 1 922
1 71 29 100 56 4 60 45 22 67 36 5 41
P










0 856 7 863 903 0 903 889 7 896 921 1 922
1 76 24 100 56 4 60 39 28 67 36 5 41
P
932 31 963 959 4 963 927 35 963 957 6 963
Notes: The columns refer to the identi¯ed state, whereas the rows give the observed state.
42Figure 1: Heterogeneity within the Probit Coe±cients
























































Notes: Heterogeneity for reversal scheme I: left - histograms of the sampled country speci¯c coe±cient for
variable mean CAD; middle - histograms of the sampled country speci¯c coe±cient for variable reserves -
histograms of the sampled country speci¯c coe±cient for variable o±cial transfers; The upper panel shows all
countries; the lower panel shows the histogram of the average over all countries of the sampled coe±cients.
43