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Dose selection is one of the most difficult and crucial decisions to make during drug development. As a consequence
the dose-finding trial is a major milestone in the drug development plan and should be properly designed. This article
will review the most recent methodologies for optimizing the design of dose-finding studies: all of them are based on
the modeling of the dose-response curve, which is now the gold standard approach for analyzing dose-finding studies
instead of the traditional ANOVA/multiple testing approach. We will address the optimization of both fixed and adap-
tive designs and briefly outline new methodologies currently under investigation, based on utility functions.
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1 Introduction / Optimal design considerations
Selection of a dose (or doses) to carry into confirmatory phase III trials is one of the most difficult decisions that need
to be made during drug development and it is generally agreed that the high attrition rate in phase III studies may, in
part, be due to inadequate dose selection. Dose-finding studies therefore play a major role in drug development and
should be carefully designed and conducted.
The scope of this review will be limited to the optimization of the design of parallel group phase IIB dose-finding
studies, leaving dose escalation dose-finding studies out of the scope. We will also address the problem of the number
of subjects per dose level (both in terms of total sample size and/or distribution of the subjects within treatment arms)
in the dose-finding trial.
In addition, we will not consider the traditional ANOVA approach that uses contrast statistics to compare dose levels
(e.g., differences between active doses and placebo); we will, instead, focus on the model-based approach, that is based
on the estimation of the dose-response profile.
1.1 Dose-response modeling
The more recent approaches in dose selection have clearly moved the methodology from the multiple testing meth-
ods to dose-response ”modeling” based methods such as the MCP-Mod method (Multiple Comparison Procedure and
Modeling), see Bretz et al. (2005) and Aouni et al. (2019a). Modeling the dose-effect relationship then becomes a
necessary, key task in drug development; for this purpose, various dose-response models, linear or nonlinear, have
become standard and are well known: for instance, linear, logistic, E-max (simple, Sigmoid or standardized form),
quadratic, exponential and linear in log-dose models , see Pinheiro et al. (2014), Pinheiro et al. (2006). These models
are presented in Table 1. Throughout this publication, we will use d to refer to the dose under consideration and θ for
the vector of parameters of the dose-response function f(d, θ) that represents the mean response for patients receiving
dose d.
The linear model is the simplest one. Its simplicity is an advantage but it suffers from severe limitations (Vandenberg
et al. (2012)). An example of a non-linear dose-response model is the E-max model: E0 is the placebo effect, Emax
is the asymptotic (associated to an ”infinite dose”) upper bound of effect, as compared to placebo, and ED50 is the
dose giving half of Emax as change from placebo. A more complex form of this model is its Sigmoid version, where
an additional parameter is included, ensuring greater shape flexibility, the ”Hill” exponent (the slope), h, reflecting the
shape of the dose-effect curve.
Other monotonic (as a function of dose) dose-response models can be considered: logistic, exponential and linear in
log-dose models.
The quadratic model has the ability to describe a non-monotonic dose-response relationship, in a convex/U-shape
(when β2 > 0), or in a concave/umbrella-shape (when β2 < 0).
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Name f(d, θ)
Linear E0 + δ × d
Emax E0 + Emax × d/(ED50 + d)
Sigmoid Emax E0 + Emax × dh/(EDh50 + dh)
Log linear E0 + δ × log(d+ offset)
Exponential E0 × exp(d/δ)
Quadratic E0 + β1d+ β2d2
Logistic E0 + Emax/(1 + exp[(ED50 − d)/δ])
Table 1: Examples of dose-response models.
1.2 Generalities on Optimal designs
In its widest sense, a design is defined by the doses considered in the trial, the total sample size and the relative
allocation fraction to doses. Even if the number of doses and dose spacings are briefly discussed, we will essentially
focus on optimization in the relative allocation fraction to doses so that, throughout this publication, design will be
essentially defined by a vector ξ = (w1, ..., wK)t, representing the relative allocation fraction to doses.
Several optimality criteria can be defined leading to designs such as A, C, D, E, T and G-optimal designs studied
by Rady et al. (2009), for instance. We will only briefly present D and C optimality criteria, which are, in practice,
the most useful in the optimization of dose-finding study designs. It is important to note that the optimality criteria
that we will discuss are ’local’, in the sense that the designs are optimal for a given model, and for the assumed model
parameters: some aspects related to model misspecification will be discussed in section 2.3.
D-optimal designs maximize the determinant of the Fisher information matrix related to the parameters defining the
dose-response model. This corresponds to minimizing the volume of the confidence ellipsoid for the vector of param-
eters of the dose-response model, see Davison (2003) for instance. This criterion has the advantage of considering
all model parameters, instead of focusing on one particular dose. This property can be described with the help of the
equivalence theorem of Kiefer-Wolfowitz (Kiefer and Wolfowitz (1960)): an interpretation of this theorem states that,
in the context of linear regression, a D-optimal design will minimize the maximum variability of the mean response
estimation.
The objective of C-optimal design, in the context of dose-finding studies, is to minimize the variance of a specific
function of the parameters, this function being most often defined by a target dose to estimate. As an example Bretz
et al. (2010) define the minimum effective dose (MED), that is, the smallest dose producing a clinically relevant differ-
ence from placebo response, say ∆, and mention other doses of interest such those achieving 100p% of the maximum
treatment effect in the observed dose range noted EDp. In general those doses can easily be expressed as a func-









In practice, the optimization of the design is conducted using specific algorithms. We can mention the Fedorov-Wynn
algorithm (Fedorov (1972), Wynn (1972)). Also the ’DoseFinding’ R-package (Bornkamp et al. (2018)) provides a
function to compute D-optimal designs.
1.3 Dose-finding based on a Pharmacometric approach
When it can be implemented, a pharmacometric approach based on exposure response modeling, instead of a dose-
response modeling, can be very efficient. The exposure response modeling approach consists in relating, through a
parametric model, the plasma concentration (or a summary of the kinetics of the plasma concentration such as the
AUC or the Cmax) of the compound to a biomarker of interest or the clinical endpoint. This approach is described in
detail by Holford (2006). Exposure response modeling can be more informative than dose-response modeling because
individuals differ in their exposure even if they receive the same dose. Furthermore, when exposure response modeling
is based on biomarker response, it can benefit from the mixed modeling framework for longitudinal analyses. Once
estimated, exposure response models can be used to select the doses through simulations (see Holford (2006) for in-
stance).
The exposure response approach is particularly useful when the recruitment of patients is challenging and the mini-
mization of the study sample size is of major importance: this is the case for pediatric studies for instance.
In the context of exposure response analyses the same optimality criteria as those used for the dose-response models
can be defined in the framework of mixed models. As an example, the search for D-optimal designs is implemented in
PFIM software (Bazzoli et al. (2010)). Those optimal designs can be used to minimize the number of blood samples
per patient while maintaining sufficient precision in the estimates of parameters of the pharmacokinetics models: this
is particularly important for designing pediatric pharmacokinetics studies.
2 Design Optimization of fixed design
In this section we focus on randomized, double-blind, placebo-controlled, fixed dose, parallel group dose-finding
trials. In particular we will not consider cross-over trials or dose titration designs as, despite their appealing statistical
properties, they are more complicated to implement for phase II dose-finding trials with a long treatment duration (see
Ting (2006), for a short discussion).
2.1 Choice of dose range
The first task is to identify the range of dose of interest, that we will note [dm, dM ]: the dose will be selected within
this dose range as well as the doses chosen for the dose-finding trial.
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When dm = 0, the dose-finding trial includes the placebo arm as control (it includes the case when all the doses,
including the null dose, are administered on top of a background medication). When it is non ethical to include a
placebo arm, then dm > 0. In both situations there could be an active control arm in addition to the experimental drug
dose arms.
The choice of dM is a little bit less straightforward: the choice of the upper limit of the dose range is based on
safety considerations and is related to the available information on the Maximal Tolerated Dose (MTD) as identified in
phase I (Ting (2006)).
2.2 Number of doses, Dose spacings
The optimization of these two key components of trial designs are dependent on several aspects: the optimality cri-
terion chosen, the primary objective of the trial (i.e. estimate the MED or EDp dose) and the true underlying dose-
response.
Concerning the Number of doses and dose spacing, these two points are addressed by Bretz et al. (2010). Based on
previous results obtained by Dette et al. (2008), where it is shown that the C-optimal (for MED and EDp definitions)
design can be explicitly calculated for common dose-response models with two or three model parameters, the authors
give explicit formula defining the optimal design (giving the required doses and the percentage of patients allocated to
those doses), for the Emax model, considering the C-optimality criterion (both MED and EDp definitions) as well as
the D-optimality criterion. Their main findings are as follows (we assume that dm = 0): for the linear and log-linear
models the optimal design requires two dose levels whereas it requires two or three dose levels for the Emax and ex-
ponential models.
In fact, the results provided by Bretz et al. (2010) or Dette et al. (2008) potentially identify the optimal design for the
common dose-response models, but in practice, a direct application of these results for designing a dose-finding study
can be difficult: a potential problem is that the optimal design only requires one intermediate dose between the placebo
and the maximal dose (this can be problematic as it would then be impossible to explore alternative dose response
relationships). To address this issue, one could envisage a more robust approach: optimize the design with respect
to each model and keep the set of doses selected for the various models; again such an approach could not be really
applicable as some of the intermediate doses identified can be ’odd’ and not really feasible (this is also discussed in
Bretz et al. (2010)); however we will address below, in more detail, robustness and model misspecification issues.
As a consequence a more pragmatic and realistic approach consists in choosing a priori the doses to be tested, d0(=
0), d1, d2, ..., dK(= d
M ), and optimizing the designs in patients allocation only, through weights w0, w1, w2, ..., wK .
Given the maximal dose, generally the MTD, the doses could be chosen based on pharmacokinetics in minimizing the
overlap in exposure between consecutive doses. Another simple approach, although justified by none of the optimality
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criteria, could be to choose equal spacing between consecutive doses. Other rules are proposed and discussed by Ting
(2006).
2.3 Patient allocation
As mentioned above, we will now focus on the problem of optimizing patient allocation to the a priori chosen doses of
the design: 0, d1, ..., dK . Mathematically, this optimization will consist in maximizing an objective function defined
over a K-dimensional simplex defined as the set of vectors, ξ = (wk)k=0,..,K with positive components such that∑
k wk = 1. The various methods that will be discussed here have potentially the ability to reduce the sample size of
the dose-finding study by 40% or 45% (Bretz et al. (2010)) assuming that the true dose-response model is known and
the true model parameter was used to perform the design optimization computation.
Optimality Criteria
For all optimality criteria that will be defined below, optimization of the design involves an objective function, Φ(ξ),





where I(dk, θ) is the Fisher information matrix for one subject receiving dose dk and with θ as the dose-response
model parameter value.
For the D-optimality criterion the optimal design maximizes the design optimality criterion:
ΦD(ξ) = log det(Mθ(ξ)).
As mentioned above, choosing the D-optimality criterion, will result in maximizing the overall precision of the
parameter estimates, as assessed by the volume of the confidence ellipsoid for the model parameters.
If we are more interested in obtaining precise estimates of some target doses, such as the MED or EDp defined
above, then the C-optimality criterion must be chosen. This can be formalized as follows: the target dose is a function,
ψ(θ), of the model parameters (explicit definitions have been given above for the MED and EDp for the Emax model),
therefore the optimal allocation is defined by the design vector, ξ, that minimizes the variance var(ψ(θ̂)). Based on

























where N is the total sample size.
Therefore the application of C-optimality criterion consists in maximizing, in ξ, the design optimality criterion (ignor-











Another example of C-optimality is used by Miller et al. (2007). Here the aim is to minimize the variance var(ψ(θ̂, d))
where ψ is a function of the parameter that also depends on the dose: ψ(θ, d) = f(d, θ)− f(0, θ), the mean difference











This optimality criterion can have a particular interest in the case when the dose-finding study is also the Proof of
Concept (PoC) study. In this case, one of the primary objectives would be to characterize the effect of the maximal
dose (dM ) and decide whether its effect is clinically relevant (subsequent analyses/studies would then be conducted) or
whether the drug development must be stopped. In Miller et al. (2007) the authors propose to primarily consider this
maximal dose and define
Φ1(ξ) = Φ(ξ; d
M )
as optimality criterion of a design. This criterion has an appealing interpretation: if the criterion value of a particular
design is increased by x% as compared to the balanced design, then the balanced design requires an increase in sample
size of x% to provide the same precision in estimates of interest as the design under consideration.
In many situations, focusing on the highest dose only is not appropriate. In this situation, a criterion quantifying the
quality of a design should consider a dose interval [dL, dU ]: this interval could simply be the whole dose range [0, dM ]






and use it as optimality criterion of a design.
Robustness, Handling of Uncertainty
The various methods of design optimization described above can lead to substantial reduction in total sample size (as
compared to the balanced design for instance) but the calculations depend on the knowledge of the true dose-response
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function but also on the true values of the model parameters. Even though some knowledge is available at the begin-
ning of phase II, the risk of misspecification in the dose-response models and/or the model parameter values cannot be
neglected.
The problem of model misspecification is addressed by Bretz et al. (2010). This is of great importance as, according to
Dette et al. (2008), optimal design specifications are extremely sensitive to model misspecification (whereas they show
some robustness against parameter value misspecification). Indeed, authors report potentially severe loss of efficiency
of the nominal optimal design in case of model misspecification. As an example, if the local MED-optimal design for
the log-linear model is used for the logistic model, then its asymptotic variance is approximately 100 times larger than
the value that would be obtained if the local MED-optimal design for logistic model was used, see Table 7 of Dette
et al. (2008).
Bretz et al. (2010) propose several methods, applicable to any optimality criterion: D-optimality or C-optimality re-
lated to either MED or EDp. All of these methods require, as a first step, identifying or proposing m candidate models
f1, ..., fm, with their corresponding parameter values θ1, ..., θm, and then for each of them, identifying their optimal
design ξ∗j .
The first approach is a maximin approach: for each candidate design ξ its relative efficiency with respect to the




where Cj is the optimality criterion adapted to model j. Then the worst value,
min{eff1(ξ), ..., effm(ξ)},
is computed. And the robust optimal design is the design
ξ∗ = arg max
ξ
min{eff1(ξ), ..., effm(ξ)}
that maximizes this worst value. This optimization can be unconstrained but maybe a more pragmatic approach would
be to conduct the optimization within a set of pre-defined easily feasible (from a logistic point of view) designs.
The second approach proposed by Bretz et al. (2010) has more a Bayesian or model averaging spirit. It consists
in assigning model weights (αj) to each model j, reflecting the belief in each of the models (but the natural choice






The problem of uncertainty in parameter values is addressed in Miller et al. (2007) using a Bayesian approach. The
authors propose a priori typical dose-response profiles (called ’scenario’) and assign parameter values representative of
(or consistent with) these scenarios, and they also assign prior probabilities αj to each of these scenarios, representing




αjΦ(ξ, θj)/Φ(ξB , θj)
where ξB is the standard balanced design. This approach is more intuitive and less computationally demanding than
specifying a full prior distribution π for the parameter values and computing the Bayesian average:
∫
Φ(ξ, θ)/Φ(ξB , θ)dπ(θ).
As a conclusion, we think that in case of much uncertainty in the dose response relationship the primary goal is to
consider designs robust against model misspecification. For this purpose both the maximin or weighted sum of the log
of relative efficiencies of Bretz et al. (2010) could be used; the maximin approach is maybe more conservative (as it
protects against a worst case scenario) and easier to explain to a clinical team whereas the weighted sum approach is
more flexible as it allows, in case of an interim analysis, to update the weights (using a Bayesian approach for instance)
and then optimize the design of the subsequent patient cohorts based on the interim analysis results.
2.4 Approach based on utility functions
In the methods described above, the objective of the dose-finding trials were not really to identify an ”optimal” dose (in
a sense that would need to be clarified) but to identify the lower dose that achieves some targeted level of efficacy: this
is the case for the MED or EDp doses discussed in the preceding sections. In order to introduce notions of optimality
for the doses, it is necessary to take into account safety considerations. A relevant way to do so is to consider utility
functions and to assign utility values to the doses.
Utility functions are generally introduced and defined within the decision theory framework. Utility describes the
preferences of the decision maker and classifies/orders decisions. A decision theory result suggests that, in an uncertain
(random) environment, all decision rules can be compared and classified using the expectation of a certain function,
called the utility function. Various levels of complexity can be introduced within the framework of utility functions:
economical/financial aspects could be accounted for in addition to efficacy and safety considerations.
Utility functions of various kinds (including a safety / penalty term penalizing high doses, rewards, global costs
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and/or costs per patient) have already been proposed and discussed in the context of drug development: we briefly
summarize below the various approaches in the literature.
In Patel et al. (2013), utility functions are defined at the portfolio level: this work is beyond the scope of our review
as the aim is to optimize the sample sizes allocated to the studies to the various drugs in a given portfolio in order to
maximize the expected net present value. Other authors aim to optimize a given drug development plan using utility
functions, sometimes defined as the expected net present value (as in Antonijevic et al. (2013), Kirchner et al. (2016),
Patel et al. (2012)). In these works, the development plans are optimized with respect to phase II and phase III sample
sizes, as well as Go/No-Go Decisions. In Foo and Duffull (2017), the aim is to optimize (in terms of number of
patients, number of blood samples per patient and corresponding sampling schedule) an early phase pharmacokinetics
study with the objective of minimizing study cost (study failure has a specific cost that is taken into account in the
optimization). For early phase studies, we can mention Hee et al. (2016), where decisions theoretic based designs are
reviewed.
The approach in Dragalin and Fedorov (2006) considers efficacy and safety simultaneously, described by two correlated
binary variables. Defining a design as a probability measure, ξ, defined on a set of dose X , the authors define a penalty
function
ϕ(x, θ, CE , CT ) = p10(x, θ)
−CE (1− p.1(x, θ))−CT
where p10(x, θ) is the probability of being a responder for efficacy without adverse reactions at dose x (and for model
parameter value θ), p.1(x, θ) is the marginal probability of having an adverse reaction (whatever efficacy) at the dose x,
and the CE , CT are positive control parameters to be chosen. This penalty function ϕ can be interpreted as the inverse
of a utility function: it decreases as the efficacy increases and it increases as the safety deteriorates. The authors define
an integrated penalty ∫
ϕ(x, θ, CE , CT ) ξ(dx),
and then a penalized information criterion:
∫
I(x, θ)ξ(dx)∫
ϕ(x, θ, CE , CT ) ξ(dx)
where I(x, θ) is the information matrix associated to the two, efficacy and safety, binary variables. A D-optimal design













where M is the number of parameters for the models. Because of the penalty term, the optimal design will put more
weight on doses for which the penalty (combining both safety and efficacy) is not too large.
A related approach, but with a slightly different objective, can be described as follows. Starting from a utility function,
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which can be similar to the inverse penalty in Dragalin and Fedorov (2006):
U(d; θ) = UE(d; θ)× UT (d; θ),
where the UE , UT are, respectively, efficacy and safety related utilities (UE increases when the dose increases while
UT decreases when the dose increases). Then, instead of searching for an optimal design that would give more weight
to doses with high utility values (like in Dragalin and Fedorov (2006)), one could search for designs that provide the
most accurate estimates of the utility values for some selected set or range of doses. This would then lead to the
performance of design optimization using a similar approach to the computation of C-optimal designs. Assuming the



















Using this relationship, we can then apply the methods for the determination of C-optimal designs with function d∗ (θ)
as a function determining the target dose (function ψ(.) of section 2.3). The application of this methodology is currently
being assessed by the main author as part of her research work. But, to be applicable, such an approach relies on several
assumptions: the parametric dose-response model should be perfectly specified and asymptotic normality should be
achieved, whereas it is well documented that convergence issues might arise for the most complex models, like the
logistic or sigmoidal Emax models, for instance.
3 Adaptive Design Optimization
In this section we will focus on the problem of conducting one or several interim analyses with the specific objective
of improving the design of the dose-finding study and making better decisions at the end (choice of dose for phase III).
In this framework, the interim analysis results in updating patient allocation to the active doses and placebo.
3.1 Two-stage adaptive designs
We first focus on the simplest case where there is only one interim analysis: the first cohort of patients is enrolled
according to a standard design (a balanced design for example) and then, based on the interim results, the patient al-
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location for the second part is optimized using one of the methodologies mentioned above. In practice, the following
methods can be used:
(i) consider only one single dose-response model (Emax for instance), use the interim data to estimate the parameters
and optimize the second part of the trial accordingly.
(ii) consider some uncertainty in model/parameter values: consider various dose-response models, estimate each model
individually and then apply the maximin or the weighted efficiency approach of Bretz et al. (2010) or use the optimal
Bayesian design approach of Miller et al. (2007) in updating the the prior beliefs for each scenario. This latter approach
is detailed in Bornkamp et al. (2011).
When the data accumulated during the first part of the trial are included in the final analysis also, as in Miller et al.
(2007), there are other constraints to consider when optimizing the weights in the first stage. Indeed, in this case for
each dose arm j its weight for final analysis, wj , is necessarily ≥ wj,0 =
nj,interim
Ntotal
, where nj,interim is the number
of patients in arm j at interim analysis and Ntotal is the total sample size of the trial at the final analysis.
Therefore, when optimizing the efficiency of the design, the wj weights are constrained to be ≥ wj,0 and not only
to be ≥ 0. Once the final weights are obtained, the number of patients to be enrolled for the second part of the trial is
nj,(2) = Ntotal × wj − nj,interim.
Other operational constraints can be handled quite easily. In case, for instance, there is a need to have a pre-
determined sample size or allocation rate in the placebo group, say w0, then the optimization would be conducted in
the other allocation rates, with a new constraint on the sum of weights:
K∑
k=1
wk = 1− w0.
According to Miller et al. (2007), the practical interest of performing an interim analysis with the only goal of optimiz-
ing the trial is questionable.
The first issue is related to the final statistical analysis: it is not fully clear to what extent statistical inference is
disturbed by the adaptation following the interim analysis. This point is addressed using simulations by Miller et al.
(2007): their results suggest a slight modification of the statistical properties of the estimates by the interim analysis.
In addition, the same authors conclude that there is no real evidence that design optimization following the interim
analysis significantly improves the efficiency of the design. This lack of improvement brought by the interim design
optimization is also noticed by MacCallum and Bornkamp (2015).
However, such a statement must be mitigated:
(i) it is important to bear in mind that design optimization is not the sole objective of interim analyses. There are in fact
many reasons that interim analyses are worthwhile: notably ethical reasons (ineffective or unsafe doses are dropped),
or, for example, the need to bring information to the project team or management.
(ii) there is evidence (see section 3.2) that multiple interim analyses improve the performance of the design.
(iii) in Miller et al. (2007) the interim analysis is conducted when the third of the patients are enrolled: the results might
have been different if the interim analysis had been conducted when half of the patients were enrolled for instance; in
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fact, the timing of the interim analysis is a key parameter that drives the performance of the adaptive design, and it
must be properly tuned and even optimized. Actually, the choice of the best timing should be made using simulations:
the relative efficiency, with respect to a fixed design, of the adaptive design would be assessed for adaptation occurring
at various timing such as, for instance, when 20%, 30%, 40%, 50%, 60%, 70% of the patients are enrolled, and the
timing associated with the highest relative efficiency should be chosen.
In Antonijevic et al. (2010), using the utility function approach, the authors compare various scenarios defined by
the number of doses in the phase II studies, the type of design (fixed or Bayesian adaptive dose allocation design) with
the objective of optimizing the probability of success in phase III and the expected net value: the authors point out the
importance of allocating a sufficient number of patients in phase II and conclude that the Bayesian adaptive designs
generally outperform fixed dose allocation designs.
3.2 Designs with multiple interim analyses
The principle is similar to the case of a single adaptation: at each of the interim analyses, the vector of relative allo-
cation fraction to doses is updated based on new parameter estimates or belief updates in the dose-response models
for the Bayesian design case. Because of the operational complexities induced by the interim analyses, such adaptive
designs are more appropriate when the interval between patient enrollment and assessment and analysis of the efficacy
criterion is very short. These types of adaptive designs are assessed through simulations in Dragalin et al. (2010).
The authors consider various types of adaptive Bayesian or non-Bayesian designs, as well as various optimality criteria,
and assess the efficiency of these designs with 0 (corresponding to a fixed design), 1, 2, 4 and 9 equally spaced interim
analyses. Their findings confirm the improvement brought by design adaptation, especially when both the number of
doses and the dose range are large. In particular, increasing the number of adaptations leads to a gain in precision when
selecting target dose(s).
4 Conclusion
The randomized, double-blind, placebo controlled dose-finding study is a key milestone in drug development. Its aim
is not only to provide strong evidence of drug effect, but also to give guidance for choosing the most relevant dose
for the later phase of a drug development. Therefore it is of primary interest to optimize this trial and maximize the
likelihood of success of the trial.
However, the optimal designs obtained by computation can be difficult to implement in practice. In addition, the
dose-finding study does not only consist in the characterization of the primary endpoint dose-response relationship:
another important objective is to provide some information on the safety profile for all doses used in the dose-finding
13
study. In this case, design optimization should take into account both efficacy and safety endpoints, like in Antonijevic
et al. (2010). Current research conducted by the main author is focussed on this topic within the framework of utility
functions (Aouni et al. (2019b)).
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