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η′ Decay to π+π−π+π−
With the use of chiral theory of mesons [1], [2] we evaluate the decay rate of η′ →
π+π−π+π−. Our theoretical study of this problem is different from the previous theo-
retical study [3] and our predicted result is in a good agreement with the experiment.
In this chiral theory we evaluate Feynman diagrams up to one loop and the decay
rate is calculated with the use of triangle and box diagrams. The ρ0 meson includes
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technique. At the last step to obtain the decay rate, the phase space integral has
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Chapter 1 Introduction
For the first time η′ decay to π+π−π+π− has been observed in 2014 at BESIII ex-
periment with the branching ratio of B(η′ → π+π−π+π−) = [8.53 ± 0.69(stat.) ±
0.64(syst.)]× 10−5 [4]. In 2012 Guo, Kubis, and Wirzba [3] based on a combination
of chiral perturbation theory and vector-meson dominance, predicted the branching
ratio of B(η′ → π+π−π+π−) = 1.0× 10−4. We use chiral theory of mesons presented
by Dr. Li [1], [2] to evaluate η′ decay to π+π−π+π−. We will review this theory in
chapter (2). This process had been evaluated by Dr. Li up to triangle diagrams and
the predicted results is B(η′ → π+π−π+π−) = 4.16 × 10−5. In this dissertation we
reproduce the triangle diagrams and then evaluate the box diagrams for this process.
At the end by adding the triangle and box diagrams together we predict branching
ratio of B(η′ → π+π−π+π−) = 8.73× 10−5. Clearly, the chiral meson theory that we
use in our study is in agreement with experimental data. This chiral meson theory
can be applied to any meson interaction, at the chiral level.
We start the introduction by describing the different type of particles which are
involved in this decay process. Then we explain classical symmetries and move on
to the axial (chiral) anomaly. We will see how loop calculations impose an axial
anomaly on the quantum field theory and how the axial anomaly is an unavoidable
phenomenon in quantum field theory. In the last section of the introduction we briefly
talk about different kind of loops that will be evaluate in our calculations.
1.1 Pseudoscalar and Vector Mesons
Quarks and leptons are considered as elementary fermionic particles which along with
elementary gauge bosons are the building blocks of our visible universe. We have six
different type of quarks which we present in three generations
1
u(2.2 Mev) c(1.28 GeV) t(173 GeV)
d(4.7 Mev) s(96 Mev) b(4.18 GeV)
For labeling these quarks we used abbreviations: u : up, d : dwon, c : charm, s :
strange, t : top and d : down and the superscripts are their masses. [5]. Each of these
quarks are called as flavor, so we have six flavors of quarks. We assign to each quark,
q, a baryonic charge of B = 1
3
. These three doublets are arranged such that the
quarks in first row have electric charge Q(u) = Q(c) = Q(t) = 2
3
e+ and the quarks in
the second row have electric charge of Q(d) = Q(s) = Q(b) = −1
3
e+, where e+ is the
electric charge of the positron. Quark masses increase by moving from left to right
between three generations. For each of these six quarks q, there is a corresponding
anti-quark, q̄, with equal mass and opposite charge.
Quarks are the constituents of hadrons. There are two different types of hadronic
particles. The first type is mesons which consist of a quark and an antiquark, qq̄, with
baryon number B = 0. The second types is baryons which consist of three quarks,
qqq with baryon number B = 1. Mesons are bosons while baryons are fermions.
To form light mesons we can combine three lightest quarks u, d and s with anti-
quarks ū, d̄ and s̄. The spin of the quark and antiquark can be parallel or antiparallel,
which base on addition of angular momentum 1
2
⊕ 1
2
there are four spin states for each
flavor state with S = 0 or S = 1. The lightest mesons have zero angular momentum
l = 0; therefore they correspond to the two total angular momentum states J = 0
and J = 1. If we want to evaluate the parity of mesons we should keep in mind that
Dirac particles and their antiparticles have opposite intrinsic parity. Thus, the parity
of mesons can be written as P = (−1)l+1. Based on the rotational and parity trans-
formations we can call two lightest groups of mesons pseudoscalar mesons (Jp = 0−)
and vector mesons(JP = 1−).
We expect to have nine pseudoscalar and nine vector mesons composed of u, d, s
flavors. In the language of group theory, if we assume three light quarks belong to the
2
fundamental representation of the SU(3) flavor group and three antiquarks belong to
the conjugate representation, we should have an octet and a singlet state
3⊗ 3 = 8 ⊕ 1. (1.1)
The psuedoscalar octet states are
K+
K0
 ,

π+
π0
π−
 ,
K̄0
K−
 , η
and the singlet state is η′. We expect the octet states transform between them-
selves under the SU(3) operators and not to mix with the singlet state. But this
is not the case due to the fact that SU(3) flavor symmetry is approximate because
ms > mu/d. The physical η and η
′ states are mixtures of these states.
The vector meson predictions of SU(3) flavor symmetry do not match physical
states very well and the neutral S = 0 octet state maximally mixes with the singlet
state. The nine physical vector mesons states are
K∗+
K∗0
 ,

ρ+
ρ0
ρ−
 ,
K̄∗0
K∗−
 , ω , φ
The masses of the pseudoscalar and vector mesons are written in the table below [5]
Table 1.1: Masses of pseudoscalar and vector mesons
Pseudoscalar Meson Mass (MeV) Vector Meson Mass (MeV)
π0 134.97 ρ0 775.26
π± 139.57 ρ± 775.26
K± 493.67 K∗± 891.66
K0/K̄0 497.61 K∗0/K̄∗0 895.81
η 547.86 ω 782.65
η′ 957.78 φ 1019.46
If SU(3) flavor symmetry were exact we would expect that all the mesons in
the octet had the same mass. But as we mentioned, SU(3) flavor symmetry is an
3
approximate because the three flavors have unequal masses (mu ≈ md < ms). As an
example, if we look at the pseudoscalars, K’s which contain one s quark and one u
or d quark, are heavier than π’s which are made up u and d quarks only. Another
feature is the mass difference between pseudoscalar and vector mesons. The ρ’s have
the same flavor content as the π’s but the ρ’s are much heavier than the π’s. The only
difference between pseudoscalar and vector mesons is the spin orientation of quarks
and antiquarks do the mass difference is related to the spin-spin interaction. It is
QCD version of hyperfine splitting in the hydrogen atom.
1.2 Classical Symmetires
All transformations which leave the action invariant (unchanged) are symmetry trans-
formations. These symmetry transformations can be applied to space-time or to the
field operators, which lead to space-time symmetry or internal symmetry, respec-
tively. Also, these transformations can be continuous or discrete. Invariance of the
action under such transformations means the Lagrangian density changes at most by
a total derivative. Symmetry properties of the Lagrangian (or action) is related to the
existence of conserved quantities. By Noether’s theorem: [6] any continues symmetry
corresponds to a conservation law. To be more specific let’s consider infinitesimal
transformation of field φ(x) which can be written
φ(x) −→ φ′(x) = φ(x) + δφ(x) = φ(x) + αF (φ(x)) (1.2)
where α is an infinitesimal parameter and F (φ(x)) is some field deformation. This
transformation is a symmetry transformation if it leaves the action invariant or at
most changes the action by a surface term. Under this condition we are assured that
equation of motion is invariant. Thus, the Lagrangian density can change up to a
total derivative.
L(φ)→ L(φ′) = L(φ) + α∆L(φ) = L(φ) + α∂µJ µ (1.3)
4
We can evaluate α∆L by field variation
α∆L = L(φ+ δφ)− L(φ) = ∂L
∂φ
αF (φ) +
∂L
∂(∂µφ)
∂µ(αF (φ))
= α∂µ
( ∂L
∂(∂µφ)
F (φ)
)
+ α
[∂L
∂φ
− ∂µ(
∂L
∂(∂µφ)
)
]
F (φ)
(1.4)
The second term in the above equation is zero by Euler Lagrange equation and
the first term should be equal to ∂µJ µ, therefore we have
∂µ
( ∂L
∂(∂µφ)
F (φ)
)
= ∂µJ µ (1.5)
and we can define conserved current jµ as:
jµ =
∂L
∂(∂µφ)
F (φ)− J µ; where ∂µjµ = 0 (1.6)
According to the above equation for each continues symmetry transformation,
there is conserve current.
Now if we consider QED Lagrangian
LQED = ψ̄(x)(i/∂ −m+ e /A)ψ(x)−
1
4
F µνFµν (1.7)
with applying Euler-Lagrange equation for ψ and ψ̄ we can get equation of mo-
tions:
(i/∂ −m+ e /A)ψ(x) = 0 (1.8)
ψ̄(x)(i
←−
/∂ +m− e /A) = 0 (1.9)
now based on the different fermion bilinears we can form the currents
vector jµ(x) = ψ̄(x)γµψ(x) (1.10)
axial vector j5µ(x) = ψ̄(x)γµγ
5ψ(x) (1.11)
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pseudoscalar P = ψ̄(x)γ5ψ(x) (1.12)
if we evaluate divergence of the above currents we have:
∂µjµ = 0 (1.13)
and
∂µj5µ = 2imP (1.14)
As we can see vector current (jµ) is always conserve but axial current (jµ5 ) is con-
served only if m = 0. Thus, if we consider m = 0 with the use of linear combinations
of vector and axial vector currents we can form the conserved currents:
jµL = ψ̄γ
µ(
1− γ5
2
)ψ (1.15)
jµR = ψ̄γ
µ(
1 + γ5
2
)ψ (1.16)
which jµL and j
µ
R are electric current densities of left-handed and right-handed
particles and they are separately conserved.
1.3 Axial Anomaly
In this section we follow mainly the references [7], [8], [9], [10], [11], [12] and [13].
In quantum field theory we define Green functions as the vacuum expectation
value of the time ordered product of the field operators. Classical conservation laws
of the current induce relations between Green functions, called Ward identities. In a
renormalizable theory, cancelation of divergences from different sectors of the theory
are guaranteed by the Ward identities. This is the importance of the Ward identities.
To start let’s consider the Green function of jµ and some other operators Oi:
〈0|Tjµ(x)O1(y1)...On(yn)|0〉 (1.17)
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The above equation has (n+ 1)! terms, or better to say there are (n+ 1)! different
ways to put the operators in time order. We can do this by using the θ-function. In
each term we have n θ-functions. By differentiating the above equation we have:
∂xµ〈0|Tjµ(x)O1(y1)...On(yn)|0〉 = 〈0|T∂xµjµ(x)O1(y1)...On(yn)|0〉+
+
i=n∑
i=1
〈0|T [j0(x), Oi(yi)]δ(x0 − y0)O1..O(i−1)O(i+1)...On|0〉,
(1.18)
where the commutators in the second term are due to differentiation of the θ-
functions. Now, to obtain the Ward identity, it is enough to plug the classical con-
servation law of current in the first term and canonical algebra for the commutator
in the second term. To have a renormalizable quantum field theory such a relation
between the green functions must hold.
As an example of a Ward identity let’s consider the 3-point function
τµ(x, y, z) = 〈0|Tjµ(z)ψ(x)ψ̄(y)|0〉 (1.19)
by differentiating the above equation we have
∂zµτ
µ(x, y, z) =∂zµ〈0|Tjµ(z)ψ(x)ψ̄(y)|0〉 =
〈0|∂zµTjµ(z)ψ(x)ψ̄(y)|0〉+ 〈0|T [j0(z), ψ(x)]δ(z0 − x0)ψ̄(y)|0〉+
+ 〈0|Tψ(x)[j0(z), ψ̄(y)]δ(z0 − y0)|0〉
(1.20)
with the use of equal time anti-commutation relations for the fermionic field op-
erators
{ψα(x), ψ†β(y)} = δαβδ
3(~x− ~y) (1.21)
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the commutators in the above equation would be:
[j0(z), ψ(x)]δ(z0 − x0) = [ψ†(z)ψ(z), ψ(x)]δ(z0 − x0)
= −{ψ(x), ψ†(z)}ψ(z)δ(z0 − x0) = −ψ(z)δ4(z − x)
(1.22)
[j0(z), ψ̄(y)]δ(z0 − y0) = [ψ†(z)ψ(z), ψ̄(y)]δ(z0 − y0)
= ψ†(z){ψ(z), ψ̄(y)}δ(z0 − y0) = ψ̄(z)δ4(z − x)
(1.23)
with plugging the above commutation relations and using the vector current con-
servation (1.13) we have
∂zµτ
µ(x, y, z) = ∂zµ〈0|Tjµ(z)ψ(x)ψ̄(y)|0〉
= −〈0|Tψ(z)ψ̄(y)|0〉δ4(z − x) + 〈0|Tψ(x)ψ̄(z)|0〉δ4(z − y)
= −iSF (z − y)δ4(z − x) + iSF (x− z)δ4(z − y)
(1.24)
where SF represents fermionic propagator. We Fourier transform the above equa-
tion to momentum space to obtain
(pµ − p′µ)τµ(p, p′) = SF (p)− SF (p′), (1.25)
by considering amputated vertex function
Γµ(p, p′) := − τ
µ(p, p′)
SF (p′)SF (p)
. (1.26)
Ward-Takahashi’s identity can be written as
(pµ − p′µ)Γµ(p, p′) = S−1F (p)− S
−1
F (p
′) (1.27)
In the limit p′ → p
Γµ(p, p′) =
S−1F (p)− S
−1
F (p
′)
pµ − p′µ
p′→p
=
∂
∂pµ
S−1F (p) (1.28)
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The above Ward identity shows the relation among vertex and fermionic propa-
gators [14], [15].
To see how an anomaly arises in quantum field theory, let’s establish the Ward
identity for two Green functions
〈0|Tjµ(x)jν(y)j5λ(z)|0〉 (1.29)
which is corresponds to the triangle Feynman diagrams (all Feynman diagrams in
this dissertation have been drawn with the use of [16])
Tµνλ: γλγ5
γµ
γν
q
p
p− k1
p− q
k1
k2
γλγ5
γµ
γν
q
p
p
−
k
2
p− q
k
2
k 1
Figure 1.1: Tµνλ triangle diagram
and the second one is
〈0|Tjµ(x)jν(y)P (z)|0〉 (1.30)
with triangle diagrams
Tµν :
γ5
γµ
γν
q
p
p− k1
p− q
k1
k2
γ5
γµ
γν
q
p
p
−
k
2
p− q
k
2
k 1
Figure 1.2: Tµν triangle diagram
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where jµ, j
5
µ and P (z) are defined in Eq.s (1.10)-()1.12), repectively. In momentum
space we define
Tµνλ(k1, k2, q) := i
∫
d4xd4yd4z eik1x+ik2y−iqz 〈0|Tjµ(x)jν(y)j5λ(z)|0〉 (1.31)
Tµν(k1, k2, q) := i
∫
d4xd4yd4z eik1x+ik2y−iqz 〈0|Tjµ(x)jν(y)P (z)|0〉 (1.32)
In the above equations we have q = k1+k2 due to energy-momentum conservation.
As we said, the Ward identity induces relations between Green functions through
classical conservation laws of currents. Therefore, let’s differentiate equation (1.32).
In momentum space with the use of partial integration we have
∫
d4xd4yd4z eik1x+ik2y−iqz ∂λz 〈0|Tjµ(x)jν(y)j5λ(z)|0〉 = qλTµνλ (1.33)
Differentiation of Green functions can be evaluated from formula (1.18). For the
commutators, analogous to the Eq.’s (1.22) and (1.23) we have
[j50(z) , jµ(x)]δ(x0 − z0) =(
ψ†(z)γ5{ψ(z), ψ̄(x)}γµψ(x)− ψ̄(x)γµ{ψ†(z), ψ(x)}γ5ψ(x)
)
δ(x0 − z0)
= 0
(1.34)
Thus, Eq(1.33) can be written as
qλTµνλ =
∫
d4xd4yd4z eik1x+ik2y−iqz 〈0|Tjµ(x)jν(y)∂λz j5λ(z)|0〉. (1.35)
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If we substitute Eq(1.14) for the divergence of the classical axial current we obtain
qλTµνλ =
∫
d4xd4yd4z eik1x+ik2y−iqz 〈0|Tjµ(x)jν(y)P (z)|0〉 =
= 2mTµν
(1.36)
The above equation is the axial Ward identity (AWI). Now if we repeat the above
steps and differentiate Eq.(1.32) with respect to x or y and then use the classical
vector current conservation Eq.(1.13), we have
kµ1Tµνλ = k
ν
2Tµνλ = 0 (1.37)
The above equation is called vector Ward identity (VWI).
To see how anomaly arises we evaluate the lowest order contribution to Tµνλ and
Tµν which is depicted by the triangle Feynman diagrams in figures (1.1) and (1.2).
Tµνλ = i
∫
d4p
(2π)4
(−) tr i
/p−m
γλγ5
i
/p− /q −m
γν
i
/p− /k1 −m
γµ
+
(
k1 ←→ k2
µ←→ ν
) (1.38)
Tµν = i
∫
d4p
(2π)4
(−) tr i
/p−m
γ5
i
/p− /q −m
γν
i
/p− /k1 −m
γµ
+
(
k1 ←→ k2
µ←→ ν
)
.
(1.39)
for checking the Ward identity we use the relation
/qγ5 = γ5(/p− /q −m) + (/p−m)γ5 + 2mγ5. (1.40)
If we multiply Tµνλ by q
λ and using the above relation we obtain the AWI
qλTµνλ = 2mTµν +R
1
µν +R
2
µν (1.41)
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in which R1µν and R
2
µν are
R1µν =
∫
d4p
(2π)4
tr
[
1
/p− /k2 −m
γ5γν
1
/p− /q −m
γµ
− 1
/p−m
γ5γν
1
/p− /k1 −m
γµ
] (1.42)
R2µν =
∫
d4p
(2π)4
tr
[
1
/p− /k1 −m
γ5γµ
1
/p− /q −m
γν
− 1
/p−m
γ5γµ
1
/p− /k2 −m
γν
] (1.43)
Now if we compare two relations that we have for the AWI, equations (1.36) and
(1.41), we will see that there are two extra terms in the latter equation. Thus, to
satisfy AWI we should have
R1µν , R
2
µν → 0 (1.44)
At the first glance it looks that the two integrals in R1µν cancel out each other if in
the first integral we shift the variable p→ p + k2. Similarly if in the first integral of
R2µν we shift the integration variable, p → p + k1, the two integrals cancel out other
and the AWI is satisfied. But this is not true because both of the integrals in R1µν and
R2µν are linearly divergent. In linearly divergent integrals we are not allowed to shift
the integration variable. Also, we should pay attention that the quadratic divergent
terms disappear after evaluating the trace because of formula
εµναβp
αpβ = 0 (1.45)
To understand the anomaly better let’s take a look at the linear divergent integrals
with more detail. We start with the 1-dimensional integral.
∆(a) =
∫ ∞
−∞
dx[f(x+ a)− f(x)] (1.46)
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To investigate the effect of shifting let’s expand the above intergral
∆(a) =
∫ ∞
−∞
dx[af ′(x) +
a2
2!
f ′′(x) + ....]
= a[f(∞)− f(−∞)] + a
2
2!
[f ′(∞)− f ′(−∞)] + ....
(1.47)
Now if the integral
∫ ∞
−∞
dxf(x) (1.48)
is convergent or at most logarithmically divergent then f(±∞) = f ′(±∞) = .... =
0 and thus, ∆(a) = 0. In this case, in the first integral of (1.46) we are allowed to shift
the integration variable, x→ x−a. But, if the integral (1.48) is linear divergent then
we have f(±∞) 6= 0 and f ′(±∞) = f ′′(±∞) = .... = 0, which shows the possibility
of creation of a surface term by the integrand
∆(a) = a[f(∞)− f(−∞)] 6= 0 (1.49)
It is strightforward to generalize the the above example to n-dimensional Euclidean
space
∆(a) =
∫
dnx[f(x+ a)− f(x)]
=
∫
dnx[aµ∂µf(x) + a
µaν∂µ∂νf(x) + .....]
(1.50)
Applying Gauss theorem, we see that all the terms in the above integral are zero
except the first term which produces a surface term
∆(a) = aµ lim
R→∞
Rµ
R
Sn−1(R)f(R) (1.51)
In the above equation, Sn−1(R) is the surface area of the (n − 1)-dimensional
sphere of radius R. In the case of n=4 we have
S3(R) = 2π2R3 (1.52)
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For 4-dimensional Minkowski space we should substitute x0 → ix0 and the formula
(1.51) would be
∆(a) = i2π2aµ lim
R→∞
RµR
2f(R) (1.53)
It is time to apply the above formula on Rµν1 and R
µν
2 . As we said R
µν
1 has the
form
Rµν1 =
∫
d4p
(2π)4
[
f(p− k2)− f(p)
]
(1.54)
which based on the formula (1.53) is equal to
Rµν1 = i2π
2(kλ2 ) lim
p→∞
pλp
2tr
(/p−m)γ5γν(/p− /k1 +m)γµ
(2π)4[p2 −m2][(p− k)2 −m2]
(1.55)
From trace technology, we know that the axial trace of 1, 2 or 3 γ’s are zero, but
the axial trace of 4 γ’s is equal to
tr γ5γαγβγµγν = 4i εαβµν (1.56)
Hence the only non-zero term in the trace is the term proportional to /p /k1 which
leads to
R1µν =
1
2π2
εβναµk
α
1 k
λ
2 lim
p→∞
pλp
β
p2
(1.57)
by using the formula
lim
p→∞
pλpβ
p2
=
gλβ
4
(1.58)
we can rewrite above equation
R1µν = −
1
8π2
εµναβk
α
1 k
β
2 (1.59)
Analogously for R2µν we have
R2µν =
∫
d4p
(2π)4
[
f(p− k1)− f(p)
]
(1.60)
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If we compare the formula (1.42) with (1.43) it can be seen that, R2µν = R
1
µν
(
k1 ←→ k2
µ←→ ν
)
,
which leads to the same result
R2µν = −
1
8π2
εµναβk
α
1 k
β
2 (1.61)
If we plug R1µν and R
2
µν into equation (1.41) we obtain the AWI
qλTµνλ = 2mTµν −
1
4π2
εµναβk
α
1 k
β
2 (1.62)
By comparing the above equation with Eq(1.41) we can see that we have two
different results for the AWI.
Before investigating this inconsistency, let’s consider Tµν . It is clear that the two
integrals are convergent. Terms which look linear and logarithmic divergent would
vanish due to equation (1.45) and the fact that the axial trace of an odd number of
γ’s is zero (in this case 5 γ’s).
To investigate this issue in more detail, let’s get back to the traingle Feynman
diagrams (Figs.(1.1),(1.2)) again, and remind ourselves that we are free to choose
the momentum which runs in loop. We can shift the momentum by an arbitrary
amount. But, by applying this shift the linear divergent integral, which is not uniquely
defined, changes its value when it is regularized like what we did here. Let’s shift the
momentum p, in the loop by some constant
p→ p+ a (1.63)
where
a = αk1 + (α− β)k2. (1.64)
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where α and β are arbitrary constants. To see the effect of this shifting, we
evaluate the difference of the amplitudes
∆µνλ(a) = Tµνλ(a) − Tµνλ(0) =
−
∫
d4p
(2π)4
[
tr
1
/p+ /a−m
γλγ5
1
/p+ /a− /q −m
γν
1
/p+ /a− /k1 −m
γµ
− tr 1
/p−m
γλγ5
1
/p+ /q −m
γν
1
/p− /k1 −m
γµ
]
+
(
k1 ←→ k2
µ←→ ν
)
=: ∆1µνλ + ∆
2
µνλ
(1.65)
we regularize the linear divergent integral by applying equation(1.53)
∆1µνλ = (−)
∫
d4p
(2π)4
aτ
∂
∂pτ
tr
[ 1
/p−m
γλγ5
1
/p− /q −m
γν
1
/p− /k1 −m
γµ
]
= −i2π2aτ lim
p→∞
p2pτ
(2π)4
tr
1
/p−m
γλγ5
1
/p− /q −m
γν
1
/p− /k1 −m
γµ
(1.66)
In the limit of p→∞ and with the use of formulas (1.56) and (1.58) we have
∆1µνλ =
−i2π2aτ
(2π)4
limp→∞ p
2pτ tr(γαγλγ5γβγνγδγµ)p
αpβpδ
p6
=
−i2π2aτ
(2π)4
lim
p→∞
pτp
α
p2
4iεµνλα
= − 1
8π2
εµνλαa
α
(1.67)
we can obtain ∆2µνλ by exchanging k1 ↔ k2 and µ ↔ ν in ∆1µνλ. Hence, for
equation (1.64) we have
∆µνλ = ∆
1
µνλ + ∆
2
µνλ = −
β
8π2
εµνλα(k1 − k2)α (1.68)
As we can see in the above formula, the linear divergent integral Tµνλ, has an
ambiguity in its definition. We can rewrite equation (1.64)
Tµνλ(a) = Tµνλ(0) + ∆µνλ(a) (1.69)
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to have the AWI it is enough to multiply the above equation by qλ
qλTµνλ(β) = 2mTµν −
1− β
4π2
εµναβk
α
1 k
β
2 (1.70)
In the next step let’s evaluate the VWI (Eq.1.37). Multiplying equation (1.38) by
kµ1 , we have
kµ1Tµνλ = −
∫
d4p
(2π)4
[
tr
1
/p−m
γλγ5
1
/p− /q −m
γν
1
/p− /k1 −m
/k1
− 1
/p−m
γλγ5
1
/p− /q −m
/k1
1
/p− /k2 −m
γν
] (1.71)
Using
/k1 = (/p−m)− [/p+ /k1 −m]
= [/p+ /k2 −m] − [/p+ /q −m]
(1.72)
we can simplify kµ1Tµνλ as
kµ1Tµνλ = −
∫
d4p
(2π)4
tr
[
γλγ5
1
/p− /q −m
γν
1
/p− /k1 −m
− γλγ5
1
/p− /k2 −m
γν
1
/p−m
]
=: −
∫
d4p
(2π)4
[
f(p− k1)− f(p)
] (1.73)
The right-hand side of the above equation is linearly divergent, which can be
regularized to a surface term by equation (1.53)
kµ1Tµνλ(0) =
kτ1
(2π)4
∫
d4p
∂
∂pτ
(
trγλγ5
1
/p− /k2 −m
γν
1
/p−m
)
=
kτ1
(2π)4
2iπ2 lim
p→∞
pτ
p2
tr(γ5γλγβγνγα)k
β
2 p
α
(1.74)
Using equations (1.56) and (1.58) we have
kµ1Tµνλ(0) =
1
8π2
εβναλk
α
1 k
β
2 (1.75)
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Thus, the unshifted VWI (a = 0) is not satisfied. If we consider the shifted
amplitude (Eq. (1.69)), the VWI has an anomalous term which is non-zero if β 6= 0
kµ1Tµνλ(β) =
1 + β
8π2
ενλαβk
α
1 k
β
2 (1.76)
Now if we look at the AWI (1.70) and VWI (1.76) we can see that there is no value
for β such that the VWI and AWI could be satisfied simultaneously. On the other
hand if the VWI is satisfied, the AWI is anomalous or vice versa. So, the existence
of an anomaly is unavoidable.
As an example if β = −1, then the VWI is fulfilled (preferable for gauge invari-
ance) and the AWI is anomalous
kµ1Tµνλ = 0 (1.77)
qλTµνλ = 2mTµν + Aµν (1.78)
where Aµν is called Adler-Bardeen-Jackiw (ABJ) anomaly [17], [18]
Aµν = −
1
2π2
εµναβk
α
1 k
β
2 , (1.79)
or if we choose β = −1, the AWI is satisfied
qλTµνλ = 2mTµν (1.80)
and the VWI is anomalous
kµ1Tµνλ = −
1
2
Aνλ (1.81)
If we choose β = 1
3
the AWI and VWI are both anomalous.
kµ1Tµνλ = −
1
3
Aνλ (1.82)
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qλTµνλ = 2mTµν +
1
3
Aµν . (1.83)
It turns out that there is no anomaly for the Ward identity of the Green function
〈0|V V V |0〉, but Ward identity of 〈0|AAA|0〉 is anomalous. For this reason and also to
keeping gauge invariance, we usually associate the anomaly to the axial vector current
and regularize the linear divergent amplitude in such a way that the VWI is satisfied
and the AWI is anomalous(ABJ anomaly). Considering this case, let’s return to the
equation (1.35) and investigate what was wrong in our calculation. When we were
integrating by parts, we completely neglected the fact that the Green function is a
singular quantity and it needs to be regularized. This regularization creates a surface
term, which has been neglected. Hence, we need to modify the classical divergence
of the axial current
∂µj5µ = 2imP + A (1.84)
where A is the ABJ anomaly
A =
e2
16π2
εµναλF
µνFαβ (1.85)
Thus, the ABJ anomaly does not exit in the pre-quantized classical field theory.
Both of the equations (1.79) and (1.85) are equivalent, which can be checked by
evaluating expectation value of two external photons with momentums k1 and k2 and
polarization vectors ε1 and ε2.
As we can see from equations (1.79) and (1.85), the anomaly is mass independent
and even in the massless fermion theories, there is an anomalous term. Adler and
Bardeen has been proved that higher order radiative corrections do not have any
effect on the chiral anaomaly [19]. To obtain the chiral anomaly it is enough to
evaluate the triangle diagram, and higher order radiative corrections just renormalize
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the fields and charges. This is true for QED and QCD but for the other theories,
the Adler-Bardeen theorem should be verified [20], [21].
Beside the method of regularization which we used in this section, Pauli-Villars
regularization [22] and n-dimensional ’t Hooft-Veltman regularization [23] are two
other useful and more applicable techniques of regularization. Both of these methods
are such that VWI is satisfied and AWI is anomalous. We will explain n-dimensional
’t Hooft-Veltman regularization in chapter three (3.3).
At the end we should emphasize on the point that the value of the linearly diver-
gent integral is not uniquely defined, even after regularization. Different methods of
regularization will lead to the different results.
1.4 Loop Diagrams for η′ → π+π−π+π−
To evaluate the η′ → π+π−π+π− decay rete we need a meson theory which enables
us to calculate different interactions between mesons. Such a meson theory has been
constructed in two papers “Chiral theory of mesons”( [1], [2]) by Bing An Li. We
briefly review this theory in the next chapter. By using this theory we are able
to derive the vertex function of mesons and quarks, L(m qq̄). Having these vertex
functions enables us to form the appropriate quark loops for any meson interaction.
In this theory there is no kinetic term for mesons but the mesons gain their kinetic
term from the quark loops. Thus, we can only form only up to one quark loop. We
will talk about this characteristic of the theory in more details in the next chapter.
It is well known that at low energy, chiral Lagrangians are dominated by the vector
meson resonance contribution. [24], [25], [26], [27]. Therefore, ρ0 mesons should be
included as a resonance particle in the η′ → π+π−π+π− process. There are two
different types of diagrams in which ρ0 mesons can be inserted in the resonance
condition:
1) Triangle diagrams : In triangle diagrams, η′ decays to two resonance ρ0
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mesons through a quark loop and then each of the ρ0 meson decays to π+π−. This
process can be depicted by a Feynman diagram of the form
η′
π+
π−
π+
π−
q
q
q
ρ0
ρ0
Figure 1.3: Triangle diagram
2) Box diagrams: In this case η′ decays to π+π−ρ0 through a box quark loop
and then the ρ0 meson decays to π+π−. We should emphasize that because of the ρ
meson resonance, box diagrams can not be ignored and as we will see box diagrams
have a significant contribution to the final decay rate. A general box diagram is
shown in Fig(1.4)
η′
π+
π−
π+
π−
q q
qq
ρ0
Figure 1.4: Box diagram
To evaluate the decay rate of η′ through the above Feynman diagrams we need
the vertex functions Lη′qq, Lρqq, Lπqq and Lρππ, which will be obtained in the next
chapter.
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Chapter 2 Chiral Theory of Meson
In this chapter we will briefly review the chiral meson theory [1], [2] which is used
in this dissertation to evaluate the decay of η′ to π+π−π+π−. In reference [1] a
U(2)L×U(2)R chiral theory of pseudoscalar, vector, and axial vector mesons has been
studied and results are in good agreement with the phenomenology of pseudoscalar,
vector and axial vector mesons made of u and d quarks.
In reference [2] the chiral theory of mesons has been extended to include strangeness
with U(3)L × U(3)R. Both of these theories have been studied at the tree level, and
in the chiral limit theoretical results are in good agreement with the experimental
data.
As we will see, in the chiral limit there are only two parameters fπ and g. The
theory is successful for all meson processes, and theoretical and results are in good
agreement with the experimental data. In the two following sections we will briefly
review these papers.
2.1 U(2)L × U(2)R Chiral Theory of Mesons
In this section we briefly review the U(2)L × U(2)R chiral theory of mesons [1]. In
this theory only two lightest quarks, u and d quarks, are considered and we don’t
need to be concerned about the decay modes which are suppressed by the Okubo,
Zweig and Iizuka (OZI) rule [28], [29], [30]. Based on the U(2)L × U(2)R chiral
symmetry and minimal coupling, we can write an effective meson theory which consist
of pseudoscalar mesons (pions and u and d quark components of η), vector mesons
(ρ and ω), axial-vector mesons (a1 and f1(1285)), quarks, leptons, the photon, and
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W bosons. The Lagrangian of this theory is
L =ψ̄(x)[iγ · ∂ + γ · ν + e0Qγ · A+ γ · aγ5 −mu(x)]ψ(x) +
1
2
m20(ρ
µ
i ρµi + w
µwµ + a
µ
i aiµ + f
µfµ)
+ ψ̄(x)Lgwγ ·Wψ(x)L + LEM + LW + Llepton,
(2.1)
in which νµ = τiρ
i
µ + ωµ and aµ = τia
i
µ + fµ, where τi (i = 1, 2, 3) are the
first three Gell-Mann matrices, and Aµ is the photon field, and ψ(x) =
(
u(x)
d(x)
)
, and Q is the electric charge of u and d quarks, Q = τ3
2
+ 1
6
, W iµ is the W boson,
u = exp{iγ5(τiπi + η)} and m is a parameter. We can rewrite u as:
u =
1
2
(1 + γ5)U +
1
2
(1− γ5)U † (2.2)
where U is defined as U = exp{i(τiπi+η)}. As we can see there is no kinetic term
for mesons in the above Lagrangian. Since mesons are non-perturbative solutions,
bound state solutions, of QCD. Therefor the kinetic term of mesons fields is produced
by quark loops. With the path integral method we can integrate out the quark fields,
which are regulated by the Schwinger proper time method [31] [32]
exp
{
i
∫
d4xLM
}
=
∫
[dψ][dψ̄] exp
{
i
∫
d4xL
}
(2.3)
In the above equation LM is the effective Lagrangian of the mesons. We can
integrate the above equation in Euclidean space:
LML = ln det D; where D = γ · ∂ − iγ · ν − iγ · aγ5 +mu (2.4)
LML has two parts:
LML = LRe + LIm, (2.5)
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where
LRe =
1
2
ln det (D†D), (2.6)
LIm =
1
2
ln det (
D
D†
). (2.7)
Processes with normal parity are described by LRe and processes with abnormal
parity are described by LIm.
With reference to Schwinger’s proper time method [31] and inserting a complete
set of plane waves, and using of dimensional regularization, LRe to the fourth order
in covariant derivatives in Minkowski space is
LRe =
Nc
(4π)2
m2
D
4
Γ(2− D
2
)TrDµUD
µU† − 1
3
Nc
(4π)2
D
4
Γ(2− D
2
){2ωµνωµν + Tr ρµνρµν + 2fµνfµν + Tr aµνaµν}
+
i
2
Nc
(4π)2
Tr{DµUDνU† +DµU†DνU}ρµν
+
i
2
Nc
(4π)2
Tr{DµU†DνU −DµUDνU†}aµν +
Nc
6(4π)2
Tr{DµDνUDµDνU†}
− Nc
12(4π)2
Tr{DµUDµU†DνUDνU† +DµU†DµUDνU†DνU −DµUDνU†DµUDνU†}
+
1
2
m20(ωµω
µ + ρiµρ
iµ + aiµa
iµ + fµf
µ),
(2.8)
in which Nc is the number of quarks colors and
DµU =∂µU − i[ρµ, U ] + i{aµ, U},
DµU
† =∂µU
† − i[ρµ, U †]− i{aµ, U †},
ωµν =∂µων − ∂νωµ,
fµν =∂µfν − ∂µfν ,
ρµν =∂µρν − ∂νρµ − i[ρµ, ρν ]− i[aµ, aν ],
aµν =∂µaν − ∂νaµ − i[aµ, ρν ]− i[ρµ, aν ],
DµDνU =∂µ(DνU)− i[ρµ, DνU ] + i{aµ, DνU},
DµDνU
† =∂µ(DνU
†)− i[ρµ, DνU †]− i{aµ, DνU †}
(2.9)
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Because of the correspondance between the regularization scheme in the U(2)L×
U(2)R chiral theory of mesons [1] and Ref. [32], by transforming the formalism of
Ref. [32] to Minkowski space we can see that, except for the mass term, equation
(2.8) is the same as the one given in ref [32]. On the other hand in the formalism of
Ref. [32] there is no mass term for ρ, ω, a1 and f1 mesons. As we can see equation (2.8)
contains a kinetic term for mesons and this Lagrangian is the complete Lagrangian
for mesons.
As we said, processes with abnormal parity would be described by the imaginary
Lagrangian Eq.(2.7). Following Ref. [33], LIm has been evaluated in the U(2)L×U(2)R
chiral theory of mesons. In this way LIm has been evaluated without the vector and
axial-vector fields and then these fields can be added to LIm by requiring gauge
invariance. Differentiating equation (2.7), inserting a complete set of plane waves,
and introducing a new parameter τ , the expression of LIm will have the form of the
Wess-Zumino Lagrangian introduced by Witten [33]:
LIm =
iNc
240π2
∫
d5x εµναβλ Tr ∂µUU
† ∂νUU
† ∂αUU
† ∂βUU
† ∂λUU
†. (2.10)
As mentioned in Ref. [33], Minkowski space is the boundary of the five dimen-
sional disk in the above integral, and the vector and axial-fields can be added to the
Lagrangian by trial and error. We should keep in mind that both LRe and LIm have
been derived from the same Lagrangian (2.1).
Defining Physical Meson Fields
It is obvious that Equation (2.8) has divergences. The theory presented in U(2)L ×
U(2)R chiral theory of mesons [1] is an effective theory and is not renormalizable. To
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build a physical effective theory, a cutoff will be introduced. We consider
F 2
16
=
Nc
(4π)2
m2
D
4
Γ(2− D
2
) (2.11)
g2 =
8
3
Nc
(4π)2
D
4
=
1
6
F 2
m2
(2.12)
To normalize the kinetic term and write it in the standard form we define the
physical meson fields:
π → 2
fπ
π, η → 2
fη
η
ρ→ 1
g
ρ, ω → 1
g
ω
(2.13)
where fπ is the pion decay constant and fη is the η decay constant. In the chiral
limit we consider fπ = fη. With the use of new physical fields we can define the
physical masses of ρ and ω mesons
m2ρ = m
2
ω =
1
g2
m20 (2.14)
By a similar transformation for axial vector fields we have
aiµ →
1
g
aiµ, fµ →
1
g
fµ. (2.15)
If we look at Eq.(2.8) we can see that there are other factors in the normalization
of the axial-vector fields. In the first term of Eq.(2.8) there is mixing between aiµ and
∂µπ
i, fµ and ∂µη. In the chiral limit the mixing is
F 2
2g
∂µπia
µ
i (2.16)
With the use of the transformation
aiµ → aiµ − c∂µπi (2.17)
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we can cancel the mixing term, where c is defined as
c =
F 2
2g
msρ2 +
F 2
g2
. (2.18)
In the first term of Eq.(2.8) there is another mixing between fµ and ∂µη
F 2
2g
∂µηf
µ (2.19)
which with the use of the same transformation we can cancel the mixing,
fµ → fµ − c∂µη. (2.20)
The coefficient c in the above formula is the same as Eq.(2.18). For the axial
vector mesons there is another contribution in equation (2.8) for normalization of aiµ
and fµ. From the fifth term in the equation (2.8) we have
Nc
6(4π)2
TrDµDνUD
µDνU †. (2.21)
From the above expression we can derive the other term in the normalization of
aiµ, which in the chiral limit is
1
8π2g2
(∂µa
i
ν − ∂νaiµ)(∂µaiν − ∂νaiµ) (2.22)
The physical aiµ term can be found by combining this term with equation (2.17)
and kinetic term of aiµ in equation(2.8)
aiµ →
1
g
(
1− 1
2π2g2
)− 1
2aiµ −
c
g
∂µπ
i (2.23)
By the similar calculations fµ can be found
fµ →
1
g
(
1− 1
2π2g2
)− 1
2fµ −
c
g
∂µη. (2.24)
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Now as we can see because of Eqs. (2.16) and (2.20)), the kinetic term of π and η
needs another modification. To keep the kinetic term of pions in the standard from
we should have
F 2
8
(
1− 2c
g
)2
+
1
2
m2ρc
2 =
f 2π
8
. (2.25)
We can rewrite equations (2.25) and (2.18) as
c =
f 2π
2gm2ρ
(2.26)
F 2
f 2π
(
1− 2c
g
)
= 1. (2.27)
From the above equations it is obvious that there are three parameters in the
chiral limit which can be chosen as g, fπ and mρ. We can consider fπ and mρ as an
input and choose
g = 0.395. (2.28)
g is a universal coupling in this theory and all the couplings of physical processes
of normal or abnormal parity are determined by g and c. Note that based on Eq.(2.26)
c is function of g, fπ and mρ.
Vector Meson Dominance (VMD)
Vector Meson Dominance (VMD) can be derived from equation (2.1). In the works
which have been done before this paper [34] the Nambu-Jona-Lasinio [35] Lagrangian
and nonlinear sigma model [36], [37] were used to simulate and unify many properties
of VMD. The Lagrangian of the U(2)L × U(2)R chiral theory of mesons is different
from the mentioned references. If we look back to equation (2.1) we can see the
28
except for the kinetic term of the photon, vector meson and photon always appear in
the form
1
g
ρ0µ +
1
2
eAµ and
1
g
ωµ +
1
6
eAµ. (2.29)
From the above equation it is easy to see that interaction of the photon with other
fields can be found from the interaction of ρ0 and ω with the substitution
ρ→ 1
2
egAµ,
ω → 1
6
egAµ.
(2.30)
Now the photon field can be combined with other meson fields in equation(2.8)
through the ρ and ω meson kinetic terms
− 1
4
(
∂µ
(
ρ0ν +
1
2
e0gAν
)
− ∂ν
(
ρ0µ +
1
2
e0gAµ
))2
,
− 1
4
(
∂µ
(
ων +
1
2
e0gAν
)
− ∂ν
(
ωµ +
1
2
e0gAµ
))2
.
(2.31)
To write the kinetic term of the photon field in the standard from we need to
redefine the photon field and the charge
Aµ →
(
1 +
5e20g
2
18
)− 1
2Aµ, e0 → e
(
1 +
5e20g
2
18
) 1
2 ,
e0Aµ → eAµ.
(2.32)
Now with the use of equation (2.31) we can find the coupling between vector
mesons and photon
−1
2
e
fρ
Fµν(∂µρν − ∂νρµ),
−1
2
e
fω
Fµν(∂µων − ∂νωµ),
(2.33)
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in which
1
fρ
=
1
2
g,
1
fω
=
1
6
g. (2.34)
The photon-vector meson coupling derived in equation (2.33) is the same as Refer-
ence [38]. As we know there are also interactions between ρ and ω and other mesons.
We can write these interactions in a general Lorentz invariant form of
ρiµjµi + ω
µjωµ . (2.35)
Thus, beside the direct coupling of the photon to ρ and ω, with the use of equations
(2.30) and (2.34) we can write the other interaction of photon with mesons
e
fρ
Aµj0µ +
e
fω
Aµjωµ (2.36)
Therefore by summing up the above equation with equation (2.33) we can find
expression of VMD
e
fρ
{
− 1
2
F µν(∂µρ
0
ν − ∂νρ0µ) + Aµj0µ
}
,
e
fω
{
− 1
2
F µν(∂µω
0
ν − ∂νω0µ) + Aµjωµ
}
.
(2.37)
The first equation above is the same as the equation proposed by Sakurai for
VMD [39].
2.1.1 Three different ways to evaluate effective Lagrangian of Mesons
Here we should emphasize that in this theory there are three ways to evaluate the
effective Lagrangian of mesons. The first way which we already talked about it is
using the Schwinger proper time method which led to LRe in equation (2.8).
However we can study the same problem with starting from the original La-
grangian, equation (2.1), just by calculating the quark loops. If we consider the origi-
nal Lagrangian with the physical meson field substituted, equations (2.13), (2.23) and
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(2.24), we can the find vertex function Lmqq, of mesons and quarks. Now by having
these vertex functions in our hand we can form the S−matrix for meson interactions.
As we have mentioned before in equation (2.1), there is no kinetic term for mesons
and thus we can not form any meson propagator in this approach. Therefore, for any
interaction we can draw Feynman diagrams with one quark loop only. We will apply
this approach in evaluating η′ sdecay to 4π′s.
Now as we explained above we can write the Lρqq and Lπqq as
Lρqq =
1
g
ρiµ(x)ψ̄(x)γµτ
iψ(x) (2.38)
Lπqq =− im
2
fπ
πi(x)ψ̄(x)γ5τ iψ(x)− c
g
2
fπ
∂µπ
i(x)ψ̄(x)γµγ5τ iψ(x)
= L(I)πqq + L(II)πqq .
(2.39)
In the above equation the derivative of the pion field comes from equation (2.23).
The third way of evaluating meson physical processes of normal parity and abnor-
mal parity is to determine them from original the Lagrangian (2.1). As we can see
from equation (2.1), the vector mesons are coupled to the quark vector current and
axial vector mesons are coupled to the quark axial vector current. Meson vertices of
normal and abnormal parity can be derived by bosonizing the bilinear quark fields of
these couplings in term of the quark propagator obtained from equation (2.1). The
equation of the quark propagator is derived from the original Lagrangian, Eq.(2.1) as
{
iγ · ∂ + 1
g
γ · ν(x) + γ · a(x)γ5 −mu(x)
}
sF (x, y) = δ
4(x− y), (2.40)
where aµ is defined in Eqs. (2.23), (2.24). In momentum space SF (x, y) has the
form
sF (x, y) =
1
(2π)4
∫
d4y e−ip(x−y)sF (x, p). (2.41)
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Now we can rewrite equation (2.40)
{
iγ · ∂ + γ · p+ 1
g
γ · ν(x) + γ · a(x)γ5 −mu(x)
}
sF (x, p) = 1 (2.42)
From the above equation we can find SF (x, p)
sF (x, p) = s
0
F
∞∑
n=0
(−1)n
({
iγ · ∂ + 1
g
γ · ν(x) + γ · a(x)γ5
}
s0F
)n
(2.43)
Where
S0F = −
γ · p−mû
p2 −m2
. (2.44)
Now in terms of the above propagators bosonization of quark electric current can
be obtained
〈ψ̄(x)Qγµψ(x)〉 =
1
2
〈ψ̄(x)τ3γµψ(x)〉+
1
6
〈ψ̄(x)γµψ(x)〉,
〈ψ̄(x)τ3γµψ(x)〉 =− iTrτ3γµsF (x, x),
〈ψ̄(x)γµψ(x)〉 =− iTrγµsF (x, x).
(2.45)
For the quark axial current we have
〈ψ̄(x)γµγ5ψ(x)〉 =
−i
(2π)D
∫
dDpTrγµγ5sF (x, p),
〈ψ̄(x)γ5ψ(x)〉 =
−i
(2π)D
∫
dDpTrγ5sF (x, p).
(2.46)
In the above equation dimensional regularization has been used. With the use of
equations (2.45) and (2.46) we can obtain the meson vertices with normal parity and
abnormal parity, respectively.
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2.1.2 Decay of ρ→ ππ
In this theory pseudoscalars are associated with γ5. If we consider decay of ρ to two
π′s an even number of γ5’s are involved in this process. Thus, such a process is a
normal parity interaction. From LRe, equation (2.8), the vertex of ρππ can be derived
Lρππ =
2
g
εijkρ
µ
i πj∂µπ
k +
2
π2gf 2π
[
4π2c2 −
(
1− 2c
g
)2]
.εijkρ
µ
i ∂
νπj∂µνπk (2.47)
We should keep in mind that all the above fields are physical fields and equation
(2.27) has been used in deriving the above expression. In the above interaction all
the mesons are on mass shell and in the chiral limit we have
Lρππ =fρππεijkρµi πj∂µπk,
fρππ =
2
g
{
1 +
m2ρ
2π2f 2π
[(
1− 2c
g
)2
− 4π2c2
]}
.
(2.48)
In equation (2.28) we have chosen g = 0.35 which makes
fρππ =
2
g
. (2.49)
Based on equation(2.48) we have
Γ(ρ→ ππ) = fρππ
48π
mρ
(
1− 4m
2
π
m2ρ
) 3
2
= 135 MeV. (2.50)
In this brief review of U(2)L×U(2)R chiral theory of meson, [1] we should mention
that we didn’t cover all parts of this theory. The parts which are missing in this
review are: decay of ω → 2π; pion form factor; decays of a1 → ρπ and a1 → γπ;
reexamination of Weinberg’s sum rules; decays of τ → ρν, and τ → a1ν; ππ scattering
and determination of the coefficient of CPT; decays of ω → ρπ and ω → γπ and
π0 → γγ; decay of f1(1285); decays of ρ → ηγ and ω → ηγ; large Nc expansion;
dynamical chiral symmetry breaking; and the derivative expansion.
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2.2 U(3)L × U(3)R Chiral Theory of Mesons
In the U(3)L × U(3)R chiral theory of mesons [2], the chiral theory of mesons with
two flavors has been extended to mesons containing strangeness. Thus, the study in
previous section has been generalized to K, η, η′, K∗(892), φ, K1(1400) and f1(1510)
mesons.
2.2.1 The Formalisim of U(3)L × U(3)R Chiral Theory of Mesons
With the use of U(3)L × U(3)R chiral symmetry and principle of minimum coupling
the Lagrangian of quarks of three flavors and other fields has been constructed as
L =ψ̄(x)[iγ · ∂ + γ · ν + e0Qγ · A+ γ · aγ5 −mu(x)]ψ(x) +
1
2
m21(ρ
µ
i ρiµ + ω
µωµ
+ aµi aiµ + fµf
µ) +
1
2
m21(ρ
µ
i ρiµ + ω
µωµ + a
µ
i aiµ + fµf
µ) +
1
2
m22(K
∗a
µ K
µ∗a)
+
1
2
m23(φµφ
µ + fµfµ) + ψ̄(x)Lgwγ.Wψ(x)L + LEM + LW + Llepton
(2.51)
in which aµ = τia
i
µ + λaK
a
1µ + (
2
3
+ a√
3
λ8)fµ + (
1
3
− 1√
3
λ8)fsµ (i = 1, 2, 3 and a =
4, 5, 6, 7), τ i are the first three Gell-Mann matrices and λa are the last five Gell-Mann
matrics, νµ = τiρ
i
µ + λaK
∗a
µ + (
2
3
+ 1√
3
λ8)ωµ + (
1
3
− 1√
3
λ8)φµ, Aµ is the photon field,
ψ̄(x) = (ū(x), d̄(x), s̄(x)), Q is the electric charge operator, and u, d and s are quarks,
W iµ is the W boson, u = exp{γ5i(τiπi + λaKa + η + η′)} and m is a parameter. As
before the pseudoscalar fields are introduced to the Lagrangian based on the nonlinear
σ model, where u is a series of pseudoscalar fields. We can write u in equation (2.51)
as
u =
1
2
(1 + γ5)U +
1
2
(1 + γ5)U
† (2.52)
where U = exp{i(τiπi+λaKa+η+η′)}. Also, in equation (2.51) ψ is the u, d and
s quark fields which carry color and the other quantum numbers of quarks, and all the
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other fields are colorless. As we mentioned, mesons are bound state solutions of QCD;
hence in equation (2.51) there are no kinetic terms for mesons. The kinetic term for
mesons will be generated by quarks loops. Now following reference [1] in terms of
the path integral method we can obtain the effective Lagrangian by integrating out
the quark fields. With the use of dimensional regularization to the fourth order in
covariant derivative in Minkowski space, the real part of the effective Lagrangian
which describes processes with normal parity has the form
LRe =
Nc
(4π)2
m2
D
4
Γ(2− D
2
)TrDµUD
µU † − 1
3
Nc
(4π)2
D
4
Γ(2− D
2
)Tr{νµννµν + aµνaµν}
+
i
2
Nc
(4π)2
Tr{DµUDνU † +DµU †DνU}νµν
+
i
2
Nc
(4π)2
Tr{DµU †DνU −DµUDνU †}aµν +
Nc
6(4π)2
Tr{DµDνUDµDνU †
− Nc
12(4π)2
Tr{DµUDµU †DνUDνU † +DµU †DµUDνU †DνU −DµUDνU †DµUDνU †}
+
1
2
m21(ρ
i
µρ
iµ + ωµω
µ + aiµa
iµ + fµf
µ) +
1
2
m22(K
∗a
µ K
∗aµ) +
1
2
m23(φµφ
µ + fµs fsµ),
(2.53)
in which
DµU =∂µU − i[νµ, U ] + i{aµ, U},
DµU
† =∂µU
† − i[νµ, U †]− i{aµ, U †},
νµν =∂µνν − ∂ννµ − i[νµ, νν ]− i[aµ, aν ],
aµν =∂µaν − ∂νaµ − i[aµ, νν ]− i[νµ, aν ],
DµDνU =∂µ(DνU)− i[νµ, DνU ] + i{aµ, DνU},
DµDνU
† =∂µ(DνU
†)− i[νµ, DνU †]− i{aµ, DνU †}
(2.54)
By considering the what has been done in the U(2)L × U(2)r chiral theory of
mesons [1], the effective Lagrangian of the physical processes of abnormal parity can
be derived in terms of the quark propagators.
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2.2.2 Defining Physical Mesons Fields
The theory proposed in Ref. [2] is effective theory and is not renormalizable. In
order to build a physical effective theory of mesons we must introduce a cutoff to this
theory.
F 2
16
=
Nc
(4π)2
m2
D
4
Γ(2− D
2
), (2.55)
g2 =
8
3
Nc
(4π)2
D
4
=
1
6
F 2
m2
. (2.56)
Based on the what has been done in U(2)L×U(2)R paper [1], we can define meson
physical fields as
ρ→ 1
g
ρ, K∗ → 1
g
K∗, ω → 1
g
ω, φ→
√
2
g
φ,
aiµ →
1
g(1− 1
2π2g2
)
1
2
aiµ −
c
g
∂µπ
i, fµ →
1
g(1− 1
2π2g2
)
1
2
fµ −
c
g
∂µη0,
K1µ →
1
g(1− 1
2π2g2
)
1
2
K1µ −
c
g
∂µK, fsµ →
√
2
g(1− 1
2π2g2
)
1
2
fsµ −
c
g
∂µηs,
π → 2
π
π, K → 2
fK
K, η → 2
fη
η, η′ → 2
f ′η
η′
(2.57)
In which η0 = (
1√
3
cos θ−
√
2
3
sin θ)η+( 1√
3
sin θ+
√
2
3
cos θ)η′ and ηs = (− 2√3 cos θ−√
2
3
sin θ)η+ (− 2√
3
sin θ+
√
2
3
cos θ)η′; θ is the mixing angle of η and η′. In the chiral
limit fπ = fK = fη = fη′ . Also, in the chiral limit, fπ, mρ, and g are three parameters
in this theory and two equations found in reference [1] hold:
c =
f 2π
2gm2ρ
; (2.58)
F 2
f 2π
(
1− 2c
g
)
= 1, (2.59)
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and the couplings of all processes with normal parity and abnormal parity are
fixed by c and g. In this theory g is universal coupling
g = 0.395. (2.60)
Moreover, we should emphasize that three different ways of evaluating the vertex
functions which were explained in the previous section apply here as well.
2.2.3 Decay of η′ to vector mesons ρ, ω, φ
The vertices of these processes have an odd number of γ5 and they are all interactions
of abnormal parity. By using 〈ψ̄(x)γ5ψ(x)〉 and 〈ψ̄(x)λ8γ5ψ(x)〉 the vertex of η′ to
vector mesons can be determined
Lη′νν =
NC
(4π)2
4
g2
εµναβη′
{(√
2
3
cos θ +
1√
3
sin θ
)
(∂µων∂αωβ + ∂µρ
i
ν∂αρ
i
β)×
×
(√
2
3
cos θ − 2√
3
sin θ
)
(∂µφν∂αφβ)
} (2.61)
The formula (2.61) is the same as formula has been found in Ref. [40]. In this paper
Lη′νν is obtained from the gauging the Wess-Zumino lagrangian. As we mentioned
before, in the U(3)L×U(3)R chiral theory of mesons [2] there is universality of coupling
and VMD is not an input in this theory. In the next chapter we will evaluate Lη′ρρ
with quark loop in triangle diagrams and we will see that the results are exactly the
same as above equation, as expected.
Also by substituting the physical fields in the Lagrangian (2.52) and taking the
same steps which led to Lπqq (Eq.2.39) we can derive the vertex function of Lη′qq as
Lη′qq =− im
2
√
2
fπ
η′(x)ψ(x)γ5λ0ψ̄(x)−
2
√
2
fπ
c
g
∂µη
′(x)ψ(x)γµγ5λ0ψ̄(x)
=L(I)η′qq + L
(II)
η′qq,
(2.62)
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where in the above equation λ0 = 1√3

1 0 0
0 1 0
0 0 1

At the end of this brief review we list the decays of other mesons which have
been evaluated in the U(3)L × U(3)R chiral theory of mesons [2]: decays of φ, K?,
K1(1400), f1(1500); decay of K
?(892)→ Kππ; electromagnetic decays of mesons.
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Chapter 3 Triangle Diagrams
In this chapter we evaluate the decay width of η′ → π+π−π+π− through the triangle
quark loop. One of the Feynman diagrams for this process has been depicted in figure
(3.1). As we can see from the figure below to form the corresponding S −matrix we
need to have vertex functions Lη′qq (2.62), Lρqq (2.38) and Lρππ (2.48).
η′(p)
π+(k1)
π−(k2)
π+(k3)
π−(k4)
q
q
q
ρ0
ρ0
Figure 3.1: Triangle diagram
The calculation of the amplitude for the above Feynman diagram would be easier
when we break it into two steps. At the starting point we calculate the decay ampli-
tudesM(η′ → ρ0ρ0) andM(ρ0 → π+π−). Then, by combining these two amplitudes
we can form the S −matrix of the process η′ → π+π−π+π−.
Let’s start with decay of pseudoscalar η′(p) to two vector mesons ρ0(k1, ε1) and
ρ0(k2, ε2), where p, k1 and k2 are the four momentum of initial and final particles and
ε1 and ε2 are polarization vectors. Thus, the S−matrix would be
〈 ρ0(k1, ε1)ρ0(k2, ε2) |S| η′(p) 〉 (3.1)
As usual, to isolate the interaction part of the matrix we write S as
S = 1 + iT (3.2)
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where 1 represent the case of no interaction, meaning that particles miss each
other. T in the above equation is known as the transition matrix. With the use of
vertex functions Lη′qq (2.62) and Lρqq (2.38) we can form the transition matrix as
〈 ρ0(k1, ε1)ρ0(k2, ε2) |iT | η′(p) 〉 =
= 〈 ρ0(k1, ε1)ρ0(k2, ε2) |T
[1
2
∫
d4x1Lρqq(x1)
∫
d4x2Lρqq(x2)
∫
d4x3
(
L(I)η′qq + L
(II)
η′qq
)]
| η′(p) 〉 =
= (2π)4 δ(4)(p− kA − kB) .iM(η′ → ρ0ρ0)
(3.3)
where δ(4)(p − kA − kB) guarantees conservation of energy-momentum in the in-
teraction and M is called the invariant matrix element (amplitude), which is equal
to sum of all connected, amputated Feynman diagrams in the process. [41], . Also,
T in the second line of the above equation stands for the time ordering.
Because of Lη′qq (2.62), transition matrix T (3.3) consists of two terms
iT = iT (I) + iT (II) (3.4)
The fermionic part of the first term consists of psuedoscalr-vector-vector (PVV)
current and the second term consists of axial vector-vector-vector (AVV) current.
There are also gauge group matrices in the above transition matrix. We will consider
them at the end of this chapter. Let’s start with the first term.
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3.1 Psuedoscalar-Vector-Vector (PVV) Triangle Diagrams
The first term is
〈 ρ0(k1, ε1)ρ0(k2, ε2)
∣∣iT (I)∣∣ η′(p) 〉 =
= 〈 ρ0(k1, ε1)ρ0(k2, ε2)
∣∣ T[1
2
∫
d4x1Lρqq(x1)
∫
d4x2Lρqq(x2)
∫
d4x3L(I)η′qq
]∣∣ η′(p) 〉 =
= 〈 ρ0(k1, ε1)ρ0(k2, ε2)
∣∣T[1
2
∫
d4x1(
1
g
ρiµ(x1)ψ̄(x1)γ
µτ iψ(x1))
∫
d4x2(
1
g
ρjν(x2)ψ̄(x2)γ
ντ jψ(x2))×
×
∫
d4x3
(
− im2
√
2
fπ
η′(x3)ψ(x3)γ5λ0ψ̄(x3)
)]∣∣ η′(p) 〉
(3.5)
After contracting the bosonic field operators ρiµ(x1), ρ
j
ν(x2) and η
′(x3), with initial
and final particles and by considering vector and pseudoscalar currents (Eq.’s(1.10),
(1.12)) we have:
〈 ρ0(k1, ε1)ρ0(k2, ε2) |iT (I)| η′(p) 〉 =
=
∫
d4x1d
4x2d
4x3(−im)
2
√
2
fπ
e−ip.x3
1
g
ε∗iµ (k1)e
ik1.x1
1
g
ε∗jν (k2)e
ik2.x2×
× 〈 0 |T
[
jµ(x1)τ
ijν(x2)τ
jP (x3)λ
0
]
| 0 〉
= (2π)4 δ(4)(p− kA − kB) .iM(I)(η′ → ρ0ρ0)
(3.6)
There are two different terms due to the time ordering, leading to two Feynman
diagrams M(I)1 and M
(I)
2
M(I)1 : η
′(p)
c1η′λ0γ5
1
g τ
iγµ
1
g τ
jγν
ρ0(k1, ε1)
ρ0(k2, ε2)
q + k1
q
q − k2
M(I)2 : η
′(p)
c1η′λ0γ5
1
g τ
jγν
1
g τ
iγµ
ρ0(k2, ε2)
ρ0(k1, ε1)q + k2
q
q − k1
Figure 3.2: PVV triangle diagrams: M(I)1 and M
(I)
2
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in the above diagrams we have chosen q as the internal momentum route in the
triangle loops and c1η′ = −im2
√
2
fπ
. Thus, M(I) can be written as
iM(I) =
∫
d4q
(2π)4
(−) tr (−im2
√
2
fπ
λ0γ5)
i
/q − /k2 −m
(
1
g
τ jγνεj∗ν (k2))
i
/q −m
(
1
g
τ iγµεi∗µ (k1))
i
/q + /k1 −m
+
(
k1 ←→ k2
µ←→ ν
) (3.7)
The first term in the above equation is the invariant matrix element (amplitude)
of M(I)1 and the second term is amplitude of the second Feynman diagram, M
(I)
2 ,
which can be found by exchanging the external momenta (k1 → k2) and by switching
the indices (µ → ν). The trace is taken over the γ−matrices and the gauge group
matrices. The trace of gauge group operators would be the same for both terms in
the transition matrix (Eq.3.3) and will be evaluated later in this chapter. We can
simplify the above equation
iM(I) =
∫
d4q
(2π)4
m
2
√
2
fπ
1
g2
εj∗ν (k2)ε
i∗
µ (k1) ×
× tr λ0γ5 /
q − /k2 +m
(q − k2)2 −m2
γντ j
/q +m
q2 −m2
γµτ i
/q + /k1 +m
(q + k1)2 −m2
+
(
k1 ←→ k2
µ←→ ν
)
(3.8)
It seems that equation (3.8) includes linearly and logarithmically divergent inte-
grals. As we know axial trace of odd number of γ-matrices is zero.
tr(γ5 odd # γ′s) = 0 (3.9)
Therefore, the seemingly linear divergent term vanishes. The logarithmic diver-
gent terms vanishes because of the tensor product
qαqβε
αβρσ = 0 (3.10)
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Hence, the integral in equation (3.8) is convergent. We should keep in mind that
any term that includes one q is also zero due to integration
∫
d4q
(2π)4
qα
((q − k2)2 −m2)(q2 −m2)((q + k1)2 −m2)
= 0 (3.11)
By using the formula
tr γ5γµγνγαγβ = −4iεµναβ (3.12)
and by considering equations (3.9)-(3.11) we can see that the only nonzero trace
in the M(I)1 (Fig.(3.2)) is
trγ5(− /k2)γνmγµ /k1 = 4imkα1 k
β
2 εβνµα = 4imk
α
1 k
β
2 εµναβ (3.13)
Now to evaluate the integrals we need to combine the denominators with the use
of Feynman parameters.
1
a1a2a3
= 2
∫ 1
0
dx1
∫ 1−x1
0
dx2
1
(a1x2 + a2(1− x1 − x2) + a3x1)3
(3.14)
which gives us
∫
1
(2π)4
d4q
((q − k2)2 −m2)(q2 −m2)((q + k1)2 −m2)
=
=
2
(2π)4
∫ 1
0
dx1
∫ 1−x1
0
dx2 ×∫
d4q(
((q − k2)2 −m2)x2 + (q2 −m2)(1− x1 − x2) + ((q + k1)2 −m2)x1
)3 =
= 2
∫ 1
0
dx1
∫ 1−x1
0
dx2
∫
d4q
(2π)4
1
(q2 −∆)3
(3.15)
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where ∆ = m2−m2ρ(x1 +x2)+2q.(k2x2−k1x1). For the convenience of integration
in Euclidean space we apply the Wick rotation with substitution
q0 → iq0E =⇒ q2 → −q02 − ~q 2 = −q2E (3.16)
we can rewrite equation (3.15)
2
∫ 1
0
dx1
∫ 1−x1
0
dx2
∫
d4qE
(2π)4
−i
(q2E + ∆)
3
(3.17)
if we put together all the different parts of the M(I)1 , which corresponds to the
first term in equation (3.8) we have
iM(I)1 =
(16) m2
√
2
fπ
1
g2
εµναβεj∗ν (k2)ε
i∗
µ (k1)k1αk2β
∫ 1
0
dx1
∫ 1−x1
0
dx2
∫
d4qE
(2π)4
1
(q2E + ∆)
3
(3.18)
By applying the formula
∫
dNL
(2π)N
(L2)a
(L2 + f)b
=
fa−b+
N
2
(2
√
π)N
Γ(a+ N
2
)Γ(b− a− N
2
)
Γ(N
2
)Γ(b)
(3.19)
where f is independent of L and by keeping terms only to the fourth order in the
derivative we obtain
iM(I)1 =
√
2
4π2fπg2
εµναβεi∗µ (k1)ε
j∗
ν (k2)k1αk2β (3.20)
As we already mentioned, the second term in equation (3.8), which is related to
the second Feynman diagram in figure (3.2), M(I)2 , can be calculated by exchanging
the indices (µ↔ ν) and external momenta (k1 ↔ k2). By looking at equation (3.13)
we can see that this interchange will lead to the same result for the trace. Moreover,
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the integral over the internal momentum of the loop q, will be the same, due to the
fact that we keep terms to the fourth order in the derivative. Hence we have
iM(I)1 = iM
(I)
2 (3.21)
by adding up equations (3.20) and (3.21) we obtain iM(I)
iM(I) = iM(I)1 + iM
(I)
2 =
√
2
2π2fπg2
εµναβεj∗ν (k2)ε
i∗
µ (k1)k1αk2β (3.22)
As we have already seen the PVV triangle is not divergent. Now let’s move forward
and evaluate the axial vector-vector-vector triangle.
3.2 Axial Vector-Vector-Vector (AVV) Triangle Diagrams
The fermionic part of the second term in transition matrix (Eq.(3.4)) contains AVV
currents
〈 ρ0(k1, ε1)ρ0(k2, ε2) |
(
iT (II)
)
| η′(p) 〉 =
= 〈 ρ0(k1, ε1)ρ0(k2, ε2) |
1
2
∫
d4x1Lρqq(x1)
∫
d4x2Lρqq(x2)
∫
d4x3L(II)η′qq| η
′(p) 〉 =
= 〈 ρ0(k1, ε1)ρ0(k2, ε2) |
1
2
∫
d4x1(
1
g
ρiµ(x1)ψ̄(x1)γ
µτ iψ(x1))
∫
d4x2(
1
g
ρjν(x2)ψ̄(x2)×
× γντ jψ(x2))
∫
d4x3
(
− 2
√
2
fπ
c
g
∂αη
′(x3)ψ(x3)γ
αγ5λ
0ψ̄(x3)
)
| η′(p) 〉 =
= (2π)4 δ(4)(p− kA − kB) .iM(II)(η′ → ρ0ρ0)
(3.23)
After contracting the bosonic field operators ρiµ(x1), ρ
j
ν(x2) and η
′(x3), with initial
and final particles and by considering vector and axial vector currents (Eq.’s(1.10),
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(1.11)) we have:
〈 ρ0(k1, ε1)ρ0(k2, ε2) |iT (II)| η′(p) 〉 =
=
∫
d4x1d
4x2d
4x3(−
2
√
2
fπ
c
g
)(−ipα)e−ip.x3
1
g
ε∗iµ (k1)e
ik1.x1
1
g
ε∗jν (k2)e
ik2.x2×
× 〈 0 |T
[
jµ(x1)τ
ijν(x2)τ
jjα5 (x3)λ
0
]
| 0 〉
= (2π)4 δ(4)(p− kA − kB) .iM(II)(η′ → ρ0ρ0)
(3.24)
In the above equation T represents time ordering. Equation (3.24) can be depicted
by two Feynman diagrams
M(II)1 :η
′(p)
c2η′λ0γαγ5
1
g τ
iγµ
1
g τ
jγν
ρ0(k1, ε1)
ρ0(k2, ε2)
q − k1
q
q + k2
M(II)2 :η
′(p)
c2η′λ0γαγ5
1
g τ
jγν
1
g τ
iγµ
ρ0(k2, ε2)
ρ0(k1, ε1)q − k2
q
q + k1
Figure 3.3: AVV triangle diagrams: M(II)1 and M
(II)
2
In the diagram (3.3) q is the internal momentum rotating in the loop and c2η′ =
−2
√
2
fπ
c
g
. The amplitude M(II)2 is
iM(II) =
∫
d4q
(2π)4
(−) tr
(
− 2
√
2
fπ
c
g
λ0(−i/p)γ5
) i
/q − /k1 −m
1
g
τ iγµεi∗µ (k1)
i
/q −m
1
g
τ jγνεj∗ν (k2)
i
/q + /k2 −m
γν +
(
k1 ←→ k2
µ←→ ν
)
(3.25)
where the first term stands for M(II)1 and the second term stands for M
(II)
2 . In
equation (3.25) we take the trace over the γ-matrices and gauge group matrices,
analogous to the PVV triangle amplitude (Eq.(3.7)). The trace over the gauge group
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matrices is the same for the PVV triangle diagrams that will be evaluated later in
this chapter. For the fermionic part of the above equation we obtain
M(II) =
∫
d4q
(2π)4
(2√2
fπ
c
g
) 1
g
εi∗µ (k1)
1
g
εj∗ν (k2)×
× tr γ5/p
/q − /k1 +m
(q − k1)2 −m2
γµ
/q +m
q2 −m2
γν
/q + /k2 +m
(q + k2)2 −m2
+
(
k1 ←→ k2
µ←→ ν
)
(3.26)
The maximum number of gamma matrices in the axial trace is 6. At the first
glance of the above integral, it appears that it is linearly divergent. To confirm it,
we need to check if the axial trace is non-vanishing. The linearly divergent integral
includes a trace in the form
tr γ5γα/qγ
ν
/qγ
µ
/q = qβqλqρ tr γ
5γαγβγνγλγµγρ
= qβqλqρtr γ
5γαγβ(2gνλ − γλγν)γµγρ =
= −8i qβqλqρgνλεαβµρ + 4i q2qρεανµρ =
= 4i q2qρε
ανµρ
(3.27)
which is non-zero. Therefore, the integral in equation (3.26) contains a linearly
divergent term. As we explained in the axial anomaly section in Chapter 1 (1.3),
linearly divergent terms need to be regularized. To regularize this ultraviolet (UV)
divergent term we use n-dimensional ’t Hooft-Veltman regularization method that
will be introduced in the next section.
3.3 n-dimensional ’t Hooft-Veltman regularization
This method has been proposed by ’t Hooft and Veltman [23]. In this method the
integrals will be regulated in higher space-time dimensions where divergences occur
as poles of dimension n = 4. On the other hand we evaluate the amplitudes at higher
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dimensions(n > 4) and as the last step we take the limit n → 4. In general n can
be a complex number. In contrast to the regularization technique which we applied
in chapter 1 (1.3), when we regularize the divergencies with the use of ’t Hooft-
Veltman regularization, shifting the integral variable by any arbitrary value leaves
the final result unchanged. On the other hand the value of the linearly divergent
term that has been regularized by the method that has been used in chapter 1 (1.3),
varies by shifting the arbitrary momentum in the loop. But in the ’t Hooft-Veltman
regularization technique we are free to label the momentum in the loop and be ensured
that any arbitrary labeling leads to the same results. Review of this method can be
found in [9], [10], [42].
In this method γ5 is defined in higher dimensions by the use of first four γ’s.
γ5 = iγ0γ1γ2γ3 (3.28)
with the use of the above definition of γ5 and Clifford algebra in n-dimensions
{γµ, γν} = 2gµν ; µ, ν = 0, 1, ..., n− 1 (3.29)
where n-dimensional metric tensor is
gµν = diag(+1,−1, ...,−1) (3.30)
we can easily see that
{γ5, γµ} = 0 ; µ = 0, 1, 2, 3 (3.31)
[γ5, γµ] = 0 ; µ = 4, ..., n− 1 (3.32)
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Now if we define the n dimensional momentum l
l = l + L (3.33)
where l represnts the momentum in first four dimensions and L represents the
momentum in the extra dimensions with
/l = /l + /L (3.34)
and
/l = l0γ
0 + l1γ
1 + l2γ
2 + l3γ
3 (3.35)
/L = L4γ
4 + ...+ Ln−1γ
n−1 (3.36)
with the use of equation (3.29) we can see that
/l/l = l2
/L/L = −L2
/l /l = (/l + /L)(/l + /L) = l2 − L2
/l /L+ /L/l = 0
(3.37)
Let’s apply the n-dimensional ’t Hooft-Veltman regularization technique on AVV
triangle diagrams (3.26). For simplicity we define Cµν as
Cµν =
2
√
2
fπ
c
g3
εi∗µ (k1) ε
j∗
ν (k2) (3.38)
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We can rewrite equation (3.26)
M(II) =Cµν
∫
d4l
(2π)4
d(n−4)L
(2π)(n−4)
×
× tr γ5/p
1
/l + /L− /k1 −m
γµ
1
/l + /L−m
γν
1
/l + /L+ /k2 −m
+
(
k1 ←→ k2
µ←→ ν
)
(3.39)
As a consequence of commutation and anti-commutation formulas (3.31) and
(3.32), we can write /pγ5 as a sum of
/pγ
5 = (/l + /L+ /k2 −m) + (/l + /L− /k1 −m)− 2(/L−m)γ5 (3.40)
Now if we plug equation (3.40) into equation (3.39) we have
M(II) = Cµν
∫
d4l
(2π)4
d(n−4)L
(2π)(n−4)
[
tr γ5
/l + /L− /k1 +m
(l − k1)2 − L2 −m2
γµ
/l + /L+m
l2 − L2 −m2
γν+
+ tr
/l + /L+ /k2 +m
(l + k2)2 − L2 −m2
γ5γµ
/l + /L+m
l2 − L2 −m2
γν−
− 2 tr(/L−m)γ5
/l + /L− /k1 +m
(l − k1)2 − L2 −m2
γµ
/l + /L+m
l2 − L2 −m2
γν
/l + /L+ /k2 +m
(l + k2)2 − L2 −m2
]
+
+
(
k1 ←→ k2
µ←→ ν
)
(3.41)
As we have remarked if we regularize the divergency with the use of the n-
dimensional ’t Hooft-Veltman regularization technique, we can shift the integration
variable in the linearly divergent diagram. Thus, if in the integral we shift the mo-
50
mentums l→ l + k1 in the first term and l→ l − k2 in the second term, we obtain
M(II) = Cµν
∫
d4l
(2π)4
d(n−4)L
(2π)(n−4)
×
tr
[
− 2(/L−m)γ5
/l + /L− /k1 +m
(l − k1)2 − L2 −m2
γµ
/l + /L+m
l2 − L2 −m2
γν
/l + /L+ /k2 +m
(l + k2)2 − L2 −m2
]
+
+
(
k1 ←→ k2
µ←→ ν
)
(3.42)
To calculate the first term in the above integral we need to evaluate the trace,
then with the use of Feynman parametrization we can combine the denominators and
then Wick rotate the above integral. Finally we use the formula (3.19) to calculate
the integral. As usual we keep terms to the fourth order in the derivative.
Now the trace in the first term of equation (3.42), becomes
+4im2k1αk2β ε
αµνβ − 4iL2k1αk2β εαµνβ (3.43)
Thus, each of the terms in the above equation leads to the different integral results
and we can evaluate both of them by use of formula (3.19). Just for the second term
that includes the n− 4 dimensional momentum L, we calculate the integral over L in
n−4 dimension and take the limit n→ 4. Hence, we can calculate the 4 dimensional
integral of l. After calculation of the integrals for each term we have
Cµν
(
− 1
2π2
+
2m2
2π2
1
2m2
)
k1αk2β ε
αµνβ = 0 (3.44)
Thus
M(II) = 0 (3.45)
As we can see the AVV term vanishes. Thus the anomalous AVV term do not
participate in the final result of the decay amplitude.
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Now to evaluate the trace over the gauge group matrices, we need to reconsider
the contraction of bosonic field operators with the initial and final states. For M(I)1
in figure(3.2) in momentum space we have
η′(x3)
∣∣ η′(p)〉 = ∣∣ 0 〉 (3.46)
〈
ρ0(k1, ε1)
∣∣ ρaµ(x1) = 〈 ρ3(k1, ε1) |ρaµ(x1) = 〈 0 | ε∗µ(k1)δa3〈
ρ0(k2, ε2)
∣∣ ρbν(x2) = 〈 ρ0(k2, ε2) |ρbν(x2) = 〈 0 | ε∗ν(k2)δb3 (3.47)
Hence, the trace over the gauge group matrices for M(I)1 would be
tr[λ0τaτ b]δa3δb3 = tr[λ0τ 3τ 3] =
2√
3
(3.48)
Trace of gauge group matrices for M(I)2 is the same.
Now to evaluate the transition matrix in equation (3.3) it is enough to add up the
fermionic amplitudes PVV (Eq.(3.22)) and AVV (Eq.(3.45)) and multiply them by
the gauge group matrices trace (3.48). Therfore, for transition matrix of the process
η′ → ρ0ρ0 at the triangle level we have
〈 ρ0(k1, ε1)ρ0(k2, ε2) |iT | η′(p) 〉 =
= (2π)4 δ(4)(p− kA − kB) .iM(η′ → ρ0ρ0) =
= (2π)4 δ(4)(p− kA − kB)
( √2√
3π2
1
fπg2
k1αk2βε
∗
µ(k1)ε
∗
ν(k2)ε
µναβ
) (3.49)
3.4 Decay Amplitude of ρ0 → π+π−
Initial and final states in this process are
〈
π+(k1)
∣∣ = 〈(π1(k1)− iπ2(k1)√
2
)
∣∣
〈
π−(k2)
∣∣ = 〈(π1(k2) + iπ2(k2)√
2
)
∣∣ (3.50)
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We evaluate transition probability of ρ0 → π+π− with the use of Lρππ, which can
be found in formula (2.48).
〈
π+(k1)π
−(k2, )
∣∣∣ ∫ d4xLρππ(x)∣∣∣ ρ0(p, ε) 〉 =
=
〈
π+(k1)π
−(k2)
∣∣∣ ∫ d4xfρππεijkρµi πj∂µπk∣∣∣ ρ0(p, ε) 〉 =
= fρππ(k1µ − k2µ)εµ(p)
(3.51)
3.5 Decay Amplitude of η′ → π+π−π+π− Through Triangle Diagram
We have all the parts needed to calculate η′ → π+π−π+π− through the triangle
diagram. Based on the formula (3.49) we can get Lη′ρ0ρ0 as
Lη′ρ0ρ0 = −
2
√
2
fπ
Nc
(4π)2
4
g2
εµναβη′(x)(
√
2
3
cos θ + sin θ
1√
3
)∂µρ
0
ν(x)∂αρ
0
β(x) (3.52)
In the above equation Nc = 3, which is the number of quark colors and θ = −20
is the mixing angle between η0 and η8. Now with the use of formula (2.48) and the
results of the previous section we can form the S-matrix
〈 π+(k1)π−(k2)π+(k3)π−(k4) |iS| η′(p) 〉 =
=
1
2
i3
∫
d4xd4yd4z 〈 π+(k1)π−(k2)π+(k3)π−(k4) |Lη′ρ0ρ0(x)Lρ0π+π−(y)Lρ0π+π−(z)| η′(p) 〉
=
i
2
2
√
2
fπ
Nc
(4π)2
4
g2
εµναβ (
√
2
3
cos θ + sin θ
1√
3
)
∫
d4xd4yd4z ∂µρ
0
ν(x)∂αρ
0
β(x) e
−ip.x
fρππ(q
2
1) fρππ(q
2
2)〈 π+(k1)π−(k2)π+(k3)π−(k4) |ρ0λ(y)
(
π1(y)∂λπ2(y)− π2(y)∂λπ2(y)
)
×
ρ0σ(z)
(
π1(z)∂σπ2(z)− π2(z)∂σπ2(z)
)∣∣ 0 〉
(3.53)
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By contracting the ρ0 mesons field operators we obtain the resonance particle
propagator
〈
π+(k1)π
−(k2)π
+(k3)π
−(k4)
∣∣iS| η′(p) 〉 = i2√2
fπ
Nc
(4π)2
4
g2
εµναβ (
√
2
3
cos θ + sin θ
1√
3
)×∫
d4xd4yd4z e−ip.x
∫
d4q1
(2π)4
∫
d4q2
(2π)4
fρππ(q
2
1) fρππ(q
2
2)(−iq1µ)(−iq2ν)
ie−iq1(x−y)
q21 −m2ρ
×
(−gνλ +
qνqλ
m2ρ
)
ie−iq2(x−z)
q22 −m2ρ
(−gβσ +
qβqσ
m2ρ
)
〈
π+(k1)π
−(k2)π
+(k3)π
−(k4)
∣∣×
(
π1(y)∂λπ2(y)− π2(y)∂λπ2(y)
) (
π1(z)∂σπ2(z)− π2(z)∂σπ2(z)
)∣∣ 0 〉
(3.54)
Using the results of the pervious section we can contract the π’s field operators
with the final state, where we obtain four different terms. Then, by considering
conservation of energy and momentum at each vertex and integrating over momenta
q1, q2 and x, y, z and with the application of 4-momentum conservation we can simplify
the terms. Moreover, due to the fact that we are working in the low energy limit we
neglect terms like
qβqσ
m2ρ
and we apply Breit-Wigner approximation for the propagators.
Thus, we have
〈 π+(k1)π−(k2)π+(k3)π−(k4) |iS| η′(p) 〉 =
i(2π)4 δ4(p− k1 − k2 − k3 − k4) M(η′ → π+(k1)π−(k2)π+(k3)π−(k4)) =
i (2π)4 δ4(p− k1 − k2 − k3 − k4)
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√
2
fπ
Nc
(4π)2
1
g2
(
√
2
3
cos θ +
1√
3
sin θ)mη′εijkk1ik2jk3k(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(ρ)
∣∣∣∣
q1=k1+k2
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(ρ)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(ρ)
∣∣∣∣
q3=k1+k4
fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(ρ)
∣∣∣∣
q4=k2+k3
)
(3.55)
where Γ(q2) is the decay width of ρ meson with four momentum q to two π’s.
54
Based on equation (2.50) can write Γ as
Γρππ(q
2) =
f 2ρππ(q
2)
48π
√
q2
(
1− 4m
2
π
q2
) 3
2
(3.56)
From equation (3.55) at the triangle level we can obtainMTriangle(η′ → π+π−π+π−)
M(Triangle)(η′(p)→ π+(k1)π−(k2)π+(k3)π−(k4)) =
64
√
2
fπ
Nc
(4π)2
1
g2
(
√
2
3
cos θ +
1√
3
sin θ)mη′εijkk1ik2jk3k(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(ρ)
∣∣∣∣
q1=k1+k2
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(ρ)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(ρ)
∣∣∣∣
q3=k1+k4
fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(ρ)
∣∣∣∣
q4=k2+k3
)
(3.57)
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Chapter 4 Box Diagrams
As we have mentioned in the introduction chapter the evaluated decay rate of η′ →
π+π−π+π− at the triangle level is almost half of the experimental results. Therefore,
in this section we will calculate the box diagrams of this process. At the box level η′
decays to π+π−ρ0 through a quark box loop and then, the ρ0 vector meson decays to
π+π−. A typical Feynman diagram for such a process has been depicted below
η′
π+
π−
π+
π−
q q
qq
ρ0
Figure 4.1: η′ → π+π−π+π− through the box diagram
In the above diagram q stands for the quarks propagating in the loop. At first
we calculate the decay amplitude of the process η′ → ρ0π+π−. Afterward, using the
result of chapter (3.4) for ρ0 → π+π− we can evaluate the decay amplitude of the
process η′ → ρ0π+π− → π+π−π+π−.
56
4.1 Box Diagrams of η′ → ρ0π+π−
The transition matrix for the process η′ → ρ0π+π− can be formed with use of vertex
functions Lη′qq (Eq(2.62)), Lπqq (Eq.(2.39)) and Lρqq (Eq.(2.38)).〈
π+(k3)π
−(k4)ρ
0(k0, ε0)
∣∣∣iT ∣∣∣ η′(p) 〉 =〈
π+(k3)π
−(k4)ρ
0(k0, ε0)
∣∣∣T[( 1
2!
)
∫
d4x1Lπqq(x1)
∫
d4x2Lπqq(x2)
∫
d4x3Lρqq(x3)
∫
d4x4Lη′qq(x4)
]∣∣∣η′(p)〉
=
〈
π+(k3)π
−(k4)ρ
0(k0, ε0)
∣∣∣[( 1
2!
)
∫
d4x1
(
L(I)πqq(x1) + L(II)πqq (x1)
)∫
d4x2
(
L(I)πqq(x2) + L(II)πqq (x2)
)
∫
d4x3Lρqq(x3)
(
L(I)η′qq(x4) + L
(II)
η′qq(x4)
)]∣∣∣ η′(p) 〉
(4.1)
The transition matrix in equation (4.1) has eight terms due to the fact that Lη′qq and
Lπqq both consists of two fermionic parts. The first part is the pseudoscalar(P) term
and the second part is the axial vector(A) term. By considering the contraction of
boson field operators with initial and final states and with regarding the contraction
of fermion field operators, which leads to four propagators in the loop, we can see
that each term in the transition matrix involves six Feynman diagrams. Thus, the
above transition matrix corresponds to the forty eight Feynman diagrams. We group
these Feynman diagrams based on the fermionic vertices that they include.
In a box there are four vertices and we label them such that the first spot is related
to the η′(p) vertex, the second spot is related to the π+(k3) vertex, the third spot
is for π−(k4) vertex and the last spot is for ρ
0(k0), which is always a vector. As an
example the APAV term of the transition matrix referes to the Feynman diagrams
that have axial vectors vertices for η′(p) and π−(k4), pseudoscalar vertex for π
+(k3)
and vector vertex for ρ0(k0).
For now, let’s neglect different fermionic vertices. We represent x1, ..., x4 (coordi-
nates of the vertex functions in Eq.(4.1)) by 1©... 4©. We want to draw all the possible
box diagrams that can be formed out of these four points, with respect to the time
direction, which we assume is from left to right. Therefore, point 4© should always
stands at the left corner of the box. There are six different such box diagrams
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(I) : 4©
1©
2©
3©
(II) : 4©
2©
1©
3©
(III) : 4©
1©
3©
2©
(IV ) : 4©
2©
3©
1©
(V ) : 4©
3©
1©
2©
(V I) : 4©
3©
2©
1©
Figure 4.2: Six Different Fermionic Box Loops
These six diagrams are the six fermionic box diagrams that we mentioned above
and we can form them by the time ordering of the quark field operators in the S-
matrix. In the above loops we can see that diagrams (I), (II) and (III) are respectively
equivalent to the diagrams (VI), (V) and (IV) with an opposite direction of rotation.
4.1.1 Pseudoscalar-Pseudoscalar-Pseudoscalar-Vector (PPPV) Box Dia-
grams
Now let’s consider the first PPPV box diagram.
η′(p)
√
2c1λ
0γ5
c1τ
iγ5
c1τ
jγ5
1
g τ
kγµ
π+(k3)
π−(k4)
ρ0(k0)
q − k3 − k4
q + k0 q
q − k4
Figure 4.3: PPPV iM(I)1©
In the above Feynman diagram we consider c1 = −im 2fπ . We keep this notation
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for other diagrams throughout this chapter. The corresponding amplitude is
iM(I)1© = (−)
∫
d4q
(2π)4
tr
[
(−im2
√
2
fπ
λ0γ5)
i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(−im 2
fπ
τ iγ5)
i(/q − /k4 +m)
(q − k4)2 −m2
(−im 2
fπ
τ jγ5)
i(/q +m)
q2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.2)
In the equation above we are taking the trace over the γ-matrices and over the
gauge group matrices. We will consider the trace over the gauge group matrices later
in this chaper (4.2). At first glance it apprears that the above integral is logarithmi-
cally divergent. However, this term has a vanishing trace due to the fact that it is
an axial trace of five γ-matrices. Thus, the presumably logarithmic divergent term
has vanishing trace and the above integral is convergent. Hence, we can evaluate the
above integral without regularization.
If we evaluate the fermionic traces we will see that all terms are zero due to axial
trace properties or due to integration and the only nonzero term in the trace is
tr[γ5γµ /k0 /k3( /−k4)m] = 4imk0νk3ρk4σεµνρσ (4.3)
In the next step we combine denominators with the use of the Feynman parameter.
We use the formula
1
a1a2a3a4
=
∫ 1
0
dx
∫ 1−x
0
dy
∫ 1−x−y
0
dz
3!
[xa1 + ya2 + za3 + (1− x− y − z)a4]4
(4.4)
Then after Wick rotation, the denominator is
D4 = [−q2E −m2 − d21 + d2]4
= [−q2E −∆2]4
(4.5)
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where d1 and d2 are independent of qE and m, and are
d1 =xk0 − y(k3 + k4)− zk4
d2 =xk
2
0 + y(k3 + k4)
2 + zk24
(4.6)
by using formula (3.19) and keeping the terms to the fourth order in the derivative
the integration in equation (4.2) leads to
∫
d4q
(2π)4
1
(q − k3 − k4)2 −m2
1
(q − k3)2 −m2
1
q2 −m2
1
(q + k0)2 −m2
=
=
i
96π2m4
(4.7)
if we plug back our trace (4.3) and integral results (4.7) in equation (4.2) and
consider all the coefficients, for fermionic part we obtain
iM(I)1© =
i
√
2
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.8)
There are five other Feynman diagrams for the PPPV term in the transition
matrix equation (4.1). By doing the similar calculation we obtain the fermionic part
of the amplitude for these diagrams. The result of each of the Feynman diagrams are
as follows
η′(p)
√
2c1λ
0γ5
c1τ
jγ5
c1τ
iγ5
1
g τ
kγµ
π+(k4)
π−(k3)
ρ0(k0)
q − k3 − k4
q + k0 q
q − k3
Figure 4.4: PPPV iM(II)1©
iM(II)1© = −
i
√
2
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.9)
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η′(p)
√
2c1λ
0γ5
c1τ
iγ5
1
g τ
kγµ
c1τ
jγ5
π+(k3)
ρ0(k0)
π−(k4)
q − k0 − k3
q + k4 q
q − k0
Figure 4.5: PPPV iM(III)1©
iM(III)1© =
i
√
2
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.10)
η′(p)
√
2c1λ
0γ5
c1τ
jγ5
1
g τ
kγµ
c1τ
iγ5
π−(k4)
ρ0(k0)
π+(k3)
q − k0 − k4
q + k3 q
q − k0
Figure 4.6: PPPV iM(IV )1©
iM(IV )1© = −
i
√
2
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.11)
η′(p)
√
2c1λ
0γ5
1
g τ
kγµ
c1τ
iγ5
c1τ
jγ5
ρ0(k0)
π+(k3)
π−(k4)
q − k3 − k0
q + k4 q
q − k3
Figure 4.7: PPPV iM(V )1©
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iM(V )1© =
i
√
2
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.12)
η′(p)
√
2c1λ
0γ5
1
g τ
kγµ
c1τ
jγ5
c1τ
iγ5
ρ0(k0)
π−(k4)
π+(k3)
q − k4 − k0
q + k3 q
q − k4
Figure 4.8: PPPV iM(V I)1©
iM(V I)1© = −
i
√
2
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.13)
If we look at the Feynman diagrams we can see that
iM(II)1© = iM
(I)
1© (k3 ←→ k4)
iM(IV )1© = iM
(III)
1© (k3 ←→ k4)
iM(V I)1© = iM
(V )
1© (k3 ←→ k4)
(4.14)
The above relations are in agreement with our calculations, since in evaluating the
integrals we keep terms with fourth order in derivative. At first glance it may appear
that if we sum up all the PPPV box Feynman diagrams, they cancel each other out.
However, we should keep in mind that the above calculations are only related to the
fermionc part of the amplitudes and we still need to evaluate the trace over gauge
group matrices for each term.
Equality of iM(I)1© = iM
(III)
1© = iM
(V )
1© is not apparent from the the Feynman
diagrams. If we write the amplitude of each diagram, by switching the γ-matrices
and considering the anti-commutation relation of them, we can show that the above
equality holds.
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4.1.2 Axial Vector-Pseudoscalar-Pseudoscalar-Vector (APPV) Box Dia-
grams
The APPV term in the transition matrix is obtained by substituting η′ pseudoscalar
vertex with an axial vector vertex. The first Feynman diagram of the APPV term is
η′(p)
√
2c2λ
0/pγ5
c1τ
iγ5
c1τ
jγ5
1
g τ
kγµ
π+(k3)
π−(k4)
ρ0(k0)
q − k3 − k4
q + k0 q
q − k4
Figure 4.9: APPV iM(I)2©
In the above diagram c2 = −2
√
2
fπ
c
g
. We will use this notation throughout this
chapter. The corresponding amplitude can be written as
iM(I)2© = (−)
∫
d4q
(2π)4
tr
[(
− 2
√
2
fπ
c
g
λ0(−i/p)γ5
) i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(−im 2
fπ
τ iγ5)
i(/q − /k4 +m)
(q − k4)2 −m2
(−im 2
fπ
τ jγ5)
i(/q +m)
q2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.15)
In above equation the highest number of γ-matrices in the axial trace is six. The
non-vanishing axial traces include terms with four and six γ-matrices. The integral is
convergent because the tensor product of four q momenta and trace of six γ-matrices
is zero.
tr[γ5 /p /q /q /q γ
µ
/q] = −q2pαqβqνεαβµν = 0 (4.16)
In evaluating the traces we should keep in mind that
p = k0 + k3 + k4 (4.17)
63
which is energy-momentum conservation. The non-vanishing axial trace of six γ’s
are
tr[γ5 /p /q (−/k4) /q γµ /k0] = −2iq2 k0νk3ρk4σ εµνρσ
tr[γ5 /p (−/k3) (−/k4) /q γµ /q] = −2iq2 k0νk3ρk4σ εµνρσ
(4.18)
The result of integral for these two terms is
∫
d4q
(2π)4
q2
(q − k3 − k4)2 −m2
1
(q − k3)2 −m2
1
q2 −m2
1
(q + k0)2 −m2
=
=
−i
48π2m4
(4.19)
The nonzero axial trace of four γ’s are
tr[γ5 /p (−/k3)(−/k4) m γµ m] = 4im2 k0νk3ρk4σ εµνρσ
tr[γ5 /p m (−/k4) m γµ /k0] = 4im2 k0νk3ρk4σ εµνρσ
(4.20)
The integral for the above terms is the same as equation (4.7). Now if we put all
the parts back in equation (4.15), we obtain the fermionic part of the amplitude
iM(I)2© =
−i4
√
2
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.21)
By doing a similar calculation for five other Feynman diagrams of the APPV term
in the transition matrix we can calculate decay amplitudes. These diagrams and their
amplitude are as follows
η′(p)
√
2c2λ
0/pγ5
c1τ
jγ5
c1τ
iγ5
1
g τ
kγµ
π+(k4)
π−(k3)
ρ0(k0)
q − k3 − k4
q + k0 q
q − k3
Figure 4.10: APPV iM(II)2©
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iM(II)2© =
i4
√
2
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.22)
η′(p)
√
2c2λ
0/pγ5
c1τ
iγ5
1
g τ
kγµ
c1τ
jγ5
π+(k3)
ρ0(k0)
π−(k4)
q − k0 − k3
q + k4 q
q − k0
Figure 4.11: APPV iM(III)2©
iM(III)2© =
−i4
√
2
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.23)
η′(p)
√
2c2λ
0/pγ5
c1τ
jγ5
1
g τ
kγµ
c1τ
iγ5
π−(k4)
ρ0(k0)
π+(k3)
q − k0 − k4
q + k3 q
q − k0
Figure 4.12: APPV iM(IV )2©
iM(IV )2© =
i4
√
2
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.24)
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η′(p)
√
2c2λ
0/pγ5
1
g τ
kγµ
c1τ
iγ5
c1τ
jγ5
ρ0(k0)
π+(k3)
π−(k4)
q − k3 − k0
q + k4 q
q − k3
Figure 4.13: APPV iM(V )2©
iM(V )2© =
−i4
√
2
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.25)
η′(p)
√
2c2λ
0/pγ5
1
g τ
kγµ
c1τ
jγ5
c1τ
iγ5
ρ0(k0)
π−(k4)
π+(k3)
q − k4 − k0
q + k3 q
q − k4
Figure 4.14: APPV iM(V I)2©
iM(V I)2© =
i4
√
2
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.26)
Now if we pay attention to the Feynman diagrams and evaluated amplitudes we
can see that
iM(II)2© = iM
(I)
2© (k3 ←→ k4)
iM(IV )2© = iM
(III)
2© (k3 ←→ k4)
iM(V I)2© = iM
(V )
2© (k3 ←→ k4)
(4.27)
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If we write the integral form of the amplitudes and commute the γ-matrices and
do some calculations we can show that
iM(I)2© = iM
(III)
2© = iM
(V )
2© (4.28)
the above equality is not obvious from the Feynman diagrams.
4.1.3 Pseudoscalar-Axial Vector-Pseudoscalar-Vector (PAPV) Box Dia-
grams
The first Feynman diagram of the PAPV term in the transition matrix is depicted
below
η′(p)
√
2c1λ
0γ5
c2τ
i/k3γ
5
c1τ
jγ5
1
g τ
kγµ
π+(k3)
π−(k4)
ρ0(k0)
q − k3 − k4
q + k0 q
q − k4
Figure 4.15: PAPV iM(I)3©
which has the corresponding amplitude of
iM(I)3© = (−)
∫
d4q
(2π)4
tr
[(
− im2
√
2
fπ
λ0γ5
) i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(
− 2
fπ
c
g
τ i(i/k3)γ
5
)
i(/q − /k4 +m)
(q − k4)2 −m2
(−im 2
fπ
τ jγ5)
i(/q +m)
q2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.29)
The maximum number of γ-matrices in the axial trace is six and analogous to what
we did in the previous section (Eq.(4.16)) we can show that iM(I)3© is convergent. From
all the axial trace of six γ′s, only one of them is nonzero
tr[γ5 (−/k4) /k3 (−/q) /q γµ/k0] = 4iq2k0νk3ρk4σεµνρσ (4.30)
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and from the axial traces of four γ′s, only two of them are nonzero
tr[γ5 (−/k4) /k3 m m γµ /k0] = −4im2 k0νk3ρk4σεµνρσ
tr[γ5 m /k3 /k4) m γ
µ /k0] = −4im2 k0νk3ρk4σεµνρσ
(4.31)
By multiplying each term to the corresponding integral result, Eq.(4.7) and Eq.(4.19),
and by considering all the coefficients, we can evaluate iM(I)3©
iM(I)3© = −i
4
√
2
3π2
1
f 3π
c
g2
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.32)
By analogous calculations, the amplitude of the other five PAPV Feynman dia-
grams are
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Figure 4.16: PAPV iM(II)3©
iM(II)3© = 0 (4.33)
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Figure 4.17: PAPV iM(III)3©
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iM(III)3© = −i
4
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µνρσ (4.34)
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Figure 4.18: PAPV iM(IV )3©
iM(IV )3© = 0 (4.35)
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Figure 4.19: PAPV iM(V )3©
iM(V )3© = 0 (4.36)
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Figure 4.20: PAPV iM(V I)3©
iM(V I)3© = 0 (4.37)
4.1.4 Pseudoscalar-Pseudoscalar-Axial Vector-Vector (PPAV) Box Dia-
grams of the process
The first Feynman diagram of the PPAV term in the transition matrix is
η′(p)
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Figure 4.21: PPAV iM(I)4©
which has an amplitude of
iM(I)4© = (−)
∫
d4q
(2π)4
tr
[(
− im2
√
2
fπ
λ0γ5
) i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(
− im 2
fπ
τ iγ5
)
i(/q − /k4 +m)
(q − k4)2 −m2
(−i 2
fπ
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g
τ j/k4γ
5)
i(/q +m)
q2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.38)
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with the same reasoning as the PAPV terms, the above integral is convergent.
The maximum number of γ-matrices in the axial trace are six. From all of the axial
traces of six γ-matirces only one of them is nonzero
tr[γ5 (−/k3) /q /k4 /q γµ/k0] = −iq2k0νk3ρk4σεµνρσ (4.39)
and the only nonzero axial trace of four γ- matrices is
tr[γ5 (−/k3) (−m)/k4 m γµ /k0] = −4im2 k0νk3ρk4σεµνρσ (4.40)
Regarding all the coefficients in equation (4.38) and recalling integral formulas
(4.7) and (4.19) we obtain
iM(I)4© = 0 (4.41)
and for other five PPAV Feynman diagram we have
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Figure 4.22: PPAV iM(II)4©
iM(II)4© = i
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µνρσ (4.42)
71
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Figure 4.23: PPAV iM(III)4©
iM(III)4© = 0 (4.43)
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Figure 4.24: PPAV iM(IV )4©
iM(IV )4© = i
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µνρσ (4.44)
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Figure 4.25: PPAV iM(V )4©
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iM(V )4© = 0 (4.45)
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Figure 4.26: PPAV iM(V I)4©
iM(V I)4© = 0 (4.46)
By looking at the Feynman diagrams of the PAPV and PPAV we can see that
iM(I)3© = iM
(II)
4© (k3 ←→ k4)
iM(III)3© = iM
(IV )
4© (k3 ←→ k4)
(4.47)
which agree with our calculated results. Also, if we write the amplitudes iM(I)3©
and iM(III)3© , by moving the γ-matrices with respect to anti-commutation relation
and doing some other calculations we can show that they are equal to each other.
4.1.5 Axial Vector-Axial Vecor-Pseudoscalar-Vector (AAPV) Box Dia-
grams of the process
The AAPV term in the transition matrix can be achieved by replacing the pseu-
doscalar vertex with axial vector vertex for η′ and π+(k3). The first Feynman diagram
is
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η′(p)
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Figure 4.27: AAPV iM(I)5©
which has the amplitude
iM(I)5© = (−)
∫
d4q
(2π)4
tr
[(
− 2
√
2
fπ
c
g
λ0(−i/p)γ5
) i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(
− 2
fπ
c
g
τ i(i/k3)γ
5
)
i(/q − /k4 +m)
(q − k4)2 −m2
(−im 2
fπ
τ jγ5)
i(/q +m)
q2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.48)
The seemingly logarithmic divergent term in the above equation has a vanishing
trace due to the fact that it includes the axial trace of seven γ-matrices. Thus, there is
no need for regularization in this case. From all possible axial traces of six γ-matrices
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the nonzero resluts are
tr[γ5 /p (−/k3(−/k4) /k)3 (−/k)4) m γµ /k0] = −4im (k3 + k4)2 k0νk3ρk4σεµνρσ
tr[γ5 /p /q /k3 /q − /k4) m γµ /k0] = −2im q2 k0νk3ρk4σεµνρσ
tr[γ5 /p /q /k3 (−m) /q γµ /k0] = 2imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p /q /k3 (−/k4) m γµ /q] = −2imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k4) /k3 /q /q γµ m] = 4imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 /q /q γ
µ /k0] = 4imq
2 k0νk3ρk4σε
µνρσ
tr[γ5 /p (−/k4) /k3 /q m γµ /q] = −2imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k4) /k3 (−m) /q γµ /q] = 2imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 (−/k4) /q γµ /q] = 2imq2 k0νk3ρk4σεµνρσ
(4.49)
and non-vanishing axial trace of four γ-matirces are
tr[γ5 /p (−/k4) /k3 (−m) m γµ m] = −4im3 k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 (−/k4) m γµ m] = −4im3 k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 (−m) m γµ /k0] = −4im3 k0νk3ρk4σεµνρσ
(4.50)
Applying the integral formulas (4.7) and (4.19) for integral and considering the
terms to the fourth order in the derivative we have
iM(I)5© = i
7
√
2
3π2
c2
f 3πg
3
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.51)
By taking the same steps and keeping the terms to the fourth order in the deriva-
tive for the other Feynman diagrams we have
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Figure 4.28: AAPV iM(II)5©
iM(II)5© = −i
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Figure 4.29: AAPV iM(III)5©
iM(III)5© = i
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µνρσ (4.53)
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Figure 4.30: AAPV iM(IV )5©
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iM(IV )5© = i
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µνρσ (4.54)
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Figure 4.31: AAPV iM(V )5©
iM(V )5© = i
4
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µνρσ (4.55)
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Figure 4.32: AAPV iM(V I)5©
iM(V I)5© = i
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3π2
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f 3πg
3
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.56)
4.1.6 Axial Vector-Pseudoscalar-Axial Vecor-Vector (APAV) Box Dia-
grams
The APAV term in the transition matrix is similar to the AAPV term, with the
difference that the derivatives are applied to the η′ and π−(k4). The first Feynman
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diagram of this kind is
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Figure 4.33: APAV iM(I)6©
which has the amplitude
iM(I)5© =(−)
∫
d4q
(2π)4
tr
[(
− 2
√
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fπ
c
g
λ0(−i/p)γ5
) i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(
− im 2
fπ
τ iγ5
)
i(/q − /k4 +m)
(q − k4)2 −m2
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fπ
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g
τ j(i/k4)γ
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i(/q +m)
q2 −m2
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τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.57)
With the analogous discussion that we had for the AAPV term, equation (4.57)
is convergent. The nonzero axial traces of six γ-matrices are
tr[γ5 /p /q (−/q) /k4) m γµ /k0] = 4im q2 k0νk3ρk4σεµνρσ
tr[γ5 /p /q m /k4 /q γ
µ /k0] = 2imq
2 k0νk3ρk4σε
µνρσ
tr[γ5 /p (−/k3) (−/q) /k4/q γµ m] = −2imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p m (−/q) /k4 /qγµ /k0] = −2imq2 k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k3) m /k4 /q γµ /q] = 2imq2 k0νk3ρk4σεµνρσ
(4.58)
and axial trace of four γ-matrices are
tr[γ5 /p (−/k3) m /k4 m γµ m] = −4im3 k0νk3ρk4σεµνρσ
tr[γ5 /p m m /k4 m γ
µ /k0] = −4im3 k0νk3ρk4σεµνρσ
(4.59)
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By having the nonzero traces and integral formulas (4.7) and (4.19) we can eval-
uate iM(I)6© :
iM(I)6© = i
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ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.60)
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Figure 4.34: APAV iM(II)6©
iM(II)6© = −i
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Figure 4.35: APAV iM(III)6©
iM(III)6© = −i
√
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µνρσ (4.62)
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Figure 4.36: APAV iM(IV )6©
iM(IV )6© = −i
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µνρσ (4.63)
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Figure 4.37: APAV iM(V )6©
iM(V )6© = −i
√
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µνρσ (4.64)
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Figure 4.38: APAV iM(V I)6©
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iM(V I)6© = −i
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f 3πg
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ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.65)
We can summarize all the results of AAPV and APAV diagrams as
iM(III)5© = iM
(I)
5© = iM
(IV )
6© (k3 ↔ k4) = iM
(V I)
6© (k3 ↔ k4)
iM(III)6© = iM
(V )
6© = iM
(IV )
5© (k3 ↔ k4) = iM
(V I)
5© (k3 ↔ k4)
iM(I)6© = iM
(V )
5© = iM
(IV )
5© (k3 ↔ k4) = iM
(V I)
6© (k3 ↔ k4)
(4.66)
4.1.7 Pseudoscalar-Axial Vector-Axial Vector-Vector (PAAV) Box Dia-
grams of the process
The PAAV Feynman diagrams are related to the term in the transition matrix that
includes derivatives of π+(k3) and π
−(k4). As the first Feynman diagram we have
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Figure 4.39: PAAV iM(I)7©
which leads to the amplitude
iM(I)7© = (−)
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d4q
(2π)4
tr
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− im2
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i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.67)
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this integral is convergent due to the same reasoning as in the AAPV case. The
maximum number of γ-matrices in the above equation is seven and all such terms
have a vanishing axial trace. The only non-vanishing axial trace of six γ-matirces are
tr[γ5 (−/k4) /k3 (−/k4) /k4 mγµ /k0] = 4imk24 k0νk3ρk4σεµνρσ
tr[γ5 /q /k3 /q /k4 mγ
µ /k0] = 2imq
2 k0νk3ρk4σε
µνρσ
tr[γ5 m /k3 /q /k4 /q γ
µ /k0] = 2imq
2 k0νk3ρk4σε
µνρσ
(4.68)
and nonzero axial trace of four γ-matrices are
tr[γ5 m /k3(−m) /k4 m γµ /k0] = 4im3 k0νk3ρk4σεµνρσ (4.69)
Now if we only keep terms to the fourth order in the derivative and use formulas
(4.7) and (4.19) we have
iM(I)7© = −i
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µνρσ (4.70)
for the other five Feynman diagrams we have
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Figure 4.40: PAAV iM(II)7©
iM(II)7© = i
√
2
3π2
c2
g3f 3π
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.71)
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Figure 4.41: PAAV iM(III)7©
iM(III)7© = i
4
√
2
3π2
c2
f 3πg
3
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.72)
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Figure 4.42: PAAV iM(IV )7©
iM(IV )7© = −i
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µνρσ (4.73)
η′(p)
√
2c1λ
0γ5
1
g τ
kγµ
c2τ
i/k3γ
5
c2τ
j/k4γ
5
ρ0(k0)
π+(k3)
π−(k4)
q − k3 − k0
q + k4 q
q − k3
Figure 4.43: PAAV iM(V )7©
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iM(V )7© = −i
√
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µνρσ (4.74)
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Figure 4.44: PAAV iM(V I)7©
iM(V I)7© = i
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µνρσ (4.75)
We can summarize the results of PAAV diagrams
iM(I)7© = iM
(V )
7© = iM
(II)
7© (k3 ↔ k4) = iM
(II)
7© (k3 ↔ k4)
iM(III)7© = iM
(IV )
7© (k3 ↔ k4)
(4.76)
4.1.8 Axial Vector-Axial Vector-Axial Vector-Vector (AAAV) Box Dia-
grams of the process η′ → π+π−ρ0
The last set of Feynman diagrams that we need to investigate are related to the
AAAV term in the transition matrix. In this term there are three derivatives that
lead to three axial vectors and one vector vertices in the Feynman diagram. The first
Feynman diagram is depicted below
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η′(p)
√
2c2λ
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Figure 4.45: AAAV iM(I)8©
The above Feynman diagram corresponds to the amplitude
iM(I)8© =(−)
∫
d4q
(2π)4
tr
[(
− 2
√
2
fπ
c
g
λ0(−i/p)γ5
) i(/q − /k3 − /k4 +m)
(q − k3 − k4)2 −m2
(
− 2
fπ
c
g
τ i(i/k3)γ
5
)
i(/q − /k4 +m)
(q − k4)2 −m2
(− 2
fπ
c
g
τ j(i/k4)γ
5)
i(/q +m)
q2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/q + /k0 +m)
(q + k0)2 −m2
]
(4.77)
The maximum number of γ-matrices in the axial trace is eight. The axial trace
of 4,6,8,10,.... of γ-matrices are nonzero. If we look at equation (4.77) we can see
that the logarithmically divergent term includes the axial trace of eight γ-matrices.
Four of these γ-matrices are coupled to the same four vector q. Such a trace is non-
vanishing. Thus, we need to regularize the above integral. We apply n-dimensional
t’Hooft-Veltman regularization technique, which we described in chapter (3.3). Thus
we rewrite the above equation as
iM(I)8© = −
∫
d4l
(2π)4
dn−4L
(2π)n−4
tr
[(
− 2
√
2
fπ
c
g
λ0(−i/p)γ5
) i(/l + /L− /k3 − /k4 +m)
(l − k3 − k4)2 − L2 −m2
(
− 2
fπ
c
g
τ ii/k3
γ5
) i(/l + /L− /k4 +m)
(l − k4)2 − L2 −m2
(− 2
fπ
c
g
τ j(i/k4)γ
5)
i(/l + /L+m)
l2 − L2 −m2
(
1
g
τ kε∗µ(k0)γ
µ)
i(/l + /L+ /k0 +m)
(l + k0)2 − L2 −m2
]
(4.78)
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in the above equation the nonzero axial traces of eight γ-matrices are
tr[γ5 /p /l /k3/k4 /k4 /l γ
µ /k0] = −2il2k24k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k3 − /k4) /k3 (−/l) /k4/l γµ /k0] = 2il2(k3 + k4)2k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k3 − /k4) /k3 /k4 /k4 /l γµ /l ] = −2il2k24k0νk3ρk4σεµνρσ
tr[γ5 /p /l /k3(−/l) /k4 /L γµ /L] = 2iL2l2k0νk3ρk4σεµνρσ
tr[γ5 /p /l /k3 /L /k4 /L γ
µ /l ] = 2iL2l2k0νk3ρk4σε
µνρσ
tr[γ5 /p /L /k3 (−/l) /k4 /l γµ /L] = 2iL2l2k0νk3ρk4σεµνρσ
tr[γ5 /p /L /k3 /L /k4 /l γ
µ /l ] = −2iL2l2k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k3 − /k4) /k3 /k4 /k4 /L γµ /L)] = +4iL2k24k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k3 − /k4) /k3 /L /k4/L γµ /k0] = +4iL2(k3 + k4)2k0νk3ρk4σεµνρσ
tr[γ5 /p /L /k3 /k4 /k4 /L γ
µ /k0] = +4iL
2k24k0νk3ρk4σε
µνρσ
tr[γ5 /p /L /k3 /L /k4 /L γ
µ /L] = 4iL4k0νk3ρk4σε
µνρσ
(4.79)
and all the other axial traces with eight γ’s are zero. Non-vanishing axial trace of
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six-γ’s are
tr[γ5 /p /l /k3(−/l) /k4 m γµ m] = −2il2m2k0νk3ρk4σεµνρσ
tr[γ5 /p /l /k3m /k4 m γ
µ /l ] = −2il2m2k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 (−/l) /k4 /l γµ m] = −2il2m2k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 m /k4 /l γ
µ /l ] = 2il2m2k0νk3ρk4σε
µνρσ
tr[γ5 /p (−/k3 /k4) /k3 /k4 /k4 m γµ m] = 4im2k24k0νk3ρk4σεµνρσ
tr[γ5 /p (−/k3 /k4) /k3 m /k4m γµ /k0] = 4im2(k3 + k4)2k0νk3ρk4σεµνρσ
tr[γ5 /p m /k3 /k4 /k4 m γ
µ /k0] = +4im
2k24k0νk3ρk4σε
µνρσ
tr[γ5 /p /L /k3 /L /k4 m γ
µ m] = 4iL2m2k0νk3ρk4σε
µνρσ
tr[γ5 /p /L /k3 m /k4 /L γ
µ m] = 4iL2m2k0νk3ρk4σε
µνρσ
tr[γ5 /p /L /k3 m /k4 m γ
µ /L] = 4iL2m2k0νk3ρk4σε
µνρσ
tr[γ5 /p m /k3 /L /k4 /L γ
µ m] = 4iL2m2k0νk3ρk4σε
µνρσ
tr[γ5 /p m /k3 /L /k4 m γ
µ /L] = 4iL2m2k0νk3ρk4σε
µνρσ
tr[γ5 /p m/k3 m/k4 /L γ
µ /L] = 4iL2m2k0νk3ρk4σε
µνρσ
(4.80)
and the only nonzero axial trace of four γ-matrices are
tr[γ5 /p m /k3 m /k4 m γ
µ m] = 4im4k0νk3ρk4σε
µνρσ (4.81)
To evaluate the integral in equation (4.78) we use the formula (3.19) in two steps.
First, we calculate the integral over L in n− 4 dimension and take the limit of n→ 4
and then we can calculate the 4 dimensional integral of l. The results of such integrals
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are as follows
lim
d→4
∫
ddl
(2π)d
1
(l2 −∆)4
=
i
96π2
1
∆2
lim
d→4
∫
ddl
(2π)d
l2
(l2 −∆)4
=
−i
48π2
1
∆
lim
d→4
∫
ddl
(2π)d
l2L2
(l2 −∆)4
=
i
48π2
lim
d→4
∫
ddl
(2π)d
L2
(l2 −∆)4
= 0
lim
d→4
∫
ddl
(2π)d
L4
(l2 −∆)4
=
−i
96π2
(4.82)
where the ∆ is defined in equation (4.5). Now by applying the appropriate integral
for each of the traces and by plugging back the results into equation (4.78), for iM(I)8©
we have
iM(I)8© = 0 (4.83)
If we consider the other five Feynman diagrams and analogously calculate their
amplitude we have
η′(p)
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c2τ
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5
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5
1
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q + k0 q
q − k3
Figure 4.46: AAAV iM(II)8©
iM(II)8© = 0 (4.84)
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Figure 4.47: AAAV iM(III)8©
iM(III)8© = 0 (4.85)
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Figure 4.48: PAAV iM(IV )8©
iM(IV )8© = 0 (4.86)
η′(p)
√
2c2λ
0/pγ5
1
g τ
kγµ
c2τ
i/k3γ
5
c2τ
j/k4γ
5
ρ0(k0)
π+(k3)
π−(k4)
q − k3 − k0
q + k4 q
q − k3
Figure 4.49: PAAV iM(V )8©
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iM(V )8© = 0 (4.87)
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Figure 4.50: PAAV iM(V I)8©
iM(V I)8© = 0 (4.88)
We should emphasize that the above results are expected due to the fact that in
non-Abelian theories with the odd number of axial vector current(odd parities) up to
five point functions may produce an anomalous term in the divergence of axial vector
currents. However, the triangle diagram plays a crucial role here since its absence
means the absence of all other anomalous diagrams. [8], [43]. Thus, as we have seen
the anomalous triangle and box diagrams have vanishing amplitude in this process.
4.2 Trace of Gauge Group Matrices and Final Result of η′ → ρ0π+π−
Through The Box Diagrams
To evaluate the trace of gauge group matrices we need to consider the contraction
of the bosonic field operator with initial and final states. With the use of equation
(3.50) for initial states in momentum space we have
η′(x3) |η′(p)〉 = | 0 〉 (4.89)
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and for final particles with the use of equations (3.46) and (3.47) we have
〈
π+(k1)
∣∣ πi(x1) = 〈(π1(k1)− iπ2(k1)√
2
)
∣∣πi(x1) = (δi1 − δi2)√
2〈
π−(k2)
∣∣ πj(x2) = 〈(π1(k2) + iπ2(k2)√
2
)
∣∣πj(x1) = (δj1 + δj2)√
2〈
ρ0(k0, ε0)
∣∣ ρkµ(x3) = 〈 ρ3(k0, ε0)∣∣ρaµ(x3) = ε∗µ(k0)δk3
(4.90)
If we look at the Feynman diagrams with superscripts (I), ..., (V I) in all of the
eight different terms of the transition matrix (PPPV,....,AAAV), we can see that
each Feynman diagram with specific superscript, always has the same trace over the
gauge group matrices. As we have seen in chapter 2 (2.1), gauge group matrices τ i
where i = 1, 2, 3 are the fist three Gell-Mann matrices and λ0 is defined in equation
(2.62). Hence, we evaluate the trace of gauge group matrices based on the superscript
numbers as follows
(I) : tr
[
τ iτ jτ kλ0
](δi1 − δi2)√
2
(δj1 + δj2)√
2
δk3 =
−2√
3
(II) : tr
[
τ jτ iτ kλ0
](δi1 − δi2)√
2
(δj1 + δj2)√
2
δk3 =
2√
3
(III) : tr
[
τ iτ kτ jλ0
](δi1 − δi2)√
2
(δj1 + δj2)√
2
δk3 =
2√
3
(IV ) : tr
[
τ jτ kτ iλ0
](δi1 − δi2)√
2
(δj1 + δj2)√
2
δk3 =
−2√
3
(V ) : tr
[
τ kτ iτ jλ0
](δi1 − δi2)√
2
(δj1 + δj2)√
2
δk3 =
−2√
3
(V I) : tr
[
τ kτ jτ iλ0
](δi1 − δi2)√
2
(δj1 + δj2)√
2
δk3 =
2√
3
(4.91)
For evaluating the amplitude of each Feynman diagram we need to multiply the
fermionic results that have been calculated in the previous section with the corre-
sponding gauge group matrix traces. Thus, the results are
iMPPPV = −i
4
√
2
3
√
3π2
1
f 3πg
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.92)
91
iMAPPV = i
16
√
2
3
√
3π2
c
f 3πg
2
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.93)
iMPAPV = 0 (4.94)
iMPPAV = 0 (4.95)
iMAAPV = −i
16
√
2
3
√
3π2
c2
f 3πg
3
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.96)
iMAPAV = −i
16
√
2
3
√
3π2
c2
f 3πg
3
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.97)
iMPAAV = i
24
√
2
3
√
3π2
c2
g3f 3π
ε∗µ(k0)k0νk3ρk4σε
µνρσ (4.98)
iMAAAV = 0 (4.99)
Now if we add up all of the above terms we have
iMBox(η′ρ0ππ) = −i
√
2
3
√
3π2
1
f 3πg
[
4− 16 c
g
+ 8
c2
g2
]
ε∗µ(k0)k0νk3ρk4σ ε
µνρσ (4.100)
4.3 Decay Amplitude of η′ → π+π−π+π− Through Box Diagram
In this section we calculate the decay amplitude of η′ to π+π−π+π− through box
diagrams taking similar steps as in the last chapter (3.5). Based on equation (4.100)
we can write Lη′ρππ
Lη′ρππ =
2
√
2
gfπ
(
2
fπ
)2
Nc
3π2
(√2
3
cos θ+
1
3
sin θ
)[1
2
−2 c
g
+
c2
g2
]
εµνρσ∂µρ
0
ν(x)∂απ
+(x)∂βπ
−(x)
(4.101)
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Now analogous to what we did in chapter 3 (3.5) we can form the S-matrix of the
box diagram
〈 π+(k1)π−(k2)π+(k3)π−(k4) |iS| η′(p) 〉 =
= i2
∫
d4xd4y 〈 π+(k1)π−(k2)π+(k3)π−(k4) |Lη′ρ0π+π−(x)Lρ0π+π−(y)| η′(p) 〉
= i(2π)4δ4(p− k1 − k2 − k3 − k4)
2
√
2
fπ
(
2
fπ
)2
2
g
Nc
3π2
(√2
3
cos θ +
1
3
sin θ
)[1
2
− 2 c
g
+
c2
g2
]
mη′εijkk1ik2jk3k
(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(q
2
1)
∣∣∣∣
q1=k1+k2
+
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(q
2
2)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(q3)
∣∣∣∣
q3=k1+k4
− fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(q
2
4)
∣∣∣∣
q4=k2+k3
)
(4.102)
From the above equation we can obtain MBox(η′ → π+π−π+π−)
M(Box)(η′(p)→ π+(k1)π−(k2)π+(k3)π−(k4) =
16
√
2
f 3π
Nc
3π2
1
g
(√2
3
cos θ +
1
3
sin θ
)[1
2
− 2 c
g
+
c2
g2
]
mη′εijkk1ik2jk3k
(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(q
2
1)
∣∣∣∣
q1=k1+k2
+
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(q
2
2)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(q3)
∣∣∣∣
q3=k1+k4
− fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(q
2
4)
∣∣∣∣
q4=k2+k3
)
(4.103)
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Chapter 5 Phase Space Calculation
In the two previous chapters we have calculated the triangle and box diagrams of the
η′ decay to π+π−π+π−. Now by having the results in our hand we can add them up
and evaluate the decay rate of this process.
To start let’s consider the n-body Lorentz-invariant phase space measure [44]
dLIPSn(p) = (2π)
4δ4
(
p−
n∑
i=1
ki
) n∏
j=1
d3kj
(2π)32k0j
(5.1)
In the above equation p is the four-momentum of decaying particle and ki are the
four-momentum of the final particles. In the center of mass frame, which is the same
as rest frame of the initial particle, we identify the differential decay rate dΓ as
dΓ =
1
2p0
∣∣M ∣∣2dLIPSn(p) (5.2)
where M is the amplitude of the decay process. We can define the decay rate by
integrating over all the outgoing particles momenta and by dividing by the symmetry
factor S. If there are n′ final particles of type i, then
S =
∏
i
n′i! (5.3)
Thus, for the total decay rate we find
Γ =
1
S
∫
dΓ (5.4)
Now, we can apply the above formula to our problem. First, with the use of
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equations (3.57) and (4.103) we get the decay amplitude
M(Box + Triangle)
(
η′(p)→ π+(k1)π−(k2)π+(k3)π−(k4)
)
=
64
√
2
fπ
Nc
(4π)2
1
g2
(
√
2
3
cos θ +
1√
3
sin θ)mη′εijkk1ik2jk3k ×(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(ρ)
∣∣∣∣
q1=k1+k2
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(ρ)
∣∣∣∣
q2=k3+k4
×
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(ρ)
∣∣∣∣
q3=k1+k4
fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(ρ)
∣∣∣∣
q4=k2+k3
)
+
16
√
2
f 3π
Nc
3π2
1
g
(√2
3
cos θ +
1
3
sin θ
)[1
2
− 2 c
g
+
c2
g2
]
mη′εijkk1ik2jk3k
(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(q
2
1)
∣∣∣∣
q1=k1+k2
+
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(q
2
2)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(q3)
∣∣∣∣
q3=k1+k4
− fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(q
2
4)
∣∣∣∣
q4=k2+k3
)
(5.5)
and the 4-body Lorentz-invariant phase space measure is
dLIPS4(p) = (2π)
4δ4
(
p− k1 − k2 − k3 − k4)
d3k1
(2π)3 2k01
d3k2
(2π)3 2k02
d3k3
(2π)3 2k03
d3k4
(2π)3 2k04
(5.6)
If we rotate the (x− y − z) coordinate system such that ~k1 lies on the z axis and
then rotate the (x − y) plane about the z axis in a way that ~k2 lies in the (x − z)
plane, with the use of energy momentum conservation we can see that dLIPS4(p)
has only 5 independent variables. Hence, we obtain
dLIPS4(p) =
1
8(2π)6
1
sinφ4
|~k1| dk01 dk02 dk04 dθ2 dθ4 (5.7)
in the above equation k01, k
0
2 and k
0
4 are the energy of π
+(k1), π
−(k2) and π
−(k4)
respectively, θ2 is the polar angle of momentum ~k2, θ4 and φ4 are the polar and
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azimuthal angles of momentum ~k4. The azimuthal angle φ4 can be written in term
of 5 independent variables
cosφ4 =
1
2 k2 k4 sin θ2 sin θ4
(
|~k3|2 − |~k1|2 − |~k2|2 − |~k4|2 − 2|~k1||~k2| cos θ2
− 2|~k1||~k4| cos θ4 − 2|~k2||~k4| cos θ2 cos θ4
) (5.8)
We have all the parts to evaluate the decay rate. If we plug equations (5.5) and
(5.7) into equation (5.4) we have
Γ(Box + Triangle)
(
η′ → π+(k1)π−(k2)π+(k3)π−(k4)
)
=
1
4
1
2mη′
∫ ∣∣∣M(Box + Triangle)∣∣∣2dLIPS4(p)
=
1
4
1
2mη′
∫
1
8(2π)6
1
sinφ4
|~k1| dk01 dk02 dk04 dθ2 dθ4 ×
64
√
2
fπ
Nc
(4π)2
1
g2
(√2
3
cos θ +
1√
3
sin θ
)
mη′εijkk1ik2jk3k ×(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(ρ)
∣∣∣∣
q1=k1+k2
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(ρ)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(ρ)
∣∣∣∣
q3=k1+k4
fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(ρ)
∣∣∣∣
q4=k2+k3
)
+
16
√
2
f 3π
Nc
3π2
1
g
(√2
3
cos θ +
1
3
sin θ
)[1
2
− 2 c
g
+
c2
g2
]
×
mη′εijkk1ik2jk3k
(
fρππ(q
2
1)
q21 −m2ρ + i
√
q21 Γ(q
2
1)
∣∣∣∣
q1=k1+k2
+
fρππ(q
2
2)
q22 −m2ρ + i
√
q22 Γ(q
2
2)
∣∣∣∣
q2=k3+k4
− fρππ(q
2
3)
q23 −m2ρ + i
√
q23 Γ(q3)
∣∣∣∣
q3=k1+k4
− fρππ(q
2
4)
q24 −m2ρ + i
√
q24 Γ(q
2
4)
∣∣∣∣
q4=k2+k3
)
(5.9)
To calculate the above integral we have used C + + code. The original code has
been written by Dr. Yibo Yang for the triangle amplitude. As we have remarked in
the introductory chapter, the triangle diagrams have been calculated by Dr. Li. and
the branching ratio result is BTriangle(η
′ → π+π−π+π−) = 4.16×10−5. Dr. Yang gen-
erously agreed to share his code with us. By modifying the code and adding the box
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diagrams amplitude to the original code we were able to evaluate the integral in equa-
tion (5.9). The result of the integral leads to the brancing ratio B(Box + Triangle)(η
′ →
π+π−π+π−) = 8.73× 10−5, which is in a very good agreement with the experimental
result B(η′ → π+π−π+π−) = [8.53± 0.69(stat.)± 0.64(syst.)]× 10−5 [4]. We briefly
review the η′ experiment in the next chpater.
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Chapter 6 The Experimental Result
η′ → π+π−π+π− and has been observed for the first time at the Beijing Electron-
Positron Collider II (BEPC II) with the use of Beijing Spectrometer III (BES III)
detector [4]. Before this experiment the best upper limit on η′ → π+π−π+π− came
from CLEO Collaboration [45].
BEPC II is a double ring e+e− collider and the BESIII detector is a magnetic
spectrometer with a cylindrical core consisting of a helium based main drift chamber,
a plastic scintillator time-of-flight system, and a CsI electromagnetic calorimeter in-
closed in a superconducting solenoidal magnet providing a 1.0 T magnetic field [4].
In this experiment for the first time, the observation of η′ → π+π−π + π− has re-
ported from radioactive decay of J/ψ → γη′. Based on the results of BESIII detector
the branching ratio of η′ is observed B(η′ → π+π−π+π−) = [8.53 ± 0.69(stat.) ±
0.64(syst.)]× 10−5.
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Chapter 7 Conclusion
In this dissertation we have applied the chiral theory of mesons that has been pre-
sented in references [1], [2], to the process η′ → π+π−π+π− and our predicted branch-
ing ratio, B(η′ → π+π−π+π−) = 8.73×10−5, is in good agreement to the experimental
value B(η′ → π+π−π+π−) = [8.53±0.69(stat.)±0.64(syst.)]×10−5 [4]. In this decay
process the triangle and box diagrams are both important due to the fact that vector
meson resonance has been included into these diagrams. We should emphasize that
the chiral theory of mesons that we have used here is applicable to any meson con-
sisting of u, d and s quarks. Also, without any calculation and based on symmetry
factors we can apply our results to the process η′ → π+π−π0π0, which has the decay
width of Γ(η′ → π+π−π0π0) = 2Γ(η′ → π+π−π+π−).
At the end we want to thank Dr. Yibo Yang who wrote the original C + + code
for the phase space calculation of triangle diagrams and generously shared his code
with us. By modifying his code we were able to evaluate phase space integrals in this
process.
Copyright c© Ehsan Jafari, 2018.
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