The Metropolis-Hastings algorithm is a fundamental Markov chain Monte Carlo (MCMC) method for sampling and inference. With the advent of Big Data, distributed and parallel variants of MCMC methods are attracting increased attention. In this paper, we give a distributed algorithm that can correctly simulate sequential single-site Metropolis chains without any bias in a fully asynchronous message-passing model. Furthermore, if a natural Lipschitz condition is satisfied by the Metropolis filters, our algorithm can simulate N -step Metropolis chains within O(N/n + log n) rounds of asynchronous communications, where n is the number of variables. For sequential single-site dynamics, whose mixing requires Ω(n log n) steps, this achieves an optimal linear speedup. For several well-studied important graphical models, including proper graph coloring, hardcore model, and Ising model, the condition for linear speedup is weaker than the respective uniqueness (mixing) conditions.
Introduction
Sampling from joint distributions represented by graphical models is one of the central topics in machine learning. The boom in Big Data applications in contemporary Machine Learning has been drawing increased attention to distributed and algorithms for sampling. For instance, see [19, 6, 25, 27, 11, 1, 4, 5, 3, 15] .
The Metropolis-Hastings method is a fundamental Markov chain Monte Carlo method for sampling. Consider a joint distribution µ for a set V of n random variables, each with domain [q] . Algorithm 1 is a Metropolis sampler with single-site updates for µ. µ(Xt) , set X t+1 ← X ′ ; otherwise, set X t+1 ← X t ;
In particular, when µ is represented by a graphical model, we have
where µ v ( · | X t (N v )) stands for the marginal distribution at v conditioning on the current configuration of the neighborhood N v ⊆ V of v in the graphical model. Therefore, each update only needs access to the immediate neighbors of the variable being updated. The traditional single-site Metropolis sampler is a sequential algorithm. In fact, the algorithm is a sequential discretization of the continuous-time parallel process, in which each variable holds an i.i.d. Poisson clock, so that upon each ringing of a clock at a variable, that variable is updated instantly as in Algorithm 1. Physicists invented this continuous-time process to study natural evolutions and dynamics [10] , before computer scientists discretized it to a sequential sampling algorithm.
A major issue for discretizing this originally concurrent continuous-time process as concurrent algorithms, is that updates may no longer be implemented atomically, so that concurrent accesses to critical regions consisting of adjacent variables may cause race conditions that result in faulty sampling. For example, considering uniform sampling proper graph colorings, when two adjacent nodes concurrently try to update their colors based on their knowledges about each other's current colors, there is a non-negligible chance that the new coloring becomes improper.
The race condition can be naturally avoided by not allowing adjacent variables to be updated concurrently; see [11, 7] . However, this only led to a suboptimal O(n/∆) factor of parallel speedup. The issue was partly resolved by: (1) the HogWild! approach [24, 4, 3] which can be fast and approximately accurate assuming stochastically asynchronous schedulers with independently random message delays, but fails in general against adversarial schedulers; (2) the LocalMetropolis chain [7, 8] , a well-synchronized parallel Markov chain that can draw correct samples with linear speedup.
Our result. We give a fully-asynchronous distributed Metropolis sampler that outputs correct samples, assuming adversarially asynchronous schedulers. Under a Lipschitz condition for the Metropolis filters (formally stated later as Condition 2.1), the distributed sampler achieves an optimal linear speedup for Ω(n log n)-step sequential Metropolis samplers, where Ω(n log n) is also a general lower bound for the mixing time of single-site sequential dynamics [13] . For several well-studied graphical models, e.g. proper graph coloring, hardcore model, and Ising model, this condition for optimal speedup is weaker than the uniqueness (mixing) conditions of the respective models.
Our distributed algorithm actually provides a perfect simulation of the continuous-time process in a model with adversarially asynchronous communications. To have linear speedup, we must allow adjacent variables updated concurrently, yet still perfectly simulate the original process without introducing any bias. To achieve these seemingly contradictory goals, a crucial idea is to resolve updates in advance: we show that a Metropolis update can be resolved correctly before the information of the neighborhood is fully available.
More profoundly, our result shows that the continuous-time Metropolis chain, as an idealized concurrent process arising from nature, can be simulated perfectly in artificial systems without overhead on parallelism.
Models and Statement of Main Results

The Metropolis chain
We consider single-site dynamics defined by local Metropolis filters. Let G = (V, E) be an undirected graph with n nodes. For each node v ∈ V , let N v = N (v) {u ∈ V | (u, v) ∈ E} denote the neighborhood of v. Let q ≥ 2 and [q] = {1, 2, . . . , q} be a finite domain. Consider the following abstract Markov chain with state space Ω = [q] V . At each step t ≥ 0, the state of the chain is a configuration X t ∈ [q] V , and each transition is given below.
Transition of the single-site Metropolis chain X t → X t+1 :
• Pick a v ∈ V uniformly at random and denote c = X t (v);
• propose a random value c ′ ∈ [q] according to distribution ν v over [q] , and let configuration X ′ ∈ [q] V be constructed as X ′ (v) = c ′ and X ′ = X t elsewhere;
• with probability f v c,c ′ (X t (N v )) set X t+1 ← X ′ , otherwise set X t+1 ← X t ;
The proposal c ′ ∈ [q] is drawn from a distribution ν v over [q] , called the proposal distribution of v. Given any current c = X t (v) and c ′ ∈ [q], the Metropolis filter at v:
maps the current configuration of the neighborhood X t (N v ) to an acceptance probability. The transition rule of the chain X t is fully specified by (ν v ) v∈V and (f v c,c ′ ) c,c ′ ∈[q],v∈V . For example, for proper q-colorings of graph G, domain [q] represents the set of q colors. The proposal distribution ν v is the uniform distribution over [q] and the Metropolis filter
indicates whether c ′ properly colors node v given the current coloring X t (N v ) of the neighborhood N v . The resulting chain, the well-known Metropolis chain for proper q-coloring, has the uniform distribution over all proper q-colorings of G as its stationary distribution.
Graphical models
More generally, consider any joint distribution µ over [q] V arising from a graphical model on G = (V, E). Let µ v denote the marginal distribution at node v. An important property of graphical models is the following conditional independence property:
At each node v ∈ V , the proposal distribution ν v can be any positive distribution over [q] , and the Metropolis filter f v c,c ′ :
is defined as following:
To have f v c,c ′ defined everywhere, we may extend the definition of marginal probabilities to conditions τ with 0 measure such as assuming µ v ( · | τ ) = 0 and adopt the convention 0/0 = 1. Such extension does not affect the definition of the chain over legal states.
It is well known (see, e.g., [17] ) that the resulting single-site Metropolis chain X t with positive proposal distributions (ν v ) v∈V and the Metropolis filters given in (1) has stationary distribution µ. We will refer to such a chain as a Metropolis chain for the graphical model µ on G.
Model of asynchrony
We consider distributed algorithms in the fully-asynchronous message-passing model [18, 20, 2] . The network is G = (V, E) itself. Each node represents a processor. Each undirected edge represents two unidirectional channels (one in each direction).
For the synchronous case, communications take place in synchronized rounds. In each round, each node may send messages to and receive messages from all its neighbors, and perform arbitrary local computation atomically.
In the asynchronous model, local computations are still atomic, but messages may travel through channels at arbitrary speeds, whose scheduling is determined by an adversary adaptive to the entire input, with the constraint that for each unidirectional channel, all messages will eventually be delivered in the order in which they are sent by processor (a.k.a. the reliable FIFO channel). Given an execution of an asynchronous algorithm, a time unit or a (asynchronous) round is defined as the maximum time that elapses between the moment that a message is sent by a processor and the moment that the message is processed by the receiver. The time complexity is measured by the number of time units from the start of the algorithm to its termination in the worst case. The synchronous model is a special case of the asynchronous model with a benign synchronous scheduler, while the HogWild! algorithms [24, 4, 3] gave an intermediate special case of an an asynchronous model in which the scheduler is stochastic, creating delays that are independent random variables. For more formal discussions, see [18] .
Main results
We study distributed algorithms that simulate (X t ) t≥0 on network G = (V, E). A distributed algorithm is said to simulate a Metropolis chain (X t ) t≥0 if initially, each node v ∈ V receives as input its initial value X 0 (v), the number of nodes n, a threshold T ∈ R ≥0 , and also the descriptions of proposal distribution ν v and Metropolis filter (f v c,c ′ ) c,c ′ ∈[q] if they are not already given implicitly, and upon termination, each node v ∈ V outputs a Y (v) ∈ [q], such that altogether the random vector Y is identically distributed as X N for some sufficiently large integer N ≥ T n.
We define a Lipschitz condition for the Metropolis filters. Let f :
, we define the operator δ i,a,b on function f as:
where the maximum is taken over all pairs of (x, y) satisfying x i = a, y i = b and x j = y j for all j = i.
Let (X t ) t≥0 be a single-site Metropolis chain with proposal distributions (ν v ) v∈V and Metropo-
Condition 2.1. There is a constant C > 0 such that for any (u, v) ∈ E, any a, b, c ∈ [q], it holds that
where ∆ = ∆(G) denotes the maximum degree of G.
We show that any single-site Metropolis chain satisfying Condition 2.1 can be simulated efficiently (with a linear speedup) by a distributed algorithm, even against adversarial asynchronous schedulers.
Theorem 1 (main theorem). Assume that Condition 2.1 holds for the single-site Metropolis
There is a fully-asynchronous distributed algorithm that simulates (X t ) t≥0 such that given any T ∈ R ≥0 , with high probability the algorithm outputs X N ∈ [q] V for some N ≥ T n within O(T + log n) time units, with each message of size O(log n + log q).
The notions of asynchronous distributed algorithm and distributed simulation of Metropolis chains used in above theorem are as defined earlier. The O(·) hides (linearly) the constant C in Condition 2.1.
The algorithm in Theorem 1 simulates Ω(n log n)-step sequential Metropolis chains distributedly with linear speedup. On various well-studied graphical models, this gives efficient distributed simulations of respective Metropolis chains under following conditions:
• Proper q-coloring: The natural Metropolis chain for proper q-coloring is as follows. For each v ∈ V , ν v is the uniform over [q] and
Over proper q-colorings, this chain behaves identically as the chain described in (1). Condition 2.1 applied on this chain translates to: there is a constant α > 0 such that
In contrast, the uniqueness condition is q ≥ ∆ + 1 [14, 9] .
• Hardcore model: The distribution µ is over all configurations in {0, 1} V that corresponds to independent sets of G. 
Condition 2.1 applied on this chain translates to: there is a constant C > 0 such that
while the uniqueness condition is λ < [26, 22] .
• Ising model: The distribution µ is over all configurations in {−1, +1} V , such that for
where β ∈ R is the temperature. The natural Metropolis chain for this model is: For each v ∈ V , ν v is uniform over {−1, 1}, and
while the uniqueness condition is 1 − e −2|β| < 2 ∆ [21, 23] . For above graphical models, Condition 2.1 is much weaker than the uniqueness (mixing) conditions, because our goal is to simulate the sequential chain regardless of its mixing.
Outline of the Algorithm
In this section, we outline our main algorithm stated in Theorem 1 that simulates the single-site Metropolis chain (X t ) t≥0 with asynchronous communications. The algorithm actually simulates the continuous-time counterpart of (X t ) t≥0 which is parallel in nature.
Continuous-time Metropolis chain
Let (Y t ) t∈R ≥0 denote the continuous-time version of the single-site Metropolis chain (X t ) t≥0 defined in Section 2.1. Formally, (Y t ) t∈R ≥0 has state space Ω = [q] V ; initially Y 0 = X 0 ; and as time t elapses continuously Y t evolves by the following rules:
• Each node v ∈ V is associated with an i. 
• When the Poisson clock at node v rings, the value at v is updated in the same manner as in the discrete-time Metropolis chain. More specifically, supposed the Poisson clock at node v ring at time t ∈ R ≥0 and c = Y t−ǫ (v), node v draws c ′ ∈ [q] according to its proposal distribution ν v , and updates Y t (v) to the proposed value c ′ with probability f v c,c ′ (Y t (N v )). The continuous-time dynamics have been extensively studied (see [16, 17] ). In fact, the now more popular discrete-time chains originated as a discretization of the continuous-time dynamics, which model natural evolutions and dynamics.
It is well-known that the single-site dynamics (X t ) t≥0 and its continuous-time version (Y t ) t∈R ≥0 have the following equivalence. We can then focus on distributed algorithms that simulate the continuous-time Metropolis chain (Y t ) t∈R ≥0 . It is obvious to see that the continuous-time chain is a parallel process. However, naïvely implement the process as a distributed algorithm without proper concurrency control may cause race conditions that give faulty sampling results, because adjacent nodes may update their values concurrently using each other's outdated information due to delay of communications.
Distributed simulation of continuous-time chain
We consider distributed algorithms that perfectly simulate the continuous-time Metropolis chain. A straightforward approach for perfectly simulating (Y t ) t∈R ≥0 by distributed algorithms is to resolve each update only if all prior adjacent updates are known to be resolved. Such straightforward approach works generically for continuous-time single-site dynamics (not just the Metropolis chain). In particular, it perfectly simulates (Y t ) t∈R ≥0 , such that given any T ≥ 0, with high probability the algorithm terminates within O(∆T + log n) time units, where ∆ = ∆(G) denotes the maximum degree of graph G. The ∆-factor overhead seems necessary for such approaches since no adjacent nodes are updated concurrently.
Resolve updates in advance
There is actually a smarter way to resolve the updates by distributed algorithms, so that updates at adjacent nodes can be resolved concurrently, yet no race condition is ever reached and the original chain (Y t ) t∈R ≥0 is perfectly simulated without any bias. For the convenience of exposition, we present the algorithm in such a way that every node v ∈ V first locally generates all its Poisson random update times and random proposals. Specifically, each node v locally generates all the moments at which the Poisson clock at v rings before time T , which gives the moments of v's value being updated in the chain (Y t ) t∈R ≥0 . We call them the update times of v. Besides, corresponding to each update time, v also samples an independent proposed value from ν v . Such initialization is done locally at each node before all communications.
We further assume that each node v ∈ V also knows the initial value Y 0 (u), the random update times and random proposals of all its neighbors u ∈ N v . This can be achieved by a preprocessing step in which these local informations are exchanged between neighbors. Assuming each message contain a single pair of update time and proposed value, which costs O(log n+log q) bits with high probability 1 , this preprocessing step terminates within O(T + log n) time units with high probability due to the concentration of Poisson random variable. The algorithm consists of two phases: Phase I for the preprocessing and Phase II for the actual simulation of continuous-time chain (Y t ) t∈R ≥0 , outlined in following. We also remark that each node needs not to wait for others except for itself to terminates in Phase I before entering its own Phase II.
Algorithm at node v ∈ V :
Locally do: Simulate rate-1 Poisson clock for time duration T to generate a sequence of random update times for v; for each update time, sample a random proposal independently from ν v ; let m v denote the number of pairs of update times and proposals generated.
Phase I: Exchange the initial value, update times and proposals with all neighbors.
Phase II:
Keep listening to the channels from all neighbors. (⋆) As soon as v gets enough information:
Resolve the i-th update of v and send the update result ("Accept" or "Reject") to all neighbors.
The condition in Line (⋆) plays a vital part in the algorithm. Consider the i-th iteration of the For-loop in Phase II of the algorithm, during which the algorithm has resolved v's first (i − 1) updates and is trying to resolve its i-th update. Say t being the i-th update time and c ′ being the i-th random proposal, both at node v. Let c denote the current value of node v, i.e. c = Y t−ǫ (v). To successfully resolve the i-th update at v, one needs to carry out a random experiment to pass a Metropolis filter, which involves evaluating function f v c,c
Here both c and c ′ are known to v. Obviously v can resolve the update once it also knows the correct Y t (N v ). Line (⋆) is much more sophisticated: node v can resolve an update in advance, much earlier than everything about Y t (N v ) is known. Abstractly, our algorithm achieves this by coupling the
, based on the partial information collected so far by v about Y t (N v ). Such coupling gives the lower bounds for the probability masses of Accept and Reject, which are used to resolve updates in advance.
For example, consider the proper graph coloring. Here c is the current color of node v and c ′ is the randomly proposed color for the update time t. The function
Node v can resolve the update as long as it has enough information about Y t (N v ) to guarantee one of the following two conditions hold:
and c ′ must be rejected. These conditions can be checked before everything about Y t (N v ) is known.
For general Metropolis chains, this is generalized to a coupling of all accept/reject distributions specified by all possible Y t (N v ) consistent with the partial information known to v. The next section is dedicated to the rigorous exposition of this idea.
Advanced Resolution of Metropolis Filters
We now formally describe the main algorithm outlined in last section, which consists of two phases. The description of Phase I is clear in last section. We focus on Phase II.
Fix a node v ∈ V . Suppose that v updates m v times before time T in the chain (Y t ) t∈R ≥0 . We define the following notations.
• We use 0 < t(v, 1) < t(v, 2) < . . . < t(v, m v ) < T to denote the update times generated by a rate-1 Poisson clock. By convention, we set t(v, 0) = 0 and t(v, m v + 1) = T .
• We use c(v, 1), c(v, 2), . . . , c(v, m v ) ∈ [q] to denote the corresponding proposals sampled
In Phase I of the algorithm, these informations are generated locally at each node v ∈ V , and are exchanged between neighbors along with the initial values Y 0 (v). Once a node collected the initial values Y 0 (u), the update times t(u, 1) < . . . < t(u, m u ) < T and the proposals c(u, 1), . . . , c(u, m u ) ∈ [q], of all neighbors u ∈ N v , it enters its Phase II, whose pseudocode (Algorithm 2) is given below. 2 The algorithm at node v resolves all the updates of v one by one in the order they are issued. In the i-th step, node v has resolved the first i − 1 updates and is currently trying to resolving the i-th update. The algorithm effectively generates a continuous-time chain (Y t ) t∈R ≥0 , such that for any time 0 ≤ t ≤ T and any node v ∈ V ,
Our goal is to guarantee that this continuous-time chain is identically distributed as the continuoustime Metropolis chain the algorithm wants to simulate. Node v also maintains the following quantities during the execution of Algorithm 2:
Algorithm 2: Pseudocode for Phase II of the main algorithm at node v Assumption: node v ∈ V knows the initial values Y 0 (u) and the lists of update times and proposals (t(u, i), c(u, i)) 1≤i≤mu of all u ∈ N v ∪ {v}.
• a vector j (j u ) u∈N (v) , such that each j u tells that from v's perspective, the neighbor u is resolving its j u -th update, and the results of its first (j u − 1) updates are known;
The subroutine Resolve(i, Y (v), j, Y) needs to satisfy the following invariant:
It means that for each neighbor u ∈ N v , node v knows that u has already resolved all its first j u − 1 updates and Y(u, ·) stores all historical values of u before time t(u, j u − 1). The following identity is implied by the invariant (3):
Therefore, node v can infer Y t (u) for any neighbor u ∈ N v at any time t before t(u, j u ). 
It is easy to verify by the transition rule of Metropolis chain that Y t (u) ∈ S t (u) always holds for any u ∈ N v and 0 ≤ t < T . This guarantees the soundness of the definition. Furthermore, given any (j, Y) satisfying the invariant (3), node v can locally compute sets S t (u) for all u ∈ N v and 0 ≤ t < T by (4) and (5) .
The set S t (u) captures the partial information about Y t (u) for the neighbors u ∈ N v . Next, we show how to use such information to resolve an update determined by the Metropolis filter
Example: proper graph coloring
We first give the subroutine Resolve on a special case: the uniform proper q-coloring of graph G. To be distinguished from the general case, we use Resolve-Coloring(i, Y (v), j, Y) to denote the subroutine for this special case. The pseudocode is given in Algorithm 3. The goal of Algorithm 3 is to resolve the i-th update (t(v, i), c(v, i)) for proper coloring. Node v maintains for each neighbor u ∈ N v a set S t(v,i) (u) of possible colors of u at time t(v, i)
input: index i of the current update; current color Y (v) of v; vector j and table Y to store the neighbors' current steps and historical colors from v's perspective; (5) ; based on information collected so far by v. The algorithm is event-driven. The set S t(v,i) (u) of each neighbor u ∈ N v is up to updates once a message "Accept" or "Reject" is heard from u. Node v is also constantly monitoring the sets S t(v,i) (u) for all u ∈ N v . The update (t(v, i), c(v, i)) is finally resolved once one of the following two events occurs: These two events are mutually exclusive, so that they cannot occur simultaneously. We will also see that at least one of them must occur eventually so that the algorithm must terminate. This is formally proved for the general Resolve algorithm where proper graph coloring is a special case.
General Metropolis chains
We then give the subroutine Resolve Specifically, for each τ ∈ C t(v,i) , define the indicator random variable I AC (τ ) ∈ {0, 1} as
The coins I AC (τ ) for all τ ∈ C t(v,i) are coupled as follows: Let β ∈ [0, 1) be uniformly distributed.
Since the true Y t(v,i) (N v ) ∈ C t(v,i) , the update can be resolved once all the indicator random variables I AC (τ ) for τ ∈ C t(v,i) are perfectly coupled, i.e. ∀τ 1 , τ 2 ∈ C t(v,i) :
To check whether all the indicator random variables are perfectly coupled, define the minimum accept probability P AC and the minimum reject probability P RE as:
Then all coins I AC (τ ) for τ ∈ C t(v,i) are perfectly coupled if β < P AC or β ≥ 1 − P RE . The former case corresponds to the event that all I AC (τ ) = 1, while the latter corresponds to the event that all I AC (τ ) = 0. The pseudocode for subroutine Resolve(i, Y (v), j, Y) at node v is given in Algorithm 4. recompute P AC and P RE as (6);
In the algorithm, a random number β ∈ [0, 1) is sampled only once in the beginning and used during the entire execution (hence the coupling). The algorithm is event-driven. The two thresholds P AC , P RE ∈ [0, 1] are updated dynamically upon receiving message. The update (t(v, i), c(v, i)) is accepted once β < P AC and is rejected once β ≥ 1 − P RE . These two events are mutually exclusive because P AC + P RE ≤ 1, so that they cannot occur simultaneously. Furthermore, eventually at least one of them must occur when |C t(v,i) | = 1, i.e. when the correct configuration Y t(v,i) (N v ) is fully known to v. ∈ u∈Nv S t(v,i) (u) and P RE ∈ {0, 1} indicates the event ∃u ∈ N v s.t. S t(v,i) (u) = {c(v, i)}.
The cost for local computation of the algorithm is dominated by the costs for computing the two thresholds P AC and P RE , which are easy to compute for graphical models defined by edge factors, e.g. Markov random fields, including all specific models mentioned in Section 2.4. For such graphical models, the Metropolis filter f v c,c ′ (τ ) can be written as:
For this broad class of Metropolis filters, the thresholds P AC and P RE can be computed by the closed-forms:
where the sets S t(v,i) (u) are easy to compute by definition in (5).
Outline of Proofs
The main theorem (Theorem 1) is implied by Theorem 3, Proposition 2 and the concentration for Poisson distribution (Proposition 4). The following are concentration inequalities for Poisson distribution [12, Lemma 11].
Proposition 4. Let N ∈ Z ≥0 be a Poisson random variable with mean µ, the following concentration inequalities hold for any ǫ < 1:
Furthermore, if t ≥ 5µ, then
The main theorem (Theorem 1) is proved as follows. Let (Y t ) t∈R ≥0 be the continuous-time version of the single-site Metropolis chain (X t ) t≥0 . Let
By Theorem 3, there is a fully-asynchronous distributed algorithm that perfectly simulates (Y t ) t∈R ≥0 . Since Condition 2.1 holds for (X t ) t≥0 , then given T ′ = O(T + log n), with high probability the algorithm terminates and outputs Y T ′ within O(T + log n) time units. By Proposition 2, Y T ′ is identically distributed as X N where N ∼ Pois(nT ′ ). By the concentration for Poisson distribution (Proposition 4), we have
A union bound proves that with high probability, the algorithm in Theorem 3 outputs X N ∈ [q] V for some N ≥ T n within O(T + log n) time units. Hence, the main theorem holds if Theorem 3 is proved. Here we give an outline of the proof of Theorem 3.
Correctness: Let (Y C t ) t∈R ≥0 denote the continuous-time Metropolis chain that the algorithm wants to simulate, and (Y A t ) t∈R ≥0 the continuous-time chain generated by main algorithm (the (Y t ) t∈R ≥0 in (2) We prove that the two chains can be perfectly coupled by using the same randomness.
Running time: Let (Y t ) t∈R ≥0 be the continuous-time version of a single-site Metropolis chain (X t ) t≥0 . If Condition 2.1 is satisfied by (X t ) t≥0 , then given any T , we prove that with high probability, the main algorithm outputs Y T within O(T + log n) time units. The Phase I costs O(T + log n) time units with high probability due to the concentration for Poisson distribution. We focus on the analysis of the Phase II.
The time complexity of the Phase II is analyzed by a dependency chain argument. The dependency chain is constructed as follows. Consider the i-th update of node v ∈ V . Given an execution of the main algorithm, the i-th update of v must be resolved in Phase II, and we can find the unique predecessor of the i-th update of v as follows:
• If node v resolves its i-th update upon receiving the message "Accept" or "Reject" from a neighbor u ∈ N v that indicates the result of u resolving the j-th update of u, then the predecessor is the j-th update of u.
• If node v resolves its i-th update upon computing P AC and P RE in Line 3 of Algorithm 4, then the predecessor is the (i − 1)-th update of v if i > 1 or there is no predecessor if i = 1.
Repeating the above process gives a sequence of updates, with everyone preceding the subsequent update. Such a sequence is called a dependency chain. The time complexity of the Phase II is bounded by the length of longest dependency chain because each dependency takes place within at most one time unit. We show that when Condition 2.1 holds, as a dependency chain becomes longer, the probability it occurs decays exponentially. 
Appendix A Proof of Correctness
The coupling between Y A and Y C is defined as follows:
• Y A and Y C use the same Poisson clock at each node v ∈ V .
• For each node v ∈ V and each update time of node v, node v proposes the same random value c ′ from the proposal distribution ν v and samples the same random real number β uniformly from [0, 1) to resolve such update, where in main algorithm, β is sampled in Line 1 of Algorithm 4 when v is trying to resolve such update.
Fix the randomness of all Poisson clocks (before time T ), all proposals and all real numbers. Then we obtain the following sequence
where 0 < t 1 < t 2 < . . . < t m < T . Each tuple (u i , t i , c i , β i ) represents the Poisson clock at u i ∈ V rings at time t i ; node u i proposes c i ∈ [q] for such update and samples β i ∈ [0, 1) to resolve such update. And m is the total number of rings of all n Poisson clocks. Given the above sequence, both (Y A t ) 0≤t≤T and (Y C t ) 0≤t≤T are determined. Remark that given the sequence in (7), the main algorithm must terminate and output Y A T in finite number of time units. Recall in message-passing model, all unidirectional channels are reliable FIFO channels. The Phase I must terminate within O(m) time units. In Phase II, any update (t, c) of node v must be resolved if v knows that its neighbors u ∈ N v have resolved all of their updates with update time less than t. Hence, all updates in (7) can be resolved within finite time units.
Given the sequence in (7), we prove that Y C t = Y A t for all 0 ≤ t ≤ T . Note that Y A and Y C change their states only at times t 1 , t 2 , . . . , t m . Assume t 0 = 0. It is sufficient to prove
We prove the result by induction on k.
The base case
. Since Y A and Y C change their states only at times t 1 , t 2 , . . . , t m , the induction hypothesis implies
Observe that in both two chains, only node u k can update its value at time t k . Then for all
Hence, it is sufficient to prove
Consider the moment when node u k resolves the update (t k , c k ) in Algorithm 4. Let j = (j u ) u∈Nu k and Y be the vector and table in Algorithm 4 when u k resolves the update (t k , c k ). For each neighbor u ∈ N (u k ), node u k computes the set S t k (u) in Definition 4.1 based on j and Y:
Recall t(u, j) and c(u, j) are update time and proposal of the j-th update of node u, which are uniquely determined by the sequence in (7) . Remark that the set S t k (u) can be correctly computed due to the invariant (3). Such invariant holds because each unidirectional channel is a reliable FIFO channel. We claim that
. This can be verified in two cases. (8), besides, S t k (u) also contains all proposals of u between time t(u, j u ) and time t k , hence Y C t k (u) ∈ S t k (u) holds due to the transition rule of Metropolis chain. Thus, we have
, node u k computes P AC and P RE to resolve the update (t k , c k ): (8) , node u k computes the acceptance probability to resolve the update (t k , c k ):
If the proposal c k is accepted in Y A , then β k < P AC , which implies β k < P M AC and the proposal c k must be accepted Y C . If the proposal c k is rejected in Y A , then β k ≥ 1 − P RE , which implies β k ≥ P M AC and the proposal c k must be rejected in Y C . Note that Y CThe Lemma is proved by analyzing the time complexity of the following modified algorithm, which is an upper bound of the time complexity of our main algorithm.
• Let all nodes start the Phase I at the moment T 0 . Let T 1 denote the moment when the last node completes the Phase I. For any node v ∈ V , if v completes the Phase I before moment T 1 , node v becomes idle and does not enter the Phase II.
• All nodes start the Phase II synchronously at moment T 1 . Let T 2 denote the moment when the last node completes the Phase II.
Let R 1 denote the number of time units between T 0 and T 1 . Let R 2 denote the number of time units between T 1 and T 2 . The time complexity of the main algorithm is at most R 1 + R 2 , because some nodes may enter the Phase II before T 1 in the main algorithm. For each node v ∈ V , let R v 1 denote the running time of the Phase I at node v. Node v completes the Phase I once v receives all the initial values and the lists of update times and proposals from all neighbors u ∈ N v . Then, we have
where m u is the number of update times generated by node u. Since each m u is a Poisson random variable with mean T , by the concentration of Poisson distribution (Proposition 4), we have
Taking a union bound over all nodes implies
Suppose all nodes start the Phase II synchronously. The following lemma bounds the time complexity of the Phase II (Algorithm 2) at a fixed node v ∈ V . Taking a union bound over all nodes implies R 2 = O(T + log n) with probability at least 1− 1 n . Combining with (10) implies with high probability, the main algorithm terminates within O(T + log n) time units. This proves Lemma 6.
The rest of this section is dedicated to the proof of Lemma 7. And we always assume all nodes start the Phase II synchronously in the rest analysis.
B.1 The dependency chain
We introduce the definition of the dependency chain, which can be used to bound the time complexity of Algorithm 2.
We fix all the randomness of the main algorithm. Specifically, for each node v ∈ V , fix m v and t(v, i), c(v, i), β(v, i) for 1 ≤ i ≤ m v , where t(v, i) and c(v, i) are update time and proposal of the i-th update of node v, and β(v, i) ∈ [0, 1) is the random real number sampled in Line 1 of Algorithm 4 to resolve the i-th update of node v. Thus our main algorithm becomes a deterministic procedure.
Let the pair (v, i) denote the i-th update of node v for any v ∈ V and any 1 ≤ i ≤ m v . In Algorithm 4, the resolution of each update (v, i) belongs to one of following two types of resolutions.
• Type-I resolution: node v resolves the update (v, i) upon computing P AC and P RE in Line 3 of Algorithm 4.
• Type-II resolution caused by (u, j): node v resolves the update (v, i) upon receiving the message "Accept" or "Reject" from a neighbor u ∈ N v , which indicates the result of u resolving update (u, j).
Given an update (v, i), we use D v,i to denote the dependency chain end at (v, i). The dependency chain D v,i is a sequence of updates, which is recursively defined as follows.
• If the resolution of (v, i) is the type-I resolution, construct D v,i as
• If the resolution of (v, i) is the type-II resolution caused by (u, j), construct D v,i as
Given an execution of the main algorithm, for each update (v, i), the dependency chain D v,i can be uniquely constructed. Given a dependency chain Proof. Suppose the time complexity of Algorithm 2 at node v is ℓ ′ such that ℓ ′ ≥ ℓ. By Proposition 8, the length of the dependency chain D v,mv is at least ℓ. Then we can truncation the dependency chain D v,mv and only keep the last ℓ pairs
where v ℓ = v and i ℓ = m v . Define the time sequence t 1 , t 2 , . . . , t ℓ , where t j = t(v j , i j ) is the i j -th update time of node v j . We claim that the time sequence t 1 , t 2 , . . . , t ℓ and the path P = (v 1 , v 2 , . . . , v ℓ ) satisfy the properties stated in the lemma. We prove that t 1 < t 2 < . . . < t ℓ . Other properties can be verified easily by the definition of dependency chain.
Fix an integer 1 ≤ j ≤ ℓ − 1. There are two cases for nodes v j and v j+1 .
• Case 1: v j = v j+1 . It must hold that i j+1 = i j + 1 by the definition of dependency chain. This implies t j < t j+1 because t(v j , i j ) < t(v j , i j + 1).
• Case 2: v j = v j+1 . The resolution of the update (v j+1 , i j+1 ) is the type-II resolution caused by (v j , i j ). Let M be the message from v j to v j+1 indicating the result of v j resolving (v j , i j ). Consider the Algorithm 4 at node v j+1 for resolving the update (v j+1 , i j+1 ). After received the message M, the set S t j+1 (v j ) must be updated. If otherwise, node v j+1 still cannot resolve the update (v j+1 , i j+1 ). By the definition of S t j+1 (v j ) (Definition 4.1), this occurs only if
Combining above two cases proves t 1 < t 2 < . . . < t ℓ .
B.2 Proof of Lemma 7
Fix a node v ∈ V . Let random variable R v 2 denote the time complexity of Algorithm 2 at node v. We bound the tail probability of the random variable R v 2 . Fix an integer ℓ > 0. We bound the probability of the event R v 2 ≥ ℓ. If R v 2 ≥ ℓ, there must exists a path v 1 , v 1 , . . . , v ℓ together with a time sequence t 1 , t 2 , . . . , t ℓ satisfying the properties stated in Lemma 9.
Fix an integer 0 ≤ s < ℓ. We define a set of path P(ℓ, s). Let P = v 1 v 2 , . . . , v ℓ be a path. The path P ∈ P(ℓ, s) if and only if
Fix a path P ∈ P(ℓ, s) where P = v 1 , v 2 , . . . , v ℓ . We say P is a dependency path if there exists a time sequence t 1 < t 2 < . . . < t ℓ such that the properties in Lemma 9 hold with respect to path P and time sequence t 1 < t 2 < . . . < t ℓ . By Lemma 9 and a union bound over all paths, we have
Pr[P is dependency path].
We bound the probability of the event that the fixed path P is dependency path. Let random variable N ∈ Z ≥0 denote the total number of rings of n rate-1 Poisson clocks up to time T . Note that N is a Poisson random variable with mean nT . We have 
Fix an integer m. We bound the conditional probability in above equation. Since N = m, we define the following sequence of random variables
In above sequence, each U i ∈ V is a random node, 0 < T 1 < T 2 < . . . < T m < T are random times, each C i ∈ [q] is a random value sampled from the distribution ν U i , each β i ∈ [0, 1) is uniformly distributed over [0, 1). Besides, each tuple (U i , T i , C i , β i ) satisfies:
• the Poisson clock at node U i rings at time T i ;
• node U i proposes the random value C i for the update at time T i ;
• node U i samples the random real number β i ∈ [0, 1) to resolve the update at time T i in Line 1 of Algorithm 4.
For each 1 ≤ k ≤ m, let the pair (T k , C k ) denote the update of node U k with update time T k and proposal C k . For any 0 < j < i ≤ m, we say that the resolution of an update (T i , C i ) is caused by the resolution of update (T j , C j ) if the following occurs: in Algorithm 4 at node U i , U i resolves its update (T i , C i ) upon U i receiving the message "Accept" or "Reject" from U j indicating the result of U j resolving update (T j , C j ).
Conditioning on N = m, if P is dependency path, then by Lemma 9, there must exist ℓ indices 1 ≤ p(1) < p(2) <, ..., < p(ℓ) ≤ m such that the following events occur simultaneously:
• event A 1 : for all 1 ≤ j ≤ ℓ, U p(j) = v j , where v j is the j-th node in path P ;
or the resolution of (T p(j+1) , C p(j+1) ) is caused by the resolution of (T p(j) , C p(j) ).
Fix ℓ indices 1 ≤ p(1) < p(2) <, ..., < p(ℓ) ≤ m. We bound the following probability
Due to the memoryless property of exponential random variable, conditioning on any historical rings of Poisson clocks, once a Poisson clock rings, such clock is chosen uniformly at random from n clocks. Hence, conditioning on N = m, each U i is a uniform and independent random node in V .
Further, we claim the following holds for the event A
2 . Claim 10. If Condition 2.1 is satisfied, then for any 1 ≤ j < ℓ satisfying v j = v j+1 , it holds that
where C is the constant in Condition 2.1.
Since P ∈ P(ℓ, s), there are exactly s indices j such that v j = v j+1 . Combining (14) , (15) s ∆ s , using (11) and (12) yields
Let r = max {2e (1 + 2C) T, 2 log n}. We have
Hence, Algorithm 2 at node v has time complexity O(T +log n) with probability at least 1−1/n 2 . This proves the lemma.
Proof. (Proof of Claim 10) Recall P = v 1 , v 2 , . . . , v ℓ is the fixed path and 1 ≤ p(1) < p(2) < . . . < p(ℓ) ≤ m is the ℓ fixed indices. Fix an integer 1 ≤ j ≤ ℓ − 1 such that v j = v j+1 . Consider the random variables
defined in (13) . We fix the values of random variables as follows.
• F 1 : Fix the randomness of n rate-1 Poisson clocks such that N = m and event A 1 occurs.
Then the values of all variables U 1 , U 2 , . . . , U m and T 1 < T 2 < . . . < T m are fixed and
• F 2 : Fix the values of all variables C k , β k for 1 ≤ k < p(j + 1).
Furthermore, fix the the delays of messages as follows:
• F 3 : Fix the delays of messages M k (u) for all 1 ≤ k < p(j + 1) and all u ∈ N (U k ), where M k (u) denotes the message from U k to u indicating the result of U k resolving the update (T k , C k ). All fixed the delays must be consistent with the message-passing model, where each unidirectional channel is a reliable FIFO channel.
Given any F 1 , F 2 and F 3 defined as above, we show the following two results:
• the occurrences of events N = m, A 1 and A
2 for all 1 ≤ k ≤ j − 1 are determined.
• if Condition 2.1 is satisfied, then event A
2 occurs with probability at most
where the probability takes over the randomness of unfixed variables.
The claim follows by combining above two results. The events N = m and A 1 must occur due to F 1 . We prove that the occurrences of events A
Given F 1 and F 2 , all values Y t (v) for v ∈ V and 0 ≤ t < T p(j+1) are fixed, where (Y t ) t∈R ≥0 is continuous-time chain generated by the main algorithm. This is because all update information before time T p(j+1) is fixed. Fix any 1 ≤ e < p(j + 1). Consider the Algorithm 4 at node U e for resolving update (T e , C e ). Node U e maintains two thresholds P AC , P RE , which are functions of Y Te−ǫ (U e ), C e and all sets S Te (u) in (5) for u ∈ N (U e ). The update (T e , C e ) is resolved once β e < P AC or β e ≥ 1 − P RE . Hence, node U e only uses the following information when resolving the update (T e , C e ):
(i) The value Y Te−ǫ (U e ), the proposal C e and the random real number β e , which are fixed by F 1 and F 2 ;
(ii) Proposals C e ′ for all e ′ < e satisfying U e ′ ∈ N (U e ), which are fixed by F 2 .
(iii) Messages M e ′ (U e ) for all e ′ < e satisfying U e ′ ∈ N (U e ), where M e ′ (U e ) is the message from U e ′ to U e indicating the result of U e ′ resolving the update (T e ′ , C e ′ ).The contents of these messages are fixed by F 1 and F 2 , and the delays of these messages are fixed by F 3 .
The (ii) and (iii) contain all information for node U e to compute the sets S Te (u) in (5) for all u ∈ N (U e ). Note that the update (T e , C e ) must be resolved no later than the moment when all messages M e ′ (U e ) for e ′ < e satisfying U e ′ ∈ N (U e ) are delivered. Once (T e , C e ) is resolved, node U e sends M e (u) to all u ∈ N (U e ). An induction on e from 1 to p(j + 1) − 1 shows that given F 1 , F 2 , F 3 , the procedures of resolving updates (T e , C e ) for all 1 ≤ e < p(j + 1) are fully determined. This implies the occurrences of A
2 occurs if node U p(j+1) resolves its update (T p(j+1) , C p(j+1) ) upon receiving the message M P (j) (U p(j+1) ) from its neighbor U p(j) . Given F 1 , F 2 , F 3 , the moment T at which node U p(j+1) receives the message M P (j) (U p(j+1) ) is fixed. Let T − ǫ be the moment right before the moment T . For each neighbor u ∈ N (U p(j+1) ), let S(u) denote the set S T p(j+1) (u) in (5) evaluated by node U p(j+1) at moment T − ǫ and let S ′ (u) denote the set S T p(j+1) (u) in (5) evaluated by node U p(j+1) at moment T . The following holds for sets S(u), S ′ (u) for all u ∈ N (U p(j+1) ).
• For all u ∈ N (U p(j+1) ), two sets S(u), S ′ (u) are fixed given F 1 , F 2 and F 3 .
• For all u ∈ N (U p(j+1) ) \ {U p(j) }, S(u) = S ′ (u).
The first result holds because computing each set S T p(j+1) (u) depends only on proposals C k and messages M k (U p(j+1) ) for all k < p(j + 1) satisfying U k = u, which are fixed by F 1 , F 2 , F 3 (including the delays of these messages). The second and the third results hold because only the message M P (j) (U p(j+1) ) is received by U p(j+1) between the moment T − ǫ and the moment T . The fourth result holds because the set S T p(j+1) (u) must contain at least one element by (5) .
Let c denote Y t (U p(j+1) ) where t = T p(j+1) − ǫ. Note that the value c is fixed by F 1 and F 2 . Let C ′ denote the random proposal C p(j+1) . Note that C ′ is still a random proposal from proposal distribution ν U p(j+1) given F 1 , F 2 , F 3 . Define P AC , P RE , P ′ AC and P ′ RE as:
where
If the event A
2 occurs, then the following event B j must occur.
• event B j : (P AC ≤ β p(j+1) < 1 − P RE ) ∧ (β p(j+1) < P ′ AC ∨ β p(j+1) ≥ 1 − P ′ RE ).
2 occurs, then node U p(j+1) resolves the update (T p(j+1) , C p(j+1) ) at moment T . Recall T is the moment at which node U p(j+1) receives the message M p(j) (U p(j+1) ) from node U p(j) . Node U p(j+1) cannot resolve the update at moment T − ǫ, this implies P AC ≤ β p(j+1) < 1 − P RE . Node U p(j+1) resolves the update at moment T , this implies β p(j+1) < P ′ AC ∨ β p(j+1) ≥ 1 − P ′ RE . Note that β p(j+1) is a random real number uniformly distributed over [0, 1) and C ′ = C T p(j+1) is a random value from proposal distribution ν U p(j+1) given F 1 , F 2 , F 3 . Recall that the value c = Y t (U p(j+1) ) (where t = T p(j+1) − ǫ) and all sets S(u), S ′ (u) for u ∈ N (U p(j+1) ) are fixed by F 1 , F 2 , F 3 . Then we have
where the distribution ν ⋆ = ν U p(j+1) . The last inequality holds because β p(j+1) is uniformly distributed over [0, 1), P ′ AC ≥ P AC and P ′ RE ≥ P RE (because S ′ (u) ⊆ S(u) for all u ∈ N (U p(j+1) )). Finally, to bound the probability in (16), we introduce the following optimization problem.
Fix two nodes {v, u} ∈ E, define an optimization problem P(v, u) as follows. The probability in (16) must be upper bounded by the optimal value of the objective function in above optimization problem P(v, u) with v = U p(j+1) and u = U p(j) , because it takes the worst case over all possible sets S(w), S ′ (w) (which are variables S 1 (w), S 2 (w) in above optimization problem) for w ∈ N (U p(j+1) ) and the value c = Y t (U p(j+1) ) where t = T p(j+1) − ǫ that maximize the expectation in (16) . Remark that we use constraint 
and keep all variables and constraints unchanged. We obtain a new optimization problem. Let OPT 1 denote the objective function value of the optimal solution to this problem.
Similarly, suppose we replace the objective function in problem P(v, u) defined in (17) and keep all variables and constraints unchanged. We obtain another new optimization problem. Let OPT 2 denote the objective function value of the optimal solution to this problem. It is easy to verify OPT ≤ OPT 1 + OPT 2 .
We show that 
This proves the lemma. We prove inequality (19) . Inequality (20) can be proved by going through a similar proof. Consider the new optimization problem with objective function (18) . We claim the following result for this problem. 
