In this paper, we propose and study a randomized Boolean gossiping process, where nodes taking value from {0, 1} pairwise meet over an underlying graph in a random manner at each time step and the two interacting nodes update their states by random logistic rules drawn from the set {AND, OR}.
on probabilistic Boolean networks mainly focused on characterization of the steady-state probabilities for attractors in the dynamics. Recently the input-output relations of probabilistic Boolean networks were also studied particularly in their controllability [9, 10] .
In this paper, we propose and study a randomized Boolean gossiping process, where Boolean nodes pairwise meet over an underlying graph in a random manner at each time step, and the two interacting nodes update their states from random logistic rules in the set {AND, OR}. Introduced in [13] , gossiping algorithms are now widely accepted as canonical models for information diffusion over social networks and distributed systems [11, 12, 14, 15] , where an informed node (which holds certain message, denoted 1 without loss of generality) will pass by the message to the node it interacted with in a random pair meeting process. The proposed randomized Boolean gossiping model is therefore a generalization of the classical gossiping process whose interaction rules are taken only from {OR}.
First of all, we investigate the state convergence of this randomized Boolean gossiping process. Using standard theories from Markov chain we show that almost surely, the network nodes asymptotically converge to a consensus represented by a random variable taking value in {0, 1}. We also establish a characterization of the distribution of this limit for large-scale complete networks in light of mean-field The remainder of this paper is organized follows. Section 2 introduces the randomized Boolean gossiping process under consideration. Section 3 establishes the asymptotic convergence properties of the node state evolution. Section 4 further studies the number of communication classes in the network state space and finally Section 5 concludes the paper with a few remarks.
Problem Definition
Consider a network with node set V = {1, . . . , n}. We use the asynchronous gossiping model introduced in [11] to describe node interactions. Each node meets other nodes at independent time instances defined by a rate-one Poisson process. This is to say, the inter-meeting times at each node follows a rate-one exponential distribution. Without loss of generality, we can assume that at most one node is active at any given instance.
Node interactions are characterized by an n × n stochastic matrix M = [m ij ], where m ij ≥ 0 and n j=1 m ij = 1 for all i, j = 1, . . . , n. The node pair selection process for the gossip algorithm is defined as follows. At each time k ≥ 0, a node i ∈ V is first drawn with probability 1/n; then node i picks the pair (i, j) to gossip with probability m ij . We define the induced graph G M of the matrix M , as a directed graph G M = (V, E M ) over node set V such that (i, j) ∈ E M if and only if m ij > 0. We assume that G M has a directed spanning tree.
Each node i holds a Boolean value x i (k) ∈ {0, 1} at time k for k = 0, 1, . . . . When node pair (i, j) is selected, their interactions are defined as follows:
, with probability q;
, with probability 1 − q.
(1)
Here "∧" represents the Boolean operation AND, "∨" represents OR, and the random node state update is independent with the node pair selection process and the node states.
Remark 1
The classical gossiping algorithm is formulated as follows [13, 11, 14] : One node in the network is initially informed and therefore holds a value 1. The rest of the nodes initially have an value as 0. Nodes randomly meet pairwise according to the above pair selection process, and nodes always flip the state to 1 whenever meeting another node at state 1. Note that formally this algorithm can be written into the following Boolean form:
Therefore, the proposed algorithm (1) generalizes the classical gossiping model.
Asymptotic Convergence
Let x(k) = (x 1 (k), . . . , x n (k)), k = 0, 1, . . . be the random process driven by Algorithm (1) . In this section, we establish some asymptotic properties for x(k).
Almost sure state consensus
This random process x(k) take values in the following set with 2 n elements (cf., [16] )
It is straight forward to see that x(k) forms a Markov chain over the state space S along Algorithm (1).
whenever the omission of n does not lead to any ambiguity. The state transition matrix of this Markov chain, denoted as P =
is given by
Recall that a state in a Markov chain is called absorbing if it is impossible to leave this state [21] . Denote m * = min m ij : m ij > 0, i, j ∈ V . We define a function Θ : S n → {0, 1, . . . , n}, by
In other words, Θ counts the number of nodes that take their values as one. Theorem 1 For any initial value x(0), there exists a random variable x * which takes value from {0, 1},
In fact, the almost sure asymptotic consensus statement in Theorem 1 is indeed almost sure finite-time convergence since the Markov chain defined by x(k) has only finitely many states. Moreover, since the entries of the state transition probability matrix have been given in (2), more convergence details, e.g., expected convergence time, can be obtained by investigating the fundamental matrix of the Markov chain [21] .
The limit: Continuous-time approximation
Define
as the density of nodes that take value one at time k. Assume the underlying network forms a complete graph and each link is selected with the same probability at each time step, i.e., M = (11 T − I n )/(n − 1) with 1 being the all-one vector in the node selection process.
Now the density D(k) evolves by the following rules:
• If two nodes with different values are selected (with a probability which reads D(k)(1 − D(k))), both of their states turn to 1 and therefore D(k) increases by 1/n with probability q, or turn to 0 and therefore D(k) decreases by 1/n with probability 1 − q;
• If two nodes with the same values are selected, then D(k) is unchanged.
For large-scale networks, we can therefore approximate the dynamics of Algorithm (1) using mean-field methods by the following differential equation (cf., [19, 20] )
whose solution is given by
Consequently, we conclude that D(t) tends to zero when q < 1/2, and D(t) tends to one when q > 1/2 and D 0 > 0.
Communication Classes
In this section, we focus on the communication classes of the Markov chain defined by the random Boolean gossiping process. We recall the following standard definition on communication relations in Markov chains [21] . 
Some fundamental graphs
In this subsection, we first study the communication classes of some fundamental graphs including line, cycle, star and tree graphs, respectively, which will eventually turn out incremental towards the result for general graphs stated in Theorem 2.
Line graph
A line graph with n nodes is a graph for which there is a permutation of the nodes as i 1 , i 2 , ..., i n−1 , i n , such that the edges of this graph are exactly {i 1 , i 2 }, {i 2 , i 3 }, {i 3 , i 4 }, ..., {i n−1 , i n }.
Proposition 1 Let G * M be a line graph with n nodes. Then the Markov chain defined by Algorithm (1) has 2n communication classes.
Due to the complexity of the proof we first outline the roadmap of the proof. We associate each state of the Markov chain with a simplified state. Then by the structure of a line graph, we can prove that any two states are in the same communication classes if and only if their ℓ-simplified states are identical. The last thing to do falls to counting of the number of different ℓ-simplified states.
Proof of Proposition 1. To simplify the discussion, let G * M be the line graph with edge set {i, i + 1} :
We proceed in steps.
Step 1. For any state [s 1 s 2 ...s n−1 s n ] n , we define its ℓ-simplified state by the following recursive definition.
Let s ′ k denote the kth element of the ℓ-simplified state.
The above recursion will terminate in at most n steps, and we will finally obtain [s Step 2. In this step, we prove two claims. Now assume that for h = k, the statement is true. That is to say, for any n ≥ k, any two states of the Markov chain given by Algorithm (1) Step 3. In this step, we count the number of ℓ-simplified states by induction on n. The ℓ-simplified states with length less than n + 1 of elements in S n+1 are exactly the ℓ-simplified states of elements of S n . Then, the number of ℓ-simplified states with length less than n+1 is 2n by inductive hypothesis. By the definition
states with values 0 and 1 mutually adjacent to each other. They are elements of the set
Thus, there are 2n + 2 ℓ-simplified states of elements in S n+1 .
We have now completed the proof of the conclusion.
Cycle graph
A cycle graph with n nodes is a graph for which there is a permutation of its nodes as i 1 , i 2 , ..., i n−1 , i n , such that the edges of this network are exactly {i 1 , i 2 }, {i 2 , i 3 }, {i 3 , i 4 }, ..., {i n−1 , i n } and {i n , i 1 }.
Proposition 2 Let G * M be a cycle graph with 2n nodes. Then the Markov chain defined by Algorithm (1) has n + 3 communication classes.
Proof. To simplify the discussion, the graph induced is formed as follows.
For any positive integer i, P i is a function on S i , such that for any [s 1 s 2 ...
Intuitively, if we place these i nodes uniformly on a cycle and denote the value of each node on them.
Then, the result of P i on a state is obtained by rotating all the value of each node counterclockwise by one node. Again, we proceed in steps.
Step 
for i = 1, 2, ..., h − 1. Thus, h = 1 or h is an even number. The C-simplified states of length h could be elements of
Note that there are only two elements in above set and we denote them as S ′ h and T ′ h . It is then obvious that Step 2. In this steps, we establish several useful facts. is a state in S 2n that the length of C (S) is less than 2n, then S communicate with P 2n (S). This statement is proved as follows.
• For any integer i, we denote i * as the unique integer satisfying that 1 ≤ i * ≤ 20 and i − i * is divisible by 2n. For the length of C (S) is less than 2n, the set {i|s i = s (i+1) * , 1 ≤ i ≤ 2n} is nonempty. If the length of C (S) is 1, S must be [00...00] or [11..11] . This is trivial. Now, assume the length of C (S) is greater than 1. Thus, we can find j ∈ {i|s i = s (i+1) * , 1 ≤ i ≤ 2n} such that s (j+1) * = s (j+2) * .
Denote S [k 1 ,k 2 ] as the state obtained by changing the k 2 th element of S to s k 1 . And denote
. By Algorithm (1), the state S [(j+2) * ,(j+1) * ] is accessible from S with probability at least min{ 1 2n mq, 1 2n m(1 − q)}where m is defined in Section 2.1. By the method used to choose j, we know that
That is to say S is accessible from S [(j+2) * ,(j+1) * ] with probability at least min{ 
which is equal to P 2n (S).
Fact C. If the length of C (S) is less than 2n, for any integer k, S communicates with P k 2n (S). This is a direct consequence of Fact B. (ii) The length of C (S) is greater than 1 and less than 2n. Then the sets {i|s i = s 0 } and {i|t i = t 0 } are not empty. Denote j 1 = max{i|s i = s 0 }, and j 2 = max{i|t i = t 0 }. Without loss of generality, assume j 1 > j 2 . As discussed in b), T communicates with T [j 2 ,j 2 +1] . Moreover, by recursive discussion, we can conclude that T communicates with
]. In addition, T * and T have the same C-simplified state. So T * and S have the same C-simplified state. By the definition of C-simplified state and the fact that j 1 = max{i|t * i = t * 0 }, we know that the ℓ-simplified state of S is equal to the ℓ-simplified state of T * . Delete the edge {2n, 1}
of G * M , we obtain an line graph denoted asG * M . According to Proposition 2, S communicates with T * onG * M . Therefore, S communicates with T * on G * M . Thus, S and T communicate with each other.
Fact E. If the length of C (S) is equal to the length of C (T ), which is greater than 1 and less than 2n, then S and T communicate with each other. This statement is proved as follows.
• 
). As h > 1, this set {i|s i = s 0 } is nonempty. Define j = min{i|s i = s 0 }. According to (c), S communicates with P j−1 2n (S). By the definition of C-simplified states, we know that the C-simplified state of P j−1
2n (S) communicates with T . Thus, S communicates with T .
Step 3. With the above observations in place, we can conclude that there are n + 3 communication classes and they are explicitly described as follows.
cation classes, the length of the C-simplified states of whose elements is 1.
• {S 0 2n } and {T 0 2n } are two communication classes, the length of the C-simplified states of whose elements is 2n.
• For each 1 < j < n, there is a communication class such that the length of the C-simplified states of its elements is 2j.
We have not completed the proof.
Use a similar method, we can prove the following result for cycle graph with an odd number of nodes, whose proof is therefore omitted.
Proposition 3 Let G *
M be a cycle graph with 2n + 1 nodes. Then the Markov chain defined by Algorithm (1) has n + 2 communication classes.
Star graph
A star graph consists of one center node which connects to all the other nodes with no additional links in the graph. The following result holds.
Proposition 4 Let G *
M be a star graphs with n(≥ 4) nodes. Then the Markov chain defined by Algorithm (1) has five communication classes.
Proof
The first four classes are formed by only one element, and these elements can not be attained by any other states. The last thing need to prove is that all other states communicate with each other. (2) . Then, we can conclude that T communicates with O (2) . This shows that all elements in {[s 1 s 2 ...s n−1 s n ]|∃i, j, 2 ≤ i, j ≤ n, s i = 0, s j = 1} communicates with each other.
We have now concluded the proof.
Tree
The following result presents a characterization of the number of communication classes for trees, i.e., connected graphs which do not contain cycles.
Proposition 5 Let G * M be a tree, which has at least one node with degree greater than 2, i.e., G * M is not a line graph. The number of communication classes is 5. More precisely, assuming G * M has n nodes, which are denoted as node 1, node 2, . . . , node n, the five communication classes can be described as follows: Proof of Proposition 5: This theorem is proved by induction on the number of nodes. We proceed in steps.
Step 1: For n = 4, the tree graph is the star graph. We can therefore apply Proposition 4.
Step 2: Now assume when n = k ≥ 4, the theorem holds. The following claim is crucial for our induction process:
Claim. For any tree T with k + 1 nodes but not a line graph, we can delete one of its points such that the remainder is also a tree with k nodes but still not a line graph.
Suppose node a is the node with highest degree. Node a may have a degree greater than 3 or equal to 3. If a has a degree greater than 3, the deletion of any root of T will suffice. If a has a degree equal to 3, since k + 1 > 4, there must be a root b do not have an edge with a. The deletion of b will suffice and this proves the claim.
Step 3: According to Step 2, for any tree T with k + 1 nodes but not a line graph, we can delete one of its points such that the remainder is a tree with k nodes but still not a line graph. We denote it as T * . Without loss of generality, we denote the deleted point as node k + 1. Still, we use node a to denote the node with highest degree in T . There is a path connect node a and node k + 1. Denote it as (a, x 1 , ..., x h , k + 1), where a, x 1 , ..., x h , k + 1 are mutually different. h is the number of nodes between node a and node k + 1. Actually, h may be 0. In this case, node x s means node a.
By the induction assumption, the communication classes of T * are: 
j} is an edge of T * . Next we will discuss the communication classes of T . Obviously, each of the following four states forms a class, because they can not reached by any other states. we first provide some notations. For any given state S of T * , we use S (+0) to denote a state of T where the node k + 1 is with value 0 and other nodes are with the same values in S. Similarly, we define S (+1) .
As a result, we have
. What's left to be proved is that any two elements in
communicate with each other. We use S x h =1 to denote the state of T * that only node x h is with value 1,
and S x h =0 to denote the state of T * that only node x h is with value 0.
If T * is a star graph and node x h is the center node, then T is a star graph. This case has been proved in Proposition 4. Now we assume the above case does not hold. Then, S x h =1 and S 
Conclusions
We proposed and studied a randomized Boolean gossiping process, where nodes taking value from {0, 1} pairwise meet over an underlying graph in a random manner at each time step and the two interaction nodes update their states from random logistic rules in the set {AND, OR}. Using standard theories from Markov chain we proved that almost surely, the network nodes asymptotically converge to a consensus represented by a random variable taking value in {0, 1}. We also established a characterization of the distribution of this limit for large-scale networks in light of mean-field approximation methods. We also 
