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Abstract 
Mathematical learning curve models can be used in construction to predict the time or cost required to perform a repetitive 
activity. The objective of this paper is to describe the results of an exploratory study to evaluate the predictive capabilities of 
various learning curve models and data presentation methods for labor-intensive construction operations. In this study, we 
evaluated mathematical models for differ*ent learning curves for construction work. Our evaluation was based on a survey 
conducted in the spring of 2009 in Budapest and data obtained from literature. Several mathematical models, Wright model, 
DeJong model and Stanford B model and data presentation method, unit, cumulative average, moving average and exponential 
average were identified, and each was used for prediction. The results showed that Stanford B model and cumulative average 
and exponential average give the best future prediction. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the IPMA. 
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1. Introduction  
 The objective of this paper is to contribute a development of algorithm for predicting construction activity time 
based on learning curve theory. Learning curves imply that when numerous similar or nearly identical tasks are 
performed, the effort is reduced with each successive task (Fabrycky et al., 1972, Oswald, 1974, Oglesby et al., 
1989, Drewin 1982, Teplitz 1991, Everett and Farghal, 1994,1997 Lutz et al. 1994, Lam et al., 2001, Couto and 
Teixeira, 2005. Learning curve theory can be applied to predicting the cost and time, generally in units of time, to 
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complete repetitive activities. The cumulative average time method was used in the original formulation of the 
learning curve method, referred to as Wright’s model, in Wright’s famous paper on the subject in 1936. A number 
of researchers have suggested that Wright’s model is the best model available for describing the future 
performance of repetitive work (Everett and Farghal 1994, Couto and Teixeira 2001). In (Malyusz and Pém, 2012) 
the exponential average method with Į =0.5 yielded the most accurate predictions. There is little information in the 
literature about uses of learning curves for construction activities, although it seems that the learning curve 
principle can be applied to repetitive construction operations (Hinze and Olbina, 2008). In this study, we evaluated 
Wright model, DeJong model and Stanford B model for prediction of future activities. The data for this study 
partly were collected by writers in a real reconstruction work of flat roofing insulation work and on the other hand 
were obtained from literature,  (Hinze and Olbina, 2008). In their study learning curves were examined whether it 
could be used to accurately predict the production efforts of future units by applying the principles to the 
prefabricated and driving of prestressed concrete piles. Moreover we investigated data presentation models based 
on (Farghal and Everett,1997 and Mályusz and Pém , 2011).  
2. Theoretical and practical backgorund 
2.1. Mathematical models 
Learning curve theory is applicable to the prediction of the cost or time of future work, assuming repetitive 
work cycles with the same or similar working conditions in terms of technology, weather, and workers, without 
delay between two consecutive activities. The direct labor required to produce the (x + 1)st unit is assumed to 
always be less than the direct labor required for the xth unit. The reduction in time is a monotonically decreasing 
function, an exponential curve, as described in Wright’s, 1936 paper. 
In this study, we calculate the labor hours/square meter for each repeated activity. 
Wright's linear log x, log y model is as follows: 
݈݊ݕ ൌ ݈݊ܽ ൅ ܾ݈݊ݔǢש ݕ ൌ ܽݔ௕ ൌ ܽݔ௟௢௚మ௥    (1), 
where x is the cycle number, y is the time required to complete cycle x in labor hours/square meter, a is the time 
required to complete the first cycle, b is a learning coefficient, and r is the rate of learning. For example if r=0.9 
(90%), then b=-0.151. Wright discovered that when the labor cost decreases at a constant rate, that is, the learning 
rate, the production/cycles doubles. So learning rate is the constant rate with which labor time/cost decreases when 
the production/cycles doubles in a linear log x, log y model. This feature of the learning rate comes from the 
logarithms nature and true only in linear log x, log y model. We do not define the rate of learning in the other 
models. 
Dejong model is a generalization of Wright's model based on the assumption that there is a minimum required 
time (a0) to complete a cycle. Sometimes it is expressed with a so-called factor of incompressibility M.  
ݕ ൌ ܽ ൬ܯ ൅ ͳ െܯݔ௕ ൰ ൌ ܽ଴ ൅ ሺܽ െ ܽ଴ሻݔ
ି௕
M is between 0 and 1 where M = 0 represents a complete manual operation, and M = 1 describes a completely 
automatic operation. (Gottlieb and Haugbølle, 2010)
Stanford B model is another generalization of Wright's linear-log model based on the assumption that workers 
have experience. The experience is expressed with a so-called B-factor: 
ݕ ൌ ܽሺݔ ൅ ܤሻ௕,݈݊ݕ ൌ ݈݊ܽ ൅ ܾ݈݊ሺݔ ൅ ܤሻ
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Where B expresses the number of units produced before the first unit. The value of B will be in the range of 0-
10 (Gottlieb and Haugbølle, 2010; Kara and Kayis, 2005: 209). 
S curve model consists of both the incompressibility M and the effect of experience factor B. 
ݕ ൌ ܽ଴ ൅ ሺܽ െ ܽ଴ሻሺݔ ൅ ܤሻି௕
2.2. Data presentation methods 
The unit is the data item that represents the time required to perform one cycle of the insulation work.  
Wright (1936) discovered that the cumulative average (CA) time decreased by a fixed percent when the output 
doubles. CA represents the average time or cost of different quantities (x) of units.  
ܥܣ௧ ൌ ሺ௒భା௒మାǤǤǤ௒೟షభାǤǤǤା௒೟ሻ௧ Ǥ       (2) 
where t is the number of cycles, CAt is the cumulative average in cycle t, and Yt is the unit time or cost for cycle t. 
The moving average (MA) in this paper is the average time of the last 3 cycles. Although the MA is an average 
like the CA, the MA represents the most recent data. More points will help smooth the curve.   
ܯܣ௧ ൌ ሺ௒೟ା௒೟షభା௒೟షమሻଷ .    (3) 
The weighted moving average (WMA) is a generalization of MA. 
ܹܯܣ௧ ൌ
ሺݐ ௧ܻ ൅ ሺݐ െ ͳሻ ௧ܻିଵ ൅ ሺݐ െ ʹሻ ௧ܻିଶ൅Ǥ Ǥ Ǥ ൅ ଵܻሻ
ሺݐ ൅ ሺݐ െ ͳሻ ൅ ሺݐ െ ʹሻ൅Ǥ Ǥ Ǥ ൅ʹ ൅ ͳሻ
A weighted moving average has multiplying factors to give different weights to data at different positions.  
The exponential average (EA) is a weighted average of the most recent data and the previous average. 
ܧܣ௧ ൌ ߙ ௧ܻ ൅ ሺͳ െ ߙሻܧܣ௧ିଵ . 
ܧܣ௧ିଵ ൌ ߙ ௧ܻିଵ ൅ ሺͳ െ ߙሻܧܣ௧ିଶ . 
ܧܣ௧ିଶ ൌ ߙ ௧ܻିଶ ൅ ሺͳ െ ߙሻܧܣ௧ିଷ. 
That is, 
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ܧܣ௧ ൌ ߙ ௧ܻ ൅ ߙሺͳ െ ߙሻ ௧ܻିଵ ൅ ߙሺͳ െ ߙሻଶ ௧ܻିଶ ൅ ሺͳ െ ߙሻଷܧܣ௧ିଷ              (4) 
where EAt is the exponential average time for cycle t, EAt-1 is the exponential average time for cycle t-1, Yt is 
the unit data (time to perform an activity) in cycle t, and Į is a coefficient. If Į is greater than 0.5, then the effect of 
new data is greater than that of older data. In this study, value of Į, 0.5, was examined, based on Farghal and 
Everett, 1997. 
Our assumption is that an exponential relationship exists between Yt and x, i.e., between the time required to 
complete the activity for a given cycle and the cycle number. In other words, our assumption is that equation (1) 
holds. The relationship between log y and log x described by equation (1) can be plotted as a straight line on log-
log paper, and all the regression formula apply to this equation just as they do to the equation. Mathematically, 
when x and y are given it is solvable for parameters a and b using the least squares method.  
2.3. Description of the project 
The data for this study were collected by writers in a real roof insulation work. The surveyed project was a 
reconstruction of flat roofing. During the reconstruction process, the circumstances and the weather were ideal for 
roofing (sunny, 26–33°C, no wind). The same workers performed the entire project. The technology was repetitive 
within one part. The workers knew that they were being monitored, but they were not informed as to what was 
being measured, and they were not disturbed. In the part of the reconstruction process that was studied, the work 
under consideration consisted of the following activities: slicing up the old waterproofing, laying down 10-cm-
thick heating insulation and attaching it to the roof using screws, spreading one layer of rubber waterproofing, and 
melting it to the cape of the screws. The joining, the fixing of the edges, and the changing of the roof windows 
were not surveyed. The timer was stopped whenever the workers took a break or performed any activity that was 
not being studied. Time to complete one cycle was measured only. The timer was stopped when workers took a 
break. The roof of the hall building was divided into 7 sections.  The areas of the sections were not all the same, so 
during the evaluation, we calculated the labor hours/square meter. 
Data obtained from literature (Hinze and Olbina, 2008) were part of a project in which 148 concrete piles were 
cast at work site and driven by a diesel pile hammer. All piles had the same dimensions of 600 mm by 600 mm by 
35 m. All piles were cast and installed on site so as to provide support for a harbor structure. The individual time of 
casting was recorded for each pile.  
3. Learning analysis of Hall building 
3.1.  Input data 
In Table 1, the input raw data for the hall building are in the “Unit” column. The units of the numbers in the 
Unit, CA, MA, WMA, and EA(0.5) columns are labor hours/square meter. 
Table 1. Data for hall building 
Cycle Unit CA MA WMA EA(0.5) 
1 2.132 2.132 2.132 2.132 2.132 
2 1.789 1.961 1.961 1.903 1.961 
3 1.588 1.836 1.836 1.746 1.775 
4 1.54 1.762 1.639 1.663 1.658 
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5 1.575 1.725 1.568 1.634 1.617 
6 1.546 1.608 1.554 1.609 1.582 
7 1.541 1.558 1.554 1.592 1.562 
In Table 2 the input raw data for piles construction are in the “Unit” column. Data is in labor hours/square 
meter. 
Table 2. Data for piles 
cycles Unit CA MA WMA EA(0.5) 
1 73.80 73.80 73.80 73.80 73.80 
2 55.40 64.60 64.60 68.28 64.60 
3 52.00 60.40 60.40 63.40 58.30 
4 60.00 60.30 55.80 62.38 59.15 
5 55.30 59.30 55.77 60.25 57.23 
6 61.10 56.76 58.80 60.51 59.16 
7 52.60 56.20 56.33 58.14 55.88 
8 64.20 58.64 59.30 59.96 60.04 
9 54.80 57.60 57.20 58.41 57.42 
3.2. Algorithms 
In this paper we investigated two algorithms. Algorithm_1 gives prediction for future values based on the 
following: Which was the best prediction for the historical data? 
 After the first 3,4,5... cycles the linear relationships between ln(x) and ln(Unit), ln(x) and ln(CA), ln(x) and 
ln(MA), ln(x) and ln(WMA), and ln(x) and ln(EA(0.5)) were calculated based on the principle of least squares 
using Libreoffice Calc 4’s built-in function “linest.” Results of this calculation are parameters a and b in equation 
(1). We have 5 different functions and parameters because we fit regression lines to unit data, CA, MA, WMA and 
EA.  We have 5 predictions for time required to complete cycle 4,5,6.... How can we choose among 5 predictions? 
We chose that one which came from “the best data presentation method for historical data” estimation. 
Algorithm_2 gives prediction for future values based on the following: Which was the best prediction for the 
previous cycle?  
In this algorithm we take into account that which data presentation method gave the best fit for a given cycle. 
For instance if based on the first 3 cycles, the best fit for 4th cycles was given by EA than after the 4th cycle we 
choose the prediction of EA for cycle 5 and for the rest of the work. 
3.2.1. Results for hall building 
Table 3. Best predictions for historical data 
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Models Parameters Data presentation method The least accuracies 
Wright B=0, a0=0 CA 0.42 
Stanford B B=5, a0=0 EA 0.65 
Stanford B B=10, a0=0 EA 0.71 
De Jong B=0, a0=1 CA 0.39 
S Curve B=5, a0=1 EA 0.63 
S Curve B=10, a0=1 EA 0.63 
Among data presentation methods cumulative average and exponential average methods are the best fit for 
historical data. De Jong model gives the least difference between real data and estimation. 
Table 4. Best prediction for next cycle based on the previous cycles. 
Models Parameters data presentation method The least accuracies Algorithm_1 Algorithm_2 
Wright B=0, a0=0 EA 0.22 0.44 0.35 
Stanford B B=5, a0=0 EA 0.47 0.61 0.66 
Stanford B B=10, a0=0 EA 0.57 0.73 0.78 
De Jong B=0, a0=1 EA 0.19 0.28 0.22 
S Curve B=5, a0=1 EA 0.34 0.54 0.45 
S Curve B=10, a0=1 EA 0.38 0.49 0.52 
Definitely exponential average method gives the best fit for prediction of next cycle. De Jong model is the best 
among mathematical models. Algorithm_2 is slightly better than algorithm_1. 
Table 5. Best prediction for the rest of the work based on the first 4,5,6 cycles. 
Models Parameters data presentation 
method The least accuracies Algorithm_1 Algorithm_2 
Wright B=0, a0=0 EA 0.81 1.74 1.21 
Stanford B B=5, a0=0 EA 2.38 4.19 2.38 
Stanford B B=10, a0=0 EA 2.93 4.79 2.93 
De Jong B=0, a0=1 EA 0.86 1.04 1.03 
S Curve B=5, a0=1 EA 1.53 2.9 1.73 
S Curve B=10, a0=1 EA 1.89 3.33 2.32 
Definitely exponential average method gives the best fit for prediction of next cycle and algorithm_2 is better 
than algorithm_1. Wright model gives the best result among mathematical models.  
3.2.2. Results for construction piles 
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Table 6. Best predictions for historical data 
Models Parameters data presentation method The least accuracies 
Wright B=0, a0=0 CA 136.8 
Stanford B B=5, a0=0 EA 167.46 
Stanford B B=10, a0=0 EA 171.5 
De Jong B=0, a0=50 CA 86.61 
S Curve B=5, a0=50 WMA 129.19 
S Curve B=10, a0=50 WMA 134.45 
Among data presentation methods cumulative average, exponential average and weighted average methods are 
the best fit for historical data. De Jong model gives the least difference between real data and estimation. 
Table 7. Best prediction for next cycle based on the previous cycles. 
Models Parameters data presentation 
method The least accuracies Algorithm_1 Algorithm_2 
Wright B=0, a0=0 EA 27.23 67.34 57.97 
Stanford B B=5, a0=0 EA 35.01 65.02 45.29 
Stanford B B=10, a0=0 EA 36.81 50.4 48.12 
De Jong B=0, a0=50 EA 25.04 55.77 38.51 
S Curve B=5, a0=50 EA 27.14 69.93 35.28 
S Curve B=10, a0=50 EA 27.51 68.94 36.36 
Definitely exponential average method gives the best fit for prediction of next cycle and algorithm_2 is better 
than algorithm_1. De Jong model is the best among mathematical models.  
Table 8. Best prediction for the rest of the work based on the first 4,5,...8 cycles. 
Models Parameters data presentation 
method The least accuracies Algorithm_1 Algorithm_2 
Wright B=0, a0=0 EA 74.87 247.27 149.14 
Stanford B B=5, a0=0 EA 108.72 303.54 233.29 
Stanford B B=10, a0=0 EA 118.63 255.57 256.5 
De Jong B=0, a0=50 EA 60.11 234.25 62.93 
S Curve B=5, a0=50 EA 64.65 309.08 118.49 
S Curve B=10, a0=50 EA 66.38 309.3 123.85 
Definitely exponential average method gives the best fit for prediction of next cycle and algorithm_2 is better 
than algorithm_1. De Jong model gives the best result among mathematical models.  
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4. Conclusions 
 In this paper we develop and evaluate algorithms which give sequential predictions for future performance of 
construction activities. Four mathematical models, Wright, DeJong, Stanford B and S Curve moreover five data 
presentation methods, unit, cumulative average, moving average, weighted moving average and exponential 
average are identified, and each are used in algorithms for prediction. Best fit for completed activities is 
cumulative and exponential average methods and best fit for prediction of future performance is exponential 
average method. Among mathematical models DeJong model gave slightly better result than S Curve, Stanford B 
and Wright models. 
Table 9. Comparing our results with others in literature 
best fit for completed 
activities 
best predictors of future 
performance 
Everett and Farghal, 1994 cubic model Wright model 
Everett and Farghal, 1997, unit data representations unit data representations 
Thomas et al., 1986 cubic model - 
Kara and Kayis, 2005 Wright model 
Malyusz and Pem 2012 linear log x, y with 
cumulative average  
linear x log y model with 
cumulative average; 
In this paper Cumulative average, 
exponential average 
Exponential average 
Table 9. shows a comparison of different results from literature. Unfortunately it is very difficult to compare the 
different results because not only the investigated data but the set of analyzed models were different in each paper. 
Further investigation is necessary with more data and with more sophisticated mathematical and learning curve 
models. 
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