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 Since 2008, the Fort Worth Basin in northern Texas has experienced over 30 M3.0+ 
earthquakes, including one M4.0. Earthquakes have primarily occurred on Precambrian basement 
faults and within the overlying Ellenburger limestone unit, which is the primary wastewater 
disposal formation used in the basin. The most productive earthquake sequences (Azle, Irving-
Dallas, and Venus) have been recorded using local seismic networks containing a mix of SMU 
broadband, IRIS short period, and USGS NetQuakes stations and by regional seismic networks 
operated under the Advanced National Seismic System and the Texas Seismic Network 
(TexNet).  
Using the data recorded by the local seismic networks, I generate 240 focal mechanisms 
describing the fault plane orientations of the 2013-2015 Azle, 2014-present Irving-Dallas, and 
2015-present Venus earthquake sequences using P-wave first motion and S to P-wave amplitude 
ratio data. The focal mechanism solutions describe primarily NE-SW trending normal faults for 
each sequence and display a surprising lack of inter-sequence variability. Single focal 
mechanism and formal focal mechanism stress inversions indicate that the maximum regional 
horizontal stress in the crystalline basement rocks strikes 20-25 E of N. This maximum 
horizontal stress orientation is consistent with prior collected borehole breakout data collected 
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from the overlying sedimentary succession, suggesting that the majority of seismogenic faults in 
the basin are optimally oriented for failure. 
I show via Mohr diagrams that increases in pore fluid pressure at fault depths (3-4 km), 
with magnitudes similar to those observed at other induced seismicity sites, are capable of 
inducing slip along the causative faults of the Azle, Irving-Dallas, and Venus earthquake 
sequences in the Fort Worth Basin. Preliminary calculations studying the potential sources of the 
increase in stress at the Irving-Dallas site indicates that Coulomb stress changes associated with 
the other FWB sequences, and poroelastic stress effects related to injection activities in Johnson 
county alone, would not account for the necessary stress change to trigger slip on the Irving-
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1. INTRODUCTION 
 
Numerous studies have characterized and linked earthquakes in the Fort Worth Basin, Texas, 
to wastewater disposal activities associated with shale gas extraction (Frohlich et al., 2010, 2011, 
2016; Frohlich, 2012; Justinic et al., 2013; Walsh and Zoback, 2015; Hornbach et al., 2015, 
2016; Lund Snee and Zoback, 2016; Magnani et al., 2017; Scales et al., 2017; Ogwari et al., 
2018; Quinones et al., 2018). The Fort Worth Basin has been an active oil and gas production site 
since the early 20th century with large-volume wastewater injection in the basin beginning circa 
2004 (Pollastro et al., 2007), and with the first felt earthquakes occurring in October 2008 (e.g., 
Frohlich et al., 2016). The FWB is a foreland basin formed during the Ouachita orogeny, a major 
tectonic event associated with the collision of the South American plate with Laurentia in the late 
Paleozoic (Pollastro et al., 2007). The basin is constrained by the Ouachita thrust front to the 
east, the Muenster arch to the north, the Llano uplift to the south, and a shallowing of the basin 
against the Bend arch and Eastern Shelf features to the west (Figure 1.1). The FWB is one of the 
largest unconventional gas plays in the world with the Barnett Shale being the main production 
unit in the basin. The Barnett Shale ranges from 1.5-2.3 km in depth across the northeastern parts 
of the basin, is approximately 90 m thick, and lies above the Viola, Simpson, and Ellenburger 
limestone-carbonate formations (Figure 1.2). The Ellenburger formation extends beyond the 
boundaries of the FWB and can be found throughout North Texas and Oklahoma, although the 
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formation is known as the Arbuckle in Oklahoma. Wastewater is injected primarily into the 
Ellenburger carbonate formation, which overlies the Precambrian basement with a thin (<200 m 
thickness) granitic wash referred to as the Hickory Sandstone formation separating the two 
formations (Pollastro et al., 2007). In the northeast portion of the FWB the Ellenburger lies 2.00-
2.40 km below sea level and ranges in thickness from 1.00-1.75 km in the basin. Modeling 
suggests that given a permeable basement fault, pore pressure perturbations caused by 
wastewater injection into overlying units can propagate into the underlying basement formation 
(e.g., Chang and Segall, 2016), and if the preexisting basement faults are near critical stress 
levels (one of the fundamental assumptions underlying many studies of induced seismicity), then 
these small stress perturbations can reactivate the faults (Horton, 2012; Kim, 2013; Lund Snee 
and Zoback, 2016). 
 From 2006-2016, ~270 million cubic meters (1.7 billion barrels) of wastewater have been 
injected into the Ellenburger formation in the FWB with the majority of injection activities 
taking place in Johnson, Sommervell, Hood, Parker, and Tarrant counties (Figure 1.3). The 
increase in pore pressure associated with these large scale injection activities may be the main 
mechanism inducing the seismicity in the eastern part of the FWB. Wastewater injection 
activities have been estimated to have caused an average increase in pore pressure of 0.09 MPa 
across the entirety of the Ellenburger formation in the FWB. Additionally, fall-off tests 
conducted by the Texas Railroad Commission in Johnson county following the M4.0 Venus event 
also indicated overpressure within the Ellenburger formation of between 1.7-4.5 MPa (Hornbach 
et al., 2016). Fall-off tests in the Newark East Field near the location of the Azle earthquake 
sequence following the 2013-2014 seismicity also indicated an overpressured Ellenburger 
formation (Hornbach et al., 2015). On the other hand, the Irving-Dallas sequence, which was 
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first recorded in November 2014 and has been characterized by a series of M3+ events that 
occurred in January 2015, has no nearby (<10 km epicentral distance) wastewater injection wells 
active prior or during the period of seismicity. Therefore, determining the main mechanisms 
causing failure along the source fault of the Irving-Dallas sequence is one of the goals of this 
study. 
 The eastern portion of the FWB is dominated by NE-SW striking normal faults lying 
almost parallel with the Ouachita Thrust Front (Magnani et al., 2017). Additionally, the 
maximum horizontal stress (SHmax) direction in the study area lies almost parallel to the strike of 
the faults in the NE-SW direction. There is a rotation in the SHmax direction at the northern 
boundary of the FWB approaching the Muenster Arch where a more E-W SHmax orientation is 
observed. In this northern part of the FWB one could expect to see more strike-slip style faulting 
like that recorded in Oklahoma (Lund Snee and Zoback, 2016). The prior studies of the present 
day stress fields of Texas were conducted using borehole breakout data collected from 
production and injection sites and focused more on the stress field active in the Barnett Shale and 
overlying sedimentary structures in the FWB (Lund Snee and Zoback, 2016). In contrast, the 
earthquake sequences in the FWB are occurring along basement faults between 3-8 km in depth 
(Hornbach et al., 2015; Magnani et al., 2017; Scales et al., 2017; Quinones et al., 2018). Thus, 
any stress field orientations calculated using the North Texas earthquake catalogs will instead 
seek to define the stress field orientations in the underlying basement rocks at the time of failure 
at each sequence site. 
 Here, I use the local SMU earthquake catalogs of the Azle (2013-2015), Irving-Dallas 
(2014-present), and Venus (2015-present) earthquake sequences to generate focal mechanism 
catalogs describing each sequence's source fault (Figure 1.4). There are over 1600 earthquakes in 
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the SMU North Texas earthquake catalog (last accessed December 2017 for this study) with 
magnitudes ranging from M-0.5 to M3.6. Each individual sequence was monitored by a local 
network of short-period, broadband, and strong motion stations located within 15 km of the 
earthquake epicenters, and in all cases a causative fault is identified using cataloged earthquake 
hypocenters (Figure 1.4). Additionally, these earthquakes were located using 1D velocity models 
modified from sonic logs data at nearby wells unique for each sequence (Figure 1.5).  
Chapter 2 focuses on the determination of the principal stress orientations and 
magnitudes of the local stress field in North Texas, and the calculation of the stress change 
needed to induce slip on the causative North Texas faults. The focal mechanisms are generated 
using the HASH software suite with the local earthquake locations and 1D velocity models for 
takeoff angle calculations (Hardebeck and Shearer, 2003). From the SMU earthquake catalog I 
generate 240 focal mechanisms using P-wave first motion and S to P-wave (S/P) amplitude ratios 
(Hardebeck and Shearer, 2002, 2003). Each generated focal mechanism is then assigned a quality 
grade (A-D) based off of the parameters as defined by the HASH manual such as fault plane 
uncertainties or station distributions.  
I then use these mechanisms to conduct single focal mechanism and formal focal 
mechanism stress inversions, allowing determination of the principal stress orientations in the 
basement. I follow the conventions of the World Stress Map Project (Barth et al., 2008), and 
refer to principal stress orientations determined using single focal mechanisms as FMS (Focal 
Mechanism – Single) solutions and principal stress orientations using formal stress inversions of 
multiple mechanisms as FMF (Focal Mechanism – Formal) solutions. The FMS derived 
principal stress orientations are the P, T, and B-axis orientations determined from the fault plane 
strike, dip, and rake information from each focal mechanism (Stein and Wysession, 2003). The 
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FMF derived principal stress orientations are determined by conducting a stress inversion using a 
population of focal mechanisms and the STRESSINVERSE Matlab software suite (Vavrycuk, 
2014). Each of the FMS and FMF derived SHmax orientations is then given a quality grade (A-E) 
based off of the World Stress Map Project outlined in Barth et al., (2008) based upon parameters 
such as the number of focal mechanisms used in the stress inversion and each mechanism's own 
uncertainties. 
 For each sequence I then estimated densities for the sedimentary and carbonate 
formations in the FWB area (Ludwig, 1970). These estimated densities were then used to 
calculate absolute overburden pressures and gradients at each of the three sequence sites. When I 
subtracted a hydrostatic pressure value from these absolute overburden pressures, I gained an 
estimate of the effective overburden pressure at each site. Ultimately, I combined these effective 
principal stress estimates with the determined focal mechanism fault plane orientations to 
determine the average pore pressure perturbation necessary to induce slip at each sequence site 
under Mohr-Coulomb failure criteria. I determined that only small (<3 MPa) pore pressure 
changes were necessary to induce slip on each of the source faults of the FWB earthquake 
sequences. However, while the Azle and Venus sequences have nearby injection wells that were 
capable of producing the necessary pore pressure increases, there is no clear source for the pore 
pressure change needed to cause slip at the Irving-Dallas site. 
 Chapter 3 focuses on the work completed to test possible sources of the stress change 
needed to induce slip on the Irving-Dallas source fault. Attempts to determine the possible 
mechanisms causing the stress perturbations involved calculating the Coulomb stress changes 
associated with the other FWB sequences and calculating of the simple 1D poroelastic stress 
effects from injection in the FWB. I determined that even the Coulomb stress change associated 
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with the largest magnitude event in the FWB, the M4.0 Venus earthquake, would not have been 
able to induce a stress change large enough to reach the Irving-Dallas source fault. I also 
calculated the poroelastic stress changes associated with the large scale injection activities in 
northeast Johnson county that would have been observed in the Irving-Dallas area. I determined 
that while I would expect to see some small (<0.3 MPa) stress changes associated with the 
poroelastic effects from those injection activities in Johnson county, those stress changes would 
most likely not have been large enough to be the sole cause of slip along the Irving-Dallas 
sequence source fault. Additional work to determine other possible causes of the stress changes 
needed to induce slip on the Irving-Dallas fault could involve computing of a coupled fluid flow 
and geomechanical model to examine the transfer of fluids and their associated stress changes in 
the eastern part of the FWB. 
 Chapter 4 provides an expanded discussion of Chapters 2 and 3.  The chapter largely 
follows the published discussion in Quinones et al. (2018) based on Chapter 2 but also 









Figure 1.1. Map of Texas showing the our study area (black box), the Fort Worth Basin (gray 
area), and the Newark East Field (light orange area). Also shown are the major faults 
surrounding the Fort Worth Basin (dashed red lines) with the Ouchita Thrust Front to the east, 





Figure 1.2. Stratigraphic column of the major sedimentary and carbonate units in the Fort Worth 










Figure 1.3. Cumulative injection volumes in the eastern part of the Fort Worth Basin (2006-
2016). Each color represents the contributions to the total cumulative injection volume from each 
of the counties located in our study area.  Note that Dallas County has no injection wells and is 











Figure 1.4. Map of the full SMU North Texas earthquake catalog (2014-2018). The earthquakes 
are colored by the time of their occurrence. Also shown are the locations of the SMU stations 
(gray triangles), and the TexNet stations (orange triangles).  Note that earthquakes analyzed in 
this thesis extend from 2014-2016, prior to the deployment of TexNet. SMU catalog last 





Figure 1.5. Plot of P-wave velocity models used for earthquake location (dashed) and takeoff 
angles (solid) for focal mechanism calculations. The Azle, DFW, and Cleburne velocity models 
were based on the Azle, Irving, and Cleburne models respectively. The Venus and Slow Venus 
models were used only as constraints for focal mechanism generated for the Venus sequence, 
and were not used for focal mechanisms generated for the Irving-Dallas and Azle sequences. 
Each velocity model shown here uses a VP/VS ratio of 1.8, and all depths are shown relative to a 






2. STRESS ORIENTATIONS IN THE FORT WORTH BASIN 
 
2.1. North Texas Earthquake Catalog 
The SMU North Texas earthquake catalog spans from December of 2013 through to the 
present day and reflects earthquakes recorded by multiple research networks in the FWB during 
that time period (Figure 2.1). SMU operated networks are designated as Federated Digital 
Seismic Networks ZW and 4F. USGS NetQuakes are designated NQ. TexNet stations were 
added to the basin in late 2016, beyond the time period of focused analysis in this thesis. Table 
A.1 outlines the station history.  
The Azle network was installed in December 2013 after the United States Geological Survey 
Advanced National Seismic System Comprehensive Earthquake Catalog (hereafter referred to as 
the ANSS ComCat catalog) reported 17 M2.0-3.6 earthquakes during the prior month. The 17 
earthquakes occurred near the towns of Reno and Azle, Texas, in the southwestern portion of the 
Newark East Field, an active unconventional gas play in the FWB (Figure 1.1, Figure 1.4).  The 
first stations to be deployed in the area were 4 NetQuakes stations, which were originally sited 
based upon the earthquake locations reported in the ANSS ComCat catalog. However, these 
original stations were later determined to have been placed south of most of the earthquake 
epicenters. By mid-January 2014, the NetQuakes stations were relocated to the north and the 
total number of stations in the Azle area was increased to provide better azimuthal coverage.  
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However, peak seismicity rates occurred in 2013 and early January 2014 (Hornbach et al., 2015), 
and therefore the largest magnitude earthquakes in the Azle sequence only have data in the 
southern quadrant of the focal sphere, leading to larger uncertainties on hypocentral location and 
mechanism. The additional stations deployed to monitor the Azle sequence were a mix of SMU 
and IRIS broadband and short period stations (Table A.1). The Azle network was largely 
demobilized in December of 2016 due to the decrease in seismic activity in the area. Azle data is 
archived under ZW and NQ at the Incorporated Research Institutes of Seismology (IRIS) Digital 
Management Center (DMC). 
A felt earthquake in late 2014 between the DFW airport and the city of Dallas prompted 
expansion of the Azle network to the east. Following the 6 January 2015 M3.5 and M3.6, both 
single-component Texans, followed by additional NetQuakes and IRIS broadband and short-
period stations were deployed (Figure 1.4). The majority of stations deployed to record the 
seismicity in this area were deployed within 10 days following the January 6, 2015 doublet 
earthquakes. Like the local network monitoring the Azle earthquake sequence, the local network 
monitoring the Irving-Dallas sequence was a mix of SMU, IRIS, and USGS broadband, short 
period, and NetQuakes stations (Figure 2.1, Table A.1). In the case of the Irving-Dallas sequence 
the network remains in place through 2018 and the overall network geometry has not 
significantly changed over time with three-component stations deployed in a geometry meant to 
sample the full focal sphere.  
Following the May 2015 M4.0 earthquake which occurred in northeast Johnson county near 
the town of Venus, TX an additional local seismic network was deployed under the network code 
4F with a few NetQuakes stations (Figure 2.1, Table A.1). This seismic network followed a 
similar deployment strategy to the one used for the Irving-Dallas sequence using a similar mix of 
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UTIG, IRIS, and USGS short period, and NetQuakes stations to gain a sample of the full focal 
sphere.  Results were summarized in Scales et al. (2017) and the network remains in place 
through 2018. 
Since late 2016, the FWB has also seen the deployment of 16 additional three component 
stations (as of March 2018) associated with the Texas Seismic Network (TexNet). However, the 
work presented in this thesis does not use any data collected by the TexNet stations. 14 of these 
temporary stations meant to aid in the monitoring of the Irving-Dallas and Venus earthquake 
sequences in the eastern part of the FWB, and the final two stations are permanent regional 
stations meant to monitor seismicity both in North Texas and the state of Texas as a whole. All 
the deployed TexNet stations are intermediate period high broadband stations (Figure 2.1, Table 
A.1).  
The SMU catalog hypocenters are calculated using generalized location algorithms (GenLoc, 
Pavlis et al., 2004) as implemented in the Antelope software systems (Kinemetrics, Inc.). Phase 
onsets are identified using a combination of automated detections and manual identifications 
with first motions added at the time of event review. A 1D velocity model for each sequence site 
(Azle, Irving-Dallas, Venus) are created from local sonic logs and geologic data and uses a 
constant Vp/Vs ratio of 1.8 (Figure 1.5) (Justinic et al., 2013; Hornbach et al., 2015; Scales et al., 
2017). The SMU catalog local magnitude is scaled to agree with the ANSS ComCat mb_lg most 
commonly reported in the FWB (Scales et al., 2017). The mean average horizontal uncertainty, 
taken as the major axis length of the 68% confidence interval ellipse, is 0.22 km (range 0.08-0.7 
km), while the mean depth uncertainty is 0.19 km (range 0.06-0.51 km). Hornbach et al. (2015) 
and Scales et al. (2017) provide additional details on the Azle and Venus subsets of the SMU 
catalog, respectively. For this thesis, only low uncertainty hypocenters which occurred between 
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January 2014 and April 2016 with greater than 6 P-wave arrivals are reported (Figure 2.2), and 
all hypocenter parameters and uncertainties are included with the final focal mechanism 
solutions (Table B.1). 
2.2. Focal Mechanism Generation 
In order to determine the principal stress orientations active in the FWB, it was necessary to 
generate a catalog of high probability focal mechanisms with low fault plane uncertainties using 
the SMU earthquake catalog. The focal mechanisms are calculated through a combination of P-
wave first motion and S-to-P-wave (S/P) amplitude ratio data within the HASH software suite 
(Hardebeck and Shearer, 2002, 2003). Prior attempts to generate focal mechanisms from the 
SMU catalog, which has recorded mainly small magnitude (<M2.0) earthquakes, using only P-
wave first motion data resulted in low quality high uncertainty focal mechanism solutions. 
Additionally, the majority of these small magnitude events were only recorded on a few (<6) 
local stations leading to an overall lack of azimuthal coverage. However, when incorporated the 
additional S/P amplitude ratio data the overall quality of the focal mechanism solutions 
generated from even the small magnitude events with few recording stations was greatly 
improved (Hardebeck and Shearer, 2003). This is due to the additional information that S/P 
amplitude ratios provide wherein relatively low S/P values are associated with stations in the 
middle of the compressional or dilational quadrants. Meanwhile high S/P values are associated 
with stations residing near the nodal planes for each focal mechanism. This relationship can be 
observed from the P- and S-wave energy radiation patterns as noted in Stein and Wysession 
(2003) (Figure 2.3). Overall, I was able to generate a total of 240 focal mechanisms of mostly 
high-quality with low fault plane uncertainties (Table B.1). 
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P-wave first-motions along with the S and P-wave amplitude calculations were taken from 
only the local stations (<15 km epicentral distance) which were used in the original earthquake 
location process. The local distance stations recording the beginning of the Irving-Dallas and 
Venus sequences were one component vertical channel only “Texans” that did not record S-wave 
data. As such, while they could be used in the collection of P-wave polarity data, they do not 
contribute S/P amplitude ratios.  This left a total of 37 three component stations across the three 
sequence sites from which to calculate S/P amplitude ratios. It was discussed in Hardebeck and 
Shearer (2003) that there is a positive correlation between the number of stations that recorded 
an earthquake and the improvement in focal mechanism uncertainty when S/P amplitude ratio 
data was included in the generation process. They concluded that the highest degree of 
improvement was in cases where there were at least eight associated stations for an earthquake. 
For the North Texas earthquakes, which have fewer associated stations per event on average, I 
instead set a limit that an earthquake requires at least six associated stations in order to attempt to 
generate a focal mechanism. These requirements left a total of 240 earthquakes across the three 
sequences from which I could calculate a S/P amplitude ratio for: 166 earthquakes from the 
Irving-Dallas sequence, 25 earthquakes from the Azle sequence, and 49 earthquakes from the 
Venus sequence (Figures 2.2 and 2.4, Table B.1, Quinones et al., 2018). 
The first step to calculating the S/P amplitude ratio at each associated station for each 
earthquake is to use the associated P- and S-wave arrival times and a defined time window to cut 
the waveforms around only the P- and S-wave amplitude signals. For P-waves the time window 
was set to 0.1s pre-onset and 0.25s post-onset time. The short duration of the P-wave time 
windows were chosen due to the highly impulsive nature of the P-wave arrivals across the three 
North Texas sequences (Figure 2.5). Setting the start time of the time window to be before the P-
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wave arrival allows for a proper sampling of the noise data on that station's vertical channel for 
future signal-to-noise ratio tests. Additionally, in the case of the more swarm-like Azle sequence 
the narrow P-wave time window ensures that there is no signal contamination from other events 
which might have occurred very close in time with one another. The S-wave time windows were 
set to 0.2s pre-onset and 1.8s post-onset time. For the same reason as in the setting of the P-wave 
time window I collect noise data on the horizontal channels recording the S-wave arrivals for 
future signal-to-noise ratio calculations. However, the post-onset time of the S-wave time 
window is set to be much larger to account for uncertainties in the S-wave arrival time pick and 
to minimize the possibility of converted phases being mistaken for the S-wave arrival (Figure 
2.6). Additionally, during the earthquake location process the S-wave was picked on only one of 
the two horizontal channels at each station. Therefore, in order to ensure that I am getting the 
best estimate of the S-wave amplitude, I also examined the waveforms during the time period 
designated by the S-wave time window from both the other horizontal channel and the vertical 
channel as well. The end S-wave amplitude recorded for each station was taken to be the 
maximum S-wave amplitude across all three channels. It is noted that I did not rotate the S-
waves into their radial and transverse components in order to follow the same procedure outlined 
by Hardebeck and Shearer (2003). All the time window cutting and the following signal 
processing steps were completed using the MATLAB GISMO (GI Seismology Matlab Objects) 
software suite which worked in tandem with the Antelope database where all North Texas 
earthquake data is stored. 
Prior to the determination of the S/P amplitude ratios for each station, several signal 
processing steps were undertaken to both filter the data and remove instrument response effects 
from each of the waveforms.  The first step of the signal processing was the standard procedure 
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of removing the trend and mean, and then applying a 10% cosine taper to each of the waveforms. 
The next step was to use each station's pole-to-zero files to remove the instrument response 
associated with each station from the waveforms. This was done by using a Fourier transform to 
convert the waveforms from the time domain into the frequency domain, generating the 
instrument response signal, and then deconvolving the instrument response from the earthquake 
signal. Additionally, a Butterworth bandpass filter of 5-25 Hz using 4 poles was applied to the 
waveforms in the frequency domain during the instrument response removal process. This 
bandpass filter frequency range was decided upon after spectral analysis was conducted on both 
the P- and S-waves at each sequence site revealed the dominant frequencies of the North Texas 
events were within this range. After these signal processing steps are completed for each 
waveform, I used an inverse Fourier transform to convert the waveforms back into the time 
domain. 
The final step to determining the S/P amplitude ratios for each station was to set a signal-to-
noise ratio threshold and to correct for any possible site and path effects. For each of the stations 
the P-wave amplitude was taken to be the peak amplitude of the direct arrival recorded on the 
vertical channel, and the S-wave amplitude was taken to be the peak amplitude of the apparent S-
wave arrival across all three channels from each station. The noise amplitudes for both the P- and 
S-waves were taken to be the average amplitudes of the instrument response corrected 
waveforms during the pre-onset times for both the P- and S-waves. Within the HASH software a 
minimum signal-to-noise ratio of 3.0 was applied to all the P- and S-wave amplitude 
measurements prior to focal mechanism generation. The observed S/P amplitude ratios were then 
corrected for possible site and path effects following the procedures outlined by Hardebeck and 
Shearer (2003) and Shen et al. (1997). The site effects were taken to be linear, the assumption 
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being that the amplification of the seismic waves and station epicentral distances were directly 
related. Due to the epicenter-to-station distances in this study being small (<15 km), seismic 
wave attenuation was limited to the shallow crust near the receivers so that any site effect station 
correction should also account for possible path effects. The station correction was taken to be 
the difference between the mean observed log10(S/P) value at each station and the theoretical 
mean log10(S/P) value for a fully sampled focal sphere. Because the local networks deployed 
around each of the individual earthquake sequences (Azle, Irving-Dallas, Venus) did not have 
any significant biases when sampling the focal sphere, the theoretical mean log10(S/P) value was 
taken to be the overall mean log10(S/P) for the recording networks (Figure 2.7). 
Once I collected the P-wave polarity and S/P amplitude ratio data from each station for each 
earthquake, all information was imported into the HASH software suite for focal mechanism 
calculations. The HASH focal mechanism software is capable of calculating takeoff angles for 
the P-wave first motions if provided a 1D gradient P-wave velocity model. First motion focal 
mechanisms are highly sensitive to changes in the vertical velocity gradient, and so using 
multiple velocity models allows for a wider variety of acceptable focal mechanism solutions 
(Hardebeck and Shearer, 2002). In this study, three of the five velocity models used for takeoff 
angle calculations were gradient versions of the 1D velocity models used during the earthquake 
location process (Figure 1.5). However, because these three 1D velocity models were very 
similar to one another, I incorporated two additional models to test mechanism sensitivity to end-
member fast and slow velocity models, tested with the Venus earthquakes as described in Scales 
et al. (2017). In the cases of the Irving-Dallas and Azle mechanisms only the three velocity 
models based off the original 1D velocity models (Azle, DFW, and Cleburne) were used to 
calculate takeoff angles. I found that each mechanism's average fault plane solution orientation 
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varied by only 3° when varying the number of velocity models used, but that the mechanisms 
generated using five velocity models had lower uncertainties and resulted in high quality 
solutions in the case of the Venus sequence. These two additional velocity models (Venus and 
Slow Venus) were not incorporated into the calculation of takeoff angles for the Irving-Dallas 
and Azle sequences, but the Venus focal mechanisms generated using all five velocity models are 
presented here in order to be consistent with results presented in Scales et al. (2017). 
Within HASH the focal mechanism fault plane solutions are calculated by first generating a 
population of 'acceptable' solutions, and then determining the mean fault plane solutions to report 
(Hardebeck and Shearer, 2002). This population of acceptable solutions was generated by first 
perturbing the earthquake source locations and choosing a random velocity model from the list of 
possible models given. Then, the new ray azimuths and takeoff angles are computed using the 
new source location and chosen velocity model. After this has been done a defined number of 
iterations, all acceptable solutions with a number of misfit polarities less than the designated 
maximum acceptable number of misfits are collected. The outliers from the full set of all 
acceptable mechanism solutions are then removed from the population, and the average of the 
remaining acceptable solutions is taken as the preferred focal mechanism solutions (Hardebeck 
and Shearer, 2002). The tolerance parameters used in this study are shown in Table 2.1. 
Following the calculation of the preferred focal mechanism solution, a set of uncertainty 
statistics are calculated including: the RMS fault plane uncertainty, percent of misfit polarities, 
station distribution ratio, etc. After calculating these uncertainty statistics, each mechanism is 
given a quality grade from A-D based upon these uncertainty values with the grading criteria 
outlined in the HASH manual. The distribution of each earthquake sequence's quality grades is 
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presented in Table 2.2, and the full focal mechanism catalog along with the uncertainty statistics 
is presented in Table B.1. 
For the FWB dataset, the 153 combined mechanisms from the Irving-Dallas and Venus 
sequences are primarily quality A and B grade and have an average RMS fault plane uncertainty 
of 26.6 (Figure 2.8, Table 2.2). The good azimuthal coverage of the stations at both the Irving-
Dallas and Venus sequence sites were the main contributors to the overall high quality 
mechanisms for these sequences. The Azle mechanisms are of overall lesser quality and contain 
more variability in their fault plane solutions, which can be attributed to the issues with the 
original network deployment in that area discussed in section 2.1 (Hornbach et al., 2015). 
Sixteen of the 25 Azle mechanisms are low quality, D grade solutions with RMS fault plane 
uncertainties of 45 and an overall average RMS fault plane uncertainty of 44.1. 
2.3. Single Focal Mechanism Stress Inversions 
In order to calculate the SHmax orientation from each of the single focal mechanisms I first 
needed to calculate the P, T, and B-axis for each focal mechanism using each fault plane’s 
normal and slip vectors. The normal vector corresponds to the vector that is normal to the fault 
plane, and the slip vector corresponds to the vector showing the direction of slip along the fault 
plane. The equations used to calculate these two vectors require only the strike, dip, and rake 
from one of the fault planes as shown from Stein and Wysession (2003): 
       ?̂? = (
− sin 𝛿 𝑠𝑖𝑛𝜙𝑓
−𝑠𝑖𝑛𝛿 𝑐𝑜𝑠𝜙𝑓
𝑐𝑜𝑠𝛿
)     (1) 
   ?̂? = (
     cos 𝜆 cos 𝜙𝑓 + sin 𝜆 cos 𝛿 sin 𝜙𝑓
− cos 𝜆 sin 𝜙𝑓 + sin 𝜆 cos 𝛿 cos 𝜙𝑓
sin 𝜆 cos 𝛿
)    (2) 
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Where ?̂? and ?̂? represent the normal and slip vectors respectively, and 𝜆, 𝛿, and 𝜙𝑓 represent 
the rake, dip, and strike of the fault plane. These two vectors were then used to calculate the P, T, 
and B-axis trend and plunge values for each focal mechanism using the following equations: 
𝑡 =  ?̂? +  ?̂? 
              𝑝 =  ?̂? − ?̂?     (3) 
𝑏 =  ?̂? × ?̂? 
Where t, p, and b correspond to the T, P, and B-axis cosine vectors which can be converted 
into trend and plunge values. I found that the median P-axis plunge was greater than 52 and that 
the T-axis plunge was less than 40, indicating that three source fault of the FWB sequences can 
be classified as normal faults (Figure 2.9). Additionally, seismic reflection data taken from the 
eastern part of the FWB also indicated normal faulting associated with relocated hypocenters for 
the Azle (Hornbach et al., 2015), Venus (Magnani et al., 2017; Scales et al., 2017), and Irving-
Dallas (Magnani et al., 2017) sequences. For each focal mechanism the nodal plane consistent 
with the strike and dip of the planar features in the SMU hypocenter catalog and available 2D 
and 3D seismic reflection data was taken to be the true fault plane solution for each earthquake 
(Figure 2.10). For the FWB dataset the mechanisms from the Irving-Dallas and Venus sequences 
displayed a high degree of uniformity with median fault strikes of 38.85.4 and 2204.4, 
respectively (Figure 2.9, Quinones et al., 2018). 
The P, T, and B axes derived from each of the individual focal mechanisms can act as 
approximations of the principal stress orientations active on the faults at the time of failure for 
each earthquake. For normal faulting earthquakes the P-axis should parallel the maximum 
vertical stress (SV), the B-axis should parallel the maximum horizontal stress (SHmax), and the T-
axis should parallel the minimum horizontal stress (SHmin). Thus, when recording the SHmax 
orientations derived from each of the single focal mechanism stress inversions (FMS) I am in 
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actuality reporting the B-axis information (Table C.1). The calculated B-axis orientations from 
each of the focal mechanism solutions in the FWB is shown in Figure 2.8 along with a sample of 
the high grade (A-B) focal mechanisms from the Irving-Dallas and Venus sequences and the 
good quality (A-C) focal mechanisms from the Azle sequence. The calculated B-axis trends, 
acting as approximations of the SHmax orientations, lie almost parallel to the strikes of the NE-SW 
basement faults with orientations of: 408.1 E of N for the Irving-Dallas sequence, 265.4 E 
of N for the Venus sequence, and 72.833.3 for the Azle sequence (Quinones et al., 2018). In 
the FWB, an independent estimate of the SHmax orientations active in the Barnett Shale and 
overlying sedimentary formations was reported using borehole breakout data which had a high 
agreement with the FMS-derived SHmax orientations (Lund Snee and Zoback, 2016). Hereafter, 
the terms SV, SHmax, and SHmin are used only when describing principal stress orientation 
estimates that relate only to the direction of the principal stresses, and that contain no 
information about the magnitudes of the principal stresses.  
2.4. Formal Focal Mechanism Stress Inversions 
While the P, T, and B axes derived using FMS techniques provided approximations of the 
co-seismic stress orientations for each of the individual earthquakes, those orientations are not 
equivalent to documenting the full stress tensor (Michael, 1984; Lund and Townend, 2007). 
These FMS-derived principal stresses treat each earthquake as if they are wholly unique isolated 
events which were not affected by any other earthquakes around them. A formal focal 
mechanism stress inversion instead will group together focal mechanisms within a defined 
geographic area together to calculate a better approximation of the local stress field that would 
have been able to generate those earthquakes given their defined fault planes. The formal stress 
inversion of the combined focal mechanism data, referred to as the FMF solutions, comes close 
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to approximating the full 2nd order stress tensor that is defined by the six standard stress 
parameters. However, even a formal focal mechanism stress inversion can typically only resolve 
four stress parameters that mathematically define only the deviatoric component of the full stress 
tensor. These four calculated stress parameters are the relative magnitudes of the three principal 
stresses and the defined shape ratio, R, which is a measure of the intermediate stress magnitude 
relative to the other principal stress magnitudes. In this study I defined the shape ratio to be: 
      𝑅 =  
𝜎1−𝜎2
𝜎1− 𝜎3
     (4) 
where 1, 2, and 3 are the effective maximum, intermediate, and minimum compressive 
stresses, respectively (Michael, 1984, 1987; Gephart and Forsyth, 1984). Hereafter, the terms 1, 
2, and 3 refer to estimates of the principal stress orientations that also include information 
about the magnitudes of the principal stresses. In the case of a normal faulting regime the 
orientations of the 1, 2, and 3 FMF derived principal stresses should be consistent with the 
orientations of the SV, SHmax, and SHmin stress orientations, respectively, derived using FMS 
approaches. 
While the FMF derived stress parameters only allow us to calculate the deviatoric component 
of the full stress tensor, Lund (2000) recognized that it was possible to estimate the azimuth and 
plunge of the three principal stresses using only the deviatoric component of the stress tensor. 
However, this original calculation of the azimuth and plunge of the principal stresses required 
that one of the three principal stresses be perfectly vertical, which is not going to be the case with 
the FMF-derived principal stress orientations. As the inversion of focal mechanism data results 
in principal stress orientations where none of the three principal stresses is perfectly vertical, I 
employed the methodology of Lund and Townend (2007) that mathematically estimates the 
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principal stress orientations when given an arbitrary stress tensor. The methodology follows the 
idea that as the isotropic component of the 2nd order stress tensor by definition has no 
directionality, the isotropic component contains no unique information about the orientations of 
the principal stresses. As stated before, the formal stress inversions of focal mechanism data 
using the mechanism’s normal and slip vectors (Michael, 1984) produces only a partial stress 
tensor equivalent to the deviatoric component of the full stress tensor. However, I can combine 
the calculated partial stress tensor and shape ratio values from the FMF solutions in order to 
calculate the principal stress orientations, but not their magnitudes (Lund and Townend, 2007). 
As in the case of the FMS-derived principal stress orientations, these FMF-derived principal 
stress orientations do not necessarily describe the in situ local stress field stress orientations. 
Instead they describe only the principal stress orientations active on the seismogenic fault at the 
time of failure which is expected to match the in situ local stress field in most cases. 
Here I employed the formal focal mechanism stress inversion developed by Vavrycuk (2014) 
known as STRESSINVERSE. This software used an iterative least squares version of Michael’s 
(1984) method to solve for the relative stress magnitudes, principal stress orientations, and shape 
ratios of the foal mechanism populations. The advantages of using Vavrycuk’s approach are that 
the software does not require a priori determinations of the true fault plane of each focal 
mechanism. Instead, the input data is the strikes, dips, and rakes of both nodal planes associated 
with each focal mechanism. In this study all A-B grade focal mechanisms from the Irving-Dallas 
and Venus sequences, and all A-D grade focal mechanisms from the Azle sequences were used 
in the formal stress inversions. The inversions solve for the relative magnitudes and orientations 
of the principal stresses at each site, and then use a best-fit stress field solution to identify which 
of the two nodal planes was more optimally oriented for failure in the determined local stress 
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field under Mohr-Coulomb failure theory. At the same time, the inversion also solves for the 
preferred coefficient of sliding friction () value by testing which value of  maximized fault 
plane failure under the assumptions of Mohr-Coulomb failure theory.  I tested the sensitivity of 
the calculated principal stress orientations to the value of  chosen by the inversion software by 
allowing  to vary in value in the range of the standard Byerlee’s Law values of 0.60 to 0.85 
(Byerlee, 1978). These sensitivity tests showed that the  value chosen had little effect on the 
calculated principal stress orientations and shape ratio when using the FWB data (Figure 2.11). 
The formal stress inversions using the Irving-Dallas and Venus sequence focal mechanism 
catalogs resulted in very similar stress orientations and shape ratio values. The shape ratio, R, 
was determined to be 0.55 and 0.51 for the Irving-Dallas and Venus sequences, respectively 
(Quinones et al., 2018). This meant that both sequences were occurring in nearly identical 
normal faulting stress regimes during the recorded periods of seismicity in this study. For the rest 
of the study, the Irving-Dallas and Venus focal mechanism data sets are combined into one joint 
inversion data set to better observe how the principal stress orientations change from the eastern 
(Irving-Dallas/Venus) to western (Azle) parts of the FWB. 
Figure 2.12 shows the resulting principal stress orientations and a histogram of the shape 
ratio values created from 100 inversions of the Azle and joint Irving-Dallas/Venus sequences 
using Michael’s (1987) bootstrap resampling methodology. The resulting σ1, σ2, and σ3 
orientations for the two inversions in trend/plunge format are: 169°/65°, 24°/21°, and 289°/13° 
for the Azle inversion and 249°/74°, 22°/11°, and 115°/12° for the joint Irving-Dallas/Venus 
inversion (stars in Figure 2.12) (Quinones et al., 2018). The larger range of σ2 and σ3 orientation 
values generated from the Azle data set shown in Figure 2.12 reflect the larger fault plane 
uncertainties associated with the Azle data set. The average shape ratios for each of the two 
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formal focal mechanism stress inversions were calculated to be 0.87±0.02 and 0.60±0.02 for the 
Azle and Irving-Dallas/Venus data sets, respectively (Quinones et al., 2018). Those calculated 
shape ratios could be converted into the Aɸ system, which is commonly used in the induced 
seismicity literature to quantify faulting regime (Lund Snee and Zoback, 2016; Alt and Zoback). 
Defined by Simpson (1997), the ɸ value is related to R as ɸ = 1 – R. For normal faulting regimes 
such as the FWB, Aɸ = ɸ.  Aɸ values for Azle and Irving-Dallas/Venus are 0.13 and 0.40, where 
Aɸ=0 is pure radial normal faulting (no strike-slip component). As stated before, the Azle focal 
mechanism data set contained much larger fault plane uncertainties and mechanism variability 
when compared to the joint Irving-Dallas/Venus data set. However, these higher uncertainty 
values are not explicitly included in the formal focal mechanism stress inversion process. 
Therefore, I assume that the calculated principal stress orientations and shape ratio values 
generated from these focal mechanism data sets had larger uncertainties than formally reported 
by simply looking at the standard deviations of the bootstrap resampling results, especially in the 
case of the Azle data set.  
2.5. Effective Stress Magnitudes and Mohr-Coulomb Failure Analysis 
To be able to assess if the pore pressure stress changes associated with the injection of 
wastewater in the FWB were large enough to induce slip on the source faults of the FWB 
earthquake sequences, I required estimates of the effective principal stress magnitudes. For 
normal faults, I assumed the largest principal stress (σ1) to be the overburden pressure. I 
estimated the densities and thicknesses of the rock formations and the depths of faults using prior 
collected geologic (Pollastro et al., 2007; Vermylen, 2011; Hornbach et al., 2015; Eastman and 
Murin, 2016; Magnani et al., 2017) and fluid flow property (Hornbach et al., 2016) data to 
calculate the overburden pressures at each site. The relationship between the maximum (σ1) and 
 28 
 
minimum (σ3) compressive stresses is determined by the coefficient of sliding friction (μ), and 
cohesion (C) values chosen for each fault (Scholz, 2002): 
  2𝐶 =  𝜎1 [(𝜇
2 + 1)
1
2 −  𝜇] −  𝜎3 [(𝜇
2 + 1)
1
2 +  𝜇]   (5) 
Due to a lack of information about these faults prior to their slipping, it was not feasible to be 
able to collect information about the fault’s cohesion values. Thus, I assigned all the possible 
effects of the cohesion of the faults to the effects of the chosen value of . Having taken the 
cohesion value to be zero, I could now use equation (5) to solve for 3 using our calculated 1 
values: 







     (6) 
For all three faults I selected a standard  value of 0.60. I then used the average shape ratio 
values calculated from our FMF solutions to solve for the 2 values using the equation: 
     𝜎2 =  𝜎1 − 𝑅(𝜎1 −  𝜎3)    (7) 
All the pressure gradient values used to calculate the absolute overburden pressure values at 
each sequence site are shown in Table 3, with pressure gradient values for the shallow 
sedimentary units and a separate gradient for the Ellenburger carbonate unit. The overburden 
pressures were calculated to the depths of the top of the seismogenic portions of each fault 
associated with the FWB sequences which were roughly equivalent to the depths of the 
Ellenburger-crystalline basement contact depths at each sequence site (Figure 2.10). These initial 
absolute overburden pressure values were calculated using a pore fluid pressure (Pp) value of 
zero. A hydrostatic Pp gradient of 9.8 MPa/km was then subtracted from those absolute 
overburden pressures to calculate the effective overburden pressures (1) values at each sequence 
site. Next, I used these calculated 1 values and equations (6) and (7) to calculate the 3 and 2 
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effective stress magnitudes at each sequence site (Table 2.3). Then, I combined the effective 
principal stress magnitudes with our FMF-derived principal stress orientations to generate a full 
stress tensor for each sequence. Lastly, each sequence’s full stress tensor was transformed into a 
3D Mohr diagram showing the relationships between the principal stresses and associated fault 
plane solutions for each sequence (Figure 2.13). 
I found average Pp increases of 5.25±1.74, 3.48±2.39, and 2.04±2.27 MPa were needed for 
the Azle, Irving-Dallas, and Venus sequences, respectively to induce slip on the optimally 
oriented fault planes (faults striking 20-40 NE) (Quinones et al., 2018). The magnitude 
distribution of the required changes in pore pressure (ΔPp) needed to induce slip on each of the 
optimally oriented fault planes in histogram form is shown in Figure 2.14. Adding those ΔPp 
values to our initial hydrostatic Pp gradients yielded Pp gradients of 11.55±0.58, 10.67±0.60, and 
10.31±0.57 MPa/km at the Azle, Irving-Dallas, and Venus sequence sites, respectively (Quinones 
et al., 2018). 
These ΔPp values were calculated using effective stress magnitudes calculated assuming a  
value of 0.60, and while I determined that the principal stress orientations were not sensitive to 
 (Figure ), that assumption may not have been true for the calculated ΔPp values. I tested 
the sensitivity of the calculated ΔPp values to the chosen value of μ by letting μ vary between 
0.50 and 0.85 (Figure 2.15). The overall differences in the average ΔPp needed to induce slip at 
each of the sequence sites as μ varied from 0.50 to 0.85 were not very large (0.42 MPa, 0.48 
MPa, and 0.88 MPa for the Azle, Irving-Dallas, and Venus sequences, respectively) when 
compared to the overall average ΔPp values for each sequence (Quinones et al., 2018). For the 
Azle and Irving-Dallas sequences, the average ΔPp needed to induce slip increased as the μ value 
increased with the best-fit lines through the distributions of the NE-SW fault plane orientations 
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of these two sequences exhibiting slopes closer to 0.50 than 0.85 (Figure 2.13). In fact, the 
average ΔPp needed for a fault to slip reached a minimum when the slope of these lines paralleled 
the slope of the failure criterion line set by the static parameter . The opposite trend was 
observed in the case of the Venus data, where the average ΔPp needed to induce slip decreased as 
the μ value increased. In this case the NE-SW trending fault plane solutions from the Venus 
sequence data set were best-fit with a much steeper slope of 0.85, but the distribution of strikes 
and dips associated with the NE-SW nodal planes was low, leading to poor control on the slope 
of the best-fit line. I therefore concluded that the Venus result does not reflect fault strength 
differences with the Azle and Irving-Dallas faults as much as it reflected the lack of variability in 
the Venus focal mechanism data. 
I found that the Pp gradient values calculated using mechanism fault plane solutions, 
earthquake derived local stress field orientations and estimated effective stress magnitudes were 
consistent with Pp increases, reported as either pressure above hydrostatic or pressure gradients, 
within injection units in North Texas and Oklahoma (Sone and Zoback, 2014; Fan et al., 2016; 
Lund Snee and Zoback, 2016; Walsh and Zoback, 2016). Borehole breakout data in the Barnett 
Shale near the Reno-Azle area suggested a Pp gradient value of 10.86 MPa/km (Vermylen, 2011). 
Previous FWB studies have used Pp gradient values ranging from 9.95-11.76 MPa/km, with the 
maximum value being associated with the most overpressured parts of the FWB in northeast 
Johnson county (Bowker, 2007; Sone and Zoback, 2014). Additional research into the Arbuckle 
formation properties in north central Oklahoma (the Arbuckle Group in Oklahoma being the 
stratigraphic and lithological equivalent of the Ellenburger Group in the FWB) with respect to 
potential fault slipping, reported Pp gradients ranging from 9.20-10.0 MPa/km (Walsh and 
Zoback, 2016). Following the May 2015 M4.0 earthquake in Venus, the Texas Railroad 
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Commission required nearby injection wells to perform fall-off tests, and the resulting downhole 
pressure data indicated Pp gradients of 10.23 to 10.93 MPa/km within the Ellenburger (1.7 to 4.5 
MPa above hydrostatic at the Ellenburger-basement boundary) in northeast Johnson county 
(Hornbach et al., 2016). Fall-off testing in the Azle area following the 2013-2014 M3.5+ 








Figure 2.1. Map of the FWB seismic networks. Stations in network ZW are shown in blue, 
stations in network 4F in red, USGS stations in network NQ are shown in gray and TexNet 
operated stations are shown in orange. Permanent USArray station Z35B is shown in black. Not 









Figure 2.2. Map view of the FWB showing earthquakes (circles) used for focal mechanism 
generation scaled by magnitude and colored by time. The dark shaded area (gray) represents the 
area defined as the FWB and the light shaded (brown) area represents the area defined as the 
Newark East Field. This map does not represent the entire SMU earthquake catalog nor seismic 
networks operating over the study period and only reflects data used in the current study. The 
eastern and northern boundary faults of the FWB are marked. 
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Figure 2.3. P- and S-wave radiation patterns. These radiation patterns show the S-wave 
amplitudes reach their peak at the nodal planes, and that the P-wave amplitudes reach their 
minimums at the nodal planes. As such, the higher the S-to-P-wave amplitude becomes, the 













Figure 2.4. Map view of the FWB showing stations scaled by the percentage of each individual 
sequence's focal mechanisms for which they were used for generation. The dark shaded area 
(gray) represents the area defined as the FWB and the light shaded (brown) area represents the 
area defined as the Newark East Field. This map does not represent the entire SMU earthquake 
catalog nor seismic networks operating over the study period and only reflects data used in the 









Figure 2.5. P-wave cross-correlated waveforms collected from station ITL1. These waveforms 
have been aligned along the P-wave arrival time and are shaded with positive values in red and 
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Figure 2.6. S-wave cross-correlated waveforms collected from station ITL1. These waveforms 
have been aligned along the S-wave arrival time and are shaded with positive values in red and 
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Figure 2.7. Distribution of the log10(S/P) values from across the FWB seismic networks. This 
histogram shows the non-biased sampling of the focal sphere that was used to correct each 






















Figure 2.8. Map views of the FWB sequences showing their calculated B-axis orientations and 
characteristic focal mechanisms. Map view of the FWB showing the calculated B-axis 
orientations (dark grey bars) for individual earthquakes and a characteristic mechanism for each 
sequence. SHmax orientations (light gray bars), calculated from borehole breakouts in the 
overlying sedimentary units (Lund Snee and Zoback, 2016), align with the B-axes. Counties and 
cities discussed in the text are indicated and the inset shows the boundaries of the FWB relative 
to the study area (square). Zoomed views of the (b) Irving-Dallas, (c) Azle, and (d) Venus 
sequence areas show a sample of focal mechanisms characteristic of each sequence. For the 
Irving-Dallas and Venus sequences, only B-axes for A and B quality mechanisms are shown. 
The faults (solid black lines) were mapped using a combination of SMU catalog hypocenters and 
active source data (Hornbach et al., 2015; Magnani et al., 2017; Scales et al., 2017). All faults are 








Figure 2.9. Ternary plots showing P, T, and B-axes plunges from each sequence’s focal 
mechanisms. These plunge values are used to classify the fault type that each mechanism 
describes following the parameters defined by Álvarez-Gómez (2014). Each circle denotes a 











Figure 2.10. Map and cross-sectional views of the three FWB earthquake sequences. (top) Map 
view of the FWB earthquake catalog (circles) and network locations with cross-section path lines 
shown in red. (bottom) Cross sectional views of the earthquakes at each sequence colored by 







Figure 2.11. Plot showing the variability of the three principal stress azimuth and plunge values 
for a variety of set μ values. All μ values shown were chosen to be within the range of Byerlee's 










Figure 2.12. Plots showing the FMF-derived principal stress orientations and shape ratio values. 
(a and b) Stereonet projections of the principal stress directions for the Azle (a) and joint Irving-
Dallas/Venus (b) stress inversions. The dark gray, gray, and light gray dots represent the 
bootstrap solutions of the σ1, σ2, and σ3 principal stresses and provide information on confidence 
intervals. The colored stars represent the best solution orientations of the principal stresses. (c) 






Figure 2.13. Mohr circle representations of the effective stresses for the Azle (a), Irving-Dallas 
(b), and Venus (c) sequences. Both nodal plane solutions from each generated mechanism 
(circles) are colored by the stress change ΔPp needed to induce slip at their respective nodal plane 
orientations. For all three sequences the left portion of the Mohr-circle represents a NE-SW 
striking nodal plane orientation, and the right portion of the Mohr-circle represents a NW-SE 
striking nodal plane orientation.  The solid line represents the original failure criterion created 
using values for the friction coefficient  of 0.6 and the cohesion C of 0. The dashed lines 
represent the failure criterion after it has been shifted by the average Pp needed to induce slip 
for each sequence. The inset in section (a) represents the slopes of failure criterion lines with 
different  values ranging from 0.5 to 0.8 for comparison purposes to the displayed failure 













































































































































Figure 2.14. Histograms of the Pp needed to induce slip for the optimally oriented fault plane 
for each sequence. Pp calculated from the Azle (a), Irving-Dallas (b), and Venus (c) sequence 
mechanism catalogs using a  value of 0.6. Only high grade (A-B) mechanisms were plotted for 
the Irving-Dallas and Venus sequences. All mechanism data was plotted for the Azle sequence. 
The mean, median, standard deviation (Std), and median absolute deviation (MAD) for each 









Figure 2.15. Plot showing the average change in the pore pressure (Pp) needed to induce slip on 
each of the FWB faults. Pp are shown for the Azle (light gray), Irving-Dallas (dark gray), and 
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Table 2.1. List of parameters required for focal mechanism generation using the HASH software 
suite. All values shown on the right side of the table were the values used for the generation of 
the focal mechanisms for all three FWB sequences. 
Parameter FWB Value 
Minimum Number of Data 6 
Grid Angle for Focal Mechanism Search (°) 1 
Number of Trials 30 
Maxout for Focal Mechanism Output 500 
Minimum Allowed Signal-to-noise Ratio 3.0 
Fraction Polarities Assumed Bad 0.1 
Assumed Noise in Amplitude Ratios 0.3 
Max Allowed Source-Station Distance (km) 120 
Angle for Computing Mechanism Probability 45 





















Table 2.2. Focal mechanism qualities listed by earthquake sequence. 
 
Grade* Azle Irving-Dallas Venus 
A 1 52 9 
B 3 61 31 
C 5 26 7 
D 16 27 2 
Total 25 166 49 
 
*Mechanism grades (A-D) determined by parameters outlined in the HASH manual (Hardebeck 














Table 2.3. Geologic parameters based on well log data of the three earthquake sequences used to 
calculate the effective magnitudes of the principal stresses. 




24.88; 3,608.5 24.88; 3,608.5 24.88; 3,608.5 
Top of Ellenburger 
Depth (km) 




25.3; 3,669.5 25.3; 3,669.5 25.3; 3,669.5 
Ellenburger-Basement 
Boundary Depth (km) 
3.00 4.00 4.00 
Seismogenic Fault 
Depth Range (km) 




75.06; 25.02; 10,866.5 100.05; 25.01; 14,511 100.21; 25.05; 14,534.2 
σ1 Effective Pressure 
(MPa; MPa/km; psi) 45.66; 15.22; 6.622.4 60.84; 15.21; 8,824.1 61.00; 15.25; 8,847.3 
σ2 Effective Pressure 
(MPa; MPa/km; psi) 
18.66; 6.22; 2,706.4 36.04; 9.01; 5,227.1 36.16; 9.04; 5,244.6 
σ3 Effective Pressure 
(MPa; MPa/km; psi) 
14.64; 4.88; 2,123.4 19.52; 4.88; 2,831.1 19.56; 4.89; 2,836.9 
 
*MPa/km refers to a pressure gradient in Megapascals per kilometer. 





CHAPTER  3 
 
3. POSSIBLE MECHANISMS FOR FAILURE IN THE IRVING-DALLAS AREA 
 
The issue of where the stress change needed to induce slop along the source fault of the 
Irving-Dallas sequence originated from is still a subject of further research. Unlike the other 
FWB sequences where the nearby active injection wells are very plausible sources of the stress 
changes needed to induce slip, there are no nearby (<10 km epicentral distance) injection wells to 
the Irving-Dallas sequence. Therefore, in this chapter I examine some of the other more common 
mechanisms of stress changes related to seismicity to determine if either Coulomb stress change 
effects associated with the other FWB sequences, or poroelastic stress effects associated with 
injection activities in the eastern part of the FWB could have induced seismicity in the Irving-
Dallas area and warrant further study. 
3.1. Coulomb Stress Change Calculations 
The first test of a possible stress change source capable of inducing seismicity in the Irving-
Dallas area was to examine the Coulomb stress change effects associated with the largest 
earthquake to have occurred in the FWB: the M4.0 Venus earthquake. Prior template matching 
results have shown that seismicity associated with the Venus earthquake sequence has persisted 
since 2008, long before the first recorded events in the Irving-Dallas sequence (Scales et al., 
2017). Therefore, I can examine what possible Coulomb stress change effects the Venus 
earthquake sequence has had on the Irving-Dallas area throughout its history. The majority of the 
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Venus sequence’s cumulative seismic moment is dominated by the M4.0 event which occurred in 
May 2015 after the Irving-Dallas sequence had already began. However, due to the large 
distance between the Venus and Irving-Dallas sequences (>40 km), if I were to remove the 
seismic moment associated with the M4.0 event then there would be little to no Coulomb stress 
change effects associated with the Venus earthquake sequence. Therefore, in order to determine 
if there could possibly have been any Coulomb stress change effects observed at the Irving-
Dallas sequence site associated with the Venus earthquakes I used the cumulative seismic 
moment of the Venus sequence in our Coulomb stress change models. 
The Coulomb stress change calculation was completed using the Coulomb3 Matlab software 
with the Venus fault acting as the source fault and the Irving-Dallas fault acting as the receiver 
fault. The orientations of the Venus and Irving-Dallas faults in strike/dip/rake format were set to 
be 220.4º/57º/-64.8º and 38.8º/68.5º/-88.3º, respectively, based off of the fault plane solutions 
from their respective focal mechanism catalogs. I used the joint Irving-Dallas/Venus stress field 
and the source parameters of the Venus M4.0 event for the actual stress change calculations. The 
moment release (Mo) was 1.406x10
15 N*m, the shear modulus (μs) is 3.6*1010 N/m2, the slip area 
(A) is 2.715*107 m2, the displacement (D) is 1.438*10-3 m, and the source depth was taken to be 
5 km (Magnani et al., 2017). The Coulomb stress change calculations showed that the stress 
perturbations caused by the Venus earthquake sequence were not large enough to have directly 
affected the Irving-Dallas sequence (Figure 3.1). As there were no Coulomb stress change effects 
observed in the Irving-Dallas area even when I considered the full seismic moment of the Venus 
sequence, I concluded that it was most likely not Coulomb stress change effects that were the 
main mechanism for failure along the Irving-Dallas source fault. 
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3.2. 1D Poroelastic Calculations 
It has been postulated that while pore pressure stress changes associated with wastewater 
injection activities quickly decay in magnitude with distance and that the dominant far field (>15 
km distance) stress effect associated with injection activities are poroelastic stress changes 
(Segall and Lu, 2015; Goebel et al., 2017). I considered the possible poroelastic stress effects 
associated with injection activities in northeast Johnson county where five injection wells were 
active prior and during the Irving-Dallas sequence’s period of seismicity. It should be noted that 
the five injection wells in Johnson county are not the closest injection wells to the Irving-Dallas 
sequence. The closest injection well is located at the Dallas-Fort Worth International Airport 
approximately 15 km away from the Irving-Dallas sequence epicenters. However, prior pore 
pressure and fluid flow modeling of the stress changes associated with that injection well showed 
that the stress changes remained largely confined to the immediate area surrounding the injection 
wells (Ogwari et al., 2018). As such, for the purposes of this study I focused solely on the 
injection activities of the five wells in northeast Johnson county. It is important to note that in 
this simple model I will be making many assumptions about the geologic and poroelastic 
properties of the formation of interest, which is the Ellenburger carbonate unit. As such, the end 
estimate of the Coulomb failure stress change at the Irving-Dallas sequence area due to the 
injection activities in northeast Johnson county will most likely be an overestimate of the actual 
stress change due to the injection activities. 
I consider a basic 1-dimensional approximation of the poroelastic stress changes associated 
with injection activities. I calculate the poroelastic stress effects as a function of distance where 
the injection well are point sources and the Irving-Dallas sequence is also a point. I employed the 
governing equations of poroelasticity developed initially by Biot (1941) for an isotropic 
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poroelastic medium. In this model, the strains (𝜖𝑖𝑗), stresses (𝜎𝑖𝑗), and changes in pore pressure 
(𝑝) will be linearly related:  
    𝜎𝑖𝑗 =  
2𝜇𝑣
1−2𝑣
𝜖𝛿𝑖𝑗 + 2𝜇𝜖𝑖𝑗 −  𝛼𝑝𝛿𝑖𝑗    (8) 
where 𝜇, 𝑣, and 𝛼 are the shear modulus, drained Poisson’s ratio, and Biot coefficient, 
respectively. The other constitutive equation relating the injection rate at a given point in time 
and space with the change in volumetric strain is: 
     𝑞(𝑥, 𝑡) =  𝛼
𝜕𝜀
𝜕𝑡
      (9) 
where q is the injection rate of the well at a designated point in time (in the simple model case 
being a constant value) divided by the volume of the unit where the fluids are injected. As I was 
only interested in the far-field stress changes associated with the injection activities, I removed 
the pore pressure effects from equation (8), instead focusing only on the relationship between the 
changes in volumetric strain and stress. I used a constant injection rate value taken to be the 
average cumulative volume of injected fluids from the five injection wells in Johnson county 
(0.0761 m3/s) over their periods of activity. I calculated our injection unit volume using as a 
cylinder with a thickness of 1 km and a radius from 45 km (𝑣𝑜𝑙𝑢𝑚𝑒 =  𝜋𝑟2ℎ). I also used a 
standard Biot coefficient value of  = 0.31 along with our calculated q value to solve for the 
change in volumetric strain over time at various distances from the injection wells. I then 
calculated the cumulative change in volumetric strain I would have observed over 9 years of 
injection activities at the selected distance. Next, assuming that the volumetric strain is equal to 
the sum of the principal strain values, I used standard estimates of the shear modulus (20 GPa) 
and drained Poisson’s ratio (0.25) and incorporated our calculated strain values into equation (8). 
   𝜖 =  𝜖11 + 𝜖22 +  𝜖33, 𝑤ℎ𝑒𝑟𝑒  𝜖11 =  𝜖22 =  𝜀33 
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  𝜎𝑖𝑗 =  
2𝜇𝑣
1−2𝑣
𝜖 + 2𝜇𝜖𝑖𝑗 =  𝜇𝜖 + 2𝜇𝜖𝑖𝑗 , 𝑤ℎ𝑒𝑟𝑒  𝜎11 =  𝜎22 =  𝜎33  (10) 
Lastly, I calculated the Coulomb failure stress change using the failure criterion approximation 
assuming a coefficient of friction (f) value of 0.6, and a pore pressure value of zero as I used 
when I calculated the far field poroelastic stress changes.  
    ∆𝐶𝐹𝑆 =  ∆𝜏 +  𝜇𝑓(∆𝜎 +  ∆𝑝) =  𝜇𝑓∆𝜎   (11) 
In the end, I calculated with our simple 1D assumptions that I would expect to see a Coulomb 
failure stress change of approximately 0.22 MPa at the Irving-Dallas sequence site due to 
injection activities in the northeast Johnson county. As stated earlier, this calculated stress 
change value is most likely an overestimate of the actual Coulomb failure stress change 
associated with injection activities due to the simple nature of the calculations (constant injection 
rate, no spatial variation in our geology, no pore pressure effects). However, this calculated value 
is important as I can compare this value to our expected stress change which was necessary to 
induce slip on the source Irving-Dallas fault from our Mohr-Coulomb failure calculations. Our 
calculated poroelastic stress change (0.22 MPa) only accounts for a small portion of the average 
stress increase I calculated to be necessary to induce slip on the Irving-Dallas fault (3.48±2.39 
MPa) (Quinones et al., 2018). This suggests that a poroelastic stress change alone is not 
sufficient to have induced slip on the Irving-Dallas fault. However, a full poroelastic model 
incorporating the fluid flow aspects of the injection activities in the FWB could be run to better 
understand the stress changes observed in the Irving-Dallas area associated with all wastewater 
injection wells in the eastern part of the FWB. The new 3D geologic model of the basin produced 
by collaborators at the center for Integrated Seismic Studies would provide a more accurate 








Figure 3.1. Figure showing the Coulomb stress change in bars caused by the May 2015 Mw4.0 
event using the main Venus fault (1) as a source location and the Irving-Dallas fault (2) as the 
receiver fault. The Mw4.0 Venus event accounts for the majority of the moment energy released 
by the Venus earthquake sequence. Rupture depth was set to 5 km and the coefficient of friction 
was set to a standard value of 0.6. 
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4. DISCUSSION AND CONCLUSIONS 
 
I generated 240 focal mechanisms describing NE-SW striking normal faults from the Azle, 
Irving-Dallas, and Venus earthquake sequences. I observe little variability in our fault plane 
solutions for the mechanisms generated from the Irving-Dallas and Venus sequences with only 
6% of the events near Venus, and 12% of the Irving-Dallas events indicating oblique-normal, 
strike-slip or thrust faulting (Figure 2.9). The variability in the Azle focal mechanism fault plane 
solutions cannot be interpreted due to the overall low quality of the generated mechanisms 
associated with network geometry issues. In comparison, mechanism catalogs generated from 
induced seismicity sequences in Oklahoma also show little variability along individual fault 
strands. Although, the variability in mechanism solutions does increase as I examine the areas 
outside of the immediate (<2 km radius) area around each fault. Examples of this low variability 
can be seen in the Prague, Jones, Guthrie-Langston, and Pawnee earthquake sequences, which 
occur at shallow (<10 km) depths similar to those in the FWB (McNamara et al., 2015; 
Pennington and Chen, 2017). I speculate that the lack of mechanism variability in the FWB may 
be because thin damage zones limit off-fault failure, and that the magnitudes of the events in the 
FWB (4.0 Mw) are not large enough to change the in situ stress state of the faults. Additionally, 
the seismogenic portions of each of the faults are short in length (<20 km) (Magnani et al., 
2017), their overall periods of seismicity are short (~10 years), the faults have small offsets, and 
their displacement histories indicate long (i.e., millions of years) periods of dormancy and/or 
long return intervals (~60,000 years) (Magnani et al., 2017). 
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In the FWB, the FMS and FMF-derived SHmax orientations in the crystalline basement are 
largely consistent with the SHmax orientations derived from borehole breakout data collected from 
the overlying sedimentary units (Lund Snee and Zoback, 2016). These derived SHmax orientations 
for the basin confirm that the NE-SW striking faults in the FWB are optimally oriented for 
failure in the modern day stress regime. In the case of the Venus sequence, the FMS and FMF 
derived SHmax orientations are very similar (26 E of N and 22 E of N, respectively). However, 
there is a discrepancy between the FMS and FMF derived SHmax orientations in the case of the 
Irving-Dallas sequence (40 E of N vs. 22 E of N). In the case of the Venus sequence I have the 
additional borehole breakout derived SHmax orientations to compare the FMS and FMF derived 
solutions. In the case of the Venus sequence I find that the borehole breakout derived SHmax 
orientation (24 E of N) is in fact very similar to both our FMS and FMF derived SHmax 
orientation. However, there are no borehole breakout measurements taken near the Irving-Dallas 
area to compare to the FMS and FMF derived SHmax orientations, and so it is unclear whether the 
rotation in the FMS derived SHmax orientation reflects a true rotation in maximum horizontal 
stress or a difference in in situ fault stress.  
Mohr diagram analysis for the three FWB sequences indicated that a Pp increase of <4 MPa 
could induce slip on the Irving-Dallas and Venus faults and a Pp increase of <6 MPa could 
induce slip on the Azle fault at basement depths (3-4 km). These increases in Pp are comparable 
to those estimated at the Snyder and Timpson, TX, sites (2.2-3.6 MPa increases at 2.5 and 5 km 
depth) (Lund Snee and Zoback, 2014), and the St. John area in northeastern British Columbia (3-
5 MPa increased surface pressures at 1.8-3.7 km depth) (Horner et al., 1994). However, 
probabilistic assessments of the faults in northwestern Oklahoma found that Pp increases of 
around 2 MPa at 5-6 km depths would not be capable of inducing seismicity along the studied 
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crystalline basement faults (Walsh and Zoback, 2016). In the case of the FWB, injection well 
shutdown tests have suggested that the Ellenburger formation overlying the crystalline basement 
is over-pressured, and in most of these cases local injection activities have been capable of 
producing sufficient large enough Pp to induce slip. 
Lastly, our initial investigations into the mechanisms capable of inducing the stress changes 
necessary to induce slip on the Irving-Dallas fault showed us that I would most likely require 
multiple mechanisms working together to have generated the necessary stress change. No FWB 
earthquake has been close to large enough to produce a Coulomb stress change which would 
extend >40 km. Even taking the cumulative seismic moment of the Venus earthquake sequence 
throughout its history was not enough to generate the necessary Coulomb stress change. On the 
other hand, while poroelastic stress change effects associated with injection activities in 
northeast Johnson county could be felt at the distance of the Irving-Dallas site, they are not large 
enough in magnitude to be the sole trigger of slip along the Irving-Dallas fault. Future work 
involving the full modeling of the fluid flow and coupled geomechanical effects of the large 
wastewater injection activities in the FWB could give us insight on the stress changes caused by 
the movements of these large volumes of fluid, and perhaps get us closer to understanding the 





A. NETWORK INFORMATION 
 
Table A.1. Network information about the stations used for focal mechanism generation in this 
study. 
Table A.1 
Station Network Latitude (°) Longitude (°) Elevation (m) Sensor 
AFDA ZW 32.8226 -97.0484 165 Mark Products L28 
ALVA 4F 32.3991 -97.0925 168 Nanometrics Trillium Compact 
AZCF ZW 33.1841 -97.4463 381 Mark Products L28 
AZCT NQ 32.9103 -97.4463 223 GeoSIG GMS-IA18 NetQuakes 
AZDA ZW 32.9728 -97.5553 238 Mark Products L28 
AZE2 ZW 32.9494 -97.6152 244 Guralp CMG6TD 
AZEP NQ 32.9634 -97.5354 224 GeoSIG GMS-IA18 NetQuakes 
AZFC ZW 32.8531 -97.7286 303 Guralp CMG6TD 
AZFS NQ 32.8891 -97.5291 135 GeoSIG GMS-IA18 NetQuakes 
AZHL ZW 32.9656 -97.3483 222 Guralp CMG3T_120sec  
AZHS NQ 32.9297 -97.5397 219 GeoSIG GMS-IA18 NetQuakes 
AZLE ZW 32.9824 -97.7862 381 Guralp CMG6TD 
AZNH NQ 32.9890 -97.5904 273 GeoSIG GMS-IA18 NetQuakes 
AZWP ZW 32.7795 -97.6600 381 Guralp CMG3T_120sec 
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Table A.1 (Continued) 
Station Network Latitude (°) Longitude (°) Elevation (m) Sensor 
AZWR ZW 32.8115 -98.3120 381 Guralp CMG3T_120sec 
BRRD NQ 32.9948 -97.5379 223 GeoSIG GMS-IA18 NetQuakes 
BVFD NQ 32.9917 -97.5221 223 GeoSIG GMS-IA18 NetQuakes 
CLEB 4F 32.3517 -97.4311 250 Nanometrics Trillium Compact 
DAL SS 32.8464 -96.7843 187 Geotech KS2000M Broad-band 
EML1 ZW 32.8735 -97.4603 211 Mark Products L28 
EML3 ZW 32.8760 -97.4740 211 Sprengnether S6000 
HILL 4F 32.0843 -97.0951 212 Nanometrics Trillium Compact 
IDCR ZW 32.8612 -96.9271 230 Mark Products L28 
IFBF ZW 32.9237 -96.9135 132 Mark Products L28 
IFCF ZW 32.9606 -96.9591 136 Sprengnether S6000 
IFDF ZW 32.7756 -96.9044 131 Guralp CMG3T_120sec 
IFS3 ZW 32.8312 -96.9211 230 Mark Products L28 
IFSB ZW 32.8935 -96.9544 230 Mark Products L28 
IGC1 ZW 32.8888 -96.9228 230 Mark Products L28 
IKWT ZW 32.8428 -96.9256 230 Mark Products L28 
ILCC ZW 32.8609 -96.9472 151 Mark Products L28 
ILYC ZW 32.8234 -96.9519 230 Mark Products L28 
INWW ZW 32.8542 -96.8816 230 Mark Products L28 
IPD1 ZW 32.8890 -96.9333 128 Sprengnether S6000 
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Table A.1 (Continued) 
Station Network Latitude (°) Longitude (°) Elevation (m) Sensor 
IPDM ZW 32.8158 -96.9519 230 Mark Products L28 
ITL1 ZW 32.8489 -96.8990 230 Mark Products L28 
ITL2 ZW 32.8402 -96.8915 230 Mark Products L28 
ITL3 ZW 32.8513 -96.9064 230 Mark Products L28 
ITSC ZW 32.8903 -96.8498 158 Mark Products L28 
IUD1 ZW 32.8420 -96.9164 230 Mark Products L28 
IUD2 ZW 32.8514 -96.9267 230 Mark Products L28 
IUD3 ZW 32.8447 -96.9327 230 Mark Products L28 
NLKCP NQ 32.8709 -96.9676 148 GeoSIG GMS-IA18 NetQuakes 
RESD NQ 32.9419 -97.5786 223 GeoSIG GMS-IA18 NetQuakes 
UDFB NQ 32.8480 -96.9225 148 GeoSIG GMS-IA18 NetQuakes 
UDKH NQ 32.8469 -96.9168 138 GeoSIG GMS-IA18 NetQuakes 
V13620 4F 32.4888 -97.1131 190 Mark Products L28 
V2600 4F 32.5095 -97.0995 177 Mark Products L28 
V3876 4F 32.4699 -97.2031 233 Mark Products L28 
V3945 4F 32.5040 -97.1598 376 Mark Products L28 
VBB1 4F 32.4520 -97.2331 238 Mark Products L28 
VBLSS 4F 32.5457 -97.1507 214 Mark Products L28 
VBMS 4F 32.4988 -97.1485 197 Mark Products L28 
VCKF 4F 32.4577 -97.1174 203 Mark Products L28 
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Table A.1 (Continued) 
Station Network Latitude (°) Longitude (°) Elevation (m) Sensor 
VCOR 4F 32.5211 -97.1351 899 Mark Products L28 
VDBB 4F 32.4545 -97.1712 302 Mark Products L28 
VDML 4F 32.5274 -97.1065 901 Mark Products L28 
VJCS 4F 32.5066 -97.1899 366 Mark Products L28 
VLBC NQ 32.5054 -97.1910 229 GeoSIG GMS-IA18 NetQuakes 
VLS1 4F 32.52370 -97.1887 200 Mark Products L28 
VMCM 4F 32.4579 -97.0809 177 Mark Products L28 
VMTW NQ 32.4627 -97.1319 208 GeoSIG GMS-IA18 NetQuakes 
VNLC 4F 32.5759 -97.2036 206 Mark Products L28 
VPCK 4F 32.4584 -97.1659 200 Mark Products L28 
VQRS 4F 32.4856 -97.2026 222 Mark Products L28 
VRPW 4F 32.5430 -97.1727 201 Mark Products L28 
VSAB 4F 32.4963 -97.2303 210 Mark Products L28 
VTAX NQ 32.5197 -97.1439 203 GeoSIG GMS-IA18 NetQuakes 
VTCR 4F 32.4573 -97.1486 405 Mark Products L28 






B. FOCAL MECHANISM INFORMATION 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































C. STRESS ORIENTATION INFORMATION 
Table C.1.Stress measurements taken from both the formal and single focal mechanism stress 
inversions 
Table C.1 
Lat (°) Lon (°) Depth (km) P-Axis* T-Axis B-Axis Type‡ Quality∆ 
Azle** - - 169/65 289/13 24/21 FMF B 
Irving/Venus** - - 249/74 115/12 22/11 FMF A 
32.977 -97.549 3.48 141.04/64.968 159.42/23.901 66.294/7.0052 FMS E 
32.484 -97.171 4.5 71.888/44.555 70.091/45.431 161/0.89879 FMS E 
32.97 -97.565 6.59 113.79/69.8 145.6/17.362 52.441/10.005 FMS E 
32.965 -97.548 2.62 141.74/55.155 3.4775/27.452 82.742/19.726 FMS E 
32.981 -97.562 7.01 64.929/78.035 146.25/1.8326 55.861/11.82 FMS E 
32.982 -97.563 7.1 117.79/72.282 166.6/11.882 73.827/12.951 FMS D 
32.971 -97.556 4.67 151.68/57.629 167.11/31.428 72.815/6.9792 FMS D 
32.964 -97.57 6.46 126.49/80.977 130.28/9.0037 40.191/0.58777 FMS D 
32.978 -97.555 2.23 143.22/62.539 129.25/26.763 42.14/5.7053 FMS E 
32.95 -97.589 4.63 143.66/25.021 140.98/64.955 53.181/1.0256 FMS E 
32.95 -97.587 4.35 147.83/39.583 123.57/47.797 47.463/12.28 FMS E 
32.973 -97.561 4.98 155.38/74.787 111.87/11.157 23.904/10.209 FMS E 
32.948 -97.587 3.84 165.51/32.191 131.44/52.767 64.648/16.669 FMS E 
32.984 -97.56 6.72 45.818/7.7688 159.36/71.144 133.42/17.071 FMS E 
32.952 -97.587 4.87 102.49/61.813 107.39/28.1 16.303/2.0419 FMS E 
32.951 -97.586 4.41 11.026/39.938 121.95/23.1 53.878/41.205 FMS E 
32.844 -97.672 6.7 28.176/68.826 34.213/21.067 123.43/2.0315 FMS E 
32.965 -97.564 6.46 127.29/36.211 141.88/52.889 42.478/7.045 FMS D 
33.002 -97.522 3.56 76.869/77.855 84.832/12.031 174.48/1.6334 FMS E 
32.974 -97.547 2.81 130.05/67.122 8.7347/12.37 94.421/18.93 FMS E 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.967 -97.554 3.91 19.381/57.685 24.825/32.198 113.28/2.46 FMS E 
32.966 -97.555 3.7 3.9891/58.581 20.149/30.401 105.9/7.1887 FMS E 
32.967 -97.555 3.97 0.0695/57.28 22.324/30.737 106.22/10.134 FMS E 
32.968 -97.557 4.07 155.77/50.53 171.71/38.372 75.426/7.8648 FMS E 
32.979 -97.546 4.03 26.764/76.837 54.049/11.741 142.83/5.8663 FMS E 
32.862 -96.906 6.85 130.14/25.392 141.41/64.172 42.24/4.4126 FMS D 
32.851 -96.918 5.7 166.6/7.3095 129.12/80.818 75.886/5.5268 FMS D 
32.852 -96.91 7.09 47.113/21.361 107.95/51.249 150.49/30.6 FMS E 
32.868 -96.915 5.96 141.98/65.605 117.39/22.41 31.195/9.1445 FMS C 
32.863 -96.906 7.12 168.98/66.676 130.2/18.579 44.865/13.594 FMS C 
32.857 -96.882 6.61 46.446/34.894 165.55/34.894 106/36 FMS E 
32.854 -96.918 5.45 135.67/65.865 130.87/24.06 41.669/1.7899 FMS D 
32.862 -96.91 7.41 171.01/70.401 36.052/14.122 122.64/13.307 FMS E 
32.867 -96.913 6.07 132.4/71.677 141.54/18.106 50.65/2.72 FMS E 
32.871 -96.909 5.66 145.57/68.143 126.03/20.707 38.568/6.6895 FMS E 
32.87 -96.911 6.43 2.2411/64.016 132.5/17.482 48.581/18.597 FMS E 
32.863 -96.908 6.95 147/72.754 138.7/17.076 49.417/2.345 FMS C 
32.483 -97.171 8.96 175.52/52.601 7.9208/36.748 93.421/5.9986 FMS E 
32.863 -96.906 6.6 15.297/69.755 42.985/18.087 130.09/8.7918 FMS E 
32.864 -96.905 6.64 177.35/66.554 129.99/16.373 44.92/16.309 FMS D 
32.861 -96.912 6.07 123.29/73.731 132.32/16.078 41.624/2.4217 FMS D 
32.863 -96.904 6.9 159.21/69.8 127.4/17.362 40.559/10.005 FMS D 
32.856 -96.907 6.87 148.36/67.916 127.78/20.798 40.487/7.0977 FMS D 
32.855 -96.913 6.52 141.16/74.893 135.2/15.029 45.599/1.4995 FMS C 
32.857 -96.906 7.04 108.38/64.329 132.97/23.609 38.769/9.5048 FMS D 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.878 -96.907 4.88 130.05/63.886 125.93/26.056 36.729/1.626 FMS C 
32.877 -96.908 5.32 119.17/59.987 120.37/30.007 30.068/0.51754 FMS E 
32.856 -96.882 6.83 53.097/25.916 93.035/57.636 152.18/18.004 FMS E 
32.874 -96.907 5.58 145.37/61.954 74.075/9.6945 168.86/26.039 FMS E 
32.871 -96.909 6.35 147.92/71.405 127.6/17.51 39.522/6.0622 FMS D 
32.874 -96.909 5.28 155.49/62.996 109.5/19.498 26.083/17.929 FMS D 
32.864 -96.909 6.17 15.598/71.677 6.46/18.106 97.35/2.72 FMS E 
32.873 -96.908 6.13 156.51/61.813 151.61/28.1 62.697/2.0419 FMS D 
32.864 -96.921 5.65 159.19/57.665 132.48/29.487 49.428/12.08 FMS D 
32.878 -96.907 5.69 82.156/29.297 41.18/53.381 160.41/19.945 FMS E 
32.875 -96.906 6.01 57.566/33.153 53.054/56.766 146.21/2.069 FMS E 
32.873 -96.906 6.16 114.32/62.849 109.76/27.077 20.708/1.851 FMS D 
32.872 -96.907 6.28 143.1/65.735 136.42/24.119 47.539/2.5031 FMS D 
32.878 -96.907 5.87 139.58/56.014 120.29/32.47 36.05/8.9609 FMS D 
32.865 -96.907 6.65 134.2/73.827 126.94/16.05 37.5/1.938 FMS D 
32.872 -96.909 5.78 122.78/66.906 126.93/23.04 36.29/1.4974 FMS D 
32.874 -96.904 5.87 146.28/69.108 116.48/18.326 29.723/9.6857 FMS D 
32.873 -96.907 6.26 114.73/64.309 131.07/24.78 38.125/6.3581 FMS C 
32.87 -96.911 6.32 132.65/61.702 115.09/27.173 28.868/7.3084 FMS D 
32.873 -96.906 6.08 128.34/70.868 134.01/19.046 43.404/1.7523 FMS E 
32.873 -96.908 5.92 141.48/67.361 114.41/20.374 27.958/9.4517 FMS D 
32.87 -96.907 6.25 174.38/48.096 106.74/18.848 30.976/35.771 FMS D 
32.873 -96.906 5.87 45.728/30.743 80.758/54.007 146.11/16.854 FMS E 
32.872 -96.906 5.87 111.38/66.976 113.46/23.01 23.146/0.74908 FMS D 
32.872 -96.909 6.11 127.37/60.777 132.53/29.124 41.306/2.1985 FMS D 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.875 -96.91 5.45 149.86/63.417 116.98/22.795 32.524/12.941 FMS D 
32.871 -96.909 6.35 151.88/52.365 133.89/36.256 50.368/8.7462 FMS D 
32.877 -96.906 5.87 93.53/26.404 50.302/55.729 173/20.209 FMS D 
32.867 -96.907 6.83 117.8/73.827 125.06/16.05 34.5/1.938 FMS D 
32.861 -96.926 5.68 49.679/13.64 171.48/65.273 134.55/20.212 FMS E 
32.871 -96.909 6.46 179.73/43.35 78.455/11.699 156.8/44.293 FMS E 
32.873 -96.905 4.91 154.47/60.298 121.88/25.669 38.723/13.919 FMS D 
32.876 -96.908 5.7 127.16/63.759 113.48/25.594 26.08/5.4095 FMS D 
32.87 -96.906 6.3 114.36/73.477 126.85/16.152 35.871/3.3872 FMS D 
32.874 -96.905 5.97 150.83/58.481 118.17/27.308 35.856/14.517 FMS D 
32.867 -96.908 6.08 148.52/67.093 110.48/18.407 24.94/13.156 FMS D 
32.869 -96.911 6.35 170.31/59.541 95.817/8.9349 10.786/28.852 FMS E 
32.869 -96.913 5.86 141.13/69.97 138.5/20.011 48.813/0.8451 FMS E 
32.871 -96.914 5.46 159.66/59.726 109.24/20.401 27.602/21.358 FMS D 
32.873 -96.906 6.5 56.775/31.085 60.592/58.858 147.79/1.6895 FMS D 
32.871 -96.913 5.36 148.67/62.086 128.5/26.441 42.662/8.3109 FMS D 
32.872 -96.911 5.98 152.54/65.232 141.29/24.348 53.224/4.273 FMS E 
32.873 -96.913 5.25 166.43/60.449 136.59/26.188 52.966/12.72 FMS E 
32.863 -96.911 5.85 144.05/72.739 125.08/16.376 36.649/5.3078 FMS E 
32.866 -96.92 5.82 145.58/64.147 117.15/23.081 31.908/11.008 FMS E 
32.868 -96.911 6.81 6.8088/69.932 10.743/20.025 100.28/1.2674 FMS E 
32.869 -96.909 6.31 164.96/58.815 160.6/31.111 71.765/1.9295 FMS D 
32.868 -96.917 6.77 106.12/60.82 142.82/24.118 45.725/15.424 FMS D 
32.87 -96.916 5.55 144.86/62.795 139.56/27.105 50.661/2.1583 FMS E 
32.867 -96.916 4.87 160.55/58.182 132.19/28.633 49.256/12.7 FMS D 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.862 -96.906 7.02 170.63/75.622 148.25/13.335 59.505/5.2798 FMS D 
32.861 -96.907 6.59 143.42/70.15 112.67/17.236 25.658/9.5446 FMS C 
32.858 -96.928 8.04 139.04/66.024 125.98/23.423 38.082/4.8339 FMS E 
32.862 -96.91 7.12 160.7/71.893 131.41/15.918 43.83/8.406 FMS D 
32.864 -96.908 6.77 173.28/63.434 116.48/15.31 32.558/21.159 FMS E 
32.863 -96.91 7.32 135.6/77.984 138.28/12.003 48.161/0.54462 FMS E 
32.866 -96.916 5.25 159.9/54.722 99.266/19.133 20.074/28.394 FMS D 
32.863 -96.905 6.35 2.1303/63.229 98.224/3.0655 9.7584/26.566 FMS C 
32.87 -96.904 6.15 50.98/17.983 107.6/59.464 149.21/23.799 FMS E 
32.863 -96.907 6.75 6.7486/71.14 108.77/4.0708 20.129/18.383 FMS E 
32.856 -96.906 7.14 114.04/77.008 134.22/12.22 43.278/4.3471 FMS D 
32.853 -96.914 6.52 109.26/66.74 138.1/20.632 44.19/10.271 FMS D 
32.857 -96.908 7.09 126.76/69.878 131.99/20.044 41.374/1.6893 FMS D 
32.864 -96.904 6.89 19.85/61.755 140.37/15.259 57.071/23.16 FMS D 
32.857 -96.907 6.86 133.37/72.842 140.04/17.048 49.467/1.8767 FMS D 
32.858 -96.907 6.75 145.76/72.951 128.35/16.311 39.767/4.8292 FMS D 
32.857 -96.909 7.39 118.48/79.287 148.56/9.297 57.698/5.2758 FMS D 
32.856 -96.908 6.9 148.06/67.075 128.86/21.773 41.605/6.8297 FMS D 
32.855 -96.906 7.41 137.11/71.856 130.97/18.047 41.565/1.8148 FMS D 
32.869 -96.906 5.72 173.13/73.335 139.3/13.965 51.535/8.9129 FMS D 
32.858 -96.907 6.98 142.44/77.744 131.89/12.055 42.356/2.1773 FMS C 
32.859 -96.908 6.42 123.04/67.592 131.9/22.166 40.629/3.1172 FMS D 
32.858 -96.907 6.62 126.43/71.964 129.51/18.012 39.218/0.90783 FMS D 
32.853 -96.915 6.32 113.26/68.701 140.16/19.17 47.032/8.9327 FMS E 
32.858 -96.906 6.98 123.04/66.941 137.09/22.438 45.002/5.0425 FMS D 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.858 -96.907 6.63 122.23/67.974 124.47/22.01 34.159/0.78133 FMS C 
32.856 -96.907 7.17 102.22/54.742 132.62/31.373 33.587/14.442 FMS D 
32.852 -96.914 6.21 102.57/74.212 143.09/12.132 50.924/9.9507 FMS D 
32.852 -96.915 6.04 96.81/64.322 130.92/21.706 35.629/13.049 FMS D 
32.851 -96.915 5.94 101.92/64.113 133.51/22.461 38.379/12.199 FMS E 
32.858 -96.907 6.78 99.057/60.976 130.63/25.301 34.226/13.277 FMS D 
32.851 -96.915 6.02 110.53/60.298 143.12/25.669 46.277/13.919 FMS D 
32.859 -96.908 6.56 105.31/70.819 133.79/17.003 41.136/8.6162 FMS D 
32.875 -96.907 5.07 123.53/59.885 127.1/30.066 36.203/1.5503 FMS E 
32.875 -96.909 4.98 136.73/59.987 114.39/28.116 29.602/9.653 FMS D 
32.877 -96.908 4.82 128.17/52.999 127.89/37.001 37.99/0.13917 FMS D 
32.878 -96.907 4.97 168.87/52.601 132.83/31.726 54.205/17.693 FMS D 
32.855 -96.908 6.76 105.32/60.195 132.95/26.908 36.827/11.862 FMS D 
32.852 -96.908 7.16 85.475/47.155 130.46/33.265 23.723/23.699 FMS D 
32.875 -96.909 4.99 133.52/56.664 128.12/33.22 39.745/2.4775 FMS D 
32.874 -96.909 4.97 122.66/64.757 116.46/25.114 27.582/2.3889 FMS E 
32.873 -96.912 5.7 125.99/61.985 127.4/28.008 37.087/0.58463 FMS E 
32.876 -96.908 5.06 138.35/59.721 122.03/29.264 36.034/7.0977 FMS D 
32.877 -96.908 4.99 125.13/52.131 118.18/37.664 30.786/3.3719 FMS D 
32.877 -96.908 4.8 123.65/57.833 119.67/32.105 30.798/1.7941 FMS D 
32.854 -96.91 6.83 105.42/64.147 133.85/23.081 39.092/11.008 FMS C 
32.853 -96.914 7.39 89.375/37.824 138.19/40.304 22.634/26.96 FMS D 
32.852 -96.913 6.79 112.61/60.221 134.4/27.983 39.37/9.3685 FMS D 
32.877 -96.908 5.26 117.23/62.895 121.03/27.053 30.244/1.5433 FMS D 
32.856 -96.909 6.61 117.99/62.302 127.68/27.361 35.616/3.9861 FMS D 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.87 -96.913 5.29 136.41/64.172 125.14/25.392 37.24/4.4126 FMS D 
32.857 -96.906 6.44 125.13/57.419 132.49/32.367 40.368/3.3377 FMS D 
32.856 -96.909 6.88 112.9/64.595 136.72/23.484 42.714/9.1445 FMS C 
32.855 -96.911 6.62 120.51/61.951 132.3/27.546 39.746/4.8862 FMS D 
32.868 -96.908 5.67 167.54/69.928 125.03/15.074 38.576/12.941 FMS E 
32.854 -96.91 6.91 105.43/63.951 140.18/21.88 44.68/13.433 FMS D 
32.855 -96.908 7 114.2/65.578 134.76/23.033 41.477/7.6799 FMS D 
32.865 -96.914 5.44 124.42/64.506 133.2/25.232 41.592/3.4049 FMS D 
32.865 -96.914 5.72 111.01/65.103 133.24/23.249 39.599/8.4166 FMS D 
32.864 -96.914 5.27 117.73/67.77 124.42/22.094 33.474/2.3408 FMS D 
32.866 -96.915 5.08 164.16/44.924 90.821/16.035 15.127/40.688 FMS E 
32.862 -96.916 5.19 120.67/66.165 132.78/23.361 40.851/4.467 FMS D 
32.862 -96.916 5.07 107.25/62.068 123.48/26.979 30.052/6.7001 FMS D 
32.863 -96.916 5.03 114.13/68.888 118.97/21.043 28.345/1.6258 FMS D 
32.861 -96.916 5.49 94.99/59.306 127.8/26.515 30.479/14.33 FMS E 
32.858 -96.915 5.59 98.345/62.276 127.66/24.619 32.093/11.95 FMS D 
32.871 -96.912 5.82 127.59/65.345 149/23.139 55.539/8.0493 FMS C 
32.859 -96.918 5.82 99.009/65.103 121.24/23.249 27.599/8.4166 FMS D 
32.859 -96.916 5.37 94.982/60.664 118.83/27.204 23.55/10.146 FMS D 
32.861 -96.916 5.12 89.09/60.399 128.57/23.678 30.999/16.714 FMS E 
32.86 -96.917 5.38 74.502/62.765 122.95/18.849 26.235/18.913 FMS D 
32.867 -96.916 5.86 157.3/59.413 110.66/22.089 29.174/20.048 FMS D 
32.872 -96.908 5.99 127.11/67.994 128.24/22.003 38.079/0.39071 FMS E 
32.865 -96.911 6.94 27.973/68.993 26.757/21.003 116.91/0.40672 FMS E 
32.867 -96.918 5.51 122.65/64.98 124.44/25.009 34.121/0.68392 FMS E 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.855 -96.917 5.75 97.439/67.172 120.98/21.103 27.744/8.3109 FMS C 
32.854 -96.918 5.57 159.49/60.031 124.15/25.192 41.472/15.156 FMS D 
32.853 -96.918 5.65 137.92/70.703 129.49/19.103 40.397/2.6263 FMS D 
32.853 -96.918 5.58 127.68/69.392 139.23/20.224 47.831/3.7907 FMS D 
32.854 -96.916 5.99 106.4/71.203 138.13/16.146 45.396/9.3685 FMS D 
32.852 -96.915 6.1 105.42/62.521 137.09/23.877 41.321/12.799 FMS E 
32.866 -96.914 5.49 116.21/67.485 126.14/22.21 34.705/3.5043 FMS D 
32.854 -96.919 5.49 134.42/66.947 131.3/23.023 41.782/1.1234 FMS D 
32.853 -96.916 5.81 100.09/62.849 121.67/25.498 27.475/8.7111 FMS E 
32.877 -96.91 5.04 161.19/40.882 89.777/20.212 19.321/42.26 FMS E 
32.875 -96.911 5.39 147.63/57.454 105.55/25.349 24.949/19.012 FMS E 
32.858 -96.915 5.64 105.61/65.872 129.36/22.291 35.741/8.7641 FMS D 
32.865 -96.904 6.45 8.2992/61.549 134.81/17.868 52.058/21.373 FMS E 
32.866 -96.913 5.29 104.11/66.626 129.48/21.333 35.889/9.1091 FMS D 
32.856 -96.916 5.76 100.22/71.889 134.2/15.175 41.556/9.653 FMS C 
32.489 -97.146 5.32 11.13/63.229 107.22/3.0655 18.758/26.566 FMS E 
32.486 -97.143 4.84 16.749/64.297 109.94/1.5331 20.673/25.651 FMS D 
32.487 -97.142 4.92 168.07/71.53 108.32/9.5512 21.024/15.658 FMS D 
32.478 -97.147 4.2 136.51/81.091 112.28/8.1349 22.798/3.6067 FMS D 
32.481 -97.139 4.25 143.68/57.629 159.11/31.428 64.815/6.9792 FMS E 
32.482 -97.141 4.56 140.44/57.732 119.07/30.455 34.807/9.654 FMS D 
32.487 -97.144 4.87 177.31/63.403 107.86/9.9704 22.431/24.385 FMS D 
32.487 -97.145 5.02 176.57/64.183 111.37/11.47 26.265/22.796 FMS D 




Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.488 -97.144 5.03 18.112/71.272 111.06/0.99921 21.399/18.699 FMS E 
32.488 -97.139 4.37 173.9/54.722 113.27/19.133 34.074/28.394 FMS E 
32.486 -97.143 4.87 8.5672/53.19 111.39/9.431 28.118/35.192 FMS D 
32.487 -97.144 5.03 5.7118/63.22 97.562/0.93368 8.0332/26.761 FMS D 
32.486 -97.143 4.71 179.32/58.6 103.36/8.4211 18.264/30 FMS D 
32.477 -97.144 4.3 1.8258/43.417 113.5/21.325 41.906/38.96 FMS D 
32.476 -97.146 4.2 174.71/60.572 116.85/16.707 34.346/23.481 FMS E 
32.476 -97.145 4.15 175.76/52.474 107.56/15.917 28.212/32.949 FMS D 
32.486 -97.145 5.11 160.44/79.325 102.9/5.777 13.813/8.9461 FMS D 
32.487 -97.145 4.93 159.51/74.71 107.19/9.4878 19.208/11.878 FMS D 
32.489 -97.146 5.34 1.7381/58.868 107.44/9.2836 22.729/29.419 FMS D 
32.487 -97.144 4.78 124.76/74.065 107.58/15.258 18.81/4.4861 FMS E 
32.489 -97.137 4.66 114.52/63.195 141.93/24.158 46.967/10.92 FMS E 
32.487 -97.143 4.97 8.1161/58.677 108.62/6.3293 22.369/30.533 FMS D 
32.485 -97.144 4.85 4.854/64.963 108.72/6.3881 21.593/24.099 FMS D 
32.484 -97.144 4.76 40.364/71.144 106.82/7.7688 14.417/17.071 FMS E 
32.485 -97.151 5.42 13.688/45.758 111.71/7.741 29.045/43.201 FMS D 
32.506 -97.138 5.13 171.73/83.241 120.66/4.2593 31.055/5.2387 FMS D 
32.485 -97.15 5.42 23.25/71.363 116.61/1.132 26.99/18.6 FMS D 
32.472 -97.146 6.25 180/58.667 109.25/11.35 25.58/28.772 FMS D 
32.486 -97.144 4.87 26.888/72.4 94.103/7.0038 2.0756/16.063 FMS D 
32.508 -97.137 5.05 142.44/77.744 131.89/12.055 42.356/2.1773 FMS D 
32.508 -97.137 5.43 164.32/74.304 119.58/11.288 31.751/10.762 FMS D 
32.511 -97.174 5.49 11.67/84.327 135.95/3.2024 46.214/4.6775 FMS D 
32.488 -97.144 4.8 174.25/60.556 112.56/14.987 29.641/24.712 FMS D 
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Table C.1 (Continued) 
Lat (°) Lon (°) Depth (km) P-Axis T-Axis B-Axis Type Quality 
32.489 -97.14 5.04 170.41/70.715 113.07/10.693 26.143/15.856 FMS E 
32.511 -97.163 6.17 22.789/79.427 124.14/2.1048 34.528/10.357 FMS D 
32.505 -97.135 5.01 1.4407/64.166 120.57/13.261 35.963/21.747 FMS D 
32.479 -97.141 4.26 160.71/59.953 127.64/25.86 44.701/14.235 FMS E 
32.482 -97.152 5.24 15.959/54.163 109.17/2.3159 20.837/35.738 FMS D 
32.491 -97.143 5.28 4.9786/62.886 99.204/2.1608 10.307/27.013 FMS D 
32.487 -97.146 5.27 1.6954/69.762 104.11/4.5333 15.739/19.681 FMS C 
32.488 -97.144 5.2 8.9866/64.516 108.64/4.5708 20.78/25.013 FMS D 
32.489 -97.144 5.12 0.99449/71.201 114.91/7.8567 27.322/16.967 FMS D 
32.49 -97.142 5.13 2.6377/69.277 115.95/8.5139 28.859/18.747 FMS D 
32.508 -97.135 5.04 122.7/78.982 119.72/11.004 29.829/0.55917 FMS D 
32.488 -97.144 5.15 5.5595/61.055 106.81/6.1605 20.126/28.16 FMS D 
32.473 -97.151 4.36 171.67/49.327 106.61/19.914 30.621/33.756 FMS E 
32.489 -97.143 5.07 3.9914/69.872 109.14/5.4722 21.067/19.308 FMS D 
32.488 -97.146 5.47 7.7486/71.14 109.77/4.0708 21.129/18.383 FMS D 
*-The P, T, and B-axis columns are represented in trend/plunge format in degrees where for these 
normal faults the B-axis represents the measurement of maximum horizontal stress. 
‡-These principal stress measurements are separated into those calculated by a Focal Mechanism – 
Formal (FMF) and Focal Mechanism – Single (FMS) methods as defined by Barth et al., (2008). 
∆-The quality of each stress measurement is based off the guidelines from Barth et al., (2008). 
**-The FMF derived stress measurements correspond to the sequence locations rather than any 
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