Abstract. We prove the following version of Hechler's classical theorem: For each partially ordered set (Q, ≤) with the property that every countable subset of Q has a strict upper bound in Q, there is a ccc forcing notion such that in the generic extension for each tall analytic P-ideal I (coded in the ground model) a conal subset of (I, ⊆ * ) is order isomorphic to (Q, ≤).
Introduction
A partially ordered set (Q, ≤) is σ-directed if each countable subset of Q has a strict upper bound in Q. If f, g ∈ ω ω , then we write f ≤ * g and say g almost dominates f if the set {n ∈ ω : f (n) > g(n)} is nite. Hechler's original theorem is the following statement: Theorem 1.1. ([5] , [2] ) Let (Q, ≤) be a σ-directed partially ordered set. Then there is a ccc forcing notion P such that in V P a conal subset of (ω ω , ≤ * ) is order isomorphic to (Q, ≤).
In [7] L. Soukup asked if Hechler's Theorem hold for classical σ-ideals as partially ordered sets with the inclusion. T. Bartoszy«ski, M.R. Burke, and M. Kada gave the following positive answers. Denote N the ideal of measure zero subsets of the reals, and M the ideal of meager subsets of the reals. Theorem 1.2. ([3] ) Let (Q, ≤) be a σ-directed partially ordered set. Then there is a ccc forcing notion P such that in V P a conal subset of (N , ⊆) is order isomorphic to (Q, ≤). Theorem 1.3. ( [1] ) Let (Q, ≤) be a σ-directed partially ordered set. Then there is a ccc forcing notion P such that in V P a conal subset of (M, ⊆) is order isomorphic to (Q, ≤).
We always assume that if I is an ideal on ω then the ideal is proper, i.e. ω / ∈ I, and I contains all nite subsets of ω so in particular I is non-principal.
An ideal I on ω is analytic (Borel etc.
is an analytic (Borel etc.) set in the usual product topology of the Cantor-set. I is a P-ideal if for each countable C ⊆ I there is an A ∈ I such that I ⊆ * A for each I ∈ C, where A ⊆ * B i A\B is nite. I is tall (or dense) if each innite subset of ω contains an innite element of I.
The following families are well-known examples of tall analytic P -ideals: the density zero ideal: Z = A ⊆ ω : lim n→∞ |A∩n| n = 0 , and the summable ideal:
for each A ⊆ ω. Note that if ϕ is an lsc submeasure on ω then it is σ-subadditive, i.e. ϕ( n∈ω A n ) ≤ n∈ω ϕ(A n ) holds for A n ⊆ ω. We assign an ideal to an lsc submeasure ϕ as follows
Exh(ϕ) is an F σδ P-ideal or equal to P(ω). It is straightforward to see that Exh(ϕ) is tall i lim n→∞ ϕ({n}) = 0. Furthermore, we can assume without changing
, then ϕ is also an lsc submeasure on ω, ϕ ({k}) > 0 for each k ∈ ω, and Exh(ϕ ) = Exh(ϕ). Theorem 1.6. ([6] , Theorem 3.1) If I is an analytic P -ideal then I = Exh(ϕ) for some lsc ϕ.
Therefore each analytic P-ideal is F σδ (i.e. Π In Section 2. we recall the denition of slaloms and prove that if a forcing notion P adds a slalom capturing all ground model real, then for each tall analytic P-ideal I coded in the ground model, P adds a new element of I which almost contains old elements of I.
In Section 3. we recall the model of [3] and its main properties. At last, in Section 4. we prove our main Theorem 1.4.
Dominating analytic P-ideals
If ϕ is an lsc submeasure on ω, then clearly ϕ is determined by ϕ [ω] <ω so we can talk about the "same" analytic P-ideal in forcing extensions without using analytic absoluteness. Denition 2.1. Let I be an analytic ideal on ω. A forcing notion P is I-dominating if P adds a new element of I which almost contains all elements of I ∩ V , in other
≤n be the set of slaloms. If f ∈ ω ω and S ∈ S then we say S almost captures f and write f * S i ∀ ∞ n f (n) ∈ S(n). Denition 2.2. A forcing notion P adds a slalom over the ground model if P adds a new element of S which almost captures all ground model reals, i.e.
First of all we mention the following known result on the connection between slaloms and measure zero sets. Theorem 2.3. ([4] , 534I) A forcing notion P adds a slalom over V i in V P the union of null sets coded in V has measure zero, i.e. P (N ∩ V ) ∈ N .
Let I = Exh(ϕ) be an analytic P-ideal, and in the rest of the paper x a bijection
The following Proposition is the core of our main Theorem 1.4.
Proposition 2.4. Assume that a forcing notion P adds a slalom S over V . Then I(S) ∈ I ∩ V P and I(S) almost contains all elements of I ∩ V so P is I-dominating for each analytic P-ideal I.
Proof. For each n the set
is nite and has measure less then
Clearly ϕ e(f A (n)) < 2
We recall the denition of the localization forcing.
Lemma 2.5. (Folklore) LOC is σ-n-linked for each n (so ccc) and adds a slalom over the ground model. More explicitly, if G is LOC-generic over V then S =
is a slalom over V .
We will use a special version of the localization forcing (see [3] , Denition 3.1):
Lemma 2.6. ([3] , Lemma 3.2, 3.3, and 3.4) LOC * is σ-linked (so ccc) and adds a slalom over the ground model.
The forcing notion
In this section, we recall the model of [3] and its main properties. Let (Q, ≤) be a partially ordered set such that each countable subset of Q has a strict upper bound in Q. Let Q * = Q ∪ {Q} and extend the partial order to this set with x < Q for each x ∈ Q.
Fix a well-founded conal R ⊆ Q and a rank function on R * = R∪{Q}, : R * →
On. Extend to Q * by letting (x) = min{ (y) : y ∈ R * , x < y} for x ∈ Q\R. For x, y ∈ Q * dene x y i x < y and (x) < (y). Further notations:
y ∈ E whenever y ∈ D and y ≤ x ∈ E for some x.
Denition 3.1. ([3] , Denition 3.1) The forcing notions N a for a ∈ Q * are dened by recursion on (a). 
From now on we write ≤ (=≤ N Q ) instead of ≤ Na . 
So we have N a = N Qa for each a ∈ Q * , and N Q has the same meaning if we consider Q either as an element of Q * or as a subset of Q. Before the following lemma we recall the denition of complete subforcing: Assume P = (P, ≤ P ) is a subforcing of Q = (Q, ≤ Q ), i.e. P ⊆ Q and ≤ P =≤ Q P . Then we say that P is a complete subforcing of Q and write P ≤ c Q if maximal antichains of P are maximal antichains in Q as well. 
For an a ∈ Q, letṠ a be an N Q -name such that
Using (i) and (ii) from Lemma 3.7, N QṠ a ∈ S for each a ∈ Q. Furthermore using (iv) and the denition of N Q we know thatṠ a is a slalom over V [Ġ ∩ N a ], i.e.
( 1 )
At last, using the denition of N Q it is clear that if (a) = (b) and a < b then ( †)
4. Proof of the main Theorem 1.4
Let I = Exh(ϕ) be a tall analytic P-ideal. We will use ( * ) and Proposition 2.4: for a slalom S ∈ S, let I(S) = n∈ω {e(k) : k ∈ S(n) ∧ ϕ(e(k)) < 2 −n } ∈ I.
We prove that in V N Q the set {I(Ṡ a ) : a ∈ Q} ⊆ I is (i) conal, i.e. ∀ I ∈ I ∩ V N Q ∃ a ∈ Q I ⊆ * I(Ṡ a );
(ii) order isomorphic to (Q, ≤), i.e. I(Ṡ a ) ⊆ * I(Ṡ b ) i a ≤ b. The only dicult step is to show that a b implies I(Ṡ a ) * I(Ṡ b ).
It is clear from ( 1 ) and Proposition 2.4 that for each a ∈ Q Lemma 4.1. N Q "{I(Ṡ a ) : a ∈ Q} is conal in (I, ⊆ * )".
Proof. Letİ be a nice N Q -name for an element of I. Using that N Q is ccc and that each countable subset of Q is (strictly) bounded in Q, there is an a ∈ Q such thaṫ I is an N a -name. Then N Q I ⊆ * I(Ṡ a ) by ( 2 ). 
