The upper ocean is energetic at scales below the Rossby deformation radius owing to the existence of internal waves and submesoscale fronts and vortices. These contribute significantly to energy dissipation, tracer mixing, and exchanges between the ocean surface layer, the ocean interior, and the atmospheric boundary layer. Internal waves and submesoscale motions both undergo strong spatial and seasonal variations, driven by different mechanisms. Here, we investigate the sea surface signature of internal waves and its seasonality using linear wave theory and a high-resolution realistic simulation. In summer, internal waves are greatly amplified near the surface mostly due to a thin mixed layer bounded by a seasonal pycnocline. This surface amplification is well captured by linear theory, provided that the stratification at the base of the mixed layer is accurately represented. In winter, the superinertial motions are not fully explained by linear theory, reflecting impacts of the more energetic submesoscale motions.
Introduction
The ocean surface kinetic energy and sea surface height (SSH) variability are dominated by mesoscale eddies, at horizontal scales of the order of the internal Rossby deformation radius or larger. However, motions at scales below the internal Rossby deformation radius are also energetic and strongly impact the ocean circulation. These motions can be separated into contributions from internal waves and those due to submesoscale currents. Submesoscale currents are visible in the form of fronts, filaments, and vortices and are generated at the surface mostly by mixed layer instability and strain induced frontogenesis (McWilliams, 2016) . Throughout this paper, "submesoscale motion" will refer to nonwave motion, with no implication for their balanced or unbalanced dynamics.
Submesoscale currents are instrumental in the ocean kinetic energy budget as they can trigger a direct turbulent cascade of energy from balanced motions down to dissipative scales (e.g., Ferrari & Wunsch, 2009; McWilliams, 2016) . They also play an essential role in modifying momentum and heat exchange between the ocean and atmosphere (Renault et al., 2018; Su et al., 2018) . Lastly, the strong vertical velocities associated with submesoscale fronts and filaments generate vertical fluxes of carbon and other biogeochemical tracers from the surface layer to the interior (Balwada et al., 2018) and drive the phytoplankton production (Lévy et al., 2018; Mahadevan, 2016) . Likewise, internal waves can break near the surface, thus enhancing dissipation and mixing and playing an active role in the transfer of heat through the base of the mixed layer (Barton et al., 2001; Wain et al., 2015) .
Submesoscale flows are difficult to measure as they are too fine for most satellite to resolve, and in particular the current generation of satellite altimeters (≈100 km). In the near future, satellite measurements from the Surface Water and Ocean Topography mission (Fu & Ferrari, 2008) will provide a global coverage of SSH at unprecedented resolution (20 to 30 km). However, reconstructing the geostrophic surface velocity from SSH is a challenging task at these scales. In particular, the presence of unbalanced motions with similar spatial scales, such as internal waves and ageostrophic submesoscale currents, contaminates the estimates of the surface velocity. Our ability to compute the geostrophic surface velocity from SSH measurements will thus depend on our capacity to disentangle the signals associated with balanced and unbalanced motions. The low temporal sampling of satellites also prevents a direct filtering of high-frequency motions based on time averaging. More direct measurements of ocean surface velocity, as planned through projects under development such as the Sea surface Kinematics Multiscale mission (Ardhuin et al., 2018) and the Wind and Current Mission (Rodríguez et al., 2018) , must also contend with this time aliasing. As a consequence, there has been a growing interest in understanding the surface signature of submesoscale processes and internal waves (e.g., Chelton et al., 2018; Savage et al., 2017; Torres et al., 2018) . Their surface signature exhibits strong seasonality and are usually out of phase (Callies et al., 2015; Qiu et al., 2018; Rocha et al., 2016) . Indeed, submesoscale currents are highly energized by ubiquitous mixed layer instability in winter, while the internal waves can be surface amplified in summer. The latter is usually discussed following the work of D' Asaro (1978) , who showed that the presence of a mixed layer and underlying density gap could support the existence of interfacial waves excited from the interior wave field, resulting in a drastic amplification of the surface kinetic energy near the surface. This associated amplification in summer was qualitatively reproduced by Rocha et al. (2016; supporting information) , using stratification profiles from the World Ocean Atlas database (WOA13). With the exception of Rocha et al. (2016) , not much effort has been dedicated to the validation of the idealized model of D'Asaro (1978) against actual observations or high-resolution modeling, while the mechanism described is regularly invoked (Callies & Ferrari, 2013; St. Laurent & Merrifield, 2017; Qiu et al., 2018; Torres et al., 2018) .
In this paper, we concentrate on the dependence of the internal wave energetics with depth. More precisely, we compare the surface/interior amplitude ratio from linear theory and high-resolution realistic modeling over the north Mid-Atlantic Ridge. In this region, the internal tides significantly contribute to the surface kinetic energy and SSH fluctuations at scales below the Rossby deformation radius . Our results suggest that the surface amplification of internal waves is indeed well reproduced by a linear framework, although the details of the stratification in the mixed layer change substantially the shape of the surface/amplitude ratio as a function of horizontal wavenumber (and/or wave frequency). We conclude the study by providing global maps of the seasonal surface/interior amplitude ratio obtained by applying the linear theory to climatological stratification profiles.
Linear Amplification of Internal Waves
Linear internal waves in a horizontally uniform ocean with stratification N(z) under the Boussinesq and hydrostatic approximations obey the following Sturm-Liouville equation (e.g., Gill, 1982; Wunsch, 2015) -formulated here in terms of the vertical velocity w:
with Dirichlet boundary condition at z = 0, − H. Using the rigid-lid assumption does not prevent one from diagnosing the SSH using the dynamical condition p = 0 g at z = 0, where 0 is the mean density and g the gravitational acceleration. The eigenvalue is the modulus of the horizontal wavenumber, the internal wave frequency, and f the Coriolis parameter. For the rest of the discussion, we introduce the variable c = √ 2 − 2 ∕ . Under the hydrostatic approximation, the linear problem (1) thus depends on c alone instead of both and independently.
The standard WKBJ (Wentzel-Kramers-Brillouin-Jeffreys) solution to this equation is obtained by assuming that typical variations of N(z) are small and/or have larger length scale than the waves (e.g., Gerkema & Zimmerman, 2008; Gill, 1982) . For a vertical mode of index m, it is given by
up to an constant factor, and is associated with the eigenvalue:
where ⟨N⟩ is the depth-averaged Brunt-Väisälä frequency. Note that c m is R m f, where R m is the internal Rossby radius associated with the mth eigenmode. Solutions to equation (1) describe the vertical structure of w-like fields and are linked to pressure-like fields (such as u and v) through the relation p∕ 0 = ic 2 dw∕dz (e.g., Wunsch, 2015) . Horizontal velocities and, therefore, horizontal kinetic energy (HKE) are then obtained using the polarization relations (e.g., Gill, 1982) . The WKBJ solution to these fields is similar to equation (2) with sin → cos and multiplied by N(z).
Analytical Solution for an Idealized Stratification
A canonical model describing the solution to equation (1) and the sea surface signature of internal waves in the presence of a mixed layer was introduced by D'Asaro (1978) , who assumed a mixed layer (with N = 0) capped by a buoyancy step Δb over a uniformly stratified interior ocean (N = N int ). Applying a matching condition at the interface between the mixed layer and the interior ocean (e.g., supporting information; Gerkema & Zimmerman, 2008, p. 86) , and further assuming a continuous spectrum of internal waves coming from below (i.e., neglecting the finite depth of the ocean) and a very thin mixed layer H ml ≪ IW (where IW is the vertical wavelength of the wave), he showed that the surface-to-interior HKE ratio for internal waves is
This expression describes the main linear mechanism that drives the sea surface amplitude of internal waves.
In the absence of a density gap at the base of the mixed layer, Δb = 0 ⇒ R(c) < 1. Thus, the mixed layer acts as a low-pass filter in terms of the horizontal wavenumber ( ∝ −1 ) with a −2 attenuation. However, for Δb ≠ 0, interfacial waves can be excited when the term in parentheses approaches 0, that is, when
This leads to a strong amplification of the wave signature for c ≈ √ ΔbH ml , and a strong attenuation (∝ c 4 , i.e., −4 ) at higher wavenumber.
Extension to a Realistic Stratification
While providing a qualitative explanation for the amplification, the simplified model of D'Asaro (1978) has several limitations. The stratification is assumed piecewise constant and therefore variations of the wave amplitude associated with the stratification (partly captured by the WKBJ solution; see equation (2) and below) are not taken into account. More important, the density step at the base of the mixed layer takes place over an infinitely thin layer. While one can have the intuition that low vertical wavenumber waves should not be affected, it should not be so for higher wavenumber waves, and thereby, the −4 fall-off could be dubious. Finally, the quantity used in the definition of R(c)-namely, the vertically integrated kinetic energy in the spectral domain-is not available in a realistic setup, because of the nonconstant bottom depth.
To alleviate these limitations, we generalize the previous solution by numerically solving equation (1) for (1) a fully realistic stratification profile and (2) a modified stratification using the realistic stratification profile below the mixed layer and N = 0 in the mixed layer. Furthermore, we also seek a third solution using the modified stratification and a WKBJ approximation in the ocean interior. This solution is obtained by numerically solving the transcendental equation that stems from matching the solutions in the interior (equation (2)) and in the mixed layer at the interface (Gerkema & Zimmerman, 2008) . It provides an intermediate, semianalytical solution that partially captures the effects of nonuniform Brunt-Väisälä frequency, thus extending the solution introduced by D' Asaro (1978) .
The surface-to-interior amplitude ratio is estimated based on an approximate amplitude for internal waves, scaled like the HKE:
where K H and K V are the horizontal and vertical kinetic energy spectral densities, respectively. The oscillating vertical structure of K H and K V (reflecting the modal structure of the p-like and w-like solutions) approximately compensate each other in the quantity A 2 , according to the WKBJ theory (see also supporting information), and A is approximately proportional to √ N(z). This "WKBJ amplitude" provides a way to estimate the interior wave amplitude freed from the impact of variable stratification and depth and allows us to make quantitative comparisons between numerical simulations and the linear theory, as shown below. The reference level at which A is evaluated in the interior is z int = 500 m, which is deep enough to avoid errors due to large variations of N(z) and associated breakdown of WKBJ approximation. The surface value is computed at z surf = 0, where K V vanishes. The amplitude A, and thereby the ratio R, can be similarly expressed in the real horizontal space through Parseval's theorem (this does not hold for the frequency/ time dimension).
We use typical summer and winter stratification profiles from the realistic simulation over the northern Mid-Atlantic ridge described below (section 3.1). They are horizontally and time averaged over the (1978) as far as the presence of a peak is concerned. In winter, the c 2 ∝ −2 falloff is present in every solution. However, the magnitude and position of the peak and subsequent falloff in summer are overestimated with the analytical solution, while its spectral width, as well as the amplitude for lower modes, is underestimated. Both are due to a finite-width and finite-amplitude peak in the Brunt-Väisälä profile. On the other hand, the WKBJ solution fails in reproducing the amplification peak, probably because the variations of N(z) below the seasonal pycnocline are too large and the resulting amplification is missing.
Horizontal Inhomogeneities
In a realistic context, the stratification is not horizontally homogeneous but is strongly altered by the mesoscale and submesoscale activity, especially near the surface and in winter. To get some insight into the impact of these horizontal inhomogeneities on the surface/interior ratio, we compute the solution of the linear eigenproblem 1 at a subsample of horizontal points in the domain considered, using a smoothed stratification (low-pass-filtered at 30 hr) from the realistic simulation. The result consists of maps of R(c m ), where c m varies in the domain because of variations of depth and stratification, and is shown in Figure 2 for (3)) virtually resulting in a shift of the mode along the curve R(c) in Figure 1 (right panels), and thereby a change in the modal surface/interior amplitude ratio.
Indeed, the lowest vertical mode is dominated by the variations of the bottom depth H in summer (with maximum amplification over the ridge), and large-scale variations of the stratification in winter (slight amplification in the southeast sector, attenuation in the northwest). Mesoscale-induced horizontal variations of the stratification have no significant impact on the lowest modes, with the exception of the signature of an intense cyclone near the bottom of the domain (around 32
• N, 33.5
• W) in summer. Vortices and associated filaments are clearly distinguishable in the surface amplification patterns for the higher modes in winter (Figure 2d ), with variations of R(c m ) of about an order of magnitude.
Results From High-Resolution Realistic Modeling

Description of the Simulations
We use the Coastal and Regional Ocean COmmunity model (CROCO), which is based on the Regional Oceanic Modeling System (Shchepetkin & McWilliams, 2005) , to simulate the flow in a domain spanning Figure 3 . Power spectral density in the (k, ) space (all plots are in log scale). Upper row: sea surface height (SSH) variance in winter (a) and summer/winter ratio (b). Middle row: summer horizontal kinetic energy (HKE) at the surface (c) and at depth (z = −500 m, d). Lower row: surface/interior amplitude ratio R(k, ) in summer (e) and in winter (f). Ratios are displayed only where the corresponding spectral density is large enough, with colors fading to white in the range (10 −3 , 10 −2 ) for A 2 and (10 −4 , 10 −2.5 ) for the SSH.
1,500 × 1,500 km around the Azores, with a horizontal resolution dx = 750 m and 80 vertical levels. The model integrates the Boussinesq hydrostatic primitive equations. The presence of the northern Mid-Atlantic Ridge is associated with intense internal tide activity . Typical ocean depth ranges between 1,000 m over the ridge and 5,000 m over the abyssal plain, with shallower regions around the Azores Islands. The simulation is a nest of a larger simulation that originates from a North-Atlantic run (more details are available in . Tidal forcing interpolated from TPXO7.2 is added to the mesoscale forcing at the boundaries, using the eight most important components. Tidal potential taken from GOT99.2b, as well as self-attraction and loading, is included throughout the domain. We compute the seasonal means in our domain by applying a low-pass time filter and spatial subsampling. We focus on 2-week periods representative of winter (15 February to 1 March) and summer (15 August to 1 September of the next year), out of a more-than-1-year run starting in July.
Motion Scales and Energy
The energetics of the different types of motion can be discussed based on power density spectra in the frequency-wavenumber domain (Figure 3, upper rows) . In the upper part of the spectrum, the signature of internal tides is characterized by horizontal lines of high-energy density patches at the semidiurnal frequencies M 2 , S 2 and their harmonics (M 4 , etc.). The horizontal (k-wise) localization of these patches is representative of the modal structure of the waves and matches roughly the approximate dispersion relation derived from the mean depth of fluid and the mean value of N 2 (white oblique curves in the diagram).
In between these tidal peaks, the energy is associated with an internal wave continuum, which is partially resolved within the simulation . The latter is probably too weak in the simulation, which lacks near-inertial waves due to daily winds forcings. The near-inertial peak is visible at the largest scales on the HKE, as well as its harmonics (M 2 + f, etc.) in the wave continuum band. At lower frequencies, a broad energetic patch roughly following a nondispersive line − v k = 0 (where v is the phase speed of mesoscale eddies; Torres et al., 2018) is associated with the mesoscale (50 < < 500 km) and submesoscale (1.5 < < 50 km) dynamics. An overlap in space and time scales between (nonwave) submesoscale dynamics and internal waves is visible at scales between 5 and 50 km for superinertial frequencies up to = 2M 2 in winter. In the same scale range, SSH is dominated by superinertial motions (i.e., roughly internal tides), in agreement with recent reports from a global MITgcm simulation . However, the sea surface kinetic energy is slightly dominated by subinertial motions.
Taking the ratio of the spectral density in summer over the one in winter clearly exhibits the different behavior between the internal waves and the submesoscale currents. The internal waves are more energetic in summer, especially for the vertical modes higher than the first baroclinic mode-the latter being roughly as intense in both season. On the contrary, the submesoscale motions are more energetic in winter (blue patch in Figure 3b ).
Very little seasonal variation is visible in the near-inertial to diurnal frequency band, likely because of the dominance of the diurnal cycle and because diurnal internal tide cannot propagate at this latitude. No clear seasonal variation is observed at the semidiurnal (M 2 , S 2 ) frequencies either. This is probably due to the dominance of the barotropic tide on the SSH variance at this frequency, even at scales smaller than the barotropic deformation radius. Indeed, the barotropic tide is modified by the topography (a process usually-but not necessarily-associated with the conversion to baroclinic tide), resulting in a broadening of the SSH variance toward high wavenumbers.
Sea Surface Amplification of Internal Tides and Seasonal Variations
We now focus on the surface amplification of internal waves by looking at the surface/interior ratio as discussed in the previous section 2.2. The lower row in Figure 3 shows the ratio R(k, ) from equation (5) in summer and winter. At subinertial frequencies, the ratio is computed using the HKE only (as A is a quantity relevant for internal waves only). Qualitatively, these show good agreement with the theoretical expectations. The summer/winter ratio (upper right panel) exhibits a net amplification of  (10) magnitude along the dispersion curve corresponding to modes 2 to 4, at superinertial frequencies. The first baroclinic mode is very weakly amplified, and modes higher than 4 are damped for both seasons. The spectral amplitude ratio exhibits less variations in winter, but we observe a weak attenuation at the tidal frequencies and harmonics for every wavenumbers, and a weak amplification in between the tidal peaks. The presence of energetic submesoscale motions at the surface increases Doppler shift of waves and nonlinear interactions, which contributes to spreading energy from the tidal peaks to the background continuum.
A comparison between the results from the realistic simulations and theory for the ratio R(c) is given for all > f in Figure 4 . In summer, the agreement between the (black) curves at different frequencies is striking over the entire range of c −1 above the equivalent mode number 1. In addition, the agreement with the linear calculation using the realistic stratification is remarkably good, which altogether supports the fact that the surface/interior wave amplitude ratio is mainly driven by linear effects, and thus well described by equation (1). The high wavenumber (high c −1 ) attenuation follows a c 2 power law, thus explained by a Results from the realistic simulation are plotted in gray dots (with opacity proportional to the energy spectral density at 500 m, as in Figure 3 , lower panels). Black curves are at tidal frequency M 2 and the first three harmonics. Blue, green, and red curves are the results from linear theory using averaged stratification with an imposed mixed layer-see Figure 1 , except in winter for the numerical solution (the blue curve in the right panel corresponds to the black one in Figure 1f ). CROCO = Coastal and Regional Ocean COmmunity model. density step of finite width at the base of the mixed layer. As mentioned in section 2, the analytical solution using a constant N (red dashed line) uses severe assumptions and does not match the realistic model as well.
The agreement between the linear theory and simulation outputs is better if a well-mixed surface layer is imposed in the stratification profile used for the former (i.e., N = 0 at the surface-blue curve in Figure 1 , left panels), in summer. Indeed, the averaged stratification profile (black curves in the same figure) exhibits slightly positive values near the surface because of the formation of a diurnal warm layer taking over the time-mean value (Bogdanoff, 2017) , resulting in a power law slope shallower than −1 (Figure 1c) , which is not what we observe in our numerical simulation. This is, in a way, a limitation of the validity of equation (1), which assumes a steady stratification.
In winter, the different curves coalesce over a smaller range of wavenumbers. The surface/interior ratio meets a minimal value followed by an increase until a cutoff wavenumber is reached (rapid decrease near the end of the curve). Below the value c −1 associated with this local minimum of R, the surface/interior ratio is well reproduced by the linear theory. The noncoalescing curve at larger c −1 means that the corresponding processes cannot be described by equation (1), since c is the only parameter. A plausible cause is the contamination by submesoscale motions in the corresponding region of the frequency/wavenumber spectra, consistent with the out-of-phase seasonality of mixed layer submesoscale motions and wave activity in the upper ocean. Indeed, the value k c of minimum R increases with , which is in agreement with the nondispersive line followed by submesoscale motions in the frequency-wavenumber domain. In this context, this would be the manifestation of the transition scale being dependent of the frequency. Other possible explanations are the impact of horizontal inhomogeneities on the internal wave dynamics (equation (1) and thus R(c) assumes an horizontally homogeneous environment), as discussed in section 2.3 and illustrated in Figure 2 , and effects of restratification by the submesoscale turbulence (Boccaletti et al., 2007) and/or nonlinearities.
Discussion
As a result of the summer surface amplification of the internal tides, the high-frequency ( > f) mean surface HKE in our regional simulation is roughly 2.5 times larger in summer than in winter. However, the amplitude of SSH fluctuations exhibits less seasonal variations. Estimating the SSH associated with the internal tide by subtracting the barotropic signal estimated from TPXO7.2, we obtain that the high-frequency internal tide root-mean-square of SSH is about 5.2% of the barotropic signal in winter and 5.6% in summer. While we cannot exclude an imperfect internal tide signal extraction or the influence of unbalanced submesoscale motions, this result is consistent with the fact that internal tide signature on the SSH is largely dominated by the first baroclinic mode, which is not surface intensified. Henceforth, in the context of (future) satellite measurements, the seasonal surface amplification of internal tides is directly visible in the velocity field but not in the SSH-unless smaller scales associated with the second or higher vertical modes are specifically targeted.
To provide some insight into the global implication of the amplification mechanism, we computed the amplification ratio for the world ocean using stratification from a monthly climatology (ISAS, see Gaillard, 2015; Gaillard et al., 2016) in February and August. Results for vertical modes 1 to 4 are shown in Figure 5 . The properties of the amplification depicted previously are mostly recovered, with strong amplification for modes 3 in the summer hemisphere (a zoom over our study region is provided in supporting information Figure S1 , for comparison with Figure 2 ). In addition, the signature of large-scale ocean dynamical features such as the Antarctic Circumpolar Current, the major western boundary currents (Gulf Stream and Kuroshio) as well as the thermocline structure in the equatorial band are clearly discernible. From the polarization relations and the dynamical condition at the sea surface (p = 0 g ), the expression for the SSH amplitude reads:
Combining the map in Figure 5 with the above expression and internal wave energy at the reference level (or, upon minor reformulation, of vertically integrated energy density or energy flux) results in SSH signature map on a global scale. Figure 5 also suggests that, in addition to the spatial inhomogeneities in the energy density distribution that results from their generation and dissipation, the SSH signature of internal waves is modulated by the amplification mechanism associated with the stratification.
Conclusion
A better understanding of the surface signature of internal waves and the near-surface ocean dynamics is still needed, for example, in the context of satellite measurement of submesoscale dynamics. Recent studies have reported the surface amplification of the internal mode 3 in summer (Rocha et al., 2016; Torres et al., 2018) and noticed its importance in the seasonal variation of sea surface submesoscale activity. In this paper, we tested D' Asaro's (1978) proposed mechanism using results from high-resolution realistic simulations and showed that the linear dynamics of internal waves captures the essential properties of this amplification. In particular, we found that modes 2-4 are greatly amplified in summer, as previously reported, while internal modes are all attenuated in winter, due to a deeper mixed layer and the absence of a sharp density gap at its base.
Our results show that the details of the stratification profile are important for the amplification/attenuation role of the mixed layer. In particular, the sharpness of the density gradient changes the surface/interior kinetic energy ratio cutoff rate, which scales like c 4 ∝ −4 for an infinitely sharp step and c 2 ∝ −2 for a finite-width density gap, as well as the width and magnitude of the amplification peak. Sharp and stable mixed layers have been observed over limited periods in some regions of the ocean (e.g., St. Laurent & Merrifield, 2017) , like during the formation of diurnal warm layer in the upper few meters, which has already been investigated in the context of internal wave dynamics (Bogdanoff, 2017, chapter 3) . We also evidenced the potential impact of horizontal (sub)mesoscale inhomogeneities in the stratification near the surface on the internal wave activity, especially in winter. All together, these could result in strong horizontal and time dependence of the global sea surface signature of internal waves, which would need further investigation.
Finally, we should mention that nonlinear effects have not been discussed in this paper. We believe that the potential impact of this near-surface amplification on the generation of large-amplitude interfacial waves, such as solitons (Grisouard et al., 2011) , or the breaking and associated mixing in the mixed layer (Wain et al., 2015) , are worth being investigated in the near future.
