In this article the fine-tuning of the algorithm 9.1 [2] , [3] is considered. In this connection, answers to the following questions are given.
Build one of such the algebras. Suppose that the vector space R n is equipped with the metric (i, j, ... = 1, n) < a, b > e := 1 2 (ab + bā), a = a 0 e + n−1 r=1 a r e r ,ā = a 0 e − n−1 r=1 a r e r ,
Let's consider that the metric g ij is Euclidean metric: < a, b >= δ ij a i b j in the special orthogonal basis. a −1 =ā <a,a> ∀a = 0, a +ā = 2a 0 e = 2 < a, e > e, a(a +ā) = 2 < a, e > a, a 2 = − < a, a > e + 2 < a, e > a, (a + b) 2 = a 2 + b 2 + ab + ba = −(< a, a > + < b, b > +2 < a, b >)e+ +2(< a, e > a+ < a, e > b+ < b, e > a+ < b, e > b)), 1 2 (ab + ba) = − < a, b > e+ < a, e > b+ < b, e > a. (ab + ba) = − < a, b > e+ < a, e > b+ < b, e > a, η (ij)
are executed by definition for all a and b, where η ij k are the structural constants of the unital algebra with the algebra identity e = 1 √ 2 η k and the distributive identity. Such the algebra we name the orthogonal hypercomplex algebra A. Theorem 1. The orthogonal hypercomplex algebra will be the metric hypercomplex group alternative-elastic algebra.
Proof. The equations (3) are a consequence of the Clifford equation for n mod 8=0 [2] , [3] (A, B, ... = 1, N, N = 2 n 2 −1 )
At the same time, η i AB = n−1 I=0 1 2
(η I ) i (ε I ) AB . Among the tensor (ε I ) AB it has only one symmetric tensor ((ε 0 ) AB =: ε AB -the metric spin-tensor), the remaining tensors are antisymmetric tensors. Then the structure constants of the orthogonal hypercomplex algebra A have the form
where θ CD (θ CD ε CD := 2) is an arbitrary symmetric tensor, and S A A ′ is generated by the real inclusion H i Λ : R n −→ C n (Λ, Ψ, ... = 1, n) [2] , [3] . Then e :=
where g ij =: (g 0 ) ij , and the remaining tensors (g I ) ij are antisymmetric tensors. Indeed,
then the axioms 1-3, identity (3a) are executed. Analogically,
then the identity (3b) is executed,
=0
= 0, < ab − ba, e >=< (a + e)b − b(a + e), a + e > − < ab − ba, a >= 0.
then the identity (3b ′ ) is executed as a consequence from (3b). Indeed (ε [A|(BC)|D] = 0, ε ABCD := η i AB η iCD [2] , [3] ,
(10) Otherwise, from (3) 1 2 ((ab)a + a(ab)) = = − < a, (ab) > =<b,e><a,a> e+ < a, e > (ab) + < (ab), e > −<a,b>+2<b,e><a,e> a = = − < a, b > a+ < a, e > (ab)+ < b, e > (− < a, a > e + 2 < a, e > a)
, (ab)a = a(ba).
There is the alternative-elastic identity
((aa)b) − (a(ab)) − (a(ba)) = − < a, a > b + 2 < a, e > (ab)− −2(a(− < a, b > e+ < a, e > b+ < b, e > a)) = = − < a, a > b + 2 < a, b > a − 2 < b, e > (− < a, a > e + 2 < a, e > a) = = 2 < b, e >< a, a > e + (2 < a, b > −4 < b, e >< a, e >)a− < a, a > b, (b(aa)) − ((ba)a)) − ((ab)a) = − < a, a > b + 2 < a, e > (ba)− −2((− < a, b > e+ < a, e > b+ < b, e > a)a) = = − < a, a > b + 2 < a, b > a − 2 < b, e > (− < a, a > e + 2 < a, e > a) = = 2 < b, e >< a, a > e + (2 < a, b > −4 < b, e >< a, e >)a− < a, a > b,
then the axioms 4-5 are executed too. Note that the equations (3) provide the execution of the axiom 3-5, the equations (5), (4) provide the execution of the axiom 1-2,6 and the equations (3). From (3) the common Jordan identity
follows.
In addition,
This identity follows from (3) and it is called the weakly normalization identity. This identity is the normalization identity for n=8 only (g kr η k j( i η r |m|l ) = g jm g il in this case). And so this algebra is normalized [2] , [3] . Proof. Let r = 1, n − 1 then for the Euclidean metric δ ij ∀x
i r x r , i r i s = −i s i r , i r i r = −e, ei r = i r e = i r , ee = e, < i r , e >= 0. 
2. Let's define the conjugation for an inductive step according to the Cayley-Dickson double procedure as a + bi =ā − bi.
Metric hypercomplex Cayley-Dickson algebra possesses the following identities. 1. Set ∀a, c :
(ac + ca) =< a, c > e by the induction then the following identity is received 1 2 (xȳ + yx) =< x, y > e, (xȳ + yx) = (a + bi)(c − di) + (c + di)(ā − bi) = = ac +db + (bc − da)i + cā +bd − (bc − da)i = = 2(< a, c > e+ < d, b > e) = 2 < x, y > e. (yx + xȳ)+ < x, e > y+ < y, e > x = = − < x, y > e+ < x, e > y+ < y, e > x.
3.
4. Set ∀a, c : ac =cā by the induction then the following identity is received
5. Set ∀a, c : < ac − ca, e >= 0 by the induction then the following identity is received
6. Set ∀a, c : < ac, a >=< ca, a >=< ac, a >=<ca, a >=< c, e >< a, a > by the induction then the following identity is received < xy, x >=< y, e >< x, x >, < xy, x >= =< ac −db
On the other hand, on the base of the corollary 8.2 [2] , [3] it is executed
where g ij =: 3(h 0 ) ij , and the remaining tensors (h I ) ij are antisymmetric tensors. But (h I ) ij are not arbitrary tensors, there are the compatibility conditions (3)
So the equation (25) takes the form
(27) Note 1. Since for any special (non-special) orthogonal transformation S i j according to corollary 8.3 [2] , [3] , the equation
is executed then any special (non-special) orthogonal transformation S i j keeping the algebra identity (S :=S =S) will transform the structural constants as
that generates the transformation of the controlling spin-tensor
Definition 3. Hypercomplex orthogonal algebra A is called the homogenous algebra if the orthogonal transformations S I exist for all I:
So, in order to construct an hypercomplex orthogonal homogenous algebra A, the algebra identity
(η gen ) k (h gen ) ij is necessary to know. Then from this generator using orthogonal transformations keeping the algebra identity, n − 1 basic elements (27) are constructed.
Obviously, the equation (29) is a decomposition of the hypercomplex orthogonal homogenous algebra A (η ij k ) on an algebraic basis A I ((η I ) ij k ). In other way,
CD then η ij k determine the hypercomplex orthogonal homogenous algebra A according to (5) .
Consider the algorithm 9. 
Transition to the connection operators of the space C n+8 is carried out as follows:
with the metric spinor ε
. Then we go to the connection operators of the space R n+8 ⊂ C n+8 using the corresponding inclusion operator. And such the operators generate the structure constants of the sedenion algebra with dimension equal to n + 8. Note 2. In the conditions of the algorithm 1 and the examples 1, 2 the algebra identity is
η n ). Therefore, for reduction of designations in conformity, it is necessary to make the redesignation: n + 8 −→ 0(or accordingly n −→ 0). Example 1. Let A gen is defined by the condition on the controlling spinor
Define
−1 ) for all n mod 8 = 0 
Thus, the generating algebra A gen (h gen ) is constructed. This algebra is unique in that, it is the generator for the metric Cayley-Dickson algebra for n + 8 = 2 k . And because the metric Cayley-Dickson algebra with η ij k satisfies the equations (3) and definition 3 then it must have the generating algebra with, for example,
η n+7 ) k ,h gen = αSh gen S for some α ∈ R where S is the orthogonal transformation keeping the algebra identity. Note 3. The controlling spinor X A = (1, 0, 0, 0, 1, 0, 0, 0) from (37) generates the oktonion algebra entirely. But tensor
) is generated by the equation (39) as usual. Therefore, n = 8 is the initial induction step.
The last paragraph of the example 1 should be clarified. Let the hypercomplex orthogonal algebra is given by the structural constant η ij k . Then these constants can be expanded according to (3) as
From (29) and corollary 8.2 [2] , [3] (η 0 ) ij k := (
Define (η a ) ij k =:
This equation always has the particular solution
This statement follows from the equation executed for all even n ≥ 8 (note 16.1 [2] , [3] )
(47) And this identity is a consequence of the identities (16.28) and (16.31) [2] , [3] . Thus,
that proves the theorem.
Theorem 3. Every hypercomplex orthogonal algebra A admits the decomposition (5).
Note 4. The orthogonal transformations S i j from the group O(n, R) (SO(n, R)) generate the pinor (spinor) transformations S A B from the group pin(n, R) (Spin(n, R)) which are allocated with the real structure by the involution S A B ′ according to (6.41) from [2] , [3] . The pinor (spinor) transformations represent the subgroup of the orthogonal group O R (2
where ε BD is the metric spinor). The orthogonal transformations from the group O(n, R) (SO(n, R)) keeping the algebra identity cause the transformations of the controlling spinor θ CD without changing the connection operators η i AB . Therefore, the quotient group O R (2
−1 , C)/Spin(n, R)) will implement the classification of such the hypercomplex orthogonal homogenous algebras A. Besides, the classification is carried out on own values of the controlling spinor θ CD (48) because any symmetric spinor θ CD (48) is led to a diagonal form by the orthogonal transformation from the group SO R (2 n 2 −1 , C). Proof. Let x := a + bi where i := i n/2 . Set that any hypercomplex metric CayleyDickson algebra A n 2 is the hypercomplex special orthogonal homogenous algebra by the induction. Then it has (h gen ) ij := (h 1 ) ij and
Then for the hypercomplex metric Cayley-Dickson algebra A n exists three types of the basic elements only. 1.
In this case the special orthogonal transformations (S I ) i m leave motionless the identity vector e = η n/2 . Thus, the special orthogonal transformations have the form
2.
In this case the special orthogonal transformations leave motionless the identity vector and the vector rail line i with changing the direction, convert the vector i 1 to the vector i I+n/2 and vice versa, and have the form (S I+ n 2 ) α β := (S I ) α γ (S I ) γ β where
In this case the special orthogonal transformation S n/2 leave motionless all the vectors with even index r, r < n/2; odd index r, r ≥ n/2. Then the remaining transformations is such
r = n/2; < i r i r−1 , i 1 > i r → i n/2+r−1 , r = 2s + 1 < n/2, r > 1; < i r+1 i r , i 1 > i r → i r−n/2+1 , r = 2s > n/2.
(54)
Thus, all is made necessary for technical realization of the algorithm 1.
Example 2. Let n=16. The algorithm 1 is realized in the Appendix.
1. This article contains the file "sedenion.pas" (by the operator \ input{sedenion.pas}) being a programming unit adapted to the LaTex (LaTex version this article on http : //arxiv.org/) for the Delphi. At the same time, this file is the Appendix to this article. You must create a project with this "unit sedenion" and put on the form Button1: TButton, StringGrid1: TStringGrid (the lines 22-24).
2. At error occurrence "Stack overflow" it is necessary to adjust the line 15.
At the lines 146-163 the connecting operators
4. At the lines 164-166 the metric spinor ε AB is constructed. 12. At the lines 480-534 the canonical sedenion structural constants is constructed according to (29).
At the lines 167-183 the connecting operators
13. At the lines 535-548 the canonical sedenion structural constants is outputted.
14. At the lines 549-584 the canonical sedenion structural constants is outputted into the file: e 0 e 0 e 1 e 2 e 3 e 4 e 5 e 6 e 7 e 8 e 9 e 10 e 11 e 12 e 13 e 14 e 15 e 1 e 1 -e 0 e 3 -e 2 e 5 -e 4 -e 7 e 6 e 9 -e 8 -e 11 e 10 -e 13 e 12 e 15 -e 14 e 2 e 2 -e 3 -e 0 e 1 e 6 e 7 -e 4 -e 5 e 10 e 11 -e 8 -e 9 -e 14 -e 15 e 12 e 13 e 3 e 3 e 2 -e 1 -e 0 e 7 -e 6 e 5 -e 4 e 11 -e 10 e 9 -e 8 -e 15 e 14 -e 13 e 12 e 4 e 4 -e 5 -e 6 -e 7 -e 0 e 1 e 2 e 3 e 12 e 13 e 14 e 15 -e 8 -e 9 -e 10 -e 11 e 5 e 5 e 4 -e 7 e 6 -e 1 -e 0 -e 3 e 2 e 13 -e 12 e 15 -e 14 e 9 -e 8 e 11 -e 10 e 6 e 6 e 7 e 4 -e 5 -e 2 e 3 -e 0 -e 1 e 14 -e 15 -e 12 e 13 e 10 -e 11 -e 8 e 9 e 7 e 7 -e 6 e 5 e 4 -e 3 -e 2 e 1 -e 0 e 15 e 14 -e 13 -e 12 e 11 e 10 -e 9 -e 8 e 8 e 8 -e 9 -e 10 -e 11 -e 12 -e 13 -e 14 -e 15 -e 0 e 1 e 2 e 3 e 4 e 5 e 6 e 7 e 9 e 9 e 8 -e 11 e 10 -e 13 e 12 e 15 -e 14 -e 1 -e 0 -e 3 e 2 -e 5 e 4 e 7 -e 6 e 10 e 10 e 11 e 8 -e 9 -e 14 -e 15 e 12 e 13 -e 2 e 3 -e 0 -e 1 -e 6 -e 7 e 4 e 5 e 11 e 11 -e 10 e 9 e 8 -e 15 e 14 -e 13 e 12 -e 3 -e 2 e 1 -e 0 -e 7 e 6 -e 5 e 4 e 12 e 12 e 13 e 14 e 15 e 8 -e 9 -e 10 -e 11 -e 4 e 5 e 6 e 7 -e 0 -e 1 -e 2 -e 3 e 13 e 13 -e 12 e 15 -e 14 e 9 e 8 e 11 -e 10 -e 5 -e 4 e 7 -e 6 e 1 -e 0 e 3 -e 2 e 14 e 14 -e 15 -e 12 e 13 e 10 -e 11 e 8 e 9 -e 6 -e 7 -e 4 e 5 e 2 -e 3 -e 0 e 1 e 15 e 15 e 14 -e 13 -e 12 e 11 e 10 -e 9 e 8 -e 7 e 6 -e 5 -e 4 e 3 e 2 -e 1 -e 0 15. Algorithm 1 is realized by the scheme "one-to-one" and therefore, it requires more memory allocation (the line 15). In order to apply it to higher dimensions, it should be optimized.
16. System characteristics of the computer on which the program is tested: HP Pavilion dv7-6b50er i3-2330M/4096/500/Radeon HD6770 2Gb/Win7 HP64 17. Run time <3c.
Appendix.
//The sedenion multiplication table.
2 { * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * } } 12 { } 13 { * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * } 14 uni t s e d e n i o n ; 15 {$M 1 6 
{ } 4 { S e d e n i o n U n i t f o r D e l p h i } 5 { } 6 { C o p y r i g h t ( c ) 2011 K o n s t a n t i n Andreev A l l R i g h t s R e s e r v e d } 7 { THIS SOFTWARE I S PROVIDED "AS I S " WITHOUT WARRANTY OF ANY KIND , EITHER EXPRESSED OR
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