Object To propose the determination of the macromolecular baseline (MMBL) in clinical 1H MR spectra based on T 1 and T 2 differentiation using 2D fitting in FiTAID, a general Fitting Tool for Arrays of Interrelated Datasets. Materials and methods Series of localized inversionrecovery (IR) and 2DJ separation spectra of the brain were recorded at 3T. The MMBL was determined by three 2D evaluation methods based on (1) IR spectra only, (2) 2DJ spectra only, (3) both IR and 2DJ spectra (2DJ-IR). Their performance was compared using synthetic spectra and based on variability and reproducibility as obtained in vivo from 12 subjects in 20 examinations. Results All methods performed well for synthetic data. In vivo, 2DJ-only yielded larger variations than the other methods. IR-only and 2DJ-IR yielded similar performance. FiTAID is illustrated with further applications where linearcombination model fitting of interrelated arrays of spectra is advantageous. Conclusion 2D-Fitting offers the possibility to determine the MMBL based on a range of complementary experimental spectra not relying on smoothness criteria or global assumptions on T 1 . Since 2DJ-IR includes information from spectra with different inversion and echo times, it is expected to be more robust in cases with more variable data quality and overlap with lipid resonances.
Introduction
The large majority of in vivo magnetic resonance spectroscopy (MRS) examinations yield simple one-dimensional (1D) spectra (possibly from a multidimensional spatial array). Though there has been steady progress for localized two-dimensional (2D) spectroscopy, 2D and multidimensional methods have mainly remained in the realm of high-resolution spectroscopy. This is partly due to a lack in post-processing and fitting tools for quantitative evaluations of multidimensional MRS datasets. For clinical 1D MR spectra, modeling in the form of linear combinations of model spectra has become the gold standard and several software packages have been described and are available on a commercial or non-commercial basis [1] [2] [3] (recently reviewed in [4] ). 2D modeling methods have only been used in isolated methodological studies [5] [6] [7] [8] [9] [10] [11] [12] and the required tools are not broadly available. Furthermore, previous work was mostly focused on a single type of 2D experiment. However, simultaneous 2D fitting is not only beneficial in the obvious case of 2D MRS (e.g. separation or correlation spectroscopy) but also in any case of complementary interrelated MR spectra, where one gains in effective signal to noise (SNR) when combining all spectra in a single fit [8, 13] .
Here, the benefit of multidimensional fitting is demonstrated for the determination of the macromolecular baseline (MMBL) in 1 H MRS brain spectra. The broad MMBL underlying the metabolite spectra is probably the biggest confounding factor for accurate quantitation of short echo time spectra in vivo. Experimentally, it has been estimated with the metabolite nulling technique [14] using single inversionrecovery spectra or using an extended set of saturation recovery spectra [15] . The former technique is not ideal because there is no single inversion time that can null all metabolite signals simultaneously, while the latter is time-consuming because it needs a multitude of spectra with very different TR. Alternatively, post-processing techniques [4, [16] [17] [18] [19] can be employed to define or eliminate this baseline, but all essentially rely on basic differences in signal shape between MMBL and narrow metabolite peaks, which are not guaranteed in all cases. Using a Fitting Tool for Interrelated Arrays of Datasets (FiTAID), the MMBL in localized brain spectra was determined and compared as obtained from different experimental datasets: (1) from a series of inversion-recovery spectra (i.e. using differences in T 1 ); (2) from a 2D-J separation spectrum [20] [21] [22] (i.e. based on differences in T 2 ); and 3) from a combination of these two datasets (using T 1 and T 2 differentiation).
In addition, FiTAID, a new flexible fitting tool, is being presented. It can equally well be used for traditional linear combination model fitting of one-dimensional spectra as well as for linear combination fitting of two-dimensional arrays of interrelated MRS datasets. Its major aim is to provide an extendable framework to fit general interrelated spectra by offering different model structures and prior knowledge connections in both dimensions. It offers a multitude of fitting options for the expert in order to optimize the fitting procedure for each special case. This includes the novel option of fitting either in time domain, or in arbitrary spectral windows in the frequency domain, or even subsequently in either domain according to arbitrary fit strategy steps. It also allows the user to fit limited parameter sets or limited parts of the 2D data matrix.
After presentation of the modeling background 1 , some illustrations of the principles of the fitting tool are given along with some well-known examples of 1D and 2D fitting. The main emphasis of the presented work, however, lies on the evaluation of the MMBL as obtained from different experimental strategies and its variability and reproducibility in vivo and in synthetic data.
Materials and methods

Subjects
The local ethical committee approved the study protocol and written informed consent was obtained from all subjects. Data for the main application (definition of MMBL) were obtained from 12 healthy subjects (8 male, 4 female, 27 ± 8 years old), examinations were repeated 5 times in 2 of these 1 Implementation specifics are given in an Appendix. subjects. Further 5 subjects were examined to acquire data for the illustrations of FiTAID.
Data acquisition
All spectra were recorded on a Siemens 3 T Tim TRIO system (Siemens, Erlangen, Germany) using the manufacturers transmit/receive head coil and a locally developed localization sequence based on the product PRESS sequence. The local adaptations of the PRESS sequence include the features (1) to increment the echo time regularly by arbitrary delays to enable 2DJ spectroscopy or to allow to record a series of specifically preselected echo times, (2) to include a selective adiabatic inversion pulse [23] directly before the PRESS sequence to record non-water suppressed MR spectra according to the scheme of de Graaf [24] , (3) to automatically record non-water suppressed reference scans at different echo times, (4) to include an adiabatic global pre-inversion pulse for IR spectroscopy with selectable delays, (5) to allow for extended phase cycling or phase rotation, (6) to store each acquisition before summation.
Experimental details are given in the text and figure captions for each of the illustrative examples later in the Methods section, whereas experimental parameters for the main application are listed in the following.
Axial fast spin echo and sagittal 3D FLASH MR images were acquired for the visualization of the placement of a 25 × 25 × 25 mm 3 voxel in occipital cortex. The Siemens auto align feature was used to ensure consistent placement of the voxel in different subjects and reproducible placement for repeated scans (to within ∼ 1 mm in all directions for the particular ROI used in this application). To ensure exact 90-degree excitation pulses in PRESS, the transmitter voltage was corrected using the manufacturers B 1 map tool. Shimming was performed with the FASTESTMAP technique [25] . All spectra were recorded without water presaturation, but instead with the scheme by de Graaf [24] using a 22 ms long metabolite inversion pulse [23] directly before the PRESS sequence. With a bandwidth of 4,000 Hz 4,096 points were acquired. Specific details for 2DJ: 24 equally spaced echo times between 20 and 307.5 ms, 16 acquisitions per TE, TR 2,000 ms, total acquisition time 13 min. For IR: TE 20 ms, TR 2,000 ms, and inversion times TI of 30, 200, 450, 575, 700, 825, and 1,200 ms with 48 acquisitions each, total acquisition time 11 min. In addition, eight water spectra with varying TE between 20 and 1,500 ms were acquired to determine brain compartments for metabolite quantitation.
Data processing
Processing conditions are given in the text and figure captions for each of the illustrative examples in the Methods section, whereas processing details for the main application are listed in the following.
The non-water suppressed spectra were summed with equal or alternating 180-degree phase to obtain water or metabolite spectra. The metabolite spectra were eddy current corrected [26] and zero-order phase corrected by subtraction of the instantaneous phase of the reference water signal between the start of the FID and a time where the phase of the water signal was ill-defined due to low SNR. To simplify the fitting model, the residual water peak was removed from the metabolite spectra with HLSVD filtering with up to 25 lines between 4.5 ppm and 10 ppm using jMRUI [3] .
Three 2D methods of linear combination model fitting in FiTAID were employed, all using the same simulated metabolite basis set. IR-only using a 2D IR fit of the IR data only, 2DJ-only using a 2D fit of the multiple TE spectra in the 2DJ data series, and a combined method called 2DJ-IR where the parameter model is iteratively improved by going back and forth between the two datasets, one distinguishing metabolites from MMBL based on T 1 differences (IR) and the other based on T 2 effects (2DJ).
The details for the three fits in FiTAID are given in Appendix A. In order to be able to quantify the baseline, an analytical model for the MMBL was used in which it was described as a linear combination of equally spaced Voigt lines.
Synthetic spectra
Synthetic spectra were used to create a set of spectra with known true values where fit results could be tested for systematic deviations from true values. The spectra were set up as a linear combination of metabolites and a known macromolecular baseline. Metabolites included the following: glycero-phosphorylcholine (GPC), phosphorylcholine (PC), creatine (Cr), ethanolamine, GABA, glutamate, glutamine, glutathione, glycine, myo-inositol (mI), N-acetylaspartate (NAA), scyllo-inositol, and taurine. Relative concentrations of metabolites and macromolecules were used as typically obtained when fitting the in vivo spectra described in the main application. The following relaxation times, as typically obtained from fitting the experimental in vivo data sets, were used: MMBL T 2 22 ms, T 1 240 ms; NAA (CH 3 ) T 2 234 ms, T 1 1,540 ms; cholines (CH 3 ) T 2 209 ms, T 1 920 ms, Cr(CH 3 ) T 2 135 ms, T 1 1,040 ms; Cr(CH 2 ) T 2 117 ms, T 1 880 ms, all other metabolites T 2 108 ms, T 1 1,100 ms. The same parameter relations were applied as for the fitting defined in Appendix A. An SNR of 10 in time domain for the non-inverted TE 20 ms spectrum (i.e. first point of FID versus standard deviation of the noise) was used for the main comparisons since this approximates the SNR of the experimental data in the TE 20 ms spectrum of the 2DJ scan. Three sets of spectra with 10 random noise realizations each were simulated for the iterative 2DJ-IR, IR-only and 2DJ-only methods.
Unlike the in vivo data, the SNR was adjusted such that it corresponded to equal measurement time spent for each method.
Statistics
The performance of the three methods was judged based on the differences and variability of the resulting frequency domain spectrum at TE 20 ms for the MMBL, visually using plots of mean ± 1SD and numerically by calculating average standard deviations over the whole spectrum. Univariate twoway ANOVA (with the main effects methods and subjects or repetitions, but no cross-term) was used spectral pointby-point (from −0.1 to 4.8 ppm; 0.016 ppm/point) to test for significant differences between the resulting MMBLs from the three methods. A post hoc analysis was used to identify which method was responsible for the significant differences. P < 0.05 was considered significant, but-given the multitude of point-by-point tests-results were only considered truly significant if more than an arbitrary threshold of 5% of the point-by-point tests yielded P < 0.05. Levene's test for homogeneity of variance [27] was applied to determine whether the methods differ with respect to variance.
For the simulated spectra, the absolute value of the difference between the true and the fitted MMBL was calculated and the mean result compared between the methods, while a Wilcoxon sign test was used to determine whether the median resulting value at any of the spectral points for any of the methods differed significantly from the true values.
Theory of signal models, prior knowledge constraints, and fit strategies The basic experimental data structure as obtained in the measurement domain is treated in the following as a twodimensional array of complex numbers, recorded as a series of 1-dimensional data trains.
1D model
A Lorentzian line describes the basic free induction decay (FID), however, without accounting for magnetic field inhomogeneity effects. A Voigt line shape [Refs. in [2] ] is a more general model with an additional Gaussian width parameter that can accommodate an imperfect lineshape in a first approximation. Hence, it was chosen as the basic model, given in time domain (TD) as:
where in the following ξ(t n ) always stands for a digitized model signal, the (first) superscript (here V) for the type of signal entity. (As explained below, signal entities covered in this context, include simple Voigt lines, but also collections of Voigt lines referred to as parametric patterns, numeric patterns or collections of these entities to describe complete metabolite spectra) t n = n · t, n = 0,1,… n reflects the sampling times, t the sampling interval, A the area, ω the offset frequency, α the exponential or Lorentzian damping, β 2 the Gaussian damping, and φ the signal phase.
A standard linear combination model in 1D will then be
where M is the number of entities in the model. In TD, the cost function is
where x(t n ) is the experimental data in TD, n runs over the fitting range, which excludes truncation ranges at the start (ns) and end (ne) of the TD signal, where the experimental data may deviate from the theoretical model (e.g. phase distortions from filtering) or not add any information (noisy signal tail). For frequency domain (FD) fitting, the points "truncated" in TD are replaced by zeroes for both the TD model and the experimental TD data before Fourier transformation.
and
where ranges are the FD ranges (i.e. multiple non-overlapping regions of the spectrum) selected to fit and FFT stands for fast Fourier transformation.
Prior knowledge in 1D
Prior knowledge is a term for presumably known relationships between model parameters that can be enforced during fitting and result in a reduced number of fitting parameters, increased model robustness, and reduced error bounds. Prior knowledge makes a set of model parameters depend on the free parameters. The following are the prior knowledge relations implemented for each parameter type: 
Patterns and hierarchical models
Patterns are defined as a collection of model signals combined to describe a subset of the overall spectrum, e.g. a metabolite. They can originate either from a measured spectrum, cast into the form of a numerical vector (N um(t n )), or from a simulated spectrum, filtered into the form of a small set of Lorentzian or Voigt lines. FiTAID allows for different pattern types, some of which are of a hierarchical nature [28] , i.e. composed of parent and children, where the parent parameters describe overall properties (e.g. concentration of a metabolite) and the children's parameters relate to differences between them (e.g. allowing for different relaxation properties for different protons within a metabolite). For a parent p and C children, the hierarchical model ξ hier (t n ) has the form.
Expanding the expression results in
which is equivalent to a model with C independent Voigt lines, but allows for accommodating differences between overall parameters of the children, while nicely keeping an intuitive model structure. The different patterns are: Simple Line:
Parametric pattern:
d is the line number and D is the number of lines in this parametric pattern. Numeric pattern:
Metabolite pattern:
A structure composed of arbitrary numbers of lines, parametric, and numeric patterns with e the running line number and E the total number of simple lines in this metabolite pattern. f and F, as well as g and G, are the respective labels for the parametric and numeric patterns. An example for using a metabolite pattern with mixed pattern types is NAA where the CH 3 signal can be modeled with a simple line, the amide signals as a parametric pattern with 2 lines and-because of its complexity-the aspartate signals as numerical pattern.
Note that the indices should fulfill the conditions D ≥ 2 and E + F + G ≥ 2 2 in order to justify using these patterns, otherwise, they can be replaced by simpler forms. Furthermore, care has to be taken not to create an overdetermined system with interdependent fit parameters, if for example a doublet of lines is described by a parent with two children, only two of the three possible parameters of each type should be used as free fitting parameter, the remaining ones being fixed or locked by prior knowledge restraints. The concept of these patterns and hierarchical models is illustrated for lactate in the following illustrations section.
With the use of patterns, equation [2] can be re-expressed as a sum of H lines, I parametric patterns, J numeric patterns, and K metabolite patterns:
Note that H, I, J, K can have zero value 2 , but their sum must be greater than 1.
2D model
In the two-dimensional case, the model is an array of 1D models, the data an array of 1D datasets:
and χ 2 becomes a sum over the χ 2 s of the rows, as defined in Eqs. (3) and (5):
where l is the spectrum number and L is the number of spectra in the 2D array.
Prior knowledge and relations in 2D
2D modeling is not very useful if the model parameters of all rows are independent of each other. On the contrary, the 2D model normally only introduces a few new parameters compared to the 1D model, with most parameters between rows being linked by a defined relationship. The differences between rows are mostly due to changed experimental conditions, with e.g. differing individual echo time (TE), repetition time (TR), saturation time (TS), inversion time (TI), or mixing time (TM). Each row will therefore have its own base models for linear combination modeling, e.g. in a 2DJ data array each row will access base spectra simulated with the appropriate TE. In addition, the 2D relationship can include an additional amplitude factor f , dependent on the type of 2D experiment. For row l in the 2D model, the m th 1D model entity ξ m (t n ) from Eq. (2) transforms into ξ l m (t n ), and spelled out for simple Voigt lines:
where the factor f l m describes the second dimensional amplitude relationship.
The following idealized 2D experiments have been implemented:
Saturation Recovery (SR):
Inversion Recovery (IR):
2DJ:
Constant relationship:
where Tr is the signal recovery time (before the inversion pulse), and longitudinal and transverse relaxivities are defined as 
In addition to the prior knowledge included in the amplitude factor f l m , all prior knowledge relations P m for any of the standard 1D parameters describing an entity and valid for entity m in the first trace are valid for all traces, independent of the row number l.
Fit strategy steps
In most fitting programs, the fit is done in a single automatic fit with selectable model, data, algorithm, and potentially pre-incorporated preprocessing or subsequent optimization of parametric and non-parametric parts of the fitting problem-all steps without options for a user strategy. FiTAID offers fit strategy steps that allow to consecutively improve the fit following a user-defined path in which at each step the result of the previous fitting step is used as initial parameter state for the current step while different pre-defined fitting conditions can be applied (see last part of following illustrations for examples). The aim of using fit strategy steps is to avoid local χ 2 minima and to speed up convergence. (For details on this option and other implementation issues, see Appendix B).
Illustrations of signal models, prior knowledge constraints, and fit strategies
To demonstrate the described signal models, prior knowledge implementations and fit strategies, as well as general features of 2D modeling of interrelated MRS datasets, selected examples are presented in the following. Modeling of 1D spectra-a trivial case of 2D fitting-can be accomplished just as with TDFDFIT [2] or LCModel [1] but is not illustrated for brevity. Figure 1 shows the different model definitions possible for a single metabolite. Lactate was chosen for this example because of its clear division into 2 signal groups, one of them potentially affected by water suppression and pH Fig. 2 Effect of split basis spectra in a hierarchical model allowing for deviations between basis and in vivo spectra. The measured signal from a lactate phantom (TE 20 ms) was fitted with a metabolite pattern with a two-part model for the quartet and doublet parts of lactate (a) and with a single numerical pattern for lactate (b). In case (b), the residues show a large difference for the quartet signal because of a difference between simulated and measured spectra due to the effect of the water suppression pulses. The residuals for the doublet are probably mainly due to chemical shift offset effects, not considered in the spectral simulation changes. Using the patterns described above, nine different combinations are shown. Depending on the situation, different combinations may be useful. For example, (i) a single numerical pattern is the simplest model with fixed prior knowledge between the doublet and quartet (least free parameters).
Hierarchical model
(ii) allows for variation between them by splitting them into two numerical patterns. (iii) is the same as (ii) but with a metabolite pattern as parent and the main fitting parameters would be on this level, while small parameter variations would occur on child level (e.g. a water suppression effect on the quartet amplitude, see Fig. 2 ). However, the total number of free parameters must be the same as in (ii) to prevent an under-determined condition with no true solution. (v-vii) show the deepest hierarchical structure as currently implemented.
To demonstrate the benefit of having hierarchical base patterns available, a lactate phantom signal was measured with PRESS at TE 20 ms and fitted using the model versions (i) and (iii) from Fig. 1. Figure 2b shows that there are differences between the idealized simulation and the actually measured spectrum. Model (iii) allows for these differences with an extra fitting parameter (area ratio) for one of the child patterns, hence improving the fit considerably, as shown in Fig. 2a . The prime cause for these differences is the fact that the quartet signal near water is affected by the water suppression pulses in the measurement. Since this effect will be identical in vivo, the optimized model (iii) can be used as basis spectrum for brain measurements. There could also be pH or temperature differences between the simulation and measurement conditions that might affect the chemical shift differences [29] , which could be taken into account in a similar manner. The remaining residues for the doublet with model (iii) are caused by imperfect simulation of the lactate spectrum that did not take chemical shift offset effects of the RF pulses into account [30] . Further relaxation of the originally simulated lactate model-as feasible with e.g. pattern (v)-would be needed to compensate for this.
2D linear combination model fitting: saturation recovery
The advantage of fitting interrelated spectra simultaneously instead of sequentially can be demonstrated with a set of saturation recovery spectra, reflecting longitudinal relaxation. Simulated data (Fig. 3a) is used for illustrative purposes and to verify that FiTAID converges to the true values. The overlapping spectra of glutamate, glutamine, and GABA were assumed to feature clearly distinct T 1 s. Three different methods to fit this data set are investigated: (1) Fitting each spectrum separately. (2) Modeling all the spectra together as an array with prior knowledge between the spectra to ensure they have identical chemical shifts and line widths. (3) Introducing in addition the known relationship for the amplitudes along the delay time dimension. Figure 3c demonstrates the deviations of the fitted from the true peak areas in the dataset. Deviations mainly occur at short recovery times, i.e. low SNR. It is obvious that the fit works best for the 3rd method when all prior knowledge is enforced (and is correct). The main reason for the differences in this example is the restriction to a common chemical shift, which is well defined in the spectra with large SNR. Of course, if the amplitude relationship is introduced, no outliers are possible for any single amplitude; hence the resulting fit is close to ideal. An 
2D linear combination model fitting: In vivo time series
Time series of spectra are necessary to study kinetic processes. The recorded data are related and hence can be combined into an array for fitting [8] . Figure 4 shows a series of 24 downfield 1 H brain spectra obtained over 12 hours after an oral histidine load [31] . Histidine features 2 singlet peaks in the downfield region [32] with less overlap with background signals than for the upfield portion. It can be assumed that only the histidine contribution to the spectrum is varying, while the baseline spectrum remains unchanged. The fitting model was set up to include two Voigt lines for the two histidine peaks, a doublet to represent NAA at 7.8 ppm, and eight broad Voigt lines for the rest of the downfield baseline evident in the pre-load spectrum. Two lines were used to model residual water and three broad peaks and a sharp NAA (2.0 ppm) peak to coarsely represent the main features of the upfield spectrum. These lines are clearly insufficient to model the upfield spectrum as such, but were judged sufficient to represent the potential baseline contributions to the downfield spectrum fitted in a frequency-selective FD fit. Using an approximate model outside the range of χ 2 minimization reduces the model complexity considerably and was used here in combination with frequency-selective fitting and appropriate parameter restrictions. The model enforced common frequency and Lorentzian line width as prior knowledge because T 2 s did not change, and frequency offsets were corrected using eddy current correction with the reference water spectrum for each spectrum. A variable shared Gaussian width per spectrum allowed for small differences in shim efficiency in different measurement sessions. Simultaneous fitting of all spectra allowed for concurrent determination of the baseline signals and the amplitude dynamics of the histidine peaks.
Fitting was done in three fit strategy steps: (1) in TD for the large signals of water only (sequential 1D fits). (2) 2D fit in TD, restricting the upfield part in terms of common area, width, and offset parameters for all spectra (except for individual lipid and water contributions). (3) Finally in FD, restricted to the range of the downfield metabolites (5.8 to 9.2 ppm). This allowed for a high precision fit for the small variations of the histidine contributions in spite of fairly large signals of water and the upfield region. Evidence for the success of this fitting strategy comes from the fact that the residues (shown for one subject in Fig. 4 )-also if summed over all spectra (not shown)-appear mostly random, from the smooth increase of the histidine signals over time, and from the variance measures presented next.
Time and frequency domain fit
The relative performance of the TD and FD fit in the previous example of histidine kinetics is evaluated in two ways. First, the reproducibility of the determined histidine concen- 4 Illustration for 2D fitting of a time series of spectra. The plot contains fitted spectra and fit residues obtained in a single healthy subject for a series of spectra recorded after an oral load with histidine at time 0. The model consists of two resonances with varying amplitude from histidine (shown at 7.06 and 7.79 ppm), the 7.82 ppm doublet from the amide proton of NAA, and heuristically placed lines to describe the rest of the downfield spectrum. There are a total of 24 spectra recorded at intervals indicated by the vertical lines and fitted after scaling with unsuppressed water. The spectra, fitted with individually varying Gaussian widths, were plotted with identical Gaussian width for visual clarity. Fit and residues were drawn on the same scale reminding that downfield spectra have limited signal to noise, a typical case where there is intrinsically a large potential benefit for combined 2D fitting trations was expressed as the coefficient of variance (CV) for the values found in single measurement sessions (i.e. values obtained without repositioning the subject and over a time interval without large true concentration variations [i.e. ∼15 min]). On average over all 10 sessions and all 8 volunteers, the TD fit yielded a CV of 32%, while the FD fit was much more stable with a CV of 17%.
Second, the obtained values and their variations are displayed as a correlation plot in Fig. 5 . Two features are striking. (A) The TD values show an offset, i.e. a large histidine content before the load, where we know [His] to be exceedingly small. (B) The standard deviation (inter-subject variation) for each time point is consistently larger for TD fitting. Both effects are probably due to a baseline contribution from residual water where the incomplete model for water is used to fit the main features of water at 4.7 ppm, not the baseline for the minor downfield signals. However, the trend line for TD versus FD values is linear and close to parallel to 5 Correlation between fitted histidine levels (arbitrary unit, a.u., obtained by scaling with the unsuppressed water signal) as found in TD and FD fitting. Mean ± one standard deviation error bars for a cohort of 8 volunteers' data recorded at 10 different time points after histidine load. The TD fit yielded a consistent offset compared to the FD fit, suggesting that the histidine level was overestimated. Also, the inter-subject variation at each time point is larger for the TD fit the diagonal, suggesting that both methods yielded similar concentration dynamics.
In the present case, a simplistic model was used for most of the spectrum instead of a complete model; hence, the distinct performance differences. Of course there would be other solutions for a more robust TD fit, in particular pre-filtering (Refs in [4] ). Completing the model would probably not work in this case, because it would be very complex for the upfield part and no true model exists for residual water.
Fit-strategies
It might be argued that fit strategy steps are superfluous and that a fitting algorithm should be able to converge to the global χ 2 minimum in a single step allowing for adjustment of all free variables simultaneously. As it turns out, localized MR spectra, and in particular 2D arrays of spectra, involve a multitude of mutually dependent fitting variables, such that finding the overall χ 2 minimum is a daunting task, where human strategy implemented into the strategy steps in FiT-AID may be superior to brute force optimization (particularly if using a least squares technique that necessitates good starting values).
Sequential fit: in 2D arrays of spectra, the residual water can be the dominating signal in many traces. It can be of a complex and ill-defined form, and without any prior knowledge relationship between the spectra. Hence, it adds a huge number of free fit parameters to the problem. In most of the presented 2D cases, it turned out to be beneficial to include a first fitting step in which to adjust the model for the residual water only in a sequential spectrum-by-spectrum fashion, followed by actual model optimization with and without further fitting of the water lines.
Partial data selection: in some 2D cases it may be beneficial to start fitting on selected traces of the full matrix, which may reduce computational burden tremendously. For IR spectra, one can optimize the metabolite signals (widths, shifts, relative amplitudes) primarily using the non-inverted spectrum and have this information cascade through the model to all other traces due to the second dimensional prior knowledge. Subsequently, their T 1 can be roughly estimated when only using the non-inverted plus one metabolite-nulled signal. A final fitting step including all data and all free parameters will then start with near optimal starting values leading to faster convergence.
Fit strategy steps: Besides switching between χ 2 calculation in TD and FD as discussed before, fit strategy steps also allow to optimize some types of parameters only, while keeping the others fixed for the moment. For example, it has been found useful to keep relaxation parameters at the starting values (found in earlier similar cases) initially while optimizing the other parameters (amplitudes, frequencies, widths) and only later include all free parameters into the fit. Further- Chemical Shift (ppm) Fig. 6 Fit results for the synthetic data as specified in Methods and with similar spectral appearance as the in vivo case in Fig. 7 . Macromolecule baseline fits for the three methods, 2DJ-only, IR-only, and iterative 2DJ-IR. The dashed line corresponds to the noise-less true spectrum, while the full black line represents the mean fitting result enveloped by a light gray band of ±1 standard deviation over different noise realizations more, fit strategy steps allow fitting of different data channels. It is reasonable to optimize frequency shifts initially using the magnitude data channel (and keep phase variables untouched) and let the signal phases and widths only be fitted subsequently using the complex data.
Results
Since there is no gold standard to obtain the true MMBL in vivo and hence to judge the accuracy of the fits, the performance of the three methods was tested on simulated data with different noise levels and noise realizations. Figure 6 visualizes for one noise level (similar to the SNR in Fig. 7 ) and a set of different noise realizations that all three methods return results close to the true values and with similar SD. Quantitatively, the 2DJ-only method shows higher variation than the other two methods (mean variation of 0.6% (2DJ-only) versus 0.1% (IR-only) and 0.2% (iterative), respectively. The Levene test, indeed, confirms a difference of variance between methods. The mean absolute deviation from the true values over the whole spectrum was 2.6, 1.3, and 1.6% of the 0.9 ppm peak amplitude for the 2DJ-only, the IR-only, and the iterative method, respectively. The Wilcoxon test indicates that some of the small deviations from the true means are indeed systematic-worst for the iterative method, where 35% of all data points are systematically deviating from true valuesthough most of them outside the spectral range of interest (i.e. < 0.7 ppm and >4.1 ppm where there is intrinsically very little signal) and only 10% within that range. For IR-only 14% and for 2DJ-only 4% of the full spectral range show a systematic deviation from the true value. The differences between the methods are reproduced also at higher and lower noise levels.
Connected to the variations in determined MMBL are variations in the obtained metabolite contents. It was found that for this particular setup the variations in the metabolite contents are comparable for all three methods of MMBL determination. For all three methods, the metabolite contents vary between <1% and ∼ 4% of the creatine concentration.
The quality of the experimental data used to determine the MMBL is illustrated in Fig. 7 where the experimental IR and 2DJ spectra for a single subject are portrayed together with respective fits and residues.
The average resulting MMBLs and their inter-and intraindividual variations as obtained from the three techniques are shown in Fig. 8 . The top row shows the average over 12 subjects and the gray area represents the range of the mean ±1 SD of inter-individual variation, while the lower two rows include results for intra-individual repetitions in two subjects, where the gray area refers to intra-individual variation. As evident from the figure, the results differ strongly between the methods; in particular, the mean baseline obtained from 2DJ-only differs over most part of the spectrum from what is obtained from the other two methods. This is confirmed statistically with ANOVA yielding significant differences between methods for 88% of the spectral range and the post hoc analysis identifying the 2DJ-only method as the reason for the significant difference for the average of all subjects and similar results for the intra-subject repetitions. The graphs also indicate that the variance between subjects and for the repetitions is larger for the 2D-J only method. Quantitatively, the mean variance over the whole spectrum as percentage of the amplitude of the 0.9 ppm baseline All subjects peak is indeed about equal for both methods that include T 1 information (0.7% for the inter-subject comparison; 0.1 and 0.4% for the intra-subject comparisons) and much larger for 2DJ-only (1.6% inter-subject, 1.5 and 1.0% intra-subject, respectively). The Levene test confirms statistical differences between methods for the standard deviations for most of the spectral range in the inter-subject data, and in one of the two intra-subject repetitions. The difference in variance for inter-and intra-subject data suggests that there are differences in the MMBL for different subjects. This was tested by ANOVA. It showed that for 29% of the spectral points there were significant differences between subjects, mostly in the spectral range between 1.0 and 2.5 ppm.
Discussion
Novel schemes for the determination of the macromolecular baseline in localized brain spectra are presented, which rely on simultaneous fitting of series of related datasets. Using FiTAID, a general Fitting Tool for Arrays of Interrelated Datasets, it is possible to define the MMBL either based on differences in T 1 or T 2 , or both characteristics. We have presented both a description of the general fitting tool and the results of applying this tool for the particular aim of baseline characterization in localized brain spectra obtained from healthy human subjects at 3 T.
Macromolecular baseline estimation methods
The three methods of determining the MMBL were compared for both in vivo and synthetic data. In vivo, the methods were judged based on reproducibility measures for intra-and inter-subject variance in the resulting baseline. Since there is no gold standard for the baseline, accuracy in terms of deviation of fit from true values was investigated for synthetic data closely derived from the in vivo spectra. Even though it was found that there are clear differences in performance of the three methods, the prime target of this contribution was not to arrive at an optimal method for baseline determination because much more work can and will be put into optimizing all three methods. Rather, this report aimed at introducing the concept and describing the tools for combined multi-parametric determination of the baseline.
The most used experimental technique for MMBL definition is metabolite nulling based on zeroing metabolite signals by inversion recovery. This is problematic, given that T 1 's are different for different metabolites or proton groups. Hence, there will always be residual contributions from metabolites in a thus determined MMBL. Methods to approximately correct for this in post-processing have been presented [33] . In addition, diffusion weighting has been proposed as an experimental alternative for baseline determination [34] . This is currently only useful for animal scanners with very high gradient power. Pure post-processing methods for baseline elimination rely on differences in spectral shape and/or fast T * 2 decay and are prone to systematic effects [33, 35] on metabolite estimation and/or lead to a loss in SNR.
Similar to a method based on simultaneous evaluation of saturation recovery data [9] , all currently presented methods rely on simultaneous evaluation of a series of spectra.
(1) IR-only uses an extended set of short-TE IR and noninverted spectra, thus relies on differences in T 1 between metabolites and baseline, but does not depend on metabolite T 1 s to be equal. (2) 2DJ-only is based on the fast TE decay of the MMBL to distinguish it from the metabolites, which are described as a linear combination of basis 2DJ spectra obtained from simulation that decay with co-determined metabolite T 2 s. (3) 2DJ-IR, finally, is designed to make use of both, the distinction based on T 1 and T 2 , in an iterative manner.
Thus, the third method should in principle provide the best means to determine the true MMBL. The actual results did not confirm this for the currently tested version of this method. It rather seemed that using IR-only gave slightly more stable and trustworthy results, while using the TE series only to determine the MMBL yielded the largest variance in the results for both the intra-subject repetitions and the synthetic data. In addition, it yielded systematically larger baselines in the in vivo case than the IR-based methods. There are several reasons why the 2DJ-only method performed least favorably. The main cause is probably the fact that the TE increment was directed more at defining metabolite signals and their T 2 than at an efficient determination of the baseline. Out of the 24 TE traces, only those three with shortest TE had substantial amplitudes for the MMBL, and the large TE increments did not provide a good basis to extrapolate back to TE 0 for the MMBL. The baseline would probably be much better determined with less, but more densely sampled TE increments. Another reason could be that some of the contributing MM resonances are subject to J-couplings and hence do not adhere to the simple mono-exponential decay described by the model. A more sophisticated model of the true baseline than a set of overlapping and exponentially decaying Voigt lines might be called for. But also the IR-only method can be improved. Instead of using a full IR picture with the lengthy procedure of recording seven IR times, it may be more efficient to define the MMBL based on just one or two IR times around the metabolite nulling time plus a non-inverted spectrum. Enforcing the large difference in T 1 between metabolites and MMBL in the fit, small residual positive or negative metabolite peaks in the quasinulled spectra would be unproblematic, since they would be incorporated in the model. The information from the standard metabolite spectrum, recorded with better SNR than in the current approach, would enforce proper chemical shift and width information for those residual peaks in the IR spectra. Clearly, the combined 2DJ-IR method can therefore also be improved by using optimized 2DJ and IR elements, but also by concurrent instead of iterative modeling. This would also be less labor-intensive since currently the switching between models is done manually. For a concurrent approach, it will also be much easier to pre-define the best combination of acquisition parameters in the IR and 2DJ series to achieve the smallest errors for the area parameters of the MMBL.
The accuracy of the fitting methods has been evaluated with synthetic data. However, the presently used synthetic data has the disadvantage that it conforms exactly with the models used for the fit, hence there exists a true solution for all methods, whereas in reality the baseline is nonparametric and highly complex. The results from the fit of the synthetic data should therefore not be over-interpreted. At first, it seems surprising that the 2DJ technique almost works as well as the iterative and IR-only techniques, although most traces do not show much baseline intensity. However, this is not unreasonable since the model exactly represents the reality of the simulated spectra. Stability in estimating the in vivo data may be a better criterion-though with the caveat that the results for baseline and metabolites might be systematically wrong.
Individual macromolecular baselines
An important finding, independent of the methodology, is that the variance for the MMBL is clearly much larger in the inter-subject comparison than for the within subject data. This indicates that the MMBL cannot be assumed to be constant between subjects, even in health. The increased variance may just reflect small differences in voxel composition or true differences in background metabolite content. Inclusion of a single MMBL spectrum into standard 1D linear combination model fitting may therefore introduce some bias.
Variation in co-determined metabolite content
The main emphasis has presently been laid on the determination of the MMBL for use in subsequent separate anal-ysis of metabolite contents, though of course the presented methodology can be used for simultaneous evaluations. A fair comparison of the proposed methods in terms of achievable accuracy and variability of the determined metabolite content is therefore beyond the scope of this work. For the simulated data, where the methods can at least be compared in terms of measurement time, it was found that there was no consistent overall trend for one method to be better in terms of associated metabolite reproducibility. This is promising for the combined method, given that it yields additional information on both longitudinal and transverse relaxivities.
FiTAID
The fitting tool FiTAID, which has been used in this evaluation and which is also presented in this report, is one of the first fitting tools for evaluation of multidimensional in vivo MRS datasets. It has a very general scope and provides multiple features that are not available in this manner in other evaluation packages. This includes the possibilities to fit multiple one-and two-dimensional experiments, as presented above, the use of parameter restrictions, the implementation of prior knowledge in both dimensions, the option of fit strategies, the elective use of fitting in time or frequency domain, and hierarchical models.
In contrast to traditional (often non-quantitative) evaluations of 2D NMR spectra or the Matlab package by Schulte et al. [10] , FiTAID is based on a 2D signal model in the measurement domain, i.e. without Fourier transformation, and on χ 2 evaluation in either time/time or frequency/time domain. χ 2 calculation after 2D Fourier transformation would allow for selective FD fitting in both dimensions but has the disadvantage of either being slow or of only approximate modeling. Whether or not this is an advantage remains open at this time, probably the same arguments hold as for FD versus TD in 1D fitting. If the model is correct and complete the two approaches are equivalent. The modeling is certainly less complex and more direct in terms of T 2 determination without the second Fourier transformation. An additional benefit of FiTAID is the possibility to combine irregularly spaced TE data because no FT is required along TE. This is useful to optimize TE combinations for largest metabolite to background contrast.
The time required for the fit of a spectral array depends on many factors, including the minimization algorithm used, the number of model spectra, the number of data points, as well as the number of free fitting parameters. In our experience, calculation times in FiTAID on standard PC's may vary from seconds to many hours depending on the application. Vanhamme et al. [8] have nicely shown that simultaneous fitting can be very costly in terms of CPU time.
In general, concurrent fitting of arrays of spectra will improve overall fit performance (i.e. improved accuracy of fit variables, i.e. better use of scan time) only if the spectra are interrelated in a way that can be included as prior knowledge relations between the traces, otherwise separate modeling yields equivalent results and is much faster. Seen in this light, 2D fitting is no other trick than using another form of prior knowledge.
One might argue that 2D fitting is most often equivalent to fitting in a two-step procedure, where all available spectra would be summed and fitted to determine chemical shifts and widths in a first round, followed by sequential fitting of individual traces using the prior knowledge from the summed fit. This is true for specific cases, but not in general. For example, a TE-averaged spectrum [36] allows for easy glutamate determination but other metabolites may be averaged away and hardly contribute to the sum. Gonenc et al. [12] have shown that fitting 2D spectra in an array yield lower standard deviations for a 2DJ experiment compared to the TE-averaging technique. Similarly, the summed signal will often be broadened because of motion or other instabilities-effects that can be eliminated in 2D fitting.
Conclusion
We have described three methods for the determination the MMBL of short-TE brain spectra that depend on multidimensional fitting of interrelated datasets. In the current implementation, it appeared that fitting of IR data is just as reliable as a more complex approach integrating T 2 and T 1 differentiation for MMBL determination. However, all three techniques can be further optimized such that indeed the combined method is expected to be more useful eventually. We also presented a versatile and extendable tool for the simultaneous evaluation of arrays of interrelated datasets. Because sensitivity restrictions almost always force clinical MRS examinations to consist of multiple repetitive acquisitions, it appears that it will often be beneficial to use the multiple scans for a more advanced use than for a mere average. Artifact detection [37] or error determination by bootstrapping procedures [38] may be two direction, the combination of multiply encoded information in simultaneous evaluations is another that may either give additional information (e.g. relaxation or diffusion) or may allow to lower intrinsic error bounds by combining data providing less correlation between the metabolite spectra of interest [39] . The main example emphasized the possibility for better distinction between MMBL and metabolites based on relaxation properties, but collections of multiple TE or TM spectra will certainly provide the potential for targeted metabolites to be better distinguishable from background and other metabolites-similar to editing scans, but without sacrificing the overall information.
33 sec for the 2DJ-only (24 spectra, 73 free parameters) and 5 sec for the IR-only (7 spectra, 80 free parameters) cases in vivo.
Appendix B: Software implementation
Project definition
Experiment type, experimental parameters, the specific hierarchical model (incl. prior knowledge relations in both dimensions, fit strategy, and numerical patterns), and optionally accompanying data are defined and stored as projects. Hierarchical structures can be collapsed into single numeric patterns to reduce model complexity. Prior knowledge can be applied on the same hierarchical levels only.
Fit strategies and minimization algorithms
For each fit strategy step, the following fitting specifics can be defined: fit domain (χ 2 -summation in TD or FD), data channel (in FD domain: absorption, dispersion, complex, magnitude, or power channel), data truncation range (leave out points at start and/or end of TD signal, Eqs. (3, 4) , data range for χ 2 -summation in frequency-selective fitting in FD (Eq. 5), fitting algorithm, parameter sets, and spectra. Model parameters of the previous step are used as initial values for a subsequent step.
An option for optimization of starting values for 2D fitting is a sequential fit, where each spectrum is fitted separately in a time-saving [8] manner. However, this option may lead to violated prior knowledge along the second dimension.
The model is calculated in TD. Several minimization algorithms are available: Levenberg-Marquardt (LM) and LM with simple parameter boundary conditions (Bounded LM) [40] . L-BFGS [41] , random search [42] , conjugate direction, and conjugate gradient algorithms. The bounded LM in TD and FD was predominantly used; it enforces simple boundary constraints for all free parameters, while the other implemented algorithms either do not include parameter bounds or are slow.
Basis spectra and data processing Import of simulated or measured model spectra is implemented. GAVA [43] is used for simulations based on published parameters [44] . During import, metabolite patterns can be split at predefined locations into multiple numeric subpatterns to allow for hierarchical model spectra.
FiTAID contains standard spectral processing tools, including zero filling, phasing, apodization, frequency shifting, or eddy current correction with a reference spectrum.
File formats supported
Siemens spectroscopy DICOM format, jMRUI ASCII Text Format [3] , GAVA FITT format [43] , Siemens RAW floating point format.
Other aspects FiTAID was implemented in java. The Graphical User Interface [28] allows the user to quickly import, model, view, and fit a spectrum. During modeling, parameters can be rapidly changed with immediate visual feedback on the model.
It is planned to make FiTAID available as executable as well as open source software as soon as a stable performance on multiple platforms can be assured, some of the code has been refactored for clearer structure and as soon as a manual or tutorial is available. FiTAID allows for extension by the user to define new 2D experiments.
System requirements
Windows, Mac OSX, or Linux with JVM 1.5 or later. Minimum 1 GB memory available to FiTAID.
Source code used in FiTAID Current limitations
Among the current limitations one should mention: a) There is presently no batch-processing mode, which is a highly desirable feature in a clinical setting. b) Only the area parameter is implemented as a factor that is accessible for manipulation in the model calculation along the second dimension, changes in other parameters are currently only possible as a change in the base patterns (e.g. TE variation that affects phase and overall pattern). c) FFT, and hence frequency range selection is not implemented for the second dimension. d) No baseline elimination method other than description as a number of Voigt lines is available.
