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Estimation of States and Parameters 
in Continuous Non-linear Systems with Discrete 
Observations* 
CONNIE JEANWEEKS~AND ALAN SCHUMITZKY 
Department of Mathematics, 
Uniuersitv of Southern California, Los Angeles, California 90007 
We consider a class of continuous non-linear systems defined by the ordinary 
differential equation i =f(x, t) +g(x, t)u, where u is an unknown input 
representing noise or disturbances. The object is to estimate states and parameters 
in these systems by means of a fixed number of discrete observations 
ri = h(x(t,), ti) + nir 1 <i< m, where the vi represents unknown errors in the 
measurements yi. No statistical assumptions are made concerning the nature of the 
unknown input u or the unknown measurement errors ui. A weighted least squares 
criterion is defined as a measure of the optimal estimate. A result concerning the 
existence of solutions of the differential equation which minimize the criterion is 
presented. The necessary conditions for an optimal estimate, a set of 
Euler-Lagrange equations and multi-point discontinuous non-linear boundary 
conditions, are given. The multi-point problem is converted to an equivalent 
continuous two-point boundary value problem of larger dimension in the case in 
which the observations are assumed to be linear functions of the state. A pair of 
equivalent quasilinearization algorithms is defined for the two-point system and the 
multi-point system. Quadratic convergence for these algorithms is proved. 
1. INTRODUCTION 
The estimation of the state of physical system on the basis of imprecise or 
“noisy” measurements, is a problem of great practical importance in many 
fields of science and engineering. 
Whereas the dynamics of physical systems are naturally modeled as 
continuous, measurement of them is invariably discrete. 
In this paper we are concerned with the simultaneous estimation by means 
of discrete observations, of states and parameters of systems whose approx- 
imate continuous dynamical model is non-linear. 
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Consider the problem of estimating the state x(t) which satisfies the 
integral equation 
x(t) = x0 + (’ (f(x(s>, s> + g(x(s), s> 4s)) ds 
” 111 
on If,, t, I, (1.1) 
on the basis of the (possibly non-linear) discrete observations 
Yj = h(x(fj), li) + vj, l<i<m, 
where to < t, < ... < t,, and where 
(1.2) 
X(‘) E x, 
4.) E G@o, &J, 
x0 E R” 
yiER’ 
viER’ 
the n-dimensional absolutely continuous functions 
defined on [to, t,] with derivative in L’j(t,, t,), 
the k-dimensional L, integrable functions on [to, t,], 
is an unknown vector, 
1 < i < m, are vectors of measurements, 
f(x, t>, 0, t) 
1 < i < m, are unknown vectors representing 
measurement noise, (1.3) 
are vector functions of dimension n and r, respectively, 
continuous in both variables and with continuous 
partial derivatives with respect to x on R” x [to, tm], 
and 
g(-? 4 is an n x k matrix function continuous in both 
variables and with a continuous partial derivative 
with respect to x on R” x [to, t,,,]. 
initial guess, or a priori estimate, of x(to) = x0. If we Let m, E R” be an 
define the following criterion of performance 
J(xo,x,u)=j/xo-mm,l~o+f c ,~, I Yi - h(x(ti), li)li, 
(1 Z(i denotes the quadratic form Z’DZ) where PO > 0 is an n x n constant 
matrix, Ri > 0 are r x r constant matrices, and We(t) > 0 is a k x k 
continuous matrix function on [to, t,], such that W;‘(t) is continuous on 
[to, t,], then the state estimation problem corresponding to the integral 
equation (1.1) and observations (1.2) becomes the problem of determining 
the triple (xt, x*, u*) which minimizes the criterion (1.4) over all triples 
(x0, x, u) in the class (1.3) which satisfy the constraint (1.1). 
ESTIMATION OF STATES AND PARAMETERS 223 
The criterion (1.4) is a “weighted least squares” criterion. The term “least 
squares” refers to the object of minimizing a sum of quadratic forms. The 
term ‘weighted” refers to the weighting matrices P,, Ri, 1 < i < m, and IV,(t) 
which are chosen at the discretion of the user. 
The method of least squares estimation originated with the works of Gauss 
] 7) and Legendre [ 111. The literature concerning estimation which has 
developed since these works is enormous. Probably because of the difficulties 
in combining discrete and continuous mathematical techniques particularly 
for non-linear problems, the vast majority of the literature is concerned either 
with continuous dynamical systems with continuous observation (the 
continuous-continuous problem), or discrete dynamical systems with 
discrete observations (the discrete-discrete problem). 
When variational techniques are applied to the optimization of a least 
squares criterion in the continuous-continuous or discretediscrete cases, 
two-point boundary value problems are usually encountered. Notable papers 
which use the variational approach are [3-5, 81. We found no references to 
the variational approach to the continuous-discrete problem. 
There are several methods of numerical solution to these two-point 
boundary value problems, including iterative techniques such as the :shooting 
method and quasilinearization, and non-iterative techniques such as invariant 
imbedding. 
The application of the variational approach in the continuous-discrete 
case leads to a multi-point boundary value problem, which is introduced in 
Section 3. A result concerning the existence of optimal solutions is presented 
in Section 2. In Section 5 we convert the multi-point problem to an 
equivalent two-point boundary value problem which has the advantage of 
continuity between the endpoints. 
We solve the linear case exactly in Section 4 and 6. In Sections 7 and 8 we 
suggest quasilinearization algorithms for the multi-point and the two-point 
problem. We present an example of the quasilinearization algorithm for the 
multiipoint in Section 9. In Section 10 we prove that under certain conditions 
the algorithms converge quadratically. 
The proofs of some theorems have been omitted. Unless otherwise 
specified, they may be found in 1151, the dissertation of the first author. 
We will use the following notation: On elements of Euclidean space 1 .I 
denotes the Euclidean norm; on elements of a Banach space it denotes a 
definite, if unspecified, norm. 11. II2 denotes the L, norm of a vector on an 
appropriate interval. 
C”[a, b] and PC[a, b] denote, respectively, the continuous and piecewise 
continuous n-dimensional functions on [a, b]. Lt[a, b] denotes the K- 
dimensional L, integrable functions on [a, b]. F(X, Y) is the linear space of 
bounded linear operators on a Banach space X into a Banach space W. Y’(X) 
is 9(X,X). X is the space of absolutely continuous vector-valued functions 
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of dimension it with derivatives in L;(t,,, tf), where [t,, t/] is a specified 
interval. 
A prime (‘) denotes the vector or matrix transpose except in Section 10 
where it denotes a Frechet derivative. I, and 0, are the k x k identity and 
null matrices. If f(x, y) is a matrix or vector-valued function of the vector x 
and vector or scalar y, f,(x, y) and f,,(x, y) denote the first and second 
partial derivatives with respect to x. 
g,(x, t)u, where g(x, t) is an 12 X k Frechet differentiable matrix, and u(t) is 
a k-dimensional vector function on It,, tf], denotes the Frechet derivative of 
g(x, t)u at the point x. It is given by the matrix 
(See [ 141). 
S(Z,, r) denotes the closed ball about Z, of radius r. Other notation is as 
specified in the section in which it is found. 
2. EXISTENCE 
In order to present a result concerning the existence of a triple (x,*, x*, u*) 
which minimizes the criterion (1.4) over all triples (x,,, x, u) in an 
appropriate class, it is convenient to make the following additional 
assumptions about variables in (1.1 F( 1.4). 
(2.1) Let 
x(t,) - m, be constrained to lie in the range of P,, 
g(x, 1) be an n x n matrix function continuous in both 
variables, such that g- ‘(x; t) exists and is 
continuous in both variables on R2 X [t, , tr], and 
We(t) be a continuous n x n symmetric matrix which 
satisfies W,,(t) > LZ, for some L > 0 in R, 
and all t E I. 
(2.2) Compactness condition. Assume the integral equation (1.1) has a 
unique solution in X for each x0 E R” and u in Lg(t,, tr). This solution 
defines a mapping from Lq(fO, fr) x R” --+ C”(f,,, t,.), the continuous n- 
dimensional vector-valued functions on [t,, t,] with the sup norm. Assume 
this mapping is compact. 
Then we have the following theorem: 
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THEOREM 2.1. Under the additional assumptions (2.1-2.2) there is an 
optimal solution to the problem of minimizing the functional (1.4) subject to 
the constraint (1.1) over the class offunctions (1.3). 
Proof The proof is a direct extension of a proof by Balakrishnan in [ 11. 
3. THE NECESSARY CONDITIONS 
Consider again the problem of minimizing the functional 
J(x,, x, u) = i Ix0 - rn,lsD + f f I Yi - h(x(ti), fi)lRi 
i=l 
+ + ‘, /4#vocr, dt J (1.4) 11, 
subject to the constraint 
X(t) =x0 + 1’ (f(x(S), S> + g(x(S>, S> u(S)) ds 
. 11, 
(1.1) 
for all t in [to, t,], defined over the class of functions (1.3). 
Assume that for a given pair (x0, u(.)), the absolutely continuous function 
x(.) which satisfies the constraint (1.1) exists uniquely. 
The necessary conditions for a minimizing solution may be derived by the 
application of the Lagrange multiplier theorem using the approach of Luen- 
berger [ 12). 
DEFINITION. Let T be a continuously Frechet differentiable transfor- 
mation from an open set D in a Banach space X into a Banach space Y. If 
x0 E D is such that T/(x,) maps X onto Y, the point x0 is said to be a 
regular point of the transformation T. (Here prime (‘) denotes the Frechet 
derivative.) 
THEOREM 3.1. Let (xi, x*(e), u*(.)) minimize the functional (I .4) over 
all triplets (x0, x(.), u(.)) in the class (1.3) which satisfy the constraint (1. l), 
and assume (xt, x*(.), u*(a)) is a regular point of (1.1). Then there is an n- 
dimensional vector valued function A(t) such that x*(t) is continuous on 
It,, t,]; A(t) is continuous on [ti, ti+,), O,< i< m - 2, and on [t,-,, t,]; and 
x*(t), A(t) satisfy the differential equations 
i.*(t) = f (X*(t), t) - g(x*(t), t) w, ‘(t) g’@*(t), t) l(t) (3.1) 
n’(t) = -f :(x*(t), t) i(t) 
+ A’(t) g(x”(t), t) W,-‘(t) &.(x*(t), 4 w> 
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in [ti,tiil), O<i<m- 1, u*(t) is continuous, and U*(t) = 
-W;‘(t)g’(x*(t), t)A(t) on [ti, tj+ ,), 0 < i < m - 1. Furthermore, x*(.) and 
A(.) satisfy the following coupled boundary conditions: 
@,> = -P&*(&d - d, (3.2) 
A(t,’ ) - ,z(t;-) = h’Jx*(ti), ti) R,(yi - h(x”(t;), ti)), l<i<m-1, 
W,) = -Ux*kn)> t,) RAY, - h(x*(t,,,), fm)). 
For a proof of these conditions, see Weeks 115 1. 
4. SOLUTION OF THE LINEAR PROBLEM 
If the state dynamics and observations are linear, 
i(f) = A(t) x(f) + B(t) u(t) + f(f) g(t) on If,, f,, 1, 
J’i = Cix(ti) + l’, , 1<i<m, 
where A(f), B(t), u(f), f(f), C; and yi, 1 < i < m, are known and x(O), g(t) 
and x(t) are to be determined to minimize the performance criterion 
4 T I Yi - Cix(ti)li, + + IX(O) - m, Ii,, 
+ i jtm I g(t)liv,,ctj 4 .to 
the necessary conditions are 
lx@) 1 i 
A (t) 
i(t) = 0 
with boundary conditions 
Wd = -JWM - md, (4.2a) 
/qti’) - /z(q) = C;R,( yi - C,x(tJ), l<i<m-1, (4.2b’) 
w,> = -CP,(Y, - C,X(f,>>* (4.2~) 
If a solution to (4.1) which satisfies the boundary conditions (4.2) exists, 
it may be found algebraically (as opposed to by an iterative procedure). The 
numerical method we suggest to solve nonlinear problems requires the 
solutions of slightly more general linear systems with boundary conditions of 
the type (4.2). 
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Let t,, < t, < ... < t, and consider the differential system 
(i::i,=~i(i) iri:l jcBi(l) on [riP,,ti), l<i<m., (4.3) 
where -u(t), A(t) are vector functions of dimension n, x(t) is continuous on 
If,, t,, 1, Ai are (2~ x 2n)-dimensional matrices, defined and continuous on 
Itim )3fiJ3 1 <i<m, Bi(t) are 2n-dimensional vectors, continuous on 
Iti_ , , tiI, 1 < i < m, and s(t), A(f) satisfy the boundary conditions (4.2). 
Equation (4.2b’) may be expressed equivalently as 
It is clear that if x(to) were known, A([,) would be known from (4.2a). The 
solution to (4.2) and (4.3) may be found by alternatively integrating (4.3) 
between observation times and applying the boundary conditions. 
The object of this section is to determine a method for computing x(t,). 
Define 
0 = II,,. 
l,<i<m- 1, 
where I, denotes the k x k identity matrix and 0, denotes the k x k zero 
matrix. The zeros in vi, 0 < i < m - 1, are n-dimensional zero vectors. 
Let Qi(t) be the fundamental matrix solution of 
such that 
d+(t) = Ai @#) on Ifi- 1, li], 
@i(fi - I) = zzrr for all i, 1 < i < m. 
Then 
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Define 
and let 
yiqj= @i(ti) Bi-] @i-l(ti-,) Bi-* *‘. @j((j) Sj- 1 for j < i, 
Y, = I,, for j > i. 
THEOREM 4.1. Let x(t,) = < and let (i’,$ be the solution to the 
differential equation (4.3) which satisjies (4.2a), (4.2b). Let Yiqj, 8,, ni, 
Qi(t) be defined as above. Then 
for all i such that 1 < i ,< m, where !Pi,j, Q,!(t), yj may be computed without 
knowledge of <, and nj are known vectors. 
The proof follows in a straightforward manner by induction on i. 
In order to solve for <=.x(t,), we consider (4.5) at t, and apply the 
terminal boundary condition (4.2~). Let Yi,j, Qi, vi and yi be as in 
Theorem 4.1. Partition ‘u,., into n X n blocks, 
Define 




Let 0, be the first II coordinates of u and let uz be the last n coordinates of U. 
THEOREM 4.2. There exists a solution to the differential system (4.3) 
with boundary conditions (4.2) if and oniy I$ there exists < such that 
(Ci,,Ri,,C,~,, - CinR,C,v,J’, - v/21+ vzzf’dt 
= C;R, Y,,, - C&R,C,a, + oz. (4.6) 
Proof: Let (x(t), A(t)) be a solution to (4.3) with boundary conditions 
(4.2). Let x(t,,) = <. By Theorem 4.1, 
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Since x(t,), A(t,) satisfy (4.3~) by assumption, 
A@,,,) = C,,R,C,x(t,) - C’,R, Y,,,, 
X(G)= v/,,r- v1*2po5+ f-713 
W,)= Y*,C- v122po5+ 02. 
Hence 
C~R,C,(yl,,r-y/,,P,r+o,)-C~R,y, 
= e,r- v*2Pot+%. 
Grouping the terms containing { on the left and the others on the right we 
have 
(GnRrnC,n(~,, - v12PJ - ~21 + v22P& 
= C’,R, y, - C;R,C,u, + u2. 
Conversely, assume there exists an n-dimensional vector which satisfies 
(4.6). Define x(t,) = < and 
?w = -p,r + PO%. 
Compute a solution to (4.3) with boundary conditions (4.2b) for these initial 
conditions. 
Then by Theorem 4.1 
X(t,)=Y,,r-Yy,,P,r+u,, 
W,) = Y/2,( - v22por + 02. 
Rearranging the terms in (4.6) we have that 
C:,R,C,(W,,~-Y,~P,~-~,)-C:,R,Y,=Y~,~-Y,,P,~~-~,. 
But this is 
C:,R,C,(x(t,)) - CAR, y, = A@,). 
That is, the boundary condition (4.2~) is also satisfied. 
We have shown that if (x(t), k(t)) is a solution to (4.3) and (4.2a), (4.2b), 
the pair also satisfies (4.2~) if and only if x(t,) = r satisfies (4.6). Hence 
there exists a unique solution to (4.3) and (4.2) if and only if the inverse of 
C’,R,C, ‘i/l I - GR,Crnv,2f’o - w2r + v22Po (4.7) 
exists. I 
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We will gain further insight into the invertibility of this matrix when we 
convert the system to another form. 
Remark 4.1. Henceforth we will assume the observations are linear 
functions of the state. that is 
y; = Cix(t;) + u;. I <i<m, (4.8) 
where Cj is an (r x n)-dimensional constant matrix for each i, 1 < i < m. The 
boundary conditions (3.2) prescribed by Theorem 3.1 become the linear 
coupled conditions (4.2). 
5. THE MULTI-POINT SYSTEM AND THE TWO-POINT SYSTEM 
In order to solve the non-linear system (3.1) with linear coupled boundary 
conditions (4.2) we will suggest a quasilinearization approach to an iterative 
solution of such problems. 
Because it is more convenient to define numerical iterates and to discuss 
their convergence for continuous systems, we convert the discontinuous non- 
linear multi-point coupled boundary value problem on [t,, t,] to an 
equivalent continuous non-linear coupled two-point boundary value problem 
of larger dimension on [0, 11. Let P, , m,, R i and yi , 1 < i ,< m, be as in 
(1.3k(1.4), and let Ci be as in (4.8). 
The Multi-Point System 
Let the Multi-Point system be the 2n-dimensional differential system 
defined on 1 t,, t, ] by 
(5.1) 
Jqt) = g@(t), w t) 
where x(t) is a continuous n-dimensional vector function on Ito, t,], A(t) is 
an n-dimensional vector function continuous on [tip,, ti), 1 < i < m - 1, and 
on [t,-, , t,], fi and gj are defined and continuous on R” X R” X [tip, 7 tiJ3 
1 < i < m and x(t), A(t) satisfy 
GJ = -p&(tJ - mJy (5.2a) 
n(t+) -n(t,~) = C:Ri(yi - C’iX(ti))> l<i<m-1, (5.2b) 
Wd = -G7Rm(Ym - Ct?7kn>)~ (5.2~) 
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Remark 5.1. In the case of system (3.1), 
f,(x(t>, J(t), 1) = ./-(x(t)5 f> - g(x@), t) 6 I (f> g’(x(O, 0 W), 
gi(x(t>3 A(f)3 l> = -fl,(x(f>> ‘1 ‘Ct) + “Ct) g(x(t>3 l) 
x “0 ’ 0) g:(x(t>, t> w> 
on Iti- 1, tj), l<i<m. 
The Two-Point System 
Let the Two-Point system be the 2nm-dimensional system (X(t), A(t)) 
defined on IO, 11 such that 
R(7) = w47), A (7), 7) 
j CT>= G(X(7), z4 (7), 7) 





X(7) = (x; (5) * * * XL(s))‘, 
A(7) = (A;(7) .*. AL(z))‘, 
FV(7), A(T), 7) = (F;(K (7), A ,(7), 7) * ’ * F:,(X,(s), A,(s), T)‘)‘, 
G(X(7), A(7), 7) = (G’,K (7), A ,(7), 7) ... G’,(X,(7), A,(r), 7))‘, 
where Xi, Ai, Fi and G, are n-dimensional vector functions, Xi, Ai are 
continuous on [O, 11, and F,, Gi are defined and continuous on 
R” X R” X 10, 11 for all i, 1 < i < m, and where P is the 2nm-dimensional 
constant matrix of n x n blocks: 
(5.5a) 
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Q is the (2nm x 2nm)-dimensional matrix of n x n blocks: 
0” -** 0, On j 




C;R,C, 0, * * * 0, 
On.‘.‘.. i -I . . . . . 0, nm 
d, . * . ’ 0, ‘e,R,C, 
C is the 2nm-dimensional vector: 
(PoPI 0 e.e 0 C;R, y, .e+ ChR,y,)‘. (5.k) 
THEOREM 5.1. Let the Multi-Point system be deJned by (5.1) and (5.2) 
and the Two-Point system be defined by (5.3~(5.5). Suppose further that for 
all i, 1 < i < m and t E [ 0, 1 ] 
Fi(xi(T), ni(r), r) = (ti - t(- [)fi(xi(5)? ni(5)? e,(r)>, 
(5.6) 
Gi(Xi(r), n,(r), r) = (ti - tip 1) gi(Xi(t)y Ai( e,(r)> 
andfor tE [ti-,,ti] 
f&(t), w t> = (ti-lt. ) 
Fi(X(t)> i(t), d,(t)>, 
1-I 
(5.7) 
gi(x(t), n(t>Y t, = (ti-If. ) Gi(X(t), n(t), di(t)), r-l 
where 
ei(r) = (ti - ti- l)Z + ti- 19 d,(t) = t - ti-l . 
tiwti-, (5.8) 
Then the Multi-Point system and the Two-Point system are equivalent. That 
is : (i) if (x(t), A(t)) is a solution of the Multi-Point system, then 
xi(r> = x(ei(~>> for all t E [0, 11, 
n iC5) = A(ei(7>> for tE [O, I), (5.9) 
Ai = A@;), 
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and 
X(t) = (X\(r) * *. Xl,(t))‘, 
A(r)= (At,(r) *.-Ah(r)) 
defines a solution of the Two-Point system, and 
solution to the Two-Point system, then 
(ii) if (X(t), A(t)) is a 
x(t) = Xi(di(t)) 
l(t) = A <(di(t)) 
for tE [tip,,ti)andat t=t,, l<i<rn, 
(5.10) 
defines a solution to the Multi-Point system. (iii) Furthermore relations (5.9) 
and (5. IO) define a one-to-one correspondence between solutions of the Multi- 
Point system and the Two-Point system. 
The verification of this theorem is straightforward but tedious. Hence it 
will be omitted. 
6. THE SOLUTION OF THE TWO-POINT LINEAR SYSTEM 
We will use the Multi-Point linear system to define a solution to the Two- 
Point linear system. Consider again the Multi-Point linear system 
(4.2)-(4.3). For t E [tieI, ti], let 
Ai = (6. la) 
where Ai,jk are n x n matrix functions. Let 
Eli,,(t) = the first n rows of B,(t), 
Bi,2(t) = the last n rows of B,(t). 
(6. lb) 
Then 
i(t) =A(,, I(t)x(f) + Ai.lz(t) k(t) + Bi.l(tL 
i(t)=Ai,2k(t)X(f) +Ai.,~(t)Aft) + Bi,>(th 
on [ti-l 7 ti)Y l<i<m. 
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Define A(t) to be the 2nm X 2nm matrix of n x n blocks (6.2a): 
(the off-diagonal elements in each quadrant are zero blocks) and B(s) to be 
the 2nm-dimensional vector function: 
where ei(r) is defined by (5.8) and T, = (ti - tip,), 1 < i < m. Define 
X(r), A (5) from (x(Q, WI) as in (5.9) and let Z(z) = (X’(r)A’(t))‘. 
Then by Theorem 5.1 the differential system and boundary conditions 
i(s) = A(z) Z(r) t B(T), (6.3a) 
PZ(0) + QZ( 1) = C, (6.3b) 
with P, Q and C as defined by (5.5), are equivalent to system (4.2)-(4.3). 
Let #i(t) = 
t 
@i,l ICr> #i,l*(l) 
4i.*lCf) #i.**Ct> 1 
(6.4) 
be the fundamental matrix solution of 
d(t) = A i(f) #i(f) on Ifi- 12 fi>9 
such that @,.(ti- ,) = I,, . 
Let Q(t) be the fundamental matrix solution of 
d(s) = A(r) @P(r), (h-5) 
such that Q(O) = ZZnm. Then if A(r) is defined by (6.2a), @(t) is given by 
1 :::;;; m m m 5!2$;;;;;; T-1 :.-f+?!j ((j.(j) 
where the off-diagonal n x n blocks in each quadrant are zero blocks. 
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THEOREM 6.1. There exists a unique solution to the boundary value 
problem (6.3) if and only if 
p + Q@(l) 
is non-singular, where @(t) is defined by (6.5). 
Proof The solution of (6.3a) is 
Z(t) = @p(t) Z(0) + Q(r) \* Q-‘(s) B(s) ds. 
‘0 
Consequently the problem of choosing Z(0) so that (6.3b) is satisfied is 
equivalent to the problem of choosing Z(0) so that 
@(l)Z(O)+ @(l) \’ a--I(s)LI =G. (6.7) 
-0 
Define 
D = C - Q@(l) j’ @-r(s)B(s) ds. (6.8) 
0 
Then the problem (6.7) is equivalent to the problem of choosing Z(0) so that 
(P + Q@( 1)) Z(0) = D. (6.9) 
This problem has a unique solution Z(0) for any vector D if and only if 
P + Q@(l) is non-singular. 1 
Remark 6.1. Since by Theorem 5.1 there is a one-to-one correspondence 
between solutions of the Two-Point system (6.3) and the Multi-Point system 
(4.2)-(4.3), and by Theorem 4.2 there exists a unique solution to the Multi- 
Point system if and only if the matrix (4.7) is invertible, the requirement that 
the inverse of P + Q@(l) exists is equivalent to the requirement that the 
inverse of the matrix (4.7) exists. 
Results concerning existence and uniqueness of solutions of boundary 
value problems of the type (6.3) are found in [9]. Such results are often 
assisted by the conclusion of the following lemma: 
LEMMA 6.1. Let P and Q be the (2nm x 2nm)-dimensional constant 
matrices defined by (5.5a), (5.5b). Then ifPo (the n x n block in the upper 
left-hand corner of P) is non-singular, the (2nm x 2nm)-dimensional matrix 
(P + Q) is non-singular. 
404’8Zil 16 
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ProoJ Let 
P,, + Q,, 
‘+‘= P,,+Q,, 
P,, + Qn 
f’,, + Qn ’ 
where (Pij + Q,), i = 1, 2 and j = 1,2, are square matrices of m rows and m 
columns of n x n blocks. (P + Q) is invertible if (P,, t Q,,) is invertible and 
v= (Pn + Qd- (P,, f QzdP,, + QJ' (PII f Q,,> is invertible. 
P,, t Q,, is invertible by inspection. 
V may be shown to be non-singular by the application of block Gaussian 
elimination (see, for example, [6]) to determine a block upper triangular 
matrix of equivalent rank. I 
7. THE ALGORITHM FORTHE TWO-POINT SYSTEM 
We now define a quasilinearization algorithm for the solution of two-point 
coupled boundary value problems. In Section 10 we will prove that under 
certain assumptions the iterations defined by this algorithm converge 
quadratically to a solution. 
Consider again the differential system (5.3) with boundary conditions 
(5.4F(5.5). 
Define 
Z(r) = (X'(t) A'(r))', 
W(t), r) = (F'(Z(4, r) G'(Z(r), ~1)'. 
The differential system (5.3~(5.5) becomes 
-qr> = W(r), 51, (7.1) 
PZ(0) t QZ( 1) = C. (7.2) 
The quasilinearization technique for solving non-linear differential 
equations which satisfy a set of boundary conditions is to define a sequence 
of solutions to linear differential equations which satisfy the specified 
boundary conditions. The dynamics of the linear differential equations are 
defined to approximate the dynamics of the non-linear differential system. 
In the case of system (7.1), if the kth iterate Z”(t) has been computed, 
Zkt ‘(r) is defined to satisfy 
and 
i”“(r) = E(Zk(r), r) + E,(Zk(t), t)(zk+ ‘(t) - Z”(r)) (7.3) 
PZk+‘(0) + QZ”+‘(l)= C, (7.4) 
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where E,(Z(r), r) denotes the Jacobian matrix 
The dynamics in (7.3) are the first two terms of the Taylor series expansion 
of (7.1) evaluated at the (n + 1)st iteration expanded about the nth iteration. 
DEFINITION. Let Qcz,(r) be the fundamental matrix solution of 
In terms of the fundamental matrix (7.5) we can define the following 
algorithm. 
Algorithm I 
Step 1. Select a continuous 2nm-dimensional vector function Z”(t) 
defined on [ 0, 11 and set k = 0. 
Step 2. Compute Qczkj as defined by (7.5). 
Step 3. Compute pktl(r) and Zk+r( ) r according to formulas (7.6) and 
(7.7), below. If there is no value of Z k+1(0) such that (7.7) is satisfied, 
terminate the algorithm. Otherwise go to Step 4. 
Step 4. Replace k by k + 1 and go to Step 2. 
fik+ ‘(5) = E,(Zk(r), 5) pk+ ‘(5) + E(Zk(r), r) 
- Ez(Zk(r)T 5) z”(r), (7.6) 
pk+ ‘(0) = 0, 
or equivalently 
Pk+ ‘(t) = @w,(t) 1; @&:,(s)(E(Zk(s), s) - E,(Zk(s), s) Z”(s)) ds, 
zkfl(t) = Q@)(f) Zk+‘(0) + zk+l(t), (7.7a) 
PZk+‘(0) + QZ”+‘(l) = C. (7.7b) 
Remark 1.1. The initial solution Z,(t) need not satisfy the boundary 
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conditions (7.7b). Its sole purpose is to serve as a starting point for the 
iterative procedure. 
Remark 7.2. In Algorithm I a unique solution to (7.7) is not required. In 
Section 10 when the question of convergence is examined, a unique solution, 
or equivalently the invertibility of (P + Q@,zx,(l)) will be assumed. 
8. THE ALGORITHM FOR THE MULTI-POINT SYSTEM 
The determination of Zk+ ’ m Step 2 of Algorithm I requires the solution 
of systems of equations of possibly very large dimension. Solving such 
systems may be unwieldy and cumbersome. Therefore, particularly if the 
number of observations m is large, it is convenient to have available an 
equivalent algorithm in the multi-point form. 
The 2n-dimensional non-linear Multi-Point system (5.1) was 
i(t) = f&(t), W), t) 
I(l) = gi(x(f), n(f), f, 
on [tip,,ti) 1 <i<m, 
with boundary conditions (5.2). 
We now assume fi and gi are continuously differentiable with respect to x 
andAon [ti~,,ti],foralli, l<i<m. 
By the methods of Theorem 5.1 the Multi-Point system is converted to the 
2nm-dimensional system 
defined on [0, 11, with boundary conditions (5.4~(5.5), where X(7), /i(7), 
F(X, A, 7) and G(X, /1,7) satisfy the hypotheses of Theorem 5.1. 
Assume the kth quasilinearization iterate corresponding to the (X,n) 
system has been computed. The dynamics and boundary conditions of the 
iterate (Xk+‘,/ik+’ ) defined by Algorithm I for this system are 
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for all i, 1 < i < rn and 
By Theorem 5.1 this Two-Point system is equivalent to the Multi-Point 
system xk+‘(f), Ak+ ‘(t) of iterates which satisfy the dynamics 
.ek+ ‘(t) =fi(x”, /lk, t) + $(xk, Ak, t)(xk’ ‘(t) - xk(t)) 
a 
+ &(xk, lk, t>(Ak’ ‘(t) - Lk(t)), 
ok+ ‘(t) = gi(Xk, ok, t) + ~gi(X’, Ik, t)(Xk+ ‘(t) - Xk(t)) 
n 
+ ; gi(Xk, kk, f)(3Lk+ ‘(t) - Ak(t)) 
(8.1) 
on Iti~l,fi), 1 <i<m. 
The boundary conditions are 
lkfl(to) = -PO(Xk+l(t,) - m,), (8.2) 
A”“(li’) -kk+yt;)= C;Ri(yi- CiXkfi(fi)), 
/lk+‘(tm) = -C:,R,(y, - c,x”+‘(t,)). 
Consequently we define the following general algorithm for the Multi- 
Point system. 
Algorithm II 
Step 1. Compute an initial pair (x’(t), A”(t)) on [to, t,] which are 
continuous on (ti.. , , ti) and need not satisfy the boundary conditions. Set 
k = 0. 
Step 2. Compute a solution to (8.1) and (8.2), using, for example, the 
algebraic solution of the linear multi-point system given in Section 4. If a 
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solution to this boundary value problem does not exist, terminate the 
algorithm. Otherwise go to Step 3. 
Step 3. Letk=k+l andgotoStep2. 
9. AN EXAMPLE 
Here we give an example of Algorithm II. 
Consider the problem of estimating the scalar parameter a and the scalar 
state x(t) such that the dynamics are modeled as 
i(t) = ax(c) + u(t) 
ci=o 
on lo,21 
with two observations 
.Vi =X(i) + U/y i= 1,2, 
where u(f) is an unknown scalar function in L,(O, 2) and u,, v2 are unknown 
scalars. Suppose x, and a, are initial estimates of the state x(0) and the 
parameter a. Define the criterion of performance 
J(x(t), x(O), a, u(t)) = 4 (x(O) -x01* + $ la - ao12 
Define 
Then 
i(t) = (“‘“y’ ) + ( (l) U(f). 
The performance criterion becomes 
iIZ(O)-Z,)*++ ~*~~(i)~‘df+f~~~i-(lO)Z(i)~‘, 
-0 
where Z, = (x0 a,)‘. 
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The associated Euler-Lagrange equations and boundary conditions are 
i(t)= (yz2)- (:, 0) /l(t), 
m=- (z”;;) ; )n(o 
or 
where A(t) is a two-dimensional vector defined on [0,2], continuous on [0, 1) 
and [ 1,2] such that 
A(O) = -Z(O) t z,, 
A(l’)-1(1-)= 
( ) 
; (yi-(lo)z(l))= ( Yr-oz’(l)), 




Suppose the kth iteration (Z”(t), A”(t)) = (xk(t), ak, A:(t), A:(t)) has been 
comptuted. Define 
8, = lj 
0 0 
vo= O il i) X0 VI= O . Yl a0 0 
The Jacobian of E(Z(t), A(t), t) with respect to the vector (Z’(t) n’(t))’ is 
-n,(t) Z,(f) 0 -1 
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If we return to the (~,a) notation, 
i 
x(t) -1 0 
E 0 0 0 
0z.a.l) = 
i 
0 -A,(t) -a 0 ’ 
-A@> 0 -x(t) 0 I 
Define @“’ ‘(l) to be the fundamental matrix solution to 
t 
ak xk(t) -1 0 
0 0 0 0 
d;+‘(t)= 0 -j$q -ak 0 @f+‘@> 
(9.la) 
-n:(t) 0 -xk(t) 0 i 
such that 
@ff’(i - 1) =I, for i= 1,2. (9.lb) 
Denote thejlth coordinate of @ft ‘(t) by @f,;,‘(t). Denote thejlth coordinate 
of @“’ ‘(i) by @f,;,‘. 
Since all elements in the second row of (9. la) are zeros, 
df;; (t) = 0 forall k,1=1,2,3,4,alltE[i-l,i],andfori=1,2. 
Together with (9.1 b) this implies 
@f$‘(f) = 1 for all k, all t E [i - 1, i], i= 1, 2, 
and 
@f&‘(t) = 0 for allk,1=1,3,4,andalltE [i-l,i], i-1,2. 
This observation will save some time in computation. 
Remark 9.1. It is easily seen that in general if the rows n - p + 1 
through n of the n-dimensional state correspond to a constant, noiseless 
vector of parameters a, the (n -p + 1)st through nth rows of the 
fundamental matrices Q”“(t) will be the (n -p + 1)st through nth rows of 
. . the ‘dent’ty matrix IZ,,, for all i, and all iteration numbers k. 
For i= 1,2 on (i- 1, i) define 
P”“(t) = @f”(t) if (@f’ I(s))-’ (E(xk(s), ak, A”(s)) 
-i-l 
-E (x,,,n,(xk(s>, ak, ~k)(xk(s>T ak, A%> %(s)>‘) ds 
= @f+‘(t) 1’ (c@+‘(s))-’ ds. 
-i-l 
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Define Yk + ’ = @t”(2) f3,@:+ ‘(1). The ijth element of Ykt’ is given by 
Define 
ok+’ = Yk+‘?,lo + Q;+‘(2) q, +P:+‘(2) + Q;+‘(2) 8, p:+‘(l). 
Let 
P ktl 
(Yy - !Py - !Py + !zy) (!fy - Yy - !ly + Yy) 
= 
(Y$+’ - Yy) cul,“: ’ - !Iy) * 
P ” ’ is a (2 x 2).dimensional matrix. 
Choose a two-dimensional vector rk + ’ such that 
Having chosen 
on (0, 1 ), the (k + I )st iteration is 
and on ]1,2] 
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10. CONVERGENCE OF THE ALGORITHM 
In Section 7 we defined an algorithm for generating a solution to the 
boundary value problem (7.1) 
m = qm, f>, 
PZ(0) + QZ(1) = C. 
We now consider the question of convergence of the algorithm to a solution 
of this boundary value problem. We prove that under certain conditions the 
convergence is quadratic. (Quadratic convergence will be defined below.) We 
assume E, and E, and E,, exist and are continuous on Rznm x [0, 11. 
Remark 10.1. For our purposes the dimension of the system (7.1) is 
2nm, where n is the dimension of the state and m is the number of obser- 
vations. The algorithm and its convergence do not require that the dimension 
have this form. Thus for convenience in the remainder of this chapter we will 
refer to the dimension of the boundary value problem (7.1) as d. 
Recall the definition (7.5): @,z,(t) is the fundamental matrix solution of 
such that 
Our proof of convergence requires the assumption that, for a given sequence 
of iterates (Z”(.)), the d X d matrix 
is non-singular for each k. By Theorem 6.1 this assumption is equivalent to 
the assumption that the iterate Zk+ ’ (.) be uniquely defined in terms of Z”(a) 
on 10, l] by the differential equation and boundary conditions (7.3)-(7.4): 
ik”(s) = E(Zk(t), r) + Ez(Zk(t), 5)(Zk+ ‘(5) - Zk@)) 
PZk+‘(0) + ez”+‘<1> =@. 
The algorithm below is a restatement of Algorithm I with the exception of 
Step 3, which is the requirement that the iterates be uniquely defined in 
Step 4. 
Algorithm III 
Step 1. Select a continuous d-dimensional vector function Z”(t) defined 
on 10, l] and set k=O. 
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Step 2. Compute Q,,,,(t) as defined by (7.5). Denote Qtzk,(t) by Ok+‘(t). 
Step 3. If P + Q@‘+‘(l) is not invertible, terminate the algorithm. 
Otherwise go to Step 4. 




Compute a solution Zk + ‘(t) to 
Z k+’ = Qk+‘(t)Zk+‘(0) +pk+‘(t), (10.2) 
where Zkt ‘(0) is chosen so that 
PZk+ ‘(0) + QZk+ ‘( 1) = C. 
Step 5. Replace k by k + 1 and go to Step 2. 
(10.3) 
DEFINITION. Let Z, be a d-dimensional vector, and let Z(Z,,, t) be a 
solution to the differential equation 
-q&l 3 t) = qqz,, t), 0 
such that 
Define BC(Z,) to be the d-dimensional vector 
BC(Z,) = PZ, + QZ(Z,, 1) - C. (10.4) 
Then problem (7.1~(7.2) becomes the problem of determining a solution 
Z(t) to 
2 = E(Z, t), Z(0) = z, (10.5) 
such that 
BC(Z,) = 0. (10.6) 
DEFINITION (Quadratic Convergence). Let X be a Banach space with ’ 
norm 1.1, let Z?: D cX-r X and let Z* be a fixed point of fi. We say the 
iterative process Z k+’ = Z?(Z”) has convergence of order at least 2 (or 
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converges at least quadratically) if there is a constant Co E (0, co) such that 
any sequence of iterates (Zk} which converges to Z* satisfies 
lZk+’ -Z*/~CO~Zk-zZ*/* 
for all k > kO((Zk}). 
We now state the main theorem of this section. 
THEOREM 10.1 (The Quadratic Convergence Theorem). Let E(Z, t) be 
twice differentiable in Z with E(Z, t), E,(Z, t) and E,,(Z, t) continuous in 
both Z and t. Suppose there exists a solution Z” E Sz which satisfies 
(10.5)-(10.6) such that the matrix (P@,,,,(O) + Q@(,+,(l)) is non-singular. 
Then Algorithm III converges at least quadratically to Z”. 
Remark 10.2. The procedure used in this section to prove quadratic 
convergence is a modification of that of Banks and Groome 121. They 
considered the convergence properties of a different quasilinearization 
algorithm defined to determine the solution x*(t) which satisfies the 
dynamics 
i(t) = j-(x, t) 
and minimizes an objective functional 
J(x) = f 2 / yi - CiX(ti)12, 
i-~ I 
where f is a twice continuously differentiable non-linear function of x, and 
for each i, 1 < i < M, yi E R’ is an observation of C,x(t) at the time ti. Their 
algorithm linearizes the dynamics i(t) = f(x(t), t) about a nominal trajectory 
and finds the minimum of the objective functional for the resulting linear 
system. Banks and Groome concluded, contrary to the conventional belief, 
that unless the objective functional evaluated at the optimal solution x* had 
the value zero, the convergence at x* was not quadratic, in fact the 
convergence was at best linear (or order 1). The method of applying 
quasilinearization techniques to the Euler-Lagrange equation (3.1) and 
boundary conditions (3.2) rather than directly to the original dynamics, in 
addition to permitting consideration of noise in the dynamical model, 
provides quadratic convergence in place of linear convergence. The disad- 
vantages are that the differential equations which must be solved are of twice 
the dimension of the original system and somewhat more complicated. 
The proof proceeds in four major steps. Let 9 = Cd(O, 1) where d is the 
dimension of our equations (2nm). 
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(i) A mapping fl: J2 + 0 is defined such that ZZ(x”) = xkt ‘. 
(ii) Then it is shown that an optimal solution is a fixed point of Z7. 
(iii) A fixed point is a “point of attraction” of the algorithm, that is, if 
a member of a sequence of iterates falls within a certain neighborhood of a 
solution, the sequence will converge to the solution. 
(iv) The convergence is quadratic. 
Remark 10.3. For convenience, in this section we will denote E(.Z(t), t), 
E,(Z(t), t) and E,,(Z(t), t) by E(Z, t), E,(Z, t) and E,,(Z, t), respectively. 
(i) The DeBnition of the Mapping Il 
The goal of this section is to put Algorithm III into the standard iterative 
form 
Zk + ’ = ZqZ”) 
by defining an appropriate function LI. If we define 
ck+ ‘(f) = Qk+ ‘(t) 
c 
Zk(0) + J’ pk+ l(s)- ’ (E(Zk, s) - E,(Zk, s) Z,(s)) ds) ) 
0 
(10.7) 
then (10.2) is equivalent to 
zk+ ‘(t) = Qk+ ‘(t)(Z”’ ‘(0) - Zk(0)) + ck+ ‘(t). (10.8) 
Combining (10.7)-(10.8) with the boundary condition (10.3) one obtains 
ppk+ ‘(0)(Zki ‘(0) - Zk(0)) + ck+ ‘(0)) 
+Q(@k+‘(l)(Zk+‘(0)-Zk(O))+[k+‘(l))=C. 
Since by the hypothesis of the algorithm the iterate Zkt ’ exists only if 
(PQk+‘(0) + QQkt ‘( 1)))’ exists (recall Qkt ‘(0) = Id), we have 
Zk+‘(0) - Zk(0)= (P@“+‘(O) + Q@“+‘(l)))’ . (C -Pck+‘(0) - Qjk+‘(l)). 
This motivates the following definition : 
Define [: S2 --f LJ, M: a + L(Rd) and N: X2 --) Rd by 
&,(t) = @(z,(t) Z(O) + j’ @&)@(Z S) - EAT s) Z(s)) ds] 3 (10.9) 
0 
M(z) = J’@cz,(O) + Q@cz,(l>l (10.10) 
N(Z) = ~~~z,(O> + Qt;,z,<l> - C- (10.11) 
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Then Zkf ‘(0) - Zk(0) = --iv- ‘(Zk) N(Zk). Substitution into (10.8) yields 
zk+ ‘(t) = 4qzx,(t) M- ‘(Z”) N(Zk) + &zk,(t>. (10.12) 
Define the function n on (Z E 0: M(Z) is non-singular} into fl by 
qw) = -@m(t) M-‘(z) WZ) + L,W. 
Then (10.12) is equivalent to the standard iterative form 
Zk + ’ = zz(Z”). 
Hence we can define the following algorithm which is equivalent to 
Algorithm III : 
Algorithm IV 
Step 1. Select a continuous function Z” E 0 and set k = 0. 
Step 2. Compute Qtzk,(t) = Qkt ‘(t) according to (7.5). 
Step 3. If M(Zk) is non-singular go to Step 4. Otherwise terminate the 
algorithm. 
Step 4. Set Z kf’ = ZZ(Z”), replace k by k + 1 and go to step 2. 
(ii) The Relationship of Fixed Points to Solutions of (lOSt( 10.6) 
The first lemma establishes some properties of L&,(t) and N(Z). 
LEMMA 10.1. Let the solution Z(t) of the differential equation 
2 = E(Z, t) such that Z(0) = Z, 
exist on [O, I] for some Z, E Rd. Then &,(t) = Z(t) and N(Z) = PZ(0) + 
QZ( 1) - c = BC(Z,). 
Proof. The definition of c,,,(t) shows &,(t) exists and satisfies 
&z,(t) = MZT t) id) + -v> t> - E,K t> -w>, 
MO) = zo. 
Define w(f) = Z(t) - &,(t) on [0, 11. Then 
h(C) = q-5 q 4) and 
which implies w(t) = (0). 
w(0) = 0 
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Thus 
By definition 
w> = rcz,(t) on [0, I]. 
N(z) = &,P) + Qt;,z,(l> - C. 
By (10.13) this is 
PZ(0) + QZ( 1) - C = BC(Z,). 1 
(10.13) 
The next lemma establishes the equivalence between solutions of 
(lOSk(10.6) and fixed points of 17. 
LEMMA 10.2. Let Z* E (Z E M: M(Z) is non-singular). Then Z* is a 
fixed point of ll if and on/y if Z* satisfies 
i*(t) = E(Z”, t) 
and 
BC(Z”(0)) = 0. 
ProoJ: Suppose ZI(Z*) = Z*. 
z*(t) = Q,,*,(t) M-v*) N(z*) + i(z*,(o 
Evaluating at t = 0 
Therefore 
z*(o) = hi- yz*> N(Z*) + z*(o). 
N(Z”) = 0 and z*(t) = i,z*,(t>, 
i*(t) = &*,(t) = E,(Z*, t> &z*,(t) + Jqz*, 1) 
- E,(Z*, t) z*(t) = qz*, t). 
(10.14) 
Thus Z*(t) satisfies the differential equation (10.5). By the definition of N 
N(Z*) = PZ*(O) + QZ*(l) - C = BC(Z*(O)), 
which from (10.14) = 0. Thus Z* also satisfies (10.6). The converse follows 
from Lemma 10.1. I 
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(iii) Fixed Points Are Attractive 
DEFINITION (A Point of Attraction). Let X be a Banach space and let 
Z7: D c X-+X. Then Z* is a point of attraction of the iteration scheme 
Z ki-’ = n(Z”) if there is an open neighborhood S c D of Z* such that for 
any Z, in S, the iterates Zk lie in D and converge to Z*. 
Remark 10.4. For convenience in the remainder of this section a prime 
(‘) will indicate the Frechet derivative of a mapping with respect to Z. 
We will use Ostrowski’s theorem, stated below, to demonstrate that if 
M(Z) is non-singular in a neighborhood of a solution Z* of the problem 
(10.5)-(10.6), the Z* is a point of attraction of Algorithm IV. 
THEOREM 10.2 (Ostrowski’s Theorem). Let X be a Banach space, and 
suppose the mapping II: D c X+X has fixed point Z* in the interior of D 
and is Frechet dtjjferentiable at Z *. If the spectral radius of II’ satisfies 
p(n’(z*)) = u < 1, 
then Z* is a point of attraction of the iterative scheme Zkt ’ = IZ(Z”). 
Proof: Kitchen [ 10). 
We will show that l7 is Frechet differentiable and that in fact ZZ’(Z*) = 0. 
THEOREM 10.3. Let E(Z, t) be continuously dfferentiable in Z on 
Rd x (0, 11. Suppose there exists Z$ E Rd such that BC(Z,*) = 0. Let 
Z*(t) = Z(t, Z,*), the solution to (10.5) with initial value Z*(O) = Z$. 
Zf M(Z*) is non-singular then Z* is a point of attraction of Algorithm III 
(or equivalently Algorithm IV). 
The proof requires the next four lemmas. The first three of these are 
concerned with establishing the existence of a neighborhood of Z* in which 
II is well defined and continuous. 
LEMMA 10.3. The mappings Z + Gcz,, Z + Qc;i and Z-+ ctz, map 
bounded sets into bounded sets and are continuous. 
ProoJ Banks and Groome (21. 
LEMMA 10.4. Let X, Y and Z be Banach spaces and suppose the map 
x+ A(x) of X into L(Y, Z) is continuous at x,. If A(x,) has a bounded 
inverse, then A(x) has a bounded inverse for all x E S = S(x,, 6) for some 
6>0. Moreover, sup(lA(x))‘I:xES}< 03 and the map x+A(x))’ is 
continuous at x0. 
Proof Banks and Groome [2]. 
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LEMMA 10.5. Suppose M is non-singular at some point Z”. Then there 
exists 6 > 0 such that l7 is well defined for Z in s(Z”, 8). 
Proof: By hypothesis M has a bounded inverse. From Lemma 10.3 and 
the definition of M, Z + M(Z) is continuous. Hence Lemma 10.4 ensures the 
existence of a 6 > 0 such that M(Z) has a uniformly bounded inverse on 
IIZ - Z”IJ < 6. Thus IZ is well defined for 
(IZ-Z”l) (6. I 
The next lemma yields the form of the Frichet derivative of [ with respect 
to Z at a fixed point. 
LEMMA 10.6. The mapping Z + ccz, is continuously dtyferentiable and 
i;z, h(t) = @,z,(t) h(O) + \’ @(z:(s) J%(Z s> WK,&) - Z(s)] ds) -0 
ProoJ Banks and Groome [2]. 
COROLLARY 10.1. Let Z* be a fixed point of l7. Then &, is differen- 
tiable with respect to Z at Z” and 
Proof of Theorem 10.3. By Lemma 10.5 there exists an a > 0 such that 
for ]/h 11 < 6, M-‘(Z* + h) exists and is bounded, and lZ(Z* + h) is well 
defined. Lemma 10.3 implies that, given E, there exists r,(e) such that 
II @(Zd +/A.) - @wk)Il < E and jM(Z* + h) -M(Z*)I < E 
for all variations h(t) E D such that ]/h 11 < r,(s). 
Corollary 10.1 implies that there exists r*(e) such that 
IN(Z* + h) - N(Z*) - M(Z*) h(O)1 < E II h/l 
and 
II i,r + h) - CW’) - C;z~,hll < E Ilhll 
for all variations h(t) E 0 such that I] hi/ < rz(s). 
Let 
r = min@, r,(E), r2(e>>, 
D= (h(.)ER:Ilhll <r), 
409;xz:I I7 
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and let 
k = sup(lM-‘(Z* + /I)[, II @(,*+,,I/: h (5 DJ. 
Then 
jln(z* + h) - II(z = 11 -@(p +h)M- ‘(Z” + h) N(Z* + h) 
+ r(L*+h) + @,z*, M~‘(Z*)N(Z*)-r,,.,ll. 
Recalling Corollary 10.1, and Lemma 10.2 in which it was shown that 
N(Z*) = 0, we have 
II nz* + h) - mz*)ll 
G II@ (z*+h)M-v* + h)NZ” t h) - @P,,*,V)ll 
+ Ilc~z‘+ht - r(z*) - G,*,hll 
</I@ (Z’th) - Q(T) II I WI 
+ II Qi cz‘+h+G+h, N(Z* + h) - M(Z*) h(O)11 
f II@ (z*+hJ”-‘tZ* + h)li tI”cZ*) h(o) - cz* -+ h) h(o)ll 
+ II< (Z'th) -&z*, - r;Jll 
< (2 t 2k*)e )I h 1) = O(h) as llhll+O, 
hence ZI’(Z*) = 0. 
By Ostrowski’s theorem there is an open neighborhood S of Z* such that 
for Z” E S the iterates Zk+’ = n(Z”) remain in D and converge to Z*. 1 
(iv) Quadratic Convergence 
We come to the proof of Theorem 10.1, the Quadratic Convergence 
Theorem. The basis of the quadratic convergence proof will be the following 
lemma. 
LEMMA 10.7. Let Y be a Banach space and let fi: D c Y-+ Y. Suppose 
Z?(y*) = y* E int(D), fi is continuously differentiable in some neighborhood 
of Y*Y Z7”(y*) exists and n’(y*) = 0. Then the iterative process 
4’ “’ = fi( y”) converges at least quadratically at y*. 
Proof. Ortega and Rheinboldt [ 131. 
In order to use Lemma 10.7 it remains to be shown that LV’(Z*) exists 
and that Z7(Z*) is continuously differentiable in a neighborhood of Z*. 
The next lemmas establish the continuous differentiability of n(Z) in an 
neighborhood of a point where A4 is non-singular. 
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LEMMA 10.8. The mapping Z+ Qcz, is continuously differentiable and 
@(Z:(Wzz(Z~ s) h(s) @cz,(s)ds. (10.15) 
Let (Et,, h)(t) denote the right-hand side of (10.15). 
LEMMA 10.9. Let X, Y, and Z be Banach spaces and let x + A(x) be a 
map of X into L(Y, Z). If A is d@rentiable at x and A(x) has a bounded 
inverse A(x))‘, then A(x)-’ is dtfirentiable at x and for h E Y 
(-&A-‘(x))h = -A(x)-’ A’(x) hA(x)-‘. 
LEMMA 10.10. Let X, Y and Z be Banach spaces. Suppose 
g: X + L(Y, Z) is continuous at x, and h : X + Y is differentiable at x0. If 
h(x’) = 0 then g(x) h(x) is differentiable at x0, with 
i ) $ (g(x) h(x)),, =g(x’) h’(x’). 
The proofs of these lemmas are found in Banks and Groome [2]. 
Proof of the Quadratic Convergence Theorem (Theorem 10.1). Since 
M(Z) = P@(,,(O) + Q@(,,(l), Lemma 10.8 implies A4 is continuously 
differentiable with respect to Z. Similarly, since N(Z) = 
P&,(O) + Q[,,,( 1) - C, Lemma 10.6 implies N(Z) is continuously differen- 
tiable with respect to Z. These conclusions together with Lemma 10.9 imply 
that if M(Z) is non-singular at a point Z”, 
wq = -@(z,(t) M- ‘(Z) w? + &z,(f) 
has a continuous derivative throughout some neighborhood of Z”. 
Lemma 10.6 states that if h(t) E 0, 
&h(t) = @w(t) ( h(O) +1’ @ii;(s) E,,(Z s) WK,,,(s) - Z(s)) ds) .0 
@,z,(t) h(0) is differentiable with respect to Z from Lemma 10.8. The 
quantity under the integral sign is differentiable by applying Lemma 10.10 
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with the h in the lemma equal to &, -Z. Therefore (d2/dZ2) C,;?, exists at 
z = z*. It follows: 
N'GV = PC;,, W + Qr;,, h(l), 
N”(Z) hv = PC&, h(0) v(O) + QC;;, h( 1) v(l), 
so N”(Z) exists. 
Applying Lemma 10.9 to n(Z), we have 
zz’(Z)h = 4(,, hlw(Z) N(Z) - @(,,(W(Z) N’(Z)h) 
+ @(Z,W ‘(Z) M’(Z) /a- ‘w W)) + 5;z, h. 
The lirst and third terms are differentiable at Z* by applying Lemma 10.10 
since N(Z*) = 0. The second term is differentiable because Qtz,M-‘(Z) and 
N’(Z) are each differentiable. The fourth term was concluded differentiable 
earlier in this proof. Therefore ZI”(Z*) exists. The theorem follows from 
Lemma 10.7. I 
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