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Abstract-We present a globally convergent algorithm, which has been implemented interactively, for 
the total, or partial, factorisation of a polynomial. Initially, a region is found containing all the zeros of 
a polynomial. A parallel search algorithm is then used to locate successively smaller regions containing 
zeros. This continues until it is possible to estimate the multiplicities of the zeros reliably when a rapidly 
converging Iteration Function (IF) takes over. At this point the user, using an interactive terminal, can 
elect to investigate further all of the zeros, or only those in certain regions. The IF is selected from a 
class of such functions which exhibit certain desirable mathematical and computational properties. A 
synopsis of computational results is given. 
INTRODUCTION 
The work briefly described in this paper arose out of our requirement for a suitable test harness 
with which to monitor our work on Iteration Functions (IF)[ 1, 21. At this time we were using 
a CDC 6600 computer running the NOS/BE operating system at the University of London 
Computer Centre (ULCC) to obtain our numerical results via remote job entry (batch) work- 
stations. 
In 1980 the department acquired a PDP- 11/34 computer on which to run the UNIX operating 
system and, at about the same time, we obtained a rather ancient Tektronix 4010 graphics 
terminal. Our first intention at this time was to use the graphics terminal to monitor the 
convergence properties of our IF, but it soon became apparent that we could just as easily 
monitor the initial search phase as well. This interest led us to investigate global search algorithms 
in more detail to complement our work on IF. The progression to interactive monitoring was 
an obvious step. 
Hereinafter, this paper is organised as follows. First, we introduce an initial inclusion 
region containing all the zeros of a given polynomial, and then we describe in some detail the 
interactive search phase which yields initial approximations to all or some of the zeros together 
with estimates of their respective multiplicities. Then, we very briefly describe how the aforesaid 
initial approximations can be iteratively improved using certain high-order IF. We then give a 
synopsis of our computational results and experience, and finally we conclude with some 
comments on the appropriate computing environment that would enhance the research being 
carried out, and indicate its future directions. 
INITIAL INCLUSION REGION 
Given the polynomial 
p(z) = a,,z” + a,,_$- + * - . + a,z + a, 
= a,, fi (z - a,)‘“, (N 5 n), (1) 
1=1 
where the coefficients {a,} are, in general, complex numbers, and the zeros {(Y,} have multiplicites 
{tn,}, we first scale p(z) to manic form, i.e. the coefficient of z” equals unity, and then we 
remove any zeros at the origin by shifting down the coefficients. From our experience, unlike 
Dunaway[3]. no other scaling of coefficients has been found necessary. 
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We then determine a circle about the origin containing all the remaining zeros. This circle 
is given by the equation[4] 
IZI = 2K, (2) 
where 
n-1 
K = max ]a,/~,(“(“-~). 
i=o 
It is possible to use other similar formulae[5, 61 and take the minimum radius found, but 
(2) has been found to be sufficient and satisfactory in practice. 
Our initial inclusion region is taken to be the smallest possible square containing the circle 
given by (2). This is illustrated in Fig. 1. The particular orientation chosen avoids potential 
difficulties with real zeros lying along a common boundary. 
Our reasons for using squares rather than circles as inclusion regions will become apparent 
in due course. 
INTERACTIVE SEARCH PHASE 
Starting with the initial inclusion region above we proceed, interactively, to find a sequence 
of successively smaller regions, each containing one or more zeros of the polynomial p(z). To 
achieve this we require two fundamental components which we now describe. 
The covering scheme 
In our current version of the covering scheme each region of interest (i.e. known to contain 
zeros) is covered completely by four uniform regions as shown in Fig. 2. One immediate 
advantage of using squares as inclusion regions is that there is no overlap. 
There are obviously many other possible covering schemes, based on different inclusion 
regions. For example, Fig. 3 illustrates a circular inclusion region covered by seven smaller 
Fig. 1. Initial inclusion square. 
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Fig. 2. Square covering scheme. 
Fig. 3. Uniform circular covering scheme 
598 M. R. FARMER and G. LOIZOU 
uniform circles, while Fig. 4 illustrates another circular inclusion region, but this time utilizing 
a nonuniform covering scheme of eight circles, first described by Fr;<dli[7]. 
There is no reason in principle why the inclusion regions have to be of the same size. It 
is merely convenient at present. 
In our case we note that each time our covering scheme (Fig. 2) is applied the semidiagonal 
is halved; this is achieved by employing only four square inclusion regions. Seven circular 
inclusion regions would be necessary to achieve the same rate of covering, i.e. to halve the 
corresponding semidiagonal of the circular inclusion region (Fig. 3). 
The inclusion rest 
There are a number of possible inclusion tests that we could employ. Ideally, we should 
use one that does not require a great deal of computation time as it will be invoked many times. 
Since our inclusion region is a square, the best inclusion test would be one that computed the 
number of zeros in a given square. To our knowledge, only Wilf[S], and Krishnamurthy and 
Venkateswaran[9] have proposed such inclusion tests. However, our main worry is that such 
tests either experience the problem of inconclusive results or involve a disproportionate amount 
of computation in order to achieve the desired effect. 
The remaining inclusion tests that have so far appeared in the literature are concerned with 
the unit circle. Stewart[ lo] has shown that there are no particular problems involved in trans- 
forming an arbitrary circle in the complex plane into the unit circle. A particularly simple 
inclusion test is that originally derived by Lehmer[ 111 and subsequently improved (computa- 
tionally) by Stewart. From our point of view, a disadvantage of this inclusion test is that it only 
detects the presence of zeros in the unit circle, not how many are present. 
The inclusion test we currently employ was originally proposed by Marden (see [ 121, p. 
157); it has the advantage of guaranteeing a count for the number of zeros in the unit circle. 
In fact, Marden describes a long-forgotten transformation of the unit circle in order to guarantee 
a result. As with other inclusion tests, this situation occurs whenever zeros are actually on the 
Fig. 4. Nonuniform circular covering scheme. 
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Fig. 5. The two hatched squares “contain” a zero (indicated by a cross) due to the circular inclusion test. A 
square with semidiagonal equal to the prescribed tolerance centred on the upper square (indicated by dotted 
lines) subsumes the lower square as well. 
circumference of the circle. We remark at this juncture that it is possible that other inclusion 
tests, such as that of Gargantini and Mtinzner[ 131, could be used instead of Marden’s test. 
In the case of our covering scheme we believe that the overhead of carrying a few redundant 
squares over the first few iterations of the interactive search phase is adequately compensated 
for by our faster inclusion test. This has been borne out by the test results of our computational 
experiments. 
Given these two components, the interactive search phase is straightforward: 
(a) Cover each region of interest with a number of smaller regions. 
(b) Using any appropriate inclusion test, determine which of these smaller regions still 
contain zeros, discarding any that do not. 
(c) Repeat steps (a) and (b) until a prescribed tolerance for the semidiagonals is reached. 
Continue for one more “iteration” so that the squares have a semidiagonal less than half the 
specified tolerance. Then compute which squares can be subsumed within others having a 
semidiagonal equal to the prescribed tolerance. This last point is illustrated in Fig. 5. 
The disadvantage of using a circular inclusion test when our inclusion regions are squares 
cannot be overlooked. During the first few iterations of the interactive search phase there will 
be some overlap when testing adjoining squares. However, a simple calculation demonstrates 
that the total area of overlap is minimal when each square region is subdivided into four. 
As the semidiagonals of the square inclusion regions are monotonically decreasing, the 
centres of these regions are successive (but not necessarily monotonic) approximations to the 
zeros themselves of (1). Therefore, to aid the interactive user, after steps (a) and (b) above, 
each region of interest is displayed on the graphics terminal with two integers printed at its 
centre: 
(i) The number of zeros contained in the region as determined by our inclusion test[ 121. 
(ii) An estimate of the multiplicity, where the centre of each region is taken as an ap- 
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proximation to a zero. The particular limiting formula : that we use, that of Lagouanelle[ 141, 
is given by 
1 
m, = lim - 
:c-(l, u’(z,) ’ 
lsisN, (3) 
where u(z) = p(z)/p’(z). 
Other similar formulae can be found in the literature[4, 15, 161, but again our choice of 
(3) has proved very satisfactory so far. 
At this point the user can decide whether to continue the interactive search phase or to 
accelerate convergence using iterative improvement. In our experience, once the two counts (i) 
and (ii) above, agree for each inclusion region, it is safe to use iterative improvement. In 
addition, the user can, at this point also, decide to drop some inclusion regions and thus 
concentrate only on a subset of zeros which are of particular interest. 
ITERATIVE IMPROVEMENT 
In [l] we derived a class of IF which can be used to improve simultaneously approximations 
to some, or all, of the zeros of p(z). This class of IF was later generalized[2] to deal with 
multiple zeros. 
We have recently derived a new class of multipoint IF[17] based on these earlier IF, but 
with improved informational efficiency[ 151. The particular IF[ 171 we use to iteratively improve 
approximations to the zeros of p(z), obtained at the end of the interactive search phase, is given 
by 
2,. = 
m,.u(z,.) 
z,. - 
1 - u(z,.) i 
(4) 
mi 
;=I Z,. - Z; +  f?ljU(Zi) 
,+I 
wherez,.,v= I,2 ,..., N, is an approximation to (Y,, and i,. is the next approximation to it 
using any IF, in this case the right-hand side of (4). 
This fourth-order IF improves the approximations in parallel, whereas the corresponding 
serial IF is given by 
mdz,) 
z,. = Z” - 
1 
v- I 
+ i=$+, z, - z. T m.u(z.) I’ 
(5) 
1 - U(Z”) 2 mi 
i=, Z,. - 2i + m;u(i,) t , I I 
The advantage of the serial IF over the corresponding parallel IF is improved convergence. 
This has been fully investigated elsewhere[ 1, 2, 171. 
COMPUTATIONAL RESULTS AND EXPERIENCE 
As mentioned in [I] and [2], preliminary versions of our algorithm were programmed in 
both single- and double-precision FORTRAN and run on a CDC 6600 at ULCC. On moving 
the relevant programs over to UNIX we decided to reprogram them in C[ 181 as this gave us a 
cleaner interface to both the graphics library and a multiple-precision library[ 191. Any interested 
reader can obtain a copy of these programs from the authors. 
We have tested our algorithm on a wide range of test polynomials taken from [3] and [20- 
261. These polynomials have degrees ranging from 2 to 57, and zeros with multiplicities ranging 
from 1 to 6. 
fThe actual computation of (3) is I /round ([u’(z,)l). 
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Fig. 6. Eight squares “containing” zeros after seven iterations of the search phase (solid lines) subsumed into 
four squares (dotted lines). 
In order to illustrate the effectiveness of our algorithm, we give below the results obtained 
for the polynomial 
p(2) = (22 + 2 + 2)4(22 + z + 3)4 
taken from Ref. 22 (cf. Ref. 3). Figure 6 illustrates an intermediate stage of the search phase. 
Although we have located four regions containing the four zeros of p(z), our algorithm yields 
the following values (normally displayed on the terminal) for the two counts referred to earlier: 
(i) Each region contains eight zeros -this is because of the substantial overlap (squares 
indicated by dotted lines in Fig. 6). 
(ii) Two regions have, at their centres, estimated multiplicity six, the other two eight- 
this is because the centres are still not close enough to the actual zeros for the limiting formula 
(3) to yield the correct value. 
Since counts (i) and (ii) above differ, the search phase is continued. After further application 
of the search phase, the regions separate, yielding four regions each containing a zero of 
multiplicity four; the centres of these regions provide the initial values [in fact, approximations, 
correct to about one decimal place, to the zeros of p(z)] for iterative improvement. 
Table l,, which follows, gives the computed values of the zeros after two iterations using 
the IF given by (4). 
Our implementation of the algorithm has been found to be very effective in practice in 
successfully locating multiple zeros see [27-291. In general, either a third-order IF [see (28) in 
Ref. 21 or the fourth-order IF, given by (4) [or (5)], gives rapid convergence in the iterative 
improvement phase. 
If the user decides to concentrate on a subset of the zeros during the interactive search 
phase then this phase, in general, runs faster as there are fewer regions to consider. However. 
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Table I. Computed values of the zeros of p(:) 
Real part Imaginary part 
I -0.500,ooo,ooo,oixl.00 1.658.312.395.177.70 
2 -0500,ooo,ooo,oocl,M 1.322,875,655.532.30 
3 -0.500.ooo,Gflo,ooo.00 - I .322.875,655,532.29 
4 - 0.499,999,999,999,98 - 1.658.312.395.177.64 
the IF used in the iterative improvement phase will suffer a drop of one in their order of 
convergence when used for partial factorisation. This usually means an extra iteration or two 
at most. 
CONCLUSIONS 
The algorithm we have described has proved very successful in locating the zeros of a 
polynomial. Stability[26] of the algorithm has proved very satisfactory because the polynomial 
is only perturbed during the interactive search phase when high accuracy is not required, and 
iterative improvement is carried out with the oritinal polynomial coefficients (i.e. there is no 
deflation). 
UNIX has proved to be an excellent programming environment, though the C programming 
language has demonstrated that it is far from ideal for developing numerical software such as 
we have described. The on-line debugging aid, a&[ 191, has become an essential component 
of our toolbox. The Tektronix 4010 graphics terminal provided excellent stimulation for us to 
progress with new research on global search algorithms. In fact, our recent upgrade to a PDP- 
11/44 with hardware floating-point unit has enabled us to tackle more adventurous interactive 
programs than we would have thought possible not so long ago. 
There is still a lot of work to be done. Colour graphics would be very nice for displaying 
detailed information on the screen. We are still working on the problems involved when clusters 
are present; the question of distinguishing a cluster from a multiple zero has been tackled 
theoretically by Ostrowski[30] and more recently by Hoffman[31]. The development of a 
software facility that would enlarge a region of interest, where clusters may be suspected, and 
display it on the screen would be an essential tool in dealing with clusters reliably and efficiently. 
We would like to extend our current work to deal with both zeros and poles of nonlinear 
equations, in general, since the determination of multiple solutions of such functions arises, for 
example, in the design of nonlinear circuits[27] and elsewhere[32]. 
Finally, now that computers are becoming faster and cheaper with more memory available, 
we envisage a revival of the exhaustic search techniques. One aspect of this that we are currently 
pursuing is the plotting of zeros and poles as described many years ago by Larkin[33]. 
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