1. Introduction {#S0001}
===============

Driver's sleepiness is a most important factor of many road accidents. According to the National Sleep Foundation, around 51% of drivers have driven a vehicle while feeling drowsy and 17% have fallen asleep behind the wheel that cause up to 100,000 crashes are related to drowsiness and sleepiness annually and each year more than 1,500 fatalities are associated with such crashes (McCartt, Ribner, Pack, & Hammer, [@CIT0004]). Driving is a complex task involving distinct cognitive, perceptual, motor and decision-making skills (Reddy, Basir, & Leat, [@CIT0007]). The ability to make decisions in driving reduces to 50% if attention or the alertness decreases by the sleep deprivation. An appropriate level of alertness is essential to guarantee the safekeeping of the driver and the other road users. Reducing the extent of sleepy driving problem is critical to improve the safety of roads and highways \[McCartt, Ribner, Pack, & Hammer, [@CIT0004]).

Today, the methods to prevent such accidents are more effective than the methods of protection from the collisions (McCartt, Ribner, Pack, & Hammer, [@CIT0004]). Available techniques for detecting drowsiness and sleepiness in drivers can be generally divided into the following categories: sensing of driver operation, sensing of vehicle response, monitoring the response of driver, ranging from lane detection mechanisms, traffic analysis vision systems, sensing of physiological characteristics and tiredness estimation systems (Grace, Byrne, Bierman, Legrand, [@CIT0001], Papadelis, [@CIT0006]).

Physiological methods could involve changes in heart rate, the open/closed states of the eyes and electroencephalographic (EEG). EEG signals are shown to have a positive correlation with sleep patterns \[Papadelis, [@CIT0006]; Johns, [@CIT0002]). They have been shown to be more effective than eye activity based methods in tracking instantaneous fluctuations, on shorter time windows (Resalat, Saba, Afdideh, & Heidarnejad, [@CIT0008]). External stimuli representation to a person causes variations in his/her brain waves called evoked potentials (VEP). VEP is a noninvasive, new, simple and cheep technique to check the alertness of drivers. Steady-State VEP (SSVEPs) and pattern Onset/Offset VEP (POVEP) extract from the VEP signals. SSVEPs are one of the most important EEG signals used in Human Computer Interface (HCI) systems. These signals are generated by looking at flickering external light sources with frequency ranging from 4 to 75 Hz that stimulating the central part of the retina generated by the human visual cortex. The pattern Onset/Offset VEP (POVEP) is generated when a sudden flash is confronted to the vision system (Resalat, Saba, Afdideh, & Heidarnejad, [@CIT0008]; Muller-Putz, Scherer, Brauneis, & Pfurtscheller, [@CIT0005]). It is seen that the SSVEP is related to the attention level.

In the last decade, researcher proposed new techniques to driver's monitoring and prevent of sleepiness. Daimler-Chrysler has developed a driver alertness system, which evaluates the EEG patterns of the driver under stress (Reddy, Basir, & Leat, [@CIT0007]). C.T. Lin proposed a system using the EEG signals of the driver during a driving simulation (Lin, Wu, Ruei-Cheng, Liang, Chao, Chen, Jung, [@CIT0003]). B. S. Reddy designed a simulated environment in the laboratory to estimate the attention level of drivers. They used a CRT monitor and an LED to generate SSVEPs and POVEPs, respectively. They found that lower accuracy levels corresponding to non-attentive situation have higher Shannon and Renyi entropy. In addition, they used an external light source of 10 Hz that caused confusion, distraction and eye tiredness in person, also the position of the LED which produces POVEPs is almost in the direct view of the driver. Beside of those, the CRT monitor that made flickering light sources is probably difficult to be implemented in a car and it is expensive. To overcome these problems, Resalat, Saba, & Afdideh ([@CIT0009]), implement a new practical driver's sleepiness detection system with single and paired LEDs based on SSVEPs. They classify closed eyes and opened eyes with extracted Fourier transform (FT) and power spectrum density (PSD). The linear discriminate analysis (LDA) and support vector machine (SVM) was used for classifier. The result of it for short time sleepiness detection is not satisfactory.

In this research, we will try to improve and enhance the short time detection of the closed eye patterns in terms of the accuracy from Resalat, et al. database. We use new features and better classifiers to get desirable results. According to our results, with the use of new features and the Artificial Neural Network (ANN) classifier, the detection rate of the sleepiness increases.

2. Methods {#S0002}
==========

In this research, the database of Resalat, Saba, & Afdideh ([@CIT0009]), is used. The data was recorded in a laboratory close to the situations existing in a car. To accommodate each subject to the real situation, the environmental lights are on.

The LEDs are placed in all four main directions. These LEDs are not within the driver's main point of view. [Fig. 1](#F0001){ref-type="fig"} demonstrates the experimental setup proposed in this study. Four flickering white LEDs are fixed in four main directions. The lights of the LEDs enter the visual field of each subject in 45° either horizontally or vertically while they are in a plane, 10 cm away from the subject, as seen in [Fig. 1](#F0001){ref-type="fig"}. The background luminance of the experiment was around 150 cd/m2 while the source luminance was around 800 cd/m2 for various subjects and at different EEG-recording sessions. Therefore, the modulation depth is 68% (Wu, Lai, Xia, Wu, & Yao, [@CIT0010]). The second proposed experimental setup is the same as the first one except that the number of LEDs at each direction is doubled. The modulation depth in this state is 95%. [Fig. 1](#F0001){ref-type="fig"} demonstrates the second experimental setup proposed in this study.

![The position of the LEDs and electrodes in the second experimental setup. The left and the right images are the projection of the setup in sagittal and transverse planes, respectively.](BCN-5-022-g001){#F0001}

As it can be seen in [Fig. 1](#F0001){ref-type="fig"} and according to the international 10-20 system for EEG recording, the positive, reference and ground electrodes are placed over the Oz, the Fz and the right ear lobe, respectively. EEG signal acquisition is performed by ProComp Infiniti™ device. The sampling frequency of the EEG recording system was 1000 Hz. Five subjects with normal eyesight participated in the experiments that were carried out in the Biomedical Engineering Laboratory of the Science and Research Branch of the Islamic Azad University (Resalat, Saba, & Afdideh, [@CIT0009]).

Each subject was instructed to gaze directly to the center of the LED's plane, for 5 sessions each of 1 minute. Therefore, 5 minutes data is recorded with the open-eyes. The same procedure was accomplished with the close-eyes within the same recording time. Both situations were performed in the presence of twinkling LEDs and the frequency of all LEDs was set at 15 Hz and 20 Hz. Lower frequencies is not chosen because they can afflict the human eyes due to their discontinuity flickers and distraction of the driver's attention. These trials were repeated for the two proposed experimental setups.

Pattern recognition consists of two steps. At the first step features are extracted from the signals in such a way that represent the signal very well. These features should contain all important information about the signal. Then according to a tradeoff between required accuracy and computation cost, a smaller number of meaningful features are selected. The second step is the classification, i.e. a specific pattern is allocated to a class based on the characteristic features selected for it.

In order to evaluate the proposed system in real-time applications, three temporal durations (sweeps) of 0.5, 1 and 2 seconds were considered. Each 5-minute data is divided into non-overlapping segments with the length equal to each sweep. For example, considering the sweep length of 1 second, each 300 seconds (5-minute) data has 300 observations. Therefore, 300 segments are available for the opened eyes and 300 ones for the closed eyes for each subject. Finally we extracted Fourier transform (FT) and power spectrum density (PSD) features and their harmonics in the Fourier domain.

**• FFT-Based Feature:** This feature computes the absolute value of the Fast Fourier Transform (FFT) of each observation and divides it by N, which is the total amount of samples in frequency domain, then selects the amplitudes of the main frequencies, the mathematical representation is as follows:$$feature = \frac{\left. \mid{FFT\left\{ x_{n} \right\}}\mid \right._{f = MF}}{N}$$

Where ∣•∣ is the absolute operator, FFT{•} is the Discrete Fourier Transform, is the segmented data in each sweep length, f is the frequency, MF is the main twinkling frequency and their harmonics (15 Hz or 20 Hz) and N is the total number of samples in frequency domain.

**• PSD-Based Feature:** This feature computes the Power Spectral Density (PSD) of each observation through the Fourier transform of the autocorrelation of each observation. The formula is as follows:$$feature = \frac{\left. \mid{FFT\left\{ R_{xx}^{n} \right\}}\mid \right._{f = MF}}{N}$$

Where $R_{xx}^{n}$ is the autocorrelation function of the *n~th~* segment *x~n~ (t)*

In the phase of classification, Multilayer perceptron (MLP) and radial basis function (RBF) neural network was used. ANN is simple models of the biological nervous system. They are made up of large number of simple and highly interconnected processing elements (called nodes or artificial neurons) normally arranged in a layered structure. ANNs are extensively used in biomedical field of modeling, data analysis, and diagnostic classification.

A Multilayer Perceptron (MLP) neural network is an adaptive system with a training algorithm that changes weights to minimize the error between the target and the network's output. The training process is continued until a predefined minimum of the output error is achieved. In this study, the Levenberg-- Marquardt (LM) training algorithm is used. RBF network is a special type of neural network that uses a radial basis function as its activation function. Because of their universal approximation, more compact topology and faster learning speed, RBF networks have attracted considerable attention and they have been widely applied in many science and engineering fields.

3. Results {#S0003}
==========

In this section, the experimental results of the proposed system are presented. [Fig. 2](#F0002){ref-type="fig"} displays the averaged EEG signals of all five subjects within a specified and observable scale in frequency domain for our two experimental setups. Two states of subjects' opened and closed eyes are considered. As it can be seen, the peak amplitude of the 20 Hz is more dominant in eyes opened state while in the eyes closed one, there is no significant peak amplitude dominancy in the frequency domain for the two experimental setups.

![Averaged spectrums of EEG signals of all subjects; top left and top right figure correspond to 4 LEDs in close and open eyes states, respectively; bottom left and bottom right corresponds to 4 pairs LEDs in close and open eyes states, respectively.](BCN-5-022-g002){#F0002}

Main twinkling frequency (15 Hz or 20 Hz) and first four harmonics are extracted from FFT and PSD features. Networks with 5-30-20-2, structures containing sigmoid hidden neurons and linear output neurons are used. [Table I](#T0001){ref-type="table"} shows the accuracy of the MLP classifier over the subjects in all three sweep lengths using both feature extraction methods in the external flickering frequency of 15 Hz and 20 Hz for test data. As it can be seen in [Table I](#T0001){ref-type="table"} (A), which is the results of the 15 Hz light

###### 

Accuracy of the **MLP** classifier with FFT and PSD features over the sweep lengths. (A) And (B) correspond to external light sources of 15 HZ and 20 HZ for test data.

  \(A\)                                                                                                   
  ------------------ ------------------ ------------------ ---------------- -------------- -------------- -------
  Sub \#1            88.5               89.2               93               88.5           95.4           97.1
  Sub \#2            89.7               94.2               95               88.9           95.4           96.4
  Sub \#3            87.3               95                 98.2             90.4           96             97
  Sub \#4            90                 93.3               97.3             90.2           93.4           96.9
  Sub \#5            90.3               95                 98               90.6           95             97.7
  Averaged Acc       89.1               93.34              96.3             89.72          95.04          97.02
  **(B)**                                                                                                 
  **Accuracy (%)**   **FFT Features**   **PSD Features**                                                  
  **0.5s sweep**     **1s sweep**       **2s sweep**       **0.5s sweep**   **1s sweep**   **2s sweep**   
  Sub \#1            87.5               88.6               91.4             88.1           89.5           96
  Sub \#2            89.4               91.2               93.3             87.9           94.2           93.2
  Sub \#3            87.1               92.2               95.7             88.4           94             95
  Sub \#4            89.5               91.3               94.6             88.2           90.9           97.1
  Sub \#5            88.6               92                 96               90.4           93             96.7
  Averaged Acc       88.42              91.06              94.2             88.6           92.32          95.6

sources, with sweep lengths increment the total accuracy is also increase in both methods. However, the accuracy of the second feature extraction method is almost higher than that of the first one. Although the overall behavior of [Table I](#T0001){ref-type="table"} (B), which shows the results of the external light source of 20 Hz, is the same as [Table I](#T0001){ref-type="table"} (A), the performance of external light source of 15 Hz is better than 20 Hz.

[Table II](#T0002){ref-type="table"} represents the accuracy of the RBF classifier using the same parameters of [Table II](#T0002){ref-type="table"}. As it can be seen in [Table II](#T0002){ref-type="table"} (B), the accuracies are significantly higher than that in [Table I](#T0001){ref-type="table"} (A) and with sweep lengths increase, the averaged accuracy also increases. This is more obvious in [Table II](#T0002){ref-type="table"} (B), either.

###### 

Accuracy of the RBF classifier with FFT and PSD features over the sweep lengths. (A) And (B) correspond to external light sources of 15 HZ and 20 HZ for test data.

  \(A\)                                                                                                   
  ------------------ ------------------ ------------------ ---------------- -------------- -------------- -------
  Sub \#1            88.5               88.6               92.1             87.1           92.8           95.6
  Sub \#2            83.9               91.7               93               86.6           91.6           94.7
  Sub \#3            85.3               90.5               92.5             86.9           91             93.4
  Sub \#4            84.9               92.1               94.3             85.7           90.9           95
  Sub \#5            84.7               90                 93.8             85.9           91.4           93.7
  Averaged Acc       85.46              90.58              93.14            86.44          91.54          94.48
  **(B)**                                                                                                 
  **Accuracy (%)**   **FFT Features**   **PSD Features**                                                  
  **0.5s sweep**     **1s sweep**       **2s sweep**       **0.5s sweep**   **1s sweep**   **2s sweep**   
  Sub \#1            87.4               88.6               91.6             85.3           92.4           93.7
  Sub \#2            82.5               90.3               91.1             83.9           91             92.4
  Sub \#3            85.3               90.9               92               85             91.3           93.6
  Sub \#4            84.9               89.3               92.5             85.7           89.7           92.6
  Sub \#5            83.5               88.5               91.9             85.9           91.2           93
  Averaged Acc       84.72              89.52              91.82            85.16          91.12          93.06

4. Discussion {#S0004}
=============

In this paper, we apply new features and better classifier to enhance the performance of monitoring system, which detects the driver's sleepiness. To do so, the EEGs are recorded from the occipital area in two states of closed and opened eyes, and three different sweep lengths of 0.5, 1 and 2 seconds are employed. Then, two methods are applied to each corresponding observation to extract features. Finally, the features are classified with two classifiers of the ANN and RBF.

It can be seen that the best result is achieved with sweep length of 2 seconds is 97% for test data. The best results for 1 and 0.5 second sweep are 95% and 89.7%, respectively. Resalat et al. achieved 94%, 85.4% and 75.4% for 2, 1 and 0.5 second respectively. This results show the new features and better classifier enhance short time detection closed eye. [Table I](#T0001){ref-type="table"} and [Table II](#T0002){ref-type="table"} show that the overall performance of the MLP classifier is better than RBF classifier in all sweep lengths and external stimulants.

The accuracies of the 15 Hz external stimulant are almost higher than those of the 20 Hz one in two classifiers and sweep lengths. This is because the eyes are more sensitive to lower frequencies, like a low-pass filter. With an increase in sweep lengths, the accuracy of each classifier also increases. This is due to the cumulative effects of the main flickering frequency (15 Hz or 20 Hz) in higher sweep lengths in the frequency domain.

Finally, it should be stated that for online driver's sleepiness detection applications, the MLP and RBF classifier with the sweep lengths of 2, 1 and 0.5 second sweep using the PSD and Fourier feature extraction method introduced in this research.
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