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Abstract
A numerical study on modelling electrokinetic processes occurring in a natural soilis presented.Two numerical procedures preparatory to the study by means of the well-knownfinite element method are presented. The first procedure is intended to integrateconstitutive laws along typical unsaturated testing path. The second procedure isdevoted to analyse the most relevant chemical reactions occurring in a soil underan electric field.Selected results of previous experimental studies are theoretically analysedto define a suitable interpretation framework. Afterwards that an elasto-plasticconstitutive model with generalised hardening is proposed. Finally electrokineticfiltration tests are simulated by means of a finite element model.
Sommario
Viene presentato uno studio numerico per la modellazione dei fenomeni elettroci-netici in un terreno naturale.Vengono proposte due procedure numeriche propedeutiche allo studio medi-ante il ben noto metodo degli elementi finiti. Una prima procedura permettel’integrazione dei legami costitutivi per la simulazione delle prove geotecniche dilaboratorio in campo non saturo. La seconda procedura è volta alla definizione dellereazioni chimiche che avvengono a seguito dell’applicazione di un campo elettriconei terreni.I risultati ottenuti da precedenti studi sperimentali sono prima interpretati teori-camente. Viene poi proposto un modello costitutivo elasto-plastico per l’interpretazionedelle prove meccaniche. Infine le prove di filtrazione elettrocinetica sono simulateattraverso il metodo degli elementi finiti.
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1Introduction
Today waste management and land remediation are becoming fundamental issues.Every year, millions of tonnes of hazardous waste are generated in the world. Inrecent year waste management focused on reducing the generated waste, not onlyon handling it. However due to inefficient waste handling techniques and hazardouswaste leakage in the past, thousands of sites were contaminated by heavy metals,organic compounds and other hazardous materials (Virkutyte et al., 2002).Soil remediation and contaminant containment have a definite impact on thequality of groundwater and on the land reuse. Several remediation and contain-ment technologies were proposed in the past. The different technologies can beclassified in different ways (see Tab. 1.1 from Shackelford and Jefferis, 2000): ac-cording to the location of the remediation process (ex-situ versus in-situ), to theobjective of the technology (containment versus treatment) or to the process in-volved in the technology (i.e., chemical, physical, biological, or thermal). Clearlythe widespread types of contaminants and the heterogeneity of soil deposits is suchthat each proposed technology has an application range (i.e. it deal with some kindof contaminants and site conditions) and an all-purpose technology does not exist.
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Table 1.1: Classification of remediation technologies based on soil as the contam-inated medium (from Shackelford and Jefferis, 2000).
Soil Technology Technique Example(s) Comment(s)Removal? category Process
Yes(ex-situ)
Containment Disposal Landfills On-site vs. Off-site;New vs. ExistingTreatment Chemical Neutralisation, Solvent ex-traction Treated soil mayrequire disposal ina landfill, or may bereturned to the sitePhysical Soil washing, Stabilisa-tion/Solidification, Vitrifica-tionBiological Biopiles, BioreactorsThermal Incineration, Vitrification
No(in-situ)
Containment Pump & Treat Vertical wells, Horizontalwells Both passive andactive containmentare possible. Inpump & treat,pumping is used tocontrol hydraulicgradient and collectcontaminated water.Treatment is ex-situ
Capping Traditional covers, Alter-native covers, GeochemicalcoversVertical bar-riers Slurry walls, Grout curtains,Sheet piling, Biobarriers,Reactive barriersHorizontalBarriers Grout injected linersTreatment Chemical Oxidation, Chemical reduc-tion Technologiesindicated with (?)require removal ofgas and/or liquidphases and ex-situtreatment; bothpassive and activetreatment arepossible
Physical Soil flushing?, Stabilisa-tion/solidification, Vitrifica-tion, Air sparging (AS)?, Soilvapour extraction (SVE)?,Electrokinetics (EK)?Biological Monitored natural attenu-ation (MNA), Bioventing,Bioslurping, BiospargingThermal Steam injection?, Radiofrequency heating (RF)?,vitrification?
2
1.1. SCOPE
The absence of a leading technology has increased the interest in findingnew and innovative techniques for the efficient removal of contaminants from soils(Shackelford and Jefferis, 2000). The demand for innovative and cost effective in-situremediation technologies stimulated the effort to employ conduction phenomena insoils under electrical field as a remediation technique (Acar and Alshawabkeh,1993; Lageman et al., 1989a; Pamukcu and Wittle, 1992; Shapiro and Probstein,1993). Electrokinetic remediation techniques are based on the transport of fluidand mass by two main processes: electroosmosis and electromigration. The formeris the movement of the pore fluid as a result of an applied electric potential gradi-ent while the latter is the migration of free ionic species towards the electrode ofopposite charge. This technologies has shown to be particularly effective for reme-diation of fine grained soil, which are characterised by low hydraulic conductivityand electrically charged particles.
1.1 SCOPE
The present work deals with numerical modelling of electrokinetic processes. Bearand Cheng (2010) define a model as a selected simplified version of a real sys-tem and phenomena that take place within it, which approximately simulates thesystem’s excitation-response relationships that are of interest. Models play anessential role to support decisions required in the remediation process.A systematic approach for the assessment and remediation of a contaminantsite is usually adopted (Reddy et al., 1999). Figure 1.1 outlines the steps of thisapproach. The most important aspects of the remediation process are: (1) sitecharacterisation, (2) risk assessment, (3) selection and implementation of a remedialaction. The risk assessment stage indicates the level of the risk to human healthand environment. Sometimes the natural attenuation process could be sufficient toreduce contaminant and, in this case, the site should be monitored. To support thisdecision a model of the diffusion of the contaminant in the groundwater is required.If a risk to human health and environment is present and the natural attenua-tion process is not sufficient to reduce it, a remedial action must be implemented.Figure 1.1 shows that the remediation process is an iterative process. In particularthe choice between different remediation techniques has to be performed. Besides
3
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Site characterisation
Site 
contaminated?
Risk assessment
YES
Define remediation objectives and 
screen remediation alternatives
Risk to human health 
and environment?
Choose remediation technology
Remedial design and 
implementation
Monitoring
Objectives 
accomplished?
Potentially 
contaminated site
Done
YES
NO
“Useful site”
NO
NO
YES
Figure 1.1: Flow chart of remediation process (after Reddy et al., 1999; Shackelfordand Jefferis, 2000).
laboratory tests, the evaluation of the effectiveness of a remediation technologycould be predicted by numerical models. Numerical models could also helps in thebest design for the chosen remediation technology.The present work is part of a larger study within the PRIN 2006080119-2006Studio sperimentale e teorico della applicabilità di processi elettrocinetici per ilcontrollo della propagazione degli inquinanti nei terreni a grana fine developedby Universities of Perugia, Palermo, Brescia and by Politecnico di Milano. Thisresearch project concerns
1. the determination of the electrical conductivity and the electroosmotic per-meability of saturated and unsaturated soils by means of laboratory tests;
2. the experimental characterisation of the saturated and unsaturated hydrome-
4
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chanical behaviour of natural and compacted soils suitable for electrokineticapplications;
3. the experimental effects of prolonged electrokinetic treatment on the soil mi-crostructure;
4. the development of a mathematical model of the coupled hydraulic, ionic andelectric flow processes;
5. constitutive modelling, within generalised plasticity, of clays suitable for elec-trokinetic barrier;
6. the numerical implementation, by means of the finite element method, of themathematical model;
7. the development of a laboratory pilot test in order to validate the theoreti-cal/numerical models.
In particular this work deals with points 4, 5 and 6.
1.2 ORGANISATION OF THE MANUSCRIPT
The thesis is divided in eight chapters, whose order is intended to follow theconceptual sequence of the study.After the first introductive Chapter, Chapter Two concerns electrokinetic phe-nomena in soils and the principles at the bases of the use of electrokinetics ingeotechnical engineering. Also the applications of electrokinetic phenomena insoil mechanics and in environmental geotechnics are presented.Chapter Three deals with the theoretical development and mathematical formu-lation of the electrokinetic processes. The coupled flows of fluid, mass, and chargeunder hydraulic, electric, and chemical concentration gradients are discussed aswell as the associated principles of conservation of matter and energy togetherwith the chemical reactions that take place. Since the possible unsaturated statehas to be take into account, also the water retention curve is introduced. Finally,the behaviour of the solid skeleton is described.
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Chapter Four presents the numerical algorithm to integrate elasto-plastic con-stitutive laws along typical loading path. The proposed algorithm allows for de-veloping numerical integration routines for the constitutive equations, ready fortheir straightforward implementation in finite element codes. The most commonalgorithm used for the integration of constitutive equations are also described.Chapter Five present a numerical algorithm to integrate chemical reactions atthe point volume element. The proposed algorithm allows a first analysis of thechemical reactions involved in the process.In Chapter Six the available experimental results performed within the PRINresearch project are shown. Both mechanical and electrokinetic filtration tests wereperformed and their results are modelled with the algorithms presented in ChapterFour and Five, respectively. A constitutive model able to reproduce the mechanicalbehaviour is also described.In Chapter Seven the electrokinetic tests were modelled using the finite ele-ment method and comparison between the experimental and numerical results isperformed.
6
2Electrokinetics in Geotechnicalengineering
The investigation of electroosmosis in soil was started by Reuss (1809). He tooktwo electrodes and put each in a glass tube. The glass tubes were inserted into asaturated clay soil sample, the upper face of which was covered with wax to avoiddrainage. Applying a constant electric potential difference between the electrodesReuss observed a fluid flow towards the cathode. After Reuss, some theoreticalstudies on electroosmosis were performed in the nineteenth century, but electroos-mosis was not applied in engineering until 1930’s, when Leo Casagrande startedhis studies.The first engineering application of electroosmosis, due to Casagrande’s re-search, was consolidation of soft clays. In the consolidation process, water flowsreducing its pore pressure and increasing the effective stress. Electroosmotic flowincreases water flow, allowing a faster consolidation process, or inducing it. Start-ing from Casagrande’s studies several theoretical and laboratory studies have beenperformed on the application of an electric field to improve the mechanical charac-teristic of soils (e.g. Esrig, 1968; Morris et al., 1985; Wan and Mitchell, 1976).In the 1980’s the studies on electrokinetics shifted to its use in the field of wastemanagement. In particular the use of electrokinetic processes for soil remediationand of electrokinetic barrier to prevent contaminant migration were proposed (Acar
7
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and Alshawabkeh, 1993; Lageman et al., 1989a). Laboratory studies have shownthat electrokinetic treatments are successfully in clayey or silty soils for organicand metal contaminants (e.g. Acar and Alshawabkeh, 1996; Hansen et al., 1997;Kim et al., 2000; Li et al., 2000; Mascia et al., 2007). Few field pilot test have beenperformed showing that electrokinetics is particularly effective in removing metalcontaminant (Gent et al., 2004; Ho et al., 1999a,b; Lageman, 1993; Wieczorek et al.,2005).Electrokinetic processes were also applied to dewater waste sludge (Buijs et al.,1994; Raats et al., 2002; Yuan and Weng, 2003) or to prepare hollow shape claysample (Talesnick and Frydman, 1990).In this chapter the aspects related to the application of electrokinetic in soilwill be discussed. The aim of this chapter is not to provide a complete review ofelectrokinetics in soils, but only to recall the main aspects to be reproduced innumerical analysis.
2.1 ELECTROKINETIC IN SOIL
Electrokinetic applications in soil use a low level direct current, of the order ofmagnitude of mA/cm2 of soil cross-sectional area, or an electric potential differenceof the order of magnitude of V/cm (Acar and Alshawabkeh, 1993). The appliedelectric field leads to coupled transport phenomena, electrolysis reactions at theelectrodes, chemical species migration, adsorption/desorption of chemical speciesand precipitation/dissolution reactions. In the subsequent sections all these aspectswill be discussed.
2.1.1 ELECTROKINETIC PHENOMENA
In soil mechanics soils are traditionally classified by the size of the constituentparticles. Gravel, sand, and most of the silty fraction in a soil are composed ofbulky, nonclay particles. Clay minerals are formed by sheet of silica and alumina.Different clay minerals (smectite, illite, kaolinite, . . . ) are characterised by thestacking arrangements of sheets to form layers and the manner in which layersare held together. The presence in the crystal structure of cations other than
8
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that normally found is called isomorphous substitution (Mitchell and Soga, 2005).Isomorphous substitution is the main reason of the negative charge on the surfaceof clay particles.In materials such as fine grained soils, where there are charged particles, cou-pling between electrical and hydraulic flows and gradients can generate four relatedelectrokinetic phenomena, listed in Table 2.1 and shown in Figure 2.1. These phe-
Table 2.1: Summary of electrokinetic phenomena.Phenomena Electric potential Liquid phase Solid PhaseElectroosmosis applied flow induced fixedElectrophoresis applied no flow movement inducedStreaming Potential induced flow applied fixedSedimentation Potential induced no flow movement applied
Saturated
clay
DE (DC)
Water
(a) Electroosmosis
Clay
suspension
DE (DC)
(b) Electrophoresis
DE
DH
WaterSaturated
clay
(c) Streaming potential
Particle
movement DE
(d) Sedimentation potentialFigure 2.1: Electrokinetic phenomena.
nomena could be classified into two groups by the driving forces (Yeung, 1994). Thefirst group consists of electroosmosis and electrophoresis, in which the liquid phaseand the solid phase move relative to the other under the influence of an externally
9
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applied electrical potential. The other group consists of streaming potential andsedimentation potential, in which the relative movement of the liquid or the solidphase to the other induces an electrical potential.Of the four electrokinetic phenomena the most studied and applied in geotech-nical engineering is electroosmosis because of its practical value for transportingwater in fine-grained soils. The applications of electrokinetic in soils are describedin later sections.
ELECTROOSMOSIS
Electroosmosis is the movement of a liquid phase relative to a solid phase underthe influence of an imposed electric gradient. Because of the imposed electricgradient the ions in the pore fluid are attracted to the electrodes: cations towardsthe cathode and anions towards the anode. As ion migrate, they carry their waterof hydration and exert a viscous drag on the water around them (Mitchell and Soga,2005). As explained before clay particles are negatively charged, thus there aremore cations than anions in the pore fluid, resulting in a water flow toward thecathode.Several theories have been proposed to explain electroosmosis. Among theothers, the model developed by Helmholtz (1879) and refined by Smoluchowski(1914) is one of the earliest, but it is still widely used today. The simplifyingassumption of soil pores as capillary tubes is introduced. The capillary is treatedas an electrical condenser with charges of one sign on or near the surface of thewall and countercharges concentrated in a layer in the liquid a small distance fromthe wall (Fig. 2.2). Under these assumptions the Helmholtz-Smoluchowski theorygives an expression of the flow velocity v in the form:
v = (ξDη
) ∆E∆L , (2.1)
where ξ is called zeta potential, D and η are the dielectric constant and theviscosity of the pore fluid, respectively.
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292 9 CONDUCTION PHENOMENA
Figure 9.29 Helmholtz–Smoluchowski model for electrokinetic phenomena.
!L
"# ! $v (9.101)
!E
From electrostatics, the potential across a condenser
% is given by
"#
% ! (9.102)
D
where D is the relative permittivity, or dielectric con-
stant of the pore fluid. Substitution for "# in Eq.
(9.102) gives
%D !E
v ! (9.103)! "$ !L
The potential % is termed the zeta potential. It is not
the same as the surface potential of the double-layer
&0 discussed in Chapter 6, although conditions that
give high values of &0 also give high values of zeta
potential. A common interpretation is that the actual
slip plane in electrokinetic processes is located some
small, but unknown, distance from the surface of par-
ticles; thus % should be less than &0. Values of % in the
range of 0 to "50 mV are typical for clays, with the
lowest values associated with high pore water salt con-
centrations.
For a single capillary of area a the flow rate is
%D !E
q ! va ! a (9.104a)a $ !L
and for a bundle of N capillaries within total cross-
sectional area A normal to the flow direction
%D !E
q ! Nq ! Na (9.104b)A a $ !L
If the porosity is n, then the cross-sectional area of
voids is nA, which must equal Na. Thus,
%D !E
q ! n A (9.105)A $ !L
By analogy with Darcy’s law we can write Eq.
(9.105) as
q ! k i A (9.106)A e e
in which ie is the electrical potential gradient !E /!L
and ke the coefficient of electroosmotic hydraulic con-
ductivity is
%Dk ! n (9.107)e $
According to the Helmholtz–Smoluchowski theory
and Eq. (9.107), ke should be relatively independent of
pore size, and this is borne out by the values listed in
Table 9.7. This is in contrast to the hydraulic conduc-
tivity kh, which varies as the square of some effective
pore size. Because of this independence of pore size,
electroosmosis can be more effective in moving water
through fine-grained soils than flow driven by a hy-
draulic gradient.
This is illustrated by the following simple example.
Consider a fine sand and a clay of hydraulic conduc-
tivity kh of 1 # 10"5 m/s and 1 # 10"10 m/s, respec-
tively. Both have ke values of 5 # 10"9 m2/s V. For
equal hydraulic flow rates khih ! keie, so
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Figure 2.2: Helmholtz-Smoluchowski model for electroosmosis (Mitchell and Soga,2005).
ELECTROPHORESIS
Electrophoresis is the transport of charged particles suspe ded in a stationaryliquid under an electric field. When an electric current is applied to a colloidalsuspension, charged particle are attracted to one of the electrodes and repelledfrom the other. The negatively charged particles will move to the anode while thepositively charged particles will move to the cathode.
STREAMING POTENTIAL
Streaming potential is the reciprocal electrokinetic phenomenon of electroosmosis.When a liquid is forced through a porous medium by a hydraulic gradient, anelectrical potential difference, called streaming potential, is generated between theopposite ends of the porous medium. Streaming potential is caused by the presenceof the double layer, which charges displaces in the direction of the imposed flow.This generates an electrical potential difference that is proportional to the hydraulicflow rate. Streaming potentials up to sever l tens of millivolts wer observed inclays (Mitchell and Soga, 2005).
SEDIMENTATION POTENTIAL
Sedimentation potential is the reciprocal electrokinetic phenomenon of electro-phoresis. The movement of colloidal charged particles in a stationary liquid, as
11
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during gravitational settling, generates an electrical potential difference betweenthe boundaries of the liquid phase. This electrical potential difference is calledsedimentation potential and the phenomenon is sometimes known as the Dorn ef-fects. Sedimentation potential is caused by the viscous drag of the liquid phasethat retards the movement of the diffuse layer cations relative to the particles.
2.1.2 ELECTROLYSIS
Application of electric current through electrodes immersed in water induces thefollowing electrolysis reactions in the immediate vicinity of the electrodes:
2 H2O(l)−4 e− −→ O2 (g) + 4 H+ E0 = +1.229 (anode) (2.2a)2 H2O(l) + 2 e− −→ 2 H2 (g) + 2 OH− E0 = −0.8277 (cathode) , (2.2b)
where E0 is the standard reduction electrochemical potential, which is a measureof the tendency of a chemical species to aquire electrons and thereby be reduced.At the electrodes secondary redox reactions may exist depending on their elec-trochemical potential and on the concentration of available species. For examplesecondary reactions could involve metals:
M n+ + ne− −→ M (2.3a)
M(OH)n(s) + ne− −→ M + OH− , (2.3b)where M refers to metals.Water electrolysis decreases the pH at the anode,
pH = − log cH+ , (2.4)
while at the cathode, according to the water auto ionisation reaction,
H2O −−⇀↽− H+ + OH− Kw = [H+][OH−] ∼= 10−14 , (2.5)
the pH increases.The hydrogen ions produced at the anode migrate towards the cathode. The
12
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transport process of a ion is governed by diffusion, due to concentration gradient,by advective pore fluid flow, due to electroosmosis and to hydraulic head gradient,and by electromigration, due to electrical gradient. The diffusion coefficient, whichdefines diffusion, and the ionic mobility, which defines the electromigration, of thehydrogen and hydroxyl ions are higher than those of the other ions because hydro-gen and hydroxyl ions dissociates and associates rapidly with the water molecules.As a consequence hydrogen and hydroxyl ions controls the chemistry across the soilmass (Acar and Alshawabkeh, 1993). Migration of the hydrogen ions develops anacid front. At the opposite the hydroxyl ions, which are negative charged, developan alkaline front from the cathode towards the anode. Advance of the acid front isfaster than the advance of the base front because:
• the electroosmotic flow direction is opposed to the advancing direction of thebase front while it has the same direction of the acid front;
• the diffusion coefficient and the ionic mobility of the hydrogen ion are about1.76 higher than those of the hydroxil ion.
As a consequence the acid front dominates the chemistry across the soil mass.On the other hand, the buffering capacity of the soil may decrease the water pH.Therefore the effective advance of the acid front is the result of the interactionbetween the pore water chemistry and the soil buffering capacity.
2.1.3 EFFECTS ON METALLIC CONTAMINANT
Changes in the pH affect overall chemical equilibriums present in the soils. Inparticular the low-pH environment resulting from the acid front inhibits the soilparticles capacity to sorb metallic contaminants. Thus a low-pH favours the for-mation of soluble compounds.The dissolution/precipitation equilibrium of a metal hydroxide is
M(OH)n(s) ←→ M n+ + nOH− Kp = [M n+][OH−]n , (2.6)
where Kp is the solubility product of the hydroxide. At low pH OH – vanishes, so, ifpresent, the metal hydroxide dissolutes to restore its solubility product. The metal
13
CHAPTER 2. ELECTROKINETICS IN GEOTECHNICAL ENGINEERING
ions, which are positively charged, migrate towards the cathode by advective porefluid flow and by electromigration. When they reach the alkaline front, where thereis an excess of OH – , metal hydroxide precipitates.
2.1.4 CARBONATES DISSOLUTION/PRECIPITATION
Solid particles are formed by a variety of minerals. Silica minerals (e.g., quartzSiO2) are very stable minerals, more resistant to chemical-physical attack byweathering than other minerals. Carbonates, in the form of calcite (CaCO3), dolomite(CaMg(CO3)2) and magnesite (MgCO3) are frequently found in soils. They arestrongly influenced by the pH: in acid medium carbonates dissolute while in analkaline medium they precipitate. This behaviour leads to a change in the soilproperties, since they are influenced by the minerals that form the solid parti-cles. Gabrieli et al. (2008b) reported changes in void ratio, stiffness and hydraulicconductivity of a natural soil sample due to the dissolution/precipitation of calcitepromoted by electrokinetic treatment.When carbon dioxide (CO2) dissolves in water, gaseous CO2(g) becomes aqueousCO2(aq), and some of this associates with water to form carbonic acid (H2CO3). Mostof the aqueous CO2 remains dissolved as CO2(aq) and only a little fraction (∼1/600)reacts with water to give H2CO3. This fact makes difficult to formulate a correctdescription of CO2 solubility. In order to facilitate the analysis of the chemicalbalance a convention (Appelo and Postma, 2005) is adopted in which carbon dioxidedissolved in water and carbonic acid are summed up as H2CO ∗3 :
H2CO ∗3 = CO2 (aq) + H2CO3 . (2.7)
The equilibrium of CO2, which is interchanged between the gas and the waterphases, depends on its pressure. With the above notation it may be written as:
CO2(g) + H2O −−⇀↽− H2CO ∗3 Kh = [H2CO ∗3 ]/pCO2 ∼= 10−1.5 . (2.8)
Carbonic acid is diprotic and it dissociates in two steps: first the dissociation
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into bicarbonate (also called hydrogen carbonate) ion (HCO−3 ) takes place,
H2CO ∗3 −−⇀↽− H+ + HCO−3 K1 = [H+][HCO−3 ]/[H2CO ∗3 ] ∼= 10−6.3 , (2.9)
afterwards the bicarbonate ion dissociates into the carbonate ion (CO 2−3 ),
HCO−3 −−⇀↽− H+ + CO 2−3 K2 = [H+][CO 2−3 ]/[HCO−3 ] ∼= 10−10.3 . (2.10)
The fractions of total dissolved carbonates as a function of pH can be obtained(Fig. 2.3) from the constants of the equilibria of carbonic acid in water, (2.9) and(2.10), and of the water auto ionization equilibrium, (2.5). At low pH, carbonic acidis the predominant species. At 6.3<pH<10.3 the predominant species becomesHCO –3 , while at high pH CO 2 –3 prevails.
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Figure 2.3: Fractions of total dissolved carbonates.
Equilibrium of carbonic acid in water, (2.9) and (2.10), associated to the equi-librium of CO2 in water, (2.8), and to the water auto ionization equilibrium, (2.5),implies a direct relationship between the CO2 pressure and the acidity of the watersolution. High CO2 results in a low pH, and basic conditions correspond to modestCO2 pressures.Calcite is the most common carbonate present in soils (Mitchell and Soga, 2005)
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It is a ionic compound and it dissociates into its constituent ions, calcium (Ca 2+)and carbonate:
CaCO3 −−⇀↽− Ca 2+ + CO 2−3 Ks = [Ca 2+][CO 2−3 ] ∼= 10−8.3 . (2.11)
As shown before, at low pH carbonate ion vanishes, so, if present, calcite hasto dissolute to restore its equilibrium. On the contrary, at high pH there is anexcess of carbonate and calcite precipitates. Dissolution and precipitation of calcitecontributes to the buffering capacity of natural soils.
2.2 USE OF ELECTROKINETIC IN SOIL MECHANICS
The first engineering applications of electroosmosis in soil mechanics date in the1930’s, after Leo Casagrande’s studies about soil consolidation and dewatering.In his early experiments Casagrande (1949) observed, over different soils, a linearrelation between electroosmotic flow and applied current (Casagrande law). Atthat time, the point using electrokinetic in soil mechanics was to increase the soilstrength. The general principle applied was to use the electrical gradient to producea flow of water through the soil and to increase effective stress. Subsequent studiesreported successful applications of electroosmosis to stabilise slopes, excavations,foundation piles, embankments and dams (e.g. Bjerrum et al., 1967; Casagrandeet al., 1981; Chappel and Burton, 1975; Fetzer, 1967; Finzi and Veder, 1962; Lomizéet al., 1957). In the 1990’s the use of electrokinetic treatments was proposed tostabilise the leaning Tower of Pisa (Calabresi et al., 1992; Viggiani and Squeglia,2003). The idea was to consolidate the clay on the north side of the tower in orderto reduce the angle of tilt. Recently coupled use of electroosmosis techniques andgeosyntethics has been proposed (Hamir et al., 2001; Jones et al., 2006). In generalelectroosmosis consolidation is suggested for fine grained soils, although in fewcases application to sandy soils has been reported (Rittirong et al., 2008).Esrig (1968) studied the dependence of pore pressure on the drainage boundaryconditions in a theoretical one-dimensional system (incompressible saturated ma-terial and uniform electric potential gradient). The possible cases are depicted inFigure 2.4. Esrig suggested that no excess pore pressure will develop if drainage
16
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(a) Electrical potential (b) Anode and cathode open
(c) Anode closed, cathode open (d) Cathode closed, anode openFigure 2.4: Pore pressure development in an uniform field (Esrig, 1968).
is allowed at both electrodes (Fig. 2.4b). If no drainage is imposed at the anodethen a negative pore pressure will develop at the anode (Fig. 2.4c). The maximumvalue of negative pressure will be equal to
umax = −kekhγwVM, (2.12)where ke is the electroosmotic permeability coefficient, kh is the hydraulic conduc-tivity coefficient , γw is the water unit weight and VM is the total potential dropacross the sample. The pore pressure increases linearly from its maximum negativevalue at the anode to zero at the cathode. At the opposite a positive pore pressurewill develop if no drainage is imposed at the anode (Fig. 2.4d).Various solutions for electrokinetic consolidation for different initial and bound-ary conditions are available (Esrig, 1968; Su and Wang, 2003; Wan and Mitchell,1976). The solution developed by Wan and Mitchell (1976) refers to the case ofone-dimensional consolidation with drained cathode, undrained anode and linearlydistributed initial pore pressure,
u0(x) = umax0 (β − α xL) , (2.13)17
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where umax0 is the maximum value of pore pressure, α and β are constants. Thesolution in terms of normalised pore pressure U = u/umax is
U = Z + ∞∑m=0 2M
(βn− (−1)mM (αn+ 1)
) sin (MZ ) exp (−M2T) , (2.14)
where M = (2m + 1)pi/2, n = umax0 /umax is the ratio between the maximum initialand the maximum final pore pressure, Z = x/L is the dimensionless distance andT = cvt/L2 is the time constant. The isochrones of normalised pore pressure areshown in Fig. 2.5 for different initial pore pressure distributions.
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The second case (Fig 2.5b) describes consolidation after electrode reversal. Asdescribed before, in case no drainage is imposed at the cathode no consolidationoccurs at the cathode. Consolidation at the cathode could be obtained by re-versing the polarities of the electrodes and the drainage conditions after the firstequilibrium state is approached (Wan and Mitchell, 1976).The third case (Fig 2.5c) describes electroosmotic consolidation superimposedon direct loading consolidation. The application of a direct load induces a constantexcess pore pressure. The electroosmotic consolidation leads to dissipation of theexcess pore pressure in a shorter time. The average degree of consolidation U¯ is
U¯ = 11− r2
(1− r2 − ∞∑m=0 2M2
(1− (−1)mrM
) exp(−M2Tv )) (2.15)
where r = umax/umax0 = 1/n. In Figure 2.6 the average degree of consolidation fordifferent values of r is shown.
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Figure 2.6: Average degree of consolidation.
Although the researches presented in the literature had shown feasibility ofelectrokinetic in soil mechanics applications, its effects on the physicochemicalchanges of the soil medium have received limited attention. This is principallydue to the complexity of the chemical - mechanical interactions that develop in the
19
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presence of an electrical field and to the high heterogeneity of experimental results.Following the experimental results of Gabrieli et al. (2008a,b), Tamagnini et al.(2010) focused on the effects of water electrolysis on soil consolidation. The gasgenerated at the electrodes has a definite impact on the time evolution of theprocess, affecting the hydraulic, the electro-osmotic and the electrical conductionproperties, as well as on the soil skeleton stiffness.
2.3 USE OF ELECTROKINETIC IN ENVIRONMENTAL ENGINEER-ING
The use of electrokinetic in waste management, which started from mid 1980’s, hasfocused on three main objectives:
• to form a barrier to contaminant;
• to remediate polluted soils;
• to treat sludges.
2.3.1 ELECTROKINETIC BARRIER
Electrokinetic barriers are designed to counteract contaminant transport due tohydraulic and chemical gradients. In an electrokinetic barrier an electrical poten-tial gradient, opposite to the flow direction, is applied continuously or periodically.The combined effect of electroosmosis and electromigration reduces the contami-nant migration. Obviously an electrokinetic barrier is effective if the contaminantmovement due to diffusion (vdiff ) and hydraulic gradient (vhydr) is lower than themovement due to ion migration (vion) and electroosmosis (velsm):
vdiff + vhydr < vion + velsm . (2.16)
Electrokinetic barriers could be used in clay liners (Fig 2.7a) or in groundwater(Fig 2.7b).
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Waste repository
In-situ soil
Cathode
Anode
Clay liner Vdiff Vhydr Velsm
Vion-
Vion+
(a) in clay liner
Source of contamination
Groundwater
flow
Cathodes
Anodes
Flow due to
electroosmosis
(b) in groundwaterFigure 2.7: Scheme of an electrokinetic barrier.
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Clay liners are used in landfills to minimise contaminant migration towards theenvironment and they are designed to be effective for decades after the closure ofthe facility. To achieve these goals liners are made of very low permeable clays.However, sustained hydraulic and chemical gradients may result in transport ofcontaminant through liners on the long term. The application of an electric fieldimproves the clay liner effects in preventing contaminants migration.Electrokinetic barriers in groundwater modify the flow pattern and thereby theyare used to manipulate contaminant plumes. Lageman et al. (1989b) proposed twodifferent arrangements of electrodes for different soils:
• in low permeable soils (< 1 m/year) the lines of electrodes should be placedaround the plume. The cathodes are closer to the source of contamination inorder to counteract the contaminant migration;
• in relatively high permeable soils (> 1 m/year), where the groundwater flowis remarkable, the electrodes should be placed perpendicular to the directionof the groundwater flow. The anodes are closer to the source of contaminationin order to divert the plume, to collect the contaminant around the electrodesand to remove it periodically.
Experimental results shown that electrokinetic barriers may be effective in re-ducing the transport of cationic and non-ionic species, while transport of anionicspecies is accelerated (Yeung and Mitchell, 1993); this because the transport ofcations due to ion migration has the same direction of the electroosmotic flow,while the electromigration of anions is opposed to the electroosmotic flow. In orderto reduce the anions transport Narasimhan and Sri Ranjan (2000) proposed theapplication of another row of cathodes on the downstream side of the anode.Design of an electrokinetic barrier requires the study of the changes on thecharacteristics of the clay due to electrical field. Experimental evidences suggestin fact that also short (few hours) electrokinetic treatments can lead to changes insoil pore distribution (Gabrieli et al., 2008a). Increase in the pore size may increasethe hydraulic conductivity of the soil reducing the efficiency of the barrier.
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2.3.2 SOIL REMEDIATION
In Figure 2.8 the classical scheme of electrokinetic soil remediation treatment and ofthe coccuring related phenomena occurring is shown. As pointed out in paragraph
Figure 2.8: Scheme of the in-situ electrokinetic soil remediation treatment andrelated electrokinetic phenomena (from Reddy and Parupudi, 1997).
2.1.3, when an electric field is applied to contaminant soil, migration of chargedions occurs. Positive ions are attracted to the cathode, which is negatively charged,and negative ions move to the anode, which is positively charged. It has beenexperimentally proved that non-ionic species are transported by advective waterflow (Bruell et al., 1992) but, since ionic species are transported by both advectivewater flow and electromigration, their removing efficiency is lower than the one ofthe ionic species. In fact the contaminant transport due to electromigration is one
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or two orders of magnitude greater than the contaminant transport due to othermechanisms (Reddy and Parupudi, 1997). Therefore the removing efficiency of acontaminant is influenced by the contaminant type, other than by its concentrationand by the soil type, as well as by the interfacial chemistry and the conductivityof the soil pore water. Migration of contaminants results in high concentration atthe electrodes. Water at the electrodes must then continuously be extracted fromthe soil and treated.Efficient removal of metallic contaminant is also influenced by the pH of the soil.As pointed out in paragraph 2.1.3, low-pH environment developing at the cathodeinhibits metallic contaminants from being sorbed onto soil particle surfaces andfavours the formation of soluble compounds. On the contrary, close to the cathode,where there is an alkaline environment, metal hydroxides precipitate. In order notto reduce removing efficiency, the pH of the soil should be maintained low enoughto keep all contaminants in the dissolved phase. To improve removing efficiencyAcar et al. (1993) suggest to use enhancement techniques. Acar et al. (1993) alsopointed out the characteristics of an ideal enhancement technique:• precipitates should be solubilised and/or precipitation should be avoided;
• ionic conductivity across the specimen should not increase excessively in ashort period of time to avoid a premature decrease in the electroosmotictransport;
• the cathode reaction should possibly be depolarised to avoid the generationof hydroxide and its transport into the specimen;
• depolarisation will decrease the electrical potential difference across theelectrodes, which would result in lower energy consumption;
• if any chemical is used, the precipitate of the metal with the new chemicalshould be perfectly soluble within the pH range attained;
• any special chemicals introduced should not result in any increase in toxicresidue in the soil mass;
• the cost efficiency of the process should be maintained when the cost ofenhancement is included.
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A possible enhancement technique is the depolarisation of the cathode reactionsby injection of an acid (Acar and Alshawabkeh, 1993). The hydrochloric acid is astrong acid and it is very effective, although it can form chlorine gas because of elec-trolysis when it reaches the anode. Another concern about the use of hydrochloricacid is potential production of chloride that may increase the soil contamination.The use of acetic acid, a weak acid, it is attractive because is environmentally safe.Another enhancement technique is the use of a ion-selective membrane at thecathode (Alshawabkeh et al., 1999). The membrane should be permeable to cationsand polar compunds and impermeable to anions and nonpolar negatively chargedcompounds. Moreover it should be chemically resistant to strong oxidizing agentsand strong bases.
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3Governing equations
3.1 COUPLED FLOWS
Soil is not a homogeneous material. Due to its complexity, in soil four principalflows can be identified: fluid, heat, electrical and chemical. Depending on thespecific application, one or more flows have to be taken into account and theothers can be neglected. In soil mechanics the flow of the fluid phases, liquid andgas, plays an essential role in problems of seepage, consolidation and stability inunsaturated conditions. As described in Section 2.2 fluid and electrical flows affectelectroosmosis. Chemical transport is a major concern in groundwater pollution,waste storage, remediation of contaminated sites and soil stabilisation. Heat flow isimportant in relation to frost action, construction in permafrost areas and temporaryground stabilisation by freezing (Mitchell and Soga, 2005).Each of the four principal flows is related to a corresponding driving force:
Fluid flow qh = khihA Darcy law , (3.1a)Heat flow qt = ktitA Fourier law , (3.1b)Electrical flow I = σeieA Ohm law , (3.1c)Chemical flow JD = DicA Fick law . (3.1d)
In Equation (3.1) the driving forces are the hydraulic gradient ih, the thermal gradi-
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ent it , the electrical gradient ie and the chemical gradient ic. The above four lawsare often referred to as direct flows.In addition to the direct flows several coupled flows take place because of thepresence of the double layer, even when only a driving force is acting. Yeung andMitchell (1993) summarised the direct and the coupled flows with respect to thedriving force (Tab. 3.1). Every flow Ji could be related to the gradient Xj by a law
Table 3.1: Direct and coupled flow phenomena (after Yeung and Mitchell, 1993).Hydraulicgradient Electricalgradient Chemicalgradient ThermalgradientFluid flow Hydraulicconduction Electro-osmosis Normal os-mosis ThermalosmosisElectric current Streamingpotential Electricconduction Membranepotential Seeback ef-fectIon flow Streamingcurrent Electropho-resis Diffusion Soret effectHeat flow Isothermalheat transfer Peltiereffect Dufoureffect Thermalconduction
of the type Ji = LijXj . (3.2)The coefficients Lii are the conductivity coefficients defined in Equations (3.1). Theother coefficients Lij are called coupling coefficients. Quantification of the coupledflow processes could be done with two different approaches, each of them havingadvantages and limitations.In the first approach the quantification of a particular flow arises from theobservation of experimental results. Within this approach is generally assumedthat the others soil properties remain unchanged during the flow process. Thisassumption may not always be justified. However, when properties are known tovary in a predictable manner, their variations could be taken into account into thequantification problem.An alternative approach was developed by Yeung and Mitchell (1993). Theyformulated the equations for the simultaneous flows of water, electricity, cations,and anions under hydraulic, electrical, and chemical gradients using the theory of
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irreversible thermodynamics developed by Onsager (1931).
3.2 LIQUID FLOW
Of the four gradients described before the hydraulic and the electric gradientsare the only ones taken into account when the electrokinetic problem is studied.Chemicoosmosis can in fact be neglected since it is significant only in presence oflarge chain molecules and in very active clay deposits.
3.2.1 DARCY’S LAW
The flow of water in saturated soils is commonly described by Darcy’s law. Darcy’slaw states that the seepage velocity is linearly related to the gradient of the hy-draulic head. Extended to unsaturated soils and written in terms of liquid pressureit becomes: vhl = −κkrellµl (∇ul + ρlgδzx) , (3.3)where κ is the absolute permeability tensor, krell is the relative permeability of theliquid phase, µl is the liquid dynamic viscosity, ul is the liquid pressure, ρl is theliquid density, g is the gravity and δzx is the direction of the gravity. Air andchemical species are dissolved in water, which is the main component of the liquidphase. Therefore the dynamic viscosity and the density of water could be used.Under this approximation the Darcy’s law for the liquid phase reads:
vhl = −κkrellµw (∇ul + ρwgδzx) . (3.4)
The absolute permeability tensor is a property of the porous medium and itis independent from the wetting fluid. It depends on the pore size distribution,decreasing from coarse to fine grained soils and its value ranges between differentorders of magnitude. Because of this dependence, within the same soil the absolutepermeability could exhibit variation up to 2 or 3 orders of magnitude as a result ofchanges in fabric and void ratio (Mitchell and Soga, 2005).The relative permeability of the liquid phase is an increasing function of the
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degree of saturation. It can assume values between 0 and 1.
3.2.2 ELECTROOSMOTIC FLOW
Casagrande (1949) observed a linear relation between the electroosmotic flow andthe electric gradient in saturated conditions (Casagrande law):
veo = −ke∇Φ , (3.5)
where ke is the electroosmotic coefficient and Φ is the electric potential.As for the Darcy’s law, the Casagrande’s Law may be generalised to unsaturatedconditions by means of a relative permeability krele ,
vel = −kekrele ∇Φ . (3.6)
The relative electroosmotic permeability krele is an increasing function of the degreeof saturation.
3.2.3 TOTAL LIQUID FLOW
Summing up the contributions of hydraulic and electroosmotic contributions, thetotal liquid flow reads:
vl = vhl + vel = −κkrellµw (∇ul + ρwgδzx)− kekrele ∇Φ . (3.7)
3.3 GAS FLOW
Flow of the gas phasemay be described by a generalised Darcy’s Law as a functionof the gradient of the gas head:
vg = −κkrelgµg (∇ug + ρgzδzx) , (3.8)
where krelg is the relative permeability of the gas phase, µg is the gas dynamicviscosity, ρg is the gas density and ug is the gas pressure.
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Assuming the gas phase to behave as an ideal gas, its density is related by ongas pressure by the ideal gas law:
ρg = ρ0gug + patmu0g + patm , (3.9)
where patm is the atmospheric pressure, ρ0g and u0g are the gas density and pressurefor the reference state, respectively.The gas phase is a mix of different gas, therefore its properties are an averageof the properties of its constituents. Due to chemical reactions the composition ofthe gas phase may change. However, since the dynamic viscosities of different gashave the same order of magnitude, a mean constant value can be assumed.
3.4 CHEMICAL SPECIES FLOW
Flow of a chemical species is the result of different gradients. In electrokineticprocesses the flow is due to electric, chemical and hydraulic gradients. The elec-tric gradient causes the movement of charged species, and this process is calledelectromigration.
3.4.1 FICK’S LAW
Diffusive flow is driven by chemical potential gradients, but for most applicationschemical concentration gradients can be used. Fick’s law can be adopted to de-scribe diffusion phenomena like flow of a chemical species due to its concentrationgradient: Jdi = −Di∇ci , (3.10)where Di and ci are the diffusion coefficient and the concentration of the chemicalspecies, respectively. Equation (3.10) refers to the flow of a chemical species in freesolution at infinite dilution. The diffusion coefficient for different ions are availablein most electrochemistry handbooks and references. Diffusion in soil is slower thandiffusion in free solution. The main reasons for this fact are the presence of the solidparticles in the REV that reduces the cross-sectional area for flow and the tortuous
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migration flow path around particles. When diffusion take place in a porous mediumthe Fick’s law is rewritten as:
Jdi = −D∗i ∇ci . (3.11)
D∗i is referred as effective diffusion coefficient (Shackelford and Daniel, 1991) andit takes into account the porosity and the tortuosity of the porous medium:
D∗i = DiτnSr , (3.12)
where τ is a second rank symmetric tensor and it represents the tortuosity of theporous medium. In Equation (3.12) nSr represents the volumetric water fractionand it accounts for the reduction in the area active in the transport.In an isotropic porous medium the tortuosity tensor may be represented asτI, where I is the identity matrix. There is not a unique definition of tortuosity.Some authors (e.g. Li and Gregory, 1974) define tortuosity as the length of the pathfollowed by a particle divided by the length of the direct path, so it is grater than 1.Other authors (e.g. Alshawabkeh and Acar, 1996) refer to tortuosity as the inverseof the previous definition, using it as a retarding factor. In this work the latterdefinition has been chosen. Shackelford and Daniel (1991) summarise τ values fordifferent soil types taken from literature. The reported values of τ span over a widerange for different soils.
3.4.2 ADVECTIVE FLOW
Advective flow results from the movement of the liquid phase, which drags themolecules of the dissolved species:
Jli = civl . (3.13)
3.4.3 ELECTROMIGRATION
Electric gradient to will cause migration of ionic species according to the equation:
Jei = −nSrτµici∇Φ , (3.14)
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where µi is its ionic mobility at infinite dilution and Φ is the electric potential.Ionic mobility is given a sign such that anions, which are negative charged,migrate towards the cathode while cations, positively charged, move towards theanode. Ionic mobility is not derived on an experimental base. It is estimatedapplying the Nerst-Townsend-Einstein equation (Atkins, 1982). Since the Nerst-Townsend-Einstein equation is written for infinite dilution, the assumption that itholds also in the pore fluid has to be introduced. Therefore, the ionic mobility ofthe i-th specie is estimated as:
µi = ziDiFRT , (3.15)
where zi is the electric charge of the chemical species, F is the Faraday’s con-stant equal to 96485 C/mol electrons, R is the universal gas constant equal to8.3144 J/Kmol, and T is the absolute temperature. Introducing Equation (3.12) intoEquation (3.15) results in the definition of the effective ionic mobility:
µ∗i = ziD∗i FRT = nτSrziDiFRT = nτSrµi . (3.16)
Eventually, the flux due to electromigration reads:
Jei = −µ∗i ci∇Φ . (3.17)
3.4.4 TOTAL FLOW
The total mass flow of the i-th chemical species is the sum of the mechanismsdescribed before:
Ji = Jdi + Jli + Jei =
−D∗i ∇ci − ciκkrellµw (∇ul + ρwgδzx)− ci (kekrele + µ∗i )∇Φ . (3.18)
In Figure 3.1 the effects of the different transport mechanism of the chemicalspecies are shown. Since advective flow (due to electroosmosis and hydraulicgradient) acts from anode to cathode, it will enhance the transport of the cationic
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(b) CationsFigure 3.1: Comparison of different chemical flow processes.
species, which migrates from the anode to the cathode, and retards that of theanionic species, which migrates from the cathode to the anode.Electrically driven chemical flow is relatively less important in high permeabilitysoils and more important in soils with lower κ. In fact, in a clay having a hydraulicconductivity of about 10−9 m/s, the chemical flow due to a potential gradient of the
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order of 1 V/m is bigger than that due to advective flow under a unit hydraulicgradient. At the opposite, advective transport, due to hydraulic gradient, is thedominant process for soils having a hydraulic conductivity greater than 10−7 m/sand for non-charged chemical species.The contribution of diffusion to the chemical flow is usually negligible com-pared to electromigration. In fact the chemical flow due to a potential gradient ofthe order of 1 V/m is equal to a flow due to a chemical gradient of the order of1 mol/m3/cm. Chemical gradients of this order of magnitude are typical of an ad-vancing front. Advancing front is limited in space, therefore its contribution to totalflux is negligible. Nonetheless the diffusion process has to be taken into accountin order to reproduce the advancing front.
3.5 ELECTRIC CURRENT
3.5.1 OHM’S LAW
Electric current density due to electric potential gradient is provided by the Ohm’slaw, j = −σ ∗∇Φ , (3.19)
where σ ∗ is the effective electric soil conductivity and Φ is the electric potential.The effective electric conductivity is a primary result of electrokinetic laboratorytests. It is defined as the ratio between the potential drop ∆V between two sectionof the sample and their distance ∆x:
σ ∗ = ∆V∆x , (3.20)
In a porous medium current flows through different paths (Fig. 3.2):- through solid particles, under the hypothesis that solid particles are inter-connected;
- through fluid flow.The soil-water system may therefore be sketched as three electrical resistors inparallel (Fig. 3.2b). When two electrical resistors are connected in parallel the
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conductivity of the circuit is the sum of the conductivity of the resistors, hence theeffective conductivity of the soil-water system is:
σ ∗ = σs + nSrτσf , (3.21)
where σs and σf are the electrical conductivity of the solid particles and of thepore fluid, respectively. The electrical conductivity of the pore fluid depends on theconcentration of the chemical species:
σf = N∑i=1 ziFµici (3.22)
where F is the Faraday’s constant.
??? ?
??
?
?
???
?
?
??
?
?
??
(a) Path (b) Analogy with theelectrical circuit.Figure 3.2: Soil electrical conductivity.
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3.5.2 DIFFUSIONAL CHARGE FLUX
Ion diffusion results in a charge flux. This flow may be evaluated using Faraday’slaw of equivalence of mass flow and charge flow:
jd = N∑i=1 ziF Jdi . (3.23)
Substituting Equation (3.11) in the previous one gives for the diffusional chargeflux: jd = − N∑i=1 ziFD∗i ∇ci . (3.24)
3.6 CONTINUITY EQUATIONS
The generic continuity equation could be summarised as:
input = output + accumulation+ generation. (3.25)
The Eulerian approach it states that the amount of a quantity inside any region canchange by the amount that flows in or out across the boundary or by the amount ofthe same quantity generated inside the region. The amount that flows across theboundaries is due to the mechanisms described before.Any continuity equation can be expressed in an integral form, which appliesto a finite region, or in a differential form, which applies to an infinitesimal region(called representative elementary volume, REV). In this section only the differentialform will be described. The integral form, which is the base of the formulation ofthe finite element method, will be developed from the differential form in Chapter 7.
3.6.1 WATER MASS BALANCE
In the pores water is present both in its liquid and gaseous phases (superscriptl and g respectively). The total water mass contained in a representative volume
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element of an unsaturated soil is:
mw = mlw +mgw . (3.26)
The water mass present in the liquid phase, mlw , is:
mlw = nSrρw , (3.27)
where n is the soil porosity and ρw is the water density.The water mass in the gas phase, mgw , is calculated using the psychrometric lawsand depends on the temperature and on the gas and liquid pressures. Howeverthe ratio between the water mass in the gas and in the liquid phases does notdepend on the water retention curve (Fig. 3.3). Compared to mlw , in most casesmgw is negligible (mgw ≈ 10−5mlw). mgw becomes significant when the degree ofsaturation is very low, like in case the residual water content is reached (Fig. 3.3).It is worth noting that the ratio between water mass in the gas and in the liquidphase does not differ much for different water retention curves, even if the curvesare very different one to the other.Therefore, the water mass balance reads:
∂(nSrρw)∂t +∇ · (ρwvl) + Rw = 0 , (3.28)
where n is the porosity, Sr is the degree of saturation, ρw is the water density, vlis the seepage velocity of the liquid phase and Rw is the source term.The source term describes the contribution of possible sinks. In this context, asink term may be associated to chemical reactions. Nonethless, in soil mechanicswater acts as a solvent, so the water mass production due to chemical reactions isnegligible compared to the total water mass. For this reason the source term inthe water mass balance can be neglected.
3.6.2 CHEMICAL SPECIES MASS BALANCE
Since the molecular mass of any chemical specie is constant, the continuity equationof the chemical species could be written in terms of number of moles instead of in
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Figure 3.3: Ratio between water mass in the gas and in the liquid phase.
terms of mass. Namely the variation of the number of moles is equal to the numberof moles inflowing into the control volume and to the number of moles generatedfrom chemical reactions.
Except water, the mass balance of which was described before, in soils chemicalspecies are present in three different forms: dissolved in the liquid phase, as afraction of the gas phase or as a part of the solid phase. It is convenient to treat thethree form separately. The presence of chemical specie in different forms (dissolvedin the liquid phase or part of the solid and the gaseous phase) leads to complexbehaviour involving heterogeneous equilibria like the dissolution/precipitation ofcalcite described in Section 2.1.4.
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AQUEOUS CHEMICAL SPECIES
Chemical equilibria depend on chemical activity. However the equilibrium con-stants are usually expressed in terms of molar concentrations for dissolved chem-ical species and in terms of partial pressures for gaseous species. Therefore, itis convenient to write the mass balance in terms of molar concentration, which isdefined as the ratio between the number of moles of solute and the volume of themixture.In terms of molar concentration the balance of the i-th aqueous chemical speciereads: ∂(nSrci)∂t +∇ · Ji + nSrRi = 0 , (3.29)where Ji is the molar flux of the i-th chemical specie, n is the soil porosity, ci isthe concentration of the i-th chemical specie and Ri is its molar production ratedue to chemical reactions.
GASEOUS CHEMICAL SPECIES
When a gas interact with a liquid, part of the gas dissolves into the liquid phaseaccording to Henry’s law: ci(d) = Hipi , (3.30)where ci(d) is the concentration of the i-th chemical specie dissolved in the liquidphase, Hi is its coefficient of solubility and pi is its partial pressure in the gasphase. Thus the mass of the gas specie, mi, in the pores is:
mi = mdi +mgi , (3.31)
where the superscript d and g refer to the dissolved and gaseous mass, respectively.Assuming that the law of perfect gas holds (Vanuat et al., 1997), the balance of thegaseous species i is:
∂(nρi(1− (1− hi)Sr))∂t +∇ · (vg + hivl)+ nSrmmoli Ri = 0 , (3.32)40
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where ρi is the partial density of specie i, pi and mmoli are its partial pressureand its molar mass respectively, and the degree of saturation, Sr, depends on thepressure of the gas phase, ug = ∑i pi. The definition of the partial density ρiresults from the law of perfect gas:
ρi = ximmoli ρg , (3.33)
where xi is the molar fraction of the specie i in the gas phase.
MINERAL CHEMICAL SPECIES
There is not an unique way to treat mineral chemical species. Herein, the solidconcentration c¯, defined as the number of moles in the REV, is introduced. Thereforethe mass balance for mineral species reads:
∂c¯i∂t + nSrRi = 0 . (3.34)
Usually mineral species are expressed in terms of mass fraction of the solid phase.The relation between the solid concentration and the mass fraction is:
fi = c¯i mmoliρs(1− n) , (3.35)
where mmoli is the molar mass of the species and ρs is the density of the solid phase.
3.6.3 ELECTRIC CHARGE BALANCE
The balance of the electric charge reads:
∂Q∂t +∇ · j = 0 , (3.36)
where Q is the soil capacity and j is the current density. Neglecting the electricalcapacitance of the soil, the balance of the electric charge reduces to a steady-stateequation, ∇ · j = 0 , (3.37)
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which is the classical Laplace equation. Equation (3.37) does not depend explicitlyon time and it is not directly coupled to the other variables. Coupling results fromthe effective electric conductivity σ ∗, which depends on the degree of saturationand on the concentration of the ions dissolved in the liquid phase.
3.6.4 HEAT EQUATION
The amount of internal energy QH inside a volume is:
QH = (cspρs(1− n) + clpρlnSr + cgpρgn(1− Sr))T , (3.38)
where csp, clp and cgp are the specific heat capacities of the solid, liquid and gasphase and T is the absolute temperature. The energy balance reads:
∂QH∂t +∇ · JT +Qgen = 0 , (3.39)
where JT is the heat flux and Qgen is the heat generation.In electrokinetic process the heat is generated by the electric current. Thiseffect is known as Joule’s effect, which describes the heat generated by an electriccurrent flowing through a conductor.
3.7 WATER RETENTION CURVE
The relationship between the quantity of water present in the void space and thecapillary pressure is called water retention curve (WRC), since it measures theamount of water retained in the soil by the capillary pressure (Bear and Cheng,2010). In soil mechanics it is usually written in terms of degree of saturation, Sr,and suction, s := ug − ul: Sr = Sr(s) . (3.40)
Experimental data (e.g. Airò Farulla et al., 2011; Gallipoli et al., 2003b; Kawaiet al., 2000; Ng and Pang, 2000; Tarantino and Tombolato, 2005) shows that theWRC depends on soil chemo-physical properties and on void ratio.
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An idealised representation of the water retention curve is shown in Figure 3.4.
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Figure 3.4: Water retention curve.
The possible hydraulic states, described by the couple (s, Sr), are boundedby two main curves. The upper curve is called main drying curve, since it isthe results of a drying path. At the opposite, the lower curve is named mainwetting curve. The two curves have a similar shape and they bound a hysteriticdomain. Any point located between the main drying and wetting curves belongs toa scanning curve. Experimental results (e.g Topp, 1971) showed that the scanningcurves present a loop, which is due to capillary hysteresis. However these loopsimply very little variation in degree of saturation, so they may be neglected. Thehysteretic behaviour can be attributed mainly to the geometric non-uniformity ofindividual pores, resulting from the so-called “ink bottle” effect, and to the variationin liquid-solid contact angle during drying or wetting process. However recentlyKohgo (2008), Miller et al. (2008) and Nuth and Laloui (2008) pointed out that theWRC hysteresis is also a consequence of soil deformability, not only of the effectslisted above.Traditionally the WRC is divided into four domains (Bear, 1972): the completesaturation in liquid water, the funicular state, the pendular state and the residualstate (Fig. 3.5a). The boundaries for each of these states depend on the number offluid phases filling the porous media and on the nature of each phase (Nuth andLaloui, 2008). When the soil is completely saturated, air is present only dissolved
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in the liquid phase. Increasing the matrix suction gas bubbles appear, when theso-called air entry value of suction is reached. The air entry value is defined asthe value of suction that causes desaturation of the largest pores (Vanapalli et al.,1999). In the funicular state both gaseous and liquid phases are continuous, i.e. acontinuous path can be traced through each phases. The pendular state appearsat low saturation, and it is the transition between the funicular and the residualstates. Characteristic of the pendular state is that the continuity of each phase isnot ensured. At the residual state the liquid phase vanishes and water is adsorbedinto solid grains.Romero et al. (1999) suggested to divide the WRC in two regions (Fig. 3.5b). Atlow suction values, the amount of water stored in the soil is high enough to saturatethe pores inside the aggregates (“intra-aggregate pores” or “micropores”) and topartly fill the pores between the aggregates (“inter-aggregate pores” or “macrop-ores’). In the latter region, capillary storage mechanisms dominate, which clearlydepend on the characteristic dimensions of interconnected macropores, hence onporosity. At high suction values the adsorptive storage mechanisms, where waterwith lower mobility is held inside the intra-aggregate pores, dominate. Thus inthis region the influence of void ratio is negligible and the main curves coincide.
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Different shapes for the water retention curve have been proposed in the liter-ature (e.g. Brooks and Corey, 1966; van Genuchten, 1980). The main curves can be
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described adopting different values of the parameters of these shapes. With thisapproach the WRC is independent from the mechanical behaviour. In the last fewyears different models for the WRC which take into account the dependence on thevoid ratio have been proposed (e.g. Gallipoli et al., 2003b; Nuth and Laloui, 2008;Romero et al., 2011). These models provide evidence of strong coupling with themechanical behaviour.
3.8 REACTION RATE
The possible reactions in soils could be classified in three different types:
- sorption reactions (surface complexation and ion exchange), Rsr ;
- aqueous phase reactions, Raqr ;
- precipitation/dissolution reactions, Rpdr .
Two approaches have been developed and used in the literature to describechemical reactions: instantaneous equilibrium approach and kinetics approach.In instantaneous equilibrium reactions, be it sorption, precipitation/dissolution,or aqueous phase reactions, species concentrations are assumed to reach equi-librium instantaneously, whereby in kinetic reactions concentrations are assumedto depend explicitly from time and change before matching chemical equilibrium(Alshawabkeh, 2001).
3.8.1 SORPTION REACTIONS
The following general term has been considered for sorption evaluation:
Rsi = ρn ∂si∂t = ρn ∂si∂ci ∂ci∂t (3.41)where ρ is the bulk dry density of the soil defined as the ratio between the mass ofthe solid particles of the soil and its total volume, si is the adsorbed concentrationof the component j per unit mass of the soil solids. The reversible term (∂si/∂t) isoften used to describe the sorption rate. The equilibrium partitioning between the
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adsorbed phase and the aqueous phase of the chemical components are commonlymeasured under controlled temperature and applied pressure. The resulting rela-tions between si and ci are called adsorption isotherms. Several equilibrium models(linear, Freundlich, and Langmuir models) have been used to describe sorption ofheavy metals on soils. Assuming instantaneous equilibrium in sorption reactionsand linear isotherms, ∂si∂ci = Kdi (3.42)where Kdi is called the distribution coefficient, Kd, of species i. A retardation factor,Rdi, may be introduced in modeling species transport accounting for linear sorptionas, Rdi = 1 + ρKdin (3.43)The retardation factor of species i, Rdi, define the relative rate of transport of anonsorped species to that of a sorped species. For a nonsorped species, Rdi = 1.Simple isotherm sorption models ignore the potential effects of variations inpH, solute composition and ionic strength, redox potential, or processes such ascompetitive adsorption. Alternative, more robust (and complicated) sorption modelsinclude ion- or ligand-exchange, mass action models, and surface complexationmodels as described by Bethke (1996); Davis and Kent (1990); Kirkner and Reeves(1988); Langmuir (1997); Stumm and Morgan (1995); Yeh and Tripathi (1989).
3.8.2 AQUEOUS REACTIONS
Consider a chemical system containing Nd dissolved species and Nr aqueous re-actions. The reactions taking place in the system can be written in the generalform (Lichtner, 1985): νriAi −−⇀↽− 0 , (3.44)where νri is the stechiometric coefficient of the i-th specie in the reaction r and Aidenotes the chemical symbol of the i-th specie.A chemical system is in equilibrium when the Gibbs free-energy is minimum.This condition is expressed by the the mass action law between the chemical
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species involved in a chemical reaction. The law of mass action implies that:
K aqr Nd∏i=1 cνrii = 0 , (3.45)
where K aqr is the equilibrium constant for the r-th aqueous reaction. Equation (3.45)can be written in a more convenient form as
logK aqr + νri log ci = 0 . (3.46)
Therefore, the molar production rate for the i-th species due to aqueous re-actions is the sum of the rates Rr of the reactions r to which the specie takespart: Raqi = νriRaqr . (3.47)
3.8.3 PRECIPITATION/DISSOLUTION REACTIONS
In this work only reactions where ions react to form a solid precipitate of a singlemineral species or where a mineral species dissolves into its constituent ions willbe taken into account. Under this assumption the r-th precipitation/dissolutionreaction refers to the m-th mineral specie. The reaction can be written as
A¯m −−⇀↽− νmiAi , (3.48)
where A¯m denotes the chemical symbol of the m-th mineral specie and νmi is thestechiometric coefficient of the i-th dissolved specie in the precipitation/dissolutionreaction.Production of the precipitate will not occur until the solution is saturated.Therefore, the law of mass action is written as,
K spm ≥∏i cνmii , (3.49)
where K spm is the solubility product equilibrium constant for mineral m. Followingthe same previous formulations, the total rate of production of component i due to
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precipitation/dissolution reactions, Rpdi , reads,
Rpdi = Nm∑m=1 νmiRpdm , (3.50)
where Rpdm is the rate of production of mineral m.
3.9 PRESERVATION OF ELECTRICAL NEUTRALITY
Electroneutrality is preserved considering mass flow and mass balance of eachchemical species (Eqs. 3.18 and 3.29) and transport and balance of electric charge(Eqs. 3.24 and 3.37).For a unit volume of soil, the rate of change in the electric charge equals thetotal rate of change of chemical species concentrations multiplied by their chargeand Faraday’s constant. Preservation of electrical neutrality requires that the totalchange in electric charge per unit volume equals zero:∑
i ziF ∂nSrci∂t = 0 . (3.51)
The rate of change in the electric charge in a volume of soil is due to the changeof the concentration of the chemical species:∑
i ziF ∂nSrci∂t =
∑
i ziF∇(Ji) +
∑
i ziFnSrRi . (3.52)
Chemical reactions are electrically neutral if sorption and redox reactions arenot taken into account: ∑
i ziRi = 0 . (3.53)This is clear if the following chemical reaction is considered
A −−⇀↽− mB+l + lC−m , (3.54)
one mole of A will produce m moles of B+l and l moles of C−m. The total change in
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B+l concentration times its charge is m moles of B+l · (+l) = ml. The total changein C+m concentration times its charge is l moles of C−m · (−m) = −ml. Therefore,the total change in each one concentration times its charge is ml− ml = 0.If a fluid is electrically neutral its movement does not change the electric charge:∑
i zicivl = 0 . (3.55)
Assuming that the electric charge flux is due only to the Ohm’s law and to iondiffusion, and that the electrical capacitance of the soil particles is null, the balanceof electric charge becomes
∇(−σ ∗ +∑i ziFJdi ) = 0 . (3.56)
Substituting Equation (3.11) and assuming that the electrical conductivity is dueonly to the ions in the pore soil fluid:
∇(−∑i Fziu∗i ci∇Φ−
∑
i ziFD∗i∇ci) = 0 . (3.57)
Substituting Equations (3.18), (3.53), (3.55) and (3.57) into Equation (3.52) re-sults in ∑
i ziF ∂nSrci∂t = 0 . (3.58)
3.10 BALANCE OF LINEAR MOMENTUM
The balance of linear momentum (also referred as the Cauchy’s equation of equi-librium) reads: ∇ · σ + b = 0 , (3.59)
where σ is the total stress tensor and b is the load vector.In unsaturated conditions, soil skeleton behaviour is assumed to be governedby the average soil skeleton stress σ := σˆ + (Sr ul + (1 − Sr)ug)δ, as defined by
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Jommi (2000). Substituting this definition into Equation (3.59):
∇ · σˆ −∇(Sr ul + (1− Sr)ug) + b = 0 . (3.60)
Equation (3.60) is the balance of linear momentum for an unsaturated porousmedium. It is worth noting that in Equation (3.60) the second term is a genralisedseepage force, accounting for the action of both the liquid and the gas phase onthe solid skeleton. The generalised seepage force, together with the gravity forceb, determines the distribution of the effective stress in the porous medium.The hypothesis of “small strain” is introduced, so that the current and thereference configurations of the material body are assumed to be coincident. Underthis hypothesis the definition of strain is:
ε := −12 (∇u + (∇u)T) , (3.61)
where the minus sign is due to the soil mechanics convention, where tractionstresses are negative while compressive stresses are positive.
3.11 STRESS-STRAIN BEHAVIOUR
Equilibrium and compatibility equations apply for all solid continua.The equations ruling the behaviour of a specific material are called constitutiveequations. For an elastic material the constitutive equations provide a relationshipbetween effective stress and strain:
σˆ = σ (σˆ , ε) . (3.62)
Different constitutive equations have been proposed in the literature. The mostused in soil mechanics are those based on the theory of elasticity or on the theoryof plasticity. In this section only the general framework of these theories willbe described. The constitutive equations used in the numerical simulations willbe described in Section 6.4, after the description of the experimental results inSection 6.2.
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3.11.1 ELASTICITY
Elasticity describes a reversible behaviour: when an elastic material is unloadedstrain are totally recovered. Therefore the stress state depends only on the strainstate and the constitutive equation is a one-to-one relationship, which can beinverted.Elastic models:
- linear elasticity. First introduced by Hooke. σˆ = Delε;
- hyperelasticity (e.g. Borja et al., 1997). Definition of an elastic potential Ψ,σˆ = ∂2Ψ∂ε⊗∂ε ;- hypoelasticity;
Although elastic models have a simple formulation, in some cases they are ableto reproduce the experimental behaviour with good accuracy.
3.11.2 GENERALISED PLASTICITY
Elasto-plastic models based on critical state formulation appear to have been suc-cessful in describing many of the most important mechanical aspects of the be-haviour of geomaterials because they contain features such as hardening, soften-ing and pressure sensitivity typical in soils (Borja, 1991). The assumption that thebehaviour of the soil skeleton is governed by the average soil skeleton has beenintroduced before. In the literature different elasto-plastic models for unsaturatedsoils using the average soil skeleton stress were proposed (e.g. Gallipoli et al.,2003a; Jommi and di Prisco, 1994; Romero and Jommi, 2008; Tamagnini, 2004).In this section the framework of generalised plasticity will be described followingthe notation introduced by Tamagnini et al. (2002). In the framework of generalisedplasticity the following assumptions are introduced:
• the material state is completely described by the (effective) stress tensor σˆand by a vector of internal variables q, that describe the effect of strain historyand coupled variables Y (e.g. temperature, chemical bonding, saturation) onmaterial response;
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• adopting a linear kinematic description, the strain rate is decomposed addi-tively in an elastic, reversible part, ε˙e, and a plastic, irreversible part, ε˙p:
ε˙ = ε˙e + ε˙p ; (3.63)
• for all possible values of q, the stress states σ is constrained to belong to theconvex set
Eσ := {(σ , q)|f(σ , q) ≤ 0} , (3.64)where f is a convex scalar function called yield function. The interior of Eσis called elastic domain, while its boundary ∂Eσ is called yield surface;
• inside the elastic domain the material behave elastically:
σ˙ = Del(ε˙− ε˙e) , (3.65)
where Del is the fourth-order elastic stiffness tensor;
• plastic strains are defined prescribing a general non associated flow rule
ε˙p = λ˙Q , Q := ∂g∂σ , (3.66)
where g(σ , q) is a scalar function called plastic potential and λ is a non-negative scalar called plastic multiplier. The plastic multiplier must satisfythe Kuhn-Tucker conditions:
λ˙ ≥ 0 , f(σ , q) ≤ 0 , λ˙f(σ , q) = 0 , (3.67)
stating that plastic deformations may occur only for states on the yield sur-face. In addition to the Khun-Tucker condditions, the plastic multiplier mustsatisfy the consistency condition
λ˙f˙(σ , q) = 0 , (3.68)
which forces the state of the material to lie on the yield surface when plasticloading occurs (f˙ = 0 if λ˙ > 0).
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• the evolution of the internal variables q is provided by the following gener-alised hardening law :
q˙ = λ˙h(σ , q,Y) + Y˙η(σ , q,Y) , (3.69)
where h and η(σ , q) are hardening functions of the state of the material andof the variables Y. The hardening functions are also independent from plasticstrains.
According to Equations (3.63), (3.66), (3.67) and (3.69), the evolution of the statevariables (σ , q) is governed by the following system of ordinary equations:
σ˙ = Del(ε˙− λ˙∂g∂σ
) (3.70a)
q˙ = λ˙h(σ , q,Y) + Y˙η(σ , q,Y) (3.70b)
From the consistency condition λ˙f˙ = 0, the constitutive Equation (3.65) and theflow rule (3.66), the following expression for the plastic multiplier in terms of ε˙ isobtained: λ˙ = 1Kp
〈 ∂f∂σ ·Delε˙+
(∂f∂q · η
) Y˙〉 , (3.71)
where 〈x〉 := (x + |x|)/2 is the ramp function, provided that:
Kp := ∂f∂σ ·De∂g∂σ − ∂f∂q · h > 0. (3.72)
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Numerical integration of elastic–plastichydro–mechanical constitutive laws forunsaturated soils
Due to high non-linearity of the constitutive behaviour of soils subjected to the cou-pled action of mechanical, hydraulic, electric and chemical actions, elasto-plasticitywith generalised hardening is often mandatory for the analysis of problems at thefinite scale. Numerical tools are already mandatory to integrate these laws alongtypical experimental path. Elastoplastic constitutive model for unsaturated soilspresents strong coupling between hydraulic and mechanical behaviour and involveshigh non-linearities.
In this Chapter a driver for the numerical integration of elastic–plastic hydro–mechanical constitutive laws for unsaturated soils at the representative volumeelement level will be presented. The formulation of the numerical driver is conceivedto allow for a straightforward implementation of the routines developed for theintegration of the non linear constitutive laws into classical finite element codes.The most common schemes of the integration routine are also reviewed.
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CHAPTER 4. NUMERICAL INTEGRATION OF ELASTIC–PLASTICHYDRO–MECHANICAL CONSTITUTIVE LAWS FOR UNSATURATED SOILS4.1 INTEGRATION OF UNSATURATED LOAD PATHS
In geotechnical laboratory testing, stress σ and strain ε (derived from imposedforces and displacements) may be the mechanical control variables. As for thefluid phases, mass, mw and ma, or pressure, ul and ug, variations can be imposed.Any combination of the previous quantities may characterise a specific laboratorytest. From the numerical viewpoint, a standard integration procedure would implypossible mixed control of static (σ , ul, ug) and kinematic (ε, mw , ma) variables.Partitioning consequently the constitutive matrix would lead to a “direct” formula-tion for the unknown variables of the specific problem under consideration. As thedriver was conceived to test integration routines ready for their implementation intypical finite elements codes, where displacements and fluid pressures are adoptedas primary variables, a strain-pressure driven approach was preferred. Therefore,the input variables for the integration routines are always strain and fluid pressureincrements, for any loading path. The final values of fluid masses and stresses arethe dependent variables to be found iteratively.Let vector c collect the controlling (driving) variables and vector s the dependentones:
c :=
 εulug
 s :=
 σmwma
 , (4.1a, b)
and let n+ 1 be a time step bounded by tn and tn+1. Both driving and dependentvariables, c and s, are assumed to be completely known at time tn. The system ofequations describing the generic laboratory constraints during the time step n+ 1can be formally written as Bardet and Choucair (1991):
Σ∆s + Γ∆c = ∆V¯ . (4.2)
Matrices Γ and Σ are constant during the load path, and can be partitioned as:
Γ :=
 E 0 00 Γl 00 0 Γg
 Σ :=
 S 0 00 Σw 00 0 Σa
 . (4.3)
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Matrices E and S define the mechanical constraints of the test in the same wayas proposed by Bardet and Choucair (1991), but involving total stress instead ofeffective stress. The other non-zero terms refer to fluid phases: for example, if thepressure of the liquid phase is imposed Γl = 1 and Σw = 0, while if the water massincrement is imposed Σw = 1 and Γl = 0. The constraints for the gas phase, Γgand Σa, are defined in similar way.In unsaturated soil mechanics different constitutive stresses maybe adopted inthe formulation of constitutive laws. Imposing the mechanical constraints on totalstress and adopting an explicit formulation for the constraints on the fluid phasesmake the driver able to handle different choices for constitutive stresses.
4.1.1 SOIL BEHAVIOUR
As said before, the formulation proposed is able to integrate models for unsaturatedsoils defined in terms of any constitutive stress variables, provided they were writtenas a function of total stress, fluid pressures and degree of saturation:
σ˜k := fk (σ , ul, ug, Sr) k = 1, · · · , m , (4.4)
where σ˜k is one of the m constitutive stresses adopted by the model chosen.In Paragraph 3.10 it has been assumed that the average soil skeleton stressσˆij := (σij − ugδij) + Sr(ug − ul)δij (Jommi, 2000) may be adopted as a convenientconstitutive stress. So the total stress increment could be written as:
∆σij = σn+1ij − σnij = σˆn+1ij + (Srn+1un+1l + (1− Srn+1)un+1g )δij − σnij . (4.5)
Equation (4.5) contains the effective stress at the end of the increment, σˆn+1, whichcan be calculated by one of the integration algorithms presented in the literature(Borja and Lee, 1990; Sloan, 1987, e.g.). A review of the most common integrationalgorithms is presented in Section 4.2.In Paragraph 3.7 the properties of the water retention curve were reviewed.According to most of the models for water retention curve proposed in the literature(Gallipoli et al., 2003b; Nuth and Laloui, 2008; Romero et al., 2011, e.g.), the degreeof saturation at the end of the step and its increment in the step depend on the
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pressure of the fluid phases, ul and ug, and on the void ratio e:
Srn+1 = Sr(Srn,∆ug,∆ul,∆ε) (4.6a)
∆Sr = Srn+1 − Srn . (4.6b)
4.1.2 WATER MASS BALANCE
The mass balance of water were discussed in Paragraph 3.6.1. Neglecting water inthe gaseous phase, the water mass contained in the volume element of unsaturatedsoil is mw = nSrρw . (4.7)The corresponding increment is:
∆mw = nn+1Srn+1ρn+1w −mnw , (4.8)
which is a function only of the driving variables taking into account that the densityof water ρw depends on the liquid pressure:
ρn+1w = ρw0 exp(un+1l − ul0Bw
) , (4.9)
where th subscript 0 denotes the reference state.
4.1.3 AIR MASS BALANCE
Taking into account that in the pores air is present both in the gaseous and inthe liquid phase (consider air as a unique chemical species, for details see Para-graph 3.6.2), the total air mass is:
ma = (1− (1− h)Sr)nρa , (4.10)
and its increment reads:
∆ma = (1− (1− h)Srn+1)nn+1ρn+1a −mna , (4.11)
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where the air density is ρn+1a = ρa0un+1g + patmug0 + patm . (4.12)If the atmospheric pressure is adopted as reference state, Equation (4.12) becomes
ρn+1a = ρa0un+1g + patmpatm . (4.13)
4.1.4 SOLUTION STRATEGY
Substituting Equations (4.5), (4.8) and (4.11) in Equation (4.2), the system of gov-erning non-linear equations is obtained, which can be solved by Newton’s method.Newton’s method provides quadratic convergence rate, if the initial guess x0 is suf-ficiently close to the solution x∗ and the Jacobian matrix is not singular (Quarteroniet al., 2007). The solution at the end of the step n+ 1 is found by iteration, start-ing from an initial guess c0 = 0 until the theoretical condition R = 0 is reached,according to Algorithm 4.1 .
Algorithm 4.1: Solution procedure of the equation at the point volume1. SET i = 0 and ∆ci = 02. REPEAT3. COMPUTE increment of the degree of saturation
Srn+1,i = Sr(un+1,iw − un+1,ia ,∆εi) ∆Sri = Srn+1,i − Srn
4. COMPUTE effective stresses σˆn+1,i = f(∆εi,∆Sri)5. COMPUTE fluid phase densities
ρn+1,iw = ρ0w exp(un+1,il − u0lBw
) ρn+1,ia = ρ0aun+1,ig + patmu0g + patm .
6. Static variables increment is calculated
∆σn+1,i = ∆σˆn+1,i + (Srn∆un+1,iw + (1− Srn)∆un+1,ia − (una − unw)∆Sri)1
∆mw = nn+1,iSrn+1,iρn+1,iw −mnw
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∆ma = (1− (1− h)Srn+1,i)nn+1,iρn+1,ia −mna .
7. update kinematic variables
∆ci+1 = ∆ci −(Σ ∂∆s∂∆c
∣∣∣∣n+1,i + Γ
)−1 R .
8. UNTIL R = Σ∆si + Γ∆ci − ∆V¯ 6= 09. update kinematic and static variables cn+1 = cn +∆cn+1,i sn+1 = sn +∆sn+1,i
With reference to the complete scheme, reported in the following as Algo-rithm 4.1, at step 7 derivatives of the static variables increment respect to thekinematic variables increments have to be evaluated:
∂∆s∂∆c =

∂∆σ∂∆ε ∂∆σ∂∆ul ∂∆σ∂∆ug∂∆mw∂∆ε ∂∆mw∂∆ul ∂∆mw∂∆ug∂∆ma∂∆ε ∂∆ma∂∆ul ∂∆ma∂∆ug
 . (4.14)
Derivation of the terms in Equation (4.14) is shown in Appendix A. Note that,from Equation (4.5), ∂∆σ∂∆ε = ∂σˆ∂∆ε − sδ∂∆Sr∂∆ε (4.15)and, since σˆn+1 = σˆn + ∆σˆ , it follows that
∂σˆ∂∆ε = ∂∆σˆ∂∆ε + ∂∆σˆ∂∆Sr ∂∆Sr∂∆ε . (4.16)
The derivatives of ∆σˆ with respect to ∆ε and ∆Sr are the tangent consistent modulias defined by Simo and Taylor (1985).Introduction of dissolved gas in Equation (4.10), besides providing a more cor-rect description of the physical transfer mechanisms, avoids singularity of the ma-trix (4.14) for Sr = 1 (Vanuat et al., 1997). In this way the algorithm proposedis able to simulate naturally the transition from the saturated to the unsaturatedcondition.
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It is worth noting that the structure of the routines which provide the integrationof the constitutive laws (steps 3 and 4 of Solution procedure at the point volume)is the same as that adopted in the solution of boundary value problems with aclassical displacement-pressure based finite element approach. Therefore, at theend of the model development stage, they can be transferred to FE codes in astraightforward way.
4.2 INTEGRATION OF ELASTO–PLASTIC CONSTITUTIVE EQUATIONS
In a boundary value problem the load path is divided into step. Let n + 1 be atime step bounded by tn and tn+1. The state of the material (σˆn, qn, εn, εpn, Srn)is assumed to be completely known at time tn. The unknowns σˆn+1, qn+1 and εpn+1must be determined, given the assigned increments ∆ε and ∆Sr.The most common approaches for the integration of elastoplastic constitutiveequations (3.65)-(3.67) can be summarized as:
- explicit methods (e.g Jakobsen and Lade, 2002; Sloan, 1987; Sloan et al.,2001);
- implicit (backward Euler) methods (e.g. Borja, 2004; Borja and Lee, 1990;Tamagnini et al., 2002);
- θ-methods (e.g. Ortiz and Popov, 1985)].
Common to these algorithms is the calculation strategy based on an initial trialsolution, calculated by a fully elastic prediction obtained freezing the plastic flow(i.e. λtrial = 0). The trial elastic solution is checked against an initial yield surface,in which the internal variables have been already updated for degree of saturationchanges.
4.2.1 EXPLICIT METHOD
For this class of methods, the trial elastic state is obtained with an explicit approachfreezing the plastic flow and taking into account the variation of Sr. If the trialstress point is located inside the yield surface, f trial ≤ 0, the strain increment is
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truly elastic and the trial stress state corresponds to the true stress state. If theKuhn-Tucker conditions are violated, the strain increment is, totally or partially,plastic. In this case, a plastic integration step must be performed, updating thestress and the hardening parameters.
ELASTIC PREDICTOR
Assuming that the step is completely elastic, the trial state is calculated with anexplicit approach σˆ trialn+1 = σˆn + ∆σˆ trialn+1 = σˆn + De∆ε (4.17a)qtrialn+1 = qn + ∆Sr η(σˆn, qn, Srn) . (4.17b)If f trialn+1 := f(σˆ trialn+1 , qtrialn+1 ) ≤ 0, the trial state satisfies the Kuhn-Tucker conditions(3.67) and it coincides with the converged solution in the step. Otherwise, if f trialn+1 >0, a plastic integration step must be performed.
INTERSECTION WITH YIELD SURFACE
In the latter case, at the beginning of the step the stress state can be strictly insidethe yield locus, i.e. fn < 0. Thus the intersection with the trial yield surface mustbe found before starting the plastic integration step. The problem of finding thestress and the internal variables at the yield surface intersection reduces to thedetermination of the scalar quantity α which satisfies the equation
f(σˆn + αDe∆ε, qn + α∆Srη) = 0 . (4.18)
A value of α = 0 indicates that fn = 0 at the beginning of the step, while α = 1means that the step is purely elastic.Note the role of the increment of degree of saturation into the calculation of theintersection with the yield surface. Consider the case where the strain incrementis zero while the degree of saturation increment reduces the yielding surface, sothat the stress point state will eventually fall outside (Figure 4.1). In this case apart of the increment, such that stress lies on the yield surface, does not produceplastic strain. The elastic part of the increment is the same for strain and degree
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Figure 4.1: Intersection due to degree of saturation.
of saturation (Figure 4.2).
Figure 4.2: Intersection with yield surface.
In general, Equation (4.18) is non-linear with respect to the variable α andcan be solved by several numerical methods, e.g. bisection, Regula-falsi, secantand Newton-Raphson. The former two algorithms are unconditionally convergentand confine the solution to lie within a specified interval, that in this case is 0 <α < 1. Secant and Newton-Raphson schemes have a more rapid convergence ratethan bisection and regula-falsi, but the absence of any constraint for α can causedivergence of the method. In this work the Regula-falsi method has been adopted.It proceeds by producing a sequence of shrinking intervals that all contain the zeroof the function and, despite of computational cost similar to the secant method, it ischaracterised by a linear convergence rate (Quarteroni et al., 2007). The Regula-falsi algorithm used to solve Equation (4.18) is detailed in Algorithm 4.2 .
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Algorithm 4.2: Regula-Falsi scheme for finding the yield point.1. SET j = 0, BOT 0 = 0→ F 0BOT = f(σˆn, qn), UPP0 = 1→ F 0UPP = f(σˆ trialn+1 , qtrialn+1 )2. REPEAT3. COMPUTE α j as α j = UPP j ·F jBOT − BOT j ·F jUPPF jBOT − F jUPP .4. COMPUTE the yield function f j = f(σˆn + Deα j∆ε, qn + α j∆Srη)5. IF F jBOT · f j > 0 THEN6. BOT j+1 = α j → F j+1BOT = f j7. UPP j+1 = UPP j8. ELSE9. BOT j+1 = α j → F j+1BOT = f j10. UPP j+1 = BOT j → F j+1UPP = F jBOT11. UNTIL f j = 0
PLASTIC INTEGRATION STEP
Stress and internal variables on the yield surface become the initial values at thebeginning of the plastic integration step, which consists in solving the non-linearsystem of ordinary differential equations (3.65) and (3.69). The strain and degreeof saturation increments to consider in this step are
∆εep := (1− α)∆ε∆Srep := (1− α)∆Sr . (4.19)
Several methods have been proposed to integrate the non linear constitutivelaws. All of them require a sub-stepping procedure, to limit the integration error.Among them, the algorithms belonging to the Runge-Kutta’s class, with automaticsubstepping and error control, have proven to be reliable and efficient (Sloan et al.,2001). The basic idea of this class of algorithms is to modify the substep sizeby comparing two different order estimates of the problem solution. The Runge-Kutta-Dormand-Prince algorithm was chosen here. The procedure outlined in Al-gorithm 4.3 was implemented to integrate the plastic step.
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Algorithm 4.3: Plastic extension1. SET pseudo-time T = 02. REPEAT3. ∆T = 1− T .4. REPEAT5. FOR i = 1 to p DO6. COMPUTE stresses and internal variables of the stage i
σˆ i = σˆn + i−1∑k=0 βik∆σˆk qi = qn +
i−1∑
k=0 βik∆qk
7. COMPUTE plastic multiplier ∆λi+1
∆λi+1 = 1Kp (P ·De∆T∆εep+Wη∆T∆Srep) with Kp = P ·De∆TQ−Wh
where P,De,W,η and h are evaluated using σˆ i and qi.8. ∆σˆ i+1 = De(∆T∆εep − ∆λi+1Q)9. ∆qn+1 = ∆λi+1h + ∆T∆Srepη10. COMPUTE stresses of the two RK methods: ˜ˆσn+1 = σˆn + ci∆σˆ i, ¯ˆσn+1 =σˆn + c¯i∆σˆ i11. COMPUTE internal variables of the two RK methods: q˜n+1 = qn + ci∆qi,q¯n+1 = qn + c¯i∆qi12. COMPUTE relative error:
ξ = maxj
(‖˜ˆσn+1 − ¯ˆσn+1‖‖˜ˆσn+1‖ , |q˜
jn+1 − q¯n+1j ||q˜jn+1|
)
13. ∆T = ∆T · 0.9( ξTOL
)1/p
14. UNTIL ξ < TOL15. σˆn+1 = ˜ˆσn+116. qn+1 = q˜n+117. Srn+1 = Srn + ∆T∆Srep
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18. T = T + ∆T19. Check if the stress state lie on the yield surface. If not, a yield surface driftcorrection is necessary.20. UNTIL T 6= 1
Tables 4.1 and 4.2 report the Butcher’s matrices for the Runge-Kutta-Fehlberg andthe Runge-Kutta-Dormand-Prince methods, respectively.
Table 4.1: Butcher’s matrix for Runge-Kutta-Fehlberg method (Stoer and Bulirsch,2002).
k βk0 βk1 βk2 ck c¯k
0 - - - 214891 53321061 14 - - 133 02 −189800 729800 - 650891 80010533 214891 133 650891 - - 178
CORRECTION FOR YIELD SURFACE DRIFT
When an explicit algorithm is adopted, the plastic extension does not force thestress state to lie on the yield surface. The constraint fn+1 = 0 has to be checkedat the end of the integration step, and, in the case it is violated, consistency must berestored. There are several methods that can be adopted to this aim (e.g. Jakobsenand Lade, 2002; Sloan, 1987).Due to its simplicity, a slight modification of the method proposed by Sloan(1987) has been adopted. With reference to Figure 4.3, the point B indicatesthe state of the material at the end of the plastic explicit integration, that is notnecessarily located on the yield surface f(σˆB, qB) = 0. Point C represents the stateof the material after the correction. The final stress state is modified in order torestore the consistency condition assuming that the internal variables qB remainconstant during the correction process. In order to obtain a direction consistent to
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Table 4.2: Butcher’s matrix for Runge-Kutta-Dormand-Prince method (Sloan et al.,2001).
k βk0 βk1 βk2 βk3 βk4 ck c¯k
0 - - - - - 31540 192161 15 - - - - 0 02 340 940 - - - 190297 100020793 310 − 910 65 - - −145108 −1252164 22672 −2527 880729 55729 - 351220 81885 −181270 52 −266297 −9127 18955 120 556
the previous plastic deformation, the correction is applied along a direction whichis normal to the plastic potential. To this aim, a scalar β can be found so that
f(σˆC , qB) = 0 , σˆC = σˆB + β ∂g∂σˆ
∣∣∣∣B , (4.20)where σˆB is the stress state at the end of the explicit integration procedure, andσˆC is the final corrected stress state, satisfying the consistency condition, for thegiven internal variables. Equations (4.20) define a single non-linear equation of theform F (β) = 0, that may be solved iteratively. Since there is not a known intervalwhere β lies, Regula-falsi method can not applied. Therefore a Newton-Raphsonstrategy has been adopted.
4.2.2 IMPLICIT METHOD
Following Tamagnini et al. (2002), the classical elastic–plastic operator split (Borjaand Lee, 1990) of the original problem (OR) may be extended to generalised hard-ening rules, dependent on both the plastic strains and the degree of saturation, asthe sum of an elastic predictor (EP) and a plastic corrector (PC):
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Yield surface after
correction
Yield surface before
correction
B
C
Figure 4.3: Sloan correction.
OR = EP + PC
ε˙e = ε˙tot − λ˙Q ε˙e = ε˙tot ε˙e = −λ˙Qq˙ = λ˙h + S˙rη q˙ = S˙rη q˙ = λ˙hFirst, the elastic-plastic predictor problem is solved and a trial elastic state isobtained. Then, the constraint f trial ≤ 0 is checked, and if it is violated, the trialstate is taken as the initial condition for the plastic corrector problem. Otherwisethe trial state coincides with the converged solution in the step.
ELASTIC PREDICTOR
Like in explicit methods, the first stage is to predict an elastic trial solution. Trialvalues are calculated solving the elastic predictor problem:
σˆ trialn+1 = σ (σˆn,∆εtot) (4.21a)
qtrialn+1 = qn + ∆Srη(σˆ trialn+1 , qtrialn+1 (Srn+1)). (4.21b)Equation (4.21b) must be solved by iteration, and a suitable accurate proceduremust be envisaged, as the accuracy of the elastic prediction affects significantlythe final accuracy of the integration, as the results presented in the following willdemonstrate. A closed form evaluation of qtrialn+1 is strongly suggested, when thefunction η is sufficiently simple to be integrated analytically, especially for largeincrements of the degree of saturation.
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PLASTIC CORRECTOR
If f trialn+1 > 0 the trial state lies outside the yield locus, and consistency needs tobe restored. As mentioned before the trial state is the initial condition for thefollowing system: 
∆εe = ∆εtot − ∆λn+1 ∂g∂σˆ
∣∣∣∣n+1qn+1 = qtrialn+1 + ∆λn+1h(σˆn+1, qn+1)f(σˆn+1, qn+1) = 0
(4.22)
where the unknowns are ∆εe, qn+1 and ∆λn+1. The system (4.22) is non-linear andis solved via Newton’s method (Algorithm 4.4).
Algorithm 4.4: Newton’s method for plastic correction1. i = 0: ∆εe,0 = ∆εtot , q0 = qtrialn+1 , ∆λ0n+1 = 02. REPEAT3. σˆ in+1 = σˆn + De∆εe,i4. Riε = ∆εtot − (∆εe,i + ∆λin+1 ∂g∂σˆ
∣∣∣∣in+1)5. Riq = qtrialn+1 + ∆λin+1h(σˆ in+1, qin+1)− qin+16. f i = f(σˆ in+1, qin+1)7. Find update at iteration i
δxi = −[ ∂R∂x
∣∣∣∣i
]−1 Ri
8. Update state variables and plastic multiplier
xi+1 = xi + δxi
9. UNTIL ‖Riε‖ < TOL · ∥∥εe,trial∥∥, ∥∥Riq∥∥ < TOL · ∥∥qtrial∥∥, f i < TOL
Step 7 of Algorithm 4.4 requires the solution of a linear system. However, byobserving that the last equation (the constraint condition) of the solving system(4.22) does not depend directly on the plastic multiplier λ, the linear system of
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equation to be solved can be reduced in size via static condensation. Let:
xn+1 :=

∆εeqn+1∆λn+1
 :=
{ x˜n+1∆λn+1
} (4.23)
The residual vector at the iteration i is partitioned like the unknowns and is definedas:
Ri :=

RiεRiqf in+1
 :=

∆εtot − ∆λin+1 ∂g∂σˆ
∣∣∣∣in+1 − ∆εe,iqin+1 − qtrialn+1 − ∆λin+1h(σˆ in+1, qin+1)f in+1
 :=
{ R˜if in+1
} (4.24)
the tangent operator can be evaluated as
∂R∂x :=
[ −A −UV 0
] (4.25)
where
A :=
 I + ∆λ
∂2g∂σˆ∂σˆDe ∆λ ∂2g∂σˆ∂q∆λ∂h∂σˆDe −I + ∆λ∂h∂q
 (4.26)
U :=  ∂g∂σˆh
 (4.27)
V := [ ∂f∂σˆDe ∂f∂q
] (4.28)
Due to the zero in (4.25) the system at iteration i can be rewritten as
Ain+1δx˜in+1 + Uin+1δ∆λin+1 = R˜in+1 (4.29a)
Vin+1δx˜in+1 = −f in+1 (4.29b)
70
4.2. INTEGRATION OF ELASTO–PLASTIC CONSTITUTIVE EQUATIONS
that can be solved in two stages. First Equation (4.29a) is solved for δx˜in+1
δx˜in+1 = (Ain+1)−1 (x˜in+1 − Uin+1δ∆λin+1) (4.30)
substituting in Equation (4.29b) the change in plastic multiplier is
δ∆λin+1 = f in+1 + Vin+1(Ain+1)−1R˜in+1Vin+1(Ain+1)−1Uin+1 (4.31)
that can be used to compute δx˜in+1 by Equation (4.30).
TANGENT CONSISTENT MATRIX
If the trial state is inside or on the yield locus the consistent tangent coincideswith the elastic tangent stiffness:
∂∆σˆ∂∆ε = Den+1 = ∂σ (σˆn,∆ε)∂∆ε (4.32)
For an elastic process the term describing the explicit dependency of the constitutivelaw on the degree of saturation is null.Differentiating the first two component of Equation (4.22):
d∆εen+1 = d∆εtot − d∆λQn+1 − λdQn+1 (4.33a)
dqn+1 = d∆λhn+1 + λdhn+1 (4.33b)where dQn+1 = ∂Qn+1∂σˆn+1 ∂σˆn+1∂∆εen+1d∆εen+1 + ∂Qn+1∂qn+1 dqn+1 (4.34a)
dhn+1 = ∂hn+1∂σˆn+1 ∂σˆn+1∂∆εeln+1d∆εeln+1 + ∂hn+1∂qn+1dqn+1 (4.34b)Equation (4.33) can be written in compacted form:
Adx˜ = Td∆εtot − ∆λU (4.35)
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where T is a projection matrix given by
T = [ I 0 ] (4.36)
The increment in the plastic multiplier associated with a change of plastic strainscan be determined by differentiating the consistency condition f = 0 (the lastcomponent of Equation (4.22)):
df = ∂f∂σˆ dσˆ + ∂f∂qdq = ∂f∂σˆDed∆εen+1 + ∂f∂qdq = PTDed∆εen+1 + Wdq = Vdx˜ = 0(4.37)Solving Equation (4.35) for dx˜ and substituting the result in Equation (4.37), thefollowing expression is obtained for d∆λ:
d∆λ = VA−1TVA−1Ud∆εtot (4.38)
and this, in turn, provides the following expression, where dx˜ is a function of d∆εtot
dx˜ = [A−1 − A−1UVA−1VA−1U
]Td∆εtot (4.39)
from which the differential of the elastic strain increment is obtained by multiplyingTT d∆εe = TT [A−1 − A−1UVA−1VA−1U
]Td∆εtot = Ξd∆εtot (4.40)
Matrix Ξ is the ratio between d∆εel and ∆εtot , so that, finally
∂∆σˆ∂∆εtot = DelΞ . (4.41)
The tangent matrix due to changes in the degree of saturation is derived in thesame way followed for the tangent matrix relative to the strain increment. So, thefirst two components of Equation (4.22) are differentiated, but this time
dqtrialn+1 = d∆Srηn+1 d∆εtot = 0 (4.42)
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are set. Therefore, d∆εeln+1 = −d∆λQn+1 − ∆λdQn+1 (4.43a)dqn+1 = dqtrialn+1 + d∆λhn+1 + ∆λdhn+1 (4.43b)in compacted form become
Adx˜ = Nd∆Sr − ∆λU (4.44)
where N is given by NT = [ 0 η ] (4.45)
Following the same procedure as used before (differentiation of the consistencycondition, substitutions) the following expression for the tangent matrix can beobtained ∂∆σˆ∂∆Sr = DelTT
[A−1 − A−1UVA−1VA−1U
]N (4.46)
4.2.3 θ-METHOD
A more general class of integration algorithm is the so-called θ-method. This classis subdivided in trapezoidal and midpoint rule. Like both previous method, explicitand implicit, an initial trial solution is calculated first, by a fully elastic prediction,which is checked against an initial trial yield surface, in which the internal variableshave already been updated for the change in the degree of saturation. The elasticprediction is followed by a plastic problem, where plastic strain occur. The variousθ-methods differ one from the other by the choice for the direction of plastic strainin the plastic correction stage.
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(a) Generalised trapezoidal rule (b) Generalised midpoint ruleFigure 4.4: Geometric interpretation of the θ-method.
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5
Solution strategies for the reactivesystem
In Chapter 2 relevant chemical reactions occurring in electrokinetic treatments weredescribed. Some of them occur due to the physical and chemical complexity of natu-ral soils. This fact can result in non linear and non intuitive responses. A fundamen-tal understanding of the reaction processes is required to quantify the geochemicalevolution of natural soil systmes and to assess the benefits of electrokinetic reme-diation techniques. Finite element analysis requires a lot of computational timeto be performed because of the strong coupling between the governing equationspresented in Chapter 3. So screening of the most important chemical reactions andpreliminary evaluation of their effects is an preliminary step to analyse the solutionof a multicomponent reactive transport problem.
In this Chapter a driver for the numerical integration of the chemical speciesmass balance equation at the representative element volume will be presented. Itis a useful tool to get an evaluation of the chemical reactions, and hence of thechemical species, which have to be included into the numerical model.
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5.1 REPRESENTATIVE ELEMENT VOLUME BALANCE
In a batch reactor the balance of the chemical species i (dissolved, mineral orgaseous) becomes: ∫
Ω
∂si∂t dΩ +
∫
Γ J¯i dΓ +
∫
Ω Ri dΩ = 0 , (5.1)where si is the amount of the species (concentration for dissolved specie and pres-sure for gaseous specie) and the second term represents the imposed flux acrossthe boundary of the batch reactor. Equation (5.1) could be written as
∂si∂t + fi + Ri = 0 , (5.2)
where fi := ∫Γ J¯i dΓ/ ∫Ω dΩ.A Representative Element Volume (REV) of soil could be considered as a batchreactor, where Equation (5.1) holds, if the assumption of constant saturation of theREV has been introduced. Unfortunately in porous media possible unsaturatedstates, due to the gas generated by chemical reactions, have to be taken intoaccount.In Section 3.6.2 the mass balance equations of the different chemical specieshave been described. In this Section they will be summarised with reference to theREV approach:• mass balance of the dissolved species i (Eq. 3.29) becomes:
∂(nSrci)∂t + nSrRi + fi = 0 ; (5.3)
• assuming that the law of perfect gas holds, the balance of gaseous species i(Eq. 3.32) is: ∂(nρi(1− (1− hi)Sr))∂t + nSrmmoli Ri = 0 ; (5.4)• the mass balance of mineral species results from Equation (3.34):
∂c¯i∂t + nSrRi = 0 . (5.5)76
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5.2 MATHEMATICAL DESCRIPTION OF REACTION SYSTEMS
The reactions taking place in the system, the general form of which has been definedin Section 3.8 (Eqs. (3.44) and (3.48) for aqueous and dissolution/precipitation,respectively), can be written in compacted form has:
S A −−⇀↽− 0 , (5.6)
where the matrix S contains the stoichiometric coefficients νij of the Nr reactionsand A is the vector of the Ns chemical species. Fast reactions (i.e. chemicalequilibrium reactions) are characterised by the mass action law (3.46),
Se log [A] = logK , (5.7)
where the matrix Se contains the stoichiometric coefficients νij of the Ne equilibriumreactions, [A] is the vector of the activity of the Ns chemical species and the vectorK contains the equilibrium constants of the equilibrium reactions. Stoichiometry ofthe Nk slow (kinetic) reactions is contained in the kinetic stoichiometric matrix Sk .The reaction rate of kinetic reactions, rk , is defined as the amount of reactantsevolving to products per unit time (Molins et al., 2004) and it can be written as afunction of all concentrations: rk = f(c) . (5.8)
Since Ns > Nr , Nr activities, called secondary species (A2), can be computedfrom theNs−Nr remaining activities of the so-called primary species [A]1. Thereforestoichiometric matrix S could be subdivided in two parts: S = [S1 S2] and theactivity of the secondary species can be written as function of the activity of theprimary species: log [A2] = S∗1 log [A1] + log K∗ , (5.9)where S∗1 := −(S2)−1S1 and log K∗ := (S2)−1 log K. Different sets of primary andsecondary species are possible, provided the sets are chosen in such a way thatS2 is a full ranked matrix (Saaltink et al., 1998).Some species have a unity activity (e.g. minerals and water if concentrations
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of dissolved species are sufficiently small). For these Nc species log [Ac] = 0.Therefore the number of primary species could be reduced following the work ofSaaltink et al. (1998). First the primary species are split into Nc dependent primaryspecies, A1d, and Ns −Ne −Nc independent primary species, A1i:
A1 := [ A1iA1d
] . (5.10)
The secondary species are divided into Nc constant activity specie, A2c, and theNr −Nc other secondary species, A2o:
A2 := [ A2oA2c
] . (5.11)
The vector K∗ is split like A2:
K∗ := [ K∗oK∗c
] . (5.12)
Therefore the matrix S∗1 is divided:
S∗1 := [ S∗io S∗icS∗do S∗dc
] . (5.13)
This subdivision allows writing the primary dependent and the other secondaryspecies as a function of the primary independent species,
log [A1d] = −(S∗dc)−1S∗ic log [A1i]− (S∗dc)−1 log k∗c (5.14a)log [A2o] = (S∗io − S∗do(S∗dc)−1S∗ic) log [A1i]− S∗do(S∗dc)−1 log k∗c + log k∗0 , (5.14b)
and to write the mass of action law (5.7) without the constant activity species:
log [A′2] = S′e log [A1i] + log K′ (5.15)
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The terms in Equation (5.15) are defined as:
A′2 := [ A1dA2o
] , (5.16a)
S′e := [ −(S∗dc)−1S∗icS∗io − S∗do(S∗dc)−1S∗ic
] , (5.16b)
K′ := [ −(S∗dc)−1 log K∗c−S∗do(S∗dc)−1 log K∗c + log K∗o
] . (5.16c)
5.3 POROSITY CHANGE
Dissolution/precipitation reactions change the mineral content of solid grains, re-sulting in change of soil porosity.The volume of the solid grains Vs is the sum of the volume Vi of minerals:
Vs =∑Vi =∑ miρi =∑ mmoli niρi , (5.17)
where ρi is the density of mineral i, mmoli is its molar mass and ni is its number ofmoles in the volume VTOT . Substituting the latter relationship into the definitionof soil porosity, the expression of porosity as a function of the mineral content isobtained: n = VvVTOT = 1− VsVTOT = 1−∑ mmoliρi c¯i , (5.18)where c¯i is the solid concentration defined in Paragraph 3.6.2. Therefore, thechange in porosity due to change in mineral content is
∆n = nn+1 − nn = −∑ mmoliρi (c¯n+1i − c¯ni ) . (5.19)
5.4 SOLUTION STRATEGY
Many efforts have been dedicated to solve the multicomponent reactive problem.
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The Direct Substitution Approach (DSA) consists in substituting chemical equi-librium equations into the balance equations, which leads to a fully coupled systemof equations. Different formulations were proposed in the literature. The elimina-tion strategy developed by Saaltink et al. (1998) has been proved to reduce thecomputational costs of DSA. This strategy reduces the number of equations to besolved removing the constant activity species like minerals. However this strategydoes not allow to compute their variations. Another disadvantage of this strategy,usually not pointed out, is that it can not handle vanighing species. To avoid theseproblems, the elimination strategy usually is used in combination with a kinetic for-mulation for dissolution/precipitation reactions (e.g. Saaltink et al., 2004; Steefeland MacQuarrie, 1996).Opposite to the DSA, the fully kinetic approach does not take advantage fromthe reduction of the equations. Even where equilibrium reactions need to be in-cluded, however, it is possible to use a fully kinetic formulation. Several authorssimulated systems with both fast and slow reactions using a fully kinetic approach(Mayer et al., 2002). The principal advantage of the fully kinetic approach is that itobviates the need to solve the set of Differential Algebraic Equations (DAE) whichcharacterise mixed equilibrium-kinetic systems solved by the DSA.The reaction rate of a homogeneous reaction may be expressed using the prin-ciple of microscopic reversibility or detailed balancing (Lasaga, 1981, 1984; Moreland Hering, 1993). This principle can be applied both to aqueous inorganic re-actions and to dissolution/precipitation reactions, e.g. the carbonates system. Itholds in reality only where elementary reaction mechanisms are involved (Lasaga,1984). For an elementary reaction,
A + B kf−⇀↽−kb C , (5.20)
the reaction rate can be written as the difference between the forward rate,
R f = k f [A][B] , (5.21)
and the backward rate, Rb = kb[C] , (5.22)
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where [A], [B] and [C] are the activities of the species A, B and C respectively, andk f and kb are the forward and the reverse rate constant, respectively. For a dilutespecies the activity may be substituted with concentration, so the reaction ratereads R = k fcAcB − kbcC . (5.23)Where this approach is used to approximate equilibrium reactions, it is immaterialwhat the actual absolute values of the forward and reverse rate constants are, aslong as they are chosen in the proper ratio k f/kb = K eq. Thus for the r-th reactionit results in
Rr = k fr
 ∏
j|νjr>0(cj)νjr − 1K eqr
∏
j|νjr<0(cj)−νjr
 . (5.24)
The forward reaction rate k fr has to be sufficiently large such that local equilibriumis attained during the time scale of interest. However, the system will better behavenumerically if the rate constants are chosen so that they are sufficiently but notexcessively large (Steefel and MacQuarrie, 1996).
For the m-th precipitation/dissolution reaction it results in
Rm =

0 if c¯m = 0, IAPm < 0k fm(1− IAPmK spm
) otherwise . (5.25)
where IAPm = ∏ cνmii is the Ion Activity Product. This approach has been widelyapplied to mineral dissolution and precipitation (Aagaard and Helgeson, 1982;Lasaga, 1984), although the actual mechanism involved in the dissolution will tendto change the formulation.
Since the reactions rates are defined by Equations (5.24) and (5.25), Equa-tions (5.3),(5.4) and (5.5) form a system of differential equations where the un-knowns are the concentrations of the dissolved species, ci, the partial pressures ofthe gaseous species, pi, and the concentration of the mineral species, c¯i. This setof differential equations is discretised in time by a Backward Euler method:
nSrn+1cn+1i − nSrncni + nSrn+1Rn+1i ∆t + fi∆t = 0 , (5.26a)
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nρn+1i (1− (1− hi)Srn+1)− nρni (1− (1− hi)Srn) + nSrn+1mmoli Rn+1i ∆t = 0 ,(5.26b)c¯n+1i − c¯ni + nSrn+1Rn+1i ∆t = 0 . (5.26c)
Newton’s method is the most common choice to solve systems of nonlinearequations of the type (5.26). However, its convergence may fail to occur in anyneighbourhood of the solution if its derivative is not continuous (the function is notC 1 in the neighbourhood of the solution). Equation (5.25) posseses non contin-uum derivatives respect to the concentrations of mineral species, hence Newton’smethod can not be applied. In order to handle this problem a splitting procedurewas introduced (Algorithm 5.1). First the concentrations of the dissolved speciesand the partial pressure of the gaseous species are computed solving their massbalance together with the reaction rates and the expression of the WRC by meansof Newton’s method. Afterwards, the mass balance of the mineral species is solved.
Algorithm 5.1: Solution procedure of the equation at the point volume1. SET i = 0 and sn+1,i = sn, where s := [ c p ].2. REPEAT3. COMPUTE pressure of the gas phase: un+1,ig =∑Ngj pn+1,ij − prefj4. COMPUTE degree of saturation: Srn+1,i = Sr(un+1,ig )5. COMPUTE partial density of the gaseous species: ρg = ρ0g pn+1,igpatm6. COMPUTE reaction rates
Rn+1,ir = k fr
 ∏
j|νjr>0(sn+1,ij )νjr − 1K eqr
∏
j|νjr<0(sn+1,ij )−νjr

7. COMPUTE mass balance of dissolved and gaseous species
Resd = nSrn+1,icn+1,id − nSrncnd + nSrn+1,iRn+1,id ∆t + fd∆t
Resg = nρn+1,ig (1−(1−hg)Srn+1,i)−nρng(1−(1−hg)Srn)+nSrn+1,immolg Rn+1,ig ∆t
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8. update of concentrations and pressures:
sn+1,i+1 = sn+1,i − [ ∂Res∂s
∣∣∣∣n+1,i
]−1 Res
9. UNTIL Res 6= 010. COMPUTE the concentration of mineral species: c¯n+1m = c¯nm + nSrn+1Rn+1m ∆t11. update porosity
nn+1 = nn − Nm∑i m
moliρi (c¯n+1i − c¯ni )
However the splitting procedure may lead to negative concentration of the min-eral species. To avoid this problem an adaptive time stepping procedure, based onthe chord method was introduced. This procedure is summarised in Algorithm 5.2 .
Algorithm 5.2: Automatic substepping1. SET β = 02. REPEAT3. SET j = 0 : α0 = 1− β, s0 = sn4. REPEAT5. solve the step with α j∆t → cn+1,ji , pn+1,ji6. COMPUTE the concentration of mineral species
c¯n+1,jm = c¯nm + nSrn+1,jRn+1,jm α j∆t
7. reduce the step size
α j+1 = c¯n+1,jm − c¯nmnSrn+1,jRn+1,jm α j∆t
8. UNTIL c¯n+1,jm < 09. β = β + α10. update aqueous and gaseous species cn+1i = cn+1,ji , pn+1i = pn+1,ji11. update mineral species c¯n+1m = c¯n+1,jm
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12. update porosity
nn+1 = nn − Nm∑i m
moliρi (c¯n+1i − c¯ni )
13. UNTIL β = 1
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6Experimental tests modelling
Within the PRIN research project, different laboratory test programs were devel-oped, the results of which will be reviewed in this Chapter. The experimental dataare used to calibrate the numerical model.At first the results of oedometric tests performed at the Università di Palermowill be shown. The goal of this tests was the characterisation of the mechanicalbehaviour in unsaturated conditions. These tests will be reproduced at the VolumePoint Element by means of the numerical procedure outlined in Chapter 4.Afterwards, the results of electrokinetic filtration tests performed at the SoilMechanics Laboratory of the Politecnico di Torino will be shown. The results ofelectrokinetic filtration tests will be compared with the numerical results of thefinite element model in Chapter 7. In this Chapter the results of the tests willbe interpreted by means of the simple numerical procedure outlined in Chapter 5in order to define the most important involved chemical reactions. The sampledismounted from one filtration test was cut in slices and each slice was subjectedto an oedometric tests. Two additional tests were performed on untreated soilas reference for the behaviour of the natural soil. These latter tests were alsoperformed to compare the effects of the different samples preparation proceduresadopted at Università di Palermo and at the Politecnico di Torino. The resultswill be shown in Section 6.4, where also the comparison with the prediction of theconstitutive model will be discussed.
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All these tests were performed on the same soil. The soil treated is a naturalclay from Scanzano (PA, Italy). Due to its low permeability and its mechanicalproperties it is suitable as core material in earth dams and as barrier in wasteisolation fills. For this reason in the early ’60 it was adopted in the constructionof the cores of the Scanzano and Rossella Dams near to Palermo (Airò Farullaand Jommi, 2005). It is a medium active silty clay, with a moderate calcite con-tent, comparable to that of many common natural soils. Its relevant properties aresummarised in Table 6.1.
Table 6.1: Physical properties of Scanzano clay.Index Property Value% clay 85% silt 15Limit liquid, wL(%) 58Plasticity Index, Ip 0.30Specific gravity, Gs 2.78Activity, A 0.88Calcite mass fraction, CaCO3(%) 15.1
6.1 WATER RETENTION CURVE
The water retention curve (WRC) of Scanzano clay was investigated by the researchgroup at the Soil Mechanics Laboratory of Università di Palermo (Airò Farulla et al.,2011, 2007) by means of numerous tests.Two experimental techniques were combined in order to explore the retentionproperties in a wide range of suction. Vapour equilibrium technique was used toimpose total suction in the range 2÷ 110 MPa, whereas axis translation techniquewas applied to control matric suction in the range 10÷ 800 kPa. Suction valueslower than 2 MPa were controlled by means of the axis translation technique (airoverpressure method) in two suction controlled oedometers.The dependence of the WRC on the void ratio has been pointed out in Sec-tion 3.7, and it has been confirmed by the experimental data presented in Fig-ure 6.1a. Nevertheless, as a first approximation, in the following it will be assumed
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that the water storage capacity of the soil investigated can be described by aunique hysteretic retention curve in the suction-degree of saturation plane. As thedependence of the WRC on volumetric strains is disregarded, the retention prop-erties of the soil samples may be described by means of data coming from differentdata sets (Figure 6.1).Water retention data may be fitted to a van Genuchten (1980) expression forthe degree of saturation, Sr, as a function of suction, s:
Sr = ( 11 + (αs)n
)m (6.1)
Parameters n, m and α describe the shape of the retention functions. Hysteresis isintroduced by defining two different sets of parameters for the main drying branchand the main wetting branch of the retention domain, respectively (Fig. 6.1b).
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Inside the domain delimited by the main wetting and the main drying branches,the hydraulic behaviour is assumed to be reversible, with a simple linear relation-ship between suction and degree of saturation. The slope of the scanning curves,∂Sr/∂s = κs, is given a constant value. Fitted parameters for the description of thewater retention domain of Scanzano clay are listed in Table 6.2.
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Table 6.2: Parameters of the retention curves according to Equation (6.1).Parameter Drying Branch Wetting Branch Scanning Curvesn 1.339 1.254 -m 0.253 0.203 -1/α (MPa) 2.519 0.664 -κs (1/MPa) - - 0.02
6.2 MECHANICAL TESTS
The research group at the Soil Mechanics Laboratory of the Università di Palermoperformed different tests in order to study the behaviour of Scanzano Clay undermechanical loads.The samples were prepared following two different procedures. For both pro-cedures the samples were prepared starting from the air-dried clay ground with arubber pestle.The partially unstructured clay samples were prepared starting from the materialpassing at N° 4 ASTM sieve (4.75 mm). Distilled water was added to a target watercontent of 0.15-0.17. The soil was then compacted dynamically with a modifiedProctor procedure to the target density γd = 16.7 ÷ 17.6 kN/m3. Samples had avoid ratio of about e0 = 0.55, resulting in a degree of saturation Sr0 ' 0.75.The reconstituted clay samples were prepared starting from the material passingat 2 mm sieve. A slurry at 1.1÷ 1.4 times the liquid limit of the clay was prepared.The preparation was concluded by a one dimensionally consolidation of the slurryup to a vertical stress of 200 kPa. After preparation the samples were saturatedand they had a void ratio of about e0 = 0.95 and a water content w0 = 0.347.
6.2.1 UNSATURATED OEDOMETRIC TESTS
The controlled-suction oedometer used for unsaturated soil testingwas designed atthe the Geotechnical Laboratory of the UPC. It is equipped with a ceramic diskwith 1.5 MPa nominal air entry value. Suction is applied by means of the axistranslation technique, keeping air pressure constant, ua = 1000 kPa, and varyingthe applied water pressure, uw .
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Starting from the as-compacted state, suction and a vertical load of 50 kPa wereapplied. Samples were then subjected to one-dimensional compression increasingthe vertical load in steps up to a final value of 1600 kPa. The load steps followa geometric progression (50-100-200-400-800-1600). Samples were then unloadedfollowing the same loading steps. Results of the tests are depicted in Figure 6.2.The soil stiffness, both in the virgin compression branch and in the unloading steps,
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Figure 6.2: Oedometric tests at constant suction.
increases with increasing suction. Also the preconsolidation stress increases withincreasing suction.
6.2.2 TRIAXIAL TESTS
The controlled-suction triaxial apparatus is based on a classic Bishop & Wesley-type triaxial cell (Bishop and Wesley, 1975). The axial and lateral stress are appliedusing the axial loading ram and the confining water pressure as in conventionaltriaxial cells. Suction is applied by means of the axis translation technique. Airpressure is imposed at the top of the specimen, where there is a porous stone with
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a low air entry value, while water pressure is imposed at the bottom, where aporous stone with high air entry value is placed. Volume change of the specimenis measured using the double wall cell system.
CONSOLIDATED UNDRAINED TRIAXIAL TESTS
Rosone (2011) performed consolidated undrained triaxial tests on reconstituted claysamples (Figs. 6.3-6.4). Four of the 14 tests were performed on overconsolidated
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Figure 6.3: Undrained triaxial tests performed on NC samples.
samples (Fig. 6.4). Three of these overconsolidated samples were prepared by onedimensionally consolidation from slurry up to a vertical stress of 800 kPa instead of200 kPa. As expected, the normally consolidated samples have a definite harden-
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Figure 6.4: Undrained triaxial tests performed on OC samples.
ing behaviour throughout. On the contrary heavy overconsolidated samples showsoftening behaviour after peak.
The envelope of the critical states defines the critical state line (CSL) of Scan-zano clay (Fig. 6.5), which is described by the classical equations
v = Γ− λ logp′ (6.2a)q = Mp′ , (6.2b)
where Γ = 2.481, λ = 1.1405 and M = 0.902.
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CONSTANT SUCTION TRIAXIAL TESTS
Triaxial tests at constant suction were performed on the partially unstructured clay.In Figure 6.6 the loading paths are depicted. After preparation, the samples weremounted in the triaxial cell and they were all subjected to the same initial stresspath. Isotropic loading up to a net mean stress of 50 kPa were performed and amatric suction of 50 kPa was imposed. Afterwards the suction of some samples wasincreased to 100 and 200 kPa. An isotropic loading stage up to p” = 100−200 kPawas performed before shearing at constant suction (Fig. 6.6).It is interesting to note that the critical states of this tests lie on the same linedefined for saturated conditions (Fig. 6.8), if the results are elaborated in terms ofpˆ.
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6.3 ELECTROKINETIC FILTRATION TESTS
Gabrieli (2010) performed electrokinetic filtration tests at the Soil Mechanics Lab-oratory of the Politecnico di Torino.The experimental filtration cell used in the investigation was designed by Musso(2000) and it is sketched in Figure 6.9. Two reservoirs separate the soil samplefrom the electrodes, allowing the gas produced by electrodes reactions to leave thecell without entering the soil.
Figure 6.9: Scheme of the electrokinetic filtration test.
Samples were prepared with a 10−2 MKCl solution in distilled water, startingfrom ground air dried material. In order to achieve complete saturation a slurry atone and a half times the liquid limit of the clay was prepared. The preparation wasconcluded by one dimensionally consolidation of the slurry in different load stepsup to a vertical stress of 100 kPa. After preparation the samples were saturatedand they had a void ratio of about e0 = 0.95 and a water content w0 = 0.347.
6.3.1 EXPERIMENTAL EVIDENCE
Only four of the tests performed by Gabrieli (2010) will be described here. Theirduration and measurements performed during or after the elctrokinetic filtration
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tests are summarised in Table 6.3. A constant current of 40 mA, correspondingto a current density of 0.8 mA/cm2, was imposed for about 300 hour. Hydraulicconditions were not fully controlled. At the beginning of the tests a pressure headdifference of about 40 cm was set, which tends to decrease during the tests due tothe electrosmotic flow. When the pressure head in the two reservoirs reached thesame height the anodic reservoir was refilled, while the cathodic one was emptied.
Table 6.3: Summary of the performed tests.CBC Casp_er_01 Casp_er_02 Casp_er_03Duration (h) 334 331 337 335Electric potential ? ? ? ?Outflow volume ? ? ? ?pH ? ? ? ?Degree of saturation ? ?Carbonate content ? ?Void ratio ? ?
During the tests, voltage was measured locally by means of nine silver chlorideelectrodes placed into the sample (Figs. 6.10 and 6.11), and the water volume out-flow was continuously recorded (figs. 6.12). A 10−2 MKCl solution was continuouslyfed at the anode since the presence of the chlorine ions ensure the stability of thesilver probes. In the early stages of the tests electric potential was linear alongthe samples, meaning that the electrical conductivity was constant. Afterwards theelectric potential showed a high drop near the anode. It means that the apparentelectrical conductivity decreases near the anode, while in the rest of the samples itremains constant from about 96 h until the end of the tests (fig. 6.10). Initially theoutflow volume had a linear increasing rate, then the flow tended to decrease. Therefilling-emptying procedure didn’t affect the flow rate which keeps linear after thelatter procedure. This can be explained by the hydraulic conductivity of the testedsoil, which is so low that the contribution of the hydraulic gradient to the net flowis negligible.At the end of the tests, the samples were dismounted from the cell and cutinto slices, and the final values of the pH were determined (fig. 6.13). The pH
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was measured by means of paper strips at the boundaries of every slice. Soil pHwas very low near the anode, and rapidly increased already at limited distance,reaching high values for the entire cathodic half of the samples. In one of the tests(Casp_er_01), after the paper strips measure, the interstitial fluid was extractedfrom each slice and its pH was measured with a pH-meter (fig. 6.14). The measureson test Casp_er_01 show the presence of two opposite fronts: an acid front fromthe anode at about 1 cm distance, and a base front from the cathode penetratedup to the middle of the sample. Since the initial pH was homogeneous along thesample, it means that the base front moves faster than the acid one.As reported in Table 6.3, for two tests, CBC and Casp_er_01, also the degree ofsaturation, the carbonate content and the void ratio were determined on each slice(figs. 6.15-6.17). The samples showed a peak of desaturation around 3 cm from theanode. Calcite fraction is very low near the anode, while it is a bit higher than theinitial content in the cathodic half of the samples. Distribution of calcite along thesamples follows quite well the distribution of the pH.Systematic development of fractures close to the anode was observed in everytest (fig. 6.18). Detaching of the anodic half from the lateral walls of the cell wasalso observed during the tests.
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(d) Casp_er_03Figure 6.10: Isochrones of the electric potential difference.
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(b) Casp_er_01Figure 6.15: Degree of saturation along the samples at test dismounting.
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(b) Casp_er_01Figure 6.16: Final calcite mass fraction along the samples.
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(b) Casp_er_01Figure 6.17: Final void ratio along the samples.
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(a) CBC (b) Casp_er_01
(c) Casp_er_02 (d) Casp_er_03Figure 6.18: Fractures observed.
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6.3.2 THEORETICAL INTERPRETATION OF THE EXPERIMENTAL RESULTS
As discussed in Paragraph 2.1.4, at low pH level the carbonate ion vanishes andcalcite has to dissolve to restore its solubility equilibrium. This fact is confirmedby experimental results (Fig. 6.16). The low pH level at the anode increases car-bonic acid concentration, so, to restore the equilibrium of CO2 (2.8), gaseous CO2 (g)develops. The consequent high gas pressures, due to the generated CO2 (g), tend todesaturate the samples (Fig. 6.15). In the filtration cell the sample cannot expanddue to the cell walls constraint, but it’s allowed to contract. Desaturation togetherwith high gas pressure may explain the systematic cracks observed close to theanode.At the opposite side, at high pH levels, carbonates are present only as car-bonate ions, so calcite precipitates when calcium ions are in excess to restore itsequilibrium. The calcium ions that take part to the precipitation process comefrom the dissolution process occurring at the anode, which releases carbonate andcalcium ions. Calcium ions are transported towards the cathode by convective flux.
6.3.3 A SIMPLE QUANTITATIVE INTERPRETATION
Preliminary numerical considerations can be performed before the finite elementmodel is set using a simple chemical model at the REV level. The chemical model isintegrated by the numerical procedure developed in Chapter 5. Comparison of theresults of this simple model (in the following it will be referred to as REV model)with the experimental results allows weighting the respective role of the differentchemical species.
INITIAL CONCENTRATION
Starting from the measured pH and its definition, pH = − log cH+ , concentrationof hydrogen ions, c0H+ , can be computed. The concentration of hydroxyl is deducedfrom the water auto ionisation reaction (2.5). The chemical system of carbonates
105
CHAPTER 6. EXPERIMENTAL TESTS MODELLING
(Eqs. 2.8-2.10) and the precipitation/dissolution of calcite (Eq. 2.11),
Kh = [H2CO ∗3 ]pCO2K1 = [H+][HCO−3 ][H2CO ∗3 ]K2 = [H+][CO 2−3 ][HCO−3 ]Ks = [Ca 2+][CO 2−3 ] ,
form a system of four equation with five unknowns (c0H2CO ∗3 , p0CO2 , c0HCO−3 , c0CO 2−3 , c0Ca 2+).Electroneutrality of the water phase introduces the constraint to close the system:
2c0Ca 2+ + c0H+ = c0HCO−3 + 2c0CO 2−3 + c0OH− . (6.3)
The initial concentrations of the chemical species, computed from the measuredvalue of pH (7.91), are summarised in Table 6.4.
Table 6.4: Initial concentration of chemical species.Specie ConcentrationH+0 1.23 · 10−8 mol/lOH−0 8.128 · 10−7 mol/lCO 2−3 0 6.363 · 10−6 mol/lHCO−3 0 1.56 · 10−3 mol/lCa 2+0 7.877 · 10−4 mol/lH2CO ∗3 0 3.83 · 10−5 mol/lp0CO2 122.6 Pa
The initial solid concentration of calcite was computed from the measured calcitemass fraction by means of Equation (3.35), where the molar mass and the density ofcalcite are mCaCO3 = 100 g/mol and ρCaCO3 = 2710 kg/m3, respectively. The initialsolid concentration c¯CaCO3 = 2.233 mol/l was obtained from the measured initialvoid ratio e0 = 0.951 and calcite mass fraction f0CaCO3 = 15.1% .106
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RESULTS
For all reactions a forward reaction rate k fr = 1 was adopted.A REV representing the mean values in the first 3 cm thick slice is analysed,as it is the most interesting part of the sample. In this slice there is an inward fluxof hydrogen ion due to electrolysis reaction (2.2a):
J¯H+ = jF = 4.146 · 10−7 mol/s , (6.4)
where j = 40 mA is the imposed electric current, and F = 96485.3415 C/mol is theFaraday’s constant.The final values, after 330 hours, are reported in Table 6.5.
Table 6.5: Results of the Point Volume Model.Specie ValueH+ 0.202 · 10−4 mol/lOH− 4.937 · 10−10 mol/lCO 2−3 3.068 · 10−9 mol/lHCO−3 0.124 · 10−2 mol/lCa 2+ 1.584 mol/lH2CO ∗3 0.05 mol/lpCO2 1.633 atm
The final pH value is about 4.5, similar to the average between the measure-ments at the boundaries of the slice (1-7). The final void ratio is 1.20, which isclose to the experimental results (1.1÷1.25) showed in Figure 6.17. The final valueof calcite fraction 4% is not too far from the measured values (7÷ 8%).The change in void ratio estimated by the REV model is due to the dissolu-tion/precipitation of calcite. Thus the final void ratio and the final value of cal-cite fraction should have the same difference with respect to the measured values.Therefore, the results of void ratio and calcite apparently conflict with each others.The final value of calcite fraction suggests an overestimation of dissolution by theREV model, which is probably due to the absence of the transport process. It meansthat the dissolution of calcite is not the only cause of change in void ratio, but the
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changes in void ratio are also due to the hydro-mechanical strain induced by thedesaturation process arising from the dissolution of calcite.
6.3.4 POST-TREATMENT OEDOMETRIC TESTS
Six oedometer tests were performed on Scanzano clay at the Soil Mechanics Labo-ratory of the Politecnico di Milano (Figures 6.19). Four of them were performed onthe slices sampled from test CBC in order to analyse the hydraulic and mechanicalconsequences of the filtration test. In the following the four slices are referred toas: Anode (0÷30 mm from anode), Anode Center (30÷60 mm from anode), CathodeCenter (60÷ 90 mm from anode) and Cathode (90÷ 120 mm from anode). Two testswere performed on untreated soil to provide a reference for the behaviour of thenatural soil. Samples were subjected to one-dimensional compression increasingthe vertical load in steps up to a final value of 1600 kPa. The load steps start from10 kPa and are increased following a geometric progression (10-25-50-100-200-400-800-1600). Samples were then unloaded following the same loading steps.
The logarithmic compliances λ and κ were estimated by regression in the e-log σv plane (Fig. 6.19). The preconsolidation vertical stress was estimated by theCasagrande procedure. The values estimated are summarised in Table 6.6.
Table 6.6: Stiffness.Sample λ κ σ cvUntreated consolidated 0.308 0.084 61.66Anode 0.350 0.065 131.1Anode Center 0.329 0.073 117.9Cathode Center 0.381 0.009 623.7Cathode - - -
The estimated values show that the stiffness of the untreated and the anodichalf (Anode and Anode Center) are comparable. However the preconsolidationstress of the anodic half is higher than the preconsolidation stress of the untreatedsample. The estimated values also show that, along the virgin loading branch, thestiffness of the third sample (Cathode Center) is not much different from the others
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Figure 6.19: Void ratio versus vertical stress. Legend: A=Anode, AC=Anode Cen-ter, CC=Cathode Center, C=Cathode, Nat AM=Untreated, Nat AD=Untreated.
but its preconsolidation stress is much higher than the others. This fact supportsthe idea that the cathodic half eventually presents a cemented matrix, which can bedestructurated when the preconsolidation stress is overpassed. However the valuefor the third sample was estimated using data of only one step (800− 1600 kPa).Due to its “strange” behaviour, no value for the Cathode sample was estimated.
6.4 A CONSTITUTIVE MODEL FOR SCANZANO CLAY
The experimental evidence presented in Sections 6.2 and 6.3.4 suggests that anelastoplastic constitutive model is suitable for reproducing the coupled hydro-mechanical unsaturated behaviour of Scanzano Clay. A simplified version of theRomero and Jommi (2008) model will be adopted. Its conceptual bases stem fromthe proposal by Jommi and di Prisco (1994). The original Romero and Jommi (2008)model was designed to reproduce plastic anisotropic response under wetting-dryingcycles. Since the available experimental data do not allow for quantifying possible
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anisotropic features, a modified model, with non-associated plastic potential, wasadopted instead of the rotating yield function.The hysteretic retention curve defined in Section 6.1 is introduced in the cou-pled hydromechanical model, in order to reproduce cyclic wetting and drying pathscorrectly (Tamagnini, 2004). A hysteretic retention curve will prove to be quiteimportant in modelling the mechanical response of the soil undergoing drying andwetting paths, as the following numerical simulations will demonstrate with refer-ence to the experimental data discussed.
YIELD SURFACE
Since the peak strength of overconsolidated clays is described by the Hvorslevenvelope (Hvorslev, 1960), it is well known that the yield surface of the modifiedCam Clay model (Roscoe and Burland, 1968) overestimates the peak strength ofoverconsolidated clays. To avoid this problem different yield surfaces were proposedin the past (Banerjee and Stipho, 1979; Lade and Kim, 1988, e.g.). Bigoni andPiccolroaz (2004) proposed a convex yield function which posseses an extremeshape variation in order to fit experimental results. Moreover this yield function isable to approach known yield criteria. The yield surface of the proposed model isdefined by just substituting the soil skeleton stress for effective stress in the formof Bigoni and Piccolroaz (2004):
f = q2 −M2f pˆ20(Φ− Φmf )(2(1− rf )Φ + rf ) = 0 , (6.5)
where pˆ0 is the preconsolidation pressure in unsaturated conditions, Φ = pˆ/pˆ0, Mf ,mf and rf are parameters which define the shape of the yield function.
PLASTIC POTENTIAL
The plastic potential is described by a similar functionto that adopted for the yieldsurface, which is defined by means of different parameters:
g = q2 −M2(pˆgc )2(Φg − Φmgg )(2(1− rg)Φg + rg) = 0 , (6.6)
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where M describes the slope of the critical state line. On the critical state line(CSL) q = Mp and dilatancy is null, e.g. ∂g/∂pˆ = 0. When adopting the Bigoniand Piccolroaz function to describe the plastic potential the position of the pointwith null derivative, ∂g/∂pˆ = 0, is not assured to be on the q = Mp line. Thereforefixing one of the two parameters governing the shape of the function, m or r, theother parameter could be computed in such a way that the condition ∂g/∂pˆ = 0 atq = Mp holds.Although the assumption of a constant value of M, independent of suction, isstill a matter of debate, experimental results presented before (Fig. 6.8) and datafrom literature (see, e.g., the data collection presented by Nuth and Laloui, 2008)suggest that it can hold true .The shape of the plastic potential can be determined starting from the stress-dilatancy relationship.
LOADING-COLLAPSE
Taking advantage of the suggestion by Gallipoli et al. (2003a), the preconsolidationpressure in unsaturated conditions, pˆ0, is defined as the sum of the preconsolidationpressure in saturated conditions, p∗0, depending on volumetric plastic strains, plusa term also depending on the degree of saturation:
pˆ0 = p∗0 (1 + b1 (eb2(1−Sr) − 1)) , (6.7)
where b1 and b2 are model parameters ruling the dependence of preconsolidationpressure on the degree of saturation. Equation (6.7), together with the expressionof WRC, define the so-called Loading-Collapse curve.
HARDENING
For the evolution of p∗0, the classical critical state evolution law is adopted:
dp∗0 = 1 + eλ− κp∗0 dεpvol , (6.8)
where λ and κ are the elastic-plastic and elastic logarithmic volumetric compliances,respectively, and e is the void ratio.
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6.4.1 CALIBRATION OF THE PARAMETERS
LOGARITHMIC COMPLIANCE
The isotropic compression stage of saturated triaxial tests (Fig. 6.20) allows todefine the normal compression line (NCL),
v = N − λ log pˆ , (6.9)
and the elastic logarithmic compliance κ with reference to an unloading-reloadingcycle. The values N = 2.535, λ = 0.1405 and κ = 0.034 were determined. As
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Figure 6.20: Normal compression line.
expected, in the plane log pˆ− v the NCL is parallel to the CSL.
YIELD SURFACE AND PLASTIC POTENTIAL SHAPE
The shapes of the yield surface and of the plastic potential were estimated startingfrom the results of the undrained triaxial tests on the overconsolidated samples
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(Fig. 6.4). For each test the yield stress and the dilatancy at yield were estimated(Fig. 6.21). Since for each test the size of the elastic domain is unique, and differentfrom that of the other tests (i.e. in each test the preconsolidation pressure is differentfrom that of the others), yield stresses were normalised to the relevant value of pˆcat the beginning of the shearing stage. In Table 6.7 the values which best fit the
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Figure 6.21: Yield surface shape.
experimental data are reported.
Table 6.7: Parameters of yield function and plastic potential.Mf mf rf mg rg0.95 2.1 0.05 1.6 1.15
LOADING-COLLAPSE
Parameters b1 and b2 were estimated from the yield vertical stress in the oedometertests at constant suction:
σˆv0 = σ ∗v0 (1 + b1 (eb2(1−Sr) − 1)) . (6.10)
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Parameters b1 and b2 of the previous equation are the same of Eq. 6.7 if theassumption of constant earth pressure coefficient, K0, is introduced. Values which
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Figure 6.22: Loading-Collapse curve.
best fit experimental data are b1 = 25 and b2 = 0.4, giving the so-called loading-collapse curve depicted in Figure 6.22.
6.4.2 COMPARISON WITH EXPERIMENTAL RESULTS
The constitutive model was implemented within the procedure outlined in Chapter 4.The constitutive equations were integrated by means of an implicit algorithm.Comparison between experimental data and the numerical results for the oe-dometer tests at constant suction are presented in Figure 6.23. The model is ableto reproduce the re-loading branch, in particular the non linear behaviour in thelnp′ − e plane. Also the value of void ratio at the end of the loading paths arecaught reasonably well, although it is overestimated at the lower suction. Thismay be due to the retention curve adopted, which does not depend on void ratio.At high suction the stiffness is such that the change in void ratio does not affectthe water retention curve. At the opposite, at low suction the change in void ratioresults in a change in the degree of saturation at constant suction.
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Figure 6.23: Unsaturated oedometric tests.
Comparison between experimental data and the numerical results for undrainedtriaxial tests is presented in Figures 6.24-6.27. In the same figures, predictions ofthe proposed model are also compared to those aobtained with a standard modifiedCam-Clay model (Roscoe and Burland, 1968).In Figures 6.24 and 6.25 two of the undrained triaxial tests on normally con-solidated samples are shown. The proposed model is able to reproduce both thecritical state and the pre-failure response. On the contrary, the modified Cam-Claymodel underestimates the deviator stress at critical state and overestimates theincrement of the pore pressure.In Figures 6.26 and 6.27 two of the undrained triaxial tests on overconsolidatedsamples are shown. The first test (Fig. 6.26) was performed on a lightly overcon-solidated sample (pˆ0 = 100 kPa, σmaxv = 200 kPa). The proposed model is ableto reproduce the value of the deviator stress at critical state, although it fails inreproducing the pre-failure behaviour (Fig. 6.26a). This fact is due to the choice ofconstant shear elastic modulus, which does not depend on the confining pressure.The final value of the pore pressure is underestimated, although the qualitative
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Figure 6.24: Test PR14b
prediction is correct. The second test (Fig. 6.27) was performed on a heavy over-consolidated sample (pˆ0 = 200 kPa, σmaxv = 800 kPa). The results of the numericalsimulation confirm the robustness of the proposed model. Even if the qualitativedescription is not caught as well as in the previous examples, the proposed modelis still a great improvement with respect to the modified Cam-Clay model.
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Figure 6.25: Test PR22a
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117
CHAPTER 6. EXPERIMENTAL TESTS MODELLING
0 5 10 15 20 25
Triaxial shear strain, ed (%)
0
100
200
300
D
ev
ia
to
r s
tre
ss
, q
 (k
P
a)
Experimental data
Model
Cam Clay
0 5 10 15 20 25
Triaxial shear strain, ed (%)
-40
0
40
80
120
P
or
e 
pr
es
su
re
 in
cr
em
en
t, 
Du
w
 (k
P
a)
Experimental data
Model
Cam Clay
Figure 6.27: Test PR19a
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Figure 6.28: Test A3
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Figure 6.29: Test A7
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7Finite element modelling
In Chapter 3 the equations governing the electrokinetic processes were described.Since they are strongly coupled, numerical methods are mandatory for their solu-tion. The most popular methods for the solution of transient nonlinear problems arethe finite difference (FD) and the finite element method (FEM). In particular thefinite element method has demonstrated its suitability for the solution of transientnonlinear problems.In this Chapter, after a brief review of the available methods to solve the reactivetransport problem, the governing equations will be discretised by the finite elementmethod. Finally the results of the numerical model are presented.
7.1 WEAK FORM
The governing equations of the coupled hydro-electro-chemo-mechanical problemhave been discussed in Chapter 3 and they are summarised in Table 7.1.For each balance equation the spaces of trial and test functions are defined. Fol-lowing standard arguments the weak form of the coupled problem is implemented.Introducing a suitable spatial discretisation of the domain into finite elements, astandard Galerkin FE approximation for the unknown fields u, ul, ci, pi and Φ leads
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Table7.1:Governingequations.
Balanceequation
Constitutiveequation
∂nSrρw∂t +∇·(ρw vl )=0
(3.28) vl =− κk rellµw (∇ul +ρw gδzx )−ke k rele ∇Φ
(3.7)
Sr=Sr(s)
(3.40)
∂nSrci∂t +∇·Ji +nSrRi =0
(3.29) Ji =−D ∗i ∇ci −ci κk rellµw (∇ul +ρw gδzx )(3.18)
−ci (ke k rele +µ ∗i )∇Φ
∂ (nρi (1−(1−hi )Sr) )
∂t
+∇· (ρi (vg +hi vl ) )+nSrm moli Ri =0 (4.10)
vg =− κk relgµg (∇ug +ρg zδzx )
(3.8)
ρi =ρ 0i pipatm
(3.9)
Sr=Sr(s)
(3.40)
∂c¯i∂t +nSrRi =0
(3.34)
Nomovement
∇·j=0
(3.37)
j=−σ ∗∇Φ− ∑Ni=1 zi FD ∗i ∇ci
∇·σˆ−∇(Srul +(1−Sr)ug )+b=0
(3.60)
ε:=− 12 (∇u+(∇u) T )
(3.61)
σˆ=σ(σˆ,ε)
(3.62) 122
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to the following matrix form:
S˙w + Kwul + Gw + CweΦ+ Fw = 0 (7.1a)S˙i + Dici + Mici − Vci + ci + Ri = 0 i = 1, · · ·Nd (7.1b)S˙i + Kijpj + Gi + Ciwul + CieΦ+ Ri + Fi = 0 i = 1, · · ·Ng (7.1c)S˙i + Ri = 0 i = 1, · · ·Nm (7.1d)KeΦ+ Fe = 0 (7.1e)d + Cul = 0 (7.1f)
where u is the nodal displacement vector, ulis the nodal pore liquid pressure vector,ci is the nodal concentration of the i-th chemical species, pi is the nodal gaspressure of the i-th gaseous chemical species and Φ is the nodal electric potentialvector.
7.2 TIME DISCRETISATION
In thììtacking time discretisation the following definitions will be used:
• the time step n is bounded by tn and tn+1 and its length is ∆t = tn+1 − tn;
• for a generic function f , fn denotes its approximation at time tn;
• given parameter θ ∈ [0, 1], the convention fn+θ = (1− θ)fn + θfn+1 holds;
7.3 COUPLING CHEMICAL REACTIONS WITH TRANSPORT PRO-CESS
To solve the multicomponent reactive transport problem ‘ad hoc” numerical ap-proaches have been proposed because: (i) the reactive transport model involves alarge number of variables and, hence, of equations; (ii) because of the nonlinearbehaviour due to the nature of the model equations; (iii) because of the couplednature of the resulting system of equations. The most notable methods are:
• Direct substitution approach (DSA);
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• Sequential non-iterative approach (SNIA);
• Sequential iterative approach (SIA);
• Fully kinetic approach.
Basically, the various methods can be divided into two groups (Saaltink et al.,2004):
• operator splitting, also called the two-step approach. This group includes theSequential Iteration Approach and the Sequential Non-Iteration Approach.In these techniques, the mass balance equations of the reactive species aresplit in two parts and each part is solved separately.
• single-step methods, which include the Direct Substitution Approach andthe Global Implicit Approaches. In this group of approaches, the chemicalequations are substituted into the transport equations, and the latter are thensolved simultaneously, employing Newton-Raphson or Picard schemes. Theobvious disadvantage is the need to solve many equations simultaneously,resulting in high computational costs.
In the last decades a large number of scientists compared these approaches(Saaltink et al., 2001; Steefel and MacQuarrie, 1996; Yeh and Tripathi, 1989, amongothers). As a general rule, the DSA is more robust than the SIA, in the sense thatit is less sensitive to time step size, to kinetics or large flux rates than the SIA(Saaltink et al., 2001). Moreover the DSA is the best choice for the simulation ofsharp fronts, since the SIA require fine grids and very small time steps to converge.In terms of computational costs the system of equations is much larger for the DSAthan for the SIA, tehrefore the DSA may lead to excessive memory requirementsfor large grids. Moreover the CPU time for the SIA increases linearly up to a largenumber of nodes, whereas that for the DSA start to grow with an order of 2 froma much smaller number of nodes (Saaltink et al., 2001). This means that for largegrids, especially for two- and three-dimensional problems, the DSA tends to be lessfavourable. A clear advantage of the operator splitting techniques is the possibilityof parallel computation (Hundsdorfer and Verwer, 1995). When some componentsare independent, their transport equations could be uncoupled. Uncoupling allows
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to solve them separately, thus reducing the size of DSA systems of equations, andwould not cause convergence difficulties, thus reducing the number of iterationsfor SIA (Molins et al., 2004). Starting from this considerations, Robinson et al.(2000) proposed a selective coupling method that solves separately the transportequations for lightly coupled components (in a SIA fashion) and solves with amonolithic procedure the strongly coupled equations (in a DSA fashion).It is clear that no method can be considered better than the others in anycase. The choice of the solving scheme depends on the problem to be solved. Forinstance, the SIA may become faster than the DSA for very large but chemicallysimple problems. In fact, in this case, the two methods tend to require the samenumber of iterations but the size of the system of equations is much larger for theDSA than for the SIA.In the following Sections the different methods will be briefly described. Inorder to clarify the notation, the mass balance equations in the following will bewritten with reference to saturated conditions and using the transport operator
L for chemical species. For the electrokinetic problem the transport operator isdefined as:
L(ci) :=∇ · (−Di∇ci + zici∇Φ + civl) . (7.2)Thus the mass balance equation of each chemical species can be written in compactform as ∂ci∂t + L(ci) + Ri = 0 . (7.3)
7.3.1 DIRECT SUBSTITUTION APPROACH
As described before, the DSA is the best choice for coupled problems with highnon-linearities and sharp fronts.The basic concepts of the DSA were described in Section 5.4 with reference toREV approach. When the DSA is applied to transport processes the assumption oflinear transport operator has to be introduced. This assumption is reasonable whenadvection due to liquid flow is the predominant transport process of the chemicalspecies. In Section 3.4.4 it has been showed that electrically driven flow of chemicalspecies dominates the transport process in low permeability soils. Thus the DSA
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is not suited to problems where the chemical reaction problem is coupled withelectrokinetic processes.
7.3.2 SEQUENTIAL NON-ITERATIVE APPROACH
At the other extreme from the one-step or global implicit method stands the sequen-tial non-iterative approach (SNIA), also called operator splitting or time splittingapproach. In this approach, a single time step consists of a transport step followedby a reaction step using the transported concentrations. Physically, one can thinkof the method as equivalent to taking part of the contents of one beaker (i.e. onenode) and adding it to a second beaker downstream. After this physical processis completed, reactions occur which modify the chemical composition of each of thebeakers in the sequence.Different implementation procedures of this method have been proposed.
CLASSIC FORMULATION
Mathematically, the method can be represented as a two step sequential processconsisting of a transport step:
1. first the transport problem is solved
∂cT∂t + L(cT ) = 0 , (7.4)
which results are the transported concentrations cT ;
2. the transported concentrations cT are the initial conditions of the reactionproblem ∂c∂t + R = 0 , (7.5)the solution of which is the converged solution at the end of the step.
STRANG SPLITTING
The Strang splitting (Strang, 1968) allows to reduce some of the errors associatedwith the SNIA approach (Steefel and MacQuarrie, 1996). Basically it is a time-
126
7.3. COUPLING CHEMICAL REACTIONS WITH TRANSPORT PROCESS
centered method where the reaction step is solved between two transport steps.
7.3.3 SEQUENTIAL ITERATIVE APPROACH
The SIA is a refinement of the SNIA. The SIA iterates between transport andreaction step until they provide the same solution. The solution procedure at thei-th iteration is:
1. first the transport problem is solved taking into account the reaction ratescomputed from the previous iteration:
∂ci,T∂t + L(ci,T ) + R i−1,R = 0 (7.6)
which results is ci,T ;
2. the reaction problem is solved using the transport term computed before:
∂ci,R∂t + L(ci,T ) + R i,R = 0 (7.7)
which results is ci,R ;
3. the step is solved when ci,T = ci,R .
7.3.4 LAW OF MASS ACTION
In the analysis presented in the following, the choice was to adopt the pseudo-kinetic approach, based on the law of mass action, which was described already inSection 5.4 with reference to the REV method. The choice seems to be sufficientlygeneral and applicable in a straightforward way to FE models, provided a prelim-inary sensitivity analysis on the forward and backward reaction rates is performedto evaluate their most convenient numerical values.
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7.4 NUMERICAL IMPLEMENTATION
The model equations were implemented in the finite element platform COMSOLMultiphysic v3.4 . Linear elements were adopted for the field variables (pore pres-sures, voltage and species concentrations).Time integration was performed using a fifth order, variable step-size, implicitbackward differentiation formula.The one dimensional model of the 12 cm long specimen consists of 300 elements,equally spaced. The analysis models the evolution of an electrokinetic filtrationtest for a duration of 300 hours.No stabilisation techniques of the numerical procedure were adopted.
7.4.1 INITIAL CONDITIONS
In Section 6.3.3 the initial concentration of the chemical species in aqueous solu-tion was calculated starting from the initial measured pH. Values are reported inTable 6.4.
7.4.2 BOUNDARY CONDITIONS
Constant electric current density was imposed at the anodic boundary, while a nullpotential was assumed at the cathode:
janc = 0.8 mA/cm2 (7.8a)Φcat = 0 V (7.8b)
Though hydraulic conditions are not constant during the test, a constant waterpressure of 5 kPa was imposed at both the anodic and the cathodic boundaries:
uanw = 5 kPa (7.9a)ucatw = 5 kPa (7.9b)
As for the chemical species that partecipate to the carbonic acid system (H2CO *3 ,HCO –3 , CO 2 –3 , Ca 2+), in light of the fact that no relevant contribution is given
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by hydraulic gradients as already demonstrated, no inward flux was allowed atthe anodic boundary, while at the cathode they may be transported outwards byconvection due to the liquid phase flow:
jani = 0 mol/l s (7.10a)jcati = civw (7.10b)
Since calcite is a solid specie, it will no be transported. No boundary conditionsare needed for calcite.Water electrolysis can be modelled by an inward flux of H+ at the anode and ofOH− at the cathode (Eqs. 2.2). Faraday’s laws of electrolysis relates the quantity ofa substance altered at an electrode during electrolysis to the quantity of electricitytransferred at that electrode. Ffor water electrolysis it reads
jH+,OH− = jcηF , (7.11)
where η is the efficiency of the electrolysis.No inward flux was allowed at the anodic boundary for the hydroxyl, while atthe cathode the hydrogen ion may be transported outflow by convection due to theliquid phase flow.In the filtration cell the outer cell and side plates confine the sample. Thesample cannot expand due to the cell walls constraint, but in principle, contractionis not constrained. Mathematically this condition could be writtenu = 0 if ε˙ < 0σ = 0 if ε˙ ≥ 0 . (7.12)
Since this is a “stiff” boundary condition (i.e. it is not simple to impose), the simpleboundary condition u = 0 (7.13)
is assumed. This condition leads to the onset of traction strain when the samplecontracts. Adopting linear elasticity, traction strain are accompanied by tractionstresses which are unrealistic, but which can help in explaining the observed cracks.
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Table 7.2: Properties of chemical species.Specie D u z m[m2 s−1] [m2 s−1 V−1] [-] [gmol−1]H+ 9.31 · 10−9 3.63 · 10−7 +1 1OH− 5.264 · 10−9 2.05 · 10−7 −1 17HCO−3 1.185 · 10−9 4.615 · 10−8 −2 61CO 2−3 9.579 · 10−10 7.46 · 10−8 −2 60Ca 2+ 7.909 · 10−10 .16 · 10−8 +2 40CaCO3 - - - 100CO2 - - - 40
7.5 PARAMETERS ESTIMATION
Relevant properties of the chemical species considered in the model are reportedin Table 7.2.Absolute hydraulic permeability is 5.1 · 10−17 m2 . The hydraulic relative per-meability was assumed to depend on the degree of saturation via a power law ofthe type: krelw = Srbw . (7.14)A value of bw = 3 was assumed for the relative hydraulic permeability of Scanzanoclay. Consistently with the previous choice for water, a power law was adoptedalso to describe the relative permeability of gas
krelg = (1− Sr)bw . (7.15)
A value of 2 · 10−9 m2/V s for the absolute electro-osmotic permeability was es-timated by Gabrieli et al. (2008b). The relative electro-osmotic permeability wasestimated starting from experimental results of electrokinetic filtration tests per-formed on unsaturated specimens in the as-compacted state (Fig. 7.1). Theirexperimental data suggest that also the electro-osmotic permeability may be as-sumed to depend on the degree of saturation via a power law:
krele = Srbe , (7.16)
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Figure 7.1: Relative electro-osmotic permeability
with the value of be = 3.2 for the exponential.The water retention curve estimated in Section 6.1 was adopted to relate thedegree of saturation to the difference between the CO2 gas and the water pressures,s := ug − uw (Fig. 6.1).The mechanical tests performed on Scanzano clay (Chapter 6) suggest a valueof 3000 kPa for the oedometer modulus.
7.6 RESULTS
The total amount of water transported by the electrochemical process is depicted inFigure 7.2. The comparison between numerical prediction of outflow and experimen-tal data show good agreement. It is interesting to note that the calculated outflowis slightly greater than the inflow one, indicating that a desaturation process istaking place during the treatment. This fact agrees with the experimental observa-tion, which indicates that at test dismounting the samples are slightly desaturated.The time evolution of computed water saturation is represented in Figure 7.3. Thenumerical simulation predicts a desaturation process reaching the cathodic bound-
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ary after 20 hours. Afterwards, a desaturation pattern starting from the anodicboundary and reaching a minimum in correspondence of a sort of advancing frontmay be appreciated.
0 100 200 300
Time, t (h)
0
100
200
300
400
O
ut
flo
w
 w
at
er
 v
ol
um
e,
 V
w
 (c
m
3 ) numerical inflow
numerical outflow
experimental
outflow
Figure 7.2: Outflow water volume: comparison between experimental data andnumerical results.
The degree of saturation is uniquely linked to the suction via the water retentioncurve. Since in this problem the only gaseous specie is CO2 in the following suctionwill be identified with the capillary pressure, defined as the difference between theCO2 gas pressure and the water pressure. The time evolution of the two pressuresis presented in Figure 7.4 and Figure 7.5.The water pressure initially decreases near to the anodic boundary and in-creases close to the cathodic one. After few hours, the trend is reverted and all thesample is subjected to a negative pore water pressure, which presents an advancingminimum correspondent to the minimum saturation degree. It is worth noting thatEsrig (1968) demonstrated that no excess pore pressure should develop if drainageis allowed at both electrodes (Fig. 2.4b). Nonetheless in the formulation by Esrig,gas pressure was not taken into account, nor the possible onset of desaturation.The latter factors, considered herein, promote heterogeneities along the sample,which in turn are responsible for the development of pore pressure changes. In
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Figure 7.3: Isochrones of the degree of saturation: numerical predictions.
fact CO2 gas pressure increases monotonically with time, starting from the anodicregion, and penetrating into the sample.The CO2 pressure arises as a result of calcite dissolution. The comparison be-tween the values of calcite mass fraction at test dismounting and the numericalresults is reported in Figure 7.6. It can be observed that the experimental trendis very well caught, in spite of the differences in space, due to time shifting. Aparallel inspection of the isochrones for calcite mass fraction and for pH, reportedin Figure 7.7, suggests that calcite dissolution is appreciated when the pH reachesa value of about 3.5. For this pH value, if local chemical equilibrium is imposeddisregarding gas transport, more severe CO2 pressures than those calculated nu-merically are expected (Airoldi et al., 2009). It is worth noting that although the pHtrend is caught correctly, there is a difference between the experimental and themeasured data both on the anodic and on the cathodic side. In particular at the an-odic side the pH increases, after reaching its minimum, where calcite vanishes. Thisfact may be explained by the presence of further buffering capacity of the soil dueto other minerals than calcite, which was not taken into account in this model. Thefurther buffering capacity may also explain the difference between the experimentaland the numerical degree of saturation. The gas generated from the dissolution of
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Figure 7.4: Isochrones of the water pressure: numerical predictions
minerals not taken into account increases the gas pressure contributing to sampledesaturation.Finally, the evolution of water and gas pressures are influenced not only bythe chemical reactions, but also by their mass conservation laws. In particular thesoil skeleton compressibility influences their values (Figs. 7.4 and 7.5). Even ifequilibrium of the chemical species depends on the degree of saturation, it seemsthat the differences in water and gas pressures due to soil skeleton compressibilitydo not influence the chemical species concentration (Fig. 7.7).The evolution of the pressure gradients in space and time guarantees the wa-ter mass conservation and counterbalance the effect of non-uniform electroosmotictransport. The electrical conductivity evolves continuously with ions concentrations(Fig. 7.8), governing the electric potential isochrones (Fig. 7.9).When the samples were dismounted from the filtration cell, fractures were ob-served in the region near the anode (Fig. 6.18). This is consistent with the calcu-lated effective stress distribution (Fig. 7.10), which presents a traction peak at 3 cmfrom the anode. Since soil has no tensile strength the predicted tractions cannotbe sustained, an fractures, like those observed, may be opened.
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8Conclusions
A numerical study on a natural clay subjected to electrokinetic treatment waspresented. Scanzano clay is the natural clay adopted. The numerical study wasperformed using both numerical procedures outlined in Chapters 4-5 and the finiteelement method in Chapter 7.A numerical procedure at the REV level for the integration of elastic–plastichydro–mechanical constitutive laws for unsaturated soils along typical loading pathwas presented. This class of algorithm at the REV level are usually called con-stitutive drivers. At difference to previous works, the proposed driver allows fordeveloping numerical integration routines for the constitutive equations, ready fortheir straightforward implementation in finite element codes.An elastoplastic constitutive model for unsaturated soils was presented. Devel-opment of this model arises from the concepts established by Jommi (2000). Theproposed model introduces few more parameters with respects to a classical modellike Cam-Clay. Calibration of the model’s parameters is mainly based on the re-sults of standard laboratory tests. With respects to a standard Cam-Clay model theformulation proposed better matches the behaviour of overconsolidated clays andthe behaviour in unsaturated conditions. The additional parameters for unsaturatedstates can be estimated from the results of oedometric tests at constant suction.The constitutive model was implemented into the proposed numerical constitu-tive driver by means of an implicit algorithm. Numerical predictions were compared
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to experimental results of a previous study performed by Rosone (2011). The pro-posed constitutive model catches pretty well experimental results. In particular themodel can predict the values of the peak of the deviator stress of triaxial tests andthe development of pore pressures.A numerical procedure at the REV level for the integration of chemical reactionswas presented. By means of this numerical procedure the importance of the carbon-ates system in the electrokinetic filtration tests performed by Gabrieli (2010) wasconfirmed. In fact calcite dissolution seems to be the main reason for the bufferingcapacity of Scanzano clay and for the desaturation process occurring during the ex-perimental tests and observed at test dismounting. However the numerical resultssuggested that a description of the hydro-mechanical load and of transport pro-cesses are essential to reproduce void changes, hence the deformational responseof the soil.A finite element model for the electrokinetic problem was then presented. Thefinite element model confirms the theoretical guess and the results of the numericalprocedure at the REV level. Carbonate equilibrium reactions have a definite impacton the overall behaviour in electrokinetic filtration tests. In particular the finiteelement model suggests that the observed desaturation process is mainly due tocalcite dissolution in the acid environment. However the numerical results for pHand for the degree of saturation also suggest that other minerals than calcite mightbe responsible for the buffering capacity of Scanzano clay.The role of the hydro-mechanical process was investigated. The descriptionof hydro-mechanical behaviour has a definite impact on the results of the finiteelement model. In particular the onset of the observed fracture occurring at theanodic side can be predicted adopting a simple linear elastic behaviour of the solidphase.The work presented herein is complemented by the following papers, in whichsome of the topics tackled are discussed in more details:
• Tamagnini, C., Jommi, C. and Cattaneo, F. (2010). A model for coupled electro-hydro-mechanical processes in fine grained soils accounting for gas genera-tion and transport. Anais da Academia Brasileira de Ciências, 82(1):1-25.
• Cattaneo, F., Della Vecchia, G. and Jommi, C. (2011). A driver for the inte-
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gration of coupled hydro-mechanical constitutive laws for unsaturated soils.In Unsaturated Soils - Proceedings of 5th International Conference on Un-saturated Soils, Barcelona, Spain, 6-8 September, Alonso and Gens editors,Taylor and Francis Group, London, pages 1017-1023.
• Jommi, C., Cattaneo, F. and Romero, E. (2008). Anisotropic deformational be-haviour of collapsible compacted soils: experimental evidence and modelling.In Deformational Characteristics of Geomaterials - Proceedings of 4th Inter-national Symposium on Deformation Characteristics of Geomaterials, Atlanta,Georgia, USA, 22-24 September, Burns, Mayne and Santamarina editors,pages 605-612.
• Cattaneo, F., Della Vecchia, G. and Jommi, C. (2010). A note on integration al-gorithms for unsaturated soils constitutive models in the framework of elasto-plasticity with generalised hardening. In Numerical Methods in GeotechnicalEngineering - Proceedings of 7th European Conference on Numerical Meth-ods in Geotechnical Engineering (NUMGE 2010), Trondheim, Norway, 2-4June, Benz, T. and Nordal, S. editors, pages 319–324.
• Cattaneo, F., Jommi, C. and Musso, G.(2010). A numerical model for theelectrokinetic treatment of natural soils with calcite. In Numerical Methodsin Geotechnical Engineering- Proceedings of 7th European Conference onNumerical Methods in Geotechnical Engineering (NUMGE 2010), Trondheim,Norway, 2-4 June, Benz, T. and Nordal, S. editors, pages 275–280.
• Cattaneo, F. and Jommi, C. (2012). A note on the Newton-Raphson algo-rithm for FE analysis of electro-chemo-hydraulic problems in unsaturatedsoils. Submitted for the publication in the proceedings of the 2nd europeanconference on unsaturated soils (E-UNSAT 2012), 20-22 june, Napoli.
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ADerivatives of the driver governingequations
• ∂∆σij∂∆εhkFrom definition of the total stress increment (Eq. 4.5)
∂∆σij∂∆εhk = ∂σˆij∂∆εhk + (un+1l − un+1g )δij ∂Srn+1∂∆εhk (A.1)
since σˆn+1ij := σˆnij + ∆σˆij it follows that
∂σˆij∂∆εhk = ∂∆σˆij∂∆εhk + ∂∆σˆij∂∆Sr ∂∆Sr∂∆εhk (A.2)the first term on the RHS is the tangent consistent modulus. So the derivativeof the total stress increment respect to strain increment is:
∂∆σij∂∆εhk = ∂∆σˆij∂∆εhk +
((un+1l − un+1g )δij + ∂∆σˆij∂∆Sr
) ∂∆Sr∂∆εhk (A.3)
• ∂∆σij∂∆ulFrom definition of the total stress increment (Eq. 4.5), taking into account
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that un+1l = unl + ∆ul:
∂∆σij∂∆ul =
((un+1g − un+1l )∂Srn+1∂∆ul + Srn+1
) δij + ∂∆σˆij∂∆Sr ∂∆Sr∂∆ul (A.4)
the derivative of the final degree of saturation could be wrote in terms ofincrements: ∂Srn+1∂∆ul = ∂(Srn + ∆Sr)∂∆ul = ∂∆Sr∂∆ul (A.5)Usually retention curve is wrote as a function of suction s, from the definitionof suction s := ug − ul: ∂∆Sr∂∆ul = −∂∆Sr∂∆s (A.6)so the derivative of total stress increment to the liquid pressure is:
∂∆σij∂∆ul =
(−(un+1g − un+1l )∂∆Sr∂∆s + Srn+1
) δij − ∂∆σˆij∂∆Sr ∂∆Sr∂∆s (A.7)
• ∂∆σij∂∆ugFor the same consideration took into account in the development of the deriva-tive of the total stress increment respect to the liquid pressure, the derivativeof the total stress increment respect to the gas pressure is:
∂∆σij∂∆ug =
((un+1l − un+1g )∂∆Sr∂∆s − Srn+1
) δij + ∂∆σˆij∂∆Sr ∂∆Sr∂∆s (A.8)
• ∂∆mw∂∆εhkFrom Equation (4.8)
∂∆mw∂∆εhk = ∂nn+1∂∆εhkSrn+1ρn+1w + nn+1 ∂∆Sr∂∆εhk ρn+1w (A.9)Void ratio at increment n+ 1 is
en+1 = en − (1− en)∆εvol (A.10)
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taking into account the relation between porosity and void ratio, the derivativeof porosity respect to strain increment is
∂nn+1∂∆εhk = − 1(1 + en)(1− ∆εvol)2δhk (A.11)
• ∂∆mw∂∆ul ∂∆mw∂∆ul = nn+1
(∂∆Sr∂∆ul ρn+1w + Srn+1∂ρn+1w∂∆ul
) (A.12)
From Equation (4.9)
∂ρn+1w∂∆ul = ρ0w exp un+1l − u0lBw 1Bw = ρn+1wBw (A.13)Substituting Equation (A.13) into Equation (A.12), finally
∂∆mw∂∆ul = nn+1ρn+1w
(Srn+1Bw − ∂∆Sr∂∆s
) (A.14)
• ∂∆mw∂∆ug ∂∆mw∂∆ug = nn+1∂∆Sr∂∆ug ρn+1w = nn+1∂∆Sr∂∆s ρn+1w (A.15)
• ∂∆ma∂∆εhk
∂∆ma∂∆εhk = −(1− h)∂∆Sr∂∆s ρn+1a + (1− (1− h)Srn+1) ∂nn+1∂∆εhk ρn+1a (A.16)
• ∂∆ma∂∆ul ∂∆ma∂∆ul = (1− h)∂∆Sr∂∆s nn+1ρn+1a (A.17)
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• ∂∆ma∂∆ug
∂∆ma∂∆ug = −(1− h)∂∆Sr∂∆ug nn+1ρn+1a + (1− (1− h)Srn+1)nn+1∂ρn+1a∂∆ug (A.18)
Air density depends from gas pressure (Eq. (4.13)):
ρn+1a = ρ0aun+1g + patmu0g + patm ⇒ ∂ρn+1a∂∆ug = ρ0au0g + patm (A.19)
Substituting Equation (A.19) the derivative of air mass respect to gas pressureincrement becomes:
∂∆ma∂∆ug = −(1− h)∂∆Sr∂∆s nn+1ρn+1a + (1− (1− h)Srn+1)nn+1 ρ0au0g + patm (A.20)
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