Abstract-Computer aided diagnosis (CAD) of histopathological images (HI) requires efficient structural representation of the underlying surface tissue convolutions as manifested by the diverse breast cancerous (BC) tissue morphology. In this contribution, HI are modelled as spatially-progressive lower dimensional dynamical patterns embedded in the higher dimensional HI space. Manifold learning on these HI point-cloud is envisaged by LandMark ISOMAP (L-ISOMAP) for isometric feature mapping. The dimensionality reduced L-ISOMAP descriptors are cascaded with stacked sparse autoencoder (SSAE) for learning deep textural feature and tumor malignancy detection thereof. Classification accuracy of 99.4% obtained on publicly available BreaKHis dataset outperforms the state-of-theart methods and validates it's adequacy as an adjunct tool to clinicians in confirming their diagnosis. Further, employing LIsomap based manifold embedding, the dimensionality of HI are reduced drastically without significant loss in its discriminating competency. These relieves the GPU requirement for SSAE aided deep learning. Experimental results are discussed in detail.
I. INTRODUCTION
Worldwide, breast cancer (BC) is the second most cause of cancer mortality in women [1, 2] . Recent reports from the American Cancer Society in 2017 puts an estimated 41,070 deaths and 255,180 new cases of BC being reported in U.S alone [3] . Conventionally, pre-cancerous tissue prognosis is comprehended by mammography and ultrasonic medical imaging techniques [4] and biopsy for microscopic analysis [5] . Optical BC examination by pathologists encompasses visual bio-markers extraction which includes spatial cells organization, structural complexity of nuclei, tubule formation and neoplastic cell count during cell division process (mitotic index), which quantifies its spread and growth [6, 7] . But, BC characterization by medical experts is tedious and requires domain-knowledge expertise with diagnosis varying between the experts due to its subjective nature. A CAD system ensures accurate and reliable objectives of BC characterization while accounting for the intra and inter-observer disparity for similar set of HI's due to multifarious heterogeneity of the tumor samples [8, 9] . An exhaustive HI analysis literature can be traced from the works of Zhang, Yungang, et al., where a cascade of random subspace classifier ensemble with pooling options for microscopic image grading is done with enhanced classification reliability [10] . Jarle Urdal, et al. work embraces textural features and boosting based prediction [11] , and Apostolopoulos, G., et al., combines quaternionic form of multi-modal features exhibiting the competence of shallow feature learning [12] . Deformed nuclei segmentation method of Laura E. Boucheron, et al., [13] and Xiaowei Chen, et al., time lapse microscopy classification holds significance [14] in HI classification. Recently, Grassmannian manifold based characterization of HI using vector of locally aggregated descriptors (VLAD) encoding have been explored by Dimitropoulos, Kosmas, et al., for BC stratification [15] . Non-linear feature attributes like fractal dimension [16] and textural features [17] have been considered for its suitability of multitudinous feature engineering in HI analysis, while the role of magnification in HI for BC diagnosis have been extensively studied by Gupta, Vibha, et al. [18] . Deep neural networks like convolutional neural networks (CNN) [19, 20] , structured deep learning [21] and multiple instance based learning techniques [22] have been effectively employed for BC characterization by learning discriminative information of the latent HI data structure. From the background literature [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , it can be inferred that due to inherent non-linearity and spatial non-stationarity present in the highly complex HI of biological tissues, understanding of the underlying local manifold structure is of utmost importance for HI visualization & characterization [8] . These high-dimensional HI containing hard to discern low-level visual patterns entangled with highlevel semantic attributes [9] is difficult and computationally intensive to comprehend by standard handcrafted bio-markers and machine learning classifiers on resource constraint generic processors. As such, the significance of efficient HI representation with reduced dimensionality cannot be overemphasized. Based on this aspect, the main contribution of this paper lies in hybrid framework consisting of LandMark ISOMAP (L-ISOMAP) based manifold embedding of the unfolded HI's and SSAE framework based deep feature learning for BC classification, resulting in enhanced recognition performances as compared to the existing state-of-the-art. Ongoing, the paper is structured as follows: Section II describes the BreakHis dataset, dataset augmentation and related theory about L-Isomap, SSAE and the proposed framework for BC classification. Experimental results and comparative evaluation of the proposed method with existing techniques are given in section III. Section IV concludes the paper. 
II. MATERIAL & METHODS

A. Acquisition of BreakHis Dataset
Comprehensive details about BreakHis dataset and it's acquisition can be found in [17] . It contains 7,909 HI of both benign and malignant tumor samples, collected from 82 unspecified patients at Pathological Anatomy and Cytopathology (P&D) Lab, Brazil. The dataset contains HI at an optical zoom of 40X, 100X, 200X and 400X. Table 1 highlights the distribution of image classes in the dataset, while Fig. 2 shows a representative histopathological image sample as seen with different magnification. 
B. Data Augmentation
From Table I , it can be seen that for the binary-class classification of bening and malignant HI as well as for it's sub-classes have uneven distribution. These unequal class distribution manifests in skewed parameter learning during the training phase which results in bias in the classification process. In order to eschew and minimize the unstable class complication and over-fitting during the training process, we have utilized over sampling technique on theHI samples at different zoom levels. These data augmentation techniques assemble the classes of similar distribution which in turn, makes it robust to over-fitting for manifold learning and deep feature leaning stages. Details about data augmentation can be traced from [28] . 
C. LandMark ISOMAP (L-ISOMAP)
Rudimentary details about LandMark ISOMAP (L-ISOMAP) can be found elsewhere [24, 25] . Isomap augments the conventional metric multidimensional scaling (MDS) technique to nonlinear manifolds. L-ISOMAP envisages the preservation of the intrinsic global geometrical structure of the point-cloud by incorporating geodesic distances between datacloud points, and connect them by their shortest paths along the manifold by an optimized Euclidean embedding so as to minimize the error difference between the estimated geodesic distance on the manifold 'M' and the Euclidean distance measure in R n . If we consider x 1 , x 2 , .., x m as m number of data-points on the sub-manifold, 'M' embedded in R n , with y i as the analogous 1-D feature map of x i , i = 1, ., m. And, d M signifies the geodesic distance measure defined on 'M' and'd' as the Euclidean distance measure defined in R n . L-ISOMAP optimizes the below objective function:
Since the manifold 'M' of the HI's are unknown to us, the geodesic distance between two HI points on the HI point-cloud is estimated as the limit of the shortest path of the vertices connected in the corresponding nearest neighborhood in the weighted graph. Here, the nodes signifies the HI cloud datapoints and the edges embodies the neighborhood connectivity. The embedding dimensionality is computed by eigen value decomposition of the matrix of squared geodesic distances. The geodesics are approximated by a characteristic subset sample at each cloud point and is designated as a landmark. These landmarks are followed by multidimensional scaling to compute the mapped landmark points and subsequently the rest of the points of the point cloud are projected independently by means of a fixed linear transformation depending upon their distances from the embedded landmarks. 
D. Stacked Sparse Autoencoder (SSAE)
Stacked sparse autoencoder (SSAE) belongs to a particular type of deep, feed forward neural networks which have shown competence in unsupervised feature learning for nuclei detection in HI [23] . SSAE consists of a cascade of multiple layers of inter-connected nodes having pre-defined non-linear transformations entangled between the preceding and successive layer's input and output nodes [39] . These intra-nodes connections faciliates learning of the high-level deep structural description of the underlying tissue's morphological and decode its associated complexity. Architectural details of the basic stacked autoencoder and SSAE can be traced from [23, [26] [27] . Fig. 3 shows a typical Autoencoder (AE) architecture with an encoder and decoder block. In the present work, we have employed a stack of two AE with a softmax layer for classification. Generally, SAE consists of an encoder at the input layer of which transforms the input feature vector y into the commensurated encoding vector h, with the hidden layers h depicted as new descriptors of the input feature vectors. The output layer designated as a decoder and estimatesŷ the input feature vector from h the underlying latent deep structures in an optimal fashion, so as to minimize the difference between input vector y and its estimated feature vectorŷ. Autoencoder (AE) employs backpropagation learning technique to minimize the difference between the input and its estimate by jointly training the encoder and decoder networks yielding an array of weights
The first term is the mean squared error (MSE). MSE is tuned for training the sparse autoencoder and signifies the model fit by reducing the difference between the input y(r) and the estimateŷ(r) trained over the training data. The second term n characterizes the number hidden layer units where, the index p denotes the summation over the whole network of hidden units. KL(ρ||ρ p ) is the Kullback-Leibler (KL) divergence measure betweenρ(p) the mean activation of all the hidden units j and the required activation ρ. The third term is the weight decay component which manifests in decrease of weight magnitude and prevent model over-fitting. The model overfitting regularization term explained below as:
where n l is the total number of layers and s l signifies the number of neurons in each layer l. w
i,p is the weight representing the associativness between i th neuron in layer (l − 1) and p th neuron in layer l.
E. Softmax Classifier (SMC) Layer
Rudimentary details about softmax classifier (SMC) can be found in [23] . In the present work, SMC has been trained using the sparse features obtained from the stack of autoencoders using back-propagation technique.
F. Proposed L-ISOMAP + SSAE Framework
The cascaded Landmark ISOMAP and SSAE framework has been stacked to form a fused deep neural network (DNN) to perform intelligent BC identification after fine-tuning the model parameters with the available labelled BreakHis dataset. The framework can be inferred from Fig. 2 & Fig. 4 . L-Isomap due to its faster variation and accuracy being compromised by a marginal factor has been used for low-dimensional embedding of the corresponding HI's.
III. EXPERIMENTAL RESULTS & DISCUSSION
A. Experimental Setup & Performance Evaluation
In the present work, benign (2480) and malignant (5429) HI's are analyzed by a novel hybrid deep learning model developed by the authors. The L-Isomap & SSAE model is trained on AMD FX-8320 Octa-core system with 3.50 GHz processor and 16GB RAM. In the training phase, the neuron weights in the framework are fine-tuned to minimize the error between the predicted and ground truth label of the HI samples. Typically, 786.52 sec are required for complete training of one epoch and following, the developed framework is tested. Table 2 highlights the confusion matrix depicting the performance of the L-Isomap & SSAE model in HI classification. Table 3 gives the overall results of classification along with a comparative evaluation with the state of the art. From Table 2 , it can be observed that 97.8% of HI tumor samples are correctly classified as benign and 99.4% of them are correctly classified as malignant. In this contribution, instead of putting the benign images directly to the SSAE model which results in high computational complexity, we re-scale the pre-processed benign images and fed them to the SSAE model consisting of a stack of autoencoders (AE). SSAE is trained with a maximum epoch of 50 during the encoding phase and with maximum epoch of 100 during the softmax based classification training phase. The hidden layer neurons in the first and second autoencoders are kept at 150 & 300 respectively. This SSAE stack is trained with L 2 weight regularization of 0.001, sparsity regularization with a value of 4 and sparsity proportion of 0.15. The L2 weight regularization, sparsity regularization, sparsity proportion and number of hidden layers in the two stacked autoencoders are set to 0.001, 4, 0.15, while 6 & 5 respectively for the current study.
B. Training the SSAE+SMC & Tuning of SSA Parameters
In this contribution, after the training and stacking of the hidden layer by sparse autoencoder the soft-max regression layer is included above the stack. By lessening the error in the predictable conditions, a small number of labelled data is used to fine-tune parameters of the complete network. In Fig.  3 and in Fig. 4 fine-tuning approach has been demonstrated. Stochastic gradient descent-based back propagation algorithm is used to update the parameters of all hidden layers by error reduction between the anticipated and the actual level of the labelled dataset. Now, the specification W and b can be updated as
where, W l represents the weights , B l represents the lth layer bias, η is learning rate, (X, t) is the batch comprising m training samples, X is spectrum of the vibration signals and t are the equivalent levels. After fine-tuning, the deep network is competent of categorizing conditions in the contemporary condition space. Another miniature amount of labelled data of the relatively new conditions is merged with the fine-tuning dataset in order to diagnosis new conditions. Along with new fine-tuning dataset, DNN parameters can be fine-tuned as presented in Fig. 5 , to attain fault diagnosis in the new condition space same procedure can be reiterated. This new proposed approach allows effectual feature learning and diagnosis with current conditions by fine-tuning of DNN merely with few labelled data and avoiding training from scratch and as a result the requirement of computational amenity and immense amount of training data becomes needless.
C. Discussion
Tumor malignancy detection from HI samples is immensely difficult due to highly coherent and diverse morphology of cancerous cells, with large-scale in-homogeneity in distribution of texture and color and wide variability of magnified HI samples. Further, HI's are often corrupted with noise and degraded during staining process and as such requires detail preserving image enhancement techniques. In this work, a novel manifold embedding dimensionality reduction coupled sparse autoencoder based DNN for automated identification of BC from HI is presented. The proposed technique can detect tumor malignancy from HI samples with an accuracy, sensitivity and specificity of 99.4%, 99.2% and 99.7% at 400× respectively. To the best of our knowledge, this is the first hybrid manifold embedded reduced dimenionality based stacked sparse autoencoder architecture for the CAD of HI classification. Automated classification of HI using L-Isomap & SSAE eliminates the conventional feature extraction and feature ranking steps and automatically learns optimal features from feature maps generated after every layer of the deep network and does not require any preprocessing affecting its performance. Also, we plan to extend this developed model to for sub-class BC classification. The confusion matrices signifies the performance of the proposed classification model while the ROC plot manifests in the diagnostic potential of the SSAE model in identification of the Table 3 to show its diagnostic superiority.
IV. CONCLUSION
In this paper, a novel L-Isomap aided manifold learning & stacked sparse autoencoder framework is explored for reliable and robust BC classification using HI's. Alternatively, HI's being modelled as spatially-varying multidimensional dynamical systems embedded on a higher dimensional space is dimensionally reduced using L-ISOMAP based HI encoding. L-Isomap embedding exploits the trade-off between neighbourhood spatial dynamics of the texture-resolved contour variations, while keeping the intrinsic geometry & local connectivity of the HI point-cloud within tolerable limits and evades extraction of morphological attributes like detection of nuclei primitives. Experimental results on the BreakHis dataset validates the efficacy of the proposed method in characterizing the encoded tumor complexity. Currently, we are escalating our research towards in-vivo deployment in clinical settings and aim to explore the diagnostic modality of the proposed approach in identification of other biological tissues. Moreover, the proposed technique is computationally economical as it does not require GPU architecture for deep CNN based feature learning as used in the literature.
