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Highlights:  
 A depth-averaged two-phase model is proposed for fluvial sediment-laden flows. 
 The model well reproduces a series of typical cases. 
 It resolves that finer sediment is transported faster than coarser grains. 
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Abstract    
Fluvial sediment-laden flow represents a class of fluid-solid two-phase flows, which typically involve 
multi grain sizes, interphase and particle-particle interactions, and mass exchange with the bed. 
However, existing depth-averaged models ignore one or more of these physical aspects. Here a 
physically enhanced, coupled depth-averaged two-phase model is proposed for fluvial sediment-laden 
flow, which explicitly incorporates all these aspects and also turbulent Reynolds stresses. A well-
balanced numerical algorithm is applied to solve the governing equations of the model. The present 
model is benchmarked against a series of typical cases, concerning refilling of a dredged trench, bed 
aggradation due to sediment overloading, and flood flows due to landslide dam failure. It features 
encouraging performance as compared to measured data and a quasi single-phase mixture model. The 
present model reveals that the larger the grain size, the slower the sediment fraction transports, which 
concurs with prior findings from experimental observations and field data. Also, the fluid phase 
Reynolds stresses are considerable where the flow rapidly varies, whilst the solid phase Reynolds 
stresses are negligible if sediment concentration is sufficiently low. 
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1. Introduction 
Fluvial flows can induce sediment transport and morphological changes, which in turn conspire 
to modify the flows (Cao et al. 2017). Accordingly, there exist active interactions among the flow, 
sediment and morphology, and also among particles with different grain sizes. Physically, fluvial 
sediment-laden flow over erodible beds is a typical class of fluid-solid two-phase flows, involving 
multi grain sizes, interphase and particle-particle interactions, and mass exchange between the flow 
and the bed. Refined modelling of fluvial sediment-laden flows over erodible beds is essential for not 
only river engineering practice, but also flood risk management and environmental protection (Wu 
2007; Frey and Church 2009).  
In principle, mathematical models for fluvial sediment-laden flows can be divided into two 
distinct categories, i.e., depth-resolving models and depth-averaged models. While the depth-resolving 
models can resolve detailed evolution process and vertical structure of fluvial sediment-laden flows 
from either single-phase flow perspective (e.g., Wu et al. 2000; Fang and Wang 2000; Marsooli and 
Wu 2015) or two-phase flow viewpoint (e.g., Drew 1983; Greimann et al. 1999; Greimann and Holly 
2001; Hsu et al. 2003; Longo 2005; Chauchat and Guillou 2008; Chiodi et al. 2014), they require 
excessively high computing costs and thus may not be unrealistic for large-scale prototype river 
engineering applications. Comparatively, depth-averaged models have been widely used in modelling 
fluvial sediment-laden flows over erodible beds. This is sensible because a balance between theoretical 
integrity and practical applicability can be achieved.  
Most depth-averaged models for fluvial sediment-laden flows to date are based on the quasi 
single-phase perspective, which regards the fluid (water) and solid (sediment) mixture as a single-
phase fluid (e.g., Armanini and Di Silvio 1988; Cui et al. 1996; Hoey and Ferguson 1994; Cao et al. 
2004; Wu 2004, 2007; Wu and Wang 2008; Viparelli et al. 2010; Hu et al. 2014; Qian et al. 2015; 
Guan et al. 2016). In general, these depth-averaged models cannot resolve the vertical profiles of 
velocity and sediment concentration. In this regard, it is noted that in some “enhanced” depth-averaged 
quasi single-phase mixture models, especially those for the sediment-laden flows in meandering or 
curved channels, presumed vertical profiles of velocity and sediment concentration are incorporated in 
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the depth-averaging procedure and thus modified results could be obtained (e.g., Yeh and Kennedy 
1993; Guo and Jin 1999; Wu 2007; Vasquez et al. 2011; Uchida and Fukuoka 2014). Yet, the 
modelling accuracy of such models largely depends on the presumed vertical profile function (Xia and 
Jin 2008). Generally, depth-averaged quasi single-phase mixture model only incorporate a single 
momentum conservation equation for the water-sediment mixture, despite the fact that the respective 
mass conservation equations for the water-sediment mixture and sediment phases. Consequently, only 
the depth-averaged velocity of water-sediment mixture is solved numerically, while the depth-
averaged velocities of the sediment phases are a priori empirically determined by the mixture velocity 
along with the modification coefficient   (normally  1), which is originally developed for a single 
size class of sediments due to the experimental data. Albeit far from perfect from theoretical 
perspectives, the depth-averaged quasi single-phase mixture models to date actually perform well and 
achieve satisfactory results in modelling fluvial sediment-laden flows over erodible beds. More 
broadly, they have been extended to sharply stratified processes, for which the double layer-averaged 
quasi single-phase mixture models are warranted (Li et al. 2013; Cao et al. 2015b; Zech et al. 2015). 
However, interphase (water-to-sediment) and particle-particle interactions, which characterize the 
fluid-solid two-phase flows, need to be incorporated and estimated properly in modelling fluvial 
sediment-laden flows. Briefly, for fluvial processes, bed-load velocity is appreciably lower than the 
flow (Chien and Wan 1999; Wu et al. 2006; Greimann et al. 2008), and a velocity lag between the 
flow and the suspended load sediments is also observed in experiments (Muste et al. 2005), both of 
which actually feature interphase interactions. Moreover, sediment particles of different grain sizes 
feature different velocities (Drake et al. 1988; Wilcock 1997; Ferguson and Wathen 1998; Lenzi 
2004), characterizing particle-particle interactions. In this regard, two-phase modelling shows great 
promise for fluvial sediment-laden flows modelling as more refined physical mechanisms are 
accommodated. Specifically, the fluid and solid phases are resolved separately due to their respective 
mass and momentum conservation laws.  
While depth-averaged two-phase models have been used extensively in the field of earth surface 
flows such as debris flows and granular flows (e.g., Pitman and Le 2005; Pudasaini 2012; Bouchut et 
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al. 2015), their applications and developments for fluvial processes remain at the early stage, arguably 
due to the complexity of numerical solution and the demand for extra relationships to close the 
governing equations. Notably, based on the work of Greco et al. (2012), an extended depth-averaged 
two-phase model is proposed for modeling dam-break flows over erodible beds (Di Cristo et al. 2016). 
Yet, their models are confined to single-sized sediment transport (i.e., the sediment size is kept at a 
single value, normally the median or mean sediment diameter, throughout the modeling). Indeed, 
existing depth-averaged two-phase modes for not only fluvial processes, but also earth surface flows, 
have exclusively not incorporated multi grain sizes of sediments. Clearly, the models assuming a 
single size of sediments cannot reflect the nature of fluvial sediment-laden flows, typically 
characterized by broad particle size-distribution. For example, downstream fining is rather common in 
natural rivers (Paola et al. 1992). As a consequence, there is a lack of physically enhanced models 
available for resolving the depth-averaged size-specific longitudinal sediment velocity, which is 
however critical to dynamics of sediment transport (Haschenburger and Church 1998; Greimann 
2003). Notably, the finding that the depth-averaged longitudinal sediment velocity decreases with 
increasing grain size in non-uniform sediment transport has not yet been reproduced numerically by 
existing depth-averaged models, although it has been revealed for long from experiment observations 
(Wilcock 1997) and field data (Drake et al. 1988; Ferguson and Wathen 1998; Lenzi 2004).  
Here a coupled depth-averaged two-phase model is presented for fluvial sediment-laden flows 
over erodible beds, accommodating multi grain sizes, interphase and particle-particle interactions, 
mass exchange between the flow and the bed as well as the depth-averaged turbulent Reynolds 
stresses. Essentially, multi grain sizes of sediments are explicitly incorporated in the present model, 
representing a step forward as compared to existing depth-averaged two-phase model based on single-
sized sediment transport. Also, the present model is capable of resolving the interphase and particle-
particle interactions numerically rather than by the empirical relationship, which is used in depth-
averaged quasi single-phase mixture models. A well-balanced algorithm, employing the surface 
gradient method along with the finite volume SLIC scheme, is used to solve the governing equations. 
The present depth-averaged two-phase model is tested against a series of cases, concerning refilling of 
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a dredged trench (van Rijn 1986; Armanini and Di Silvio 1988), bed aggradation due to sediment 
overloading (Seal et al. 1997), and flood flows due to landslide dam failure (Cao et al. 2011). The 
model has also been compared with existing depth-averaged quasi single-phase models (Qian et al. 
2015).  
 
2. Mathematical model 
2.1. Governing equations  
Consider one-dimensional fluvial sediment-laden flows over erodible beds composed of non-
cohesive sediments with N  size classes. Let 
kd  denotes the diameter of k th size of the sediments, 
where subscript , ,....,k N  . Sediment feeding is included, while the fed materials are assumed to 
enter the water-sediment mixture directly. The model is based on the three-layer structure, 
incorporating the bed load layer, the active layer and the substrate layer (Hirano, 1971; Parker, 1991a, 
b). Following Qian et al. (2015), the bed load layer is extended to the sediment transport layer, in 
which both the bed load and the suspended load may coexist. The active layer is located between the 
sediment transport layer and the substrate layer. Sediments within the active layer are assumed to be 
well mixed in the vertical and can exchange freely with the upper and lower layers. The substrate layer 
with certain structure is known as the stratigraphy of the deposit and may vary temporally. 
On the basis of continuum theory for both the fluid phase (water) and the solid phase (sediment), 
a set of one-dimensional depth-averaged equations for the mass and momentum conservation for the 
fluid-solid mixture, fluid and solid phases is developed by transforming the basic three-dimensional 
two-phase flow equations (Pai 1977) into a relatively simple set of equations. Here sediment 
concentration (solid fraction) is presumed not to be too low to negate the applicability of the 
continuum assumption, though a threshold value is not yet available to date. Moreover, “depth-
averaged” illustrates that the physical quantities (velocity and volume fraction) are integrated and 
averaged along the depth of the flow. In the present study, the shape factor, which arises from the 
depth-averaging procedure and represents the effects of non-uniformity of vertical structure of velocity 
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and sediment concentration, are presumed to be unit. Indeed, it is a conventional practice in shallow 
water hydro-sediment-morphodynamics models (Wu et al. 2007), which implies the effects of shape 
factors are neglected. However, this practice does not mean that the velocity and sediment 
concentration are assumed to be constant along the flow depth. The depth-averaged turbulent 
Reynolds stresses for both the fluid and solid phases can be readily obtained through the conventional 
Reynolds averaging procedure. In general, there exist interactions among flow, sediments and erodible 
bed and also among particles of different grain sizes. Coupled modelling is generally justified, which 
has been more and more implemented in computational rive dynamics since the work of Cao et al. 
2004. This is followed in the present depth-averaged two-phase model. The detailed derivation of the 
depth-averaged governing equations is given in Supplementary A.  
The depth-averaged mass and momentum conservation equations for the fluid-solid mixture are  
0
b
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The depth-averaged mass and momentum conservation equations for the solid phase are  
s sk s sk sk k
s k s
h h U Γ
F
t x B
 
 
 
  
 
                                           (3) 
( ) [ ]
k k k
k k
s sk sk b
s sk sk k m s b m sk sk Rs sk s
k
s f s s m
h U z
h U C gh gh h T h T
t x x x
C
F F gh
x


   

 


   
      
    

  
 
       (4) 
The depth-averaged mass and momentum conservation equations for the fluid phase are  
f f f f f T
f
h h U F
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The bed deformation equation is  
p
F
t
z Tb




1
                                                              (7) 
The active layer equation is  
1
a ak k
Ik
h f F
f
t t p
 
  
  
                                                    (8) 
where t  is the time, x  is the streamwise coordinate; g  is the gravitational acceleration; the subscripts 
f , s  and m  denote the fluid, solid and fluid-solid mixture respectively; h  is the depth of the fluid-
solid mixture, 
bz  is the bed elevation; sk kh C h  is the size-specific thickness of the solid phase and 
kC  is the depth-averaged size-specific volumetric sediment concentration; T kC C  is the depth-
averaged total sediment concentration; f fh C h  is the thickness of the fluid phase and 1f TC C   is 
the depth-averaged volume fraction of the fluid phase; kΓ  and Γ  are the size-specific and total 
sediment feeding rates per unit channel length, kΓ Γ ; B  is the channel width; f , s  are the 
densities of the water and sediment respectively, ( )m s T f TC C      is the density of the fluid-
solid mixture; ( )f sp p       is the density of the bed materials, p  is the bed sediment 
porosity; skU  is the depth-averaged size-specific velocity of the solid phase in the x   direction, fU  
is the depth-averaged velocity of the fluid phase in the x   direction; mU  is the depth-averaged 
velocity of the water-sediment mixture in the x   direction, and mU  is defined as 
( )m m s sk k f f fU U C U C     according to mass flux conservation; ks sk mi U U  , f f mi U U   
denote the differences among the size-specific sediment phase velocity skU , the fluid phase velocity 
fU  and the fluid-solid mixture velocity mU ; b , ks b , fb  are the bed shear stresses for the fluid-solid 
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mixture, solid and fluid phases respectively in the x   direction; 
RT , RfT , kRsT  are the depth-averaged 
turbulent Reynolds stresses for the fluid-solid mixture, fluid and solid phases in the x   direction; T , 
fT , ksT are the depth-averaged viscous stresses for the fluid-solid mixture, fluid and solid phases 
respectively in the x   direction; 
ks f
F  is the size-specific depth-averaged interphase interaction force; 
ks s
F   is the size-specific depth-averaged particle-particle interaction drag force, which is exerted on 
sediment phase k  by the other constituents of solid phase and ( )
ks s
F    ; k k kF E D   is the 
size-specific net flux of sediment exchange between the flow and the bed, and T kF F , where kE  
and kD  are the size-specific sediment entrainment and deposition fluxes respectively; ah  is the 
thickness of the active layer, 
akf  is the fraction of the k th size sediment in the active layer and 
akf  1; b az h   is the elevation of the bottom surface of the active layer; and Ikf  is the fraction 
of the k th size sediment in the interface between the active layer and the substrate layer and 
Ikf  1. For multi grain sizes, the widely used active layer formulation due to Hirano (1971), Eq. 
(8), is adopted to resolve bed grain size stratigraphic evolution. According to Hoey and Ferguson 
(1994), 842ah d , where 84d  is the particle size at which 84% of the sediments are finer. The complete 
governing equations for single-sized sediment transport can be obtained easily if 1N   in Eqs. (1-8).  
Physically, there is no any real momentum exchange involved in the mass exchange between the 
flow and the bed, as highlighted by Cao et al. (2017). This is certainly justified because the flow 
momentum would not change as the sediment (and water) entrained from the static bed does not have 
any momentum initially. Likewise, the flow momentum does not vary due to the sediment deposited 
into the bed (Cao et al. 2017). Actually, this proposition has been correctly manifested in models for 
fluvial processes (e.g., Cao et al. 2004; Wu 2007) and also for earth surface flows such as debris flows 
(Bridge and Demicco 2008), as demonstrated by Eqs. (2), (4) and (6).  
In summary, the model equations of the present depth-averaged two-phase model for fluvial 
sediment-laden flows over erodible beds can be derived from the conservation laws under the 
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framework of shallow water hydrodynamics, including the complete mass and momentum 
conservation equations for the fluid-solid mixture (Eqs. 1 and 2), the size-specific mass and 
momentum conservation equations for the solid phase (Eqs. 3 and 4), the mass and momentum 
conservation equations for the fluid phase (Eqs. 5 and 6), the global mass conservation equation for 
the sediments in the bed (Eq. 7) and the size-specific mass conservation equation for the sediments in 
the active layer of the bed surface (Eq. 8).  
Indeed, the mass and momentum conservation equations for the fluid-solid mixture can be 
derived by adding their counterparts for the fluid and solid phases respectively. Specifically, Eq. (1) is 
the sum of Eqs. (3) and (5), and Eq. (2) is obtained by adding Eq. (4) to Eq. (6). Therefore, two of the 
three governing equation systems for the fluid-solid mixture (Eqs. 1-2), the solid phase (Eqs. 3-4) and 
the fluid phase (Eqs. 5-6) are independent numerically and can be used to formulate the mathematical 
model for fluvial sediment-laden flows. Accordingly, there are two distinct options available for 
numerical solution of the governing equations of the present two-phase model. Specifically, one 
concerns the equations for the fluid and solid phases respectively, while the other pertains to the 
equations for the fluid-solid mixture and solid phase. However, when the former alternative is used, 
the exact roots of the characteristic polynomial equations cannot be readily derived, even for the 
relatively simple case of single-sized sediment, i.e., N  1. Specifically, when the second-order terms 
are not present, the eigenvalues may become complex conjugate, leading to hyperbolicity loss (Pelanti 
et al. 2008; Pudasaini 2012). In this case, complexities arisein terms of numerical algorithm selection 
and boundary condition implementation. In contrast, the latter approach is certainly more attractive 
because the system composed of the equations for the fluid-solid mixture and solid phase (when the 
second-order terms are not present) is hyperbolic and thus the real and distinct eigenvalues can be 
derived straightforward. In accordance, the eigenvalues are:  
,m mU gh                                                                (9a) 
, . ( )sk sk m sU gh                                                       (9b) 
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where m  and sk  are the eigenvalues related to the motion of the fluid-solid mixture and solid phase 
respectively. Therefore, in the present study, the governing equation systems for the fluid-solid 
mixture (i.e., Eqs. 1-2) and the solid phase (i.e., Eqs. 3-4) along with the bed deformation equation 
(Eq. 7) and the active layer equation (Eq. 8) are solved numerically.  
 
2.2. Comparisons with existing models 
Physically, the present model represents a step forward as compared to the previous models for 
fluvial flows over erodible beds. Table 1 compares the key physical factors included in the present and 
previous models. Briefly, compared to existing depth-averaged two-phase models (e.g., Di Cristo et al. 
2016), the present model is extended due to the incorporation of multi grain sizes, which reflects the 
real fluvial sediment-laden flows better than those models assuming a single size class. In comparison 
with the quasi single-phase mixture models, the depth-averaged velocities of the size-specific 
sediment phase are numerically resolved by virtue of the momentum conservation equation, one for 
each sediment size group, thus the interphase and particle-particle interactions are explicitly 
represented. Additionally, a single sediment transport equation is used for modelling bed load and 
suspended load simultaneously in the present study and quasi single-phase mixture models by Qian et 
al. (2015), while separate equations are solved for estimating bed load and suspended load sediment 
transport respectively in Di Cristo et al. (2016). The present approach is appropriate as it can not only 
ensure the smooth transition of sediment variables between bed load and suspended load for each size 
group, but also simplify the accounting of sediment and speed the computation (Greimann et al. 2008).  
Indeed, under certain premises, the present two-phase model can degenerate into the traditional 
depth-averaged quasi single-phase mixture models (e.g., Qian et al. 2015). Briefly, modification 
coefficient k sk mU U   is introduced to estimate the velocity discrepancy between the size-specific 
sediment phase and the water-sediment mixture flow. Physically similar parameters have been 
proposed by Wu et al. (2006) and Greimann et al. (2008), suggesting k  1. Introducing k  in the 
model equations is physically justified, as the depth-averaged mean longitudinal velocity of bed load 
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is appreciably lower than that of the flow (Chien and Wan 1999), while for suspended load sediment, 
the value of k  is generally set to be unity as suspended sediment transport has nearly the same depth-
averaged longitudinal velocity as the water-sediment mixture. In line with this status, Eq. (4) is not 
needed and thus the remaining equations (i.e., Eqs. 1, 2, 3, 5, 7 and 8) become the same as those of the 
quasi single-phase mixture model (e.g., Qian et al. 2015) when the second-order terms are not present. 
For bed load sediment, k  can be empirically determined by (Greimann et al. 2008) 
0.17
*
1.1( 0.047) [1 exp( 5 0.047)]
0.047
sk k k
k
m m
U U
U U
 

 
                              (10) 
where *U  is the bed shear velocity; 
2
* ( )k kU sgd   is the size-specific Shields parameter with the 
specific gravity of sediment ( )s f fs     .  
 
Table 1 Comparisons of key physical factors included in the present and previous models. 
 
Physics Implication Indication Two-phase models Quasi single-phase 
mixture models 
Present model Di Cristo et al. 
(2016) 
Qian et al. (2015) 
1 Multi grain 
sizes 
Resolve size-specific 
motions 
N  √ × √ 
2 Interphase 
interaction 
Represent relative 
motion of fluid and 
solid phases 
ks f
F   √ √ √ 
(Empirical Relationship) 
3 Particle-
particle 
interaction 
Represent relative 
motion of grains 
ks s
F   √ × √ 
(Empirical Relationship) 
4 Mass 
exchange 
between the 
flow and the 
bed 
Represent flow-bed 
interaction 
kF  √ √ √ 
5 Turbulent 
Reynolds 
stresses 
Represent fluid and 
solid turbulence 
RfT  and kRsT  
√ × × 
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2.3. Model closures  
To close the governing equations of the present depth-averaged two-phase model, a set of 
relationships have to be introduced to determine the bed shear stresses, sediment exchange fluxes, in 
addition to interphase and particle-particle interaction forces and turbulent Reynolds stresses.  
 
2.3.1. Bed shear stresses 
In general, boundary resistances of unsteady and non-uniform flows are substantially different 
from those of steady and uniform flows. When sediment transport is involved, this is more pronounced 
as morphological changes are generated. However, to date, there are no generally applicable 
relationships available to represent the boundary resistances for the fluid and solid phases in fluvial 
sediment-laden flows. Empiricism is inevitably introduced in terms of the bed shear stress estimation, 
which is common to all models for fluvial sediment-laden flows. The conventional practice in two-
phase flow modeling (e.g., Greco et al. 2012; Di Cristo et al. 2016), in which the total bed shear stress 
for the fluid-solid mixture is separated into the respective bed shear stress exerted on the fluid and 
solid phases, is followed in the present study  
( )
kb fb s b
                                                                 (11) 
The solid phase resistance is determined by the Coulomb friction law (Savage and Hutter 1989), 
which expresses the collinearity of shear stress and normal stress through a friction coefficient tan . 
Following this practice, the bed shear stress exerted on the solid phase is given as follows,  
tan sgn( )
ks b s sk b sk
gh m U                                                 (12a) 
where 
21 ( )b bm z x    . Separately, the resistance relationship initially developed for steady and 
uniform flows, which is usually based on the Manning’s equation, is employed to determine the fluid 
bed resistance.  
2 2
4 3
f
fb f f b
f
n U
gh m
h
                                                             (12b)  
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where n  is the Manning roughness parameter. In the present study, the roughness of flume is directly 
used as the Manning roughness.  
 
2.3.2. Sediment exchange between the flow and the bed  
Generally, there are two distinct mechanisms involved in sediment exchange between the flow 
and the bed, i.e., bed sediment entrainment due to turbulence and sediment deposition by gravitational 
action, though sediment particle-particle interactions may modify the exchange to some extent. In 
terms of the determination of the entrainment and deposition fluxes, it continues to be one of the 
pivotal components of computational models for sediment transport and morphological evolution. 
However, current formulations hinge upon a series of premises. Here the conventional practice in 
fluvial hydraulics is followed in the present study (Wu 2007). The deposition flux can be practically 
determined due to the local near-bed sediment concentration and settling velocity. To specify the 
entrainment fluxes, one of the most widely used approaches is followed, which assumes that 
entrainment always occurs at the same rate as it does under capacity regime. In capacity conditions, 
the entrainment flux is equal to the deposition flux. Therefore, bed sediment entrainment flux can be 
computed by using near-bed sediment concentration at capacity and settling velocity. Accordingly, the 
entrainment and deposition fluxes are estimated by  
k k k ekE C  , k k k kD C                                                    (13a, b) 
where k  is the settling velocity of the k th grain size calculated using Zhang’s formula (Zhang and 
Xie 1993),  
2(13.95 ) 1.09 13.95
f f
k k
k k
sgd
d d
  
                                         (14) 
where f  is kinematic viscosity of the fluid phase; k  is an empirical parameter representing the 
difference between the near-bed sediment concentration bkC  and the depth-averaged sediment 
concentration kC . Here a unified and constant k  is used and estimated by calibration in the 
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computation (Qian et al. 2015). The size-specific sediment concentration ekC  at capacity is computed 
as  
( )ek k k mC A q hU                                                   (15a) 
where kq  is the size-specific transport rate at capacity regime, which is calculated by Wu formula 
(Wu 2007); kA  is the areal exposure fraction of k th sediment on the bed surface given by Parker 
(1991a, b) as below  
( )
ak k
k
ak k
f d
A
f d


                                                          (15b) 
Wu (2007) suggested that each sediment size is transported as bed load and suspended load at the 
same time. Therefore, sediment transport rate of any size fraction can be determined as 
2.2 1.74
1.5
3
0.0053 ( ) 1 0.0000262 ( 1)k b m
b ck ck kk k
q Un
nsgd
 
  
   
      
   
          (15c) 
where 
k  is the modification coefficient; 
1 6
50 20n d   is the Manning roughness corresponding to 
grain resistance;   is the shear stress at channel cross-section; ck  is the critical shear stress for 
incipient motion of bed material, approximated by 0.03 ( )ck k s f kgd      with k  representing 
the correction factor accounting for the hiding and exposure mechanisms in multi grain sizes of 
sediments (Wu 2007). It is also noted that Eq. (13a) is applicable when there is sufficient sediment 
supply from the bed. Otherwise, the sediment entrainment flux vanishes where the bed is made of rigid 
material (e.g., steel or concrete) and is locally non-erodible. The following relation is employed to 
evaluate Ikf  (Hoey and Ferguson 1994; Toro-Escobar et al. 1996) 
0
(1 ) 0
sk
Ik
k T ak
f t
f
C C f t

  
  
 
    
                                          (16) 
where skf  is the fraction of the k th size sediment in the substrate layer;   is the empirical weighting 
parameter. 
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2.3.3. Interaction force 
The interphase interaction force mainly includes drag force, virtual (added) mass force and lift 
force. In general, the latter two forces can be ignored in shallow water hydrodynamic models (e.g., 
Pitman and Le 2005; Pelanti et al. 2008; Greco et al. 2012; Di Cristo et al. 2016), except the two-phase 
model for debris flows by Pudasaini (2012), which especially include the virtual mass force. Indeed, 
the effect of the virtual mass force is negligible according to the numerical results in Pudasaini (2012). 
The interphase drag force DkF  can be expressed as below  
( )Dk f rk f skF D h U U                                                 (17a) 
where rkD  is the drag function and can be determined on the base of the drag correlation of Gidaspow 
(1994)  
2
2
2.65
7
150 0.2
(1 ) 4
(1 )3
( ) (1 ) 0.2
4
k f k
f sk k
k k k
rk
k k
d k k f sk k
k
C C
U U if C
C d d
D
C C
c C U U if C
d



  

 

  



Re
               (17b) 
where the drag coefficient ( )d kc Re  is given by 
0.68724 (1.0 0.15 ) 1000
0.44 1000
k k
kd
k
if
c
if

 
 
 
Re Re
Re
Re
                              (17c) 
where 
k f f sk k fC U U d  Re  is the size-specific Reynolds number of the flow, f  is 
kinematic viscosity of fluid phase.  
Gray and Chugunov (2006) suggested that particle-particle interaction drag force included a 
linear velocity-dependent drag force, a particle-particle surface interaction force and a remixing force. 
By depth-averaging, the size-specific interaction drag 
 
ks s
F   can be formulated as follows:  
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1
( ) ( ) ( )
2
b
k k
b
z h
k k k
s s s s T m s sd sk s s d
z
T T T
C C C
F f dz C gh c U U h h
x C C x C
   

 
 
    
 
     (18) 
where ( )s k sk TU C U C  is the depth-averaged mean sediment velocity, sdc  is the liner drag 
coefficient and d  is the linear diffusive coefficient. In the present study, sdc   6.3 s
-1
, d 1.26 ×10
-
5
 m
2 
s
-2
 following Hill and Tan (2014).  
 
2.3.4. Turbulence modelling  
The depth-averaged turbulent Reynolds stresses for the fluid and solid phases, which explicitly 
describe their respective contributions to the fluid and solid momentums, can be readily derived by 
transforming the basic three-dimensional two-phase equations through Reynolds averaging procedure. 
Although the depth-averaged turbulent Reynolds stresses are generally negligible in fluvial sediment-
laden flow modelling, it is sensible to incorporate its effect for wide applicability.  
The depth-averaged turbulent Reynolds stresses for the fluid and solid phases, including 
2
Rf f fT U   , 
2
kRs s sk
T U   , are determined following Boussinesq’s eddy-viscosity concept 
(Rastogi and Rodi 1978; Chauchat and Guillou 2008) 
2 2(2 )
3
f
Rf f f f tf f
U
T U k
x
  

   

                                       (19a) 
2 2(2 )
3k k k
sk
Rs s sk s ts s
U
T U k
x
  

   

                                      (19b) 
where fk , ksk  are the depth-averaged turbulent kinetic energies for the fluid and solid phases 
respectively; tf , kts  are the depth-averaged eddy viscosities of the fluid and solid phases.  
The depth-averaged viscous stresses for the fluid and solid phases respectively are determined by  
2
f
f f f
U
T
x
  



                                                       (20a) 
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2
k k
sk
s s s
U
T
x
  



                                                       (20b) 
where 
ks
  is the viscosity related to inter-granular stress, which can be evaluated based on Ahilan 
and Sleath (1987) formula 
max
1 3 21.2 [( ) 1]
k
f k
s f
s k
C
C
 

 

                                                (21) 
where 
max
kC  is the depth-averaged size-specific maximum sediment volumetric concentration. In the 
present study, 
max
kC  is assumed to be equal to criticalC , the volume fraction of random close packing 
(RCP), which is defined as the densest amorphous packing of rigid particles in the broad field of 
physics. The practice of using unified value for 
max
kC  demonstrates that the sediment concentration of 
any size group can reach the volume fraction of random close packing theoretically. And it is 
reasonable to assume ( )
kR k Rs f R f
T C T C T  , ( )kk s f fT C T C T    .  
Here the fluid turbulence is modelled by the turbulent kinetic energy - dissipation rate model, i.e., 
f fk   model, where f  is the depth-averaged dissipation rate of turbulent kinetic energy, while the 
turbulent Reynolds stress for the solid phase is modelled by a closure model originating from the 
kinetic theory of granular flows (Jenkins and Richman 1985), in which two transport equations are 
solved respectively for the turbulent kinetic energy for the solid phase (
ks
k ) and the fluid particle 
covariance (
ks f
k ). 
Specifically, the fluid turbulent stress is determined by the standard depth-averaged f fk   
turbulence model proposed by Rastogi and Rodi (1978) along with a modified component accounting 
for the influence of particles (Simonin and Viollet 1990). Equations for the depth-averaged turbulent 
kinetic energy and dissipation rate of turbulent kinetic energy of the fluid phase are written as follows: 
( ) ( )
f
f f f f f tf f
f f kf kfb f k
k
h k h U k k
h h P P
t x x x



  
     
   
                  (22) 
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1 2( ) ( ) f
f f f f f tf f
f f kf f fb
h h U
h h C P C P
t x x x
   

   


  
     
   
         (23) 
where kfP  is the production of turbulence due to the longitudinal velocity gradients, defined as 
22 ( )kf tf fP U x   ; kfbP  and fbP  are the production terms from non-uniformity of vertical profiles 
of the fluid phase, related to the fluid friction velocity fu   by 
1 2 3
kfb ff f f
P c u h   and 
21 2 3 4
2fb ff f f
P C C C c u h  

  , where 
2 1 3
ff fc gn h  and f fb fu     (Rastogi and Rodi 1978). 
The kinematic turbulent viscosity of the fluid phase tf  is defined as 
2
tf f f
C k   (Rastogi and 
Rodi 1978). C , C , 1C , 2C , k ,   are empirical constants (Rastogi and Rodi 1978).  
In the Eqs. (22 and 23), the terms 
fk
  and 
f
  represent the influence of particles, they are 
defined as follows (Simonin and Viollet 1990): 
[ ( 2 )]
f k
k
f
k k f s f dk rk T
pr
h
C k k U U C
T
     , 3f f
f
k
f
C
k
 

                        (24a, b) 
where 
kpr
T  is the particle relaxation time and defined as 
2.654
3k
k s
pr f
f D r
d
T C
C U


  (Enwald et al. 
1996), and rk f sk dkU U U U    is the mean relative velocity between fluid and solid phases, and 
dkU  represents the correlation between the turbulent velocity of the fluid phase and the spatial 
distribution of the solid phase. This term, called the drift velocity, represents the dispersion of particles 
by the large scale of the turbulent motion in the fluid phase, large with respect to the particle diameter 
(Simonin and Viollet 1990). According to Deutsch and Simonin (1991), the drift velocity can be 
defined as  
1 1
( )
3
k k
t
fp s f fk
dk
k f
T k CC
U
C x C x

 
 
                                             (25) 
where 
k
t
fpT is the fluid particle turbulent time scale and expressed as k
t t
fp sk fT T , and 
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2 1 2[1 3 2 ]sk rk fC U k
  ; the coefficient 21.8 1.35cosC   , depending on the angle   
between flow direction and relative mean velocity; 
t
fT  is the time scale of large eddies 
1.5tf f fT C k  . All these constants in turbulence model for the fluid phase, except 3C , have the 
same values as those in standard single-phase f fk   model (Launder and Spalding 1974). 3C  is 
included in the interaction term for dissipation and has been determined empirically from turbulent gas 
particle jet flows (Elghobashi and Abou-Arab 1983).  
The 
k ks s f
k k  turbulence model for the solid phase originates from the framework of the kinetic 
theory of granular flow (Jenkins and Richman 1985). The 
k ks s f
k k  model is based on two transport 
equations, one for the turbulent kinetic energy of the solid phase 
ks
k  (Eq. 26), and one for the fluid 
particle velocity covariance, 
ks f
k  (Eq. 27) (Simonin 1991). By depth-averaging the equations 
proposed by Simonin (1991), the 
k ks s f
k k  model for solid phase turbulence is expressed as follows 
2
21( ) 2 ( )
3
(2 )
k k k
k k
k k k
k
sk s sk sk s s sk
sk sk sk s sk tsc
s
sk
sk ks b s s f
pr
h k h U k k Ue
h D h k h
t x x x T x
h
h P k k
T

    
   
    
  
               (26) 
2( ) ( )
( ) ((1 ) 2 2 )
k k k k
k k
k
k k k k k
k
sk s f sk sk s f ts f s f fsk
sk sk s f sk ts f
s f
sk
sk ks b kfb s f s f s f s f
pr
h k h U k k UU
h h h
t x x x x x
h
h P P X k X k k
T

 

   
    
     
     
    (27) 
where 
ks f
  is an empirical constant and =
ks f
  1.0 following Chauchat and Guillou (2008); 
t c
sk sk skD K K   and 
t
skK , 
c
skK  represent the turbulent and collisional diffusivities respectively, which 
can be empirically determined as below (Chauchat and Guillou 2008) 
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1 5 2
(1 )
3 9 3
5
1
9
k k k k
k
k
t
fp s f pr s k o c
t
sk
c
pr c
s
T k T k C g
K
T
T


 


                                      (28) 
26 4
(1 )( )
5 3 3
ksc t
sk k o sk k
k
K C g e K d

                                             (29) 
where 
23(1 ) (2 1) 5c e e     and (1 )(49 33 ) 100c e e    ; e  is the restitution coefficient of 
binary collisions and =e  0.9 according to Chauchat and Guillou (2008); 0g  is the radial distribution 
function which accounts for the increase in the probability of collisions when the sediment 
concentration increases. Here the radial distribution function suggested by Torquato (1995) is used.  
3
0
(1 2)
0
(1 )
( )
( )
k
k freeze
k
critical freeze
freeze freeze k critical
critical k
C
if C C
C
g
C C
g if C C C
C C

  
 
  
 
                            (30) 
where 
3
(1 2) (1 )freeze freeze freezeg C C    denotes the contact value of the radial distribution 
function at the freezing packing fraction freezeC , which is closely related to criticalC  (Torquato and 
Stillinger (2007). Theoretically, the volume fractions of random close packing and freezing packing 
are both influenced by the grain size distribution and relative grain size of sediment mixture (Torquato 
and Stillinger 2010; Desmond and Weeks 2014). However, to date, there are no universally applicable 
formula for determining the volume fraction of random close packing, as previous studies in this 
regard (e.g., Torquato and Stillinger 2010; Desmond and Weeks 2014) are generally based on the 
presumed function for particle size distribution. Moreover, as illustrated by Desmond and Weeks 
(2014), the value of random close packing fraction varies in a narrow range of 0.64 to 0.70. In this 
connection, the effects of particle size distribution on the fraction of random close packing can be 
actually neglected in numerical computation. Therefore, following Torquato (1995), the values of the 
random close packing fraction ( criticalC ) and freezing packing fraction ( freezeC ) are assumed to be 
constant and taken to be 0.64 and 0.49 respectively. 
k
c
sT  is the inter-particle collision time scale and is 
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given in the framework of the kinetic theory of granular flows as (3 ) (2 )
24k k
c k
s s
k
d
T k
g C
 . 
kks b
P  
is the production term from non-uniformity of vertical profiles of the solid phase, related to the friction 
velocity 
ks
u   by 
1 2 3
k k kks b fs s sk
P c u h  , where 
2
k kfs s b s sk
c U   and 
k ks s b s
u    . And the 
dissipation rate 
ks f
 , is given by 
k k k
t
s f s f fpk T   and is a function of fluid particle velocity 
covariance 
ks f
k  and the fluid particle turbulent time 
k
t
fpT ; ks f k s f fX C C  . In k ks s fk k  model, 
the solid phase turbulent viscosity 
kts
  is defined as (Chauchat and Guillou 2008) 
11[ ][1 ]
3 2
k
k k k k
k
sk pr
ts ts f pr s c
s
T
T k
T

                                             (31) 
where the turbulent fluid particle viscosity 3
k k k
t
ts f s f fpk T  ; sk  is an empirical coefficient with 
the value of 1.0 (Chauchat and Guillou 2008). The values of the coefficients involved in the 
turbulence models for both the fluid and solid phases are summarized in Table 2. 
 
Table 2 Coefficients in the turbulence models. 
f fk   
model 
C  1C  2C  3C  k
    C  
0.09 1.44 1.92 1.2 1.0 1.3 3.6 
k ks s f
k k  
model 
ks f
  sk  e  freezeC  criticalC  
1.0 1.0 0.9 0.49 0.64 
 
The depth-averaged two-phase model equations along with the model closures have been 
presented above. Physically, as compared to existing depth-averaged two-phase models (e.g., Greco et 
al. 2012; Di Cristo et al. 2016), the present model represents a step forward in two-phase modeling of 
fluvial processes over erodible beds by explicitly incorporating multi grain sizes of sediments. The 
present depth-averaged two-phase model is solved by the numerical algorithm adapted from Cao et al. 
(2015a), which is described in Supplementary B.  
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3. Computational case studies 
A series of test cases are resolved to evaluate the present depth-averaged two-phase model (TPE), 
including comparisons with the quasi single-phase mixture models (Qian et al. 2015). The test cases 
concern (1) the refilling of a dredged trench documented by van Rijn (1986), (2) an extended case of 
trench refilling presented by Armanini and Di Silvio (1988), (3) bed aggradation due to sediment 
overloading (Seal et al. 1997), and (4) flood flows due to landslide dam failure (Cao et al. 2011) 
respectively. In addition, the case concerning bed degradation due to flash floods (Reid et al. 1995) is 
also revisited (Supplementary C), which further substantiates the applicability of the present TPE 
model. In this regard, it is noted that more test cases involving relatively higher sediment 
concentrations are required to further demonstrate the present model’s advantages over quasi singe-
phase models. 
To evaluate the discrepancy between the numerical solution and the measured data, the non-
dimensional discrepancy is defined based on the 
1L  norm  
1
( )i i
stage
i
abs
L
h
 



                                                        (32) 
1
( )bi bi
bed
bi
abs z z
L
z
 




                                                    (33) 
where 
1
stageL  and 
1
bedL  are 
1L  norms for stage and bed deformation depth respectively. The bed 
deformation depth is defined by ( 0)b b bz z z t    , and  , bz  are measured stage and bed 
deformation, whilst  , bz  are the stage and bed deformation computed from a numerical solution.  
In the present work, a fixed uniform mesh is used. The friction angle    32º. The empirical 
weighting parameter  , which was suggested to vary between 0.61 and 0.81 based on the sediment 
size (Toro-Escobar et al. 1996), is calibrated to be 0.65 for the present computational cases. The values 
of the other common parameters are f  1000 kg/m
3
, s  2650 kg/m
3
, and g  9.8 m2/s. Unless 
otherwise specified, the bed porosity is estimated by 
0.2
500.13 0.21 (1000 0.002)p d     (Wu 
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and Wang 2006), where 50d  is the particle size at which 50% of the sediments are finer. The values of 
the modification coefficient   and the empirical parameter   need to be calibrated based on 
measured data. The modelling parameters are listed in Table 3. Notably, the modelling parameters 
used in the TPE model (Table 3) are the same as those in the quasi single-phase mixture model by 
Qian et al. (2015, Table 2). Theoretically, in this instance, the superiority of the TPE model over the 
quasi single-phase mixture model can be demonstrated when the TPE model performs better.  
 
Table 3 List of the parameter value.  
Case Cr  x  (m)     
1 0.9 0.25 2.3 18.0 
2 0.9 0.1 0.5 25.0 
3 0.9 0.2 1.0 20.0 
4 0.9 0.04 5.0 5.0 
 
3.1. Refilling of a dredged trench (Case 1) 
First, the present two-phase model was applied to a flume experiment carried out at Delft 
Hydraulics Laboratory, concerning the refilling of a dredged trench. A gentle-sided (1:10) trench with 
an initial depth of 0.15 m was set up in a flume of dimensions 30×0.5×0.7 m. A constant unit inflow 
discharge of 0.2 m
2
/s was specified at the inlet, with the mean flow depth and velocity stabilizing at 
0.39 m and 0.51 m/s respectively. The bed was composed of fine sand (0.16 mm) with the setting 
velocity of 0.013 m/s. The Manning roughness n  is 0.011 s/m1/3. During the experiment, equilibrium 
sediment transport was maintained at the inlet boundary, thus the corresponding equilibrium rate was 
0.03 kg/m/s and the sediment concentration by weight at the cross section was 0.1508 kg/m
3
.  
Fig. 1 shows the stage and bed profiles computed by the TPE model and the quasi single-phase 
mixture model by Qian et al. (2015) along with the measured bed data. The bed deformations are well 
reproduced by both models as compared to the measured data. The stage profiles from TPE model and 
quasi single-phase mixture model by Qian et al. (2015) are both rather smooth. Quantitatively, the 
values of the 
1
bedL  norms of the TPE model and Qian et al. (2015) are similar (Table 4), while the TPE 
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model features a slight improvement. Fig. 2 illustrates the depth-averaged longitudinal velocity 
profiles of the water-sediment mixture, fluid (water) and sediment phase computed by the TPE model. 
It is shown that the sediment is transported as bed load because its depth-averaged longitudinal 
velocity is appreciably lower than the depth-averaged fluid velocity and the suspension index SI  is 
larger than 2.6 (not shown), where *SI U   and    0.4, von Karman constant. In general, SI   
2.5 ensures that bed load sediment dominates over suspension. Yet as the sediment concentration is 
relatively low, the water-sediment mixture’s velocity is approximately equal to the fluid velocity and 
thus the discrepancy between them is indistinguishable from Fig. 2.  
Table 4 Values of 
1
bedL -norm of TPE model and Qian et al. (2015). 
 t   7.5 h t   15 h Average 
TPE (%) 8.27 2.62 5.44 
Qian et al (2015) (%) 10.35 3.51 6.93 
 
3.2. Extended case of dredged filling (Case 2) 
To evaluate the capability of the TPE model in modelling non-uniform sediment transport and 
morphological evolution, an extended case of trench refilling designed by Armanini and Di Silvio 
(1988) is revisited. In this case, a trench of the rather steep side slope (1:3) was set up and the 
sediment mixture consisted of two fractions: 1d   0.075 mm (50%) and 2d   0.3 mm (50%). The 
unit inflow discharge was kept constant as 0.2 m
2
/s.  
Fig. 3 illustrates the computed stage and bed profiles at 7.5 h and 15 h from the TPE model and 
Qian et al. (2015), along with the bed profiles computed by quasi single-phase mixture model by 
Armanini and Di Silvio (1988). Seen from Fig. 3, rather limited differences in the bed profiles are 
observed for this case, featuring similar performances of the TPE model, Qian et al. (2015) and 
Armanini and Di Silvio (1988). The depth-averaged longitudinal velocity profiles of the water-
sediment mixture, fluid and the size-specific sediment phases at 7.5 h and 15 h from the TPE model 
are illustrated in Fig. 4. Here the profiles of the depth-averaged mean sediment velocity 
( )s sk k TU U C C  are also included. The sediment phase with finer grain size ( 1d   0.075 mm) 
exhibits as suspended load (suspension index SI   0.5) and has nearly the same depth-averaged 
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longitudinal velocity as the water-sediment mixture and the fluid phase, whilst a marginal velocity lag 
can be observed. In contrast, the coarser grains ( 2d   0.3 mm) are transported as bed load sediment 
because the depth-averaged velocity of the sediment phase is shown to be remarkably lower than that 
of the water-sediment mixture and the fluid phase, and suspension index SI  is greater than 4.0. 
Similarly, due to the relatively low sediment concentration, indistinguishable velocity difference can 
be observed between the water-sediment mixture and the fluid phase. Notably, the larger the grain 
size, the smaller the depth-averaged sediment velocity. Although measured data is unavailable to 
quantitatively verify the computed results, this finding is qualitatively consistent with existing 
experimental observations (Wilcock 1997) and field data (Drake et al. 1988; Ferguson and Wathen 
1998; Lenzi 2004), which further demonstrates the performance of the present model. In contrast, the 
velocity discrepancy among particles of different grain sizes cannot be resolved numerically by the 
depth-averaged quasi single-phase mixture model and by existing depth-averaged two-phase models 
based on a single size of sediments. Arguably, this is why it has not been reproduced numerically until 
the present work, although it has been observed for long.  
3.3. Aggradation due to sediment overloading (Case 3) 
Bed aggradation due to sediment overloading was performed at the St. Antony Fall Laboratory 
(Seal et al. 1997) in a flume of 45 m long and 0.305 m wide with a uniform slope of 0.002 (Fig. 5). A 
constant clear water inflow of 0.049 m
3
/s was released at the inlet boundary, and a constant water level 
0.4 m was maintained at the outlet boundary. Sediment mixture was fed into the flume manually at 1 
m downstream of the headgate of the flume with a constant rate (Fig. 5), leading to the formation of a 
depositional wedge. Table 5 summarizes the grain size distribution of the fed sediment. Three runs of 
experiments were conducted. Here Run 1 was revisited to test the performance of the TPE model. The 
sediment feeding rate was 11.3 kg/min and was maintained for 16.8 h. The roughness is estimated as 
3 2 3 2 2 3[( 2 ) ( 2 )]b wn Bn hn B h   , where bn  0.028 m
-1/3 
s and wn  0.009 m
-1/3 
s are bed and wall 
roughness respectively. For this modelling exercise, the sediment input was treated as source terms in 
the governing Eqs. (1) and (3) in a similar way to Wu and Wang (2008) and Qian et al. (2015). 
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Besides, mass collapse was incorporated as it was observed frequently on the upstream side of the 
wedge during the experiments because its slope was steeper that the sediment repose angle (32º).  
Fig. 6 illustrates the computed bed profiles at selected instants and final stage profile from TPE 
model and Qian et al. (2015) as compared to the measured data. In response to sediment feeding, the 
original clear water becomes over-loaded gradually, leading to the formation of a wedge with rather 
steep leading edge and the depositional front as well as their progressive propagation downstream. 
Seen from Fig. 6, the wedge-shaped bed profiles and the depositional front propagation are reproduced 
fairly well by both models, which are corroborated quantitatively by the values of 
1
bedL  (Table 6) and 
1
stageL  (Table 7). Also, seen from Tables 6 and 7, the TPE model features appreciable improvement in 
modelling performance. Fig. 7 shows the measured and computed characteristic grain sizes 10d , 50d  
and 90d  of the substrate layer in the 0-5 hours and 5-10 hours timeline respectively, where 10d , 50d  
and 90d  denote the particle size at which 10%, 50% and 90% of the sediment are finer respectively. 
As shown in Fig. 7, the general downstream fining at the bed surface in the longitudinal direction is 
well captured by the TPE model. Fig. 8 shows the depth-averaged longitudinal velocity profiles of the 
water-sediment mixture, fluid and selected size-specific sediment phases along with the profiles of the 
depth-averaged mean sediment velocity. Seen from Fig. 8, all the sediment phases exhibit as bed load 
because their depth-averaged longitudinal velocities are appreciably lower than the water-sediment 
mixture and fluid velocities and the suspension index SI  are exclusively larger than 2.63. Similar to 
Cases (1) and (2) above, the velocity discrepancy between the water-sediment mixture and the fluid 
phase is indistinguishable because the volumetric sediment concentration is low. Moreover, the TPE 
model clearly resolve the phenomenon that the larger the grain size, the lower the depth-averaged 
sediment velocity.  
 
Table 5 Grain size distribution of the fed sediment. 
kd  (mm) 0.67 2.37 3.34 4.73 6.7 9.47 13.39 18.93 26.56 37.64 53.24 64 
(%) 33.1 2.3 5.8 8.3 6.6 5.7 6.3 9.5 9.8 5.4 3.6 3.6 
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Table 6 Values of 1
bedL -norm of TPE model and Qian et al. (2015). 
 t   2 h t   8 h t   16.8 h Average 
TPE model (%) 3.53 8.95 5.68 6.05 
Qian et al. 2015 (%) 6.47 9.14 4.96 6.85 
 
Table 7 Values of 
1
stageL -norm of TPE model and Qian et al. (2015). 
 t  16.8 h 
TPE model (%) 5.60 
Qian et al. 2015 (%) 8.87 
 
3.4. Flood flows due to landslide dam failure 
Here the present TPE model was further evaluated as applied to the modelling of flood flows due 
to landslide dam failure, in contrast to the general fluvial flows revisited above. A series of flume 
experiments on landslide dam breach and the resulting floods are documented by Cao et al. (2011). 
These experiments were carried out in a flume of dimensions 80 m×1.2 m×0.8 m (Fig. 9) and bed 
slope 0.001 and bed roughness n   0.012 m-1/3 s. A set of 12 automatic water-level probes was used to 
measure the stage hydrographs at 12 cross-sections along the flume. To demonstrate the performance 
of the model, a non-uniform sediment case with no initial breach, i.e., F- Case 16, is revisited here. In 
this case, the dam with a crest width of 0.2 m was initially 0.4 m high, located at approximately 41 m 
from the inlet of the flume. The initial upstream and downstream slopes of the dam were 1/4 and 1/5, 
respectively. The inlet flow discharge was 0.025 m
3
/s. The initial static water depths immediately 
upstream and downstream of the dam were 0.054 m and 0.048 m respectively and a 0.15-m-high weir 
was installed at the outlet of the flume to hold the downstream water under the initial condition. The 
dam material was sediment mixture composed of the sand and gravel with the median diameter of 2.0 
mm. According to the gradation curves, the mixture is separated here to two size fractions: 1d   0.8 
mm (70%) and 2d   5 mm (30%).  
In the experiments, the dams failed due to the erosion of the overtopping flow. When the dam 
failure commences, the flow upstream the dam recedes quickly. In contrast, the flow downstream the 
dam experiences three stages: the initial rising, subsequent gradual recession, and final stabilization. 
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These processes have been documented in details in Cao et al. (2011). Fig. 10 shows the computed 
stage hydrographs by TPE model and Qian et al. (2015) and the measured data at selected cross-
sections. Specifically, the cross-sections CS 1, CS 5, CS 8 and CS 12 are located at 19 m, 40 m, 54 m 
and 73.5 m, respectively, from the inlet (Fig. 9). The former two cross-sections (CS 1 and CS 5) are 
upstream the dam, while the rest two (CS 8 and CS 12) are downstream the dam. It is seen from Fig. 
10 that the stage hydrographs are well reproduced by both TPE model and Qian et al. (2015). Fig. 11 
illustrates the stage and bed profiles from TPE model and Qian et al. (2015), along with the measured 
data for the stages. Shortly after the dam failure (e.g., t   670 s, 700 s and 730 s), the performances of 
both models are nearly the same. However, during the later period (i.e., t   900s), TPE model is 
demonstrated to be better than Qian et al. (2015) in reproducing bed deformation, as some oscillations 
are exhibited on bed profiles from Qian et al. (2015). Yet, it is premature to conclude if the oscillations 
stem from the empirical relationship for determining the sediment velocity embedded in the quasi 
single-phase mixture model. Thus, further investigations are necessary to qualitatively delimit the 
impacts of empirical formula for the sediment velocity on modelling fluvial sediment-laden flows. 
Moreover, the values of 
1
stageL  illustrated in Table 8 shows that the TPE model is relatively more close 
to the measured stage than Qian et al. (2015). Fig. 12 presents the computed depth-averaged 
longitudinal velocity profiles of the water-sediment mixture, fluid and sediment phases along with the 
profiles of the depth-averaged mean sediment velocity at selected instants. In contrast to the cases 
revisited above (Cases 1-3), appreciable velocity discrepancy between the water-sediment mixture and 
the fluid phase can be observed due to the existence of relatively high sediment concentrations (0.1) 
(Figs. 12 a and b). The two sediment fractions are both transported as bed load with the suspension 
index SI   3.1 and the appreciable smaller depth-averaged velocities as compared to those of the 
water-sediment mixture and the fluid phase. Moreover, the larger the grain size, the slower the 
sediment fraction transports.  
 
Table 8 Values of 
1
stageL -norm of TPE model and Qian et al. (2015). 
 t   670 s t   700 s t   730 s t   900 s Average 
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TPE model (%) 6.12 4.98 4.64 1.18 4.23 
Qian et al. 2015 (%) 6.23 8.85 6.25 2.24 5.89 
 
 
3.5. Discussion 
3.5.1. Influences of turbulent Reynolds stresses 
In relation to Cases 3 and 4, Figs. 13 and 14 respectively show the spatial distributions of 
RfT B
S S  and 
RsT B
S S  at specific instants, where 
RfT f Rf
S hC T x    and 
Rs kT k Rs
S hC T x    
represent the depth-averaged fluid and solid turbulent Reynolds stress terms, and abs( )B bS   
denotes the frictional term. It is seen from Figs. 13 and 14, the influence of the depth-averaged solid 
turbulent Reynolds stress 
RsT
S  can be neglected as the sediment concentration is sufficiently low. For 
Case 3, 
RfT
S  plays a minor role as the peak value of 
RfT B
S S  is less than 0.08, while for Case 4, the 
influence of 
RfT
S  is relatively greater with the maximum value of 
RfT B
S S  reaching 0.3. In general, 
the value of 
RfT
S  is negligible where the flow is gradually varied longitudinally, while it is relatively 
considerable where the flow is rapidly varied and clearly exhibits complex structure like hydraulic 
jump (Figs. 13 and 14).  
 
3.5.2. CPU Runtime 
The TPE model facilitates deeper insight into sediment-laden flows than the quasi single-phase 
mixture model. Yet, the CPU runtime of the TPE model relative to its counterpart of the quasi single-
phase mixture model increases inevitably with the number of the size groups of the sediments, because 
a separate momentum conservation equation for each sediment size has to be solved. Table 9 lists the 
CPU runtime of TPE model relative to the counterpart of the quasi single-phase mixture model. 
Technically, a major concern arises from the great increase in computational cost, especially when the 
TPE model is applied for modeling natural large-scale fluvial processes, characterized by a broad 
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particle size-distribution. In this connection, the technique of adaptive mesh refining can be employed, 
which can efficiently save computational time by an order of magnitude (Huang et al. 2015).  
 
Table 9 Relative CPU runtime. 
Case  1 2 3 4 
TPE 1.05 1.08 1.92 1.09 
 
Overall the present two-phase model performs rather well in modelling fluvial sediment-laden 
flows, with appreciable improvement in modelling accuracy (Tables 4, 6, 7, 8) and an increase in 
computational cost (Table 9) as compared to quasi single-phase mixture model. Essentially, it is the 
physically enhanced capability rather than modelling accuracy or computational efficiency that 
distinguishes the present two-phase model from the quasi single-phase mixture model. In general, one 
of the most important strategies to enhance the quality of computational models for fluvial processes is 
to incorporate as much physics as possible and thereby minimize the assumptions. The present work is 
just one of the examples with respect to this philosophy, i.e., eliminating the empirical relationship for 
size-specific sediment velocities generic to quasi single-phase mixture models by applying the 
fundamental momentum conservation law for the sediment phase, one for each size group. To date, it 
remains unclear if such empirical approach is universally applicable for fluvial sediment-laden flows. 
Most importantly, the present TPE model reproduces the finding that the depth-averaged longitudinal 
sediment velocity decreases with the increase of grain size, which has been revealed for long by the 
existing experimental observations and field data but not yet resolved numerically by depth-averaged 
models. From this perspective, the advantage of the TPE model is obvious. It is appreciated that more 
modelling case studies with observed data are warranted to further demonstrate the superiority of the 
TPE model over quasi single-phase mixture model. 
Extension of the present TPE model to two dimensions is warranted for field cases in natural 
river with complex and irregular topography. Then it should find wider applications in modelling 
fluvial sediment-laden flows over erodible beds.  
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4. Conclusions 
A physically enhanced depth-averaged two-phase model is presented for fluvial sediment-laden 
flows over erodible beds. It is fully coupled and generally applicable, as the interactions among water 
flow, sediment and the bed and also among particles of different grain sizes are explicitly accounted 
for. It has been demonstrated to perform rather well when tested against a series of typical cases. 
Essentially, the present model reproduces the finding that the longitudinal sediment velocity decreases 
with the increase of grain size, which has been revealed for long by the existing experimental 
observations and field data. The depth-averaged turbulent Reynolds stresses of the fluid phase can be 
considerable where the flow varies rapidly, whilst those of the solid phase are negligible. The present 
work facilitates a promising depth-averaged two-phase modeling framework for fluvial sediment-
laden flows over erodible beds. Yet, inevitable uncertainty of the model arises from the estimations of 
mass exchange between the flow and the bed as well as bed resistances, which certainly require 
systematic fundamental investigations of the mechanisms of fluvial sediment-laden flows. Extension 
to two dimensions is warranted for applications to sediment-laden flows in natural rivers. 
 
Supplementary materials  
The Supplementary Materials file consists of three sections concerning (A) derivation of governing 
equations of the present depth-averaged two-phase model; (B) numerical algorithm for solving the 
model; (C) case study of bed degradation due to flash floods.  
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List of figure captions  
(a) (b) 
Fig.1. Computed stage and bed profiles at (a) t   7.5 h; (b) t   15 h from the TPE model and Qian et 
al. (2015) along with the measured bed profiles. 
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Fig. 2. Computed depth-averaged longitudinal velocity profiles of the water-sediment mixture, fluid 
and sediment phases from the TPE model. The velocities of the water-sediment mixture (black line) 
and the fluid phase (blue line) are indistinguishable. 
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 (a)           (b) 
 
Fig. 3. Computed stage and bed profiles at (a) t   7.5 h; (b) t   15 h from the TPE model and Qian et 
al. (2015) along with the bed profiles from Armanini and Di Silvio (1988). 
 
Fig. 4. Computed depth-averaged longitudinal velocity profiles of the water-sediment mixture, fluid, 
and the size-specific sediment phases along with the profiles of the depth-averaged mean sediment 
velocity from the TPE model. The velocities of the water-sediment mixture (black line) and the fluid 
phase (blue line) are indistinguishable.  
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Fig. 5. Sketch of the aggradation experiment [adapted from Seal et al. (1997)]. 
Fig. 6. Computed stage and bed profiles compared to measured data. 
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Fig. 7. Computed characteristic sizes of the deposition from TPE model in comparison with measured 
data. 
 (a)          (b)  
 
Fig. 8. Computed depth-averaged longitudinal velocity profiles of the water-sediment mixture, fluid 
and selected size-specific sediment phases along with the profiles of the depth-averaged mean 
sediment velocity from the TPE model. Indistinguishable velocity discrepancy can be spotted 
between the water-sediment mixture (black line) and the fluid phase (blue line). 
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Fig. 9. Experimental set-up for landslide dam failure [adapted from Li et al. (2013)]. 
Fig. 10. Computed stage hydrographs from TPE model and Qian et al. (2015) against measured data. 
 
 (a)          (b) 
Fig. 11. Computed stage and bed profiles from TPE model (a1-a4) and Qian et al. (2015) (b1-b4) along 
with the measured data for stage. 
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 (a)           (b) 
Fig. 12. Computed depth-averaged longitudinal velocity profiles of the water-sediment mixture, fluid 
and sediment phases along with the profiles of the depth-averaged mean sediment velocity. 
Appreciable velocity difference between the water-sediment mixture (black line) and fluid phase 
(blue line) can be spotted in (b) and (c).  
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Fig. 13. Computed depth-averaged turbulent Reynolds stresses compared with the frictional term 
(Case 3). 
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Fig. 14. Computed depth-averaged turbulent Reynolds stresses compared with the frictional term 
(Case 4). 
 
 
