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a b s t r a c t
In two-dimensional bin packing problems, the input items are rectangles which need to be
packed in a non-overlappingmanner. The goal is to assign the items into unit squares using
an axis-parallel packing. Most previous work on online packing concentrated on items of
fixed orientation, which must be assigned such that their bottom side is parallel to the
bottom of the bin. In this paper we study the case of rotatable items, which can be rotated
by ninety degrees. We give almost tight bounds on the (asymptotic) competitive ratio
of bounded space bin packing of rotatable items, and introduce a new unbounded space
algorithm. This improves the results of Fujita and Hada.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider a situationwhere large sheets of paper need to be cut into smaller pages. A smaller page is cut off the large sheet
such that its side is parallel to a side of the large paper. However, we are not restricted in the orientation. We can rotate
some of the requests by 90◦ if this makes the assignment of small pages into the large sheet easier. The difference between a
page of height h and widthw and a page of heightw and width h is insignificant. Modeling this situation we get the familiar
two-dimensional packing problem of packing rectangles into unit squares. However our problem is slightly different from
themost common variant, as the requests may be rotated. This problem is called ‘‘packing of rotatable items’’ [17,1], studied
by Fujita and Hada in the online scenario [12]. The same problem is also known as ‘‘packing of non-oriented items’’ [7,23].
We use bins which are unit squares1 Items are rectangles of sides of at most 1. The items arrive one by one, while each
rectangle must be assigned to a bin before the next rectangle is introduced. The algorithm has to decide on a position for
the new rectangle in a previously opened bin, or in a new bin. Note that this decision involves (as a first step) the decision
on the orientation of the item. The cost of the algorithm is the number of bins that were used for at least one rectangle.
We study online algorithms which are measured by the asymptotic competitive ratio (which we abbreviate by the term
competitive ratio, since this is the only measure discussed here, being the standard measure for bin packing problems). This
is the asymptotic worst case ratio between the cost of the online algorithm and the cost of an optimal offline algorithm
which sees the input stream as a set of items given in advance. More accurately, we compare the cost of an online algorithm
A, denoted by A(I) for an input I (or simply A), to the cost of an optimal offline solution Opt for the same input, denoted
by Opt(I) (sometimes denoted by Opt), for inputs for which the optimal cost is sufficiently large. The competitive ratio of
A,RA is defined as follows:
RA = lim
N→∞
(
sup
I:Opt(I)≥N
A(I)
Opt(I)
)
.
An alternative, slightly weaker (but equivalent for our purposes) definition states that the competitive ratio of A, RA,
is the infimum valueR such that there exists a constant c (which is independent of the input) such that for every input I ,
A(I) ≤ R · Opt(I)+ c.
E-mail address: lea@math.haifa.ac.il.
1 Since items can be rotated, the problem with general rectangular bins is not equivalent.
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Bounded space algorithms are algorithmswhichmay have only a constant number of active bins. Active bins are bins that
may be used to pack new items. Other previously used bins are ‘‘closed’’, which means that they cannot ever accommodate
newly arriving items. The number of active bins may be relatively large in some algorithms, but its maximum value must
be independent of the input.
Our results:We design a bounded space algorithm of competitive ratio at most 2995/1176 + δ ≈ 2.54679. We show that
this algorithm is very close to having the optimal competitive ratio of bounded space algorithms by showing a lower bound
of 60 377/23 814 ≈ 2.53536 on the competitive ratio of every such algorithm. We also design an algorithm of competitive
ratio slightly below 2.45 which uses unbounded space. The first algorithm uses many ideas from the paper [12]. To improve
the resultswe use amore advanced analysis, a better partition into types, and a techniquewhich allows us to have a constant
number of open bins. This technique is a special case of the technique developed in [9], where it yields algorithms of optimal
competitive ratio for non-rotatable rectangles, boxes and hyperboxes. The second algorithm tries to combine together items
which, roughly speaking, occupy a large amount of space in any bounded space algorithm.
Note that in our model, not only the assignment to a bin, but also the position of a rectangle inside the bin is decided
upon arrival. Our lower bound holds also for the model where only the assignment to the bin has to be done right away, and
the exact packing of each bin can be postponed until later.
Previouswork: Formany years now, there has been extensivework onworst case analysis for one-dimensional bin packing in
the offline and online scenarios [19–22,27,25], and on two-dimensional bin packing of rectangles into unit squares [3,4,6,5,
13,14,28,2,26,1,16,17]. The best online algorithm currently known for packing of oriented rectangles into squares achieves
the competitive ratio 2.5545 and was given by Han et al. [15], improving over the competitive ratio 2.66013, which was
given by [26]. As mentioned above, for the bounded space variant, an algorithm which has the best possible competitive
ratio is known [9]. The competitive ratio of this algorithm, for the case of packing rectangles into squares, is roughly 2.859.
Fujita and Hada [12] studied packing of rotatable items in the online scenario, and designed two algorithms of constant
competitive ratio. None of the algorithms was defined to be bounded space in their work. The first algorithm does not
combine very different items in one bin, and using our techniques can be converted into a bounded space algorithmwithout
losing its properties and analysis. Unfortunately the analysis of this algorithm is not accurate (see Appendix). Given the
current definition of the algorithm and the bounds used to analyze it, the competitive ratio should be slightly higher, namely,
instead of at most 47/18 ≈ 2.61112 as claimed in the paper it is at most 95/36 ≈ 2.63889. It might be possible to get a
better bound on the same algorithm using a more complicated analysis. The second algorithm cannot be converted into a
bounded space algorithm. Unfortunately it is not well defined in the paper and in addition, its analysis builds on the wrong
analysis of the first algorithm. Its competitive ratio is claimed to be at most 100/39 ≈ 2.56411.
As for lower bounds, Seiden and van Stee [26] gave lower bounds onmulti-dimensional square (and cube) packingwhich
clearly imply lower bounds on the packing of rotatable items.We onlymention their results for d = 2. They showed a lower
bound of 2.28229 for bounded space algorithms and 1.62176 for unbounded space algorithms.More recently, a lower bound
of 2.36343 for bounded space square packing was given by [11], and a lower bound of 1.64062 for unbounded space packing
was given in [10].
The current best upper bound for square packing is by Han et al. [16]. The value of this upper bound is 2.1187, and it is
achieved using techniques similar to those which were used by Seiden [25] to develop the current best online algorithm for
one-dimensional bin packing. For square packing, an algorithm of the best possible competitive ratio is given by [9] as well,
though the exact competitive ratio is unknown. It is known that the competitive ratio of this algorithm is at most 2.3692
[11] (and at least 2.36343, due to the lower bound mentioned above).
Throughout the paper, a rectangle is seen as a pair (x, y), where x and y are its sides, i.e., the meaning of the notation is
that it has a height of x and awidth of y. We always assume that the input is rotated in such a way that x ≥ y. The algorithms
may assign a rectangle to a bin in this orientation or rotated to the other orientation. In some cases we assume for simplicity
that we can split the bin into parts and rotate some of them. In practice this means that the rectangles are rotated to be
placed into this part of the bin.
The paper is organized as follows. We start with a proof of the lower bound. Then we move to the bounded space
algorithm, and in the following section we adapt it to combine large items of different types and show how this affects
the competitive ratio.2
2. A lower bound for bounded space algorithms
In this section we prove a lower bound on the competitive ratio of bounded space online algorithms. The value of the
lower bound is very close to the value of the upper bound which is proved later.
We will construct a sequence which allows us to prove the lower bound, for which we will we define seven types of
relatively large rectangles. For each type we need to know howmany instances of this rectangle can simultaneously fit into
one bin (with no rectangles of other types). For that we will use the following three geometrical claims, which are proved
in the Appendix.
2 A preliminary version of this paper appeared as Epstein (2003) [8].
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Fig. 1. The packing of the input items presented in Theorem 2.1.
Claim 2.1. Given a packing of rectangles of sides strictly larger than 1/k, where k ≥ 2 is an integer, each bin may have at most
(k− 1)2 rectangles packed in it.
Claim 2.2. Consider a packing of identical rectangles of width 1/2 < x < 2/3 and height 1/3 < y < 1/2, such that x+ y > 1.
Each bin may contain at most two rectangles.
Claim 2.3. Consider a packing of identical rectangles of width 1/2 < x < 4/7 and height 1/7 < y < 1/6, such that x+ 3y > 1.
Each bin may have at most eight rectangles.
Theorem 2.1. The competitive ratio of any online bounded space algorithm for packing of rotatable items is at least
60377/23814 ≈ 2.535356.
Proof. We present the specific items used for the lower bound. Let 0 < δ < 1 be a small constant.
Type A: Rectangles (squares) of width and height 1/2+ δ. By Claim 2.1, a bin can only contain a single such rectangle.
Type B: Rectangles (squares) of width and height 1/3+ δ. By Claim 2.1, a bin can only contain at most four such rectangles.
Type C1: Rectangles of width 2/3− δ and height 1/3+ 2δ. By Claim 2.2, a bin can only contain at most two such rectangles.
Type C2: Rectangles of width 2/3−2δ and height 1/3+3δ. By Claim 2.2, a bin can only contain at most two such rectangles.
Type D1: Rectangles of width 11/21 − 4δ and height 10/63 + 2δ. By Claim 2.3, a bin can only contain at most eight such
rectangles.
Type D2: Rectangles of width 32/63 − 4δ and height 31/189 + 2δ. By Claim 2.3, a bin can only contain at most eight such
rectangles.
Type E: Rectangles (squares) of width and height 1/7+ δ. By Claim 2.1, a bin can only contain at most 36 such rectangles.
We also use tiny rectangles of very small height and width. The choice of large rectangles was performed in a way that one
bin (of an optimal offline algorithm) can contain exactly one rectangle of each type. Moreover, there are small gaps left in
such a bin. The specific size of tiny rectangles needs to be picked such that they can fill up all the gaps in a bin containing
one of each type of large rectangles. Their total area is such that the total area of items in each bin of an offline packing is
exactly 1, that is, their total area is (361/47628−Θ(δ)) times the number of larger items of each size.
We show how the large rectangles can fit in a bin containing one of each type (see Fig. 1).
The reader can verify this using the following text, or using the figure.
We cut off one horizontal strip from the top of the bin. The height of this strip is 1/3 + 2δ. In this strip we assign one
rectangle of type B and one C1 rectangle. From the part which is left, we cut off the rightmost part, which is a strip of height
2/3−2δ andwidth 1/3+3δ, and assign a rotated C2 item there.We are left with a bin of height 2/3−2δ andwidth 2/3−3δ.
From this we cut off a horizontal strip of height 10/63+ 2δ (from the top). We use it to pack one E item and one D1 item. In
the remainder of the bin we pack the A item and a rotated D2 item. Note that 31/189 + 1/2 < 2/3. The sizes of D1 and D2
were optimized so that they satisfy the conditions of Claim 2.3, and they can fit together andwith the E item, and under these
conditions they need to have total minimum area. This leaves an area of V = 361/47628−Θ(δ) ≈ 0.007579575−Θ(δ).
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A sequence consists of n rectangles of each type, followed by the tiny rectangles, i.e. n rectangles of type A followed by n
rectangles of type B, then C1, C2, D1, D2, and E (n items each), and finally tiny rectangles of total area Vn.
We can now compute the value of the lower bound.
A bounded space algorithm can keep at most some constant number of bins open. Therefore each type of items is packed
separately (except for a small number of items). Items of type A occupy n−O(1) bins. Type B occupies n/4−O(1) bins. Each
of types C1 and C2 occupies n/2−O(1) bins. Each of types D1 and D2 occupies n/8−O(1) bins. Type E occupies n/36−O(1)
bins. The tiny items occupy Vn−O(1) bins. In total we get (91/36+ V )n−O(1) bins. However an optimal offline algorithm
packs all items in n bins. This gives the competitive ratio of at least 91/36+ V ≈ 2.53536. 
3. A bounded space algorithm
The algorithmclassifies itemsby their size andpacks each class separately. To do the classification,weuse twoparameters
ε and M . M ≥ 10 is a positive integer, and ε > 0 is a small constant. The value of ε is chosen such that 1/(εi(i + 1)) is an
integer for all i < M . The role of ε is to control the additive constant of the algorithm. As ε becomes smaller, there are a
larger number of open bins. On the other hand, we bound the amount of occupied space in each bin. In those calculations,
an exact computation would derive values which depend on ε. For simplicity, we assume that ε is small enough and neglect
it, while this can change the competitive ratio by a very small constant (tending to zero as ε becomes smaller). The value of
M also influences the number of classes. A safe choice for M is M = 20, and we use this value. Note that the requirement
that the reciprocal of ε is divisible by multiple integers causes ε to be very small and, thus, the additive constant, which
would turn out to be O( 1
ε2
), becomes very large. The requirement is needed only for a clean presentation of the algorithm.
It is possible to completely remove this requirement without degrading the performance of the algorithm.
We have a number of types of bins. At each time, there is at most one active bin of each type. For bin types which are
supposed to receive a fixed number of items, once the bin receives all these items, it is closed. When a bin of this type is
required again, a new such bin is opened. Other bins are closed when a new bin of the same type is opened. The first bin of
each type is opened when it is needed.
We use the following terms in order to analyze the algorithm.
Occupation ratio: For a class (or a subclass) of items, this is the infimum possible total area of items in a closed bin used to
pack items of this class.
Weight:We give each item (assigned to a bin) a weight which is the fraction of a bin which it occupies. This is not the area
of the item, but the fraction of the bin that it actually uses (which can be larger than its area). For example, an item that is a
single item in a bin gets a weight of 1. In this paper, the weight of an item depends only on its dimensions, and not on the
identity of the item. When the algorithm terminates, some bins are active and did not receive a full number of items, or the
required total size of items, as did other bins with similar contents. We ignore these bins, since there are only a constant
number of them (at most one of each type). Some bins will contain a fixed number q of items (that are defined to have
similar properties; the number q depends on the items). In this case the weight of each item is 1/q. For a bin B that contains
a variety of items, if the occupation ratio is ORB, we simply give an item of area r the weight r/ORB.
Expansion: The expansion of an item is the ratio between its weight and its area. As a first step, we would like to identify all
cases where the occupation ratio is low, i.e., items with high expansion.
This type of algorithm can be analyzed using the weighting method introduced already in [21] and further developed
in [25]. We use the following theorem.
Theorem 3.1. Given a bin packing algorithm, define a weight function on items (rectangles with 0 < h ≤ w ≤ 1) such that,
for any instance, for all bins packed by the algorithm (except a constant number of bins), the sum of weights of items in the bin
is at least 1. Consider the (infinite) set of all possible (finite) sets of items such that there exists a feasible packing of them into a
single bin. For each such set, define its total weight by the sum of weights of all items. Then the competitive ratio of an algorithm
is bounded from above by the supremum of the weights of those sets.
Next we describe the classification. Each rectangle is classified according to its height and width. For a rectangle (x, y)
(x ≥ y), let i be an integer such that 1/(i+ 1) < x ≤ 1/i and let j ≥ i be an integer such that 1/(j+ 1) < y ≤ 1/j. If j < M ,
the class of rectangles with given values i and j is called the (large) class (i, j). If j ≥ M but i < M , the class is the medium
class i and otherwise we find an integer p ≥ 0 such that 1/(2M) < x2p ≤ 1/M . Let i′ be an integerM ≤ i′ ≤ 2M − 1 such
that 1/(i′+1) < x2p ≤ 1/i′. Then (x, y) belongs to small class i′. We next define the packing of each class. For ‘‘medium’’ and
‘‘large’’ classes, we use either ‘‘simple packing’’ or ‘‘advanced packing’’. The specific decision depends on the properties of
each class. As a rule, in order to get a low competitive ratio we need to be more careful with packing relatively large items;
therefore some classes of large items will be split into subclasses. The exact definition will be given later. We would like to
make sure that the expansion ratio of all small and medium items is at most 1.5. For large items this cannot be true and
therefore we need to use a deeper analysis for those items.
We start with defining the simple packing methods for large andmedium items. As simple packing of large class items is
the easiest packing, and advanced packing of such items is themost complicated packing, we start and endwith large items.
The simple packing of a large class bin is natural. There is always at most one open bin used to pack this class. The bin
is partitioned into exactly ij identical rectangles (of height 1/i and width 1/j). The partition is done when the rectangle
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is opened, by cutting it into i identical rows and j identical columns. Each slot can accommodate exactly one item. After
assigning ij items, the bin is closed and a new bin is opened for this class. For a class (i, j), a closed bin has ij items of area
at least 1/((i + 1)(j + 1)). Therefore the weight of each item is 1/(ij), the occupation ratio is ij/((i + 1)(j + 1)), and the
expansion of items is at most (i+ 1)(j+ 1)/(ij).
The simple packing of a medium class is done as follows; we use it for i ≥ 3. For each 3 ≤ i < M , we keep at most one
open bin. This bin is initialized by cutting it into i horizontal strips of height 1/i and width 1. The items are packed into the
strips in an any-fit fashion. ‘any-fit’ is a one-dimensional bin packing algorithm in which an item can be packed into any
existing bin which can accommodate it, and a new bin is opened only if such a bin does not exist. Here, each strip is seen as
a bin of one dimension (the width). Each item is packed in the bottom of the strip, immediately to the right of the previous
item in the strip. All items in a medium class i are assigned to such a bin and packed into one of the strips (using any-fit)
ignoring their heights. When an item does not fit into any of the strips, the bin is closed and a new bin for medium class i
is initialized. In a closed bin, in the part of a strip which contains items, the height of each strip is full by at least i/(i + 1).
The total width of items in a strip is at least 1 − 1/M , since an item which did not fit has width of at most 1/M . This gives
an occupation ratio of at least (3/4) · (M − 1)/M ≥ 57/80 ≥ 2/3.
Advanced packing of medium classes is applied for i = 1 and i = 2. We first consider medium class 1. In this case the
height of a rectangle is classified further intoΘ(1/ε) subclasses. Let α be an integer such that 1 ≤ α ≤ 1/(2ε). The subclass
α consists of rectangles (x, y) such that x ∈ (1/2+ (α − 1)ε, 1/2+ αε]. The bin is split into one part of width 1 and height
1/2+ αε, and another part of height 1/2− αε and width 1/2+ αε. (Some space remains unused.) After rotation we have
two strips (one wide and one narrow) of height 1/2+ αε. We use them one dimensionally applying any-fit. When the bin
is closed, each strip is full by at least its width minus 1/M , while the occupied height is at least 12 + (α − 1)ε. This gives a
total occupied area of at least (1/2+ (α − 1)ε)(1− 1/M + 1/2− αε − 1/M). The function x(1− 1/M + 1− x− 1/M) is
at least 7/10 > 2/3 (achieved for x = 0.5) forM = 20 and 1/2 < x ≤ 1.
For i = 2, the height is also classified further into Θ(1/ε) subclasses. Let α be an integer such that 1 ≤ α ≤ 1/(6ε).
The subclass α consists of rectangles (x, y) such that x ∈ (1/3+ (α − 1)ε, 1/3+ αε]. Given a subclass α, we partition the
bin into two parts of width 1 and height 1/3 + αε, and two parts of height 1/3 − 2αε and width 1/3 + αε. Again some
space remains unused. After rotation we have two wide and two narrow strips of height 1/3 + αε. Those strips are used
in an any-fit fashion, in one dimension, to pack items of medium class 2. Like in the previous case, we can get the function
x(2+ 2(1− 2x)− 4/M) for 1/3 < x ≤ 1/2. This gives an occupied area of at least 37/45 > 2/3 (the minimum is obtained
for x = 1/3).
The packing of small items is done as follows. For a small class i the initial partition is the same as for medium classes
for i ≥ 3, but the strips get partitioned further. Packing into strips is again done in one dimension. For each i such that
M ≤ i ≤ 2M − 1, there is a single open bin dedicated to it. When such a bin is initialized, it is split into i horizontal strips
of height 1/i and width 1. The items which are assigned to this bin are in small class i, i.e. for an item (x, y) there exists an
integer p ≥ 0 such that 1/(i + 1) < x2p ≤ 1/i. The strips will have heights which are of the form 1/(i2k). On arrival of an
item there are several cases. Given p, if there is an open strip of height 1/(i2p), and the item fits there, it is simply packed
in it. Otherwise (no such strip, or the item does not fit), an empty strip of smallest height 1/(i2p
′
) which is still larger than
1/(i2p) (i.e. largest p′ < p) is picked, and partitioned into horizontal strips of heights 1/(i2p′+1), . . . , 1/(i2p). An additional
strip of height 1/(i2p) is created in this process, and it is used to pack the new item. Finally if this is impossible (no p′ exists),
the bin is closed and a new one is initialized.
For a bin for small classes, used for a small class i, M ≤ i ≤ 2M − 1, we analyze the situation when the bin is closed.
Note that an empty strip of some height 1/(i2k), k ≥ 1, is created only if no such empty strip exists. When a strip of height
1/(i2p
′
) is partitioned in order to get a strip of height 1/(i2p), there are no empty strips of heights 1/(i2p
′+1), . . . , 1/(i2p).
The only height for which two identical strips are created is 1/(i2p), but one of them is used immediately. Hence only one
such empty strip exists at a time.
If the bin is closed, clearly no empty strips of height 1/i exist any longer. Apart for empty strips, there may be some strips
that are only slightly used. Using any-fit, an empty strip is used only if an item does not fit into an open strip of the same
height. This means that for each possible height, except for one strip, all non-empty strips are occupied with items of total
width at least 1 − 1/M (the width of each item is at most 1/M); we call such strips ‘‘busy’’. If the bin is closed, since there
are no empty strips of height 1/i, for each height there may be two empty or almost empty strips, and only one such strip
of height 1/i. This gives a total wasted height of at most 1/i+ (2/i)∑k≥1 1/2k ≤ 3/i. Therefore, a height of at least 1− 3/i
contains busy strips. A busy strip is occupied by at least a i/(i + 1) fraction of its height, and 1 − (1/M) of its width. This
gives an occupation ratio of at least (i− 3)(M − 1)/(M(i+ 1)) ≥ 323/420 > 2/3. For an illustration of the packing process
of small items, see Fig. 2.
As mentioned before, for some of the large classes we do not use the simple packing method, but advanced packing. We
define and analyze this now.
The choice of those classes is based on the quality of simple packing for the various classes, and the ability to improve
by using a different packing. We would like to have a sufficiently large occupation ratio for most items. Specifically, we use
advanced packing for the following large classes (we pickedM = 20, so all the classes listed below are large): 1. i = 1 and
2 ≤ j ≤ M − 1 = 19; 2. i = 2 and 3 ≤ j ≤ M − 1 = 19; 3. i = 3 and 4 ≤ j ≤ 7.
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Fig. 2. The packing of the small items with i = 23. One of the strips of height 1i is shown in more detail. It was split into two, to accommodate items of
height in ( 12(i+1) ,
1
2i ). The remaining strip of height
1
2i was split twice, to accommodate items of height in (
1
8(i+1) ,
1
8i ).
Fig. 3. An illustration of round packing (on the left) and side by side packing (on the right). The items on the left hand side are of class (3, 4). Using the
notation of the definitions of these packings, these items satisfy 2xα + 2yβ ≤ 1 (otherwise a simple packing is used). The items on the right hand side are
of class (3, 5) and satisfy 3xα + yβ ≤ 1 (otherwise a simple packing is used).
For items in classes (i, i) (i < M), rotation or further classification does not help, so we pack them using simple packing.
Other classes that are not discussed here already have occupation ratio of at least 2/3. These last classes are the classes with
either i ≥ 4 and j ≥ i + 1, or i = 3 and j ≥ 8. In the first case, the occupation ratio ij
(i+1)(j+1) is at least
4
5 · 56 = 23 . In the
second case, the occupation ratio is at least 34 · 89 = 23 .
Each large class (i, j) (i ≤ j) which is packed by advanced packing is further partitioned into Θ(1/(ε2)) subclasses. Let
α, β be integers such that 1 ≤ α ≤ 1/(εi(i+ 1)) and 1 ≤ β ≤ 1/(εj(j+ 1)). The subclass (i, j, α, β) consists of rectangles
(x, y) such that x ∈ (1/(i+ 1)+ (α − 1)ε, 1/(i+ 1)+ αε] and y ∈ (1/(j+ 1)+ (β − 1)ε, 1/(j+ 1)+ βε].
We describe two advanced methods: ‘‘side by side’’ packing and ‘‘round’’ packing. The round packing is used only for
(i = 1, j ≤ 10), (i = 2, j = 3, 4) and (i = 3, j = 4).
We startwith the side by side packing (see Fig. 3). Consider a subclass (i, j, α, β);we describe a partition of a bin into parts
which can contain one itemeach. The size of each part is at least (xα, yβ)where xα = 1/(i+ 1)+αε and yβ = 1/(j+ 1)+βε.
We first cut the bin into two horizontal strips of heights ixα and 1− ixα and width 1. The first one is further cut vertically
into j identical parts, and horizontally into i identical parts. As a result we get ij identical parts of width 1/j and height xα .
The other part is cut into b 1−ixαyβ c horizontal strips, each of height at least yβ , and further cut into parts of width 1/i. This adds
ib 1−ixαyβ c parts which can keep one item each (this last number may be zero). The total number of items that can be packed
in this way is therefore i(j+ b 1−ixαyβ c).
To compute the occupation ratio (only for values of i and j for which ‘‘side by side’’ packing is used, and ‘‘round packing’’
is never used) we see that the total area packed in a closed bin is at least i(xα − ε)(yβ − ε)(j+ (1− ixα)/yβ − 1) which is
close to ixαyβ(j−1)+ ixα(1− ixα) for small ε. Given that yβ > 1/(j+1)we get at least ixα(2j/(j+ 1)− ixα). Considering this
as a function of x, the minimum is obtained for one of the endpoints, xα = 1i+1 or xα = 1i . Substituting these two options,
we get that ixα(2j/(j+ 1) − ixα) ≥ min{(j− 1)/(j+ 1), (i2j+ 2ij− i2)/((i+ 1)2(j+ 1))}. For j ≤ 2i + 1, the minimum
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is (j− 1)/(j+ 1). Hence for (i = 2, j = 5) and (i = 3, j = 5, 6, 7) we get occupation ratios of at least 2/3. Otherwise, if
j ≥ 2i + 2, we get at least (i2j+ 2ij− i2)/((i+ 1)2(j+ 1)) and so for (i = 1, j ≥ 11) and (i = 2, j ≥ 6) we get occupation
ratios of at least 2/3.
Next we describe the ‘‘round packing’’ method (see Fig. 3). Given sizes s, t such that s + t ≤ 1, we fit two rectangles of
width s and height t in the upper left and lower right corners, and two rectangles of width t and height s in the other corners.
Since rotation is allowed, we can assume that we thus have four identical areas. Given i, j, α, β we can find positive integers
k and r such that kxα + ryβ ≤ 1; we define s = kxα , t = ryβ and get four areas such that each area can contain rk items. In
total we can pack 4rk items of subclass (i, j, α, β). Note that using side by side packing we can pack i(j+ r) items when r is
the largest integer satisfying ixα + ryβ ≤ 1.
For i = 3, j = 4, we can pack at least 12 items using side by side packing. If 2xα + 2yβ ≤ 1, then we use round packing,
and can pack 16 items in each bin. Otherwise, we use side by side packing. For round packing, since the size of each item is at
least 1i+1 · 1j+1 ≥ 120 , we get an occupation ratio of at least 1620 > 23 . Otherwise we use side by side packing. Since yβ > 12 − xα ,
then xα · yβ > xα( 12 − xα). The last function is monotonically decreasing in the interval ( 14 , 13 ], so we get that the size of each
item is at least 13 · 16 = 118 . The total size of 12 items is therefore at least 23 .
For i = 2, j = 3, at least six items are assigned by using simple packing. If xα + 2yβ ≤ 1, round packing allows us to pack
eight items. The last option gives an occupation ratio of at least 8 · 13 · 14 = 2/3. If xα + 2yβ > 1, then the size of each item is
at least xα · yβ > xα 1−xα2 . The last function is monotonically increasing in the interval ( 13 , 12 ], so we get that the size of each
item is at least 13 · 13 = 19 . The total size of six items is therefore at least 23 .
For i = 2, j = 4, at least eight items are assigned by using simple packing. If xα + 3yβ ≤ 1, round packing allows us
to pack 12 items. The last option gives an occupation ratio of at least 12 · 13 · 15 > 2/3. If xα + 3yβ > 1, assume first that
2xα + yβ ≤ 1. Then 1−2xαyβ ≥ 1, so at least ten items are packed using side by side packing. The size of each item is at least
xα · yβ > xα 1−xα3 . The last function is monotonically increasing in the interval ( 13 , 12 ], so we get that the size of each item
is at least 13 · 29 = 227 . The total size of ten items is therefore at least 2027 > 23 . Otherwise, the size of each item is at least
xα · yβ > yβ 1−yβ2 . The last function is monotonically increasing in the interval ( 15 , 14 ], so we get that the size of each item is
at least 15 · 25 = 225 . The total size of eight items is therefore at least 1625 .
For i = 1 we use either a simple packing of j items (if xα + yβ > 1) or if xα + ryβ ≤ 1 but xα + (r + 1)yβ > 1, we can
choose between packing j+ r items side by side or 4r items using round packing. Therefore, if j ≥ 3r we prefer side by side
packing and otherwise round packing.
For all simple packing cases we get xα + yβ > 1 and j items packed. Using xα · yβ > yβ(1− yβ), and since this function is
monotonically decreasing for the relevant ranges of yβ (since yβ ≤ 12 ), the size of each item is at least 1j+1 · jj+1 , so this gives
an occupation ratio of at least j2/(j+ 1)2.
For j = 2, 3 and xα + yβ ≤ 1, we use round packing. If j = 2, we get occupation ratio of at least 2/3, since xα ≥ 12 and
yα ≥ 13 , and four items are packed in each bin. For j = 3, the packing is similar, but we similarly get an occupation ratio of
at least 1/2.
We are left with the cases where xα + yβ ≤ 1 and j ≥ 4. If xα + yβ ≤ 1 and xα + 2yβ > 1, we get xα > 1− 2yβ , and j+ 1
packed items of size at least xα · yβ ≥ yβ(1 − 2yβ). The last function is monotonically increasing for 1j+1 ≤ yβ ≤ 1j , so we
get an occupation ratio of at least (j+ 1)2 · (1− 2j+1 ) = (j− 1)/(j+ 1), using side by side packing.
If xα+2yβ ≤ 1 and xα+3yβ > 1, we consider three options. If 4 ≤ j ≤ 5we can use round packing and pack eight items.
This gives an occupation ratio of at least 2/3 (since xα ≥ 1/2 and yβ ≥ 1/6). Consider the case j ≥ 6. Using side by side
packing, 1−xαyβ ≥ 2, so j+2 items can be packed. Since xα > 1−yβ , the area of each item is at least xα ·yβ ≥ yβ(1−3yβ). The
last function is monotonically increasing for yβ ≤ 1j ≤ 16 , so we get an area of at least j−2(j+1)2 for each item, and an occupation
ratio of at least (j2 − 4)/((j+ 1)2). For j = 6 this gives 32/49 and for j ≥ 7 it gives (j2 − 4)/((j+ 1)2) ≥ 2/3.
The case xα + 3yβ ≤ 1 and xα + 4yβ > 1 is relevant for j ≥ 6, since if xα + 2yβ ≤ 1, round packing gives a sufficiently
good occupation ratio, regardless of whether xα + 3yβ > 1 or not. For 6 ≤ j ≤ 8 we pack 12 items using round packing. The
occupation ratio is at least 2/3, since the area of each item is at least xα · yβ ≥ 12 · 19 . For 9 ≤ j ≤ 10 we pack j + 3 items
per bin using side by side packing, and like in the previous calculation, using yβ ≤ 19 , we get an occupation ratio of at least
(j2 − 9)/((j+ 1)2) > 2/3 for both cases (j = 9 and j = 10).
The case xα+4yβ ≤ 1 is relevant for 8 ≤ j ≤ 10, since it cannot hold for smaller j. In this case, 16 items are packed using
round packing. Since yβ ≥ 111 , we get an occupation ratio of at least 8/11 ≥ 2/3.
In order to proceed, we summarize all cases where the occupation ratio is smaller than 23 . For any other item, the
expansion is at most 1.5.
1. i = j = 1, i = j = 2, i = j = 3, i = j = 4. We got occupation ratios of 1/4 = 0.25, 4/9 ≈ 0.444, 9/16 = 0.5625 and
16/25 = 0.64 respectively.
2. i = 1 and j = 2; we get 4/9 if xα + yβ > 1.
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3. i = 1 and j = 3; we get 9/16 if xα + yβ > 1 and 1/2 otherwise.
4. i = 1 and j = 4; we get 16/25 if xα + yβ > 1 and 3/5 = 0.6 otherwise.
5. i = 2, j = 4; the case xα + 3yβ > 1 and 2xα + yβ > 1 gives 16/25.
6. i = 1, j = 6; the case xα + 3yβ > 1 and xα + 2yβ ≤ 1 gives 32/49 ≈ 0.65306.
We analyze the competitive ratio using Theorem 3.1.
Consider a bin of an offline algorithm. If it does not contain an item of class (1, 1) then all expansions are at most 2.25.
Therefore we only need to check cases where there is a class (1, 1) item.
We consider several special items.
a. Items of class (1, 2) such that xα + yβ > 1. b. Items of class (2, 2).
c. Items of class (1, 3) such that xα + yβ ≤ 1. d. Items of class (3, 3).
e. Items of class (1, 3) such that xα + yβ > 1.
The weights of such items are W (a) = 1/2,W (b) = 1/4,W (c) = 1/4,W (d) = 1/9 and W (e) = 1/3. By previous
calculations, the areas of such items are at least 2/9, 1/9, 1/8, 1/16 and 3/16 respectively. All other items have expansions
of at most 5/3.
Claim 2.1 implies that a bin can have at most one item of class (1, 1), or at most nine items of sides larger than 1/4 or at
most twenty-five items with sides larger than 1/6.
One item of class (1, 1) can be seen as four class (3, 3) items or nine class (5, 5) items. This is true e.g. for the case of
class (3, 3) items, since we can cut it into four identical rectangles by cutting in the middle of the item, once across each
direction,whichmay only improve the optimal offline packing. Similarlywe can cut it into nine identical items. Using similar
arguments, an item of type (a) can be seen as two class (3, 3) items or six class (5, 5) items. A type (b) item is one class (3,
3) item or four class (5, 5) items. An item of type (c) is two class (3, 3) or three class (5, 5) items. An item of type (d) is a
single item of (3, 3) or of (5, 5), and an item of type (e) is two class (3, 3) items or four class (5, 5) items (since yβ ≤ 13 ,
xα > 1− yβ ≥ 23 ).
Taking these bounds into account, and given that the bin contains one item of class (1, 1), we may have the following
combinations of (a) and (b) items (possibly in addition to other items): 1. a, a, b; 2. a, a; 3. a, b, b; 4. a, b; 5. a; 6. b, b, b, b; 7.
b, b, b; 8. b, b; 9. b; 10. no (a) or (b) items. Option 6 is impossible as we would get five items of sides larger than 1/3 (which
is infeasible due to Claim 2.1).
We analyze the other cases.
In case 1, all other items have at least one side smaller than 1/6. Among such items, the only class of items which has an
expansion larger than 1.5 are a subclass of class (1, 6) items. We next count the number of (6, 6) items, or the numbers of
such items that each present item can be replaced with. By Claim 2.1, a bin can contain at most 36 such items. An item of
class (a) can therefore be replaced by nine such items. For an item of type (a), if xα ≥ 47 , and since yβ ≥ 27 , then it can be
replaced by eight items of class (6, 6). Otherwise, xα ≥ 12 ≥ 37 , and since yβ > 1− xα ≥ 37 , it can be replaced by nine items.
An item of type (b) can be replaced by four class (6, 6) items, so in total, there is space in the bin for another seven items of
class (6, 6). However, a class (1, 6) item can be replaced by three items of class (6, 6) (this bound cannot be improved on the
subclass), so there are at most two such items. By the packing which was defined above, their weights are 18 . The minimum
area of such items is 449 .
The supremumweight of itemswhich fit in a bin is therefore 1+2W (a)+W (b)+2 · 18+(1−1/4−4/9−1/9− 849 ) · 32 =
2995/1176 ≈ 2.5467687.
In case 2 we may have a single item of class (3, 3) (or larger) and the other items are smaller (at least in one of the sides).
Therefore, there may be an item of type (d) and otherwise all items have expansion of at most 5/3. This gives weight of
1+ 2W (a)+W (d)+ (1− 1/4− 4/9− 1/16) · 5/3 = 1087/432 ≈ 2.5162.
Moving from case 2 to case 3, an (a) item is replaced by two (b) items. There is no change in weight or area so we get the
same bound as in case 2.
In case 4 we can have at most one (e) item or at most two (d) items, or one (c) item. Other items have expansion of at
most 5/3. One (e) item gives higher performance than two (d) items (it is larger and has the same expansion) so we have to
check two cases.
An (e) item: 1+W (a)+W (b)+W (e)+ (1− 1/4− 2/9− 1/9− 3/16) · 5/3 = 355/144 ≈ 2.46528.
A (c) item: 1+W (a)+W (b)+W (c)+ (1− 1/4− 2/9− 1/9− 1/8) · (5/3) = 179/72 ≈ 2.48611.
In case 5 the best combination would be to add one (d) item and one (c) or (e) item. We replaced a (b) item by a (d) item
(compared to case 4) so the weight could not grow.
In case 7, compared to case 4, we replaced one (a) item by two (b) items, so there is no change.
In case 8, we may add one (d) item, compared to case 7. Again, an item of type (b) is replaced by (d) and small items so
the weight only decreases. (This is similar to case 5.)
In cases 9, 10, the expansion of all items is at most 2 (except for the class (1, 1) item and possibly a (b) item). This gives
1+W (b)+ (1− 1/4− 1/9)2 = 91/36 ≈ 2.527778.
We conclude with the following theorem.
Theorem 3.2. The competitive ratio of the above algorithm is at most 2995/1176+ δ.
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It is unclear whether an algorithm of this type can have the best performance among bounded space algorithms. It seems
that a different algorithm could pack some items better. However, as we saw in the lower bound section, the performance
cannot be improved very much.
Note that it is difficult to analyze algorithms for rotatable items using a computer program. For the one-dimensional case,
and also for the standard two-dimensional case, there is a fixed set of sizes which is critical. Those are sizes of the structure
1/k+ δ (for small δ > 0). However, as we saw in the lower bound section, there are no such rules for rotatable items.
4. An unbounded space algorithm
In the previous section we saw that the drawback of bounded space algorithms is having to pack different types of items
separately. As we saw earlier, the items with largest expansion are the relatively small items which still belong to the (1, 1)
class.
In this section we define an algorithm which combines large but different items together. The idea is to combine not all,
but a certain percentage of relatively large items in the same bins. This is similar to the algorithms ‘‘Refined Harmonic’’ [22]
and ‘‘Modified Harmonic’’ [24]. Our algorithm packs most items as in the previous algorithm. Some items in the largest
three classes: (1, 1), (1, 2) and (2, 2), are packed differently and combined. The analysis uses the following generalized form
of Theorem 3.1 and gives a competitive ratio slightly below 2.45. The generalization is still a special case of [25].
Theorem 4.1. Given a bin packing algorithm, define two weight functions on items (rectangles with 0 < h ≤ w ≤ 1) such
that, for any instance, the following property holds for at least one of the weight functions. For all bins packed by the algorithm
(except a constant number of bins, as defined by the algorithm), the sum of weights of items in the bin is at least 1 on average
(where the average is taken over all the bins). Consider the (infinite) set of all possible (finite) sets of items such that there exists
a feasible packing of them into a single bin. For each such set, define its total weight according to a given weight function by the
sum of weights of all items, and its maximumweight to be the maximum of the two total weights calculated using the two weight
functions. Then the competitive ratio of an algorithm is bounded from above by the supremum of the maximum weights of those
sets.
We use a parameter D = 0.61615. The goal is to reach a competitive ratio below 2.45. It is possible to decrease the ratio
very slightly by using more accurate parameters and a detailed case analysis on the exact sizes of items.
Items of class (1, 1) which are larger than D in both dimensions are packed one per bin as before. Other items of this class
are packed (if possible) together with one item of the class (1, 2) or two items of the class (2, 2). In this algorithm, there can
be bins which contain one item of class (1, 1) that are waiting for items of other classes to arrive and join the bin, or waiting
bins that received an item of class (1, 2) or two items of class (2, 2), that still did not receive an item of class (1, 1). In both of
the latter cases, a waiting bin of one of those classes ((1, 2) or (2, 2)), needs to contain an empty part of width 1 and height D,
where the item of class (1, 1) should fit. This gives further restrictions on which class (1, 2) and (2, 2) items may be packed
in the waiting bins. The method of packing for an item of class (1, 1) with y ≤ D is as follows. If there is a bin waiting for
such an item, it is packed there. Otherwise, we open a new bin. We partition it into two horizontal strips of heights D and
1− D (and width 1). The class (1, 1) item is packed in the first and the bin will be waiting for other items.
For class (1, 2), we define the newmethod of packing only for items that would have been otherwise packed in pairs, and
such that y ≤ 1 − D. (Other items are packed exactly as before.) Each such item gets an index i according to the order of
arrival. Let i′ = imod 23 (the very first item gets the index i = 0). The packing of every subsequence of 23 items is similar.
The first 22 items are packed using advanced packing (i.e. they are classified further, as in the bounded space algorithm).
The 23rd item is supposed to be combined with a class (1, 1) item. If there is a waiting bin, the class (1, 2) item is packed
there into the strip of height 1− D. Otherwise a new bin is opened, partitioned into two parts (as explained previously for
class (1, 1)) and after the assignment of the 23rd item it is waiting for a class (1, 1) item.
For class (2, 2), we define a new method of packing only for items for which y ≤ 1 − D. Since for those items x ≤ 1/2,
we can fit two of them in a strip of height 1− D and width 1. Other items of this class are packed four in each bin as before.
We use a similar indexing system for these items. We pack every subsequence of 36 items in the same way. Items 0 up
to 27 are packed in seven bins. Items 28 up to 35 are packed in four bins — either waiting bins, or by creating bins which
will wait for class (1, 1) items.
Clearly, there are two possible types of output for the algorithm (neglecting atmost a constant number of bins), which are
described next. There may be some waiting bins at termination. However, by definition, the waiting bins can either contain
only items of class (1, 1) or only items of classes (1, 2) and (2, 2). An output where there may be waiting bins of class (1, 1)
is called an output with ‘‘low weights’’, while the other option, where there may be waiting bins with items of classes (1, 2)
and (2, 2), is called an output with ‘‘high weights’’. If there are no waiting bins at all, the output can be classified arbitrarily
into one of the two options. We next define the two weight functions for the two types of output.
For the case where the algorithm terminates withwaiting bins of class (1, 1), we define the first weight function, which is
the ‘‘low weights’’ one. Items of class (1, 1) get weight 1, whereas other items need to pay for the bins that they use, but not
for the bins that also contain class (1, 1) items. Consider sets of 23 items of class (1, 2). Such a set occupies only eleven bins
and each item gets a weight of 11/23 (this concerns only itemswith y ≤ 1−D that should have been packed in pairs). Every
36 class (2, 2) items occupy seven bins and get weight 7/36 (again only items for which y ≤ 1− D). Otherwise, if there are
no waiting bins of class (1, 1), we define the second weight function, which is the ‘‘high weights’’ one. Items of class (1, 1)
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with y ≤ D get weight zero. In this case the items of classes (1, 2) and (2, 2) which are combined with them need to pay for
all the bins that they occupy. Items with y ≤ 1−D of class (1, 2) that should have been of weight 1/2 (in the bounded space
algorithm) now get weight 12/23 (every 23 of them occupy 12 bins), and class (2, 2) items with y ≤ 1−D get weight 11/36
as every 36 items occupy eleven bins. The weight of other items, whose packing is performed as in the previous algorithm,
is the same as in the previous section for both weight functions.
To do the calculation of maximum weight in a bin, we consider a fixed bin, and separate the discussion into three cases.
Note that we need to examine which one of the two possible types of output would give a higher total weight for this bin.
The three cases are as follows. In Case 1, the bin does not have any items of the class (1, 1), and we consider the two types
of output (that is, the two weight functions) simultaneously. In the two remaining cases, the bin contains one such item
(it cannot contain more than one such item). Case 2 deals with the option of ‘‘high weights’’ while Case 3 deals with ‘‘low
weights’’.
Case 1: The bin has no items of class (1, 1). In this case clearly the ‘‘high weights’’ option is worse. All items except classes
(1, 2) and (2, 2) have an expansion of 2 or less. We compare each possible situation with the situation where all items are
of expansion 2. Using Claim 2.1, we may have at most four items of those classes (where a class (1, 2) item counts as two
items). We get the weightW + (1− A)2, whereW is the total weight of at most four items and A is their area. Let V denote
the area of a rectangle. There are five possible types of items.
1. Class (1, 2) weight 1/4. The area of such items is at least 1/6. The contribution toW − 2A is negative.
2. Class (1, 2) weight 1/2. In this case y > 1−D so x > 1− y− ε, and V ≥ D(1−D). The contribution toW − 2A is at most
0.027.
3. Class (1, 2) weight 12/23. V ≥ 2/9 so we get a contribution of at most 0.0773.
4. Class (2, 2) weight 1/4. In this case y > 1− D so V ≥ (1− D)2. The contribution toW − 2A is negative.
5. Class (2, 2) weight 11/36. V ≥ 1/9 soW − 2A increases by at most 1/12 ≈ 0.083333.
ThereforeW + 2(1− A) ≤ 2+ 4 · 1/12 = 7/3 < 2.45.
Case 2: ‘‘Highweights’’ with one class (1, 1) item. If the weight of the class (1, 1) item is zero, we reduce to an easier situation
than case 1. We need to consider the case where the class (1, 1) item has area of at least D2.
We need to consider cases similarly to the bounded space algorithm. Note that for classes (2, 2) and (1, 2) it always gives
a worse situation if the items are relatively small and have a large weight, as compared with larger items which were not
combined and have their original weight. Therefore assume that an (a) item has weight 12/23 and a (b) item has weight
11/36.
We recompute the nine cases, noting that the area of the class (1, 1) item is at least (0.61615)2. Thus, if there are two
items of type (a) and one item of type (b), which can be seen as 20 items of class (6, 6), noting that the class (1, 1) item here
can be seen as 16 such items (since 0.61615 > 47 ), there can be no class (1, 6) items, so the expansion of all additional items
is at most 1.5.
1. 1+ 2W (a)+W (b)+ (1− (0.61615)2 − 4/9− 1/9) · (3/2) ≤ 2.44624.
2. 1+ 2W (a)+W (d)+ (1− (0.61615)2 − 4/9− 1/16) · (5/3) ≤ 2.34362.
3. 1+W (a)+ 2W (b)+W (d)+ (1− (0.61615)2 − 4/9− 1/16) · (5/3) ≤ 2.433.
4. 1+W (a)+W (b)+W (e)+ (1− (0.61615)2 − 2/9− 1/9− 3/16) · (5/3) ≤ 2.3266.
1+W (a)+W (b)+W (c)+ (1− (0.61615)2 − 2/9− 1/9− 1/8) · (5/3) ≤ 2.3474.
5. The same reasoning as before works here as well.
7. Comparing to case 4, the difference 2W (b)−W (a) ≤ 0.089372; hence the competitive ratio is at most 2.4367.
8. The same reasoning as before works here as well.
9, 10. 1+W (b)+ (1− (0.61615)2 − 1/9) · 2 ≤ 2.3241.
Case 3: ‘‘Low weights’’ with one class (1, 1) item of area at least 1/4.
In many of the formulas we get the terms W (a) − µA(a), µ = 3/2, 49/32, 25/16, 5/3, 16/9, 2, where A(a) is the
minimum area of an (a) item, and similarly we get expressions involving (b) items.
Note that there are two types of (a) items: of weight 11/23 and area at least 2/9, and of weight 1/2 and area at least
D(1 − D). The value of all expressions is always larger for the first type of (a) items, except for the case µ = 32 . There are
also two types of (b) items: of weight 7/36 and area at least 1/9, and of weight 1/4 and area at least (1−D)2. The two cases
which are larger for the second type are again µ = 1.5, 49/32.
We again recalculate the nine cases.
1. To avoid a tedious partition into cases, we consider here the supremum expansion of 4932 . We do not consider which items
have the expansion of 4932 .We get a supremum totalweight of atmost 1+2W (a)+W (b)+(1−1/4−2A(a)−A(b))·(49/32) ≤
1+ 2(W (a)− (49/32)A(a))+ (W (b)− (49/32)A(b))+ 0.75 · (49/32) ≤ 2.44879.
2. In this case we may have up to four extra items with y > 1/6. To fit all in a unit bin, each extra item may be of the size of
one, two or four items such that y > 1/6 (due to the shape of class (1, 1) items which is a mesh of three columns and three
rows of items with y > 1/6, and (1, 2) items which are three rows and two columns or two rows and three columns).
There is room for only atmost one class (3, 3) item. Apart from that, theremayoccur class (4, 4) items and class (2, 4) items.
All other items have expansion of atmost 49/32. Togetherwith possible class (4, 4) or (2, 4) items, all items have expansion of
atmost 1.5625.We need to take into account only an item of type (d). 1+2W (a)+W (d)+1.5625(1−1/4−2A(a)−A(d)) ≤
2.171875+ 2(W (a)− 1.5625A(a))+ (W (d)− 1.5625A(d)) ≤ 2.44741.
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3. In this case again there can be just one extra item with y > 1/4; hence all expansions are at most 16/9.
1+W (a)+ 2W (b)+ (16/9)(1− 1/4− A(a)− 2A(b)) ≤ 2.4104.
4. In this case the only item with expansion larger than 16/9 may be a (c) item.
1+W (a)+W (b)+W (c)+ (16/9)(1− 1/4− A(a)− A(b)− 1/8) ≤ 2.44123.
5. Again there can be one (c) item and all others have expansion of at most 16/9.
1+W (a)+W (c)+ (16/9)(1− 1/4− A(a)− 1/8) ≤ 2.44432.
7, 8, 9, 10. The expansion of (b) items is at most 1.75; therefore the worst case is no (b) items, two (c) items, and all other
areas with expansion 16/9.
1+ 2W (c)+ (16/9)(1− 1/4− 2/8) ≤ 43/18 ≈ 2.38889.
We can conclude with the following theorem.
Theorem 4.2. The above algorithm has competitive ratio strictly below 2.45.
5. Conclusion
We showed an almost optimal algorithm (in terms of competitive ratio) for bounded space packing of rotatable items.
It is of interest to find an algorithm which can be shown to be optimal. It could be the case that our algorithm, or a
simple adaptation, could be used for this purpose. Another interesting issue is simplifying the analysis of unbounded space
algorithms (i.e. reducing the problem to a given set of possible items as in [25]) in such a way that a computer program
will be able to perform the analysis. This will allow a deeper analysis which can take smaller items into account, and should
result in smaller competitive ratios.
Acknowledgements
The author would like to thank David S. Johnson and several anonymous referees, who gave many helpful comments on
preliminary versions of this work.
Appendix A. An explanation of the inaccurate analysis of [12]
We consider the first algorithm of [12] and show a specific input for which the bounds used in the analysis do not hold.
Note that even though the analysis is incorrect, we do not provide a counter-example for the claimed competitive ratio, and
it is possible that a different proof could be given.
To demonstrate the error in the analysis, we consider a specific very simple input, as follows. The input contains only
4N items of width 0.59 and height 0.41, for some integer N . By using rotation, and a round packing (see Section 3), these
items can be packed into N bins. According to the definitions of [12], all items belong to the class T2. According to the further
partition into classes, and since the authors let a1 = 49 and a2 = 25 , the larger side of the input items (denoted by y in [12])
is in (1− a1, 1], while the smaller side is in (a2, a1]. Thus all items are in T 02 . Such items are packed into long strips, that is,
a rectangle of sides 12 and 1 is reserved for each item. Therefore, the number of bins used for the input is 2N .
Consider the analysis of their page 947. Using the notation of [12], there are only bins with strips of sides 12 and 1, whose
number is denoted by b2, and no other types of bins. Therefore the observation Opt ≥ n0 + max{n1, b2} = b2 = 2N is
incorrect, since for the example Opt = N .
An additional error appears on page 948, in the lower bound on the performance of the algorithm. In Theorem 3.1, a set
of items is presented, and it is claimed that a bin can contain a set of twelve items. Calculating the total area of these items
gives a value strictly above 1, so there must be a typographical error in the values. Given the stated numbers of bins which
each type of item requires, it seems that the sizes of some items must be decreased to match the calculation . However,
there are four item types which are squares of sides 12 + δ, 13 + δ, 111 + δ and 113 + δ, which lie on the diagonal, so no vertical
or horizontal line meets the interior of more than one such item, and the calculation of the number of required bins in fact
matches their sizes. The total width of these items exceeds 1, and thus the example is inaccurate, and should give a smaller
lower bound.
Appendix B. Omitted proofs
B.1. Proof of Claim 2.1
Take the projection of the rectangles and the bin on one axis. We get intervals of length larger than 1k (the projection of
the rectangles), which are sub-intervals of an interval of length 1 (the projection of the bin). Since any vertical or horizontal
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line through the bin can meet at most k − 1 rectangles, each point of the main interval can have the projection of at most
k− 1 rectangles.
Consider the sub-intervals as an interval graph. The size of the largest clique is at most k−1. Therefore, as interval graphs
are perfect [18], we can color these intervals using at most k−1 colors. Note that the number of intervals of each color set is
at most k− 1 (since the side of each rectangle is longer than 1k ), and so the total number of intervals is at most (k− 1)2. 
B.2. Proof of Claim 2.2
Consider a packed bin. A vertical or horizontal line through the bin can meet at most two rectangles. The only option for
meeting two is when both are placed rotated in the same orientation; the line then goes through an interval of length y in
each rectangle. In all other options, the rectangles cannot fit one next to the other, in the case of a horizontal line, or one on
top of the other, in the case of a vertical line. Consider the projection on one axis. There are two types of intervals resulting
from rectangles: long ones, of length x, and short ones, of length y. Each point may have at most one short interval or at most
two long ones. Since a long interval does not fit together with a short interval, and cannot overlap with it, we can either
have short intervals or long ones. If there are long intervals, all of them must overlap (in the middle point of the projection
of the bin). Therefore in this case there are at most two items in the bin. If all intervals are short, they cannot overlap; hence
we can have at most two in this case as well. 
B.3. Proof of Claim 2.3
Rectangles may appear in one of two orientations in the bin. The number of rectangles packed using the original
orientation is atmost six. The reason is that seven such items cannot fit one on top of the other. If there are atmost two in the
other orientation, then we are done. Therefore it is left to show that if there are at least three rectangles in one orientation,
then there can be at most four in the other direction. This will complete the proof.
Consider now the rectangles in a certain orientation. Assume without loss of generality that the number of rectangles in
the original orientation is ` ≥ 3. We consider a vertical line through the middle of the bin. Since x > 1/2, this line meets
all ` rectangles in this orientation. Therefore the line does not meet any rectangles in the other orientation (due to size
limitations, i.e. 3y+ x > 1). Now duplicate this vertical line, andmove one line in each direction (to the left and to the right)
by a distance of x − 1/2. Since the width of each rectangle is x, both lines still meet the same ` rectangles at each position
during the movement, and also at the final position, so additional rectangles may be located either to the right or to the left
of these two vertical lines. The distance between the left vertical line to the left side of the bin is 1 − x, and the distance
between the right vertical line and the right side of the bin is 1 − x as well. Rectangles placed using the other orientation
can only be one next to each other, since their heights are above 12 . The maximumwidth that can fit to the right of the right
line (and similarly, to the left of the left line) is 1− x < 3y, so it might be still possible to fit at most two rectangles on each
side. 
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