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ABSTRACT
The original Kepler mission achieved high photometric precision thanks to ultra–stable pointing
enabled by use of four reaction wheels. The loss of two of these reaction wheels reduced the telescope’s
ability to point precisely for extended periods of time, and as a result, the photometric precision has
suffered. We present a technique for generating photometric light curves from pixel-level data obtained
with the two-wheeled extended Kepler mission, K2. Our photometric technique accounts for the non–
uniform pixel response function of the Kepler detectors by correlating flux measurements with the
spacecraft’s pointing and removing the dependence. When we apply our technique to the ensemble of
stars observed during the Kepler Two–Wheel Concept Engineering Test, we find improvements over
raw K2 photometry by factors of 2-5, with noise properties qualitatively similar to Kepler targets at
the same magnitudes. We find evidence that the improvement in photometric precision depends on
each target’s position in the Kepler field of view, with worst precision near the edges of the field.
Overall, this technique restores the median attainable photometric precision to within a factor of two
of the original Kepler photometric precision for targets ranging from 10th to 15th magnitude in the
Kepler bandpass, peaking with a median precision within 35% that of Kepler for stars between 12th
and 13th magnitude in the Kepler bandpass.
Subject headings: Data Analysis and Techniques
1. INTRODUCTION
Since its launch in 2009, the Kepler spacecraft has
led to the discovery of thousands of transiting exo-
planet candidates, including the first multi-transiting
exoplanet system (Holman et al. 2010), the first Earth
sized exoplanets (Fressin et al. 2012), the first Mars
sized exoplanet (Muirhead et al. 2012), the first Mercury
sized exoplanet (Barclay et al. 2013), the first Earth-
sized planet in the habitable zone of its host star
(Quintana et al. 2014), and the first circumbinary plan-
ets (Doyle et al. 2011). Kepler’s large exoplanet sample
has led to statistical analyses of the frequency of exoplan-
ets around solar mass stars (Howard et al. 2012; Youdin
2011; Fressin et al. 2013), around cool stars (Swift et al.
2013; Morton & Swift 2014), and in their stars’ habitable
zones (Dressing & Charbonneau 2013; Petigura et al.
2013; Foreman-Mackey et al. 2014). Kepler’s scientific
contributions extend beyond exoplanets to fields rang-
ing from asteroseismology (Chaplin et al. 2011) to active
galactic nuclei variability (Mushotzky et al. 2011).
Kepler’s scientific impact comes from its ability to
monitor a large field of view with highly precise, high-
duty cycle photometry for extended periods of time (≃
10 parts per million (ppm) per 6–hours for 10th mag-
nitude stars, Christiansen et al. 2012). This ability was
compromised in May 2013, when the second of four re-
action wheels on the Kepler spacecraft failed, leaving the
telescope unable to point precisely at its original target
field. Since then, a new Kepler mission concept, named
K2, has been planned and executed, in which the space-
craft balances itself against Solar radiation pressure by
pointing along the plane of the spacecraft’s orbit and
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using thrusters to mitigate the residual spacecraft drift
(Howell et al. 2014). In this configuration, Kepler is able
to conduct science operations for approximately ∼ 75
days at a time with decreased photometric precision due
to decreased fine–pointing control, before moving onto a
new field to observe. Initial tests of this observing strat-
egy described in Howell et al. (2014) indicate that raw
K2 aperture photometry is a factor of 3 to 4 less precise
than photometry from the original Kepler mission.
However, unstable pointing is not the death–knell for
precise photometry. Since the discovery of transiting
exoplanets, other space telescopes without the stable
pointing of the original Kepler Mission have been used
to make precise photometric observations. Astronomers
have developed techniques to reduce data from space
telescopes, in particular Spitzer, that substantially im-
proved photometric precision by correcting for artifacts
caused by the motion of the spacecraft (Knutson et al.
2008; Ballard et al. 2010; Stevenson et al. 2012). These
techniques have enabled telescopes like Spitzer to become
valuable resources for the study of transiting exoplanets.
In this paper, we present a technique for extracting
and correcting K2 photometry similar to those developed
for Spitzer but optimized for the peculiarities of the K2
mission. In Section 2, we describe the procedure, and
in Section 3, we assess the photometric precision of K2
using our reduction technique on the ensemble of stars
observed during the Kepler Two–Wheel Concept Engi-
neering Test, conducted in February 2014. In Section
4, we discuss the performance of our technique and the
implications for K2 science.
2. K2 DATA REDUCTION
2.1. Aperture Photometry
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Fig. 1.— Top: Raw K2 light curve (with low frequency variations removed). Middle: Horizontal centroid position versus time. Bottom:
Vertical centroid position versus time. The light curve is dominated by noise corresponding to the changes in the spacecraft’s pointing.
The centroid measurements shown here were made by fitting a two dimensional Gaussian to the image of the star. The first 2.5 days of
data have been excluded from this plot, as well as all data flagged by the Kepler pipeline as having poor quality. For this particular star,
the correlations between flux and X and Y positions are roughly of the same magnitude, but depending on the position on the detector,
this is not generally true.
Unlike Kepler data, K2 data is dominated by noise due
to the spacecraft’s pointing jitter. Our approach is to
extract aperture photometry and image centroid position
information (as a proxy for the spacecraft’s motion) from
the K2 pixel–level data and correct the photometry using
our knowledge of the spacecraft’s pointing.
Kepler collected the data we use in our analysis during
a 9 day test of the new two–wheeled operation mode con-
ducted between 4 February 2014 and 13 February 2014.
During those nine days, Kepler pointed to a field cen-
tered at RA = −1.35 degrees, DEC = −2.15 degrees and
monitored about 2000 targets with 30 minute ”long ca-
dence” exposures and 17 targets with 1 minute ”short
cadence” exposures. After the first 2.5 days of the test,
Kepler achieved fine guiding control, that is, the space-
craft locked onto the center of its field, its pointing stabi-
lized, and Kepler began collecting high quality data. We
focus primarily on the long cadence data collected after
Kepler achieved fine guiding control.
We downloaded target pixel files for all K2 engineering
targets from the Mikulski Archive for Space Telescopes
(MAST) and measured raw photometry for each star in
the dataset. Due to spacecraft datalink bandwidth limi-
tations, Kepler does not download a full–frame image for
every photometric timestep. Instead, small sub–images,
or “postage stamps,” are available for each target. Due
to the increased uncertainty in the spacecraft’s point-
ing, the K2 Engineering Test postage stamps are 50 by
50 pixel squares, much larger than the Kepler postage
stamps. For each of these postage stamps, we start by
defining an aperture mask in two ways: extracting a cir-
cle of pixels around the target star, and extracting a
region defined by flux from the telescope’s pixel response
function (PRF). We analyze the photometry from each
method separately and choose the one that provides the
best photometric precision as measured using the proce-
dure outlined in Section 3.1. All of our apertures are sta-
tionary; the movement of the star on the Kepler detector
is small enough (typically within one pixel) that moving
apertures are not required. The first mask we define is a
circular aperture centered on the target star, with a ra-
dius determined by the Kepler bandpass magnitude (Kp)
of the target star. After optimizing the mask radius for
robustness by trial and error, we arrived at a mask ra-
dius function that varies between 13 pixels for the bright-
est targets (Kp = 9) to 6 pixels for stars fainter than
Kp = 13.5. The circular masks are intentionally large
and conservative in order to prevent flux from spilling
out of the aperture as the star drifts. The large circu-
lar masks typically give better photometric precision for
saturated stars and stars with close companions.
In addition to defining large circular apertures around
the target stars, we also define more aggressively fit-
ted apertures using the Kepler PRF (Bryson et al.
2010). We fit the PRF downloaded from the MAST
to one long–cadence image of the target star, using a
Levenberg–Marquardt least squares minimization algo-
rithm (Markwardt 2009). We fit for four free parameters:
horizontal and vertical centroid positions, an amplitude,
and a background offset. For stars with Kp < 13, we
define our aperture mask as those pixels for which the
PRF model flux is greater than 0.005% of the total PRF
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model flux. For stars with Kp > 13, we define our aper-
ture mask as pixels where the PRF model flux is greater
than 0.1% the total PRF model flux. The flux levels that
define the apertures were determined through trial and
error to maximize photometric precision. This procedure
yields a tightly shaped aperture about the stellar image
on the detector. The smaller apertures limit background
light contamination and thus improve photometric preci-
sion for faint, background–limited stars, while decreasing
the robustness of aperture photometry for bright stars,
particularly for saturated stars.
After defining the apertures, which remain stationary
over the length of the K2 observations, we extract pho-
tometry for each K2 image using the FLUX tag from the
Kepler FITS files data structure. First, for each image
we estimate the background flux by taking the median
value of the background pixels that lie outside of our
aperture. We have experimented with estimating the
background flux using a robust (outlier–rejected) mean
calculation, but found no improvement over the median.
We then subtract the background flux from the image
and sum the pixels within the aperture. After extracting
photometry for all K2 datapoints for a particular star,
we divide by the median measured brightness to roughly
continuum–normalize our photometry.
We then estimate the position of the star on the detec-
tor for each K2 datapoint using two methods. First, we
calculate the centroid using a “center of flux” calculation
given by
xc =
∑
i
xifi∑
i
fi
, yc =
∑
i
yifi∑
i
fi
, (1)
where xc and yc are the centroid positions in the horizon-
tal and vertical dimensions of the K2 image, respectively;
xi and yi are the individual horizontal and vertical posi-
tions of pixels; and fi is the flux in each individual pixel.
We also estimate the position of the star on the de-
tector by fitting a multivariate Gaussian to the image
with a Levenberg–Marquardt minimization routine. We
fit a Gaussian model to the star instead of the Kepler
PRF for computational speed. We allow the amplitude
of the Gaussian, an offset, widths in the horizontal and
vertical directions, a cross term that rotates an elongated
Gaussian, and horizontal and vertical positions to vary.
Specifically, the model is given by:
F (x, y) = A exp [−z −B(x− xc)(y − yc)] +D, (2)
where
z =
(x − xc)2
σ2x
+
(y − yc)2
σ2y
, (3)
A is the flux at the center of the star on the detector,
x and y are the horizontal and vertical positions on the
detector, respectively, σx and σy are the widths in the
horizontal and vertical directions, respectively, B is the
amplitude of a cross term that rotates the elongated PSF
along an arbitrary axis, and D is an offset to account for
the background.
For each K2 target, we automatically choose between
the “center of flux” and Gaussian centroids based on
which exhibit smaller root mean square (rms) residuals
when fitted by a fifth–order polynomial. In most cases,
the Gaussian centroids (Eqn 2) are more precise than the
“center of flux” centroids (Eqn 1). But in some cases,
particularly for saturated stars exhibiting bleed trails, a
Gaussian model does not describe the shape of the stellar
image and the “center of flux” measurements are better
estimators of the centroid position.
Extracting raw photometry and centroid positions
from the K2 images results in flux and position time se-
ries characterized by jagged features occurring several
times a day. Figure 1 shows an example of a “raw” light
curve and image centroid positions for a 10th magnitude
K2 target. The position of the star on the detector drifts
on time scales of hours and then is quickly corrected back
to its starting point when the spacecraft thrusters fire.
The changes in position introduce significant artifacts
into the raw K2 photometry, which must be corrected in
order to achieve the photometric precision characteristic
of the original Kepler Mission.
2.2. Data Exclusion
After extracting raw photometry, we begin by exclud-
ing certain data from further analysis. In particular,
we exclude data from the first 2.5 days of the Two–
Wheel Concept Engineering Test, which were taken be-
fore the spacecraft achieved adequate fine pointing con-
trol. These data exhibit larger variations in the image
centroid position, and the photometric precision is worse
than after fine guiding was established. We also exclude
points labeled by the Kepler pipeline as having poor qual-
ity, where the QUALITY tag of the Kepler FITS file data
structure was not 0. This cut excludes data with a vari-
ety of anomalies, including cosmic rays, pointing adjust-
ments, and detector glitches. Typically, between 2% and
4% of datapoints are excluded at this stage.
Finally, we exclude points taken while the spacecraft’s
thrusters were firing. The behavior of the Kepler space-
craft during K2 data collection is to acquire the field us-
ing thrusters and stabilize the spacecraft’s pointing with
Kepler’s two remaining reaction wheels, while balancing
the spacecraft against solar radiant flux in an unstable
equilibrium. After approximately six hours of drifting
off equilibrium due to the Solar wind, Kepler fires its
thrusters to bring the spacecraft closer to the equilib-
rium point. The result of this is that the spacecraft
drifts only along its roll axis, and the movement of the
spacecraft is one dimensional in an arc about Kepler’s
boresight, or the center of its field. We observed that
during thruster fires K2 photometry exhibits discontin-
uous behavior. Excluding these points yields improved
photometric precision.
We identify the points during which Kepler’s thrusters
were firing through analysis of the image centroids. Be-
cause the spacecraft moves almost solely in the roll di-
rection, the position of the spacecraft follows a one–
dimensional curve on the detector to good approxima-
tion. We automatically detect the direction of motion us-
ing a procedure similar to that of a Principal Component
Analysis (PCA). We take the image centroids measured
both from the center–of–flux analysis and the Gaussian
fits and separately calculate the covariance matrix be-
tween horizontal and vertical centroid positions and its
eigenvectors. Because the eigenvectors of the covariance
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Fig. 2.— Measured K2 centroid positions. The red dots are
centroid positions measured by fitting a 2d Gaussian to the star
on the detector. The spacecraft repeatedly moves back and forth
along the same path on the detector. The wiggle near (0,0) is
likely an artifact caused by estimating the Kepler PRF as a two
dimensional Gaussian. The purple lines are the axes of the rotated
coordinate system, in which the x′ axis lies along the most signif-
icant eigenvector. The plot region is scaled to be the size of one
Kepler pixel.
matrix are the basis in which the covariance matrix is di-
agonal (that is, the covariance is zero), the eigenvectors
lie parallel and perpendicular to the direction of motion
of the star. Figure 2 shows an example of the path of the
star on the detector, as well as the measured direction of
movement.
We then rotate the image centroids into new coordi-
nates with the x′ axis along the direction of the strongest
correlation(that is, the eigenvector associated with the
largest eigenvalue). We fit a fifth–order polynomial to
both sets of the transformed centroids, while excluding
5–σ outliers from the fit. Artifacts from the centroid-
ing algorithm (like the wiggle seen in Figure 2) com-
plicate the star’s measured path along the detector to
the point where a high order polynomial fit is required.
At this point, we choose between the center–of–flux cen-
troids and the Gaussian–fit centroids and proceed with
the set of centroid measurements that provide the lower
rms residuals to the polynomial fit.
We calculate the arclength along the polynomial curve,
where arclength, s, is defined as:
s =
∫ x′
1
x′
0
√
1 +
(
dy′p
dx′
)2
dx′ (4)
where x′0 is the transformed x coordinate of the point
with the smallest x′ position, and y′p is the best–fit poly-
nomial function. We then differentiate arclength with re-
spect to time to calculate ds/dt. When Kepler’s thrusters
fire there are sharp changes in the position of the space-
craft, so ds/dt is significantly different from the typical
drifting behavior. We identify the points during which
the spacecraft fires its thrusters as 5–σ outliers from the
distribution of ds/dt points and exclude them from fur-
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Fig. 3.— Example of the iterative low–frequency B-spline fitting
routine. Top: The raw light curve of an eclipsing binary star from
Conroy et al. (2014) fit with a B-spline (the solid orange line). No
points are excluded so the spline fit is pulled towards outlier points.
Middle: After the first iteration, several points (shown in red) are
excluded, and the spline fit is improved. Bottom: After one more
point is excluded, the fit converged and the spline is an accurate
estimate of the low–frequency modulations.
ther calculations.
2.3. Self–Flat–Fielding Correction
After excluding points with poor photometric perfor-
mance, we used a “self–flat–fielding” (SFF) approach to
remove photometric variability caused by the motion of
the spacecraft. We start by isolating the short–period
(timescales τ . 24 hour) variability of the light curve,
which we assume is dominated by the 6–hour spacecraft
pointing jitter for most stars. We estimate the low fre-
quency variability in the light curve by iteratively fitting
a basis spline (B-spline) with breakpoints every 1.5 days
in the light curve. We iteratively fit the B-spline, identify
and exclude 3–σ outlier points from the fit, and re-fit the
B-spline, repeating this process until convergence (typi-
cally less than five iterations). This process is illustrated
in Figure 3. We found this approach to be a good balance
between the desire to retain enough flexibility needed to
describe the stellar variation and avoiding over–fitting to
noise caused by pointing jitter. We then isolate high fre-
quencies by dividing our raw aperture photometric time
series by the final B-spline fit.
The short–timescale variations remaining in the light
curve are a combination of astrophysical variability (such
as eclipse/transit events, flares, oscillations or flicker)
and noise due to the spacecraft’s pointing jitter, whether
caused by uneven pixel sensitivity (e.g. Ballard et al.
2010) or different amounts of flux falling outside of the
aperture (e.g. Stevenson et al. 2012). We separate as-
trophysical variability from pointing jitter by removing
the noise component that correlates with the position of
the star on the detector, as parametrized by arclength,
s (Eqn 4). Figure 4 shows a plot of the high–pass fil-
tered photometry versus the arclength. The dependence
of measured flux on the image position is evident.
We divide the data points into 15 bins in arclength and
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Fig. 4.— High–pass filtered flux as a function of centroid posi-
tion, parameterized by arclength, s. Blue points are flux measure-
ments taken while the spacecraft is drifting. Red points mark data
taken during thruster fires. These points are clear outliers and are
therefore excluded. We model the dependence of measured flux on
centroid position with a piecewise linear interpolation, shown in
orange.
calculate the mean within each bin with 3σ outlier exclu-
sion. The outlier exclusion serves to reduce the influence
of short–timescale astrophysical noise on the correction.
We then perform a linear interpolation between the mean
of each bin. The result is a “correction” that can be ap-
plied to raw aperture photometry to remove the effects
of pointing jitter. We chose a piecewise linear function
to model the flux variation because it was simpler than
other alternatives (like a spline or polynomial fit), and
produced light curves of the same quality. Finally, we
applied the correction by dividing the raw aperture pho-
tometry time series by the piecewise linear fit. The re-
sulting light curve gives a much better estimate of the
low–frequency variations than the raw aperture photom-
etry, so we recalculated the low–frequency component
with an iterative B-spline fit to the corrected lightcurve,
which we removed from the uncorrected lightcurve, and
used to recalculate the SFF correction. This process typ-
ically converged after one or two iterations.
We remove variation due to centroid position changes
in only one dimension, specifically along the arclength
of the polynomial fit. The spacecraft’s pointing was re-
peatable enough over the 6.5 days of the fine pointing
test to not require removal of variation transverse to the
direction of drift on the detector. However, our technique
is easily generalizable to removing photometric artifacts
due to image centroid variations in two dimensions. This
might be important for future K2 data releases for longer
campaigns, particularly if the boresight of the spacecraft
drifts over the course of 75 days of observations, and the
path of the spacecraft’s pointing jitter cannot be approx-
imated as one–dimensional.
Figure 5 shows the result of the SFF correction and
data exclusion on the K2 photometry. For the target
star EPIC60021462, the SFF correction decreases the
scatter measured on 6–hour timescales by a factor of 5.
3. RESULTS
3.1. Photometric Precision
We applied our SFF reduction technique to all targets
observed during the K2 Two–Wheel Concept Engineer-
ing Test to assess its performance. The total runtime was
about 5 hours on a laptop computer. We find that for
almost all targets, our reduction improves the photomet-
ric precision over raw aperture photometry. Exceptions
to this rule include stars with rapid astrophysical varia-
tion such as Cepheid variable stars, contact binaries and
giant stars with large–amplitude oscillation modes.
We assess the quality of our K2 light curves by estimat-
ing their photometric precision over a six–hour window,
a metric similar to the Combined Differential Photomet-
ric Precision, CDPP, metric used by the Kepler pipeline.
We perform this measurement using a method inspired
by the Kepler Guest Observer tools routine kepstddev4.
For each target, we calculate the standard deviation
within a running bin of 13 long–cadence measurements
in length, divide by
√
13 and report the median value of
the running standard deviation as the target’s photomet-
ric precision. For each star, we calculate the photometric
precision of the light curves produced from both the large
circular apertures and the small PRF–defined apertures,
as described in Section 2.1 and retain the smaller of the
two estimates.
We find that photometric precision of the K2 sample
compares favorably to the photometric precision of the
Kepler mission. To ensure a differential comparison, we
downloaded light curves for all Kepler targets observed
in Quarter 10 from the MAST and estimate photometric
precision of the PDCSAP FLUX light curve using the same
procedure as we used for the K2 engineering data. Fig-
ure 6 shows the measured photometric precision for dwarf
stars observed by K2 and Kepler as a function of Kepler
magnitude. We select the dwarfs observed by Kepler by
taking all stars with log g ≥ 4 according to the Kepler
Input Catalog (KIC; Brown et al. 2011), and we selected
dwarfs observed by K2 as those stars whose target list
was designated as cool star or GKM dwarf according to
the K2 engineering test target list5. We find that in the
best cases, the photometric precision of K2 approaches
that of Kepler, but the typical precision of a K2 target is
consistently worse by roughly a factor of 1.3–2. We also
note that there is more scatter in the photometric preci-
sion of K2 targets than in Kepler targets, and investigate
this further in Section 3.2.
We summarize the results of our SFF photometric
analysis in comparison to Kepler’s original precision in
Table 3.1. Raw K2 photometry exhibits worse photomet-
ric precision than the original Kepler mission by at least
a factor of four, and is comparatively worse for brighter
target stars. The SFF technique presented in this pa-
per restores K2 photometry to within a factor of two of
the precision of Kepler photometry when comparing the
median photometric precision of each data set.
3.2. Position Dependent Photometric Precision
4 http://keplerscience.arc.nasa.gov/
ContributedSoftwareKepstddev.shtml
5 http://archive.stsci.edu/missions/k2/tpf_eng/
K2_E2_targets_lc.csv
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Fig. 5.— Comparison between raw K2 photometry and SFF corrected photometry. Blue points are the raw K2 light curve, which
is vertically offset for clarity. Orange points are the SFF corrected light curve, which shows a substantial improvement in photometric
precision. The black line underneath the raw data is the SFF model. The photometric precision of this star is slightly worse than the
median precision we achieve for 10th magnitude stars. The SFF technique preserves astrophysical signals like transits (see Section 3.4) and
starspot modulation, which is evident in this light curve. This bodes well for the prospects of detecting stellar rotation periods with K2.
TABLE 1
Median Photometric Precision
Kp Raw K2 SFF K2 Kepler
10-11 170 31 18
11-12 163 33 22
12-13 157 40 30
14-15 365 164 81
Note. — These photometric precision measurements represent
the median precision of all dwarf stars observed by K2 and Ke-
pler and are reported in parts per million. Kepler’s photometric
precision specifically refers to PDCSAP FLUX.
Figure 6 shows evidence for large scatter in the photo-
metric precision of K2 targets at a given magnitude, so
we investigated factors beyond the brightness of a target
that affect its photometric precision. We found a cor-
relation between a star’s position on the Kepler detec-
tor and its measured photometric precision. We calcu-
lated the angular distance of each star from the center of
the Kepler boresight, held during the Engineering Test
at RA = −1.3507626 degrees, DEC = −2.1523890 de-
grees (T. Barclay 2014, private communication). Figure
7 shows our measured 6–hour photometric precision of
the K2 data as a function of angular distance of the tar-
get from the center of the boresight.
We divided the K2 engineering sample of bright stars
into 15 bins in radial distance and found the median of
each bin. For the bright stars (Kp < 13), we noticed a
slight linear trend of worsening photometric precision as
a function of angular distance from the boresight. We fit
a line to the medians of the radial bins (with errors esti-
mated from the scatter within each bin) using a Markov
Chain Monte Carlo algorithm with an affine invariant en-
semble sampler (adapted for IDL from the algorithm of
Goodman & Weare 2010; Foreman-Mackey et al. 2013).
Any polynomial model more complex than a line resulted
in high order polynomial terms consistent with zero and
was not justified by the Bayesian Information Criterion
(BIC, Schwarz et al. 1978), a test which balances model
complexity with improvements in the fit. We measured
a slight radial increase in 6–hour photometric scatter of
0.57± 0.15 ppm/degree. Our best–fit polynomial was:
P6,bright = 29.8 + 0.57r (5)
where P6,bright is the 6 hour photometric precision for
bright stars in ppm and r is the distance from the bore-
sight in degrees. The worsening photometric precision as
a function of distance from the boresight is likely because
stars farther from the center of the field move a larger dis-
tance on the detector as the spacecraft’s roll drifts. This
introduces larger and more complex photometric varia-
tions farther from the center of the spacecraft’s field of
view, which are more difficult to correct and result in
larger photometric scatter.
The median photometric precision of faint stars (Kp &
14) also shows a dependence on the angular distance from
the center of the boresight. We investigated this depen-
dence by dividing the K2 sample of faint stars into 15
bins in radial distance and noticed that the trend in ra-
dius was non–monotonic— photometric scatter increases
both very close to the boresight and very far away. We
fit a second order polynomial to the median values of the
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Fig. 6.— Photometric precision of K2 versus that of Kepler. Orange points are stars observed by K2 during the Two–Wheel Concept
Engineering Test, and blue indicates a density of stars observed by Kepler during Quarter 10 of its operation. K2 photometry is consistently
less precise than Kepler’s, but for some stars approaches its precision. The gap between Kp = 13 and Kp = 14 is due to magnitude cuts
in the selection of dwarf star targets for the Engineering Test.
radial bins (using the same technique and model com-
plexity tests as before) and found that photometric pre-
cision is best at a distance of 3.62 ± 0.11 degrees from
the boresight. Our best–fit polynomial was:
P6,faint = 220− 43r + 5.9r2 (6)
where P6,faint is the 6 hour photometric precision for
bright stars in ppm and r is the distance from the bore-
sight in degrees. A similar non-monotonic dependence
of precision on distance from the boresight was noticed
by Christiansen et al. (2012), who attributed the effect
to the quality of the spacecraft’s focus, which is best
between 3-6 degrees from the center of the field. We
speculate that the focus quality affects faint stars more
than bright stars because they are closer to background–
limited photometric precision. The degraded pointing
stability of the two–wheeled Kepler spacecraft forces the
use of larger photometric apertures, which increases the
amount of scattered background light in the aperture,
adding to photometric uncertainties.
3.3. K2 Noise Power Spectrum
The SFF correction primarily removes red noise (that
is, low–frequency noise) introduced to K2 data by point-
ing drift and correctional thruster fires. We investigated
the noise power spectrum of K2 data, in comparison to
that of Kepler data, to understand the extent to which
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Fig. 7.— Photometric precision of K2 versus distance from the
spacecraft’s boresight. Bright stars are shown in orange, and faint
stars are shown in blue. Large black dots indicate the median pre-
cision of the 15 radial bins, and the thick lines represent the best–fit
polynomials to the medians. Error bars on the binned points re-
flect the scatter within the bin, and in many cases, are smaller
than the size of the point. The stars’ photometric precision has
been corrected to remove effects due to the brightness of the star
within the bin. A quadratic dependence of photometric precision
on the star’s boresight is evident for faint stars, and a weak linear
dependence is measured for bright stars, with worsening precision
at larger distances.
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red noise is introduced into K2 data. We selected two
stars observed by K2, the 10th magnitude EPIC60021426
and the 14th magnitude EPIC60029819, with photomet-
ric precisions close to the median for K2 targets of their
brightness and after removing long–period stellar vari-
ability we calculated their power spectra via Fast Fourier
Transform (FFT). We then selected two stars observed
by Kepler of similar brightnesses, KIC 009579208 (Kp =
10.3) and KIC012066509 (Kp=14.7) with photometric
precisions close to the median for Kepler targets of their
brightness. We examined a baseline of photometry of
exactly the same length as that of the K2 data and cal-
culated the noise power spectra for the Kepler targets in
the same way. Inspection of the power spectra showed
no significant differences between the noise properties of
Kepler and K2 targets, other than that the K2 data has
consistently higher levels of noise at all frequencies. Over
the short time baseline we tested, we do not see obvious
excesses of noise at low frequencies corresponding to the
interval between K2 thruster fires.
3.4. Transit Injection Tests
We tested the ability of our reduction technique to
recover exoplanet transits by injecting artificial signals
directly into the K2 pixel–level data and passing the
modified data through our reduction pipeline. Because
our technique uses the star’s flux as a flat–field, it is
possible that flux decrements, like transit events, could
bias the flux correction and suppress or distort tran-
sit events. We calculated a model transit light curve
based on transit parameters from the NASA Exoplanet
Archive (Akeson et al. 2013), using a Mandel & Agol
(2002) model, as implemented by Eastman et al. (2013),
with limb darkening parameters from Claret & Bloemen
(2011). We then scaled our PRF model from Section 2.1
by the flux decrement from the transit light curve model
and subtracted this scaled PRF from each K2 image.
After the injection, we performed the data reduction in
exactly the same manner as described in Section 2.
We injected transit models of several different exoplan-
ets into two K2 target stars, one bright (Kp = 10.3) and
one faint (Kp = 14.7), with 6–hour photometric preci-
sions close to the median K2 target for their brightness.
The recovered light curves are shown in Figure 8, along
with the injected signals. Visual inspection shows that
the recovered light curves show minimal distortion of the
transit signal. To quantify this, we fit the recovered light
curves with a Mandel & Agol (2002) model (once again
as implemented by Eastman et al. 2013) and compared
our recovered parameters to our inputs. We fitted model
transit light curves the data using a Markov Chain Monte
Carlo algorithm with an affine invariant ensemble sam-
pler while holding most parameters fixed.
For the two deep transits (Kepler 4-b and KOI 843.01),
we held all parameters fixed except for the orbital pe-
riod, the ratio of the planet’s radius to that of its star
(Rp/R⋆) and the ratio of the stellar radius to the orbital
semimajor axis (a/R⋆). Both of the injected signals had
only two transit events, so fitting for the orbital period is
equivalent to fitting for one of the two transit times, thus
testing our ability to recover Transit Timing Variations
(TTVs). For the shallow transit (Kepler 10-b), we froze
the orbital period because of the smaller signal, but still
fit for a/R⋆ and Rp/R⋆. We found in each of the three
cases shown in Figure 8, the recovered best–fit Rp/R⋆,
a/R⋆, and, where applicable, orbital periods were within
the 1–σ uncertainties of the input parameters. Evidently,
at the level of precision attainable with 6.5 days of K2
data, our SFF technique does not distort or suppress
transit light curves. That being said, it is possible that
with more data, transit parameter determinations will
be precise enough to notice a bias. In that case, it will
be necessary to incorporate the SFF technique into light
curve fitting, in order to ensure that the SFF corrections
are not biased by transit events.
4. DISCUSSION
4.1. Algorithm Performance
Our technique is designed to be generally applicable
to most or all K2 targets and to be fast enough to be
run on a personal computer. Because the algorithm is
meant to be generally applicable to the K2 sample, there
is room for photometric improvement on individual stars
by “hand–tweaking” at various steps in the algorithm.
This process can improve the photometric precision of
individual stars when objects of interest are revealed us-
ing the general–purpose pipeline.
The ability to adjust the reduction algorithm by hand
on individual interesting targets is enabled by the fact
that the technique presented in this paper relies only
on data collected from one single K2 postage stamp. On
the other hand, the technique could presumably be made
more efficient and reliable by using data from multiple,
independent K2 apertures. In particular, the motion
of the spacecraft can be estimated from any number of
bright but unsaturated stars to higher precision than is
possible for the fainter targets in the K2 sample.
Finally, our technique was designed to be computa-
tionally efficient to run multiple times on the entire K2
dataset. As presently constructed, processing one K2
light curve takes ≃ 10 seconds per 9 day light curve on a
laptop computer. The majority of the computer time is
spent fitting the Kepler PRF to define the aperture and
the Gaussian model to each image to estimate the cen-
troid. It is possible that more computationally expensive
operations, like extracting photometry by fitting the Ke-
pler PRF to each image, could yield better photometry
but the computational expense would be high.
4.2. Prospects for Continuing Kepler’s Science
4.2.1. Exoplanet Detection
Exoplanet detection was the primary goal of the orig-
inal Kepler mission and remains a driving scientific mo-
tivation for the extended two–wheeled Kepler mission.
One goal of the K2 mission is to study planets around
bright stars, in particular those bright enough for radial
velocity (RV) followup, as well as planets around low–
mass stars and stars in open clusters (Howell et al. 2014).
The planets most amenable to RV followup are at least
roughly Earth sized and have short periods, (. 5 days)
in order to boost the RV semiamplitude that must be
measured (Howard et al. 2013; Pepe et al. 2013). For
this type of planet orbiting a G-type dwarf, the tran-
sit depth would be roughly 100 ppm and would transit
≃ 20 times during a K2 observing campaign. With a
nominal transit duration of 3 hours (shorter than the
timescale of most of the red noise in bright K2 light
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Fig. 8.— Transit signals injected into raw K2 data and recovered with the SFF technique. The black solid line is the model injected into
the pixel level data, the dashed red line is the best–fit model, and the orange dots are the recovered K2 photometry. Top: Two transits of
Neptune sized Kepler 4-b injected into a typical bright K2 target. Middle: Eight transits of rocky super–Earth Kepler 10-b injected into a
typical bright K2 target. Bottom: Two transits of Saturn sized KOI 843.01 injected into a typical faint K2 target. The close correspondence
between the injected model and best–fit model demonstrates our ability to recover transits with minimal distortions to the light curves.
curves), and assuming a median instrumental 6–hour
precision of ≃ 40 ppm, an Earth–size planet with a 3
day period should be detectable at roughly 7–σ around
a typical bright (Kp . 13) G-dwarf.
Ultra–short–period planets (e.g. Sanchis-Ojeda et al.
2014) could be difficult to discover if the planet’s orbital
period is near the time scale of the Kepler thruster fires,
which control the telescope pointing. In such cases, an
SFF approach could suppress the transit signal because
transit events could cluster around the same spot on the
detector. It would be beneficial to search for ultra-short
period planets using data detrended by both an SFF ap-
proach as well as other techniques like PCA to remove
common modes to all stars (e.g. Petigura & Marcy 2012).
It could also be difficult to detect planets which have
orbital periods near integer multiples of the interval be-
tween K2 thruster fires, especially if the transit time is
during the K2 thruster fires. However, the duration of K2
thruster fires is shorter than the duration of a Kepler 30
minute long cadence exposure, so for planets with transit
durations longer than roughly 30 minutes, this will likely
not prevent detection.
The detection of exoplanets around low mass stars like
mid–to–late M-dwarfs is important to the K2 mission
because these stars have small stellar radii, and there-
fore small, rocky planets can cause relatively large transit
depths. This effect is the reason many of the first sys-
tems of sub–Earth–sized exoplanets, such as the Kepler–
42 system, were discovered around faint M–dwarfs de-
spite the photometry having a significantly higher noise
level than brighterKepler targets (Muirhead et al. 2012).
Planets like those orbiting Kepler-42 would be detectable
in a K2 observing campaign around 14th-15th magnitude
stars and likely stars even fainter. With K2’s typical pre-
cision of 650 ppm per 30 minutes for 14-15th magnitude
stars, Kepler–42d’s 1300 ppm transit on a 1.8 day orbit
would give an ≃ 13σ detection.
Exoplanets in clusters could prove more challenging
than field exoplanets for K2 to observe due to crowding
effects. K2 photometric apertures must be larger than
Kepler apertures due to the imprecise pointing of the
spacecraft, which increases the number of nearby stars
that could contribute background light to target stars.
Moreover, we noticed that the stars with the worst pho-
tometric performance in our reduction were those with
other close stars of similar brightness near the edge of
the aperture. This problem will be more ubiquitous for
observations of stars in clusters than those in the field,
which could complicate data reduction. For stars with
neighbors close to their photometric apertures, it may
be necessary to extract photometry by simultaneously
fitting the Kepler PRF to multiple stars.
4.2.2. Flicker
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One of the many unanticipated results from Ke-
pler was an observational correlation between short
timescale photometric variability in light curves, re-
ferred to as “flicker,” and the surface gravity of the star
(Bastien et al. 2013, 2014; Kipping et al. 2014). Flicker
is an indicator of stellar granulation, the amplitude of
which is determined by the surface gravity of the star
(log g). Using data from the original Kepler mission,
Bastien et al. (2013) could measure the flicker of G-type
dwarf stars at levels of ≃ 30 ppm per 30–minute exposure
in some cases.
The increased noise in K2 data could limit the stars
on which flicker measurements are possible. If the typ-
ical precision of K2 data is roughly 30–40 ppm per six
hours, or 100–150 ppm per 30 minutes, it could be dif-
ficult to measure flicker (as presently defined) for stars
with log g & 3.5, for which Bastien et al. (2013) predict
a flicker of ≃ 100 ppm. This would effectively preclude
flicker and therefore log g measurements for dwarf stars
with K2.
Making flicker measurements from K2 data for dwarf
stars may be possible using a more specialized light curve
extraction algorithm, or by using a more extreme filtering
technique than was necessary for the pristine Kepler data
on which the flicker measurements were pioneered.
5. SUMMARY
We have developed a technique to reduce K2 data using
a “self–flat–fielding” (SFF) approach and have demon-
strated its performance on the sample of targets from the
Kepler Two–Wheel Concept Engineering Test. We find
that our technique restores the median precision of K2
data to within a factor of two of the precision of Kepler
data for stars with 10 < Kp < 15 and to within 35% the
precision of Kepler data for targets with 12 < Kp < 13.
In the best cases, the precision of K2 data approaches
that of Kepler data. The SFF approach improves raw
K2 photometry by a factor of 2-5. The SFF technique is
able to recover injected planet transits with no evidence
for distortions.
We identify a trend in the K2 data that photometric
precision depends on the location of a star on the detec-
tor. Specifically, for bright stars, photometric precision
is highest closer to the center of the K2 field of view, and
for faint stars, photometric precision is highest about 3.5
degrees from the center of the field of view. We also
investigate the noise power spectra of K2 data and find
that they are qualitatively similar to that of Kepler data,
with elevated noise levels. The SFF reduction technique
improves the quality of K2 data so that much of the sci-
ence done in the original Kepler mission can continue
into its two–wheeled extended mission.
Finally, we note that data taken while the spacecraft’s
thrusters are firing is anomalous. In future K2 data re-
leases, it could be useful to have a quality flag indicating
when thruster fires take place.
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