Abstract: The writers investigated the relative performance of three different numerical techniques available in the SEAWAT/MT3DMS code by simulating two new variable-density-flow and transport experimental data sets. The experiments were designed to represent two distinctly different variable-density configurations that involve transport of a sinking groundwater plume and a rising groundwater plume. The numerical techniques used for simulating these experiments included the method of characteristics approach (MOC), total-variationdiminishing scheme (TVD), and finite-difference scheme (FD). Both homogeneous and heterogeneous hydraulic conductivity fields were employed in the numerical simulations to explore the effects of heterogeneities. The results indicate that all three numerical methods have limitations and were not able to satisfactorily reproduce the instabilities observed in the experimental data sets. The results show the need for improving the accuracy of numerical techniques that are currently being used for solving variable-density groundwater flow problems.
Introduction
Variable-density-flow problems can be broadly classified into two categories: 1) problems involving stable-density configuration, and 2) problems involving unstable-density configuration. Stabledensity configuration problems usually involve a less-dense layer of fluid overlying a more-dense fluid layer; examples include saltwedge experiments (or analytical/numerical solutions) that consider lateral movement of salt water beneath a natural groundwater flow system (Cheng et al. 1998; Simpson and Clement 2004; Goswami and Clement 2007; Abarca and Clement 2009) , and salt-pool experiments that consider the upward movement of saltwater under pumping conditions (Oswald and Kinzelbach 2004) . Unstable-density configuration problems involve a more-dense fluid overlying a less-dense fluid; examples include sinking dense leachate plumes in freshwater aquifers (Oostrom et al. 1992; Simmons et al. 1999; Simmons et al. 2002; Hogan 2006) , rising freshwater plumes in saline aquifers (Peterson et al. 1978; Brakefield 2008) , and sinking saltwater plumes that evolve from large-scale inundation events such as tsunamis and hurricanes (Ilangasekare et al. 2006; Carlson et al. 2008) .
Numerical modeling of unstable-density configuration problems is far more challenging than stable-density configuration problems (Simpson and Clement 2003) . This is because unstabledensity configurations give rise to density-driven mixing where the onset of instabilities and their growth and decay are governed by pore-scale variations in hydraulic conductivity and concentration distributions (List 1965; Wooding et al. 1997a, b; Oostrom et al. 1992; Schincariol et al. 1994; Simmons et al. 1999) . Researchers have attempted to employ dimensionless numbers to predict the onset and magnitude of unstable plume behavior (List 1965; Oostrom et al. 1992; Wooding et al. 1997a ). However, recent experimental and theoretical studies indicate that dimensionless numbers are limited in their ability to predict temporal and spatial variations in unstable, variable-density plumes (Menand and Woods 2005; Simmons 2005; Simmons et al. 2001) . Two types of numerical approaches are available for simulating the unstable plume patterns without introducing any artificial perturbations in the flow-field or in the concentration field (Liu and Dane 1997) . The first approach exploits the randomness introduced by particletracking algorithms, such as the method of characteristics (MOC), to generate instabilities. In this article the writers refer to this as the "particle" approach. The second approach explicitly introduces small-scale heterogeneities in the hydraulic conductivity field to generate instabilities (Schincariol et al. 1997; Schincariol 1998; Simmons et al. 2001) . The writers refer to this as the "heterogeneity" approach. There are no guidelines available in the literature to evaluate the applicability of these two approaches, although the heterogeneity approach is intuitively more appropriate since it attempts to mimic the causal mechanism for unstable plume behavior. Both approaches introduce some level of perturbation continuously, whereas other alternatives, such as the initial concentration perturbation or initial flow-field perturbation methods (Liu and Dane 1997) , only introduce perturbations at the onset of a simulation.
The objective of this study is to illustrate the challenges involved in modeling unstable, density-driven flow problems using numerical models. The USGS code SEAWAT (Zheng and Wang 1999; Langevin and Guo 2006) was used to simulate two variabledensity plume experiments (a sinking plume and a rising plume). These experiments were performed to provide two simple variabledensity benchmark scenarios for comparison with modeling results. A brief summary of the challenges encountered during the modeling effort is provided. The modeling results are used to develop a qualitative understanding of the benefits and drawbacks of various solvers available within the USGS code SEAWAT, which is a commonly used numerical code for solving variable-densityflow and transport problems.
Details of Experimental Work
The laboratory setup and data analysis procedures used to perform the variable-density benchmark experiments were similar to those described by Goswami and Clement (2007) and Goswami et al. (2009) . Dimensions of the flow tank used in this study were 225 mm ðlengthÞ × 200 mm ðheightÞ × 12 mm ðwidthÞ. Constant head chambers, installed on both ends of the tank, were used to control the head gradient across the tank. Clear silica glass beads (mean diameter of 1.1 mm) were used as the porous medium. The porosity of the medium was measured using both volumetric and gravimetric methods and the mean value was found to be 0.38. The average in situ hydraulic conductivity of the porous media was calculated using Darcy flux experiments [see Goswami and Clement (2007) for details] and the mean value was found to be 11:57 mm=s with a variation of AE5%. Salt water was prepared by dissolving NaCl in water and the density was estimated to be 1:025 g=mL (salt concentration of 0:035 g=mL), as measured using American Society for Testing and Materials (ASTM) # 111H hydrometer and also by using the gravimetric method. Red food dye [Federal Food, Drug and Cosmetic (FD&C) #4] was used to color the tracer solution. Goswami and Clement (2007) performed screening studies and observed no measurable sorption of this food dye onto the glass beads at concentrations similar to those used in the experiments presented here. Additionally, the differences between diffusion coefficients for salt constituents and dye are negligible (Goswami and Clement 2007) , which allowed the dye levels to be used to indirectly assess salt concentrations. A Canon digital camera (6 MP) providing 3-channel, 8-bit data was used to record images of plume behavior during each experiment. Processed images were cropped and presented at an appropriate scale to provide visualization. Error statistics, similar to those provided by Goswami et al. (2009) , were used to access the quality of the image analysis results. These results indicate that mass balance was conserved within a 10% range for all the concentration data processed using the image analysis procedure. Further details of the image analysis process are described by Goswami et al. (2009) .
Although the flow configurations were new, the overall experimental steps used for conducting the two variable-density experiments were not substantively different from numerous other density-flow experiments previously completed in the writers' laboratory [e.g., Hogan (2006) ; Goswami and Clement (2007); Brakefield (2008) ; Goswami et al. (2009) ]. The first experiment represents a rising freshwater plume in a saltwater aquifer. This scenario can be encountered when treated wastewater is disposed via injection wells into deep saline aquifers (Merritt 1997 ). To physically model this rising plume scenario, the experimental flow tank was initially filled with salt water. A freshwater slug was injected into the lower part of the tank through a port. The experiment was conducted in the absence of ambient flow to provide optimal conditions for generating instabilities. The second experiment was designed to simulate the transport of a dense plume in a freshwater aquifer. Such transport scenarios can occur near a leaking landfill discharging dense leachate into ambient groundwater (Oostrom et al. 1992) or can occur when open dug wells (which are common in developing countries) or poorly constructed deep boreholes are inundated by seawater during catastrophic events such as tsunamis or hurricanes (Ilangasekare et al. 2006; Carlson et al. 2008) . In this sinking plume experiment, a uniform freshwater flow field was first established to represent the ambient groundwater flow condition. A saltwater slug was then injected in the upper part of the experimental flow tank. The ambient flow was adjusted (sufficiently increased) to inhibit instabilities.
Laboratory Observations from the Rising Plume Experiment
The flow tank was flushed with approximately 10 pore volumes of salt water (solution density of 1:025 g=mL, salt concentration of 0:035 g=mL) resulting in saline initial conditions. Ambient flow was avoided by setting zero head gradient across the tank. A fixed volume (5 mL) of dyed freshwater tracer (with dye concentration of 4:0 mL=L and solution density of 1:000 g=mL) was injected into the tank. The injection port was located approximately 114 mm from the left boundary and 17 mm above the bottom of the tank. The total time taken for the injection was approximately 10 s. Digital images of the freshwater plume were acquired at four different times after the injection. Both the preprocessed (raw) and processed images of the freshwater plume captured at different times are shown in Fig. 1 . The figure presents eight panels that represent the four different transport times and correspond to the preprocessed and processed images, respectively. For example, Fig As time progressed, the buoyancy forces induced by the density difference between the fresh water and salt water transported the plume upward. During this transport period, the presence of the unstable-density configuration (dense water overlying fresh water) generated instabilities at the boundary of the plume. Evolution of these instabilities can be observed in Figs. 1(b) and 1(f), which were recorded two minutes after injection. As the fresh water migrated upward, it mixed with the ambient saline water, causing the fingers to dissipate. Other researchers have observed such dissipation processes, which can help coalesce fingers and smoothen the plume front (Schincariol et al. 1994) .
Figs. 1(c) and 1(g) show the plume distribution four minutes after injection; the fingers at this time are wider and are connected to each other. The plume eventually attained a conical shape as it reached the top of the tank; this pattern can be observed in Figs 
Laboratory Observations from the Sinking Plume Experiment
The experimental tank was repacked with porous medium identical to that used in the rising plume experiment, using similar packing procedures. Colored fresh water with a density of 1:000 g=mL and a very low dye concentration of 0:5 mL=L was used to saturate the porous medium. Uniform flow conditions were established by forcing a head difference of 4 mm across the tank. Darcy flow experiments were conducted to verify the hydraulic conductivity of the porous medium; the average conductivity value was similar to the packing used in the previous experiment with a variability of AE5%. Approximately 5 mL of colored saltwater tracer (solution density of 1:025 g=mL) was injected into the tank to initiate the experiment. The injection port was located approximately 54 mm from the left boundary and 145 mm above the bottom boundary. The total time taken for injection was approximately 10 s. Similar to the rising plume experiment, digital images were recorded to analyze the transport patterns. Both preprocessed (raw) and processed images of the saltwater plume recorded at three different times are presented in Fig. 2 . The figure presents images representing different transport times that correspond to preprocessed (or original digital) and processed images, respectively. Fig. 2 (a) was recorded immediately after injection. The initial shape of the injected saltwater slug was circular. The imageprocessed concentration data show that initially the plume had a sharp mixing zone [ Fig. 2(d) ], similar to the rising plume mixing zone just after injection. As time progressed, the plume migrated downward and was also transported toward the right boundary by the ambient groundwater flow. The shape of the transported plume was elliptical, as shown in Figs. 2(b), 2(c), 2(e), and 2(f)). The onset of unstable plume behavior in this configuration (dense saltwater plume penetrating a less-dense saturated porous medium) would depend on the density contrast at the plume-groundwater interface and the flow rate of the ambient groundwater (Oostrom et al. 1992) . For the experimental conditions used here, unstable plume behavior was suppressed by using relatively high ambient flow rate. Unlike the rising plume experiment, where only a small portion of injected fresh water (blue-filled contour) reached the top boundary 
Numerical Modeling Methods
Results of the rising and sinking plume experiments are novel variable-density experimental data sets that can be used for comparing the performance of numerical models. The goal of the modeling effort was to compare the relative performance of various numerical solvers available within SEAWAT/MT3DMS and provide a qualitative assessment of their ability to simulate these experimental results. Two numerical approaches were employed, namely, the particle approach and heterogeneity approach, to simulate the experimental observations. A uniform hydraulic conductivity field (set at the average experimental value) and the MOC option available in SEAWAT were used for simulating the particle approach. The finite-difference (FD) scheme and the totalvariation-diminishing (TVD) scheme along with a lognormally distributed hydraulic conductivity field were used to generate simulation results for the heterogeneity approach. For comparison purposes, additional simulations were also completed using FD and TVD schemes using the homogeneous hydraulic conductivity field and MOC simulations with a heterogeneous hydraulic conductivity field. The numerical modeling setup used for simulating the physical experiments is summarized in Figs. 3(a) and 3(b) for the rising and sinking plumes, respectively. The two-dimensional modeling domain was 225 mm long and 180 mm high. Two cells at the upper-left and right corners of the rising plume problem were set to zero pressure [ Fig. 3(a) ]. These cells allowed fluid to freely exit the system during and after injection; a similar type of zeropressure boundary condition has been employed by Voss and Souza (1987) to simulate the Elder problem. The longitudinal dispersivity value was set to 0.1 mm and transverse dispersivity was assumed to be 1=10th of the longitudinal dispersivity. Additional model simulations were conducted by varying the dispersivity values within a range of 0.1 mm to 1 mm. Previous studies have shown that it is difficult (and in most cases, impossible) to obtain grid-converged solutions for unstable variable-density-flow problems (Simmons 2005) . In the present study, a very fine grid of dimension 1 mm (in both directions) was used for all the simulations. A similar grid size was used by Johannsen et al. (2006) while trying to match results from a three-dimensional variable-density-flow experiment.
The final grid design used was an optimal compromise between computational speed and grid-convergence level. Three stress periods were employed to simulate the following three experimental stages: (1) steady-state conditions prior to injection, (2) injection of freshwater/saltwater slug, and (3) migration of slug through the tank. Time step size was set to an initial minimum value of 0.1 s and a maximum value of 1 s. The courant number constraint was set to 0.5. The MT3DMS manual recommends the use of 16 particles per cell for two-dimensional simulations; however, the results from MOC simulations can be sensitive to the number of particles allocated per cell (Al-Maktoumi et al. 2007) . Therefore, additional simulations were also completed by varying the maximum number of particles (NPH) from 16 to 124. A base-case model was set up using measured values of solution density, hydraulic conductivity, and porosity (Table 1 ). The sensitivity of numerical results to variations in a given parameter value was analyzed by maintaining other parameters at the base-case values given in Table 1 .
Numerical Modeling Results
Results of MOC Simulations (Particle Approach) with Homogeneous Conductivity Field MOC simulation results for the rising plume experiment are presented in Figs. 4(a)-4(d) . These results show that MOC was able to generate complex fingering patterns similar to those observed in the rising plume experiment. Fig. 4(a) shows that the mixing zone between freshwater and saltwater concentrations is fairly narrow and is similar to the level of mixing observed in the imageprocessed data [ Fig. 1(e) portion of relatively fresh water (blue colored) is trapped in the core of the rising plume, whereas the numerical results were not able to reproduce this core; a small amount of fresh water is present only in the upper-outer edges of the plume. MOC simulations for the sinking plume experiment are presented in Figs. 4(e)-4(g). The simulation results show some level of fingering; however, this fingering was not observed in the experimental data. Also, the core of the simulated plume appears to be more dispersed in the numerical simulation results [ Fig. 4(g) ] compared to the experimental data [ Fig. 2(f)] .
Dispersivity values were modified in the rising and sinking plume simulations to determine whether unstable fingering could be generated in the rising plume simulations while avoiding them in the sinking plume simulations. It was observed that the rising plume simulations ceased to produce instabilities for longitudinal dispersivity values beyond 0.3 mm, whereas the sinking plume simulations produced weak instabilities at later time steps even for a relatively high dispersivity value of 0.3 mm. The effect of the number of particles (NPH) was also assessed by varying NPH from 16 to 124. It was observed that a larger number of particles yielded fingering patterns for both scenarios; however, the degree of fingering was more pronounced in the rising plume simulations.
Results of Finite-Difference Simulations with a Homogeneous Conductivity Field
Both the upstream and central finite-difference weighting options were used to simulate the experiments using a homogeneous hydraulic conductivity value. Simulation results from the central finite-difference scheme are presented in Fig. 5 and the results from the upstream scheme are provided in Fig. 6 . The central finitedifference scheme predicted the presence of a narrow mixing zone immediately after injection in both rising and sinking plume experiments. The amount of salt water in the sinking plume (colored red) present at the end of the numerical simulation was approximately the same as that observed in the experimental data [compare Fig. 5(g) and 2(f) ]. However, the central finite-difference scheme over estimated the amount of fresh water (colored blue) present within the core of the plume at the end of the rising plume experiment [compare Fig. 5(d) and 1(h) ]. Fig. 6 presents simulation results using the upstream finitedifference scheme and a homogeneous field for both the rising and sinking plume experiments. The results show that the upstream scheme predicted a large mixing zone at the beginning of both experiments [Figs. 6(a) and 6(e)]. The upstream scheme closely Fig. 1(h) and 6(d) ]. On the other hand, the upstream method could not re-create the presence of a large amount of salt water (colored red) that remained in the core of the plume at the end of the sinking plume experiment as shown in Fig. 2 (f) and as observed in Fig. 6(g) .
In general, predicted plume characteristics using either the upstream or central finite-difference schemes were similar. These differences are interpreted to be primarily caused by numerical dispersion (Woods 2004) . Unlike MOC simulations, both upstream and central finite-difference schemes failed to simulate instabilities observed in the rising plume data. The schemes also failed to reproduce the observed narrow mixing zones observed at the onset of both benchmark experiments. Also, the finite-difference results were largely insensitive to changes in dispersivity values due to the influence of numerical dispersion.
Results of TVD Simulations Using a Homogeneous Conductivity Field
TVD schemes use higher-order finite-difference approximations designed to reduce numerical dispersion effects and to track sharp mixing fronts (Zheng and Bennett 2002) . Simulation results obtained using the TVD scheme in SEAWAT are presented in Fig. 7 . ; both indicate the presence of a small mixing zone with a large finger. The TVD scheme was able to simulate unstable fingering at later time periods [Fig. 7(c) and 7(d)]; however, the fingering patterns differ from those observed in the experimental data (Fig. 1) . The major difference between TVD simulation and benchmark experimental results is the simulated pattern of the central finger, which was larger and migrated faster compared to the rising plume benchmark experimental data.
The TVD scheme closely predicted the narrow mixing zone observed at initial times in the sinking plume benchmark experiment [ Fig. 2(d) and 7(e) ]. However, the TVD scheme predicted unrealistic unstable plume behavior within the range of modeled parameters compared to experimental results.
Sensitivity analysis conducted by varying longitudinal dispersivity values yielded results similar to those of the base-case simulations in both the sinking and rising plume simulations. Increasing the value of longitudinal dispersivity to 0.4 yielded a stable sinking plume; however, a longitudinal dispersivity value less than 0.3 was needed to simulate the instabilities observed in rising plume experimental data.
Finite-Difference Simulations with a Heterogeneous Conductivity Field (Heterogeneity Approach)
The use of a heterogeneous hydraulic conductivity field is an alternate approach for simulating the fingering patterns observed in Although the experimental tank used in this study was packed with a nominally homogeneous porous medium, minor small-scale variations in the hydraulic conductivity field are difficult to eliminate. To examine the effect of these smallscale heterogeneities, it was assumed that the local variability in hydraulic conductivity can be distributed using a lognormal field having 1% variance about the average measured value.
Other variance values were also tested within the range of 0.1% to 10%. Preliminary test simulations indicated that no instabilities were generated with a variance of 0.1%, and a variance value of 10% generated instabilities with patterns similar to those generated by a 1% variance. The turning bands code TUBA (Zimmerman and Wilson 2005) was used to generate the heterogeneous conductivity field. Hydraulic conductivity fields were generated using a correlation length of 10 mm (in horizontal and vertical directions). Other correlation lengths ranging from 2 mm to 20 mm were used to generate conductivity fields; simulation results were not significantly different from those obtained using the correlation length of 10 mm. Other TUBA parameters were set at default values [the code manual (Zimmerman and Wilson 2005) should be referred to for more details].
Numerical simulation results for the central finite-difference scheme employing the heterogeneous field are presented in Fig. 8 . Results for the upstream scheme are provided in Fig. 9 . As shown in Figs. 8 and 9 (a-d), both simulation schemes generated complex fingering patterns for the rising plume experiment.
The central-difference scheme generated more complex fingering patterns than the upstream finite-difference scheme. Sinking plume simulations completed using both upstream and central-difference schemes matched well with the experimental data. Unlike the MOC and TVD results for the homogeneous case, no spurious instabilities were generated in the numerical simulations.
For both the rising and sinking plume simulations, the upstream method introduced more numerical dispersion and simulated a larger mixing zone when compared to the central-difference scheme results (evidenced by the more diluted core). Although the level of numerical dispersion is low for the central-difference scheme when compared to the upstream scheme, it cannot be completely eliminated. The effects of numerical dispersion can be reduced by using front-tracking schemes such as MOC or TVD. To further examine the effects of numerical dispersion, both TVD and MOC schemes were applied with the heterogeneous hydraulic conductivity field. Results of these simulations are not presented here because the concentration profiles (obtained using the heterogeneous field) were similar to those obtained using the homogeneous conductivity field presented in Figs. 4 and 7 for MOC and TVD, respectively. Generally, a larger number of instabilities (fingers) were observed in the simulation results obtained using a heterogeneous conductivity field. This is an expected result since heterogeneities introduce additional flow-field perturbations and therefore increase the chance for generating instabilities. Also, similar to the homogeneous field results, both MOC and TVD schemes (Fig. 4 and 7) .
Discussion of Numerical Simulation Results
A qualitative comparison of this study's modeling results indicate that none of the numerical schemes was able to simultaneously simulate the plume patterns and the degree of mixing observed in both experiments. For the homogeneous conductivity field simulations, MOC was able to closely simulate the rising plume data. However, MOC produced spurious instabilities in the sinking plume experiment for the range of parameters considered in this study (Fig. 4) . The finite-difference schemes were unsuccessful in simulating the degree of mixing in the homogeneous conductivity field, primarily due to numerical dispersion errors (Figs. 5 and 6 ). MOC and TVD (Fig. 7) were able to minimize numerical dispersion effects and simulated the presence of the sharp mixing boundary between fresh water and salt water at earlier times in both rising and sinking plumes. However, MOC and TVD results were unsatisfactory since they contained anomalies in the locations of fresh water and salt water at later time steps in both rising and sinking plume simulations.
The heterogeneity approach enabled the FD solvers to predict the generation (or absence) of instabilities in plume behavior for both rising and sinking plumes (Figs. 8 and 9 ). However, since the FD solvers suffered from numerical dispersion effects, they could not predict the observed mixing levels. Use of the TVD solver allowed the control of numerical dispersion errors, but it introduced spurious instabilities in the sinking plume predictions. Similar to the homogenous simulations, both TVD and MOC results were able to simulate the sharp mixing zones at early time steps in both rising and sinking plume simulations, but were unable to reproduce the level of mixing observed at later times.
Conclusions, Limitations, and Future Work
Three numerical techniques available in the SEAWAT/MT3DMS code (MOC,TVD, and FD) were employed to simulate two variable-density groundwater experiments involving rising and sinking transport conditions. While others have compared the performance of these transport solvers for analyzing stable, neutraldensity systems (e.g., Mehl and Hill 2001; Zheng and Bennett 2002) , as per the writers' knowledge this is the first time a rigorous analysis has been completed for problems involving unstable variable-density systems. The results show that the instabilities in the rising plume experiment can be simulated using either MOC or TVD using homogeneous hydraulic conductivity conditions, or by using the finite-difference solver with a heterogeneous hydraulic conductivity field. The sinking plume experiment can be simulated using the finite-difference method with a homogenous conductivity field, or using MOC or TVD with a homogeneous field and a higher value of dispersivity (compared to the values used in the rising . However, none of the solvers was able to satisfactorily simulate both experiments using similar model parameters.
Repeated runs of the experiments would have helped to quantify the variations in plume behavior with respect to the onset of instabilities and the degree of mixing. These expected variations are the result of local (pore-scale) variabilities in the hydraulic conductivity field and concentration distribution. Under unstable transport conditions, the pore-scale variations might trigger instabilities at different locations and times, which are difficult to reproduce exactly. Thus, repeated experimental runs of both the rising and sinking plume experiments should allow establishment of an "average" plume behavior that is independent of pore-scale variations. Therefore, future experimental efforts should include multiple repetitions with an aim to construct the average behavior of these two plumes. However, based on the writers' past experience in conducting several preliminary/screening experiments, it is unlikely that the gross transport behavior of these repetitive experiments would differ greatly from the results reported in this study (for example, the absence of unstable plume behavior in the sinking plume experiment).
The present work was limited to a two-dimensional analysis and ignores three-dimensional flow and mixing processes. Extending both laboratory and numerical modeling efforts to study variabledensity systems involving three-dimensional systems would help further understanding of the nature of variable-density flow occurring under field conditions. Future studies should also focus on using other numerical schemes and rigorous calibration procedures that might provide a better match between the numerical and experimental results. Another possibility is to test the applicability of advanced numerical formulations that could include nonfickian transport (e.g., Hassanizadeh and Leijnse 1995) . 
