Introduction
The estimation of grey-level derivatives is of great importance to the analysis of image sequences for the computation of velocity. Many methods are available in the literature for motion tracking, each with their own characteristics and limitations [7, 13, 21] . One of the main approaches to the optical flow problem is the gradient-based approach which differentiates the image intensity to compute the optical flow. Horn and Schunck [13] presented a gradient-based approach in the form of an iterative algo-rithm to find the optical flow pattern in which the derivatives of image intensity are approximated using a finite volume approach. It is one of the most powerful algorithms for optical flow computation, making the simple assumption that image brightness itself does not change during motion. By assuming that image The estimation of grey-level derivatives is of great importance to the analysis of image sequences for the computation of velocity.
Many methods are available in the literature for motion tracking, each with their own characteristics and limitations [7, 13, 21] . One of the main approaches to the optical flow problem is the gradient-based approach which differentiates the image intensity to compute the optical flow. Horn and Schunck [13] presented a gradient-based approach in the form of an iterative algorithm to find the optical flow pattern in which the derivatives of image intensity are approximated using a finite volume approach.
It is one of the most powerful algorithms for optical flow computation, making the simple assumption that image brightness itself does not change during motion. By assuming that image intensity is conserved, a gradient constraint equation may be derived; approximation of the image intensity derivatives in this equation, together with smoothness constraints, forms the basis of algorithms for the computation of the optical flow field describing the transformation of one grey-level image in a sequence to the next. The research in this paper is focused on the evaluation of the effect of presmoothing on optical flow estimation in image sequences. Here another gradient-based approach is used where finite element methods (FETBI) approximate the image intensity derivatives rather than finite volume methods. The method of [13] which uses finite volume methods (HS) is also used to evaluate presmoothing. The finite element approach has many advantages which include a rigorous mathematical formulation, speed of reconstruction, conceptual simplicity and ease of implementation via well-established finite element procedures in comparison to finite volume or finite difference techniques. A finite element approach provides the facility for adaptive partitioning of images [9] .
Motion vectors computed using various approaches are often not reliable. Spatial smoothing of the image sequence is advisable in order to improve velocity estimates in the presence of noise. That is, the application of some kind of linear operation to the images in the sequence before solving for the flow. The objectives of filtering may be to reduce the effects of noise, to isolate image structure of interest and to attenuate temporal aliasing and quantization effects in the input images. In our experiments, spatial smoothing was carried out on a selection of five sequences in both time and space. The one-dimensional Gaussian function was used to generate the masks for the smoothing in time. Images were smoothed in time and then space and vice-versa to assess which approach performed better.
The finite element algorithm is described in Section 2.
Section 3 discusses the pres-moothing of images with results shown in Section 4. Section 5 evaluates and concludes the paper.
Finite Element Formulation
Implementations based on finite difference or finite volume methods become complicated to generalise when the image intensity values are not uniformly sampled because they are based on point differences along regular co-ordinate directions. In contrast, finite element methods are ideally suited for use with variable and adaptive grids, and hence provide a framework for developing algorithms to work with non-uniformly sampled images. It has previously been shown that the algorithm of Horn and Schunck (HS) for optical flow estimation may be considered as one of a family of methods that may be derived using an inverse finite element approach (FETBI) [8] . The two-dimensional Galerkin bilinear finite element technique (FETBI) has been developed [11] . This paper looks at the issues of presmoothing images before com- 
Two-Dimensional Formulation
We are concerned with the inverse problem in which the image intensity values are known, and it is the velocity function b, or optical flow, that is unknown and is to be approximated. The image intensity at the point (x, y) in the image plane at time t is denoted by u(x, y, t) which is considered to be a member of the Hilbert image space or optical flow, that is unknown and is to be approximated.
The optical flow constraint equation is
where u x , u y , u t are the partial derivatives of the image intensity with respect to x, y and t respectively. Equa- 
Finite Element Bilinear Method (FETBI)
For the uniform bilinear technique, consider a finite element discretisation of the image domain Ω i based on a rectangular array of pixels. Nodes are placed at the pixel centres, and lines joining these form the edges of elements in the domain discretisation, as shown in Fig. 1 
is selected, where the support of φ i is restricted to a neighbourhood Ω i (the domain in which its value is non-zero).
The approximation occurs within the finite dimensional subspace S h ∈ H 1 . The image u may thus be approximately represented at time t n by a function U n ∈ S h , where U n = N j=0 U n j φ j and in which the parameters {U If the components of the optical flow are considered to be piecewise constant over each element, then the Galerkin finite element formulation
provides an approximation to the flow constraint Equa- 
The finite element Galerkin formulation with θ timestepping leads to the approximation
where the image values are weighted by θ at the old time 
and
with
The velocity is computed over element 2 (indicated by When temporal aliasing cannot be avoided, hierarchical coarse-to-fine methods provide better results [9] .
Ong and Spann [21] carried out Gaussian smoothing in time if the sequence had more than fifteen frames.
If the sequence had less than fifteen frames they used only two of these frames with Gaussian spatial smoothing. For larger motions Black and Anandan [6] used Gaussian pyramid levels of spatially filtered images. Ju et al. [14] used a four level Gauss method for smoothing.
Schunck [23] claimed that averaging frames in a sequence in time could cause problems with motion inconsistencies.
Simoncelli [24] In our experiments, spatial smoothing was carried out on a selection of five sequences in both time and space: the Rotating Rubic, the Hamburg Taxi, the Yosemite Valley, the Translating Tree and the Translating Square 1 sequence. A parameter set for convergence tolerance and α which gave satisfactory results for these sequences without spatiotemporal smoothing was chosen to carry out this analysis.
Spatial Smoothing
For smoothing in space the smoothed functionÛ i is obtained aŝ
where
with ψ j the basis function at node j with corresponding image value U j , and Gaussian smoothing function
We have chosen σ = 
where h and q denote the width and height of each element as shown in Figure 1 . The 3 × 3 masks of C ji coeffcients are normalised so that their sum equals 1.
Temporal Smoothing
The one-dimensional Gaussian function
was used to generate the masks for the smoothing in time. Rubic sequence analysis showed that a formula could be developed which was a function of the maximum velocity possible throughout the image based on prior knowledge of the image sequences [11] . The general rule was that the faster the flow, the fewer the frames that should be used in time averaging. A formula for the number of frames (N ) to be included in the smoothing calculations was de- 
where maxvel denotes the maximum velocity known to occur in the image sequence in pixels per frame and k is a parameter which was calculated on analysis of initial of the image sequence frames of the cross-section of the Gaussian to lie within one element-width of the node on which it is centred. Thus for a 95% conï£¡dence interval, the variable σ is calculated thus:
From Equation 
Errors for Performance Analysis
Synthetic image sequences are used for which the correct 2D motion fields are known, with the angular and absolute errors measures used for quantitative comparisons.
Real image sequences are also used for analysis where the displaced frame difference error is calculated and discussed [4, 11, 21] . Velocity is written as displacement per unit time; pixels/frame (pix/fr). with error values included in Table 2 . The original result Heeger [12] claimed smoothing helped overcome problems on the horizon boundary. A method by Zhang et al. [26] included presmoothing to overcome the aperture problem in the mountains and thereby achieved better results.
Experimental Results
Results are shown for the Translating Tree sequence for tolerance 0:001 and α = 100 with original (OR) and temporally smoothed (T I) images in Figure 7 and Figure 7 respectively. The error values in Table 2 Table 3 shows the corresponding displaced frame difference errors, where it can be seen that the spatially smoothed version gives very similar F ET BI results to the original results without any smoothing (OR -see Table 3 ). The temporally smoothed results shown in Figure 10 Table 3 . Improvements are recorded for both F ET BI and HS algorithms, with 10% and 9% improve- 
