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INTRODUCTION 
In an earlier paper [I] one of the present authors provided what he termed 
an LCL-function, of considerable generality, for a differential system of the 
form 
R =y, 
3 = L?cG Y)* 
By an LCL-function is meant a function V(X, y) that determines the stability 
or nonstability of an isolated equilibrium point by using well-known results 
due to Liapunov, Cetaev, and to LaSalle. In the present paper we extend 
these results to a more general system: 
* =f@, Y), 
9 = Ax* Y), 
where the origin is an isolated equilibrium point and the equation 
has the solution y = /Z(X) neighboring the origin. 
The introduction of a weight function p(x, y) in the present paper serves 
two purposes. In some situations it can increase the sensitivity of the LCL- 
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** ‘rhis will acknowledge the partial support of the author by the U.S. Army 
Research Office (Durham) under Grant DX-AR(D)-31-124-G-600. Reproduction 
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function; in others, it can be employed to enlarge known domains of asymp- 
totic stability of an isolated equilibrium point. 
1. FUNDAMENTAL P\I‘OTIONS 
In studying the stability of an isolated equilibrium point of the system 
* =f(x, Y), 
P = idx7 Y), (l-1) 
we shall assume that the functions f(x, y) and g(,v, y) are of class C’ in an 
open rectangle IV containing the origin and that the origin is the only equili- 
brium point of the system (1.1) lying in N. 
We define L to be that part of the x-axis that lies in N and we assume that 
there exists a real-valued function h(x) such that 
(i) h(x) is of class C’ in L; 
(ii) h(0) = 0; 
(iii) f [x, h(x)] = 0 fof x in L; 
(iv) [x, h(x)] E N for each x in L. 
As in an earlier paper [l, p. 3671, the system (1.1) will be called regular 
iff,(O, 0) + g,(O, 0) Z 0. 
We shall state first three lemmas that will be employed frequently in what 
follows: 
Let X,(r) = X,(x, , xs ,..., x,) (i = I, 2 ,..., n) be functions of class C’ 
in an n-dimensional neighborhood of the origin, and suppose that the dif- 
ferential system 
2 = X(x) (1.2) 
possesses an isolated equilibrium point at the origin. In Lemmas 1.1, 1.2, 
and 1.3 below we associate with the system (1.2) a real-valued scalar function 
V(x) of class C’ neighborring (0), and by I’(x) is meant the derivative of V(x) 
along trajectories of the system (1.2); that is, 
V(x) = g x, (i summed from 1 to n). 
L 
LmmA 1.1 [2, p. 581. If there exists a neighborhood w of the origin and a 
real-valued scalar function V(x) such that 
(i) V is of class C’ in w; 
(ii) V(x) > 0 for x E w - (0}, V(0) = 0; 
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(iii) V(x) < 0 for x E w; 
(iv) C = {x E w - (0) 1 v(x) = 0) d oes not contain a positive invariant 
set of the system (1.2), 
the equilibrium point at the origin is asymptotically stable. 
LEMMA 1.2 [3, p. 691. If th ere exists a bounded neighborhood w of the 
origin, a region wI C w, and a real-valued scalar function V(x) such that 
(i) I’(x) is of class C’ in w ; 
(ii) OEZwI, 8w1nZwf& 
(iii) V(x) > 0 for x E wl; V(X) = Ofor x E aw, - aW; 
(iv) V(x) > 0 for x E w,; 
(v) c = {x E w, / P(x) = O} contains no positive invariant set of the 
system (1.2), 
the equilibrium point at the origin is unstable. 
By aw is meant the boundary of w. The third lemma is the following: 
LEMMA 1.3 [3, p. 691. If there exists a neighborhood w of the origin and a 
real-valued scalar function V(x) such that 
(i) V is of class C’ in w; 
(ii) V(x) > 0 for x E w - (0}, V(0) = 0; 
(iii) V(x) > 0 for x E w; 
(iv) C = {x E w - (0) 1 v(x) = 0 d oes not contain a positive invariant 
set of the system (1. I), 
the equilibrium point at the origin is completely unstable. 
These lemmas will be particularly useful in that each V-function to be 
given for the system (1.1) will have the property that 
v[x, h(x)] = 0 (x EL), 
while the set 
C = {[x, h(x)] 1 x EL, x f 0} (1.3) 
will contain no positive invariant set of the corresponding differential system. 
To prove the latter, suppose that [x(t), y(t)] is a positive half-trajectory lying 
in h’. Clearly, y(t) = h[x(t)]. Since 
W) dt- =fW, Wt)l) = 0, 
x(t) must be a nonzero constant; hence, h[x(t)] is a constant. But this is 
impossible since the set N - (0) contains no equilibrium points of the system 
(1.1). 
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T\:e have established the following result. 
I,EMMA 1.4. The set 
C = {[a-, h(x)] 1 x EL, N :# 0) 
contains no Positive invariant set. 
2. STABILITY CRITERIA 
Let p(x, y) be of class C’ in an open rectangle M containing the origin. 
Suppose further that the curve y = h(x) belongs to M r\ N. Consider the 
function 
%, Y> = j:,,, Pb, 4>f(x, El & - j: Pk 401 g[t, WI dt, P-1) 
where (x, y) E M n N. It is readily verified that 
&4x, Y) - fb Y) 1 j:,,, [P&T 5)fb 8 + P& Of& 01 dt 
+ Pb, Y) g(x, Y) - P[G WI A% WI/ 
=f(%Y> 1 j;(,,I[P,(x, Of(X% 6) i- P(% &#%(X, 8) T CPY(? 4)&G I) 
+ P(X, Og&, 5)1) dt/ . (2.2) 
With the function V, defined as above, functions f(x, y) that satisfy one 
or the other of the following conditions play an important role in the sequel: 
fk Y) > 0 for Y > h(d> 
f (x, y) < 0 for y < h(x); 
(2.3)’ 
and 
f (XI y) -=c 0 for y > 44, 
f (x9 Y) > 0 for Y -=c 44. 
(2.3)” 
We first consider functions f(x, y) satisfying condition (2.3)‘. It will be 
useful to set 
$(x, Y) = P.&c Y)f(& Y) + P(% Y) [f&G Y) + R& Y)l + P&l Y> E(XB Y)* 
(2.4) 
The following result is fundamental. 
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LEMMA 2.1. Suppose f(~, y) sa is t f; es conditions (2.3)‘. If there exists a 
function p(x, y) such that 
(i) p is of class C’ in an open rectangle M which contains the curve y - h(x) 
for x EL; 
(ii) p(x, y) > 0 for (x, y) E M - (0) 
(iii) X,(x, y) is of one sign in the set M r\ N - ([x, h(x)], x EL}, 
the function V,, given in (2.1) is an LCL function for the system (1. I ). 
It is important to note that a function p(x, y), as given in the above lemma, 
need not vanish at the origin. 
Inasmuch as g[x, h(x)] can vanish on L only when x = 0, in proving the 
lemma we riced to consider the following possibilities: 
dx, WI < 0 (x > Q 
dx, WI > 0 (x < 0); 
(2.5)’ 
g[x, 441 > 0 (x > 0)s 
g[x, WI < 0 (x < 0); 
(2.5)” 
g[x, h(x)] > 0 for all x in L -{Oh (2.5)“’ 
g[x, h(x)] < 0 for all x in L - {O}. (2.5)“” 
We shall consider conditions (2.5)’ through (2.5)“” with 
&4x, Y) < 0 for (x, Y) E M n N [r # 441, (2.6)’ 
and (2.5)’ through (2.5)“” with 
40, Y) > 0 for (x, Y) E M n N LY f WI. (2.6)” 
Suppose first that condition (2.6)’ holds. Recali that 
and that along trajectories, 
Conditions (2.3)’ and (2.6) ’ implp that pD(x, y) < 0 for all (x, y) E M n :V, 
where y # h(x). Condition (2.3)‘ also insures that 
s 
I 
h(z) P(x, s)f (x3 5) G > 0 for (x,y)EMnK Y # h(x). 
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Thus, if g[x, h(x)] satisfies condition (2.5)‘, 
and 
v&x, h(x)] c 0. 
It follows from Lemmas 1 .I and 1.4 that the origin is asymptotically stable. 
Three cases remain: (2.5)“, (2.5)“‘, and (2.5)““. Suppose that condition 
(2.5)” holds. Let L’ be the portion of the y-axis lying in M n N. Let l a 
be a fixed positive number belonging to L’. Clearly, VJO, Q) > 0. Since V, 
is continuous, there is an interval (0, a,), with 6, > 0, such that for each 
x E (0, S,), VJx, E”) > 0. Condition (2.5)” implies that FJx, A(X)] < 0 for 
x > 0, and since h(0) = 0, we can conclude that E,, > h(x) for each x E (0,6). 
It is clear that if x is any fixed number belonging to the interval (0, S,), there 
is a number 01r(x) such that 
and 
60 > 4-4 > w (2.7)’ 
v&T %(X)1 = 0. (2.7) 
It is easily seen that, for x fixed and positive, the function VJx, y) is strictly 
increasing in y, for y > h(x). Accordingly, the number OL~(X) is unique, and 
thus there exists a function 0~~ defined on (0, 8,) such that al(x) > h(x) and 
VJX, ar(~)] = 0. By use of the implicit-function theorem, it is easily shown 
that ai(x) is of class C’ in (0, 8,). If E is small and positive, it is clear that 
E > ‘or for x small and positive. On the other hand, for x small and 
positive, / h(x) 1 < 6. 
Since 
E > 011(x) > h(x) > - E, 
we may conclude that 
lim al(x) = 0. 
x-+0+ 
A similar analysis shows that there exists a function as(z) defined and of class 
C’ in an interval (0, 6,) [S, > 0] such that 
(i) 44 > 44; 
(ii) VJx, IX~(~)] = 0; 
(iii) lim aa = 0. (2.8)’ 
x+0+ 
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Let 
and let R be the region 
6 = min[8, , S,] 
ux, Y) I 0 < x <: 6; 44 < y < %(X)1. 
Clearly, for (x, y) E R, - VJx, y] > 0, -- I’,(x, y) > 0 when y f h(x), and 
- ~Jx, h(x)] = 0. It follows from Lemmas 1.2 and 1.4 that the origin is 
unstable when (2.5)” holds. 
For the case (2.5)“‘, the preceding argument applies, and the origin is 
unstable. 
When condition (2.5)“” holds, an analogous argument for x < 0 shows 
that the origin is unstable. 
We now consider condition (2.6)“. It is not hard to see that in each of the 
cases (2.5)’ through (2.5)“” the origin is unstable. When condition (2.5)’ 
holds, V, > 0, except at the origin, and vD > 0, except along the curve 
y = h(x). Applying Lemmas 1.3 and 1.4 we have that the origin is completely 
unstable. When condition (2.5)” holds there is a function as(~) defined on an 
interval (- 6,6) such that 
(i) a(O) = 0; 
(ii) VJx, a(X)] = 0; 
(iii) OL(.~) > h(x); 
(iv) V&z, y) > 0 for x E (- 6, a), y > a(x). 
Cetaev’s theorem [2, Chap. 21 applies, and the origin is unstable. For the 
case (2.5)“‘, there are curves y = q(x) and y = as(x) defined on an interval 
(0, S), with 6 > 0, such that 
(i) q(O) = as(O) = 0; 
(ii) c+(x) > h(x) > as(x) for x E (0,6); 
(iii) V,[X, CQ(X)] = V&q as(x)] = 0; 
(iv) If 52 denotes the region between these curves, then V > 0 in the region 
MnN-Q. 
It follows from Lemmas 1.2 and 1.4 that the origin is unstable. A similar 
argument, when condition (2.5)“” holds, shows that the origin is unstable. 
The lemma is proved. 
We may summarize the preceding results in the following form. 
THEOREM 2.1. Suppose f (x, y) satisfies condition (2.3)‘, and suppose further 
that there is Q function p(x, y) that satisfies condition-s (i), (ii), and (iii) of Lem- 
ma 2.1. If h,(x, y) < 0, for y # h(x), and if 
xg[x, h(x)] < 0 (x # 01, 
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the origin is asymptotically stable. In all other cases for zchich 
4,h Y) < 0 [Y #- 441, 
the origin i.s unstable. If h,(s, y) -5 0 for y ;f h(x), the or&in is always unstable. 
COROLLARY. Suppose f (x, y) satisjes condition (2.3)’ and suppose further 
that 
f&G 4’) + g,(x, Y) [y f h(x)] 
is of one sign neighboring the origin. The origin is unstable zf 
fdx, Y) + gdx, Y) > 0 [Y +: WI. 
Further, z.f 
fz(x, Y) + gv(x, Y) -C 0 [Y f h(x)1 
and 
xg[x, h(x)] Q: 0 (x f Oh 
the origin is unstable. Finally, if 
fz@, Y> + g&9 Y> < 0 [Y f WI, 
and if 
4x, WI < 0 (x f Oh 
the equilibrium point at the origin is asymptotically stable. 
If we choose p(x, y) =z 1, the corollary is an immediate consequence of 
Theorem 2.1. 
Suppose now thatf(x, y) satisfies condition (2.3)’ [or (2.3)“]. If Eq. (1.1) 
is regular-that is, if 
f&A 0) + g&J 0) # 0, 
then for any function p(x, y) that is positive and of class C’ neighboring the 
origin, V, is an LCL function for the system (1.1). The importance of this 
observation will be seen in Section 3, below. 
We continue with the following result. 
THEOREM 2.2. Suppose that f (x, y) satisfies condition (2.3)“, and suppose 
further that there is a function p(x, y) that satisfies conditions (i), (ii), and (iii) 
of Lemma 2.1. Then the conclusions of Theorem 2.1 remain valid af the property 
xgik WI < 0 lx f 0) 
is replaced by the condition 
xg[xx, &)I > 0 b # 0). 
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The proof of Theorem 2.2 parallels that of Theorem 2.1 and is omitted. 
COROLLARY. Suppose f (x, y) satisfies condition (2.3)” and suppose further 
that 
fzh Y) + gl/GG Y) [Y f h(x)1 
is of one sign neighboring the origin. The origin is unstable if 
Further, ;f 
and 
f&~ Y) + g&i Y) > 0 
f&P Y) +&(x3 Y) < 0 
xgb, h(x)1 I+ 0 
the origin is unstable. Finally, if 
f&7 Y) + g&Y Y) < 0 
and 
[Y f WI. 
[Y f 441 
(x # Oh 
[Y f WI, 
(x # 0) 
neighboring the origin, the equilibrium point at the origin is asymptotically stable. 
If we choose p(x, y) = 1, the corollary is an immediate consequence of 
Theorem 2.2. 
Note that for p(x, y) = 1 and f(x, y) =y, the function (2.1) becomes the 
function given by Leighton [I, p. 3681 for the second-order system 
k =y, 
3 = &9 Y)* (2.9) 
Note further that if p(x, y) E 1, the function (2.1) need not be an LCL-func- 
t ion for the system (2.9). As an example, consider the system 
(2.9)’ 
For this example gy(x, y) assumes both positive and negative values in 
every neighborhood of the origin, and the choice p(x, y) = 1 permits no 
conclusion concerning stability of the equilibrium point at the origin [see 1, 
p. 3731. 
If, however, we choose p(x, y) = x2 + 1, it is readily verified that 
&(x, Y) = - y2(x2 + 1). 
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In this case, h(x) -7 0 and x~[x, h(x)] -- -- 9. Theorem 2.1 applies, and the 
origin is asymptotically stable. 
As an application of the corollary to l’heorem 2.1, consider the system 
Here, 
.+ =I ,a _ $, 
Jj .= .- y5 - .&3. 
h(x) = x, 
fs -; g,, - 3x’ - 51’4, 
x&x, h(x)] = - xH - x4. 
It follows that the origin is asymptotically stable. 
We remark in passing that in the above examples, the characteristic roots 
of the associated linearizations arc all zero, so that in such situations the 
stability of the origin cannot be detected by using the equations of variation 
and perturbation theory. 
It is clear from the foregoing analysis that if &(E, y) < 0 for an appropriate 
function p(z, y), and if P’Jx, y) is positive definite, the origin is stable. We 
thus have the following result. 
THEOREM 2.3. Suppose that there exists a function p(x, y) such that nkgh- 
boring the ortgin 
(i) p is of class C’; 
(4 P(x, A > 0 b-9 Y) # (0, 0); 
(iii) h,(x, y) < 0. 
Iff(x, y) satisfies condition (2.3)‘, and, if 
4x, 441 < 0 (x f 01, 
the origin is stable. Similarly, iff (x, y) satisjies condition (2.3)” and if 
xg[x, h(x)] > 0 (x f O>, 
the origin is stable. 
EXAMPLE. Let d(x) be a function which is of class C’ neighboring the 
origin, and suppose that locally 
x4(x) < 0 (x # 0). 
Consider the system 
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where 
and a is strictly positive and of class C’ neighboring the origin. If we letp = (x, 
it is readily verified that 01~ I 0. It follows that the origin is a stable center. 
It is possible that the function f(.~, y) may fail to satisfy condition (2.3)’ 
[condition (2.3)“]. In this case, it may be impossible to determine stability 
using the methods given above. There are, however, isolated cases in which 
the instability of the origin may be determined. We combine a few of these 
cases into the following theorem. 
THEOREM 2.4. Suppose there exists a function p(x, y) such that neighboring 
the origin 
(i) P(X, y) is of class C’; 
(ii) P(x, Y) > 0 [(x3 Y) f (0, OH; 
(iii> 4,(x, Y) < 0 [Y # &)I. 
If condition (2.3)’ holds for x > 0, and if 
Ax, WI > 0 (x > 01, 
the origin is unstable. Similarly, if condition (2.3)” holds for x > 0, and ;f 
dxv WI < 0 (x > 01, 
the origin is unstable. Finally, the origin is unstable if condition (2.3)” holds for 
x < 0 and 
g[x, h(x)] > 0 (x < 0). 
The proof of the theorem follows at once from the proof of Lemma 2.1. 
The following example will illustrate Theorem 2.4. Consider the system 
2 =y[y2 + xl, 
+-; -p+9. 
A little computation shows that the origin is an isolated equilibrium point. 
Note that condition (2.3)’ holds for x > 0 and that 
g[x, h(x)] > 0 (x > 01, 
656 ANDIXSON AND LEIGHTON 
where h(x) = 0. If we let p(x, y) = 1, then 
A&, y) =. - 3,s. 
It follows from ‘Theorem 2.4 that the origin is unstab1e.J 
3. REGIONS OF ASYMPTOTIC STABILITY 
We now turn our attention to estimates of regions of asymptotic stability 
for an isolated equilibrium point of the system (1 .I). Henceforth, we shall 
assume that N = R2 and that the origin is a locally isolated equilibrium point 
in N. 
It should be noted in passing that iff(x, y) satisfies condition (2.3)’ [con- 
dition (2.3)“], the set of equilibrium points of the system (1.1) is the set 
{[x, h(x)] i g[x, h(x)] = 01. 
We state the following lemma, 
LEMMA 3.1. Suppose that f(x, y) satisfes condition (2.3)’ and that the 
function g[x, h(x)] vanishes for some number x; < 0. Let x0 denote the largest 
negative zero of g[x, h(x)], and let p(x, y) be of class C’ in R2 and positive in 
R2 - (0). If c,, is a positive number for which 
co r:r j-:o~[6 W)l gE, WY dt, (3.1) 
the set 
J7&, Y> = co (x z x0) (3.2) 
is a closed curve bounding an open region containing the orzkin, if the following 
conditions hold : 
(i) xg[x, h(x)] < 0 for 0 < I x I < E; 
(ii) g[x, h(x)] < 0 for x > 0; 
(iii) - 1: PE, WI g[5, WI dt = + 03; 
(iv) ~:“I-+, 6) f (x, 6) dE = - /r,~(x, W(x, C) d5 = + WfMx > XO. 
1 The referee has pointed out that if A,(%, y) = 0, p(x, y) is an integrating factor 
for the system (1.1) and V(x, y) is an integral of it. An interesting construction of a 
Liapunov function that exploits the integrating factor is given in [4]. 
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Further, if0 < cl < c,, , the curve 
VD(%Y) = Cl (x a x0) 
is a closed curve which bounds an open region containing the origin and lies inside 
the curve (3.2), and if (x,, , yc,) lies inside the curve (3.2), VD(xO , yO) < c. 
To prove the lemma, we first show that the curve (3.2) is a closed curve 
bounding an open region containing the origin. From (3.1) and (iii) we have 
that there is a unique positive number xs such that 
In the interval (x1 , xs) it is clear that V&x, 0) < co . Further, if x is any fixed 
number on this interval, we can conclude from condition (iv) that there are 
numbers czl(x) > h(x) and ma(~) < h(x) such that 
V&9 441 = Vp[x, 44 = co ’
Note that for x’ fixed, the function 
G(Y) = ,:,,, PW9 Of(x’a 5) df Y > 44 
is strictly increasing in y. Accordingly, the number olr(x) is unique among the 
set of numbers greater than h(x). Thus, there is a function 0~~ defined on the 
interval (x1 , xa) such that 
V&s 441 = co 
and q(x) > h(x). If we let 
F(x, Y) = lia(x, Y) - c 
it is easily seen that 
z > 0 fOf [xx, y]= [x, q(x)]. 
It follows that al(x) is a differentiable function. Similarly, there is a dif- 
ferentiable function as(x) defined on the interval (x1 , xs) such that 
44 -=c 44 
and 
V&s %(a = co -
We shall next show that 
F+g 64 = W,). (34 
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Suppose the contrary, and assume first that h(xs) < 0. There is then a 
sequence {x~} in (x1 , x2) and a number E > 0 such that 
cbl(xn) > - E > /2(x,). 
We may suppose without loss of generality that -- E > h(x,J for all n. Then 
Clearly, 
However, from (3.3)‘, we have that 
From this contradiction, we have that limz+r, al(x) = h(x,). A similar analysis 
shows that 
(3.3)” 
when h(x,) 3 0. Finally, an analogous argument shows that 
bz cdl(X) = h(x,). 
1 
In the same fashion we can prove the existence of a unique differentiable 
function as(x) such that 
~D[XB 441 = co and 44 < 44 lx E 6% 9 %)I- 
Further, 
?‘F as(x) = h(x,) and 1 
tz a&) = /2(x,). 
I 
Since h(0) = 0, the closed curve 
~%A% r> = co (x a x0) 
bounds an open region containing the origin. 
From the above analysis it is clear that if 0 < c < co, the curve 
vp’p(x, Y) = c (x 2 x0) (3.4) 
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is a closed curve which bounds an open region containing the origin. Clearly, 
the curve (3.4) cannot meet the curve (3.2). Further, if y,, is the positive 
y-intercept of the curve (3.2), and ify, is the positivey-intercept of the curve 
(3.4), it follows from condition (2.3)’ that y,, > yi . Thus, the curve (3.4) 
lies wholly within the region hounded by the curve (3.2). 
We shall now show that if (x0 , yU) is a point that lies in the open region 
bounded by the curve (3.2), then V,(r, , yJ <. cc, . If this were not the case, 
there would then be a point (xb , yh) lying in the open region bounded by the 
curve (3.2) such that V,,(xA , yJ > c. Accordingly, the function VJx, y) 
assumes a maximum in this region. Thus, there is a nonzero solution (x1 , yi) 
of the simultaneous equations 
av, _ - - 0 
2X 
(x > x0), 
Inasmuch as 
ali, _ - - 0. 
2Y 
av 
2 = P(X, YMX, Y), 2Y 
(3.4)’ 
we may conclude that y1 = h(x,). However, 
av, 
2.~ rrddxl)l = - g[x1 94dl Ph 44 
(3.4)” 
Since x1 > x0 , the latter expression is not zero. From this contradiction, we 
may infer that V,(x, , yO) < c,, [cf. 51. 
The proof of the lemma is complete. 
Lemma 3.1 provides a basis for the discussion of regions of asymptotic 
stability of the origin of a system (1 .I) when the system may have more than 
one equilibrium point. This will be illustrated by a consideration of an 
example due to La Salle and Lefschetz [2, p. 621. Consider the differential 
system 
k =y, 
3 = - ay - 26x - 3x2 (a, b positice constants). 
(3.5) 
The equilibrium points of the system (3.5) are the points (0,O) and 
(- (B/3), 0). If we choosep(x, y) E 1, it is easily verified that X9(x, y) = - a. 
It follows that the closed curve 
V&, y) = $ 
-2813 
+ bX2 + xs = 4b3 
0 
(2M + 38) a5 = 27 
26 
x > - 7 
(3.5)’ 
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bounds a region of asymptotic stability of the origin. [See 1, p. 373 and 6, 
P- 7.1 
If we put Y(X, y) :. x2 -+ 1, one may verify that the hypotheses of Lemma 
3.1 are satisfied and, hence, that the closed curve 
bounds a region of asymptotic stability, if the region bounded by this curve 
belongs to the set 
{(x9 Y> iWY) < 0 for y # 01. 
An easy computation shows that 
A&, y) = 2yx - a[x” + 11. 
Clearly, h,(O, y) < 0 for all y. Thus, h&x, y) < 0 whenever 
x3 + 1 
Y<--jy f OY x>o 
a(x3 y- I) 
Y’ 2x fm x < 0. 
Since 
4x3+ ‘& 
2x ’ @ > 0) 
and 
it follows that hr(x, y) < 0 in the set 
s ={(xlY) I --a <y <a}. 
Note that for the curve 
8bj 463 
WX,Yb=~f~ 1 3 ’ ( 
x,-JL 
1 




405 + 27 ) ’ (3.6) 
the curve (3.5)” bounds a region of asymptotic stability of the origin. 
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We shall now show that the region bounded by the curve (3.5)” wholly 
contains the region bounded by the curve (3.5)‘. To that end, let x be fixed 





,X’-- * ) 
Observe that 
v&t, y) = $ ($4 + 1) + 7 + y ‘- bx -k 2, 
so that 
bx” 3.9 
- b$ _ cx3 _ - _ - 
2 5 1 
- 
( 
= - bx2 + 9) . 
27 
A little computation shows that 
,2= 4 
Y12 - 3” 
(x+fbj2(9++) 
3- x2 + 1 1 . 
Since, for all x, 
x2-+65+ -g>o, 
it follows that yr2 - yO* > 0, since x + (2b/3) > 0; thus, the region bounded 
by the curve (3.5)’ lies wholly in the region bounded by the curve (3.5)“. 
If condition (3.6) holds, we may conclude that the curve (3.5)” bounds a 
larger region of asymptotic stability than dots the curve (3.5)‘. 
Suppose now that the functions f(x, y), g[x, h(x)] and p(x, y) satisfy the 
hypotheses of Lemma 3.1, including conditions (i) through (iv). Suppose 
further that h,(x, y) < 0 neighboring the origin, and that the closed curve 
and its interior belong to the set &(x, y) < 0 (here, x0 is the largest negative 
zero of g[x, h(x)]). Clearly, the curve (3.7) bounds a region of asymptotic 
stability of the equilibrium point at the origin of the system (1.1). 
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It is not hard to set that the set 
v&f, y) < Cl (x 2 x,,) 
is not necessarily a region of asymptotic stability of the origin, if 
,.o 
This suggests that a reasonable approach to improving the estimate (3.7) 
is to seek an appropriate function Y(X, y) such that the curves 
FT(X, y) = c (c small and positice) 
determine a region of asymptotic stability different from (3.7). Then, the 
union of these regions will improve both estimates. 
We shall exhibit a function r(r, y) with the property that the curve 
I’r(x,Y) = j” r[t, WI d& h(t)1 df = c (x > x0) 
x0 
bounds a region of asymptotic stability of the origin and such that the curve 
V, = c is not wholly contained in the region bounded bp the curve (3.7). 
To that end, set 
y(x, y, 4 = p(x, Y) + 6X2, (E > 0). 
Let S be a closed curve that contains but does not meet the curve (3.7), and 
let 5’ and its interior belong to the set h,(x, y) c 0. Consider the curves 
L-&-G Y,l 1 = lo G, 40,d gk?, WI dt (x 3 x,,). (3.7)’ 
- +I 
We see that the curves (3.7)’ are the curves 
v&y, 4 = c,, + E To 5*gK W)l dt (x 2 X”). (3.7)” 
- 2”” 
It follows from Lemma 1.3 that for each e > 0, the curve (3.8)” is a closed 
curve that bounds a region containing the origin. Further, for E sufficiently 
small and positive, the curves (3.8)” must lie in the interior of S. If this were 
not the case, there would be a sequence (5 , yJ belonging to S such that 
v,(x, , yn) =- co + ; j” PA+!, &VI dE 
ru 
and X~ > x0 . Since S is compact, there is a subsequence of (x, , y,J that 
converges to a point (x1 , yr) in S, where xi > x0 . We may suppose that 
@?I 3 m> + 6% Y A)* (3.8) 
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Clearly, 
and 
Since the curve (3.7) does not meet S, we may conclude that the curves 
(3.7)” lie inside S for E positive and sufficiently small. 
An easy computation shows that 
4(x, Y> = w% Y> + 4@4G Y) + ef&I Y) + x2&4(x, Y)l* 
Since the closed curve S and the region bounded by S form a compact set S’, 
and since A, < 0 in S’, one can choose an E > 0 such that X,(x, y) < 0 in S’. 
We have thus shown that for E positive and sufficiently small, the curves 
(3.7)” bound a region of asymptotic stability of the origin. Let co be such a 
number. The positive y-intercept y. of the curve 
must satisfy the equation 
jrP& O)f(& 0) d5 = cO f EO j” tzg[& h(t)] 45, 
80 
and the positive y-intercept yI of the curve (3.7) must satisfy the equation 
(3.9)’ 
Then, y. > y1 . Thus, the region bounded by the curve (3.9) is not wholly 
contained in the region bounded by the curve (3.7). 
We remark in passing that a similar analysis can be performed when 
g[x, h(x)] is not restricted to having nonpositive zeros. 
The preceding underlines the propriety of stating the following result. 
THEOREM 3.1. Let f(x, y), g(x, y) and p(x, y) satisfy the hypotheses of 
Lemma 3.1, including conditions (i) through (iv), and let x0 be the largest negative 
zero of g[x, h(x)]. The closed curve 
v&, Y) = j” ~15, WI g[5‘, WI d5 (x 2 x0) %l 
does not bound the region of asymptotic stability of the origin ?f the system (l.l), 
;f this curve and its interior belong to the set X,(x, y) < 0. 
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