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ABSTRACT
Strong coupling between a quantum system and its many-body environment is becoming
an increasingly important topic for many branches of physics. Numerous systems of ex-
perimental and technological relevance demonstrate strong system-environment coupling,
leading to complex dynamical behaviour. This thesis is concerned with two particular ex-
amples of such systems, namely quantum dots (QDs) and excitonic energy transfer (EET)
in molecular systems.
Traditional quantum optics treatments are often insu cient to describe the transient,
steady state, and optical properties of QDs due to system-environment correlations. In
contrast, we present a modified theory of quantum optics capable of capturing the influ-
ence of a thermal environment on the behaviour of QDs. Using this framework we demon-
strate a striking departure of the emission spectra and photon measurement statistics of
a classically driven QD when compared to an analogous atomic system. Furthermore, in
contradiction to accepted notions of decoherence and dissipation, we show that the in-
teraction between a QD and its thermal environment induces non-classical light-matter
correlations in an otherwise semi-classical regime of cavity quantum electrodynamics.
Away from QDs, we develop the reaction coordinate (RC) formalism to describe the
dynamics of a system coupled to a low frequency environment — a regime important to
EET systems. We do so by identifying and incorporating important environmental degrees
of freedom into an enlarged system Hamiltonian. Uniquely, this approach gives insight
directly into the dynamical evolution of the environment and correlations accumulated
between the system and environment. Furthermore, it is demonstrated that these corre-
lations persist into the steady state, generating non-canonical equilibrium states of the
system and environment.
We then apply the RC model to describe EET in a molecular dimer, highlighting
the e ect that under- and over-damped environments have on the excitation dynamics.
In doing so, we show interactions between the dimer and a structured environment can
significantly enhance the energy transfer rate.
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CHAPTER 1
INTRODUCTION AND OVERVIEW
In the context of open quantum systems, the interaction between a system and its envi-
ronment is often suggestive of a loss of quantum coherence, entanglement, and excitation,
eventually leading to the emergence of classical behaviour. However, there are a number
of situations where this notion is incomplete, and in some cases entirely incorrect. For
example, when the memory time of an environment is of the same order as the dynamical
timescales of the system, revivals of coherent dynamics may occur, e ectively restoring
quantum mechanical behaviour of the system.
This leads to a number of important considerations when studying open quantum
systems. For instance, the correlations shared between a system and its external environ-
ment can have unexpected e ects on the energy transfer dynamics in molecular systems –
a topical example being the generation of long-lived excitonic coherence in photosynthetic
systems. In the field of quantum computation, environmental influences beyond simple
decoherence can have dramatic e ects on the viability of quantum information processing
schemes, as well as the functionality of components in larger devices.
The present thesis will investigate the role of quantum dissipation beyond simple open
quantum systems techniques. By constructing formalism valid outside the weak system-
environment coupling regime, insights into the dynamical e ects of system-environment
correlations are developed, and ultimately applied to a number of experimentally relevant
systems. A persistent theme throughout this work is that for many cases of practical
importance a detailed quantum mechanical description of the environment is essential to
accurately describe the behaviour of the system under consideration. This often leads to
counter-intuitive, and in some cases surprising, consequences of the interaction between a
system and its environment.
In the first part of this thesis, the e ect of phonons on the optical properties of quantum
dots (QDs), and more generally solid-state photonic structures, is investigated. The solid-
state nature of QDs inherently causes strong coupling between the excitonic degrees of
freedom of the QD and the vibrational lattice of the host material. This has significant
e ects on both the excitation dynamics and resultant emission properties of the device. In
particular, it is demonstrated that despite regular use in the literature the pure dephasing
model is insu cient to describe the transient, steady state, and optical properties of driven
solid-state photonic devices.
In contrast, through this investigation, a modified theory of quantum optics is pre-
12
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sented, capable of capturing system-phonon interactions in a broad range of contexts and
parameter regimes. This theory is used to analyse the emission spectra and corresponding
photon statistics of a classically driven QD, demonstrating significant deviations from the
analogous atomic case.
Subsequently, we generalise the above formalism to analyse the e ect of phonons on the
emission properties of a QD coupled to an optical cavity. Here it is shown that phonons
induce quantum light-matter correlations in otherwise semi-classical regimes of cavity
quantum electrodynamics (QED). This not only challenges the traditional notion that in-
teractions between a system and its thermal environment manifest classical behaviour, but
also further highlights the need for a full microscopic treatment of the phonon environment
in these systems.
The second half of the thesis focuses on the development of a formalism to describe
the dynamics of a quantum system interacting with an environment with a long memory
time. This is an extremely computationally challenging regime with long environmental
correlation times generating significant system-environment correlations. The so-called
reaction coordinate formalism provides a powerful and intuitive formalism for describing
such systems, and uniquely, gives a method to probe the dynamical evolution of the
environment and the correlations generated between the system and environment, without
incurring excessive computational overheads.
Though interesting in its own right, this regime is also of immense practical impor-
tance, specifically to the description of electron transfer in biological systems. There is a
growing body of evidence to suggest that the interplay between the excitonic degrees of
freedom and the vibrational modes of pigment-protein complexes of photosynthetic sys-
tems lead to long-lived vibronic coherences, and potentially the fast and e cient energy
transfer observed in these systems. The reaction coordinate formalism o ers a powerful
and intuitive method for describing excitonic energy transfer, providing the opportunity
to gain physical insight into the dynamical behaviour of such systems without resorting
to hefty numerical simulations.
CHAPTER 2
BASIC CONCEPTS IN OPEN QUANTUM
SYSTEMS
2.1 The density matrix formalism
In this chapter we shall lay down the mathematical foundations for the subsequent chap-
ters. We shall start with the density matrix formulation of quantum mechanics, an essen-
tial component for the description of open quantum system.
2.1.1 Introducing the density matrix
According to the postulates of quantum mechanics, any state of an isolated physical system
can be fully described by its state vector |ÂÍ, with its time evolution governed by the
Schro¨dinger equation [1]
i
ˆ|ÂÍ
ˆt
= H|ÂÍ, (2.1)
whereH is the Hamiltonian of the system, and we have set ~ = 1 for brevity throughout the
thesis. This provides a full description of the dynamical evolution of any closed quantum
system, that is, a quantum system isolated from its external environment. However, many
systems of practical importance are inevitably influenced by an external environment,
introducing classical uncertainty into the reduced state of the so-called open quantum
system [2]. In this situation the state-vector formalism becomes insu cient to describe
such systems.
To illustrate this, consider a situation in which an experimentalist is able to generate,
with probability p, the state |Â1Í and with 1≠ p the state |Â2Í, where these states may be
non-orthogonal. Using these states, the experimentalist wishes to obtain the expectation
value of the observable Oˆ. After many measurements, the expectation value of Oˆ is given
by the average of the two possible preparations,
ÈOˆÍ = pÈÂ1|Oˆ|Â1Í+ (1≠ p)ÈÂ2|Oˆ|Â2Í. (2.2)
A natural question is then, can we construct a theoretical framework to capture the e ects
of classical uncertainty, and thus recover the measurement statistics described above?
Naively one might try to formulate the problem by way of the state vector formalism,
14
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defining the state | Í = N≠1 (p|Â1Í+ (1≠ p)|Â2Í), where the state is normalised by N 2 =
1≠2p(1≠p) (1≠Re [ÈÂ1|Â2Í]). It can be quickly seen that this approach does not produce
the required measurement statistics, instead yielding
È |Oˆ| Í = p2ÈÂ1|Oˆ|Â1Í+ (1≠ p)2ÈÂ2|Oˆ|Â2Í+ 2p(1≠ p)
1
ÈÂ1|Oˆ|Â2Í+ ÈÂ2|Oˆ|Â1Í
2
, (2.3)
The discrepancies with Eq. 2.2 occur as the state | Í does not describe a statistical mixture
of the two states |Â1Í and |Â2Í, but rather a quantum superposition between them.
In order to describe the e ect of classical mixing, we make use of the fact that the trace
of a number is still a number, and the cyclic invariance property of the trace, in Eq. 2.2:
ÈOˆÍ =p tr(ÈÂ1|Oˆ|Â1Í) + (1≠ p) tr(ÈÂ2|Oˆ|Â2Í),
=p tr(Oˆ|Â1ÍÈÂ1|) + (1≠ p) tr(Oˆ|Â2ÍÈÂ2|),
=tr
1
Oˆﬂ
2
,
(2.4)
where we have defined a new quantum object, the so-called density matrix, ﬂ = p|Â1ÍÈÂ1|+
(1≠ p)|Â2ÍÈÂ2|.
2.1.2 Properties of the density matrix
We can naturally generalise the density matrix, or equivalently the density operator, to
describe any statistical ensemble of states. Consider the set of states {|ÂiÍ}ni=1, each of
which occurs with probability pi. The density matrix is thus
ﬂ =
nÿ
i=1
pi|ÂiÍÈÂi|, (2.5)
if p1 = 1 and pn = 0 for all other n, then we call this state a pure state, otherwise a mixed
state. From Eq. 2.5 we see that the density matrix has the general properties:
Properties of the density operator:
• The density matrix is a Hermitian operator: ﬂ† = ﬂ
• The density matrix is normalised: tr(ﬂ) = nq
i=1
pi = 1
• Positive: the eigenvalues of ﬂ are probabilities and therefore positive or null.
Other important properties of the density operator include:
• The expectation value of an observable Oˆ is given by tr(Oˆﬂ) = nq
i=1
piÈÂi|Oˆ|ÂiÍ
• The purity of a state is given by P [ﬂ] = tr(ﬂ2).
- For a pure state: P [|ÂÍÈÂ|] = tr(|ÂÍÈÂ|) = 1
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- For a mixed state: P [ﬂ] < 1
- Maximally mixed state: a state is said to be maximally mixed if P [ﬂ] = 1N
where N is the dimension of the system
2.1.3 Time evolution of the density matrix
Schro¨dinger picture
To describe the time evolution of the density matrix, consider the formal solution of the
Schro¨dinger equation
|Â(t)Í = U(t, t0)|Â(t0)Í, (2.6)
where U(t, t0) = exp (≠iH(t≠ t0)) for a time-independent Hamiltonian. Thus the time
evolution of the density matrix for this state is given by ﬂ(t) = U(t, t0)|Â(t0)ÍÈÂ(t0)|U†(t, t0).
Di erentiating this yields the von Neumann equation
ˆﬂ(t)
ˆt
= ≠i [H, ﬂ(t)] . (2.7)
This is often referred to as the Schro¨dinger picture, in which the time evolution of the
system is encoded within the density matirx, while the operators of observable remain
time-independent. Alternatively, we may also formulate quantum mechanics with the
time-dependence in the system operators, as in the Heisenberg picture, or a combination
of the two, as in the Interaction picture.
Heisenberg picture
To define the Heisenberg picture, consider the time evolution of the expectation value of
an observable Oˆ, that is,e
Oˆ(t)
f
= tr
Ó
Oˆﬂ(t)
Ô
= tr
Ó
OˆU(t, t0)ﬂ(t0)U†(t, t0)
Ô
= tr
Ó
Oˆ(t)ﬂ(t0)
Ô
, (2.8)
where we have used the cyclic invariance of the trace, and defined the operator in the
Heisenberg picture as Oˆ(t) = U†(t, t0)Oˆ(t0)U(t, t0). In this picture, the state ﬂ(t0) is time-
independent and is specified by the initial condition in the Schro¨dinger picture, where the
Heisenberg and Schro¨dinger pictures coincide, the time evolution is then transferred to
the Heisenberg operator, Oˆ(t). We can obtain an equation of motion for this operator by
di erentiating with respect to time, giving the Heisenberg equation
ˆOˆ(t)
ˆt
= i[H, Oˆ(t)] + U†(t)
A
ˆOˆ
ˆt
B
U(t), (2.9)
If the Schro¨dinger picture operator Oˆ has no explicit time-dependence, then the derivative
on the right hand side of Eq. (2.9) is zero.
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Interaction picture
In many scenarios, both the Schro¨dinger and Heisenberg equations are challenging to solve
analytically, as such we are often required to resort to perturbative treatments to find the
time evolution of the system. This is often most easily formulated in the interaction
picture.
Here, the system Hamiltonian is split into two parts H = H0 +HI , where H0 is often
straightforward to solve either analytically or numerically, while HI contains terms that
make the solution non-trivial, such as an interaction between a system and its many-body
environment. We then define the interaction picture density operator as
ﬂ˜(t) = U†0(t, t0)ﬂ(t)U0(t, t0), (2.10)
where U0(t, t0) = exp (≠iH0(t≠ t0)). Di erentiating this state then gives
ˆﬂ˜(t)
ˆt
= i [H0, ﬂ˜(t)]≠ iU†0(t, t0) [H, ﬂ(t)]U0(t, t0). (2.11)
Since U†0(t, t0)H0U0(t, t0) = H0, and defining HI(t) = U†0(t, t0)HIU0(t, t0), we can write
the von-Neumann equation in the interaction picture as
ˆﬂ˜(t)
ˆt
= ≠i [HI(t), ﬂ˜(t)] . (2.12)
2.1.4 Composite systems
Central to much of the work in this thesis is the behaviour of composite quantum sys-
tems, that is, the dynamics of two or more interacting quantum systems. This often leads
to the generation of non-local correlations between the sub-systems that cannot be de-
scribed classically, referred to as quantum entanglement [3]. In this section we outline
how composite quantum systems may be described in quantum mechanics.
Consider two non-interacting quantum systems A and B, each in the pure state |ÂAÍ œ
HA and |ÂBÍ œ HB. The composite system may then be written as
| Í = |ÂAÍ ¢ |ÂBÍ œ HA ¢HB, (2.13)
where ¢ denotes the tensor product between the two spaces. Naturally, the density matrix
may be written as ﬂAB = | ÍÈ | = |ÂAÍÈÂA| ¢ |ÂBÍÈÂB|. This is often referred to as a
product state, where both subsystems are una ected by the other and the state may be
separated into the appropriate subspaces.
Not every state may be written in this separable form, e.g when systems A and B
interact. Instead we may decompose the state as
| Í =ÿ
i,j
ai,j |iA, jBÍ, (2.14)
where |iA, jBÍ = |iAÍ ¢ |jBÍ and |iAÍ (|iBÍ) is an orthonormal basis for system A (B). In
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the density matrix picture we may write ﬂAB =
q
i,j
q
kl
ﬂij;kl|iA, jBÍÈkA, lB|, where ﬂij;kl =
ÈiA, jB| ÍÈ |kA, lBÍ. When the coe cients ai,j cannot be written as a(A)i a(B)j the state is
said to be inseparable, or entangled.
We can consider the state of only subsystems A, that is the reduced state, by taking a
partial trace over the subsystem B, that is,
ﬂA = trB ﬂAB =
ÿ
i,k
ÿ
jl
ﬂij;klÈlB|jBÍ|iAÍÈkA| =
ÿ
i,k
ÿ
j
ﬂij;kj |iAÍÈkA|. (2.15)
If systems A and B are entangled, then the reduced state ﬂA is now mixed. To demonstrate
this, consider the Bell state |Â+Í = 1Ô2 (|01Í+ |10Í) œ HA¢HB [1], whose density operator
is given by
ﬂ = |Â+ÍÈÂ+| = 12 (|01ÍÈ01|+ |01ÍÈ10|+ |10ÍÈ01|+ |10ÍÈ10|) . (2.16)
Taking a partial trace over subsystem B then gives ﬂA = 12(|0ÍÈ0| + |1ÍÈ1|), which has
purity P [ﬂA] = 1/2, and is therefore maximally mixed. We call any entangled pure state
maximally entangled if the reduced state for the subsystem is maximally mixed.
Mixed states also exhibit entanglement and non-local correlations, with the density
operator given by ﬂ = q
i
pi|ÏiÍÈÏi|, where |ÏiÍ œ HA ¢ HB, and pi is the probability of
preparing the state |ÏiÍ. A separable state then naturally generalises to mixed states as
ﬂ =
ÿ
i
pi|ÂAi ÍÈÂAi |¢ |ÂBi ÍÈÂBi | =
ÿ
i
piﬂ
A
i ¢ ﬂBi , (2.17)
where ﬂAi œ HA and ﬂBi œ HB.
2.2 The master equation formalism
HS
HBHI
Figure 2.1: Pictorial representation of a quantum system coupled to an external environ-
ment.
Describing a quantum system interacting with a many-body environment is a chal-
lenging theoretical endeavour, with very few examples of exactly solvable systems [2, 4].
In the following we shall outline the master equation formalism, a powerful and intuitive
technique for describing open quantum systems. Here, environmental degrees of freedom
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are not tracked explicitly, but rather we consider only their influence on the behaviour of
the system of interest.
To derive the master equation description for a given open system we consider a Hamil-
tonianH, which acts on the composite spaceHS¢HB, whereHS is the Hilbert space of the
system and HB its environment, as demonstrated pictorially in Fig 2.1. This Hamiltonian
can then be decomposed as H = HS +HB +HI , where the HS œ HS and HB œ HB are
Hamiltonians describing the free evolution of the system and environment, respectively,
and HI œ HS ¢HB is the interaction Hamiltonian for the system and environment.
2.2.1 Projection operator techniques and the quantum master equation
To derive the master equation we shall make use of the projection operator method first
outlined by Nakajima and Zwanzwig [2, 5–7]. Let ‰(t) œ HS¢HB be the joint state of the
system and environment. The time evolution of this state is generated by the Hamiltonian
H = H0 + –HI , (2.18)
where H0 = HS +HB is the free Hamiltonian of the system and environment, HI is the
interaction Hamiltonian, and – is a dimensionless coupling strength between the system
and environment.
From the above Hamiltonian, we may write the time evolution of the state ‰(t) in the
interaction picture as
ˆ‰˜(t)
ˆt
= ≠i– [HI(t), ‰˜(t)] © –L(t)‰˜(t), (2.19)
where we have definied the Liouvillian super-operator L(t), and ‰˜(t) is the interaction
picture density operator. Rather than calculate the time evolution of the full state ‰(t),
which is often intractable for a system coupled to a many-body environment, we instead
define a projection operator P, such that
P‰(t) = ﬂs(t)¢ ﬂB. (2.20)
This operator projects the full density matrix onto a separable state of the reduced system
ﬂs(t) = trB(‰(t)), and a reference state of the environment ﬂB, which we will define later.
From the definition of P we may also define the projector Q = 1≠P, which projects on to
the irrelevant components of ‰(t). These operators have the following general properties:
P2 = P, Q2 = Q, and PQ = QP = 0. (2.21)
Applying these projectors to Eq. (2.19), we have
ˆ
ˆt
P‰˜(t) = P ˆ
ˆt
‰˜(t) = –PL(t)P‰˜(t) + –PL(t)Q‰˜(t), (2.22)
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and similarly for the non-separable components
ˆ
ˆt
Q‰˜(t) = –QL(t)P‰˜(t) + –QL(t)Q‰˜(t). (2.23)
We can simplify this expression by considering an explicit form for the reference
state of the environment, ﬂB. We shall take this state to be the Gibbs state, ﬂB =
Z≠1 exp (≠—HB), where Z = trB(exp (≠—HB)). This state has the useful property that
odd moments with many interaction Hamiltonians are zero, that is,
trB {HI(t1)HI(t2) . . . HI(t2n+1)ﬂB} = 0, (2.24)
which leads to the relation
PL(t1)L(t2) . . .L(t2n+1)P = 0, (2.25)
and will greatly simplify the form of the final master equation. The equation of motion
for the separable components may thus be written as
ˆ
ˆt
P‰˜(t) = –PL(t)Q‰˜(t). (2.26)
To proceed, we start by finding the formal solution to Eq. (2.23):
Q‰˜(t) = GQ(t, t0)Q‰˜(t0) + –
t⁄
t0
dsGQ(t, s)QL(s)P‰˜(s), (2.27)
where we have defined the forward time propagator for the non-separable components as
GQ(t, s) =
≠æT exp
Qa– t⁄
s
dsÕQL(sÕ)
Rb , (2.28)
where ≠æT is the forward propagating time-ordering operator. Substituting this into our
expression for the separable components gives
ˆ
ˆt
P‰˜(t) = –PL(t)GQ(t, t0)Q‰˜(t0) + –2
t⁄
t0
dsPL(t)GQ(t, s)QL(s)P‰˜(s). (2.29)
This is the Nakajima-Zwanzwig equation [5–7] and describes the exact time evolution of
the reduced system, thus it is as di cult to solve as the original von-Neumann equation.
The first term in this equation is an inhomogeneous contribution caused by non-separable
initial conditions [8], which vanishes for the factorising initial condition ‰(t0) = ﬂs(t0)¢ﬂB
since Q‰(t0) = 0, leaving only the homogeneous term.
The right hand side of the Nakajima-Zwanzwig equation involves a convolution over
all previous states of the density matrix. This often makes solving even approximations to
Eq. (2.29) challenging. We can remove this explicit dependence on past states by defining
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the backwards time propagator
‰˜(s) = G(t, s)(P +Q)‰˜(t), (2.30)
for s < t, where the propagator is defined as
G(t, s) =Ω≠T exp
Qa≠– t⁄
s
dsÕL(sÕ)
Rb , (2.31)
and Ω≠T is the backward propagating time-ordering operator. Substituting this expression
into Eq. (2.32) gives
Q‰˜(t) = GQ(t, t0)Q‰˜(t0) + –
t⁄
t0
dsGQ(t, s)QL(s)PG(t, s)(P +Q)‰˜(s). (2.32)
Now, defining the superoperator
 (t) = –
t⁄
t0
dsGQ(t, s)QL(s)PG(t, s), (2.33)
we may write the non-separable components as
Q‰˜(t) = [1≠  (t)]≠1 (GQ(t, t0)Q‰˜(t0) +  (t)P‰˜(t)) , (2.34)
where the above solution requires the superoperator  (t) to have a unique inverse. Substi-
tuting the above description into the master equation we obtain the time convolution-less
(TCL) master equation
ˆ
ˆt
P‰˜(t) = K(t)P‰˜(t) + I(t)Q‰˜(t0), (2.35)
where we now have a time local generator,
K(t) = –PL(t) [1≠  (t)]≠1 P, (2.36)
and an inhomogeneous contribution,
I(t) = –PL(t) [1≠  (t)]≠1GQ(t, t0)Q. (2.37)
In deriving the TCL master equation we have made no approximation, thus Eq. (2.35)
is just as di cult to solve as the original von-Neumann equation, with the influence of
the environment (including both Markovian and non-Markovian dissipation) hidden in the
generators K(t) and I(t). In the next subsection we shall expand these operators pertur-
batively, leading to a tractable master equation relevant to numerous physical systems.
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Perturbation theory and the TCL master equation
To gain a tractable master equation we need to simplify the time dependent generators.
To do this we shall expand the time convolution-less master equation with respect to the
coupling parameter –. Both the inhomogeneous and homogeneous generators may be
written as a power series in – such that
K(t) =
Œÿ
n=1
–nKn(t) and I(t) =
Œÿ
n=1
–nIn(t), (2.38)
where In(t) and Kn(t) are the coe cients of the nth power of –. Note that the summation
starts at n = 1 as there is no zeroeth order contribution. Starting with the homogeneous
generator, we first write  (t) in terms of a geometric series
[1≠  (t)]≠1 =
Œÿ
n=0
[ (t)]n, (2.39)
thus,
K(t) = –
Œÿ
n=0
PL(t)[ (t)]nP. (2.40)
To find the forms of the coe cients Kn(t) we must also expand  (t) as power series in –,
that is  (t) =
Œq
n=1
–n n(t). Thus, if we consider the first three terms in the power series
for K(t), we have
K1(t) = PL(t)P = 0,
K2(t) = PL(t) 1(t)P,
K3(t) = PL(t)
1
 21(t) +  2(t)
2
P.
(2.41)
In order to then gain expressions for  n(t) we must expand both the forward, GQ(t, s),
and backwards, G(t, s), propagators in terms of the coupling strength
GQ(t, s) =
≠æT exp
Qa– t⁄
s
dsÕQL(sÕ)
Rb ,
= 1+ –
t⁄
s
dsÕQL(sÕ) + –2
t⁄
sÕ
dsÕ
sÕ⁄
s
dsÕÕQL(sÕ)QL(sÕÕ) + . . . ,
= 1+ –G(1)Q (t, s) + –2G
(2)
Q (t, s) + . . . ,
G(t, s) =Ω≠T exp
Qa≠– t⁄
s
dsÕL(sÕ)
Rb ,
= 1≠ –
t⁄
s
dsÕL(sÕ) + –2
t⁄
sÕ
dsÕ
sÕ⁄
s
dsÕÕL(sÕÕ)L(sÕ) + . . . ,
= 1+ –G(1)(t, s) + –2G(2)(t, s) + . . . ,
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where the forward and reverse time-ordering operators have been incorporated in the
choice of the limits of integration. This leads to the terms
 1(t) =
t⁄
t0
dsQL(s)P,
 2(t) =
t⁄
t0
ds
1
G(1)Q (t, s)QL(s)P +QL(s)PG(1)(t, s)
2
.
(2.42)
The TCL generators may therefore be written as
K2(t) =
t⁄
t0
ds PL(t)L(s)P and K3(t) = 0, (2.43)
where we have used the property that Q = 1≠ P and PQ = 0. Following this approach,
we see that for the appropriate initial conditions all odd terms in the expansion are zero.
A general form for higher order terms may be found using the cumulative expansion
method [2], however, for most practical purposes the second order master equation is
su cient.
Using a similar method to the above, the inhomogeneous terms may also be written
up to 2nd-order as
I1(t) = PL(t)Q and I2(t) =
t⁄
t0
ds PL(t)L(s)Q. (2.44)
Combining these terms, we obtain the 2nd-order inhomogeneous, time convolution-less
master equation in the interaction picture:
ˆ
ˆt
P‰˜(t) = –PL(t)Q‰˜(t0)+–2
t⁄
t0
dsPL(t)L(s)Q‰˜(t0)+–2
t⁄
t0
ds PL(t)L(s)P‰˜(t). (2.45)
Finally, by tracing over the environmental degrees of freedom, and recalling that L(t)‰˜(t) =
≠i [HI(t), ‰˜(t)], the master equation may then be written in the form:
ˆﬂ˜s(t)
ˆt
=≠ i– trB [HI(t),Q‰˜(t0)]≠ –2
t⁄
t0
ds trB [HI(t), [HI(s),Q‰˜(t0)]]
≠ –2
t⁄
t0
ds trB [HI(t), [HI(s), ﬂ˜s(t)¢ ﬂB]] .
(2.46)
Throughout this thesis we shall assume that the system and environment are initially
uncorrelated such that the initial state is seperable, that is ‰(t0) = ﬂs(t0)¢ﬂB(t0), thus we
have Q‰(t0) = ﬂs(t0)¢(ﬂB(t0)≠ﬂref ), where ﬂref is the reference state of the environment.
If we take both the reference and initial states to be the Gibbs state, then Q‰(t0) = 0,
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leaving the homogeneous second-order master equation:
ˆﬂ˜s(t)
ˆt
= ≠
t⁄
0
ds trB [HI(t), [HI(s), ﬂ˜s(t)¢ ﬂB]] , (2.47)
where we have set t0 = 0, and absorbed the dimensionless coupling parameter – into the
definition of the interaction Hamiltonian for convenience.
Strictly Markovian limit
In its current form the homogeneous master equation is an integro-di erential equation
referencing some initial state at t = 0. However, we can simplify Eq. (2.47) further by
taking the full Markovian limit, which ensures that there are no explicit environmental
memory e ects, such that the future state of the system is a ected only by its current
state. We do this by making the substitution sæ t≠ · in Eq. (2.47) and taking the limit
of integration to infinity
ˆﬂ˜s(t)
ˆt
= ≠
Œ⁄
0
d· trB [HI(t), [HI(t≠ ·), ﬂ˜s(t)¢ ﬂB]] . (2.48)
This approximation is valid when the environment relaxes on a timescale much shorter
than the system evolution.
Finally, we may write the master equation in the Schro¨dinger picture
ˆﬂs(t)
ˆt
= ˆ
ˆt
Ó
U0(t, 0)ﬂ˜s(t)U†0(t, 0)
Ô
= ≠i [Hs, ﬂs(t)] + U0(t, 0)ˆﬂ˜s(t)
ˆt
U†0(t, 0)
=≠ i [Hs, ﬂs(t)]≠
Œ⁄
0
d· trB [HI , [HI(≠·), ﬂs(t)¢ ﬂB]] = LME [ﬂs(t)],
(2.49)
where LME is the super-operator representation of the master equation. This equation
is often referred to as the Born-Markov master equation, describing the evolution of a
system under the assumption of a static, memoryless environment.
2.2.2 The quantum regression theorem
Two-time correlation functions of the form ÈA(t+ ·)B(t)Í are important in a range of
situations in quantum mechanics. They can be used to find emission spectra from optically
driven systems, extract counting statistics, as well as measure the indistinguishability of
emitted photons. In this section we shall outline the quantum regression theorem, which
allows one to draw a formal connection between the master equation and system two-time
correlation functions [7, 9].
Consider the two-time correlation function
C(t, ·) = ÈA(t+ ·)B(t)Í = trS+B (A(t+ ·)B(t)‰) , (2.50)
where A and B are operators acting on the Hilbert space of the system. We now define
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the reduced e ective density operator,  (t, ·), such that the two-time correlation function
may be written as
C(t, ·) = trS (A (t, ·)) , (2.51)
where  (t, ·) = trB(U(·)B‰(t)U†(·)), with U(t) = e≠iHt and H is the Hamiltonian of the
system and environment.
From this expression we see that the calculation of the two-time correlation function
amounts to finding the expectation value of A with respect to the e ective density operator,
 (t, ·). By di erentiating  (t, ·) with respect to · , we see that the e ective density
operator satisfies the same equation of motion as the reduced physical density operator.
Thus we can apply the same prescription as outlined in Sec. 2.2.1 [7] to obtain the second
order master equation
ˆ (t, ·)
ˆ·
= LME [ (t, ·)], (2.52)
with a form identical to that of the reduced physical density operator given in Eq. (2.49).
The two-time correlation function C(t, ·) may then be found by solving this equation with
the initial condition  (t, 0) = BﬂS(t), and calculating the expectation value with respect
to operator A.
2.2.3 The secular approximation
The master equation given in Eq. (2.49) describes (peturbatively) the evolution of a quan-
tum system influenced by its environment. However, this master equation does not neces-
sarily generate physical dynamics, that is, we have no guarantee that the reduced density
operator of the system has unit trace or positive eigenvalues – a consequence of terminating
the perturbative expansion of the master equation at second-order. In specific situations
we can ensure the time evolution generated by a master equation remains physical for all
time, by removing rapidly oscillating terms on the right hand side of Eq 2.49. This leads
to a completely positive, trace preserving (CPTP) dynamical map, and thus a guaranteed
physical evolution [2, 10].
Starting with the Born Markov master equation in the interaction picture we have:
ˆﬂ˜s(t)
ˆt
= ≠
Œ⁄
0
d· trB [HI(t), [HI(t≠ ·), ﬂ˜s(t)¢ ﬂB]] . (2.53)
We may now decompose the interaction Hamiltonian operators acting on the system and
environment such that
HI(t) =
ÿ
–
A–(t)¢B–(t),
where Ak is an operator acting on the system andBk acts on the environment. Substituting
this into Eq. (2.53) gives
ˆﬂ˜s(t)
ˆt
= ≠ÿ
–—
Œ⁄
0
d· ([A–(t), A—(t≠ ·)ﬂ˜s(t)]C–—(·)≠ [A–(t), ﬂ˜s(t)A—(t≠ ·)]C—–(≠·)) ,
(2.54)
Chapter 2. Basic concepts in open quantum systems 26
where the bath correlation functions are defined such that C–—(·) = ÈB–(·)B—Í, provided
[HB, ﬂB] = 0.
We can now formally move into the interaction picture by decomposing the system
operators into eigenoperators, that is,
A– =
ÿ
Ê
A–(Ê) =
ÿ
Ê
A†–(Ê), (2.55)
where the eigenoperators A(Ê) and A†(Ê) satisfy the commutation relations
[HS , A–(Ê)] = ≠ÊA–(Ê) and [HS , A†–(Ê)] = ÊA†–(Ê). (2.56)
Substituting this into Eq. (2.54) we find
ˆﬂ˜S(t)
ˆt
= ≠ÿ
Ê ÊÕ
ÿ
–—
Œ⁄
0
d·
1
eiÊ
Õte≠iÊ(t≠·)[A†–(ÊÕ), A—(Ê)ﬂ˜S(t)]C–—(·) + h.c.
2
,
=
ÿ
Ê ÊÕ
ÿ
–—
1
ei(Ê
Õ≠Ê)t  –—(Ê)(A—(Ê)ﬂ˜S(t)A†–(ÊÕ)≠A†–(ÊÕ)A—(Ê)ﬂ˜S(t)) + h.c.
2
,
(2.57)
where  –—(Ê) =
Œs
0
d·eiÊ·C–—(·), and h.c. denotes the hermitian conjugate. When the
system evolves quickly compared to the relaxation time of the open system we are able
to make the so-called secular approximation [2], where we discard terms where ÊÕ ”= Ê,
since these terms lead to rapid oscillations that average out over the relaxation time of
the system. Introducing “–—(Ê) =  –—(Ê) +  ú—–(Ê) and S–—(Ê) = 12i( –—(Ê) ≠  ú—–(Ê))
we obtain a master equation that guarantees physicality
ˆﬂ˜S(t)
ˆt
= ≠i[HLS , ﬂS(t)] +D(ﬂS(t)), (2.58)
where
HLS =
ÿ
Ê
ÿ
–—
S–—(Ê)A†–(Ê)A—(Ê), (2.59)
and
D(ﬂS(t)) =
ÿ
Ê
ÿ
–—
“–—(Ê)
3
A—(Ê)ﬂS(t)A†–(Ê)≠
1
2{A
†
–(Ê)A—(Ê), ﬂS(t)}
4
. (2.60)
The term HLS leads to an environmentally induced Lamb shift of the system’s energy
levels, while D(ﬂS(t)) describes the dissipative dynamics of the system. We refer to this
master equation as being in Lindblad form, and will be important in the discussion of
the quantum optical master equation in Chapters 3 and 4. Eq. (2.58) can be trivially
transformed into the Schro¨dinger picture to give:
ˆﬂS(t)
ˆt
= ≠i[HS +HLS , ﬂS(t)] +D(ﬂS(t)). (2.61)
The Lindblad master equation ensures that the system dynamics remain physical, however,
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   
Figure 2.2: Graphical representation of the spin-boson model. A TLS with splitting ‘ and
tunnelling rate   is coupled to a continuum of harmonic oscillators described by some
spectral density J(Ê).
there are many situations where the system relaxation does not occur on a time-scale short
enough for the secular approximation to be valid, e.g. phonon processes in quantum dots.
Although the dynamics predicted by the Lindblad master equation are completely positive
in this regime, they are not necessarily an accurate representation of the system evolution.
Therefore, in this situation we do not make a secular approximation, but instead keep all
terms in the second-order master equation as given in Eq. (2.54).
2.3 The spin-boson model
Central to much of the work in this thesis is the canonical spin-boson model which de-
scribes a two-level system linearly coupled to a continuum of harmonic oscillators [4, 11].
This model is relevant to a variety of physical systems, including quantum dots (QDs),
superconducting qubits, and molecular energy transport systems. As an example of the
master equation approach, in the following section we shall outline the derivation of the
weak coupling (Redfield) master equation for the spin-boson model, where the interaction
between the system and environment is treated pertubatively.
2.3.1 Weak-coupling master equation
Consider a two level system (TLS) described by the orthonormal basis {|0Í, |1Í}, linearly
coupled to a continuum of harmonic oscillators, a schematic is given in Fig. 2.2. The
Hamiltonian for this system is given by H = HS +HI +HB, where
HS =
‘
2‡z +
 
2 ‡x, HB =
ÿ
k
‹kb
†
kbk, and HI = ‡z
ÿ
k
gk(b†k + bk). (2.62)
Here ‡z = |0ÍÈ0| ≠ |1ÍÈ1| and ‡x = |0ÍÈ1| + |1ÍÈ0| are Pauli operators, and b†k (bk) is the
creation (annihilation) operator of the kth mode of the environment. The TLS is charac-
terised by the bias ‘, and the tunnelling rate  , while the kth mode of the environment
has frequency ‹k, and couples to the TLS with magnitude gk. The coupling between the
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system and environment is fully specified by the spectral density [2, 4]:
J(Ê) =
ÿ
k
|gk|2”(Ê ≠ Êk), (2.63)
which is a measure of the coupling strength between the system and environment weighted
by the environmental density of states [2].
Using Eq. (2.49) we can immediately write the equation of motion for the reduced
state of the TLS as:
ˆﬂs(t)
ˆt
= ≠i [HS , ﬂs(t)]≠
Œ⁄
0
d· ([‡z,‡z(≠·)ﬂs(t)]C(·)≠ [‡z, ﬂs(t)‡z(≠·)]C(≠·)) , (2.64)
where,
C(·) =
ÿ
k
|gk|2 trB
Ó
(b†kei‹k· + bke≠i‹k· )(b
†
k + bk)ﬂB
Ô
,
=
ÿ
k
|gk|2 ((2n¯k + 1) cos ‹k· ≠ i sin ‹k·) .
(2.65)
Here, ﬂB = exp
3
≠—q
k
‹kb
†
kbk
4
/Z is the canonical thermal state of the environment, with
Z = trB exp
3
≠—q
k
‹kb
†
kbk
4
the partition function, and n¯k = Èb†kbkÍ = (e—‹k ≠ 1)≠1 is the
thermal occupation of mode k. We can write this correlation function in terms of the
spectral density by taking the continuum limit:
C(·) =
Œ⁄
0
dÊJ(Ê)
3
coth
3
—Ê
2
4
cosÊ· ≠ i sinÊ·
4
. (2.66)
Now that we have the correlation function we need to transform the system operator
‡z to the interaction picture. We can do this straighfowardly by writing the operator in
the eigenbasis of the system Hamiltonian, such that:
‡z(t) =
1
÷
Ó
‘(|Â≠ÍÈÂ≠|+ |Â+ÍÈÂ+|)≠ (|Â+ÍÈÂ≠|e≠i÷t + |Â≠ÍÈÂ+|ei÷t)
Ô
, (2.67)
where |ÂiÍ are the eigenvectors associated with the system Hamiltonian HS , which have
the form: |Â±Í = 1Ô2÷ (
Ô
÷ ± ‘|0Í±Ô÷ û ‘|1Í) , with the associated eigenvalues HS |Â±Í =
⁄±|Â±Í, where ⁄± = ±÷/2, and ÷ =
Ô
‘2 + 2. We can therefore write the weak-coupling
master equation as
ˆﬂs(t)
ˆt
= ≠i [HS , ﬂs(t)]≠ [‡z, Zﬂs(t)] +
Ë
‡z, ﬂs(t), Z†
È
, (2.68)
where we have defined the rate operator
Z = 1
÷
{‘(|Â≠ÍÈÂ≠|≠ |Â+ÍÈÂ+|) (0)≠  (|Â+ÍÈÂ≠| (÷) + |Â≠ÍÈÂ+| (≠÷))} ,
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with  (Ê) =
Œs
0
d·eiÊ·C(·). The imaginary part of this rate operator leads to frequency
shifts in the system energies, while the real part give rise to dissipation. The rates can be
resolved analytically using the Sokhotski integral [2]:
Œ⁄
0
dÊf(Ê)
Œ⁄
0
d·e±i(Ê≠⁄)· = ﬁ
Œ⁄
0
dÊf(Ê)”(Ê ≠ ⁄)± iP
Qa Œ⁄
0
dÊ
f(Ê)
Ê ≠ ⁄
Rb , (2.69)
where f(Ê) is a function of Ê, and P denotes the Cauchy principal value integral. Thus,
the one-sided Fourier transform of the correlation functions becomes:
 (⁄) =ﬁ2
Œ⁄
0
J(Ê)
53
coth
3
—Ê
2
4
≠ 1
4
”(Ê ≠ ⁄) +
3
coth
3
—Ê
2
4
+ 1
4
”(Ê + ⁄)
6
dÊ
+ iP2
SU Œ⁄
0
J(Ê)
Qacoth
1
—Ê
2
2
≠ 1
Ê ≠ ⁄ ≠
coth
1
—Ê
2
2
+ 1
Ê + ⁄
Rb dÊ
TV .
(2.70)
Resolving the delta function integrals, we have:
 (⁄) =
Y_________]_________[
ﬁ
2J(⁄)
1
coth
1
—Ê
2
2
≠ 1
2
+ iP2
CŒs
0
J(Ê)
3
coth(—Ê2 )≠1
Ê≠⁄ ≠
coth(—Ê2 )+1
Ê+⁄
4
dÊ
D
for ⁄ > 0,
ﬁ
2 limxæ0
1
J(x) coth
1
—x
2
22
≠ iP
CŒs
0
J(Ê)
Ê dÊ
D
for ⁄ = 0,
ﬁ
2J(|⁄|)
1
coth
1
—Ê
2
2
+ 1
2
+ iP2
CŒs
0
J(Ê)
3
coth(—Ê2 )≠1
Ê+|⁄| ≠
coth(—Ê2 )+1
Ê≠|⁄|
4
dÊ
D
for ⁄ < 0.
2.3.2 System dynamics and the shortcomings of the weak coupling the-
ory
To find the system dynamics from the weak coupling master equation we first need to
specify a spectral density. As an example relevant to later sections, we choose a super-
ohmic spectral density often used to describe phonon coupling in QDs [12–14]:
J(Ê) = –Ê3e≠Ê2/Ê2c , (2.71)
where – is the coupling strength and Êc is the cut-o  frequency which specifies the peak
of the spectral density.
Fig. 2.3 (Top) and (Left) show the TLS dynamics in the {|0Í, |1Í} basis given by the
weak coupling theory for coupling strengths relevant to QD systems, – = 0.025 and 0.05
ps2 respectively. Here, we see damped coherent oscillations, which in this case decay to
the canonical thermal state ﬂss = exp(≠—Hs)/ trS (exp(≠—Hs)). The damping rate of the
coherent oscillations is determined by the system-environment coupling strength; at large
coupling strengths, the oscillations are quickly suppressed, and the system thermalises on
a shorter timescale than the weaker coupling.
Fig. 2.3 (Right) gives an example of when the weak coupling theory goes unphysical,
predicting negative populations at large driving and coupling strengths (  = 2ﬁ ps≠1
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Figure 2.3: (Top, Left) Plots showing the dynamics of the population and the real and
imaginary parts of the coherence (inset) of a TLS as predicted by the weak coupling theory
for – = 0.025 ps2 and – = 0.05 ps2 respectively. The driving strength for these plots is
  = ﬁ ps≠1. Right Plot showing the unphysical behaviour predicted by the weak coupling
theory for   = 2ﬁ ps≠1 and – = 5 ps2. Other parameters for these plots are T = 10 K,
and Êc = 2.2 ps≠1.
and – = 5 ps≠1). In this regime the master equation no longer preserves the positive
definite nature of the density matrix leading to unphysical time evolution. By applying
the secular approximation to the Refield master equation the possibility of negative prob-
abilities would be removed, and the system dynamics would remain physical. However,
in this situation the large system-environment coupling strength cannot be considered a
perturbative parameter and the relaxation time of the system is of the same order as the
environmental dynamics. This means that the secular master equation is not guaranteed
to accurately capture the dynamical evolution of the system.
The situation described above is one of great importance for many examples of open
quantum systems; a number of physical systems have been shown to couple strongly to
their external environment, generating significant system-environment correlations that
play a large role in both their transient dynamics, steady-states, and even optical proper-
ties. In these cases the Redfield (and secular Redfield) master equations are insu cient to
describe the properties of the system. One of the primary goals of the present work is to
develop master equation techniques capable of describing the dynamics of open quantum
systems in just such regimes. In doing so we also highlight resultant phenomena that
would not be present if a weak coupling treatment were to be used.
CHAPTER 3
EMISSION PROPERTIES OF OPTICALLY
DRIVEN QUANTUM DOTS
3.1 Introduction
Semiconductor photonic devices have many potential application in both quantum and
classical technologies. Several topical examples include on-demand single photon sources [15,
16], ultra-fast optical switching [17, 18], and optical schemes for quantum computa-
tion [19, 20]. Despite significant advances in the manufacturing of semiconductor nanos-
tructures, there still remain several obstacles to overcome before scalable nano-photonic
devices can be realised. Most significant for optical transitions are the dephasing and
dissipation induced by strong interactions between the system and its host material, that
is, the vibrational modes of the lattice.
One particularly prevalent example of semiconductor nanostructures are quantum dots
(QDs). In their simplest form, these structures consist of two semiconductor materials with
di ering lattice constants, and consequently electronic band structures [21]. The lower
band-gap material is grown epitaxially over the higher band gap material; the mismatch
in lattice constants of the two materials then causes strain on the epitaxial layer, resulting
in bunching of the growth substrate, which is then incased in another layer of the higher
band-gap material [22]. The di ering electrical properties of the two materials result in
electrons within the QD becoming confined in all three spatial directions, resulting in
a discrete energy spectrum in the dot region, much like those found in atoms [23, 24].
These energy levels may then be addressed optically, generating bound electron-hole pairs
(known as excitons) within the QD.
The discrete energy structure combined with the solid-state nature of QDs make them
a desirable system for quantum information applications. As such, a huge e ort has been
made to observe fundamental quantum optical phenomena in these systems, including
photon anti-bunching [15, 23], the observation of Rabi oscillations [25–27] and the Mollow
triplet [28, 29], and the measurement of two photon interference [30–32]. Despite the many
similarities between QDs and atomic systems there remains an important distinction; the
solid state nature of QDs leads to interactions between their excitonic degrees of freedom
and the vibrational modes of the host material. Ramsay et al. [13, 14] demonstrated that
longitudinal acoustic (LA) phonons are the principal source of decoherence in optically
31
Chapter 3. Emission properties of optically driven quantum dots 32
active QDs under coherent control conditions. This has important implications for the
nature of dissipation in QD systems; specifically, phonon-induced processes are sensitive
to the energy scales over which the environmental spectral density is sampled, this leads
to dissipation rates that are dependent on the underlying eigenstructure of the system. In
particular, for classically driven QDs, the dephasing rates become sensitive to the driving
strength. Thus, in order to accurately describe the excitation dynamics of a QD, the
microscopic nature of the phonon environment must be accounted for [33].
In addition to the e ects of phonons on the excitation dynamics of QDs, several the-
oretical studies have now shown that competition between the vibrational and electro-
magnetic environments can result in striking departures of the system emission properties
in comparison to analogous atomic systems. Examples include asymmetric absorption
spectrum [34], phonon induced population inversions [35, 36], and the revival of coherent
scattering processes at strong driving [37]. In order to develop viable solid state photonic
devices, it is thus essential to understand the e ect environmental interactions have on
the optical properties of such a system.
In this chapter we develop a generalised theory of quantum optics based on the vari-
ational polaron formalism [8, 38–40], to incorporate the e ects of phonons on the optical
properties of a classically driven QD. In particular, we demonstrate the qualitative dif-
ferences caused by phonon processes in both the first and second-order correlation func-
tions when compared to an analogous atomic system. These quantities have particular
experimental importance, containing information on the spectral properties and photon
measurement statistics used to characterise photonic systems.
Specifically, we will show that phonons have a significant e ect on the balance of
coherent and incoherent scattering from a QD. We highlight the sensitivity of phonon
processes to the eigenstructure of the QD together with the failure of a phenomenological
pure dephasing theory, demonstrating that in order to describe the emission properties of
QDs accurately, one must account for the underlying microscopic behaviour of the phonon
environment. Furthermore, we find that phonons can greatly alter photon measurement
statistics from the QD, demonstrating that, in direct contrast to generally accepted notions
of dissipation, increasing the system-environment coupling strength or temperature can in
fact enhance the visibility of two photon interference in Hong-Ou-Mandel experiments [41]
due to the renormalisation of system energy scales through phonon interactions.
3.2 The classically driven atom
In order to determine the e ect phonon interactions have on the emission properties of a
QD, we shall compare the full phonon theory (i.e. the variational polaron theory) with
the canonical quantum optics example of a classically driven atom. We shall assume that
the atom is driven by a continuous-wave (CW) source, and is subject to pure dephasing
noise, which we shall include phenomenologically in our theoretical description.
Consider a two level atom with an excited state |eÍ of energy Êe, and ground-state |gÍ
with Êg = 0. The atom is driven by a CW classical light-source with frequency Êl. Within
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the dipole approximation, we may write the system Hamiltonian as [42]:
Hs(t) = Êe|eÍÈe|≠ dˆ.E˛(t). (3.1)
Here dˆ is the dipole operator of the atom and E˛(t) = |E˛| cos (Êlt) eˆ is the time-dependent
electric field strength of the driving field, where |E˛| is the electric field strength, and eˆ is its
polarisation vector. By making use of dipole selection rules, we can decompose the dipole
operator into the basis of the two level system as dˆ = Èe|dˆ|gÍ(‡† + ‡), with ‡ = |gÍÈe|, the
Hamiltonian may be written as:
Hs(t) = Êe‡†‡ +
 
2 (‡
† + ‡)
1
eiÊlt + e≠iÊlt
2
. (3.2)
Here   = ≠2Èe|dˆ.eˆ|gÍ|E˛| is the Rabi frequency, which quantifies the coupling strength
between the atom and the driving field.
In its current form, the time-dependence in the Hamiltonian makes theoretical treat-
ments challenging, requiring sophisticated tools to accurately describe the resultant dy-
namics. We can, however, simplify the above Hamiltonian using the rotating wave approx-
imation (RWA) [42]; this removes fast oscillating terms in the Hamiltonian that average
to zero on timescales relevant to atomic systems. We start by transforming the driving
term into the interaction picture with respect to the Hamiltonian H0 = Êe‡†‡, such that:
H˜I(t) = eiH0t
5 
2 (‡
† + ‡)
1
eiÊlt + e≠iÊlt
26
e≠iH0t =  2 (‡
†eiÊet + ‡e≠iÊet)
1
eiÊlt + e≠iÊlt
2
,
=  2
Ë
‡†(ei(Êe≠Êl)t + ei(Êe+Êl)t) + ‡(e≠i(Êe≠Êl)t + e≠i(Êe+Êl)t)
È
).
(3.3)
If we assume that the atom is driven close to resonance, then we may identify two distinct
time-scales in this Hamiltonian – slow oscillating terms with frequencies ±(Êe ≠ Êl) and
rapidly oscillating terms with frequencies ±(Êe + Êl). Hence, in regimes that (Êe + Êl)∫
(Êe≠Êl), these rapidly oscillating terms average to zero over timescales important to atomic
systems (and later quantum dots), allowing them to be neglected. After transforming back
to the Schro¨dinger picture, this procedure yields the RWA Hamiltonian:
Hs(t) ¥ Êe‡†‡ +  2
1
‡eiÊlt + ‡†e≠iÊlt
2
. (3.4)
Finally, we can eliminate the time-dependence from the Hamiltonian completely by moving
into a frame rotating with respect to the laser frequency. We do so using the unitary
transformation Urot(t) = e≠iÊl‡†‡t, such that:
HS = U†rot(t)HsUrot(t)≠ iU†rot(t)
ˆUrot(t)
ˆt
,
= ”‡†‡ +  2 ‡x,
(3.5)
where ” = Êe ≠ Êl is the detuning between the atom and laser, and ‡x = ‡† + ‡. We
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now have a time-independent Hamiltonian for an atom driven by a CW laser, written in
a frame rotating with respect to the laser frequency.
3.2.1 The quantum optical master equation
In order to model the emission properties of an atom, we need to account for the interaction
between the atom and an external quantised electromagnetic field, resulting in spontaneous
emission processes. We shall do so by modelling the electromagnetic environment as a
continuum of quantum harmonic oscillators and derive a second-order master equation in
the light-matter coupling strength. The Hamiltonian for the light-matter interaction may
be written as H(t) = Hs(t) +HI +HB, with Hs(t) = Êe‡†‡ +  2
1
‡eiÊlt + ‡†e≠iÊlt
2
, and
HI =
ÿ
k
(fúk‡†ak + fk‡a†k) and HB =
ÿ
k
Êka
†
kak, (3.6)
where, by assuming that the atom couples to modes of the electromagnetic environment
primarily about its resonance, we have made the RWA between the atom and field, which
is a very good approximation for atomic systems typically discussed in the context of
quantum optics. This assumption allows us to discard fast oscillating terms with frequency
±(Êe + Êk) in the interaction picture Hamiltonian. Writing the full Hamiltonian of the
system and environment in a frame rotating with respect to the laser frequency we have:
H˜ = ”‡†‡ +  2 ‡x +
ÿ
k
1
fúk‡
†ake≠iÊlt + fk‡a†keiÊlt
2
+
ÿ
k
Êka
†
kak. (3.7)
We now transform to the interaction picture:
H˜I(t) = U†0(t)
Iÿ
k
1
fúk‡
†ake≠iÊlt + fk‡a†keiÊlt
2J
U0(t). (3.8)
We may simplify this transformation by recognising that the spectral density of the elec-
tromagnetic field does not vary appreciably over the energy scales of the atom, there-
fore we can take the spectral density to be flat [9], i.e. J(Ê) = q
k
|fk|2”(Ê ≠ Êk) ¥ ’,
where ’ is the coupling strength between the atom and the environment. This choice of
spectrum allows us to define an approximate interaction picture transformation U0(t) ¥
exp
3
≠i
3
”‡†‡ +q
k
Êka
†
kak
4
t
4
, as the electromagnetic environment (at zero temperature)
does not now distinguish between eigenstates of the system. This choice of transformation
simplifies the interaction picture Hamiltonian by removing terms oscillating with the laser
frequency, such that,
H˜I(t) =
ÿ
k
1
fúk‡
†eiÊetake≠iÊkt + fk‡e≠iÊeta†keiÊkt
2
, (3.9)
and will automatically yield a master equation in Lindblad form. Notice that terms os-
cillating at the laser frequency have cancelled with the detuning terms in the interaction
picture transformation. Partitioning the interaction Hamiltonian into system and envi-
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ronment operators, we have HI(t) =
q
–
A–(t)¢B–(t), where:
A1(t) = ‡†eiÊet and B1(t) =
ÿ
k
fúkake
≠iÊkt,
A2(t) = ‡e≠iÊet and B2(t) =
ÿ
k
fka
†
ke
iÊkt.
(3.10)
We may now insert these terms into the definition of the interaction picture master equa-
tion given in Eq. 2.54:
ˆﬂ˜s(t)
ˆt
=≠ÿ
–—
Œ⁄
0
d· ([A–(t), A—(t≠ ·)ﬂ˜s(t)]C–—(·) + h.c.) ,
=≠
Œ⁄
0
d·
1
e≠iÊe·
Ë
‡†,‡ﬂ˜s(t)
È
C12(·) + eiÊe·
Ë
‡,‡†ﬂ˜s(t)
È
C21(·) + h.c.
2
,
(3.11)
where we have used C11(t) = C22(t) = 0 ’ t. As in Sec. 2.2.3, we may now define the
one-sided Fourier transform of the bath correlation functions as  ij(Ê) =
Œs
0
eiÊtCij(t)dt,
and write them in terms of the real and imaginary parts  ij(Ê) = “ij(Ê)2 + iSij(Ê), which
yields:
ˆﬂ˜s(t)
ˆt
=≠ i
1
S21(Êe)
Ë
‡†‡, ﬂ˜s(t)
È
+ S12(≠Êe)
Ë
‡‡†, ﬂ˜s(t)
È2
+ “21(Êe)2
1
2‡ﬂ˜s(t)‡† ≠
Ó
‡†‡, ﬂ˜s(t)
Ô2
+ “12(≠Êe)2
1
2‡†ﬂ˜s(t)‡ ≠
Ó
‡‡†, ﬂ˜s(t)
Ô2
.
The Sjk terms lead to environmentally induced shifts to the system energies, while “jk give
the dissipation rates. Notice that the above master equation is automatically in Lindblad
form, and thus generates trace-preserving, positive definite evolution of the system density
operator. We can find analytic expressions for the rates in the above equation by evaluating
the correlation functions in a similar fashion to the Redfield theory derived in Sec. 2.3.1:
C12(t) = ÈB1(t)B2Í =
ÿ
k
|fk|2Èaka†kÍe≠iÊkt =
ÿ
k
|fk|2
1
Èa†kakÍ+ 1
2
e≠iÊkt,
C21(t) = ÈB2(t)B1Í =
ÿ
k
|fk|2Èa†kakÍeiÊkt.
(3.12)
In the continuum limit, the correlations take the form:
C12(t) =
Œ⁄
0
J(Ê) (n(Ê) + 1) e≠iÊtdÊ and C21(t) =
Œ⁄
0
J(Ê)n(Ê)eiÊtdÊ, (3.13)
where n(Ê) = (e—Ê ≠ 1)≠1 is the occupation of the environment at frequency Ê. The rates
may be found using the formal relation given in Eq. 2.69, yielding the expressions:
 12(⁄) =
ﬁ
2 ’(n(⁄)+1)≠
i’
2 P
Œ⁄
0
n(Ê) + 1
Ê ≠ ⁄ dÊ and  21(⁄) =
ﬁ
2 ’n(⁄)+
i’
2 P
Œ⁄
0
n(Ê)
Ê + ⁄dÊ,
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Figure 3.1: (Top) Unitary dynamics (i.e. “ =   = 0) for a two-level atom with   =
0.01 ps≠1 and various detunings plotted with scaled parameters. (Left) The dynamics
of a resonantly driven two-level atom for various driving strengths, plotted in units of
Rabi frequency. (Right) Plot showing the population dynamics for di erent detuning,
with   = 0.01 ps≠1. The time units are scaled using the generalised Rabi frequency
÷ =
Ô
”2 +  2. Other parameters for these plots are “≠1 = 700 ps and  ≠1 = 400 ps.
where we have used the flat spectral density J(Ê) = ’. For the case of atom in free space,
we take a zero temperature limit of the field such that n(Ê) = 0. In this case the Lamb
shift given by the complex part of the rate is negligible in comparison to the emission rate,
thus in the Schro¨dinger picture the master equation takes the form:
ˆﬂs(t)
ˆt
=≠ i [Hs, ﬂs(t)] + “2
1
2‡ﬂs(t)‡† ≠
Ó
‡†‡, ﬂs(t)
Ô2
, (3.14)
which describes the spontaneous emission of a two-level atom with rate “ = ﬁ’/2. A
second phenomenological dissipator is often added to the RHS of Eq. 3.14 to describe
dephasing processes, leading to additional decay of o -diagonal elements of the density
operator while keeping the decay rate of diagonal terms unchanged1. We shall show later
that, although commonly used in the literature, this pure dephasing master equation is
insu cient to capture the e ects of phonons processes in QDs. Incorporating this into the
above equation, we have:
ˆﬂs(t)
ˆt
=≠ i
5
”‡†‡ +  2 , ﬂs(t)
6
+ “2
1
2‡ﬂs(t)‡† ≠
Ó
‡†‡, ﬂs(t)
Ô2
+   (‡zﬂs(t)‡z ≠ ﬂs(t)) ,
(3.15)
1By simply summing Lindblad form dissipators on the RHS of the master equation, we are essentially
assuming that the pure dephasing and spontaneous emission processes are entirely uncorrelated noise
processes, and are associated to very di erent energy scales (in this case optical losses of an emitter
compared to the fluctuations of the excited state energy level).
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where   is the pure dephasing rate. Physically, one may think of the pure dephasing term
as inducing random fluctuations in the excited state energy of the TLS. This leads to the
accumulation of a random phase in the superposition between the excited and ground
states of the TLS as the system undergoes Rabi oscillations. Upon taking an ensemble
average of the system population dynamics one sees that this random phase leads to a
damping of the Rabi oscillations, and thus coherence, of the TLS. This master equation
is often referred to as the quantum optical master equation, and will be the starting point
for our investigation of the emission characteristics of a classically driven atom.
Fig. 3.1 shows the population dynamics of the excited state of an atom initiated in
its ground state. In all cases we see coherent oscillations induced by the driving field,
as population is transferred between the ground and excited state. In the absence of
dissipation [Fig. 3.1 (top)], the atom oscillates coherently with a period proportional to
the generalised Rabi frequency ÷ =
Ô
”2 +  2; for resonant driving one sees complete
population transfer between the ground and excited states. When the laser is detuned
from the atomic splitting only partial Rabi oscillations occur, thus the atom remains
mostly in its ground state.
When dissipation is included, the coherent oscillations are suppressed, vanishing al-
together when “,  ∫ ÷. In this case the atom is not able to complete Rabi oscillations
before spontaneous emission occurs, decreasing the population in the excited state as
demonstrated in Fig. 3.1 (left). One also sees the steady state population decrease as
a function of detuning in Fig. 3.1 (right), again because there are no longer full Rabi
oscillations, thus the excited state is never fully populated.
3.2.2 Emission properties of a two-level atom
We saw in the previous section that the quantum optical master equation describes the
evolution of the atomic degrees of freedom. However, in order to connect with experiments,
we would like to relate the emission of the atom to the system properties. To do this we
consider the electric field operator measured by a detector. Neglecting polarisation e ects
this may be written as:
Eˆ(t) = Eˆ(+)(t) + Eˆ(≠)(t), (3.16)
with the positive frequency component of the electric field defined as:
Eˆ
(+)(t) =
ÿ
k
Ekaˆk(t)eˆk, (3.17)
and the negative Eˆ(≠)(t) = (Eˆ(+)(t))†. Here, Ek is the electric field strength, eˆk the
unit vector for the electric field, and aˆk is the annihilation operator of the kth-mode of the
environment. The intensity spectrum of the field may be found using the Wiener-Khinchin
theorem [9, 42]:
I(Ê) =
Œ⁄
0
e≠iÊ·
=
Eˆ
(≠)(t)Eˆ(+)(t+ ·)
>
d·. (3.18)
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We now wish to relate this intensity spectrum to atomic degrees of freedom tracked ex-
plicitly in the master equation. To do this, consider the Heisenberg equations of motion
for the field operators:
ˆaˆk(t)
ˆt
= ≠iÊkaˆk(t)≠ ifk‡˜(t), (3.19)
where for simplicity we have defined ‡˜(t) = eiÊlt‡(t). We can integrate this formally using:
ˆ
ˆt
Ó
eiÊktaˆk(t)
Ô
=
;
iÊkaˆk(t) +
ˆaˆk(t)
ˆt
<
eiÊkt = ≠ifk‡˜(t)eiÊkt, (3.20)
such that,
ak(t) = e≠iÊktak(0)≠ i
t⁄
0
dtÕfk‡˜(tÕ)eiÊk(t
Õ≠t), (3.21)
where we have chosen an initial time t0 = 0. Substituting this expression into the magni-
tude of the positive component of the electric field we have:
Eˆ(+)(t) =
ÿ
k
Ekaˆk(0)e≠iÊkt ≠ i
ÿ
k
t⁄
0
dtÕEkfk‡˜(tÕ)eiÊk(tÕ≠t). (3.22)
The first term in this expression is the free field contribution, i.e. the field in the absence of
the atom. Since we assume the free field remains in the vacuum state, we may neglect this
term when taking expectation values of the field operators. Now, taking the continuum
limit we may write the electric field operator as:
Eˆ(+)(t) = ≠i
Œ⁄
≠Œ
dÊ
t⁄
0
dtÕE(Ê)f(Ê)‡˜(tÕ)eiÊ(tÕ≠t), (3.23)
where E(Ê) is the electric field strength over frequency Ê, and f(Ê) is the atom-field
coupling strength. Notice that we have extended the limit of integration for frequency to
≠Œ, which is valid only when considering frequencies close to the atomic resonance. As
in the previous section we may now assume that the coupling between the atom and field
does not vary appreciably over the frequencies of the atom. This allows us to assume that
both the coupling and electric field strengths are constant around the resonance of the
atom, resulting in:
Eˆ(+)(t) = ≠iEÔ÷
Œ⁄
≠Œ
dÊ
t⁄
0
dtÕ‡˜(tÕ)eiÊ(tÕ≠t)
= ≠iﬁEÔ÷
t⁄
0
dtÕ‡˜(tÕ)”(tÕ ≠ t) = ≠iE
Ú
ﬁ“
2 ‡˜(t).
(3.24)
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Figure 3.2: Figure showing (a) the dynamics of the first order correlation function for
various driving strengths on resonance, (b) the balance of coherent and incoherent con-
tributions as a function of driving strength at · = 0, and (c) the resonance fluorescence
spectrum of the atomic system for various driving strengths normalised to the central
peak, i.e. S(Ê)/S(0). Other parameters are “≠1 = 700 ps and   = 0 ps≠1.
Thus the intensity spectrum in the long-time limit (steady-state) is given by I(Ê) =
IsS(Ê), where Is contains the normalisation factors, and
S(Ê) =
Œ⁄
0
g(1)(·)e≠i(Ê≠Êl)·d·, (3.25)
gives the emission spectrum of the atom centred at the laser frequency in the long
time limit, with the steady-state first order correlation function defined as g(1)(·) =
limtæŒ
e
‡†(t)‡(t+ ·)
f
. To calculate this correlation function, we make use of the quan-
tum regression theorem as outlined in Sec. 2.2.2. From Eq. 2.51, we have,
e
‡†(t)‡(t+ ·)
f
=
trs
Ó
‡† (t, ·)
Ô
,with the initial e ective density matrix given as  (t, ·) = ‡ﬂs(t).
Resonance Flourescence
The first-order correlation function has two significant spectral components corresponding
to the transient oscillations and steady-state of the correlation function. The steady state
contribution is associated with the coherent emission from the atom, or in other words,
the elastic scattering of photons which have the same spectral properties as the incident
light and are thus first order coherent2 [42, 43]. Oscillations in the correlation function
correspond to shifts in both the phase and frequency of the outgoing light from the driving
field, and is often referred to as inelastic or incoherent scattering, as the scattered light is
no longer first order coherent with the incident light.
We can thus split the correlation function into both coherent and incoherent contribu-
tions, such that g(1)(·) = g(1)inc(·)+ g
(1)
coh, where g
(1)
coh = lim·æŒ g(1)(·) = |È‡ssÍ|2, and È‡ssÍ
is the steady state expectation value of ‡. As g(1)coh leads to a ”-function contribution at
2Interestingly, the elastically scattered photons are not coherent with the incident light to all orders;
the interaction with the two level emitter (TLE) causes an anti-bunching e ect, resulting in the light not
being second-order coherent with the driving field.
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the laser frequency in S(Ê), we consider only the incoherent contribution to the spectrum:
Sinc(Ê) =
Œ⁄
0
1
g(1)(·)≠ g(1)coh
2
e≠i(Ê≠Êl)·d·. (3.26)
Analytic expressions for g(1)coh and the initial condition for the quantum regression theorem
can be obtained by solving the quantum optical master equation for its steady state,
giving:
ﬂs(tæŒ) = 1
“((“ + 4 )2 + 4”2) + 2 2(“ + 4 )
◊
A
 2(“ + 4 ) ≠i“ (“ + 4 )≠ 2“” 
i“ (“ + 4 )≠ 2“”  “((“ + 4 )2 + 4”2) +  2(“ + 4 )
B
.
(3.27)
For resonant driving, the coherent contribution to the spectrum is thus given by g(1)coh =
“2 2/(“(“ + 4 ) + 2 2)2, and the initial condition of the first-order correlation function
is given by  (0) = ‡ﬂs(tæŒ).
Fig. 3.2 (a) shows the first-order correlation function for increasing driving strength.
Here we see that oscillations in the correlation function increase as a function of the
driving strength, while the steady state value, and thus the coherent scattering contribu-
tion, decreases. This is shown explicitly in Fig. 3.2 (b) by the fraction of coherent and
incoherent scattering at · = 0. The coherent contribution shows an increase at small
driving strengths, reaching its maximum at

“(“ + 4 )/2, before being suppressed at
large driving strengths, with the emission becoming dominated by incoherent scattering.
At driving strengths smaller than the spontaneous emission rate, population is not raised
to the excited state before being emitted, thus the light is elastically scattered, while for
  >

“(“ + 4 )/2 the system undergoes Rabi oscillations and thus scatters light incoher-
ently. This is reflected in the dynamics of the correlation function shown in Fig. 3.2 (a),
where at weak driving oscillations are heavily suppressed, and the dynamics are dominated
by an exponential decay to the steady state.
The incoherent spectrum in Fig 3.2 (c) shows that at weak driving strengths there is
a single peak centered about resonance. As the driving strength is increased one sees the
emergence of a triple peak structure in the incoherent spectrum, often referred to as the
Mollow triplet [28, 44], with the splitting of the peaks given by the driving strength  .
On first sight, the underlying physical processes responsible for these peaks is not obvious,
and would not be expected in the case of a driven classical dipole, where one would only
ever observe a single Lorentzian peak at the dipole resonance, the height of which would
change as a function of driving strength.
An intuitive explanation for the Mollow triplet can be found through the dressed
state picture. Fig. 3.3 shows the eigenstates of a TLE coupled resonantly to a quantised
electromagnetic field mode in the limit of large field occupations. Here we see that the
degenerate eigenstates of the TLE and field mode are split by the driving strength  ,
which is synonymous with the coupling strength to the external field, forming the so-
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Figure 3.3: Figure demonstrating the mechanism leading to the emergence of the Mollow
triplet. The solid black arrows correspond to emission at frequency Êe, while the dashed
lines represent emission at frequencies Êe ± . On resonance, the light matter eigenstates
are give by: |±nÍ = (|g, nÍ+ |e, n≠ 1Í) /
Ô
2, which may be found by diagonalising the
Jaynes-Cummings Hamiltonian.
called dressed states. This leads to four possible decay paths in which an optical photon
may be emitted. The possible dipole transitions are |±n+1Í æ |±nÍ with frequency Êe and
|±n+1Í æ |ûnÍ with frequency Êe ±  , which correspond to the locations of the peaks in
the Mollow triplet.
3.3 Phonon e ects in quantum dots
So far we have discussed the emission properties of atoms in the presence of a pure dephas-
ing noise source. In this section we shall develop a formalism capable of capturing phonon
e ects in driven quantum dots and solid-state emitters in general. We subsequently inves-
tigate their role in the emission properties of these systems, demonstrating that phonons
lead to significant deviations in the atomic behaviour discussed previously.
3.3.1 The variational polaron formalism
Consider a driven quantum dot coupled linearly to a bath of quantum harmonic oscilla-
tors, representing the vibrational lattice of the host material. As is well established in
the literature, we shall model the QD as a two level system [13, 14, 21, 33, 45] with a
ground state, |0Í, and excited state, |XÍ, representing the absence and presence of an
exciton respectively. For a QD driven by a CW laser with frequency Êl, in the absence of
spontaneous emission, we have the Hamiltonian:
H = Êx|XÍÈX|+   cos (Êlt)‡x + |XÍÈX|
ÿ
k
gk(b†k + bk) +
ÿ
k
‹kb
†
kbk. (3.28)
Following a procedure identical to the one outlined in the previous section, we may simplify
this Hamiltonian using the RWA and move to a frame rotating with respect to the laser
frequency, Êl, such that:
H = ”‡†‡ +  2 ‡x + ‡
†‡
ÿ
k
gk(b†k + bk) +
ÿ
k
‹kb
†
kbk, (3.29)
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where we have defined ‡ = |0ÍÈX|, and ‡x = ‡† + ‡. As in the atomic case ” = Êx ≠ Êl
is the detuning between the driving field and the QD splitting. The phonon environment
is described by the creation and annihilation operators b†k and bk respectively, with each
mode of the environment coupling to the system with strength gk, with corresponding
frequency ‹k . For QDs, this coupling describes the displacement of the vibrational lattice
of the host material as the charge configuration in the QD changes between its excited and
ground states [20]. The coupling between the system and environment is fully characterised
by the spectral density, for coupling between a QD and bulk LA-photons we take the
phenomenological form [12–14]
J(Ê) = –Ê3e≠Ê2/Ê2c , (3.30)
as was introduced in Sec. 2.3.2. Here Êc is the cut-o  frequency, and – is the coupling
strength.
The solid-state nature of QDs often results in strong coupling between the excitonic
degrees of freedom and the phonon environment. In this case the weak coupling master
equation derived in Sec. 2.3.1 is insu cient to capture the interaction between the system
and environment, often leading to inconsistent predictions or even unphysical system dy-
namics. We can, however, derive a master equation valid outside the weak coupling regime
by applying a state dependent displacement operator, Upol = exp
3
‡†‡
q
k
–k(b†k ≠ bk)
4
=
|0ÍÈ0|+ |XÍÈX|r
k
D(–k), to the Hamiltonian [8, 38–40, 46]. This unitary operator leads
to a displacement of the environmental modes dependent on the state of the two level
system, allowing one to derive a master equation which is non-perturbative in the system
environment coupling strength. Applying this transformation to the system-environment
Hamiltonian, we have:
Hp = ”r‡†‡ +
 r
2 ‡x +
 
2 (‡xBx + ‡yBy) + ‡
†‡Bz +
ÿ
k
‹kb
†
kbk, (3.31)
where we have defined ”r = ”≠q
k
–k(2gk≠‹k–k), and  r =  B, with the bath operators:
Bx =
1
2(B+ +B≠ ≠ 2B),
By =
i
2(B+ ≠B≠),
Bz =
ÿ
k
(gk ≠ ‹k–k)(b†k + bk),
(3.32)
where B± =
r
k
D(±–k), and the average displacement of the environment with respect
to a thermal state is B = ÈB±Í = exp
3
≠q
k
–2k coth
1
—‹k
2
24
. In this transformed repre-
sentation, the QD is dressed with vibrational modes of the environment. This leads to
a shift in the QD energy eigenstates, and specifically results in a renormalisation of the
Rabi frequency by the average displacement of the phonon environment.
We can eliminate the linear coupling to the phonon environment by choosing –k =
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gk/‹k, reducing the Hamiltonian to what we shall refer to as full polaron theory. However,
this approach is inappropriate when the dynamical timescales of the system approach the
characteristic timescale of the environment (that is, the cut-o  frequency). The master
equation in the polaron representation is perturbative in the ratio of the driving strength
and cut-o  frequency of the environment ( /Êc), relying on the vibrational modes of the
environment to be instantaneously displaced as the QD is driven between its ground and
excited states. Thus, in the strong driving limit, when  /Êc is no longer peturbative,
polaron theory can lead to inaccurate predictions for the properties of the system.
In contrast, we wish to develop the so-called variational polaron theory, where the
magnitude of each displacement is kept as a variational parameter, chosen for each mode
such that the free energy of the system is minimised. This will not only ensure that
the system thermalises to an equilibrium state that minimises the free energy (and thus
maximising the thermodynamic entropy), but also allows us to derive a master equation
valid over a broad parameter regime [8, 40, 47]. However, finding an expression for the free
energy F of a TLS governed by a spin-boson type Hamiltonian is extremely challenging.
Instead, by treating the interaction Hamiltonian in the variational polaron frame as a
perturbation, we shall minimise the Feynman-Bogoliubov upper bound AB, which satisfies
the condition AB Ø F [48], and takes the form [8, 38, 39]:
AB = ≠ 1
—
ln
Ó
tr
1
e≠—H0
2Ô
+ ÈHIÍH0 +O(ÈH2I ÍH0), (3.33)
with,
H0 =
” +R
2 ‡z +
R
2 1+
 r
2 ‡x +
ÿ
k
‹kb
†
kbk,
HI =
 
2 (‡xBx + ‡yBy) + ‡
†‡Bz,
(3.34)
and R = q
k
–k(2gk ≠ ‹k–k). Here, the first term corresponds to the contribution of the
free Hamiltonian H0 to the free energy of the TLS. The second term ÈHIÍH0 denotes the
expectation value of HI with respect to the canonical thermal state, and quantifies the
e ect of the system-environment interaction on the free energy to first order [48], which
we have constructed to be zero. Now, choosing the displacement –k = fk/‹k, where fk
minimises AB, we obtain the expression:
ˆAB
ˆfk
= 1tr (e≠—H0)tr
3
ˆH0
ˆfk
e≠—H0
4
= 0, (3.35)
which yields the variational functions fk = F (‹k)gk, with the form:
F (‹k) =
1
÷r ≠ ”r tanh
1
—÷r
2
22
÷r ≠ tanh
1
—÷r
2
2 1
”r ≠  2r2‹k coth
—‹k
2
2 . (3.36)
Here ÷r =

”2r +  2r is the generalised Rabi frequency renormalised by the phonon envi-
ronment. To carry-out the minimisation, we solve the equations for the renormalised Rabi
Chapter 3. Emission properties of optically driven quantum dots 44
frequency and detunings self-consistently, which is most easily done in the continuum limit
using the expressions:
 r =   exp
Qa≠12
Œ⁄
0
J(Ê)F (Ê)
Ê2
coth
3
—Ê
2
4
dÊ
Rb ,
”r = ” +
Œ⁄
0
J(Ê)F (Ê)
Ê
(2≠ F (Ê))dÊ.
(3.37)
This leads to a set of renormalised system parameters that minimise the free energy of the
system. In the section that follows we shall give a detailed discussion of the advantages
and limitations of this approach.
3.3.2 The variational polaron master equation and exciton dynamics
Phonon renormalisation of system energy scales
As mentioned in the previous section, in the polaron frame, the system energy scales
become dependent on parameters of the environment. Both the resonance frequency of
the QD and the Rabi frequency are renormalised by phonon terms, having a significant
e ect on the resultant exciton dynamics. For the rest of this chapter, we shall consider
the resonance of the QD to be the polaron shifted resonance given by the full polaron
theory, that is ” = ≠
Œs
0
J(Ê)/ÊdÊ = ≠Ôﬁ–Ê3c/4. This is consistent with an experimental
procedure in which the resonance of the TLS is identified by sweeping a weak probe field
across frequency, and taking the maximum absorption/flourescence to be resonance, which
for a QD corresponds to the polaron shifted resonance.
In the variational frame, the Rabi frequency becomes renormalised by the average
displacement of the environment, B, which in the continuum limit takes the form:
B = ÈB±Í = exp
Qa≠12
Œ⁄
0
J(Ê)F (Ê)2
Ê2
coth
3
—Ê
2
4
dÊ
Rb . (3.38)
For the variational theory there are two important limits to be considered; at high tempera-
tures and strong system-environment coupling strengths, the renormalised Rabi frequency
 r becomes exponentially suppressed. This results in a strong suppression of the coherent
exciton dynamics, which become purely incoherent in the strong-coupling/high tempera-
ture regime [49]. In this case, the master equation will lead only to thermal relaxation.
At small coupling and low temperature, the modes of the phonon environment are not
strongly displaced, thus there is little renormalisation of the system energy scales. This
results in the variational Hamiltonian reducing to the original spin-boson Hamiltonian,
and is thus perturbative in the system-environment coupling strength.
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Correlation functions
Before deriving an equation of motion to describe the reduced dynamics of the system, it
is useful to consider the environmental correlation functions that will play a major role in
the derivation. A detailed derivation of the variational correlation functions can be found
in Appendix A, however, in the continuum limit we have:
 xx(t) = ÈBx(t)BxÍ = 12
1
C(t) +G(t)≠ 2B2
2
,
 yy(t) = ÈBy(t)ByÍ = 12 (G(t)≠ C(t)) ,
 yz(t) = ≠2B
⁄ Œ
0
J(Ê)(1≠ F (Ê))F (Ê)
Ê
3
sinÊt coth
3
—Ê
2
4
+ i cosÊt
4
dÊ,
 zz(t) =
⁄ Œ
0
J(Ê)(1≠ F (Ê))2
3
cosÊt coth
3
—Ê
2
4
≠ i sinÊt
4
dÊ,
(3.39)
with the two remaining cross terms  xy(t) =  xz(t) = 0. Here we have defined the terms:
C(t) = ÈB±(t)B±Í = B exp
Qa≠ Œ⁄
0
J(Ê)F (Ê)2
Ê2
3
coth
3
—Ê
2
4
cosÊt≠ i sinÊt
4
dÊ
Rb ,
G(t) = ÈB±(t)BûÍ = B exp
Qa Œ⁄
0
J(Ê)F (Ê)2
Ê2
3
coth
3
—Ê
2
4
cosÊt+ i sinÊt
4
dÊ
Rb ,
(3.40)
and we have used the standard expression for the two-time correlation functions of the
environment given in Sec. 2.2.3. Unfortunately, for the QD spectral density given in
Eq. 3.30, finding an analytic form for these integrals is challenging, thus, we opt to solve
these expression numerically.
The variational master equation
From the above correlation functions and Eq. 2.53, we obtain a master equation of the
form:
ˆﬂs(t)
ˆt
=≠ i
5
”r‡
†‡ +  r2 ‡x, ﬂs(t)
6
≠
Œ⁄
0
d· ([‡z,‡z(≠·)ﬂs(t)] zz(·) + h.c)
≠  
2
4
Œ⁄
0
d· ([‡x,‡x(≠·)ﬂs(t)] xx(·) + [‡y,‡y(≠·)ﬂs(t)] yy(·) + h.c)
+ i 2
Œ⁄
0
d·
1
{[‡y,‡z(≠·)ﬂs(t)]≠ [‡z,‡y(≠·)ﬂs(t)]} Õyz(·) + h.c
2
,
=≠ i
5
”r‡
†‡ +  r2 ‡x, ﬂs(t)
6
≠
1Ë
‡†‡, zﬂs(t)
È
+
Ë
ﬂs(t) †z,‡†‡
È2
≠  
2
4
1
[‡x,‰xﬂs(t)] +
Ë
ﬂs(t)‰†x,‡x
È
+ [‡y,‰yﬂs(t)] +
Ë
ﬂs(t)‰†y,‡y
È2
+ i 2
1
[‡y, zﬂs(t)]≠
Ë
‡†‡, yﬂs(t)
È
+
Ë
ﬂs(t) †y,‡†‡
È
≠
Ë
ﬂs(t) †z,‡y
È2
,
(3.41)
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 
Figure 3.4: Schematic representation of the polaron transformation on a single mode of
the environment. The transformation displaces the environment about an average B, with
each potential well associated with a state of the QD. Reintroducing driving in the system
Hamiltonian leads to tunnelling between these two wells.
where we have defined  Õyz(·) = i yz(·) to satisfy the condition  Õyz(≠·) = ( Õyz(·))ú.
Unlike the electromagnetic environment describe in Sec. 3.2.1, the spectrum of the phonon
environment varies appreciably over system energy scales, thus we must account for the full
eigenstructure of the transformed system Hamiltonian when moving into the interaction
picture, that is the Hamiltonian Hs = ”r‡†‡ +  r2 ‡x, which has the eigenstates |ÂjÍ and
associated eigenvalues Â± = ±÷r/2. Using the system eigenbasis, we can write the system
rate operators such that
‰– =
ÿ
jk
‡jk
Œ⁄
0
e≠i⁄jk· xx(·)d· |ÂjÍÈÂk|,
 – =
ÿ
jk
‡jk
Œ⁄
0
e≠i⁄jk· Õyz(·)d· |ÂjÍÈÂk|,
 – =
ÿ
jk
‡jk
Œ⁄
0
e≠i⁄jk· zz(·)d· |ÂjÍÈÂk|,
(3.42)
where ‡jk = ÈÂj |‡|ÂkÍ, – œ {‡x,‡y,‡†‡}, and ⁄jk = Âj ≠ Âk is the di erence in system
eigenenergies.
Limitations of the variational polaron theory
Before proceeding any further, it is worth briefly describing the physics underlying the
variational polaron formalism, and explore the various limits of the theory.
Consider first the limit in which the variational transformation gives no displacement to
the modes of the environment, i.e. F (Ê) ¥ 0 ’ Ê, which occurs when the cut-o  frequency
is comparable in magnitude to the system energy scale, and the system-environment cou-
pling is weak. Here, the wave functions associated with each displacement have signifi-
cant overlap with one another, meaning that it is not energetically favourable to displace
modes of the environment [50, 51]. This leaves a single non-zero correlation function
 zz(·), and no renormalisation of the system energy scales (B = 1), thus the variational
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master equation reduces to the weak coupling case derived in Sec. 2.3.1 in which the
system-environment coupling strength is treated perturbatively.
The opposite limit in which the environment is fully displaced (i.e. F (Ê) = 1) is often
referred to as the full polaron theory. This limit is most easily understood in the context of
the independent boson model [2, 11], that is, the QD Hamiltonian in the absence of driving
(  = 0). This is one of very few examples of exactly solvable open quantum systems
models, and is diagonalised by the variational polaron transformation with displacement
set to –k = gk/‹k. The transformation displaces the modes of the environment contingent
on the state of the QD, as demonstrated graphically in Fig 3.4, establishing two potential
wells, distributed symmetrically about an average displacement B.
Upon reintroducing the driving field (  ”= 0), the system-environment Hamiltonian
may no longer be diagonalised by the polaron transformation, and the environment is
displaced as the system coherently transitions between the ground and excited state.
However, in the limit that the environment responds to the system dynamics instanta-
neously, specifically when the environmental cut-o  is far greater than the driving strength
( /Êc π 1), the polaron basis provides an ideal starting point for perturbation theory.
This naturally restricts the polaron master equation to regimes where the dominant
modes of the environment are high frequency, that is, when the environmental response
is fast in comparison to system time-scales. Outside of this regime, the bath no longer
responds instantaneously to the tunnelling of the system, and the environmental wave
function gets ‘smeared out’ between the two displaced wells, which in certain situations
can generate non-classical states of the environment [50, 51]. Two important situations
where this can occur are when the time-scales of the environment are of the same order as
those of the system (e.g. excitonic energy transfer in molecular systems); and environments
with sub-Ohmic and Ohmic3 spectral densities, where the sluggish (low frequency) modes
of the environmental are particularly important, leading to an infrared divergence in B.
In both cases, terminating the polaron master equation at second order leads to an over-
estimation of the damping of coherent oscillations of the QD.
Including a variational parameter within the polaron transformation allows one to
circumvent these issues somewhat. Instead of displacing the modes by the ‘full-polaron
amount’, we fully displace the high-frequency modes of the environment, while leaving
the low frequency modes un-displaced. This allows one to derive a ‘hybridised’ master
equation, in which the low frequency modes are accounted for using a Redfield type treat-
ment, while high frequency modes are treated using a polaron-like master equation. This
greatly increases the regime of validity of the polaron master equation [8], allowing one
to describe the dynamical behaviour of the system for Ohmic spectral densities, as well
as when the environmental correlation time approaches that of system time-scales (i.e.
when   ≥ Êc) due to the Redfield treatment of the low frequency modes. The variational
master equation fails however, in regimes when sluggish modes of the environment are
coupled strongly to the system, this is an extremely computationally challenging regime,
due to the generation of significant system-environment correlations, and will be discussed
3A spectral density of the form J(Ê) Ã Ês is referred to as super-Ohmic when s > 1, Ohmic when
s = 1, and sub-Ohmic when s < 1.
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in detail in Chapters 5 and 6.
Incorporating spontaneous emission
To investigate the emission properties of quantum dots, we must also consider the coupling
to an electromagnetic environment in our theoretical description. To do so let us examine
the light-matter interaction Hamiltonian in the polaron frame:
HEMI (t) =
ÿ
k
1
fúk‡
†B+ake≠iÊkt + fk‡B≠a†keiÊkt
2
, (3.43)
where we now see the presence of phonon operators in the light-matter Hamiltonian. If we
consider only spontaneous emission processes, i.e. when the photon field is at zero temper-
ature, then the emission rate in the continuum limit is given by the Fourier transformed
correlation function [37, 52]:
“(Ê) = Re
SU Œ⁄
0
d·e≠iÊ·G(·)C12(·)
TV , (3.44)
where C12(·) =
Œs
0
dÊJEM (Ê)eiÊ· , is the correlation function for the EM field in the zero
temperature limit, and G(·) is the correlation function defined in Eq. 3.40.
Assuming once again that spectral density of the EM field does not vary appreciably
over system energy scales, we may take the spectral density to be flat, JEM (Ê) ¥ ’.
This allows us to resolve the frequency integral in the correlation function for the EM
environment C12(·) ¥ ﬁ’”(Ê)/2 + iP( 1· ), thus the spontaneous emission rate becomes:
“(Ê) = ﬁ’2 G(0) =
ﬁ’
2 , (3.45)
since G(0) = 1. Thus on timescales relevant to QDs, the spontaneous emission rate is not
directly a ected by phonon processes, and may be incorporated into the polaron master
equation as a Lindblad-type dissipator [37, 52]. This is reliant on the electromagnetic
environment have a flat spectral density, that is, for the spectral density to not vary
appreciably over the over energy-scales of the QD. Thus the full master equation now
takes the form:
ˆﬂs(t)
ˆt
=≠ i
5
”r‡
†‡ +  r2 ‡x, ﬂs(t)
6
≠
1Ë
‡†‡, zﬂs(t)
È
+
Ë
ﬂs(t) †z,‡†‡
È2
≠  
2
4
1
[‡x,‰xﬂs(t)] +
Ë
ﬂs(t)‰†x,‡x
È
+ [‡y,‰yﬂs(t)] +
Ë
ﬂs(t)‰†y,‡y
È2
+ i 2
1
[‡y, zﬂs(t)]≠
Ë
‡†‡, yﬂs(t)
È
+
Ë
ﬂs(t) †y,‡†‡
È
≠
Ë
ﬂs(t) †z,‡y
È2
+ “2
1
2‡ﬂs(t)‡† ≠
Ó
‡†‡, ﬂs(t)
Ô2
,
(3.46)
where “ is the spontaneous emission rate.
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Figure 3.5: Plots showing the excited state dynamics for increasing system-environment
coupling strength, highlighting the renormalisation of the Rabi frequency due to phonon
renormalisation [33]. The system-environment coupling strengths are (a) – = 0.1 ps2, (b)
– = 0.5 ps2, and (c) – = 1 ps2. Other parameters taken are representative of QD systems:
  = 0.05 ps≠1, “≠1 = 700 ps, and Êc = 2.2 ps≠1.
3.3.3 QD dynamics
Now that we have a form for the variational master equation we may model the e ects of
phonons on the QD dynamics. As mentioned previously, by considering the form of the
Hamiltonian after the variational polaron transformation, one may gain some intuition as
to the e ect that phonons will have on the exciton dynamics. In Eq. 3.31 we see that the
driving strength is renormalised by the average displacement of the phonon environment,
such that  r =  B. At either strong system-environment coupling strengths or high
temperature, the average displacement of the environment, and thus the renormalised
Rabi frequency, decreases [13]. This can be seen in Fig. 3.5, with the frequency of the
coherent oscillations decreasing as a function of system-environment coupling strength,
while the decay envelope of the population dynamics is set by the spontaneous emission
rate and phonon-induced dissipation rates.
The e ects of phonon processes may also be seen in the absorption spectrum of the
QD, which for a two level system driven by a CW laser source is directly related to the
steady-state population of the excited state [9, 42]. Fig. 3.6 (a) compares the absorption
spectrum of both the phenomenological pure dephasing and variational polaron theories
at low temperature (T = 4 K). The phenomenological theory predicts a sharp Lorentzian
peak centred about atomic resonance, which may be found analytically as:
È‡†‡Íss = (“ + 4 ) 
2
“ [4”2 + (“ + 4 )2] + 2 2(“ + 4 ) , (3.47)
with a width proportional to the driving strength   as well as the spontaneous emission
and dephasing rates. At resonance, driving above saturation ( ∫ “,  ), the steady state
population of both the phonon and phenomenological theories is given by È‡†‡Í|”=0 = 12 ,
as can be seen in the phenomenological theory from Eq. 3.47. Here, the system undergoes
damped Rabi oscillations, with no bias towards one particular state or the other in the
long time limit.
Away from resonance the phonon theory no longer has a simple Lorentzian line-shape,
showing additional sidebands, which are particularly clear for a blue detuned driving field
(” = ÊX ≠ Êl < 0). These sidebands are caused by phonon assisted photon absorption,
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Figure 3.6: Plots comparing the steady state populations for (a) the phenomenological
theory (dashed) and variational polaron master equation (solid) for T = 4 K, with the
phenomenological dephasing rate   = 1◊10≠3 ps≠1; (b) variational theory with increasing
temperature, notice how the line shape becomes more symmetric as phonon emission
and absorption processes balance one another at high temperatures; and (c) shows a
phonon induced population inversion at large driving strengths within the variational
theory. Other parameters are:   = 0.05 ps≠1, “≠1 = 700 ps, – = 0.027 ps2, and Êc =
2.2 ps≠1.
that is, when driven above resonance the QD may absorb a photon by simultaneously
emitting a phonon into the environment with energy equal to the detuning of the photon,
this is shown schematically in Fig. 3.7 (right). A similar process may also happen in
reverse, whereby the excess energy required to absorb a red detuned photon (” > 0)
may be gained by absorbing a phonon from the environment, as shown schematically in
Fig. 3.7 (left). This inverse process is, however, suppressed at low temperature due to
the low phonon occupation of the environment. Fig. 3.6 (b) demonstrates how these two
processes balance one another at high temperatures leading to the emergence of a more
symmetric line-shape, with broad phonon sidebands.
One interesting consequence of phonon assisted photon absorption is the potential to
obtain a population inversion, i.e. more population in the excited state than the ground.
In a traditional quantum optics set-up this is impossible for a TLS, the maximum excited
state population occurs at resonant driving and can never exceed 12 as the total emis-
sion processes (both spontaneous and stimulated) will always dominate over absorption,
regardless of how strongly one drives the system.
When phonons are included in the description of the system we now have a new mech-
anism to populate the QD; phonon assisted absorption can produce significant exciton
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Figure 3.7: A schematic of phonon assisted photon absorption processes. (Left) A photon
detuned above then exciton transition is absorbed by emitting a phonon into the envi-
ronment. (Right) A photon at lower energy than the exciton transistion is absorbed by
absorbing a phonon from the thermal environment
populations away from resonance, where spontaneous emission processes are suppressed.
This reduces the total light emitted through spontaneous emission thus allowing a popu-
lation inversion to occur at very strong driving strengths [36, 53], as shown in Fig. 3.6 (c).
3.4 Coherent and incoherent scattering from a QD
We shall now explore the e ect that phonon interactions have on the emission properties
of QDs, in particular focussing on the balance of coherent and incoherent emission. The
balance of these two scattering processes plays a role in many of the proposed applications
for QD devices; for example, single photon sources [15, 16]. Thus understanding the role
that phonons have on the emission properties of QDs is essential in the development of
photonic devices.
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Figure 3.8: Driving dependence of the first-order correlation function in the presence of
phonons for (a) weak and (b) strong driving [37]. At large driving strengths we see an
enhancement of the coherent scattering, with incoherent and coherent emission processes
balancing each other. Parameters used to generate these plots are “≠1 = 700 ps, – =
0.027 ps2, and Êc = 2.2 ps≠1.
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3.4.1 Enhanced coherent scattering
In direct analogy to the pure dephasing model, to investigate the e ect that phonon
processes have on the balance of coherent and incoherent emission from a QD, we consider
the driving dependence of the first-order correlation function at zero time delay. At weak
driving the correlation function behaves similarly to the phenomenological case, as is shown
in Fig. 3.8 – coherent scattering quickly tends to zero as the driving strength exceeds the
QD spontaneous emission rate, with saturation occuring for   ≥ 0.01 ps≠1.
However, as was first shown in Ref. [37], for strong driving strengths we see a revival
of the coherent scattering, contributing to approximately half of the light emitted from
the QD for   ≥ 3.5 ps≠1. This is a significant departure from the atomic case, in which
we expect the steady state coherence to remain zero above saturation, so what are the
physical origins of this enhanced coherent scattering?
As for the Mollow triplet, we can answer this question by appealing to the physical
intuition gained from the dressed state picture. In the presence of phonons we not only
have transitions between the manifolds of the dressed states due to the EM environment,
but also have phonon processes driving transitions between states within a single dressed
state manifold. In other words, the phonons attempt to thermalise the system with respect
to the dressed state basis, resulting in steady state coherence within the {|0Í, |XÍ} basis,
and thus an increase in the coherent scattering (as g(1)coh = |È‡Íss|2) [37]. This becomes
particularly important when one drives the system strongly where the spectral density
of the phonon environment is sampled closer to its peak, and thus the e ective coupling
to the phonons increases, such that phonon induced thermalisation occurs on a shorter
timescale than optical processes.
3.4.2 The balance of coherent and incoherent scattering in QDs
Although heralding a departure from ‘textbook’ quantum optics, the driving strengths
required to enter the enhanced coherent scattering regime are on the edge of what is
currently experimentally attainable for CW excitation in QD systems. For example, the
Rabi strengths typically used in resonance fluorescence are about   ≥ 0.3 ps≠1 [29], which
lies just at the onset of the enhance coherent scattering regime. We can, however, increase
the e ective Rabi frequency by detuning the driving field from the QD resonance, giving
the generalised Rabi frequency ÷r =

”2r +  2r . This allows one to reach large system
energy scales simply by detuning from resonance, and hence sample the spectral density
at larger values.
For the phenomenological theory (÷r æ ÷ =
Ô
”2 +  2), the fraction of coherently
scattered light at zero time delay can be found analytically as:
Fcoh = g
(1)
coh
g(1)(0) =
“2
“ + 4 
(“ + 4 )2 + 4”2
“((“ + 4 )2 + 4”2) + 2 2(“ + 4 ) , (3.48)
with the incoherent fraction given by Finc = 1≠ Fcoh.
In the limit of no pure dephasing,   = 0, this expression reduces to Fcoh = “2+4”2“2+4”2+2 2 .
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Figure 3.9: (a,b) Plots of the coherent and incoherent fraction within the pure dephasing
model at   = 0.05 ps≠1, with   = 0 (a) and 1/400 ps≠1 (b). (c,d) Graphs showing the
balance of coherent (yellow) to incoherent (blue) emission as a function of detuning for
driving strengths   = 0.05 and 0.1 ps≠1 respectively. The dashed curves show the fraction
as predicted by the phenomenological theory, while the solid is the full (variational) phonon
theory. Other parameters for these plots are “≠1 = 700 ps, T = 4 K, – = 0.027 ps2, and
Êc = 2.2 ps≠1.
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Figure 3.10: Graphs showing the fraction of coherent (yellow) to incoherently (blue) scat-
tered light as a function of detuning within the variational polaron theory, for driving
strength (a)   = 0.075 ps≠1, (b)   = 0.1 ps≠1, (c)   = 0.5 ps≠1, and (d)   = 3 ps≠1. Other
parameters for these plots are “≠1 = 700 ps, T = 4 K, – = 0.027 ps2, and Êc = 2.2 ps≠1.
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Above saturation (  ∫ “), the incoherent fraction gives a symmetric Lorentzian peak
about resonance, the width of which is proportional to the driving strength, with all
light at resonance being incoherently scattered, as demonstrated in Fig 3.9 (a), which is
consitent with Fig. 3.2 (b). Far o  resonance (” ∫  , “), in the absence of pure dephasing,
all scattered light is coherent Fcoh ¥ 1 – in this regime the light simply scatters o  the
emitter without driving Rabi oscillations, thus keeping its phase coherence with the driving
field.
For non-zero dephasing rates, the fraction of coherently scattered light is reduced. This
is due to the dephasing suppressing the steady state coherence of the emitter, and thus the
coherent contribution to the emission. This is demonstrated in Fig 3.9 (b), where we now
see a significant reduction in coherently scattered light, even at modest dephasing rates.
In fact, in the large dephasing limit (  ∫  , “), the steady state coherence is heavily
suppressed and the coherent fraction of emitted radiation reduces to Fcoh ¥ 0, leaving
only incoherent emission.
When phonons are included, we see the emergence of significant structure in the co-
herent and incoherent fractions, even at weak driving. For resonant excitation and weak
drivings, much like the atomic system, the emission of the QD is purely incoherent. In
this regime, the phonon spectral density is sampled far from its peak, thus phonon pro-
cesses are suppressed. As such, the QD undergoes full Rabi oscillations, and the emitted
light is incoherent, as can be seen from Fig. 3.9 (c) and (d). However, away from res-
onance we observe an asymmetric feature not present in the atomic case; these striking
di erences can be attributed to a competition between energy scales of the system and
environment. Just o  resonance and at weak driving, phonon processes remain suppressed
as the phonon spectral density is sampled far from its peak, hence the coherent emission
increases following the pure dephasing model4.
Unlike the pure dephasing model, however, the coherent emission is once again sup-
pressed at larger detunings. Here the phonon spectral density is sampled closer to its peak,
thus increasing the e ective phonon coupling. This allows phonon processes to ‘bridge’
the energy di erence between QD splitting and driving frequency, e ectively tuning the
QD back into resonance with the driving field, consequently allowing phonon assisted pho-
ton absorption, as is demonstrated schematically in Fig. 3.7. Furthermore, this process
explains the asymmetry close to resonance – at low temperature the phonon absorption
is suppressed due to low occupation numbers in the environment, this reduces phonon
induced photon absorption for ” > 0; when driving above resonance phonon assisted ab-
sorption comes into play (as shown in Fig. 3.6), thus leading to incoherent scattering
processes.
Far from resonance, when the generalised Rabi frequency exceeds the environmental
cut-o  frequency (that is ÷r > Êc), the phonon spectral density is sampled beyond its
peak, reducing the e ective phonon coupling and consequently phonon induced photon
4To compare like-for-like, the pure dephasing rate used in Fig. 3.9 (c) and (d) have been calculated using
the expression   =  22 Re
5Œs
0
d· cos( ·) yy(·)
6
which may be derived by taking the appropriate limits of
the polaron master equation, as detailed in the supplementary information in Ref. [37].
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absorption. From Fig. 3.10, this is particularly apparent at large positive detunings where
there are virtually no phonon induced processes and therefore no photon absorption, lead-
ing to a revival of coherent scattering. For negative detuning, phonon emission is still
possible (though suppressed) due to vacuum fluctuations in the phonon field, thus the
majority of light remains incoherent – though at very large negative detunings (or strong
driving strengths) there is an eventual suppression of the incoherent scattering as phonons
become weakly coupled to then QD.
At very large driving strengths, phonon processes are suppressed at smaller detunings,
resulting in the cross-over between coherent and incoherent scattering to occur at smaller
detunings. This is highlighted when one enters the enhanced coherent scattering regime,
where the e ective coupling with the phonon environment is very strong, rapidly thermal-
ising the QD with respect to the eigenstate basis, leading to a significant portion of the
emission at resonance to be coherent.
3.5 Phonon e ects in higher order correlation functions
3.5.1 Hong-Ou-Mandel, Hanbury-Brown Twiss, and G(2) measurements
  
S
Eˆ(+)1
Eˆ(+)2
Eˆ(+)3
Eˆ(+)4
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(a) (b) (c)
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D1
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Figure 3.11: (a) Schematic picture of HOM apparatus for a continuously driven source.
Photons from a source S enter the apparatus via a beam splitter (BS), one branch of the
interferometer containing mirrors M1 and M2 is then delayed by  · , before being incident
on the final BS. Coincidence counts are then taken using the single photon detectors D1
and D2. (b) Shows HBT apparatus. Here a source S is incident on the BS, where detectors
D1 and D2 measure multi-photon coincidences. (c) A beam splitter with incident modes
Eˆ(+)1 , Eˆ
(+)
2 , producing output modes Eˆ
(+)
3 , Eˆ
(+)
4 which are then measured using detectors
D1 and D2.
In the previous section we saw that phonon processes lead to significant deviations in
the first-order photon emission correlation function for a QD, when compared to an analo-
gous atomic system. A natural question to ask is then how do phonons a ect second-order
correlations functions? The exact form of the second-order correlation function is context
dependent. In this section we shall consider two cases which are particularly important
for quantum information applications – Hong-Ou-Mandel [41] (HOM) and Hanbury-Brown
Twiss [54–56] (HBT) experiments, as shown schematically in Fig. 3.11 (a) and (b) respec-
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tively.
These experiments give insights into the measurement statistics of photons emitted
from a source, information that is vital for many applications of photonic devices in quan-
tum technologies. For example, the HBT experiment determines whether a source is
bunched or anti-bunched, that is, whether or not it is a single photon source, a require-
ment for linear optical quantum computing [57, 58]. While, under certain conditions, the
HOM experiment gives an indication of the indistinguishability of photons emitted from
a source. This is particularly important in the generation of entangled states between
photons and matter qubits [59].
3.5.2 Hong-Ou-Mandel experiments
Hong-Ou-Mandel experiments consider two photons incident on a 50:50 beam splitter;
the photons are then measured using detectors placed at each of the output ports of
the beam splitter, and the time-delay between detector clicks · is recorded. As will
be shown below, the measurements statistics of the HOM experiment show that there
are no coincidence counts when the incident photons arrive simultaneously at the beam
splitter [41]. In this section we consider the e ect phonons have on the measurement
statistics of the HOM experiment for a continuously driven QD, highlighting deviations
from the behaviour predicted by the pure dephasing model and traditional quantum optics
techniques.
Two-photon interference
Consider the case of two photons that are simultaneously incident on a 50:50 beam splitter,
with one photon at each input port. We can write this state in terms of creation and
annihilation operators for the input field modes such that |11, 12Í = aˆ†1aˆ†2|0Í. We can relate
the fields at the input ports to the output ports via the beam splitter transformation [42]:Qa Eˆ(+)1
Eˆ(+)2
Rb = 1Ô
2
A
1 1
1 ≠1
BQa Eˆ(+)3
Eˆ(+)4
Rb , (3.49)
where for a single occupied field mode the electric field operator is given by Eˆ(+)j Ã aj .
Thus, applying the beam splitter transformation to the field modes we get:
aˆ†1aˆ
†
2|0Í =
1
2
1
b†1b
†
1 +⇢⇢bˆ
†
1bˆ
†
2 ≠⇢⇢bˆ†2bˆ†1 ≠ bˆ†2bˆ†2
2
|0Í = 1Ô
2
(|2, 0Í ≠ |0, 2Í) , (3.50)
where b†j are the field operators for the output ports of the beam-splitter. Notice now
that after the beam-splitter transformation the probability of measuring a single photon
at each output port is zero. This is caused by incident photons accumulating a phase
di erence when they are reflected, resulting in the probability amplitude of detecting a
single photon in each output port to cancel. This can be seen from the Feynman diagrams
of the process:
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+          
0
where opposite phases cause the single-photon coincidence counts to cancel.
The presence of HOM interference is often considered to be a direct consequence of the
indistinguishability of the incident photons, that is, contingent on the two incident photons
having the same spatial and spectral properties. However, as pointed out by Legero et
al. [60, 61], and subsequently Metz and Barrett [62], this is only true when one is operating
in the bad detector limit, where the photon detectors have no time resolution. When the
detectors are perfectly time resolved, then one will always measure zero coincidence counts
at zero time-delay, regardless of whether the incident photons are indistinguishable (in the
bad detector limit) or not.
In order to show this we follow the analysis of Legero et al. [60], and consider two
photon wavepackets incident on the beam splitter shown in Fig 3.11 (c), with the electric
field operators defined by:
E(+)1 (t) = „1(t)a1 and E
(+)
2 (t) = „2(t)a2, (3.51)
where „i(t) describes both the envelope and phase evolution of the photon wavepacket
incident at port i of the beam splitter. Consider the input state | inÍ = |11, 12Í, denoting
a single photon incident at each input-port of the beam splitter. The probability of
measuring a photon at detector 3 at time t, followed by a photon detected in mode 4 at
t+ · , is given by the correlation function:
G(2)HOM (t, ·) =È in|E(≠)3 (t)E(≠)4 (t+ ·)E(+)4 (t+ ·)E(+)3 (t)| inÍ,
=È0|a1a2E(≠)3 (t)E(≠)4 (t+ ·)E(+)4 (t+ ·)E(+)3 (t)a†1a†2|0Í.
(3.52)
Applying the beam splitter transformation we obtain an expression for the two time-
correlation function:
G(2)HOM (t, ·) =
1
4 |„1(t+ ·)„2(t)≠ „2(t+ ·)„1(t)|
2, (3.53)
where we see that at zero time-delay between detector clicks, the coincidence probability
vanishes regardless of the spatial or phase properties of the incident photons.
This means that for perfectly time-resolved measurements, the HOM dip will always
be present and go to zero. Of course, for any situation of practical importance, we must
account for finite detector response times, that is, the time taken for a detector to ‘recover’
after measuring the first photon. This consideration is particularly important for the case
of a continuously driven emitter; in contrast to pulsed single photon sources, a driven
emitter produces a train of photons, hence we must have time resolved measurements in
order to distinguish between emission events.
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The HOM two-time correlation function
To model a HOM experiment for a single continuously driven emitter, we consider a Mach-
Zehnder interferometer, as shown schematically in Fig. 3.11 (a), one arm of which has a
delay  · which is much greater than the photon coherence time to prevent single photon
interference [31, 32, 63]. This allows us to consider the fields incident on the final beam
splitter to be uncorrelated and mutually independent. Photon statistics are then collected
using time resolved single photon detectors placed at the output ports of the final beam
splitter.
As in the previous section, the probability of detecting a photon at both detectors 1
and 2 after some time delay · is given by the two-time correlation function [60]:
G(2)HOM (t, ·) = ÈEˆ(≠)3 (t)Eˆ(≠)4 (t+ ·)Eˆ(+)4 (t+ ·)Eˆ(+)3 (t)Í, (3.54)
where Eˆ(+)3 (t) and Eˆ
(+)
4 (t) are the positive frequency components on the fields incident on
the detectors 1 and 2, as shown in Fig 3.11 (c). Relating the incident fields to the output
fields using the beam splitter transformation, we have:
G(2)HOM (t, ·) =
e
Eˆ(≠)3 (t)Eˆ
(≠)
4 (t+ ·)Eˆ
(+)
4 (t+ ·)Eˆ
(+)
3 (t)
f
,
=14
e
(Eˆ(≠)1 (t) + Eˆ
(≠)
2 (t))(Eˆ
(≠)
1 (t+ ·)≠ Eˆ(≠)2 (t+ ·))
◊(Eˆ(+)1 (t+ ·)≠ Eˆ(+)2 (t+ ·))(Eˆ(+)1 (t) + Eˆ(+)2 (t))
f
.
(3.55)
Since the time-delay in one arm of interferometer allows us to treat the incident field modes
as uncorrelated and independent, we can simplify the above expression by assuming that
cross-terms in the correlation function factorises into the corresponding input fields, e.g.
ÈEˆ(+)1 (t)Eˆ(+)2 (t + ·)Eˆ(≠)2 (t + ·)Eˆ(≠)1 (t)Í æ ÈEˆ(+)1 (t)Eˆ(≠)1 (t)ÍÈEˆ(+)2 (t + ·)Eˆ(≠)2 (t + ·)Í. As
outlined in Sec. 3.2.2, the electric field produced by a TLS can be directly related to the
TLS operators, such that Eˆ(+) Ã ‡, where ‡ is the lowering operator of the TLS. Thus,
we can rewrite the HOM correlation function as:
G(2)HOM (·) Ã
1
2 limtæŒ
Ó
È‡†(t)‡†(t+ ·)‡(t+ ·)‡(t)Í
+2Re
Ë
È‡ssÍ
1
È‡†(t)‡†(t+ ·)‡(t+ ·)Í ≠ È‡†(t)‡(t+ ·)‡(t)Í
2È
≠|È‡†(t+ ·)‡(t)Í|2 ≠ |È‡(t+ ·)‡(t)Í|2 + È‡†‡ssÍ2
Ô
,
(3.56)
where we are considering only the steady-state emission from the QD by taking the limit
tæŒ. Normalising this correlation function to the long-time limit, we have:
g(2)HOM (·) =
G(2)HOM
ÈEˆ(≠)1 Eˆ(+)1 ÍÈEˆ(≠)2 Eˆ(+)2 Í
, (3.57)
where,
ÈEˆ(≠)1 Eˆ(+)1 ÍÈEˆ(≠)2 Eˆ(+)2 Í Ã È‡†‡Í2 ≠ |È‡Í|4. (3.58)
As relevant to actual experiments [30, 32, 63], in order to capture the finite detector
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time-resolution we model the detector by a Gaussian response function, such that:
R(Ê) =
Û
4 ln 2
ﬁ”·
exp
A
≠4 ln 2 Ê
2
”·2
B
, (3.59)
where ”· is the full width at half maximum, and the distribution is normalised such that
it integrates to unity. This response function describes the interval of time required for
the photon detector to reset after a detection event. The e ect of finite detector resolution
can then be accounted for by convolving the second-order correlation function with the
response function:
g˜(2)HOM (·) =
Œ⁄
≠Œ
g(2)HOM (x)R(x≠ ·)dx = (g(2)HOM úR)(·). (3.60)
Furthermore, we can recover the so-called ‘bad detector limit’ by letting the full width at
half maximum (FWHM) ”· æŒ, leading to zero time-resolution.
HOM with a QD
To calculate the second-order correlation function we make use of the quantum regression
theorem described in Sec. 2.2.2. For the above correlation function we require two separate
initial conditions for the regression theorem,  1(t, 0) = ‡ﬂ(t)‡† and  2(t, 0) = ‡ﬂ(t). The
evolution of the regression operator,  i(t, ·), is given by:
ˆ i(t, ·)
ˆ·
= L[ i(t, ·)], (3.61)
where L[•] is the same Liouvillian as the master equation of interest, that is, either the
pure-dephasing or full variational master equations. As we are interested in the steady-
state emission from the source, we replace the ﬂ(t) with the physical reduced QD density
operator in the steady state ﬂss.
The phenomenological case. From the definition of the second-order correlation func-
tion in Eq. 3.56, at zero time delay one always sees a perfect interference pattern – as is
consistent with Legero et al. [60]. This is demonstrated in Figs. 3.12 (a) and 3.13 (a)
for various driving strengths and dephasing rates, respectively. At zero time-delay we see
the expected dip indicating perfect HOM interference regardless of the driving strength
or dephasing rate. This rises with the time delay, the rate of which depends on the spon-
taneous emission and dephasing rates of the emitter, which determine the spatial extent
of the incident photons – when the second delayed photon enters the beam splitters it
may still have finite overlap with the initial photon wavepacket. The oscillatory dynamics
seen in the correlation function are a consequence of the Rabi oscillations of the emitter
changing the probability of photon emission.
The interference pattern observed at zero time delay is reliant on an ideal photon
detector; as discussed in the previous section, in reality all detectors have some finite
response function. Fig. 3.12 (b) shows the second-order correlation function measured by
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Figure 3.12: Behaviour of the normalised second-order correlation function, g(2)HOM , as a
function of driving strength from the pure dephasing model. (a) Shows the unconvolved
correlation function for increasing driving strength. (b) Shows the convolved correlation
functions for a Gaussian detector response function with FWHM ”· = 428 ps. (c) Shows
the plateau in the visibility of the HOM interference when one reaches strong driving due
to the detector response sampling many oscillations, the height of which changes with the
detector FWHM ”· . (d) Compares the time-scales of the detector response for ”· = 428 ps
(red) with the coherent oscillations of g(2)HOM for a driving strength of   = 0.1 ps≠1 (blue).
Other parameters for these plots are  ≠1 = 1000 ps, and T1 = “≠1 = 700 ps.
a detector with a Gaussian response function, with full width at half maximum (FWHM)
”· = 428 ps as is used in Ref. [31]. We see that for increasing driving strength, the
interference dip is suppressed. This is due to the response function of the detector sampling
multiple peaks and troughs of the correlation function. Physically, this amounts to the
detector not being able to respond fast enough to the ever shorter dynamical timescales of
the system with increasing driving strength. The height of the dip continues to increase
as a function of driving strength until a plateau is reached, corresponding to the detector
response function sampling over the many peaks and troughs of the correlation function,
giving a non-zero average, as shown in Fig. 3.12 (c) and (d), respectively.
The visibility of the HOM dip is also reduced when the dephasing rate increases, as
demonstrated in Fig. 3.13 (a) and (b). In addition to suppressing oscillatory dynamics
in the correlation function, dephasing also narrows the two-photon interference dip. The
dephasing reduces the coherence time of the photons emitted by the source, and con-
sequently their spatial extent. The photon wavepacket therefore spends less time in the
beam splitter, reducing the timescale over which two-photon interference can occur. Inter-
estingly, from Fig. 3.13 (c), we see that at large dephasing the visibility of the interference
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is recovered somewhat, with the HOM dip plateauing to a non-zero value dependent on
the detector resolution and the spontaneous emission rate. This is due to the dynamics of
the emitter becoming entirely incoherent for large dephasing rates, as is demonstrated by
the population dynamics shown in Fig. 3.13 (e); in this regime, the correlation function is
characterised by a purely exponential decay, the timescale of which is determined by the
spontaneous emission rate of the emitter, thus the dip of the convolved correlation may
be lower than when damped Rabi oscillations are present.
Phonon e ects. When phonons are introduced, we see several important changes in
the qualitative behaviour of the second-order correlation function. At weak to intermedi-
ate driving strengths we see similar behaviour to the pure dephasing case – the dynamical
timescale in the correlation function decreases with increasing driving strength, thus, when
convolved with the detector response function one sees that the visibility of HOM inter-
ference decreases, as shown in Fig. 3.14 (a, b). Unlike the pure dephasing case, however,
at strong driving the detectors are unable to resolve any two-photon interference with
g˜(2)HOM (0) tending to unity, as demonstrated in Fig. 3.15 (a).
This behaviour is a consequence of the driving dependent dephasing rates in the vari-
ational master equation – as one increases the driving strength, the spectral density is
sampled closer to its peak, thus at very strong driving strength the e ective damping rate
is very large. However, this does not significantly a ect the timescale over which the co-
herent oscillations in the correlation function occurs, i.e. the oscillation period, but does
decrease their lifetime. When convolved with the response function, the dynamics are too
fast to be resolved by the detector, thus only the steady state value of the correlation
function is observed, so that the integrals evaluate to unity.
Further di erences between the pure dephasing and phonon models can be seen when
one considers the variation in the behaviour of the correlation function with system-
environment coupling strength or temperature. Naively one might expect that increasing
the system-environment coupling strength will increase the dephasing on the QD, narrow-
ing the HOM dip, and reducing its visibility. Strikingly, Fig. 3.14 (c, d) show the exact
opposite behaviour, where increasing the coupling strength to the environment broadens
the dip in the correlation function, increasing its visibility. This is due to phonon pro-
cesses leading to a renormalisation of system energy scales; the Rabi frequency acting
on the quantum dot gets renormalised by the average displacement of the phonon envi-
ronment, which is exponentially dependent on the system-environment coupling strength.
Thus, as the coupling strength increases, the e ective system time-scales increase and the
visibility of the HOM dip improves, as demonstrated also in Fig 3.15 (b).
Furthermore, we can obtain a similar improvement in the resolution of the HOM dip by
increasing the temperature of the phonon environment, thus again renormalising the Rabi
frequency, as shown in Fig. 3.14 (d, e). As can be seen from Fig. 3.15 (c) the visibility of
the HOM interference dip increases until at a certain temperature it once again decreases
reaching a plateau. The temperature at which this crossover occurs decreases as a function
of the system-environment coupling strength. The cause of this behaviour is a transition
from coherent to incoherent dynamics of the QD [49], which may be seen from the excited
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Figure 3.13: Behaviour of the normalised second-order correlation function, g(2)HOM , as a
function of dephasing rate in the pure dephasing model. (a) Shows the unconvolved corre-
lation function for increasing dephasing. (b) Shows the convolved correlation functions for
a Gaussian detector response function with FWHM ”· = 428 ps. (c) Shows the change in
the visibility of HOM interference as a function of dephasing for several values of ”· . (d)
Shows the e ect that strong (dashed,   = 0.1 ps≠1) and weak (solid,   = 0.02 ps≠1) de-
phasing has on the second-order correlation function, compared to the detector response
(red). (e) Shows the e ect of increasing dephasing on the TLS dynamics, demonstrat-
ing a transition from coherent to incoherent dynamics as indicated by the arrow. Other
parameters for these plots are   = 0.02 ps≠1, and T1 = “≠1 = 700 ps.
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Figure 3.14: Behaviour of the unconvolved (left) and convolved (right) g(2)HOM in the pres-
ence of phonons (calculated using the variational theory) for: (a,b) increasing driving
strength with – = 0.027 ps2 and T = 4 K; (c,d) increasing system-environment cou-
pling strength with   = 5 ◊ 10≠3 ps≠1 and T = 4 K; (e,f) increasing temperatures for
– = 0.027 ps2 and   = 5◊10≠3 ps≠1. Other parameters used for this plot are ”· = 428 ps,
Êc = 2.2 ps≠1, and T1 = “≠1 = 700 ps.
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Figure 3.15: (a,b) The visibility of the HOM interference dip as a function of driving
strength and system-environment coupling strength, respectively, with T = 4 K calculated
from the variational theory. (c) Shows the visibility of the two photon interference pat-
tern for increasing temperature and various system-environment coupling strengths, with
(d) showing the transition from coherent to incoherent dynamics for – = 0.25 ps2 and
increasing temperature. Other parameters for these plots are ”· = 428 ps, Êc = 2.2 ps≠1,
and T1 = “≠1 = 700 ps.
state population dynamics in Fig. 3.15 (d). Thus at high temperatures, the only time-
scale relevant to photon emission is the spontaneous emission rate of the QD, leading to
an exponential decay of the correlation function. The time-scale of this exponential decay
is set purely by the spontaneous emission rate, therefore the correlation function no longer
has any temperature dependence, leading to the plateau observed in Fig. 3.15 (d).
3.5.3 Hanbury-Brown-Twiss experiments
In this section we shall discuss how the measurement statistics from a HBT experiment
may be altered by phonon interactions. The HBT e ect is an important tool in determin-
ing whether the light emitted from a system is bunched or anti-bunched; that is, are there
multi- or single-photon states generated by the emitter. This measurement is performed
by considering the light from a source incident at a single port, and measuring the coin-
cidence counts from detectors placed at the output ports of the beam splitter, as shown
schematically in Fig. 3.11 (b).
For a single photon source it is impossible to measure coincidence counts in a HBT
set-up using perfectly time-resolved detectors. This can be see straightforwardly by con-
sidering a single photon incident on the beam splitter, that is the state | inÍ = |1, 0Í. By
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applying the beam splitter transformation given in Eq. 3.49 to this state we obtain:
| inÍ = a†1|0Í =
1Ô
2
(b†1 + b
†
2)|0Í =
1Ô
2
(|1, 0Í+ |0, 1Í) , (3.62)
where after the beam splitter, the photon is in an entangled state between output ports,
therefore can only be detected at one detector or the other.
Consider now the measurement statistics of a multi-photon state incident on the beam
splitter, | inÍ = |N, 0Í, where N œ Z. Applying the beam splitter transformation to this
state we have:
| inÍ = (a†1)N |0Í =
1
2N/2 (b
†
1 + b
†
2)N |0Í. (3.63)
Using the binomial theorem we obtain:
1
2N/2 (b
†
1 + b
†
2)N |0Í =
1
2N/2
Nÿ
k=0
N !
k!(N ≠ k)! (b
†
1)N≠k(b
†
2)k|0Í
= –N,0|N, 0Í+ –N≠1,1|N ≠ 1, 1Í+ · · ·+ –1,N≠1|1, NÍ+ –0,N |0, NÍ,
(3.64)
where –n,m is the probability amplitude of state |n,mÍ. As we can see from the above
expression, the output state is a superposition of multiple photons in each arm of the beam
splitter. Thus for large numbers of input photons, we see a large probability of coincidence
counts. Therefore, the presence or absence of coincidence counts in the measurement
statistics from a HBT set-up determines whether a source is bunched or anti-bunched,
and hence whether it is a two level emitter.
HBT and time-resolved measurements
As in HOM-type experiments, we consider a CW source, therefore we must account for
finite time resolution measurements. We can do this by considering the two-time photon
emission correlation function given in Eq. 3.55. As we consider photons incident at only
one of the input ports for HBT experiments we may set E(+)2 = 0, such that the correlation
function reduces to:
G(2)HBT (t, ·) = ÈE≠1 (t)E≠1 (t+ ·)E+1 (t+ ·)E+1 (t)Í. (3.65)
Writing the normalised HBT correlation function in terms of system operators we have:
g(2)HBT (·) = limtæŒ
È‡†(t)‡†(t+ ·)‡(t+ ·)‡(t)Í
|È‡†‡Í|2 . (3.66)
As in the HOM case, the correlation function measured by a detector with a finite
time resolution can be found by convolving g(2)HBT with the detector response function,
g˜(2)HBT (·) =
1
R ú g(2)HBT
2
(·). Fig. 3.16 shows both the convolved and unconvolved HBT
correlation functions calculated from they pure dephasing theory. For the unconvolved
case we see that there is a dip at zero time-delay, demonstrating that the emitter is a per-
fect single photon source. This is a consequence of the two-level nature of the emitter we
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Figure 3.16: HBT second-order correlation function predicted by the pure dephasing model
for (top) an ideal detector and (bottom) a detector with Gaussian response with FWHM
of ”· = 428 ps. (a,c) Show the driving dependence of the correlation function with
T1 = 700 ps. (b,d) Show the spontaneous emission rate dependence for   = 2◊10≠3 ps≠1.
The dephasing rate used for these plots is   = 1◊ 10≠3 ps≠1.
consider, which forbids multi-photon transitions, resulting in anti-bunched emission. The
width of the dip around zero time-delay is dependent on both the driving strength and
spontaneous emission rate, decreasing as a function of these parameters. Thus at strong
driving or large spontaneous emission rates, the visibility of the HBT e ect is suppressed
when convolved with the finite detector response function.
Since the correlation function is a measure of the bunched or anti bunched nature of the
photon source, at weak driving (or small spontaneous emission rate) the time delay between
each emitted photon is large, and the correlation function increases slowly from zero time-
delay – thus, independent photons can be distinguished. The delay between photon arrival
time decreases as the driving and/or spontaneous emission rate is increased, decreasing
the dynamical time-scales in the correlation function as demonstrated in Fig. 3.16 (a) and
(b).
Unlike the HOM set-up, however, varying the pure-dephasing rate has little e ect on
the width of the peak in the HBT correlation function, instead leading to a suppression
of Rabi oscillations. Physically, this is due to pure dephasing processes having little
influence on the emission rate of the TLS, but rather it decreases the correlation time of
the emitted photons, which is much more important for HOM type experiments (i.e. to
show two photon interference).
When we rigorously include phonons in our theoretical description through the vari-
ational master equation the HBT correlation functions behave in a qualitatively similar
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Figure 3.17: System-environment coupling strength dependence of the HBT second-order
correlation function for (a) an ideal detector and (b) a detector with Gaussian response.
(c) Shows g˜(2)HBT (0) for various driving strengths, calculated from the variational theory.
Other parameters for these plots are   = 5◊ 10≠3 ps≠1, ”· = 428 ps, Êc = 2.2 ps≠1, and
T1 = “≠1 = 700 ps.
way as the pure dephasing model when varying both the spontaneous emission rate and
driving strength. In contrast to the phenomenological theory, however, when we increase
the system-environment coupling strength or temperature (and thus the phonon induced
dephasing rate) we see that the width of the dip at · = 0 increases. This is once again
due to the renormalisation of the driving strength, thus increasing the time lag between
subsequent photons, as shown explicitly in Fig. 3.17.
3.6 Summary
In this chapter we have developed a modified a theory of quantum optics capable of de-
scribing the emission characteristics of a driven QD in the presence of phonons. We have
made use of the variational polaron formalism to capture the e ect of phonons on both
the system dynamics and optical properties, focusing in particular on deviations from a
phenomenological pure dephasing model often employed in the quantum optics commu-
nity. In doing so, we have demonstrated that phonons lead to a qualitative departure
of the emitter photon correlation functions as predicted by ‘textbook quantum optics’
highlighting that in order to accurately capture and understand the behaviour of solid
state photonic systems one must account for the microscopic origins of noise processes.
Furthermore, we have shown that phonons can have some surprising and counter-intuitive
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e ects on the photon measurement statistics from a QD under CW driving; in particular
demonstrating that the visibility of higher order correlation functions actually increases
with the temperature and system-environment coupling strength.
CHAPTER 4
QUANTUM CORRELATIONS OF LIGHT AND
MATTER THROUGH ENVIRONMENTAL
TRANSITIONS
4.1 Introduction
The diversity of systems studied in cavity quantum electrodynamics (CQED) places the
subject at the heart of many prospective quantum and classical technologies. Examples
include single photon sources [15, 64], ultrafast optical switches [17, 18], and quantum
gates [65–67], which require the development of robust, scalable, and potentially strongly
coupled emitter-cavity systems. Though the quantum strong coupling (QSC) limit and
beyond—in which the system eigenstates become light-matter entangled—have now been
attained for single emitters in the microwave regime [68, 69], it remains technically de-
manding to manufacture optical cavities of su ciently high quality (Q) factor to unam-
biguously demonstrate QSC phenomena. Example systems in which great strides have
recently been made towards this goal include single self-assembled quantum dots (QDs)
within optical nano- and microcavites [70–74]. Here, small mode volumes can readily
be obtained, resulting in potentially large Q-factors and cavity coupling strengths that
are substantial in comparison to the emitter decay rate. In conjunction with their solid
state nature, this makes QD-cavity systems excellent candidates for future technological
applications.
Nevertheless, it still remains a challenging endeavour to reach the QSC regime due
to significant cavity losses [75, 76]. The broad cavity lineshape that results masks con-
tributions from higher order dressed states, thus placing the system in an intermediate
coupling regime that can be described using semiclassical techniques [77]. In addition to
interactions with external electromagnetic fields, many CQED systems are also in contact
with their host (e.g. thermal) environment; for example, as we have seen, in QDs this in-
fluence is often dominated by acoustic phonons [13, 14]. In order to explore the e ect that
such couplings have on the optical emission of the system, it is necessary to modify the
standard quantum optics treatments [9], which as we saw in Chapter 3 lead to significant
departures from atomic-like behaviour [29, 33, 36, 37, 78–83].
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Here, we demonstrate that even for a lossy CQED system within an otherwise semiclas-
sical regime, it is still possible to generate light-matter quantum correlations via transitions
induced by the host environment. Specifically, we show that the presence of the host envi-
ronment results in optical emission that is observably sensitive to the joint eigenstructure
of the cavity and emitter, even if the optical transitions in its absence are not, and quan-
tify the resulting deviations from the semiclassical description. This behaviour, which
may be probed experimentally through asymmetries in both the cavity reflectivity and
emission spectra, also challenges the notion that the addition of a thermal environment
should simply decohere our system to a more classical e ective description. The physics
we describe is distinct from that captured by a semiclassical treatment of phonon-induced
relaxation in cavity polariton systems [84], in which light-matter quantum correlations are
inherent to the polaritonic state itself, rather than being generated by the host thermal
environment as is the case here.
4.2 Cavity QD systems
We consider a driven cavity coupled to a single two level emitter (TLE), as shown schemat-
ically in Fig. 4.1(a). This is a model of wide importance, though later we shall also consider
specific parameters relevant to QD-microcavity systems to provide experimental context.
The cavity and TLE couple through a dipole interaction, and the cavity mode is driven by
an incident CW laser with driving frequency Êl – this is typical of QD-microcavity setups,
as it is often challenging to optically address the QD directly. The resulting Hamiltonian
takes the form:
Hs = ÊX‡†‡ + Êca†a+ g‡x
1
a† + a
2
+ 2÷ cosÊlt
1
a† + a
2
. (4.1)
Here g is the emitter-cavity interaction strength, and ÷ is now the cavity-laser coupling.
‡† = |XÍÈ0| and ‡ = |0ÍÈX| are raising and lowering operators for the TLE, while a† and
a are creation and annihilation operators for the cavity mode.
We may simplify this Hamiltonian using the rotating wave approximation (RWA) intro-
duced in Chapter 3. Consider the transformation into the interaction picture with respect
to the free Hamiltonian of the cavity and TLE U0(t) = e≠iH0t, with H0 = ÊX‡†‡+Êca†a,
with the interaction Hamiltonian defined as HI(t) = g‡x
1
a† + a
2
+ 2÷ cosÊlt
1
a† + a
2
.
Thus, in the interaction picture we have:
HI(t) = g
1
‡†eiÊX t + ‡e≠iÊX t
2 1
a†eiÊct + ae≠iÊct
2
+ 2÷ cosÊlt
1
a†eiÊct + ae≠iÊct
2
,
¥ g
1
‡a†e≠i(ÊX≠Êc)t + ‡†aei(ÊX≠Êc)t
2
+ ÷
1
a†ei(Êc≠Êl)t + ae≠i(Êc≠Êl)t
2
,
(4.2)
where we have neglected terms oscillating with frequencies ±(ÊX + ÊC) and ±(ÊL +
ÊC), which we assume average to zero over time-scales important to the emitter-cavity
dynamics. This is a valid assumption when the respective TLS-cavity and cavity-driving
frequencies are close to resonant, and results in the so-called driven Jaynes-Cummings
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Figure 4.1: (a) Schematic of the emitter-cavity setup considered. The cavity is one sided,
driven by a CW classical laser of frequency ÊL with strength ÷, and loses excitation
through the top with rate Ÿ, and the sides with rate Ÿs. The TLE decay rate is “, and the
TLE-cavity coupling strength is g. (b) The first rung of the dressed state ladder, i.e. the
lowest eigenstates of the coupled TLE-cavity system, in the absence of dissipation and
driving.
Hamiltonian [42]. Transforming back to the Schro¨dinger picture, we have:
Hs = ÊX‡†‡ + g(‡†a+ ‡a†) + Êca†a+ ÷(a†e≠iÊlt + aeiÊlt).
To remove the time dependence in the system Hamiltonian, we can move to a frame
rotating at the laser driving frequency ÊL, using the unitary transformation Urot(t) =
exp
1
≠iÊl(‡†‡ + a†a)t
2
, yielding the Hamiltonian:
HS = ”‡†‡ + g
1
‡†a+ ‡a†
2
+ ÷
1
a† + a
2
+ ‹a†a. (4.3)
Here, ‹ = Êc ≠ ÊL and ” = ÊX ≠ ÊL are the cavity and emitter detunings, respectively.
Eigenstates of the Jaynes-Cummings model
Before continuing, it is worth briefly discussing the eigenstructure of the Hamiltonian given
in Eq. 4.3. In the absence of driving (÷ = 0 and Êl = 0), and for a resonant cavity-emitter
system (ÊX = Êc = Ê0), we may find an analytic expression for the eigenvectors and
eigenenergies of the Jaynes-Cummings Hamiltonian. We do so by decomposing the cavity
operators into the Fock state basis, such that a† =
Œq
n=0
Ô
n+ 1|n+1ÍÈn|. The cavity-emitter
Hamiltonian then takes a block diagonal form in the basis {|X,nÍ, |0, n+ 1Í}:
Hs =
Œn
n=0
A
(n+ 1)Ê0 g
Ô
n+ 1
g
Ô
n+ 1 (n+ 1)Ê0
B
. (4.4)
The eigenstates of this Hamiltonian are known as the light-matter dressed states,
|±nÍ = 1Ô2 (|0, n+ 1Í± |X,nÍ) ,
with associated energies E±,n = (n+1)Ê0± g
Ô
n+ 1. These states form a ladder of light-
matter entangled states, as shown schematically in Fig 4.1. Each rung of the ladder is split
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by the emitter-cavity coupling strength, which is inhomogeneous in the cavity occupation,
2g
Ô
n+ 1.
When the cavity mode is driven, the dressed states are no longer true eigenstates of
the system. The driving term now couples rungs of the ladder together, thus driving
populations between these states. In the weak driving limit, however, the eigenstates
remain a good approximation for understanding the optical properties of the system.
4.3 Dissipation in Cavity QED systems
As shown schematically in Fig. 4.1(a), there are several potential dissipative processes
that must be accounted for when describing the optical properties of solid state QED
systems. These include: the field coupled directly to the emitter, leading to spontaneous
emission via non-cavity field modes; emission (leakage) from the cavity either through
the top mirror or the sides; and coupling between the TLE and the thermal environment.
In this section we outline how these dissipative processes can be accounted for using the
master equation formalism.
4.3.1 The phonon environment and polaron formalism
To highlight the qualitative changes in behaviour brought about by an explicit inclusion
of the thermal environment, we model its impact on the system in two ways. The first
simply assumes a phenomenological pure dephasing of the TLE coherences, which may be
approximated by a semiclassical description in the appropriate limits. As in the previous
chapter, we show that the pure dephasing approximation is generally inadequate. Instead,
we once again follow a second, more rigorous approach, and retain a detailed, quantum
mechanical description of the thermal environment to properly understand its influence
on the system dynamics.
This will be achieved through a polaron representation master equation [33, 37, 79,
80, 83], which can then be related to the cavity optical emission through the input-output
formalism [85, 86]. As in Chapter 3, we consider the environment to be described by a
collection of harmonic oscillators, with a Hamiltonian of the form:
H = HS + ‡†‡
ÿ
k
gk(b†k + bk) +
ÿ
k
‹kb
†
kbk, (4.5)
where b†k (bk) is the creation (annihilation) operator for mode k. The interaction be-
tween the system and phonon environment is given by the spectral density, which we
once again take to have a super-Ohmic form appropriate to acoustic phonon processes,
J(‹) = –‹3e≠‹2/‹2c , with – the coupling strength and ‹c now labelling the high frequency
cut-o  [13, 14].
As for the case of a classically driven QD, we apply a polaron transformation, Upol =
exp
1
≠‡†‡qk –k(b†k ≠ bk)2 to the full system-environment Hamiltonian H = HS +HB +
HI [33]. In this work we shall consider only cavity-emitter coupling strengths considerably
smaller than the cut-o  frequency of the phonon environment. This allows us to treat the
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system dynamics adiabatically with respect to the environmental response, therefore the
full polaron representation gives a good description of the environmental response. Thus
the variational displacement function given in Eq. 3.36 reduces to F (‹) ¥ 1 ’ Ê, or
equivalently the displacements take the form –k = gk/‹k. This simplifies the analysis
significantly, as the variational procedure in the presence of the optical cavity is no-longer
a trivial step, due to cavity degrees of freedom entering the expression for the free energy
bound.
Applying the polaron transformation, that is H˜ = U†polHUpol, we obtain the polaron
frame Hamiltonian:
H˜ =”‡†‡ + gB
1
‡†a+ ‡a†
2
+ ÷(a† + a) + ‹a†a+ (XBX + Y BY ) +
ÿ
k
‹kb
†
kbk, (4.6)
where we have absorbed the polaron shift to the emitter frequency,  pol =
q
k g
2
k/‹k,
into the definition of QD splitting, i.e. ÊX æ ÊX ≠ pol. Here, the TLE-cavity coupling
strength has been renormalised by the average displacement of the oscillator environment,
g æ gB, with B = tr (B±ﬂth) = exp
A
≠12
Œs
0
J(Ê)
Ê2 coth
—Ê
2 dÊ
B
denoting the expectation of
the displacement operators B± = exp
1
±qk gk(b†k ≠ bk)/‹k2 with respect to the thermal
state ﬂth = exp
1
≠—qk ‹kb†kbk2 /tr 1exp 1≠—qk ‹kb†kbk22 at inverse temperature — =
1/kBT . The transformed operators are X = g(‡†a + ‡a†), Y = ig(‡†a ≠ ‡a†), BX =
(1/2)(B+ +B≠ ≠ 2B), and BY = (i/2)(B+ ≠B≠).
Moving into the interaction picture with respect to the coupled TLE-cavity Hamilto-
nian in the polaron frame, H˜s = ”‡†‡ + gB
1
‡†a+ ‡a†
2
+ ÷(a† + a) + ‹a†a, we derive
a master equation for their reduced state, ﬂ(t), by tracing out the environment within
a second-order Born-Markov approximation. As in Chapter 3, this procedure may be
thought of as a perturbative expansion about the system timescales, which for a cav-
ity QED system is set by the ratio g/‹c [37], and is thus non-perturbative in the TLE-
environment coupling strength. Crucially, as the cut-o    is usually much larger than
any other energy scale in the problem (not just g) and the renormalised coupling term
gB
1
‡†a+ ‡a†
2
appears explicitly in the system Hamiltonian H˜S , this expansion does
not preclude the exploration of TLE-cavity dressed states. It simply enables us to move
beyond weak TLE-environment couplings by retaining multi-boson processes [87].
Using this Hamiltonian in conjunction with Eq. 2.49, we may derive a second-order
master equation of the form
ˆﬂ(t)
ˆt
= ≠i
Ë
H˜s, ﬂ(t)
È
+Kth [ﬂ(t)] . (4.7)
With the help of the expression given in Eq. 2.54, the phonon dissipator may be written
in terms of the system operators:
Kth [ﬂ(t)] = ≠
Œ⁄
0
d·
1
[X,X(≠·)ﬂ(t)]  ˜XX(·) + [Y, Y (≠·)ﬂ(t)]  ˜Y Y (·)
2
+ h.c. (4.8)
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The environmental correlation functions  ˜XX(t) and  ˜Y Y (t) are then found by taking the
full polaron limit in Eq. 3.39, that is, by setting the variational function F (Ê) = 1 ’ Ê.
The resulting correlation functions then take the form
 ˜XX(·) = B2(eÏ(·) + e≠Ï(·) ≠ 1) and  ˜Y Y (·) = B2(eÏ(·) ≠ e≠Ï(·)), (4.9)
where Ï(·) =
sŒ
0 Ê
≠2J(Ê)(coth(—Ê/2) cosÊ·≠i sinÊ·)dÊ. As with the variational master
equation given in Eq. 3.41, we may simplify the phonon dissipator by expanding the system
operators in the eigenbasis such that the dissipator takes the form:
Kth [ﬂ(t)] = ≠([X, Xﬂ(t)] + [ﬂ(t) †X , X] + [Y, Y ﬂ(t)] + [ﬂ(t) †Y , Y ]), (4.10)
with the rate operators defined as
 X =
⁄ Œ
0
 ˜XX(·)e≠iH˜s·XeiH˜s·d· =
ÿ
jk
Xj,k
Œ⁄
0
 ˜XX(·)e≠i⁄jk· |ÂjÍÈÂk|d·,
 Y =
⁄ Œ
0
 ˜Y Y (·)e≠iH˜s·Y eiH˜s·d· =
ÿ
jk
Yj,k
Œ⁄
0
 ˜Y Y (·)e≠i⁄jk· |ÂjÍÈÂk|d·,
(4.11)
where the states |ÂjÍ satisfy the relation H˜s|ÂjÍ = Âj |ÂjÍ. We have also defined Xj,k =
ÈÂj |X|ÂkÍ, Yj,k = ÈÂj |Y |ÂkÍ, and ⁄jk = Âj ≠ Âk. Notice that in the limit that the cavity
is taken to be a classical field, that is, the cavity operators are replaced with complex
numbers, we recover the polaron limit of the variational master equation for a classically
driven QD derived in Chapter 3.
When referring to the phenomenological treatment in which the bath is assumed to
lead only to pure dephasing of the TLE coherences, the Hamiltonian in Eq. 4.7 reduces to
that given in Eq. 4.3, i.e. H˜s æ Hs, while the polaron dissipator becomes:
Kth[ﬂ(t)]æ Kpd[ﬂ(t)] =  2L‡z [ﬂ(t)] =   (‡zﬂ(t)‡z ≠ ﬂ(t)) ,
where   defines the pure dephasing rate.
4.3.2 Cavity loss and spontaneous emission
As mentioned, in addition to phonon emission and absorption, there are several other loss
processes to consider in cavity QED. Specifically, one must account for photon losses from
both the top and sides of the cavity, as well as emission from the TLE directly into the
electromagnetic field.
Consider the Hamiltonian of the electromagnetic environments in a rotating frame
with respect to the driving frequency, H = Hs +HTLSI +HCavI +HTLSB +HCavB , where:
HTLSI =
ÿ
k
1
húk‡a
†
ke
iÊlt + hk‡†ake≠iÊlt
2
,
HCavI =
ÿ
j=1,2
ÿ
k
1
gúj,ka
†
j,ka e
iÊlt + gj,kaj,ka†e≠iÊlt
2
,
(4.12)
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and HCavB and H
QD
B are the free Hamiltonians of the associated fields. Here hk is the
coupling strength between the TLS and and the kth-mode EM field, and gj,k is the coupling
between the cavity and kth-mode field associated to lost through the top mirror (j = 1)
and the side of the cavity (j = 2).
From this Hamiltonian we may derive a 2nd-order master equation for each electro-
magnetic environment independently as there is no coupling directly between the fields
and, by assuming these environments have flat spectral densities, we may move into the
interaction picture with respect to the free Hamiltonian as in Sec. 3.2.1. In the limit that
each electromagnetic environment is in its ground state (zero temperature), this leads to
a master equation of the form:
ˆﬂ
ˆt
=≠ i [Hs, ﬂ(t)] +Kth[ﬂ(t)] + Ÿ+ Ÿs2
1
2aﬂ(t)a† ≠
Ó
a†a, ﬂ(t)
Ô2
+ “2
1
2‡ﬂ(t)‡† ≠
Ó
‡†‡, ﬂ(t)
Ô2
,
(4.13)
where “ is the TLE spontaneous emission, Ÿ is the loss rate through the top of the cavity,
and Ÿs is the loss through the sides.
4.3.3 Input-Output formalism
In many CQED systems it is often not possible to directly probe properties of the system,
but rather one measures the radiation emitted by the cavity. In order to relate the optical
properties of the system to the expectation values extracted from the master equation we
make use of the input-output formalism [85, 86]; this allows us to draw a formal connection
between the reduced state of the cavity-TLE system and the state of the field outside the
cavity, from which we may obtain an expression for the cavity reflectivity.
In this section we shall derive the input-output relations for the radiation emitted
through the mirrors of an optical cavity. The approximations used to obtain the input-
output relations allow one to consider each environment independently, thus we can sim-
plify the derivation significantly by considering only the field emitted through the cavity
mirrors. The phonon interactions, side leakage, and spontaneous emission of the TLE
are then accounted for at the master equation level when calculating system expectation
values. The light-matter coupling Hamiltonian for a driven CQED system in the lab-frame
is H = Hs +HI +HE , where we have defined:
Hs =ÊX‡†‡ + g
1
‡†a+ ‡a†
2
+ ÷
1
a†e≠iÊlt + aeiÊlt
2
+ Êca†a,
HI =
Œ⁄
0
dÊf(Ê)
1
b(Ê)a† + b†(Ê)a
2
,
HE =
Œ⁄
0
dÊ Êb†(Ê)b(Ê),
(4.14)
where for convenience we have already taken the continuum limit of the field modes, with
f(Ê) defining the coupling strength between the modes and the electromagnetic environ-
ment. From the above Hamiltonian we can derive the following Heisenberg equations of
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motion:
ˆa(t)
ˆt
= i [H, a] = ≠ig‡(t)≠ iÊca(t)≠ i
Œ⁄
≠Œ
dÊf(Ê)b(t,Ê)≠ i÷e≠iÊlt,
ˆb(t,Ê)
ˆt
= ≠if(Ê)a(t)≠ iÊb(t,Ê).
(4.15)
Note that we have made our first approximation here; by assuming that the modes of the
external environment important to the evolution of the cavity are those close to resonance,
we are able to extend the frequency integral to ≠Œ. We can eliminate the external
field operators from the cavity equation of motion by finding the formal solution for the
environmental degrees of freedom, which can be done by recognising:
ˆ
ˆt
Ó
eiÊtb(t,Ê)
Ô
= eiÊt
3
iÊb(t,Ê) + ˆb(t,Ê)
ˆt
4
= ≠if(Ê)a(t). (4.16)
Integrating this expression formally, the limits that we take will specify whether we get
the input (state of the field modes at times earlier than t) or the output fields (state of
the field modes at times later than t). Consider first the case of the input field, where we
have:
eiÊtb(t,Ê)≠ eiÊt0b0(Ê) = ≠if(Ê)
t⁄
t0
dtÕa(tÕ)eiÊtÕ , (4.17)
where t0 < t and the initial condition of the environment is denoted b0(Ê) = b(t0,Ê).
Rearranging this expression to obtain a formal solution for the external field mode we
have:
b(t,Ê) = e≠iÊ(t≠t0)b0(Ê)≠ if(Ê)
t⁄
t0
dtÕa(tÕ)eiÊ(tÕ≠t). (4.18)
Substituting this into the expression for the cavity field, we have:
ˆa(t)
ˆt
=≠ ig‡(t)≠ iÊca(t)≠ i
Œ⁄
≠Œ
dÊf(Ê)b0(Ê)e≠iÊ(t≠t0)
≠
t⁄
t0
dtÕ
Œ⁄
≠Œ
dÊf2(Ê)a(tÕ)eiÊ(tÕ≠t) ≠ i÷e≠iÊlt.
(4.19)
As is consistent with the master equation derivation, we can greatly simplify this expression
by assuming the spectrum of the external environment is flat, that is, f(Ê) ¥ Ÿ/2ﬁ =
const. This is e ectively a Markov approximation as it implicitly assumes that the two-
time correlation function of the environment is a ”-function, that is, the time-scale over
which the environment relaxes to equilibrium is significantly faster than any relevant
system timescale. Using this approximation we can simplify the above equation using the
definition of the ”-function:
Œ⁄
0
d·y(·)
Œ⁄
≠Œ
dÊe≠iÊ· = 2ﬁ
Œ⁄
0
d·y(·)”(·), (4.20)
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where y(·) is a function of · . This gives the equation:
ˆa(t)
ˆt
= ≠ig‡(t)≠ iÊca(t)≠ Ÿ2a(t)e
≠iÊlt ≠ÔŸain(t)≠ i÷e≠iÊlt, (4.21)
where we have defined the input field as:
ain(t) =
iÔ
2ﬁ
Œ⁄
≠Œ
dÊe≠iÊ(t≠t0)b0(Ê). (4.22)
This field describes a collective degree of freedom of the external field incident on the
cavity at times less than t. We can now follow the same procedure to gain an expression
in terms of the output field, this time we integrate Eq. 4.16 from t to t1 (i.e. t1 > t):
eiÊt1b1(Ê)≠ eiÊtb(t,Ê) = ≠if(Ê)
t1⁄
t
dtÕa(tÕ)eiÊtÕ , (4.23)
with b1(t,Ê) = b(t1,Ê). Rearranging this gives:
b(t,Ê) = b1(Ê)e≠iÊ(t≠t1) + if(Ê)
t1⁄
t
dtÕa(tÕ)e≠iÊltÕe≠iÊ(t≠tÕ). (4.24)
Substituting this expression into the Heisenberg equation for the cavity field, we have:
ˆa(t)
ˆt
=≠ ig‡(t)≠ iÊca(t)≠ i
Œ⁄
≠Œ
dÊf(Ê)b1(Ê)e≠iÊ(t≠t1)
+
t1⁄
t
dtÕ
Œ⁄
≠Œ
dÊf2(Ê)a(tÕ)eiÊ(tÕ≠t) ≠ i÷e≠iÊlt.
(4.25)
We can now define the output field as:
aout(t) =
iÔ
2ﬁ
Œ⁄
≠Œ
dÊb1(Ê)e≠iÊ(t≠t1), (4.26)
leading to the equation:
ˆa(t)
ˆt
= ≠ig‡(t)≠ iÊca(t)≠
Ô
Ÿaout(t) +
Ÿ
2a(t)≠ i÷e
≠iÊlt. (4.27)
By subtracting Eq. 4.21 and 4.27 we can obtain the input-output relations:
aout(t)≠ ain(t) =
Ô
Ÿa(t). (4.28)
Studying Eq. 4.21, it is clear that rather than defining a driving term with the Hamiltonian,
we may incorporate our classical driving field into the input field. This corresponds to
having a coherent state of the electromagnetic environment incident on the cavity, such
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that:
ain(t) ≠æ i ÷Ô
Ÿ
e≠iÊlt + a˜in(t), (4.29)
where a˜in(t) now represents the vacuum contribution. Using the input-output relation we
may now define the complex reflection coe cient of the cavity [42, 77]:
aout(t) = rain(t), (4.30)
where r œ C is the reflectivity of the cavity. To gain numerical values for the cavity
reflectivity we shall find steady state expectation values of the cavity operator from the
master equation given in Eq. 4.13. However, the input-output relations in Eq. 4.28 are
defined in the lab frame, while Eq. 4.13 is written in a frame rotating with respect to the
driving frequency Êl. Thus, transforming to a frame rotating with respect to the driving
frequency, we have:
Èa(t)Ílab =tr (aÍ(t)) = tr
1
Urot(t)aU†rot(t)Urot(t)Í(t)U†rot(t)
2
,
=tr (aﬂ(t)) e≠iÊlt = Èa(t)Íe≠iÊlt,
(4.31)
where Í(t) and ﬂ(t) are the lab and rotating frame density operators respectively, and
Èa(t)Í is the expectation value in the rotating frame, which can be calculated directly from
the master equation given in Eq. 4.13. Taking expectation values in Eq. 4.30 we obtain
the expression:
r = ÈaoutÍÈainÍ = 1 +
Ô
Ÿ
ÈaÍlab
ÈainÍ = 1 +
Ô
Ÿ
ÈaÍe≠iÊlt
i÷e≠iÊlt/
Ô
Ÿ
= 1≠ iŸÈaÍ
÷
. (4.32)
From this expression we can extract both the magnitude of the reflected light, |r|, and
also the phase shift imparted on the reflected light, Ï, using r = |r|eiÏ, where Ï = arg(r).
4.4 Phonon Induced Asymmetries
4.4.1 The semi-classical regime of cavity QED
Having outlined our theoretical approach, let us focus our analysis on what we shall term
the intermediate coupling regime, as it has particular experimental relevance to optical
microcavities [75, 76]. Here, Ÿ+Ÿs & g > “, such that cavity leakage is significant. For an
atomic system, this regime is characterised by a symmetric double peak structure in both
the steady state TLE population and cavity occupation on scanning a weak driving field
through resonance. In the cavity case, this can be seen by the dashed curve in Fig. 4.2
(left) which treats the TLE-cavity coupling fully quantum mechanically (through Hs), but
includes the host environment only through a phenomenological pure dephasing process.
The peaks lie at resonances of the first two eigenstates of the TLE-cavity system, that is,
the first rung of the dressed state ladder [see Fig. 4.1(b)]. However, unlike the true QSC
regime (in which g > Ÿ + Ÿs, “), the broad cavity transition obscures contributions from
higher order dressed states, allowing an e ective semiclassical description to be derived [76,
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Figure 4.2: Steady-state cavity occupation (left) and reflectivity (right) in the intermediate
coupling regime for the semiclassical (points), pure dephasing (dashed) and full polaron
(solid) master equations. Here, the driving strength is weak, ÷ = 0.01Ÿ, with other
parameters chosen to be relevant to QD-microcavity setups [76]: Ÿ = g = 0.5 ps≠1, Ÿs =
0.5Ÿ, “ = 0.01Ÿ,   = 0.005Ÿ, – = 0.05 ps2,   = 2 ps≠1, and T = 4 K.
77]. The double peak structure may then be interpreted simply as a normal mode splitting
between two classical oscillators. This can be shown by considering the relevant optical
Bloch equations, obtained from the pure dephasing master equation in the rotating frame:
ˆÈ‡Í
ˆt
=≠
3
i‹ + “2 + 2 
4
È‡Í+ igÈ‡zaÍ, (4.33)
ˆÈaÍ
ˆt
=≠
3
i‹ + Ÿ+ Ÿs2
4
ÈaÍ ≠ igÈ‡Í ≠ i÷, (4.34)
with ÈOˆÍ = tr(Oˆﬂ). By applying a mean-field approximation between the cavity and
TLE, such that È‡zaÍ ¥ È‡zÍÈaÍ, we neglect any quantum light-matter correlations and is
equivalent to assuming that the density operator of the cavity and emitter is separable.
From these equations we may extract expressions for the steady state of the form:
È‡Í = g÷È‡zÍ1
i‹ + “+2 2
2 !
i‹ + Ÿ+Ÿs2
"≠ g2È‡zÍ and ÈaÍ =
i÷
1
i‹ + “+2 2
2
1
i‹ + “+2 2
2 !
i‹ + Ÿ+Ÿs2
"≠ g2È‡zÍ .
In the weak driving limit, we may further assume that on average the TLE remains close
to its ground state, such that È‡zÍ ¥ ≠1 [77, 88]. For a su ciently lossy cavity and
weak driving, the resulting semiclassical theory agrees perfectly with the pure dephasing
approach, as demonstrated in Fig. 4.2.
4.4.2 Phonon induced asymmetries
Discrepancies in the reflectivity spectra become apparent, however, when comparing to the
full (polaron) master equation which treats both the TLE-cavity coupling and the thermal
environment quantum mechanically. We now see a shift in the peak positions due to bath
renormalisation of the TLE-cavity coupling, and an asymmetry in the cavity population
that was entirely absent in either the pure dephasing or semiclassical calculations. Clearly,
such simplified approaches are unable to properly capture the physics of our system in
the presence of the host environment. Importantly, this implies that the semiclassical
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description breaks down here even within the lossy cavity regime, as we shall quantify
below, and thus the addition of a thermal environment generates quantum correlations
within our system.
Fig. 4.2 (right) compares the cavity reflectivity spectra for the same intermediate
coupling parameters as the cavity population just described. We see that while the semi-
classical theory once again agrees with the pure dephasing master equation, capturing the
characteristic normal mode splitting as expected, in the polaron treatment the suppression
of the cavity population for ÊL≠Êc > 0 is exhibited also in asymmetries within the cavity
reflectivity.
We can attribute these asymmetric features to the quantum mechanical nature of the
host environment, which plays a vital role in determining the system dynamics. In Fig. 4.2,
where we have chosen parameters relevant to the acoustic phonon environment common in
QD-microcavity systems, bath-induced transitions occur on a faster timescale than other
dissipative processes, i.e. cavity leakage and spontaneous emission. The phonon bath
is thus sensitive to coherence shared between the cavity and QD emitter, with the result
that it mediates transitions directly between the emitter-cavity dressed states. Specifically,
when we tune the driving field to the upper dressed state resonance (ÊL ≠ Êc ¥ 1 ps≠1),
phonon emission allows population to transfer from the upper to the lower dressed state,
with an associated loss of energy to the environment. This leads to a suppression of the
upper dressed state population and also of the reflected light. Provided that the temper-
ature is not too high, the inverse process, which raises population from the lower to the
upper dressed state by phonon absorption, is comparatively weaker. Thus, in Fig. 4.2, we
see that for negative detunings between the cavity and driving field (ÊL ≠ Êc < 0), the
lineshapes of the polaron and semiclassical theories are very similar. The resulting asym-
metries herald a failure of the semiclassical theory, which by definition cannot be sensitive
to the coherence shared between the TLE and cavity. This is a somewhat counterintuitive
point. Naively one might think of phonons purely as a source of decoherence, that is, as
giving rise to processes that should push the system towards a more classical description.
However, here we see that the sensitivity of the host environment to quantum correlations
in fact results in the breakdown of the semiclassical description of our system, and we
must instead reinstate a quantum mechanical explanation.
4.4.3 Phonon induced light-matter correlations
Further quantitative insight into departures from the semiclassical theory can be gained
by considering the correlation error (CE), defined in Ref. [89] as:
CE = |È‡
†aÍ ≠ È‡†ÍÈaÍ|
|È‡†aÍ| . (4.35)
This measure quantifies deviations of the cavity-TLE expectation to the mean field values,
providing an indication of how accurate the semi-classical approximation is, and in our
case, giving insight into the correlations generated by phonon processes.
Fig. 4.3 (left) shows the CE for both the phenomenological pure dephasing (dashed)
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Figure 4.3: Left: Correlation error as a function of detuning comparing the phenomenolog-
ical (dashed) and full polaron (solid) master equations at T = 4 K. Right: Correlation error
at increasing temperature (lower to upper curves) for the full polaron master equation.
All other parameters are as in Fig 4.2.
and full polaron (solid) master equations at T = 4 K. The phenomenological theory
shows deviations from semiclassicality only when driving at the cavity resonance, and
most importantly not at all around the TLE-cavity dressed state resonances. In contrast,
within the full theory significant correlations are apparent across a much broader range
of driving frequencies, induced by the action of the thermal environment. Due to the
low temperature considered, this behaviour is asymmetric about the cavity resonance.
Hence, when driving around the lower dressed state, the host environment has little e ect,
which leads only to a small CE and the semiclassical theory giving an accurate account
of the TLE-cavity behaviour. However, at positive detuning significant correlations are
apparent, unambiguously demonstrating the breakdown of the semiclassical description of
the TLE-cavity system due to the presence of the thermal environment.
4.4.4 Cavity florescence spectra
It is natural to ask whether the e ects we predict are robust against variations in temper-
ature. The asymmetries in the cavity lineshapes presented in Fig. 4.2 do indeed decrease
as a function of increasing temperature due to environmental absorption processes balanc-
ing emission. However, from Fig. 4.3 (right) we see that the o -resonant CE is enhanced
substantially as a function of temperature for both positive and negative detuning, in the
latter case due to absorption processes generating correlations between the emitter and
cavity. Thus the semiclassical description of the light-matter degrees of freedom remains
insu cient to characterise the TLE-cavity system even as temperature is increased. De-
spite the fact that lineshape asymmetries decrease at high temperatures, deviations from
the semiclassical theory can still be observed experimentally by looking at the spectra
of photons emitted from the cavity when driving either the lower or upper dressed state
resonantly (confirming also that environmental transitions do indeed drive population be-
tween the dressed states). In the former case, only at low temperatures should we expect
emission centred solely around the lower dressed state, while in the latter, bath-mediated
transitions should lead to emission from both the lower and upper dressed states at all
temperatures, in stark contrast to the conventional expectation.
In Fig. 4.4 we plot the cavity incoherent emission spectrum, which is defined in direct
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Figure 4.4: Comparison of the cavity emission spectra using the phenomenological (dashed
curve) and full polaron (solid curve) master equations, under resonant excitation of the
lower dressed state (left) and the upper dressed state (right) transitions. Parameters are
as in Fig. 4.2, except ÷ = 0.1 ps≠1.
analogy to the classically driven QD:
S(Ê) Ã Re
5⁄ Œ
0
g(1)inc(·)ei(ÊL≠Ê)·d·
6
,
with g(1)inc(·) = limtæŒÈa†(t+ ·)a(t)Í ≠ |Èa†Íss|2 obtained from our master equation using
the quantum regression theorem, as described in Sec. 2.2.2 and used in Chapter 3 [9].
Here Èa†Íss is the steady state expectation value of the cavity operator, which describes
coherent emission. At low temperatures (solid curve) Fig. 4.4 (left) shows the expected
resonant response from a normal mode, with a dominant peak around the driven lower
dressed state transition. The spectra calculated either with the phenomenological (pure
dephasing) or polaron master equations remain similar, with only a small noticeable e ect
of including the thermal environment in a rigorous manner. However, the low temperature
spectra become markedly di erent when we drive the upper dressed state, as shown in
Fig. 4.4 (right). While the phenomenological theory again shows a single dominant peak
– now at the upper dressed state resonance and symmetric to the previous case – in the
polaron theory we see the emergence of an additional feature. In fact, bath-mediated
dressed state transitions lead here to a strong suppression of the peak around the upper
dressed state, and correspondingly to substantial emission at the (undriven) lower dressed
state frequency. For larger temperatures (dotted curves) significant population is also
promoted from the lower to the upper dressed state, leading to dramatic changes in the
emission spectra also when driving the lower dressed state. Hence, by measuring the
spectra of light emitted from the cavity, we can unambiguously demonstrate the presence
of bath-mediated transitions between the joint eigenstates of the emitter-cavity system at
both low and high temperatures, evidencing also the quantum mechanical nature of the
host environment.
4.4.5 Beyond the Intermediate coupling regime
Finally, it is worth mentioning that the sensitivity of the environment to the underlying
TLE-cavity eigenstructure is not restricted to the intermediate coupling regime, but is in
fact present over wider regions of parameter space. Here we shall demonstrate that similar
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Figure 4.5: Upper: Asymmetry in Fano resonance profiles between emitter-cavity detuning
Êc ≠ Êx = ≠0.5 ps≠1 (a), and Êc ≠ Êx = 0.5 ps≠1 (b). Parameters are ÷ = 0.003ps≠1,
Ÿ = 1 ps≠1, g = 0.1 ps≠1,   = 0.001 ps≠1, Ÿs = 0.5 ps≠1, “ = 1/700 ps≠1,   = 2.8 ps≠1,
– = 0.3 ps≠1, and T = 2 K. Lower: Thermal e ects in the QSC regime at weak driving
÷ = 0.005 ps≠1 (c), and strong driving ÷ = 0.08 ps≠1 (d). Parameters are Ÿ = 0.1 ps≠1,
g = 1 ps≠1,   = 0.01 ps≠1, Ÿs = 0, “ = 1/700 ps≠1,   = 2.8 ps≠1, – = 0.025 ps≠1, and
T = 4 K.
e ects emerge in the both the Fano and the quantum strong coupling (QSC) regimes.
The Fano regime of cavity QED occurs when Ÿ + Ÿs ∫ g ∫ “. This regime is
characterised by a sharp peak in the cavity reflectivity at the emitter resonance, while the
rest of the cavity line-shape remains unchanged, which is the result of classical interference
between two competing decay pathways [90]. This behaviour can be seen in line-shapes
given in Fig. 4.5(a) and (b). Here we see excellent agreement between the semiclassical
theory and the pure dephasing master equation, showing a sharp peak in the reflectivity
spectra at the emitter resonance  = ±0.5 ps≠1, which is symmetric for both the positively
and negatively detuned case. Though less pronounced than in the intermediate coupling
regime, environmental induced asymmetries become apparent when comparing the cavity
line-shape obtained from the full polaron master equation for an emitter tuned above the
cavity resonance (Êc ≠ ÊX = 0.5 ps≠1) and below (Êc ≠ ÊX = ≠0.5 ps≠1).
In the QSC limit [Fig. 4.5 (c) and (d)], the coupling strength g becomes the dominant
energy scale, g ∫ Ÿ+Ÿs, “, which allows contributions from higher order dressed states to
be resolved. Additionally, the long cavity lifetime results in host environmental influences
becoming particularly significant. This is especially true at strong driving, shown in
Fig. 4.5(d), where in the polaron theory the asymmetric broadening is so pronounced that
it prevents us from resolving any higher order contributions to the upper dressed state
resonance.
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4.5 Summary and Discussion
In summary, we have shown that the presence of a thermal environment allows one to gen-
erate light-matter quantum correlations in CQED systems within otherwise semiclassical
regimes. Importantly, despite its regular use in the literature, the pure dephasing model
is simply insu cient to describe the emission characteristics of cavity-QD systems in a
broad range of parameter regimes. Sensitivity of the environment to the coherence shared
between the TLE and cavity leads to direct transitions between their joint eigenstates, and
consequently a breakdown of the semiclassical approach. Thus, the microscopic behaviour
of the phonon environment must be accounted for in theoretical descriptions of the system
to accurately describe the cavity emission.
A key requirement for phonon asymmetries to be present in the reflectivity and emission
spectra of solid-state cavity QED systems is for the time-scale associated to photon losses
are longer than those associated to phonon processes, thus allowing phonon transitions to
take place. For typical optical micropillar systems operating in the intermediate regime
phonon processes occur on the sub-picosecond time-scale [13, 14] while cavity loss rates
vary widely from tens to hundreds of picoseconds [70, 76, 91], depending primarily on
di ering fabrication techniques. This satisfies the requirement for phonon asymmetries to
be present, however, in order for these e ects to be unambigiously observed experimentally,
the fluorescence spectra of the cavity must also be resolved over energy scale associated to
the light-matter coupling strength. For example, in micropillar systems the light-matter
coupling strength varies significantly depending on the the placement of the QD within
the cavity. To be explicit, the light-matter coupling can range from g = 0.022 ps≠1
(15 µeV) [76] to g = 0.068 ps≠1 (45 µeV) [70] and in some cases even as high as g =
0.17 ps≠1 (107 µeV) [92]. This energy scale is su ciently large to be resolved by modern
interferometer set-ups using cross-polarisation schemes to isolate the cavity emission.
Since the e ects also persists over a broad range of parameters regimes of cavity QED
it is possible to observe phonon induced asymmetries in a number of other solid-state
photonic devices, e.g. photonic crystal cavities [18, 71–74], diamond colour centres [73,
93, 94], and superconducting circuits [68, 69, 95].
CHAPTER 5
THE REACTION COORDINATE FORMALISM
5.1 Introduction
A quantum system coupled to its macroscopic environment constitutes a challenging theo-
retical problem in which the large number of environmental degrees of freedom can lead to
both conceptual and practical di culties [2, 4, 11, 96, 97]. The master equation formalism
has been developed to o er a simple and intuitive approach for describing such systems;
the complex dynamical evolution of the many-body environment is not tracked explicitly,
but instead only its e ect on the reduced state of the system of interest is considered, elim-
inating all information on the environmental state. In most cases one must also rely on a
series of assumptions in deriving a tractable master equation1. These customarily neglect
the formation of system-bath correlations and lead to the eventual thermalisation of the
system with respect solely to its internal Hamiltonian, resulting in canonical equilibrium
states.
However, as discussed in Chapters 3 and 4 there are numerous situations of practi-
cal relevance where system-environment coupling can be strong and/or non-Markovian
memory e ects important, rendering traditional master equation treatments insu cient
to describe the system dynamics. In the context of QDs, we overcame these restrictions
by way of the polaron formalism; this enabled us to derive a master equation valid in the
strong system-environment coupling regime. However, the variational master equation
still relies on important environmental energy scales being much larger than those of the
system, thus defining a perturbative treatment in terms of system parameters instead of
the usual system-bath coupling [87]. An obvious question then arises: how do we describe
an open quantum system in regimes where no clear perturbative parameter exists?
Here, by incorporating a collective coordinate of the environment into an e ective sys-
tem Hamiltonian, we develop a master equation formalism valid in such a regime. This
enables us to straightforwardly determine key environmental properties as well as track
the dynamic generation of correlations between the system and bath. Specifically, we
characterise the departure of the environment from its initial Gaussian thermal state due
to interactions with the quantum system, and show that the resulting correlations — both
1As discussed in previous chapters, the most common are the Born-Markov approximations, wherein
the bath is assumed to be static, memoryless, and uncorrelated with the system, remaining in thermal
equilibrium throughout the dynamical evolution [2].
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quantum and classical, measured in terms of the mutual information — can have a pro-
found e ect on the system dynamics too, even persisting into the steady-state. We demon-
strate that system-bath correlations are in fact generated on two distinct timescales, with
long-lived correlations leading to a departure of the system steady-state from canonical
equilibrium, as would otherwise be expected from a perturbative (Born-Markov) treat-
ment, thus heralding the failure of the accepted statistical mechanics view of thermalisa-
tion [2]. Correctly capturing system-environment correlations is hence shown to be crucial
in order to properly describe both the system transient and equilibrium behaviour. As a
further, and unique, aspect of our approach we illustrate how noncanonical equilibrium
states can still be characterised in terms of thermal states, but now with respect to the
e ective system-collective coordinate Hamiltonian. This also reveals simple experimental
signatures by which deviations from canonical thermodynamics can be observed in real
physical systems, for example through measurements of system populations.
5.2 Reaction coordinate mapping and master equation
Our method relies on keeping track of a collective environmental degree of freedom, and to
do so we make use of the reaction coordinate mapping [98–107]; we take a quantum system
coupled to a bosonic environment and map to a model in which a collective mode of the
environment, known as the reaction coordinate (RC), is incorporated within an e ective
system Hamiltonian. We then treat the residual environment within a full second-order
Born-Markov master equation formalism. By comparing the RC master equation to the
numerically exact hierarchical equations of motion (HEOM) [108, 109] we demonstrate
essentially perfect agreement in the dynamics across all timescales (see below). Thus, all
important system-bath, and indeed intra-bath [50, 51], correlations are incorporated into
the system-RC Hamiltonian in the regimes we study.
Though our approach may be applied quite generally, we shall focus in this work on a
two-level system (TLS) described by the spin-boson Hamiltonian [2, 4, 8, 11, 39, 49, 96,
97, 110–116]:
H = ‘2‡z +
 
2 ‡x + ‡z
ÿ
k
fk(c†k + ck) +
ÿ
k
‹kc
†
kck. (5.1)
Here, c†k (ck) are creation (annihilation) operators for bosonic modes of frequency ‹k, which
couple to the TLS with strength fk, and ‡i (i = x, y, z) are TLS Pauli operators defined
such that ‡z = |1ÍÈ1|≠ |2ÍÈ2|, with the orthonormal basis of the TLS defined as {|1Í, |2Í}.
In the absence of the bath, the TLS splitting is determined by the bias ‘ and tunneling  .
5.2.1 The Reaction Coordinate Mapping
We now apply a normal mode transformation to Eq. 5.1 to incorporate the most important
environmental degrees of freedom into a new e ective system Hamiltonian. We carry
out this procedure by first defining a collective coordinate of the environment [98], the
RC, which couples directly to the TLS, and is in turn coupled to a residual harmonic
environment, as shown schematically in the left panel of Fig 5.1. This leads to a mapped
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TLSTLS RC
System
Figure 5.1: A TLS interacting with a bosonic environment (left) is mapped to a TLS
coupled only to a collective mode, which is in turn damped by a residual bath (right).
Hamiltonian of the form:
HRC =
‘
2‡z +
 
2 ‡x + ⁄‡z(a
† + a) +  a†a+
ÿ
k
Êkb
†
kbk
+ (a† + a)
ÿ
k
gk(b†k + bk) + (a† + a)2
ÿ
k
g2k
Êk
, (5.2)
where the collective coordinate is defined such that:
⁄(aˆ† + aˆ) =
ÿ
k
fk(c†k + ck). (5.3)
The TLS-RC coupling strength is given by ⁄2 = qk f2k , such that the RC creation
and annihilation operators satisfy the canonical commutation relation [a, a†] = 1. This
choice of coupling also fixes the RC frequency to be  2 = ⁄≠2qk ‹kf2k . The RC is now
coupled linearly to a residual harmonic environment characterised by the spectral density
JRC(Ê) =
q
k g
2
k”(Ê ≠ Êk). There is also a term quadratic in the system operators in
Eq. 5.2, known as the counter term, which is used to renormalise the mode frequency and
avoid divergences due to friction [102, 117].
In order to give a concrete example we consider two specific spin-boson ohmic spec-
tral densities commonly used in the chemical physics literature, specifically the under-
and overdamped spectral densities. In this chapter our attention will be focused on the
overdamped spectral density [118]:
JSB(Ê) =
–ÊcÊ
Ê2 + Ê2c
, (5.4)
with bath cut-o  frequency Êc and system-bath coupling strength –, giving a reorganisa-
tion energy of
sŒ
0 JSB(Ê)/Ê = ﬁ–/2.
In Chapter 6 we shall also consider the underdamped spectral density [119, 120]
JSB(Ê) =
– Ê20Ê
(Ê2 ≠ Ê20)2 +  2Ê2
, (5.5)
where the reorganisation energy is given by ﬁ– and the characteristic frequency of this
spectral density are set by the parameters Ê0 and  . As we shall show, this spectral
density is important in the description of excitonic energy transfer in molecular systems
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in the presence of a structured environment. By choosing spectral densities above allows
us to benchmark our results against data attained from the numerically exact HEOM.
In order to fully specify the mapping described above, we must relate the RC and
spin-boson (SB) spectral densities. We do this by following the procedure first outlined by
Garg et al. [98, 101] and derive the spectral density, both before and after the mapping,
from the classical equations of motion [121]. Since the spectral density doesn’t contain
any information about the system itself, but rather just the coupling strength between
the system and environment, it then follows that in Eq. 5.1 we can swap the TLS for a
continuous classical coordinate q moving in a potential V (q). This yields a Hamiltonian
of the form
Hq =
P 2q
2 + U(q) + q
ÿ
k
f˜kxˆk + q2
ÿ
k
f˜2k
2‹2k
+ 12
ÿ
k
1
pˆ2k + ‹2k xˆ2k
2
, (5.6)
where, for simplicity, we have written Eq. 5.6 in the position representation, with coordi-
nate and momentum operators of the environment defined as
xˆk =
Û
1
2‹k
(c†k + ck) and pˆk = i
Ú
‹k
2 (c
†
k ≠ ck), (5.7)
and the coupling between the TLS and the kth mode of the environment is given by
f˜k =
Ô2‹kfk. From this Hamiltonian, we attain a set of classical equations of motion:
q¨(t) = ≠U Õ(q)≠ÿ
k
f˜kxk(t)≠ q(t)
ÿ
k
f˜2k
‹2k
,
x¨k(t) = ≠f˜kq(t)≠ ‹2kxk(t). (5.8)
We can eliminate the bath variables from the equation of motion for the classical coordinate
by making use of the Fourier transform, h˜(z) =
sŒ
≠Œ h(t)e≠iztdt. This leads to an equation
of the form K˜(z)q˜(z) = ≠U˜ Õ(q), where the Fourier space operator is defined as
K˜(z) = ≠z2
A
1 +
ÿ
k
f˜2k
‹2k(‹2k ≠ z2)
B
= ≠z2
Qa1 + Œ⁄
0
d‹
JSB(‹)
‹ (‹2 ≠ z2)
Rb . (5.9)
For an Ohmic (odd) spectral density, we can evaluate this integral using the residue
theorem, making use of the poles at ‹ = ±z, giving K˜(z) = ≠z2 + iﬁJSB(z). By writing
z = Ê ≠ i‘, it follows that [121]
JSB(Ê) =
1
ﬁ
lim
‘æ0+ Im [K(Ê ≠ i‘)] . (5.10)
We now use the same procedure to write K˜(z) in terms of the RC spectral density.
Since the mapping at this stage is exact, then the Fourier transformed operator, K˜(z),
will be identical before and after the normal mode transformation. If we once again swap
the TLS for a continuous coordinate, and write the RC Hamiltonian given in Eq. 5.2 in
Chapter 5. The Reaction Coordinate Formalism 89
position space, we then have
Hq =
P 2q
2 + U(q) + Ÿqxˆ+
Ÿ2
2 2 q
2 + 12
1
pˆ2 +  2xˆ2
2
+ xˆ
ÿ
k
g˜kXˆk + xˆ2
ÿ
k
g˜2k
2Ê2k
+ 12
ÿ
k
1
Pˆ 2k + Ê2kXˆ2k
2
, (5.11)
where we have scaled the coupling strengths such that Ÿ =
Ô
2 ⁄ and g˜k =
Ô
2 Ô2Êkgk,
and the position and momentum operators are defined as
xˆ =
Ò
1
2 
1
a† + a
2
and pˆ = i
Ò
 
2
1
a† ≠ a
2
,
Xˆk =
Ò
1
2Êk
1
b†k + bk
2
and Pˆk = i
Ò
Êk
2
1
b†k ≠ bk
2
,
(5.12)
This Hamiltonian leads to classical equations of motion of the form
q¨ + Ÿxˆ+ Ÿ
2
 2 q = ≠U
Õ(q),
¨ˆx+
A
 2 +
ÿ
k
g˜2k
Ê2k
B
xˆ+ Ÿq +
ÿ
k
g˜kXˆk = 0,
¨ˆX– + g˜–xˆ+ Ê2–Xˆ– = 0. (5.13)
By moving to Fourier space and eliminating both the RC and environment from the
equation of motion for the classical coordinate, we get the expression for the Fourier space
operator
K˜(z) = ≠z2 + Ÿ
2
 2
L(z)
 2 + L(z) ,
where, by using the definition of the RC spectral density, we have
L(z) = ≠z2
A
1 +
ÿ
k
g˜2k
Ê2k(Ê2k ≠ z2)
B
= ≠z2
Qa1 + 4  Œ⁄
0
JRC(Ê)
Ê (Ê2 ≠ z2)dÊ
Rb . (5.14)
Considering the RC to have an Ohmic spectral density of the form JRC(Ê) = “Ê exp (≠Ê/ ),
the integral reduces to L(z) = ≠z2 + 2iﬁ “z, in the limit  æŒ. By plugging this into
Eq. 5.10, we get the condition
JSB(Ê) =
1
ﬁ
lim
‘æ0+ Im
Ë
K˜(Ê ≠ i‘)
È
= 1
ﬁ
2ﬁ “Ÿ2Ê
( 2 ≠ Ê2)2 + (2ﬁ “)2Ê2 . (5.15)
Notice that this expression is of the same form as the spectral density given in Eq. 5.5,
thus the RC mapping is exact for an underdamped environment. We shall explore this
spectral density, and its e ects on the dynamical evolution of the TLS, in the following
chapter. In order for Eq. 5.15 to be consistent with the original overdamped spin-boson
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spectral density, we identify the relations:
Êc =
 
2ﬁ“ , and – =
2⁄2
ﬁ  , (5.16)
which give us,
JSB(Ê) =
–ÊcÊ
Ê2c ≠ 2Ê
2Ê2c
 2 +
Ê4Ê2c
 4 + Ê2
. (5.17)
Finally, by choosing “ such that Êc π   [99], we recover the spin-boson spectral density
in (Lorentz-Drude) overdamped form,
JSB(Ê) =
–ÊcÊ
Ê2 + Ê2c
. (5.18)
The RC mapping presented in this work has many similarities with the chain mapping
techniques for open quantum systems [105, 111, 122, 123]; here orthogonal polynomials are
used to unitarily map a bosonic environment with a continuous spectral density to a semi-
infinite 1D chain of Harmonic oscillators. In this mapped representation, the dynamics of
the system may then be calculated using a variety of numerical techniques, for example
variational matrix product states [124], or those based on density matrix renormalisation
groups (DMRG) in the so-called Time Evolving Density with Orthogonal Polynomial
Algorithm (TEDOPA) [111, 125, 126]. However, though the chain mappings may be
applied to environments described by a broad set of spectral densities, there are a number
of practical di culties to consider when implementing these techniques. For example, at
high temperatures the dimension of the composite Hilbert space becomes large due to high
occupations numbers of each oscillator in the chain. Furthermore, in order to simulate
the system dynamics the bosonic chain in the mapped Hamiltonian is terminated at some
site, this leads to the reflection of excitation by the final site in the chain [124]. As a
result large chain lengths, and therefore system dimensions, are often required in order to
prevent numerical artefacts in the system dynamics. Thus, in order to accurately describe
the system dynamics using the chain mapping approach, both sophisticated numerical
techniques and significant computational resources are required.
In contrast, the relative simplicity of the RC model allows one to make use of the
master equation formalism, thus greatly simplifying the dynamical description of the sys-
tem. Furthermore, by terminating the RC with a Markovian environment, we prevent the
possibility of reflection by the final site of the chain, therefore eliminating any unphysical
recurrences in the dynamical evolution of the system.
5.2.2 Reaction coordinate master equation
We now wish to use Eq. 5.2 to derive a master equation treating the TLS-RC coupling
exactly (up to some number of basis states in the RC) while the coupling to the residual
environment is treated to second order within a Born-Markov approximation. To this end,
we define the interaction Hamiltonian as:
HI = Aˆ¢ Bˆ + ⁄˜ Aˆ2, (5.19)
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where Aˆ = a† + a, Bˆ = qk gk(b†k + bk), and ⁄˜ = qk g2k/Êk. To derive the RC master
equation we first move into the interaction picture using the transformation H˜I(t) =
exp (i(H0 +HB)t)HI exp (≠i(H0 +HB)t) = Aˆ(t) ¢ Bˆ(t) + ⁄˜ Aˆ2(t), where H0 = ‘2‡z +
 
2 ‡x + ⁄‡z(a† + a) + a†a, is the TLS-RC Hamiltonian, and HB =
q
k Êkb
†
kbk. Using the
expression derived in Sec. 2.2.1, we obtain the interaction picture master equation for the
reduced TLS-RC density operator ﬂ(t)
ˆﬂ˜(t)
ˆt
= ≠i trB
Ë
H˜I(t), ﬂ(0)¢ ﬂB
È
≠
t⁄
0
d· trB
Ë
H˜I(t),
Ë
H˜I(t≠ ·), ﬂ˜(·)¢ ﬂB
ÈÈ
,
= ≠i ⁄˜
Ë
Aˆ2(t), ﬂ(0)
È
≠ ⁄˜2
t⁄
0
d·
Ë
Aˆ2(t),
Ë
Aˆ2(t≠ ·), ﬂ˜(·)
ÈÈ
≠
t⁄
0
d·
3 Ë
Aˆ(t),
Ë
Aˆ(t≠ ·), ﬂ˜(t)
ÈÈ
 +(·) +
Ë
Aˆ(t),
Ó
Aˆ(t≠ ·), ﬂ˜(·)
ÔÈ
 ≠(·)
4
. (5.20)
Here, we have made use of the Born approximation, that is, we have assumed that the
mapped system (i.e. TLS-RC) and environment remain in the product state ﬂ(t) ¢ ﬂB
for all time, where ﬂB = exp(≠—qk Êkb†kbk)/tr 1exp(≠—qk Êkb†kbk)2. The correlation
functions are defined as  ± = tr
1
(Bˆ(·)Bˆ ± Bˆ(≠·)Bˆ)ﬂB
2
/2. In the continuum limit we
may write them as
 +(·) =
Œ⁄
0
dÊJRC(Ê) coth
3
—Ê
2
4
cosÊ· and  ≠(·) = i
Œ⁄
0
dÊJRC(Ê) sinÊ·, (5.21)
above, as outlined in the previous section, the RC spectral density takes the form JRC(Ê) =
“Ê exp(≠Ê/ ) in the limit that that the cut-o  frequency   ≠æ Œ. We can simplify
Eq. 5.20 further by noticing that
≠i⁄˜
Ë
Aˆ2(t), ﬂ˜(t)
È
= ≠i⁄˜
Ë
Aˆ2(t), ﬂ˜(0)
È
≠ ⁄˜2
t⁄
0
d·
Ë
Aˆ2(t),
Ë
Aˆ2(t≠ ·), ﬂ˜(·)
ÈÈ
. (5.22)
By substituting this into the above master equation and taking the full Markovian limit,
that is, we take the time integrals to infinity, we acquire the RC master equation
ˆﬂ˜(t)
ˆt
=≠ i⁄˜
Ë
Aˆ2(t), ﬂ˜(t)
È
≠
Œ⁄
0
Œ⁄
0
d·dÊJRC(Ê) coth
3
—Ê
2
4
cosÊ·
Ë
Aˆ(t),
Ë
Aˆ(t≠ ·), ﬂ˜(t)
ÈÈ
≠ i
Œ⁄
0
Œ⁄
0
d·dÊJRC(Ê) sinÊ·
Ë
Aˆ(t),
Ó
Aˆ(t≠ ·), ﬂ˜(t)
ÔÈ
. (5.23)
The definition of JRC(Ê) assumes an infinite cut-o  frequency, hence the first and last
terms of Eq. 5.23 are divergent. However, we can eliminate the divergent contributions by
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integrating the last term by parts, such that
Œ⁄
0
d· sinÊ· Aˆ(t≠ ·) = ≠P
A
Aˆ(t)
Ê
B
+
Œ⁄
0
d·
cosÊ·
Ê
ˆAˆ(t≠ ·)
ˆ·
. (5.24)
Using the principal value part of this integral we can cancel the counter term, which, after
moving back into the Schro¨dinger picture, gives the master equation
ˆﬂ(t)
ˆt
=≠ i [H0, ﬂ(t)]≠
Œ⁄
0
Œ⁄
0
d·dÊJRC(Ê) cosÊ· coth
3
—Ê
2
4 Ë
Aˆ,
Ë
Aˆ(≠·), ﬂ(t)
ÈÈ
≠
Œ⁄
0
Œ⁄
0
d·dÊJRC(Ê)
cosÊ·
Ê
Ë
Aˆ,
ÓË
Aˆ(≠·), H0
È
, ﬂ(t)
ÔÈ
. (5.25)
In order to derive the interaction picture system operators we shall diagonalise the
TLS-RC system Hamiltonian, H0, numerically. Let |ÏnÍ be an eigenstate of the system
Hamiltonian, such that H0|ÏnÍ = Ïn|ÏnÍ. We can now write the position operators in this
eigenbasis:
Aˆ =
ÿ
jk
Aj,k|ÏjÍÈÏk|, (5.26)
where Aj,k = ÈÏj |Aˆ|ÏkÍ. In the interaction picture this becomes
Aˆ(t) =
ÿ
jk
Aj,ke
i›jkt|ÏjÍÈÏk|, (5.27)
where ›nm = Ïn ≠ Ïm is the di erence between the nth and mth eigenvalues. Using this
definition we can include the rates from Eq. 5.25 into the operators, such that
‰ˆ =
Œ⁄
0
Œ⁄
0
dÊd· JRC(Ê) cosÊ· coth
3
—Ê
2
4
Aˆ(≠·), (5.28)
¥ ﬁ2
ÿ
jk
JRC(›jk) coth
—›jk
2 Ajk|ÏjÍÈÏk|, (5.29)
 ˆ =
Œ⁄
0
Œ⁄
0
dÊd·
JRC(Ê) cosÊ·
Ê
Ë
H0, Aˆ(≠·)
È
, (5.30)
¥ ﬁ2
ÿ
jk
JRC(›jk)Ajk|ÏjÍÈÏk|, (5.31)
where we have neglected the imaginary Lamb shift terms which we expect to small (this
will be justified through benchmarking). We can now write the master equation as
ˆﬂ(t)
ˆt
= ≠i [H0, ﬂ(t)]≠
Ë
Aˆ, [‰ˆ, ﬂ(t)]
È
+
Ë
Aˆ,
Ó
 ˆ, ﬂ(t)
ÔÈ
. (5.32)
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Figure 5.2: TLS (Top) population and (Bottom) coherence dynamics from the RCME
(solid curves), weak coupling theory (red, dash-dot curves), and converged HEOM data
(points). Parameters: ‘ = 0.5 , Êc = 0.05 , —  = 0.95, and (a) ﬁ– = 0.1 , (b)
ﬁ– = 2.5 . HEOM data was provided by Neill Lambert.
5.3 Time evolution of the RC model
5.3.1 Benchmarking
In order to demonstrate the validity of the reaction coordinate master equation (RCME),
we benchmark its predictions for the TLS population dynamics (ﬂ11 = È1|ﬂ|1Í) against
converged data generated using the numerically exact HEOM technique.
The HEOM are a set of time-local equations for the reduced system dynamics, governed
by the spin-boson Hamiltonian (Eq. 5.1), which capture the bath dynamics and system-
bath correlations through a set of auxiliary density matrices [108, 109, 120, 127]. These
equations are exact under the assumption of a under- or overdamped spectral density, as
given in Eq. 5.4 and 5.5, and an initially separable system-bath state at t = 0. Furthermore,
the exact nature of the HEOM allow one to capture the e ect of both non-Markovian
dynamics and system-environment correlations on the reduced state of the system.
To give an illustrative example, in Fig. 5.2 we have taken parameters that are typical for
excitonic energy transfer in molecular systems [47, 111, 127, 128], with a representative
value of   = 200 cm≠1 (given in spectroscopic units2) setting the other energy scales
(i.e. t ≥ 1 ps at  t = 35). The TLS is initialised in state |1Í, uncorrelated with both
2Though not an SI unit, wavenumbers (cm≠1) are used for convenience in spectroscopic measurements
as a unit of frequency. Physically, wavenumbers correspond to the number of cycles of the measured
radiation travelling at the speed of light in vacuum per cm.
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the RC and residual bath, which are taken to be in their respective thermal equilibrium
states at a temperature T = 1/— (¥ 300 K for   = 200 cm≠1). We observe essentially
perfect agreement between the RCME and the HEOM for a slow environment and for
spin-boson coupling strengths [(a) ﬁ– = 20 cm≠1, (b) ﬁ– = 500 cm≠1] encompassing
the transition from the coherent to the incoherent regime3. In contrast, a standard weak
coupling approach, treating the interaction term in Eq. 5.1 to second order, fails even
qualitatively to capture the correct system behaviour for any parameters shown. It is thus
clear that environmental memory and the generation of correlations with the system—
both of which are ignored in the weak coupling calculation—are crucial in order to capture
the correct dynamical behaviour in this regime. Moreover, although we invoke a Born-
Markov approximation between the TLS-RC and residual environment, the impact of
these correlations on the TLS can be accurately described simply through the TLS-RC
coupling. This is somewhat remarkable, given that any non-thermal state e ects of the
original bath have been reduced solely to the action of a single mode on the TLS.
5.3.2 Environmental dynamics and correlations
The most important aspect of our formalism is that the inclusion of environmental degrees
of freedom into the system Hamiltonian allows us to gain additional insight into the
dynamics of both the environmental state and system-environment correlations. We do
this by calculating two complementary measures; the RC non-Gaussianity [129, 130], which
probes the environmental evolution:
”G[ﬂRC(t)] = S(Í)≠ S (ﬂRC(t)) , (5.33)
and the TLS-RC quantum mutual information (QMI) [131], characterising the correlations:
I(ﬂS : ﬂRC) = S(ﬂs) + S(ﬂRC)≠ S(ﬂ). (5.34)
Here, ﬂRC (ﬂs) is the reduced state of the RC (TLS) and S(‰) = ≠tr (‰ ln‰) is the von-
Neumann entropy. The non-Gaussianity determines the distance from ﬂRC to the nearest
Gaussian reference state Í, and is defined such that ”G = 0 i  ﬂRC is Gaussian. The
QMI quantifies the total classical and quantum correlations shared between the TLS and
RC [131]. Both measures act as rigorous lower bounds for the original spin-boson environ-
ment, which enables us to explore properties of the multi-mode bath and its correlations
with the system simply through the single mode RC.
To show this let ‰ be the density matrix describing the state of both the system
and environment in the original spin-boson representation, with the reduced states of the
system, ﬂs = trE‰, and the environment, ﬂE = trs‰. Let U = 1S ¢ R be the unitary
transformation that maps the spin-boson model to the RC model. Applying this unitary
to the reduced state of the system has no e ect due to the trace over the environment.
However, on the reduced state of the environment this unitary transforms the spin-boson
basis to that of the RC and residual bath, that is, R†ﬂER = ﬂRC+B.
3We see similarly excellent agreement for larger cut-o  frequencies, as will be shown in Chapter 6.
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The quantum mutual information for the system and the spin-boson environment is
given by:
I (ﬂs : ﬂE) =S(ﬂs) + S(ﬂE)≠ S(‰) = S(ﬂs) + S(ﬂRC+B)≠ S(‰˜), (5.35)
where ‰˜ = U†‰U is the total state in the RC basis. Here we have used the unitary
equivalence of the von-Neumann entropy to write the quantum mutual information in
terms of the RC basis.
To proceed we shall make use of the strong subadditivity of the von-Neumann entropy,
that is:
S(‰˜) + S(ﬂRC) Æ S(ﬂS+RC) + S(ﬂRC+B), (5.36)
where ﬂS+RC = trB‰˜, with the trace taken over the residual environment. Using this
property in conjunction with Eq. 5.35 gives:
I (ﬂs : ﬂE) Ø S(ﬂS) + S(ﬂRC+B) + S(ﬂRC)≠ S(ﬂs+RC)≠ S(ﬂRC+B),
Ø S(ﬂs) + S(ﬂRC)≠ S(ﬂS+RC). (5.37)
Therefore, we have the condition
I (ﬂs : ﬂE) Ø I (ﬂs : ﬂRC) . (5.38)
Hence, the mutual information between the system and RC acts as a lower bound to the
mutual information between the system and spin-boson environment. Furthermore, in the
limit that the Born approximation holds between the composite system (TLS and RC)
and the residual environment, that is ‰˜ ¥ ﬂs+RC ¢ ﬂB, then the inequality in Eq. 5.38
becomes an equality due to the additive nature of the von-Neumann entropy.
Similarly, the non-Gaussianity can be shown to be invariant under symplectic transfor-
mation (i.e. operators that are quadratic in field operators) and monotonically decreases
under partial trace [129]. This means that the non-Gaussianity of the RC acts as a rig-
orous lower bound for the non-Gaussianity of the original spin-boson environment, that
is:
”G [ﬂE ] Ø ”G [ﬂRC ] . (5.39)
As with the quantum mutual information, in the limit that the Born approximation holds
between the mapped system and residual environment, then the additive nature of the von-
Neumann entropy implies that this measure also becomes exact for the original spin-boson
environment.
Fig. 5.3 shows the dynamics of the non-Gaussianity and the QMI at both strong and
weak system-environment coupling –. One of the most striking features of these plots is
the presence of two distinct timescales, which is most obvious for weak couplings, but is
also present at stronger coupling strengths. At short times, the QMI is oscillatory, an
indication of the memory e ects implied by system-environment correlations, which also
push the RC away from its initial Gaussian state. At longer times, we see that system-
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Figure 5.3: Dynamics of the RC non-Gaussianity (a,b) and TLS-RC mutual information
(c,d) for weak and strong system-bath coupling strengths, with steady state values in-
dicated (dash-dot lines). Parameters: ‘ = 0.5 , Êc = 0.05  and —  = 0.95, e.g. for
  = 200 cm≠1, T ¥ 300 K, and t ≥ 10 ps at  t = 300.
environment correlations—and consequently non-Gaussian environmental states—are also
generated on a second timescale, and in fact persist into the steady state, with values of
both the non-Gaussianity and QMI dependent on the coupling strength as demonstrated
in Fig. 5.4. We therefore find a situation in which the Born-Markov approximation breaks
down on all timescales. It describes neither the short time transient dynamics, due to the
absence of bath memory e ects in the Markov approximation, nor the long time behaviour,
due to the generation of significant TLS-bath correlations. This leads to non-Gaussian
(and hence non-thermal) environmental states upon tracing out the TLS, neglected in the
Born approximation. Our line of enquiry also raises an intriguing question: if correlations
can so dramatically a ect the Gaussian nature of the environment, how do they impact
upon the state of the TLS?
5.4 Noncanonical equilibrium states
A clue can already be taken from Fig. 5.4, where we find that the steady-state properties
of both the RC and TLS-RC correlations may be described by a thermal state with respect
to H0, i.e.
ﬂth =
e≠—H0
Z
= 1
Z
e≠—( ‘2‡z+ 2 ‡x+⁄‡z(a†+a)+ a†a), (5.40)
where Z = tr(e≠—H0). Likewise, in Fig. 5.5 we show that the equilibrium behaviour
of the TLS (after tracing out the mode) clearly departs from the canonical statistics
Chapter 5. The Reaction Coordinate Formalism 97
? ?
?
?
?
?
?
?
?
0.0 1.0 2.0
0.0
0.1
0.2
????
? G
?? RC?
?a?
?
?
?
?
?
?
? ?
?
0.0 1.0 2.0
0.0
0.2
0.4
????
????
?b?
Figure 5.4: Steady-state non-Gaussianity (a) and quantum mutual information (b) as a
function of coupling strength, derived from the RCME (solid curve) and a thermal state
with respect to the TLS-RC HamiltonianH0 (crosses), see Eq. 5.40. Parameters: ‘ = 0.5 ,
Êc = 0.05  and —  = 0.95 (¥ 300 K for   = 200 cm≠1).
expected from a perturbative, weak coupling treatment of the environmental influence,
which would be given instead by a thermal state with respect only to the TLS Hamiltonian,
HS = ‘2‡z +  2 ‡x.
Fig. 5.5(a) explores the temperature dependence of the TLS equilibrium state in the
energy eigenbasis. To emphasise the departure from canonical statistics we have plotted
the population ratio on a logarithmic scale. For a canonical distribution we expect a
linear dependence on the inverse temperature, shown by the dash-dot line, and given by
ln(ﬂgg/ﬂee) = ≠—÷, where ÷ =
Ô
‘2 + 2 is the TLS splitting. Crucially, however, the
RCME steady state shows a clear deviation from this linear behaviour with decreasing
temperature. To provide context, taking our estimate again of   = 200 cm≠1 relevant to
molecular systems, we see that deviations from canonical statistics begin to become appar-
ent around —  = 0.95 ¥ 300 K, and should thus be observable even at room temperature
in such systems. Note, from the inset, that a non-zero level of coherence is also appar-
ent around such temperatures (and lower), again pointing to the noncanonical nature of
the TLS equilibrium state. These departures demonstrate that we cannot represent the
TLS steady state as a Gibbs distribution over the system eigenstates. They also quantify
relatively simple experimental signatures of the breakdown of canonical statistics in open
quantum systems. For example, by measuring only the TLS populations over a reasonable
temperature range, we may infer the emergence of noncanonical equilibrium states simply
by observing a nonlinear temperature dependence as shown.
Finally, in Fig. 5.5 (b) we examine the TLS steady state as a function of system-
bath coupling strength at constant temperature. We again see significant deviations from
the (unchanging) canonical thermal state, such as the development of steady state coher-
ences within the TLS eigenstate basis, which are apparent for any non-vanishing coupling
strength. Nevertheless, it is evident from all plots in Fig. 5.5, by the agreement between
Eq. 5.40 and the HEOM, that the noncanonical steady state is still extremely well de-
scribed by a thermal state across a wide range of parameters, though now in the mapped
TLS-RC representation. This behaviour is a clear result of the TLS-environment correla-
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Figure 5.5: Steady state population ratio (ﬂgg/ﬂee) and coherence (ﬂge) in the eigenstate
basis of the TLS Hamiltonian HS , with |gÍ (|eÍ) being the ground (excited) eigenstate: (a)
against temperature (at ﬁ– = 0.5 ) and (b) against coupling strength (at —  = 0.95).
Shown are predictions from the HEOM (points), a thermal state with respect to the
TLS-RC Hamiltonian H0 (solid), and a thermal state with respect to HS (dash-dot).
Parameters: ‘ = 0.5  and Êc = 0.05 . Considering   = 200 cm≠1 gives T = 575 K
for —  = 0.5, T = 288 K for —  = 1, and T = 115 K for —  = 2.5. HEOM data was
provided by Neill Lambert.
tions; the TLS cannot be considered merely as being in a product state with a (thermal)
environment. The non-separability of the steady state thus implies that the equilibrium
behaviour of the TLS cannot be described as a thermal distribution over its eigenstates
either, but rather, one should also consider states of the environment within the descrip-
tion. This is markedly di erent to standard master equation techniques and statistical
mechanics approaches, where the system equilibrates to the canonical thermal state which
may be characterised by the bath temperature and system Hamiltonian alone, an artefact
of applying the Born approximation.
5.5 Summary
To summarise, by exploiting a collective coordinate mapping, we have derived a master
equation valid in the non-adiabatic regime of the spin-boson model. Notably, besides an
accurate description of the system dynamics, our approach also allows us to quantify the
accumulation of system-environment correlations with time, as well as probe the dynamic
evolution of states of the environment. We have shown that properly accounting for the
generation of system-environment correlations is essential for describing both the transient
dynamics and equilibrium distributions of open systems in this regime. In particular, we
have demonstrated that long-lived correlations lead to the emergence of noncanonical
system equilibrium states that can be characterised in a simple and intuitive way within
our formalism, as thermal states of the system-collective coordinate Hamiltonian. Our
approach can be applied to a number of systems of practical relevance. For example, in
molecular and solid-state (e.g. superconducting) devices [2, 4, 11, 87, 96–98, 118, 132–
138], system-environment coupling can be strong and memory e ects important. Taking
parameters relevant for energy transfer processes in molecular dimers, we have shown
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that deviations from canonical statistics could be observable even at room temperature,
which raises the intriguing question of the role of noncanonical equilibrium states in larger
molecular aggregates [135–137]. Finally, a proper understanding of equilibrium states is a
vital component in the growing field exploring the thermodynamics of quantum systems;
the full implications of noncanonical steady-states in open quantum systems [139, 140]
thus constitutes a fascinating topic for future exploration.
CHAPTER 6
ENERGY TRANSFER IN NON-ADIABATIC
REGIMES
6.1 Introduction
Since quantum coherence was first observed in photosynthetic systems [135], determin-
ing its precise functional role in producing e cient and robust excitonic energy transfer
(EET) across pigment protein complexes has been a driving force for the field of quan-
tum biology [141]. Theoretical work on the subject quickly identified that purely coherent
energy transport is insu cient to explain the high e ciencies and rates observed. For res-
onant systems, this is due to the inherent reversibility of coherent dynamics, while biased
systems become localised in the site basis when the inter-site energy di erence is greater
than the tunnelling energy, thus reducing exciton transport. These di culties may be
circumvented when noise processes induced by an external environment are also present,
providing mechanisms for rapid and e cient EET [142–146].
However, accounting for the e ects of the external environment in photosynthetic sys-
tems is a daunting theoretical prospect [2, 4, 11, 96, 97]. Strong coupling between the
system and its low frequency environment lead to significant system-environment corre-
lations that, as was shown in Chapter 5, are present even in the steady state [147, 148].
In addition to the low frequency environment, the spectral density of the pigment protein
complex is often structured, that is, there are specific underdamped vibrational modes of
the environment that couple strongly to the electronic degrees of freedom. There is now
increasing evidence suggesting that these underdamped modes are a contributing factor to
the long-lived electronic coherences observed in photosynthetic complexes [119, 149, 150],
as well as qualitative links between the quantum mechanical nature of these vibrational
modes and enhanced transfer rates [151].
A multitude of powerful computational methods have been developed to model these
systems – e.g. hierarchical equations of motion (HEOM) [108, 120, 152–154], density ma-
trix renormalisation group [111, 114], and those based on the path integral formalism [110]
– all of which can converge to numerically exact results in specific regimes. However, these
techniques are computationally challenging, and often give very little intuitive insight into
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the underlying physical mechanisms.
As demonstrated in Chapter 5, the reaction coordinate model provides an intuitive
method for accurately describing the dynamical behaviour of a system coupled to a low
frequency environment. Here, we shall apply the reaction coordinate master equation
(RCME) [98–102, 147] to describe EET in a molecular dimer system. We show that the RC
model captures all important correlations between the system and environment for EET in
the presence of an under- and overdamped enviroment, agreeing perfectly with numerically
exact data generated using the HEOM [120, 152–154]. Furthermore, we demonstrate that
the RC model greatly out performs the closely related Zusman equations [99, 102, 155],
a set of drift di usion equations often used to describe tunnelling processes in molecular
systems, which we derive from the RC master equation as the semiclassical limit.
Finally we discuss the influence that a structured environment has on the energy trans-
fer dynamics in a molecular dimer system [149, 156]. This is done formally by incorporating
an underdamped mode into the system Hamiltonian using the RC formalism, while the
broad background environment is described using a second overdamped RC. We show that
the presence of structure in the spectral density can enhance the EET rate, particularly
when the underdamped environment is tuned to the resonance of the molecular dimer.
6.2 System Hamiltonian and the reaction coordinate map-
ping
6.2.1 Energy transport Hamiltonian
To investigate the e ect a low frequency environment has on EET, we consider a simple
model of excitation in a molecule with two sites. Each site has an excited state |ejÍ,
corresponding to a single excitation at site j with energy ‘j , and ground state |gjÍ in
the absence of the excitation. Each site is coupled to individual, but identical, thermal
environments, modelled as a continuum of harmonic oscillators [2].
The Hamiltonian for the system and environment may then be written as:
H = (Á1 + Á2)|e1e2ÍÈe1e2|+ Á1|e1g2ÍÈe1g2|+ Á2|g1e2ÍÈg1e2|+  2 (|e1g2ÍÈg1e2|+ |g1e2ÍÈe1g2|)
+ |e1ÍÈe1|¢ 12
ÿ
k
c1,k(a†1,k + a1,k) + 11 ¢ |e2ÍÈe2|
ÿ
k
c2,k(a†2,k + a2,k) +
2ÿ
j=1
ÿ
k
‹ka
†
j,kaj,k,
(6.1)
where the identity operator is given by 1j = |ejÍÈej | + |gjÍÈgj |, and   is the inter-site
tunnelling strength. We have also defined the creation and annihilation operators, aj,k
and a†j,k, at site j, which satisfy the commutation relation
Ë
ai,k, a
†
j,kÕ
È
= ”i,j”k,kÕ . To
discuss the energy transfer dynamics between the two sites, we shall only consider the
dynamics of a single excitation in the system. Hence, by applying the projector, 1sub =
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|e1g2ÍÈe1g2|+ |g1e2ÍÈg1e2|, we obtain the Hamiltonian for the single excitation subspace:
Hsub =
2ÿ
j=1
Áj |jÍÈj|+  2 (|1ÍÈ2|+ |2ÍÈ1|) +
2ÿ
j=1
|jÍÈj|ÿ
k
cj,k
Ô
2‹kxˆj,k
+ 12
2ÿ
j=1
ÿ
k
1
pˆ2j,k + ‹2k xˆ2j,k
2
,
(6.2)
where we have defined the basis {|1Í = |e1g2Í, |2Í = |g1e2Í}, and also the bath coordinates
such that:
xˆj,k =
Û
1
2‹k
1
a†j,k + aj,k
2
and pˆj,k = i
Ú
‹k
2
1
a†j,k ≠ aj,k
2
. (6.3)
We can simplify this expression by rewriting the Hamiltonian in terms of an e ective single
phonon environment. We do so by rotating the coordinate system of the environmental
modes such that:
xˆ1,k = qˆk cos–k + qˆÕk sin–k and xˆ2,k = ≠qˆk sin–k + qˆÕk cos–k. (6.4)
Substituting this into equation 6.2, gives:
H =
2ÿ
j=1
Áj |jÍÈj|+  2 (|1ÍÈ2|+ |2ÍÈ1|) +
ÿ
k
Ô
2‹k (c1,k cos–k|1ÍÈ1|≠ c2,k sin–k|2ÍÈ2|) qˆk
+
ÿ
k
Ô
2‹k (c1,k sin–k|1ÍÈ1|+ c2,k cos–k|2ÍÈ2|) qˆÕk
+ 12
ÿ
k
˙ˆq2k +
1
˙ˆqÕk
22
+ ‹2k
1
qˆ2k +
!
qˆÕk
"22 .
(6.5)
Now, by choosing c1,k cos–k = c2,k sin–k, such that –k = arctan (c1,k/c2,k), a set of
environmental modes decouple entirely from the system, leading only to a global phase.
Thus, we may now write the energy transport Hamiltonian in spin-boson form:
H = ‘2‡z +
 
2 ‡x + ‡z
ÿ
k
Ô
2‹kc1,k cos–kqˆk +
1
2
ÿ
k
˙ˆq2k + ‹2k qˆ2k, (6.6)
where ‘ = Á1 ≠ Á2, and we have defined the Pauli operators as ‡z = |1ÍÈ1| ≠ |2ÍÈ2| and
‡x = |1ÍÈ2| + |2ÍÈ1|. For simplicity, we now assume that the system-bath coupling is the
same at each site, i.e. c1,k = c2,k for all k, hence cos–k = 1/
Ô
2. Finally, by defining the
bath operators in term of creation and annihilation operators:
qˆk =
Û
1
2‹k
1
b˜†k + b˜k
2
and ˙ˆqk = i
Ú
‹k
2
1
b˜†k ≠ b˜k
2
, (6.7)
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we have the Hamiltonian:
HSB =
‘
2‡z +
 
2 ‡x + ‡z
ÿ
k
ck
1
b˜†k + b˜k
2
+
ÿ
k
‹k b˜
†
k b˜k, (6.8)
where the bath coupling constants are now ck = c1,k/
Ô
2.
As was introduced in the previous chapter, we shall characterise the phonon environ-
ment using two spectral densities relevant to excitonic energy transfer systems, the under-
and over-damped forms:
JUD(Ê) =
–UD Ê20Ê
(Ê20 ≠ Ê2)2 +  2Ê2
and JOD(Ê) = –ODÊc
Ê
Ê2 + Ê2c
, (6.9)
both of which are a special case of the general spin-boson spectral density JSB(Ê) =q
k
|ck|2”(Ê ≠ Êk).
6.2.2 Reaction coordinate mapping
Now that our Hamiltonian is in spin-boson form, it is straightforward to apply the RC
mapping introduced in Chapter 5, resulting in a mapped system Hamiltonian of the form:
HRC = HS +HI +HB +HC ,
HS =
‘
2‡z +
 
2 ‡x + ⁄‡z
1
a† + a
2
+   a†a,
HI =
1
a† + a
2ÿ
k
gk
1
b†k + bk
2
,
HB =
ÿ
k
Êkb
†
kbk,
HC =
1
a† + a
22ÿ
k
g2k
Êk
,
(6.10)
As before, the collective coordinate is defined as ⁄(a†+a) =q
k
gk(b˜†k+b˜k), where ⁄ =
q
k
c2k,
and the RC frequency is   = ⁄≠1
Úq
k
Êkf2k . However, as in the previous chapter, both
the under- and over-damped spectral densities lead to divergences in the RC coupling
strength (⁄) and frequency ( ) calculated by the formal expressions defined above [98, 99].
Following the mapping as before, by choosing the reaction coordinate spectral density to
have the form JRC(Ê) = “Ê exp (≠Ê/ ), and using Eq. 5.10 in the limit that  æŒ, we
find the relation:
JSB(Ê) =
4“Ê 2⁄2
( 2 ≠ Ê2)2 + (2ﬁ“ Ê)2 . (6.11)
Thus the mapping described above is exact for the underdamped spectral density when
  = Ê0, ⁄ =

ﬁ–UDÊ0/2, and “ =  /2ﬁÊ0. Once more, can also recover the over damped
spectral density by choosing “ such that Êc π  , such that the RC coupling strength and
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splitting satisfy:
Êc =
 
2ﬁ“ and –OD =
2⁄2
ﬁ  . (6.12)
6.3 Time evolution in the RC model
To describe the time evolution of the RC model we shall take two approaches. The first
uses the reaction coordinate master equation derived in Sec. 5.2.2. The second is to apply
further approximations to the RC master equation in order to derive a set of partial
di erential equations (PDE) known as the Zusman equations. In the chemical physics
literature the Zusman equations are often the ‘end-goal’ of the RC mapping, however, as
we shall show in subsequent sections, the RC master equation gives accurate population
dynamics over a much larger area of parameter space than the Zusman equations.
6.3.1 Reaction coordinate master equation
As in the previous section, we shall model the time evolution of the RC model using the
master equation formalism, where the coupling to the residual environment is treated to
second order. In the Schro¨dinger picture, the RC master equation is given by:
ˆﬂ(t)
ˆt
=≠ i [HS , ﬂ(t)]≠
Ë
Aˆ, [‰ˆ, ﬂ(t)]
È
+
Ë
Aˆ,
Ó
 ˆ, ﬂ(t)
ÔÈ
, (6.13)
where A = a† + a, and the rate operators are defined as:
 ˆ = ﬁ2
2nÿ
j,k=1
“ÊjkAjk|ÏjÍÈÏk| and ‰ˆ = ﬁ2
2nÿ
j,k=1
“Êjk coth
—Êjk
2 Ajk|ÏjÍÈÏk|. (6.14)
Here |ÏjÍ is a system eigenstate associated with the RC system Hamiltonian, i.e. HS |ÏjÍ =
Ïj |ÏjÍ, and n is the number of Fock states taken in the RC. Eq. 6.13 captures the interac-
tion between the two level system and reaction coordinate non-perturbatively, while the
residual bath is assumed to be weakly coupled to the composite system, and is thus treated
in a purely Markovian fashion.
6.3.2 Zusman equations
To derive the Zusman equations (a detailed account of this derivation is given in Ap-
pendix B), our starting point will be the RC master equation before the environmental
correlation functions have been evaluated, as given by Eq. 5.25
ˆﬂ(t)
ˆt
=≠ i [HS , ﬂ(t)]≠ “
Œ⁄
0
d·
Œ⁄
0
dÊ Ê cosÊ· coth
3
—Ê
2
4 Ë
Aˆ,
Ë
Aˆ(≠·), ﬂS(t)
ÈÈ
≠ “
Œ⁄
0
d·
Œ⁄
0
dÊ cosÊ·
Ë
Aˆ,
ÓË
Aˆ(≠·), HS
È
, ﬂ(t)
ÔÈ
.
(6.15)
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We can simplify the time-dependent RC operators using the Caldeira-Leggett (CL) pre-
scription [2, 98, 99, 157], in which the time scale of the system evolution is assumed to be
much longer than that of the environment. This allows one to expand the time-dependent
operators as Aˆ(t) = e≠iHstAˆeiHst ¥ Aˆ + it
Ë
Hs, Aˆ
È
. Inserting this approximate form for
the interaction picture operators into Eq. 6.15 and taking a high temperature approxima-
tion, we can evaluate the frequency and time integrals. We then move to a phase-space
representation for the master equation by way of the Wigner transformation, leading to
the generalised Fokker-Planck equation in Klein-Kramers form [158]:
ˆWˆ
ˆt
+HWˆ+(iZ ≠  2x)ˆWˆ
ˆp
+ pˆWˆ
ˆx
= ﬁ“  ˆ
ˆt
A
pWˆ + 1
—
ˆWˆ
ˆp
B
, (6.16)
where Wˆ = qijWij(x, p, t)|iÍÈj|, with |iÍ œ {|1Í, |2Í} the site basis of the TLS, and the
Wigner function is defined as
Wij(x, p, t) =
1
2ﬁ
Œ⁄
≠Œ
dxÕe≠ipx
Õ
=
i, x+ x
Õ
2
---- ﬂ(t) ----x≠ xÕ2 , j
>
.
Here x and p are the phase space coordinates of the reaction coordinate. For brevity, we
have defined the super-operators in Eq. 6.16 as:
HWˆ = i
5
( ‘2 +
Ô
2 ⁄x)‡z + ‡x, Wˆ
6
and Z ˆWˆ
ˆp
= i
Ô
2 ⁄
2
I
‡z,
ˆWˆ
ˆp
J
. (6.17)
In its current form Eq. 6.16 remains a challenging equation to solve. We may simplify
it, however, by eliminating the momentum coordinate in the di erential equation. We
do this by assuming that the RC momentum remains in thermal equilibrium for all time,
which is valid in the high friction limit. This enables us to expand the Wigner function in
terms of Hermite polynomials, resulting in a hierarchy of equations. By taking terms that
are first order in the inverse friction (“≠1), we acquire a set of drift di usion equations,
commonly referred to as the Zusman equations:
ˆµ11(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3
( 2x+
Ô
2 ⁄)µ11(t, x) +
1
—
ˆµ11(t, x)
ˆx
4
+ i 2 (µ12(t, x)≠ µ21(t, x)),
ˆµ22(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3
( 2x+
Ô
2 ⁄)µ22(t, x) +
1
—
ˆµ22(t, x)
ˆx
4
≠ i 2 (µ12(t, x)≠ µ21(t, x)),
ˆµ12(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3 1
—
ˆµ12(t, x)
ˆx
+  2xµ12(t, x)
4
+ i(‘+ 2
Ô
2 ⁄x)µ12(t, x)
+ i 2 (µ11(t, x)≠ µ22(t, x)),
ˆµ21(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3 1
—
ˆµ21(t, x)
ˆx
+  2xµ21(t, x)
4
+ i(‘+ 2
Ô
2 ⁄x)µ21(t, x)
≠ i 2 (µ11(t, x)≠ µ22(t, x)),
(6.18)
where µij(t, x) is a phase-space variable describing the time evolution of both the dimer
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Figure 6.1: Comparison of the dimer site population dynamics ﬂ11(t) calculated from the
RCME (solid), Zusman equations (open-points) and the HEOM (solid-points) for various
coupling strengths. The cut-o  frequency taken is Êc = 53.08 cm≠1. The other parameters
are   = 200 cm≠1, ‘ = 100 cm≠1, and the temperature is T = 300 K.
and RC with respect to the phase space parameter x. We can then obtain the time
evolution of the TLS population (ﬂ11(t)) and coherence (ﬂ12(t)) using:
ﬂ11(t) =
Œ⁄
≠Œ
µ11(t, x)dx and ﬂ12(t) =
Œ⁄
≠Œ
µ12(t, x)dx.
In deriving the Zusman equation we have used a semi-classical treatment of the RC in
which quantum correlations between the RC and dimer are neglected – a consequence of
assuming the momentum is in thermal equilibrium and the high temperature approxima-
tion. This allows one to capture system dynamics in the high friction limit, but quickly
fails in situations where correlations between the RC and TLS become important, as will
be discussed in the sections that follow. One may extend the validity of the Zusman equa-
tions by considering higher order terms in the friction expansion, however, these equations
quickly become unwieldy and computationally impractical.
6.4 System dynamics
To calculate the population dynamics using Eq. 6.13, we assume the system and reac-
tion coordinate are uncorrelated at time t = 0, with the RC in a thermal state and an
excitation localised at site 1, that is, ﬂ(0) = Z≠1|1ÍÈ1| ¢ exp
1
≠— a†a
2
, where Z =
tr
1
exp
1
≠— a†a
22
. For the Zusman equations, this gives the boundary condition:
µ11(0, x) = 2
ıˆıÙtanh 1— 2 2
ﬁ
e≠  tanh(
— 
2 )x2 , (6.19)
while µ22(0, x) = µ21(0, x) = µ12(0, x) = 0. We shall now compare the dynamical be-
haviour as predicted by the RC master equation and Zusman equations solved numeri-
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cally [159, 160], benchmarked against the HEOM, for both the under- and over-damped
spectral densities.
6.4.1 Overdamped spectral density
In Fig. 6.1 we compare the time evolution of the population at site 1 as predicted by
the RCME (solid curves), Zusman equations (open points) and the HEOM (solid points)
for an overdamped environment. Here we take parameters representative of a subset of
the Fenna-Matthews-Olson complex [127] for an overdamped spectral density with cut-
o  frequency Êc = 53.08 cm≠1. We see that, in this regime, the agreement between the
RCME and the HEOM is excellent at both weak and strong coupling to the environment,
capturing the transition from coherent to incoherent energy transfer [49]. It is clear,
therefore, that by including the RC into the system Hamiltonian, we are able to faithfully
represent all relevant system-environment correlations in the dimer evolution.
Furthermore, for an overdamped environment, the damping from the residual envi-
ronment suppresses any significant oscillations in the RC degrees of freedom — to put it
another way, the RC dynamics are in a high friction regime. Thus the Zusman equations
remain an adequate description of the dimer system, producing excellent agreement with
the HEOM for the system population dynamics, as is demonstrated in Fig. 6.1.
Non-Canonical thermal states and the dynamical generation of correlations
The system-environment correlations captured through the RC mapping have interesting
implications for both the dynamical and steady state properties of the system. For exam-
ple, in Chapter 5 we saw that the coupling between the system and environment generates
significant short and long-time correlation [148], in addition to non-Gaussian states of the
environment [147].
These correlations also have consequences for probing the dynamics in excitonic energy
transfer systems. For example, consider a system that is initially in equilibrium with its
external environment, before being perturbed by a driving field. Na¨ıvely one might assume
that the initial state of the system in this situation may be the canonical thermal state
with respect to the internal system Hamiltonian. Fig. 6.2, however, demonstrates that this
assumption may be misleading in the context of our molecular dimer system, in particular
when probing the population and coherence dynamics. Here, we consider the dynamical
evolution of the dimer in the excitonic (eigenstate) basis, when the system is initiated in
the canonical thermal state:
ﬂs(0) =
e≠—(
‘
2‡z+
 
2 ‡x)
ZC , (6.20)
with ZC = trs
1
e≠—(
‘
2‡z+
 
2 ‡x)
2
, and the RC is once again taken to be initially in a canon-
ical thermal state. The energy transfer dynamics shown in Fig. 6.2 display coherent
oscillations in the dimer excitonic basis, and even the dynamical generation of coherences.
This comes as quite a surprise when compared to less sophisticated master equation tech-
niques in which the system-environment coupling is treated perturbatively. Often in such
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Figure 6.2: Top: Plots showing the population dynamics when system is initiated in the
canonical thermal state given in Eq. 6.20. The solid curve is RC and the dot-dashed
line is the non-canonical steady state given in Eq. 6.21 and the points are the HEOM.
Bottom: The corresponding real and imaginary part of the dimer coherence in the excitonic
(eigenstate) basis calculated using the RCME (solid) and the HEOM (points). Other
parameters for this plot are the same as Fig. 6.1(c) - left and (d) - right. Overdamped
HEOM data provided by Neill Lambert.
approaches one would expect there to be no dynamical evolution at all in the dimer eigen-
basis as the state given in Eq. 6.20 is the expected equilibrium steady-state.
However, in regimes in which the environmental correlation time is long, significant
correlations are accumulated between the system and environment. As was shown in
Chapter 5, this results in the canonical thermal state no-longer describing the true equi-
librium state of the system. Instead the steady-state may be expressed as a canonical
thermal state with respect to the full reaction coordinate Hamiltonian:
ﬂ(tæŒ) = e
≠—( ‘2‡z+ 2 ‡x+⁄‡z(a†+a)+  a†a)
ZNC , (6.21)
where ZNC = tr
1
e≠—HS
2
. Thus, upon initiating the dimer in the canonical thermal state,
cohererent oscillations occur before the system equilibrates to the non-canonical thermal
state.
6.4.2 Underdamped spectral density
In this section we shall discuss the role of an underdamped spectral density on the EET
dynamics of the molecular dimer system. The resultant complex system dynamics have
particular relevance to EET in the presence of structured environments, where the system
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Figure 6.3: (a) Population dynamics for an underdamped spectral density with Ê0 =
40 cm≠1, ﬁ–UD = 20 cm≠1, (b) Population dynamics for an underdamped spectral density
with Ê0 = 220 cm≠1, ﬁ–UD = 10 cm≠1. Here RC (solid), HEOM (points), and Zusman
equations (inset) for the underdamped spectral density. Other parameters used for these
plots are:   = 200 cm≠1, ‘ = 100 cm≠1,   = 10 cm≠1, and T = 300 K. Underdamped
HEOM data provided by Arend Djikstra.
may be strongly coupled to lossy vibrational modes dominant in the vibrational spectrum
of pigment protein complexes.
Fig. 6.3 compares the population and coherence dynamics for the RC master equation
(solid), HEOM (points), Zusman equations (inset), along with the non-canonical steady
state (dashed-red) for both a low (Ê0 = 40 cm≠1) and high (Ê0 = 220 cm≠1) frequency
underdamped spectral density.
In both cases we see that the Zusman equations fail to capture the correct dynami-
cal behaviour of the molecular dimer. This failure may be attributed to the dynamical
response of the RC itself; for the low frequency spectral density, when one compares the
RC frequency (  = 40 cm≠1) to the friction acting on the mode (“ = 1.5 ◊ 10≠3), we
see that the reaction coordinate is weakly damped, thus the high frequency limit taken to
derive the Zusman equation is invalid, i.e. the momentum of the RC does not remain in
thermal equilibrium in this regime. This can be seen explicitly in Fig 6.4 where we have
shown the time evolution of the expectation values of the RC position Èxˆ(t)Í = tr(xˆﬂ(t)),
and momentum Èpˆ(t)Í = tr(pˆﬂ(t)), where:
xˆ =
Ú
1
2 (a
† + a) and pˆ = i
Û
 
2 (a
† ≠ a). (6.22)
The plot shows significant oscillations at multiple frequencies in both the RC position and
momentum, which is gradually damped at long times, equilibrating to non-zero values
consistent with the non-canonical thermal state given in Eq. 6.21.
The disagreement between the Zusman equations and the RC model is exacerbated
further when the underdamped spectrum is tuned close to the resonance of the dimer
Ê0 = 220 cm≠1, with the dimer resonance ÷ =
Ô
‘2 + 2 ¥ 223 cm≠1. Here the RC is
further out of the overdamped regime, thus, as can be seen in Fig. 6.4 (b), it undergoes
even more significant oscillations. In this regime the Zusman equations are completely
unable to capture the dynamical behaviour of the system, predicting only rapid oscilla-
tions in the dimer population (Fig. 6.4 inset). The RC model, on the other hand, shows
excellent agreement with the HEOM for both short and long times, capturing perfectly the
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Figure 6.4: The reaction coordinate position (main) and momentum (inset) for (Left)
Ê0 = 40 cm≠1, ﬁ–UD = 20 cm≠1, and (Right) Ê0 = 220 cm≠1, ﬁ–UD = 10 cm≠1. Other
parameters used for these plots are the same as Fig 6.3.
population dynamics of the dimer. In both the low and high frequency cases, the popula-
tion dynamics show complex beating behaviour, with oscillations at multiple frequencies.
Using the RC formalism we have a clear interpretation for this behaviour. As shown by
the right hand plot of Fig. 6.4, in this regime the collective coordinate of the environment
is able to oscillate strongly, leading to the TLS population and coherence dynamics being
modulated by the RC frequency.
This can be seen explicitly from Fig 6.5, where we have taken the Fourier transform
of the population dynamics given in Fig. 6.3, that is:
S(Ê) = Re
SU Œ⁄
0
dteiÊt (ﬂ11(t)≠ ﬂ11(tæŒ))
TV , (6.23)
where we have subtracted the steady state population, ﬂ11(t æ Œ), to remove the ”-
function contribution from the steady-state population. For a low frequency underdamped
spectrum, we see the presence of two specific frequencies, one at the RC mode frequency
(Ê0 = 40 cm≠1), and the other at the dimer splitting (÷ =
Ô
‘2 + 2 ¥ 223 cm≠1).
When the peak of the spectral density approaches the dimer splitting we not only see
an increase in the lifetime of coherent oscillations, but also significantly more structure in
the oscillation spectrum, as reflected in the right hand plot of Fig 6.5, where numerous
peaks emerge. This comes as somewhat of a surprise given that the reorganisation energy,
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Figure 6.5: Plot showing the Fourier transform of populations for the RC dynam-
ics in Fig. 6.3, demonstrating the presence of multiple oscillation frequencies. (Left)
Ê0 = 40 cm≠1, and (Right) Ê0 = 220 cm≠1.
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Figure 6.6: (Left) Underdamped (curves) and overdamped (points) spectral densities for
several environmental frequencies. (Right) The dynamics associated to these spectral
densities. Here we see a smooth transition from underdamped to overdamped regime for
large environmental frequencies. The parameters are the same as Fig. 6.3, with   = Ê20Ê≠1c ,
and ﬁ– = 100 cm≠1.
which is often interpreted as the e ective system-environment coupling strength, is the
same in both low and high frequency cases. Again, we may explain this by appealing to the
physical intuition gained from the RC model; the environmental response, and thus RC
splitting, lies close to the resonant frequency of the dimer, leading to an enhancement of
the interaction between the dimer and RC, thus suppressing dissipation from the residual
environment. As a result of this enhanced coupling, the spectrum of the system cannot be
associated to the bare frequencies of the dimer and RC, but rather the eigenstates of the
composite system. Here we see a double peak structure about Ê ≥ 220 cm≠1, which are
split by the RC-dimer coupling strength 2⁄ = 66 cm≠1, such that the dimer population
oscillates at the joint eigenfrequency Ê ≥ Ê0 ± ⁄. This is reminiscent of the vacuum Rabi
splitting observed in cavity QED systems, in which the eigenstates of the system are the
light-matter entangled dressed states discussed in Sec. 4.2.
The presence of multiple oscillation frequencies in the population dynamics has impor-
tant implications to a number of ongoing experiments on excitonic energy transfer systems
– it is common practice to assign electronic and vibrational frequencies from the power
spectrum obtained using the 2D spectroscopy [161]. However, the results given above
demonstrate that this is not so straightforward in situations where underdamped oscilla-
tions are present, as one must also account for the coupling between the molecular dimer
and any underdamped modes present which lead to the formation of vibronic states.
As a final remark, we can show that the RC model for an underdamped spectrum
convergences to the overdamped case in regimes where  ,Ê0 ∫ 1. We demonstrate this
by defining a cut-o  frequency in the underdamped spectrum as Êc = Ê20/ , this sets the
energy scale of the overdamped spectrum in the appropriate limit. Using this definition
we fix   = Ê20/Êc and consider the underdamped spectrum for increasing Ê0 as is demon-
strated in Fig. 6.6. Here we see a smooth transition between the under- and over-damped
spectral densities, with the two theories agreeing well at large Ê0.
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Figure 6.7: (Left) A schematic of the RC model for a structured environment with one un-
derdamped (UD) and overdamped (OD) environment, each coupled to their own residual
environment. (Right) The structured spectral density with the overdamped environment
considered at various reorganisation energies. The underdamped vibrational mode is at
Ê0 = 200 cm≠1, with   = 20 cm≠1 and ﬁ– = 2 cm≠1.
6.5 Structured environments
In this section we shall explore how a structured environment alters the energy transfer
rate in a molecular dimer system. To do this we shall consider the dynamics of a dimer
coupled to a broad background environment described by an overdamped spectral density,
with structure accounted for using a second underdamped environment. We shall model
both environments using the RC mapping outlined previously, extracting an independent
RC for each environment, allowing us to rigorously account for dissipation on the under-
damped mode. This is distinct from the typical phenomenological approach often used
in the literature [151, 156], in which structure is accounted for by incorporating discrete
vibrational modes into the system Hamiltonian in an ad-hoc fashion.
To proceed we shall consider a TLS coupled to an environment with a broad over-
damped Lorentz-Drude spectral density, with a second underdamped environment with
peak centered around Ê0. The Hamiltonian describing the system and environments may
be written as:
HST = HDim + ‡z
2ÿ
j=1
ÿ
k
f (j)k (cj,k + c
†
j,k) +HB, (6.24)
with HB =
q
k
Ê(j)k c
†
j,kcj,k, and HDim = ‘2‡z +  2 ‡x is the Hamiltonian for the molecu-
lar dimer system. The two independent environments are characterised by the spectral
densities:
Jj(Ê) =
ÿ
k
|f (j)k |2”(Ê ≠ Ê(j)k ), (6.25)
with J1(Ê) = JOD(Ê) and J2(Ê) = JUD(Ê). The combination of these terms leads to
an e ective spectral density with a broad background, given by the overdamped spectral
density, and a sharp peak associated to the underdamped spectral density. An illustrative
example of the e ective spectral density is given by the right hand plot of Fig. 6.7.
We shall assume that these environments are initially uncorrelated with one another,
but are able to generate correlations through interactions mediated by the dimer. This al-
lows each environment to be mapped to the RC model independently, as is shown schemat-
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ically in Fig. 6.7 (Left). Applying the mapping we obtain the Hamiltonian:
Hs =
‘
2‡z +
 
2 ‡x + ‡z
ÿ
i
÷i
1
a†i + ai
2
+
ÿ
i
 ia†iai, (6.26)
with a1 (a2) the annihilation operator of the reaction coordinate associated with the
under- (over-) damped environment. Each RC then couples to an independent residual
environment, which has a Hamiltonian of the form:
HI =
ÿ
i
1
a†i + ai
2ÿ
k
g(i)k
1
b†i,k + bk,i
2
, (6.27)
where bi and b†i are the ladder operators for each environment, which are characterised by
the residual spectral density J˜i(Ê) =
q
k
|g(i)k |2”(Ê≠Êk) = “iÊ. The parameters describing
the RC can then be found in terms of the original spectral density using the relations
given in Section 6.2.
6.5.1 Reaction coordinate model for structured environments
By following the derivation for the RC master for each independent environment we obtain
the equation of motion describing the dynamics for the TLS and both reaction coordinates:
ˆﬂ(t)
ˆt
=≠ i [Hs, ﬂ(t)]≠
ÿ
i
Ë
Aˆi, [‰ˆi, ﬂ(t)]
È
+
Ë
Aˆi,
Ó
 ˆi, ﬂ(t)
ÔÈ
, (6.28)
with Aˆi = (a†i + ai), and the rate operators ‰ˆi and  ˆi defined in analogy to the single RC
method.
6.5.2 Transition from coherent to incoherent energy transport
We now wish to quantitatively analyse the energy transfer rate for both structured and
unstructured environments. In regimes where the dimer splitting is greater than the
tunnelling rate (in this case ‘ = 100 cm≠1 and   = 40 cm≠1), we can do so by defining a
rate using the the classical rate equations [127]:
dP1(t)
dt
= ≠k1æ2P1 + k2æ1P2 and dP2(t)
dt
= k1æ2P1 ≠ k2æ1P2, (6.29)
where Pi is the population at site i and kiæj is the transfer rate between sites i and j.
This leads to a purely exponential decay of the dimer populations, thus neglecting all
coherent contributions in the energy transfer dynamics. Though a coarse approximation
this procedure gives insight into the overall transfer rate, and is accurate in regimes where
the tunnelling between sites is weak and coherent dynamics are suppressed.
In Fig. 6.8 (Left) we plot the inter-site transfer rate as a function of the reorganisation
energy for the RC master equation (solid curve), HEOM (points), and the Redfield theory
as derived in Sec. 2.3.1, for a system coupled to a single over damped environment. Here
we see that both the RC master equation and HEOM captures the smooth transition
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Figure 6.8: Change in the intersite energy transfer rate k2æ1 for increasing reorganisation
energy for (Left) Redfield (RT), RC, and HEOM theories. The RC master equation (solid
blue) and HEOM (points) predict a smooth transition between coherent and incoherent
energy transfer, while a weak coupling Redfield master equation (Red) fails to capture
the correct behaviour for all but the weakest coupling strength. (Right) Energy transfer
rate for a single underdamped environment for various characteristic frequencies Ê0 with
  = 20 cm≠1; notice that the maximal transfer rate occurs close to the resonance of the
TLS. Other parameters are ‘ = 100 cm≠1,   = 40 cm≠1, Êc = 53 cm≠1, and T = 300 K.
Overdamped HEOM data provided by Neill Lambert.
between coherent and incoherent dynamics [49], while the Redfield theory fails to capture
the correct transfer rate for all but the smallest coupling strengths, plateauing at large
reorganisation energies [8, 127].
We may also explore the EET rate in the presence of an underdamped environment
using the RC master equation. As shown by Fig. 6.8 (Right), much like the overdamped
example, the energy transfer rate for the underdamped spectral density shows a peak at
some intermediate coupling strength, the position and height of which is highly dependent
on the characteristic frequency of the underdamped environment. Specifically, the transfer
rate reaches its maximum when the peak of the underdamped spectrum approaches the
resonance of the dimer (Ê0 ≥ ÷ ¥ 107 cm≠1). As was discussed in Sec. 6.4.2, when the
dimer and the RC are close to resonant, the vibronic states of the composite system play a
significant role in the dynamics; in this case they increase the number of pathways available
for energy to be transferred between the two sites of the dimer [156], thus increasing the
EET rate.
In Fig. 6.9 we repeat the rate equation analysis in the presence of a structured environ-
ment, with the underdamped contribution set to a constant reorganisation energy, while
the coupling to the overdamped environment is varied. Here we see that the when the
overdamped environment is weakly coupled to the dimer, the presence of the underdamped
environment enhances the energy transfer rate. This enhancement is particularly appar-
ent when the underdamped environment is close to the resonance of the dimer, decreasing
when the underdamped oscillator is tuned away from resonance.
As in Fig. 6.8, this enhancement is due to the underdamped environment increasing
the number of transfer pathways generated by the manifold of vibronic states. When the
underdamped environment is tuned away from resonance, the e ective coupling between
the dimer and underdamped RC is reduced, thus the number of vibronic states that can
be explored by the composite system decrease, consequently reducing the rate of EET.
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Figure 6.9: Enhancement of transfer rate when structure in the environment is considered.
The reorganisation energy of the underdamped environment is kept constant at ﬁ–UD =
2 cm≠1 and several frequencies Ê0 are considered, while the reorganisation energy of the
overdamped environment is increased. For comparison, we have also included the transfer
rate for a overdamped unstructured environment. The dimer and overdamped parameters
are the same as Fig. 6.8, while the underdamped environments have   = 20 cm≠1 and
T = 300 K.
At large overdamped reorganisation energies, however, the enhancement is suppressed,
regardless of the underdamped frequency, and the transfer rate follows that of a single
overdamped environment. This is a consequence of the overdamped environment becoming
the dominant influence on the energy transfer dynamics, such that the vibronic states
provided by the underdamped environment have little e ect on the EET dynamics.
6.6 Summary
In summary, we have shown that the RC master equation provides a powerful and intuitive
method for describing excitonic energy transfer – and more generally open quantum sys-
tems – for regimes in which the environmental correlation time is large. Furthermore, we
have demonstrated that the RC master equation greatly outperforms the closely related
semi-classical Zusman equations, demonstrating that not only is the mapping important to
capture the correct system dynamics, but one must also account for correlations between
the molecular dimer and the RC. These correlations lead to complex system dynamics,
demonstrating multiple oscillation frequencies in the system population dynamics which
we interpret as feedback from a collective mode of the environment.
Furthermore, we have applied the RC model to describe the behaviour of structured
phonon environments, demonstrating that the presence of structure in the environment is
capable of greatly increasing the rate of energy transport within in the molecular dimer
system. In doing so we have highlighted that this enhancement is dependent on the energy
scale of the underdamped vibrations within the environment, reaching its peak when the
vibrations lie close to the resonance of the molecular dimer.
CHAPTER 7
CONCLUSIONS AND FURTHER WORK
The work presented in this thesis tackles a number of important problems related to
the theory of open quantum systems, focussing on regimes in which a system is strongly
coupled to its many-body environment. In doing so, we have highlighted several examples
where the system-environment coupling can have counter-intuitive and often surprising
implications for the properties of the system.
Specifically, in Chapter 3 we found that the balance of coherently and incoherently
scattered light from a classically driven QD is significantly altered by phonon interactions
when compared to an analogous atomic system. Furthermore, we also showed that phonon
processes directly a ect the second-order correlation functions of a driven QD, which has
surprising consequences for the measurement statistics of the emitted photons.
The e ect of phonons on the emission properties of QDs discussed in Chapter 3 nat-
urally poses the question: can we exploit phonon interactions to develop schemes for
quantum technologies? For example, it may be possible to employ the enhanced coherent
scattering regime to develop a bright sources of indistinguishable photons, or even use
phonon induced processes to enhance the visibility of two photon interference experiments
discussed towards the end of the chapter.
In Chapter 4 we explored the emission properties of cavity QD systems; in doing so, we
showed that dissipative processes in the form of phonon interactions induce quantum light-
matter correlations in otherwise semi-classical regimes of cavity QED. In other words, the
dissipative system is more quantum mechanical than the non-dissipative one, challenging
the notion that environmental interactions decohere a system to a more classical descrip-
tion.
A natural extension of this work would be to develop and apply the variational polaron
formalism introduced in Chapter 3 to cavity QED systems. This would extend the polaron
theory to a broad range of cavity QED regimes, for example when the cavity-emitter
coupling strength exceeds the cut-o  frequency of the environment. This would provide
a powerful formalism applicable not only to quantum dot photonic devices, but also to
many other architectures for quantum technologies, e.g. superconducting circuits.
In Chapter 5 we developed the reaction coordinate formalism; this provided us with
a powerful and intuitive technique for describing the dynamics of a system coupled to an
environment with a long correlation time. We demonstrated that this technique not only
captured the correct system dynamics in computationally challenging regimes, but also
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gave direct insight into the correlations shared between the system and environment, as
well as the dynamical evolution of the environment itself. In doing so, we identified that
system-environment correlations persist into the steady state, generating non-canonical
system equilibrium states.
One possible extension of the RC technique would be to combine it with the variational
polaron formalism. In the variational theory, high frequency modes are displaced and
treated in a polaron type formalism, while the low frequency modes are treated within the
weak coupling framework. This limits the variational theory to regimes in which the low
frequency modes of the environment are coupled peturbatively to the system. In contrast,
the RC formalism has been shown to be a powerful tool for describing the interaction
between a system and environment in which the low frequency modes are dominant, even
in strong coupling regimes. Thus its seems natural to ask whether we can combine the
two theories into a polaron-reaction coordinate hybrid theory. Here the spectral density
of the environment would be partitioned into a high and low frequency contribution. The
RC mapping would then be applied to the low frequency modes, while the high frequency
portion is accounted for using the polaron formalism. The resultant polaron-reaction
coordinate master equation (PoRC-ME) has the potential to be applicable over a large
regime of parameter space, while maintaining the computational simplicity that makes
the master equation formalism so appealing.
In Chapter 6 the RC master equation was applied to describe the excitonic energy
transfer dynamics in a molecular dimer system. Here we discussed the influence that
under- and overdamped environments have on the excitonic dynamics, using insight gained
through the RC formalism to describe the subsequent complex systems dynamics. Fur-
thermore, we showed that the presence of structure in the environmental spectral density
can, under certain conditions, enhance the excitonic energy transfer rate.
An extension of this work would be to apply the RC formalism to more complex
energy transport systems, either with more structured environments, or multiple sites, for
example in the Fenna-Matthew-Olsen (FMO) complex. However, each site (and therefore
RC) introduced has a hefty computational cost, with the state space scaling exponentially.
Thus in order to describe such systems using the RC formalism one would need to develop
schemes to restrict the size of the state space when one increases the number of RCs
considered, for example by discarding elements of the density operator that do not play a
significant role on the EET dynamics.
APPENDIX A
CORRELATION FUNCTION FOR THE
VARIATIONAL THEORY
In this appendix we derive the environmental correlation functions for the variational
polaron Hamiltonian given in Eq. 3.31. The expression derived below will then be used
to derive the variational master equation. Furthermore, we show that both the weak
coupling and polaron correlation functions may be recovered from the variational theory
in the appropriate limits.
A.1 Variational correlation functions
For the variational theory we have four bath operators to consider:
Bx =
1
2(B+ +B≠ ≠ 2B),
By =
i
2(B+ ≠B≠),
Bz =
ÿ
k
g˜k
1
b†k + bk
2
,
B = ÈB±Í = trB (B±ﬂB) ,
(A.1)
where B± =
r
k
D(±–k), D(–k) = exp(–k(a†k≠ak)), and g˜k = gk≠‹k–k. In the variational
theory, the displacements take the form –k = ckF (‹k)/‹k, where F (‹k) is the variational
function defined in Eq. 3.36. To find the two time correlation functions of the form
ÈBi(t)Bj(s)Í, for the associated operators, we shall work in the coherent state representa-
tion. The thermal state of the environment written in the coherent state representation is
given by:
ﬂtherm =
p
k
⁄
d2–kP (–k)|–kÍÈ–k|, (A.2)
where P (–k) = exp
!≠–2k/n¯k" /ﬁn¯k and n¯k = (exp (≠—‹k)≠ 1)≠1 is the average occupation
number of mode k.
Since each mode is defined in it’s own Hilbert space, we can evaluate the correlation
functions for a single mode and then generalise to the many mode case. Starting with the
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average displacement for the thermal state, we have:
B = ÈB±Í =
Ÿ
k
⁄
d2—kP (—k) È—k|D(±–k)|—kÍ ,
=
Ÿ
k
⁄
d2—kP (—k)
e
0|D†(—k)D(±–k)D(—k)|0
f
=
Ÿ
k
⁄
d2—kP (—k)e±–k(—
ı
k≠—k) È0|D(±–k)|0Í ,
=
Ÿ
k
⁄
d2—k
1
ﬁn¯k
e
≠ —
2
k
n¯k e±(–k—
ı
k≠–úk—k)e≠–k = e
≠q
k
|–k|2(n¯k+1/2)
= e
≠q
k
g2
k
‹2
k
(n¯k+1/2)
= e
≠ 12
q
k
g2
k
‹2
k
coth —‹k2
.
(A.3)
To deal with the other correlation functions we use the following properties of the dis-
placement operators:
D(a)D(b) = eiIm(abı)D(a+ b) and e≠i‹a†atD(a)ei‹a†at = D(aei‹t), (A.4)
where,
ÈB±(t)B±(s)Í =
Ÿ
k
eiIm(|–k|
2ei‹k(t≠s))ÈD(±–k(ei‹kt + ei‹ks))Í,
=
Ÿ
k
eiIm(|–k|
2ei‹k(t≠s))e≠|–k|
2(ei‹kt+ei‹ks)(e≠i‹kt+e≠i‹ks)(n¯k+1/2),
=
Ÿ
k
ei|–k|
2 sin(‹k(t≠s))e≠|–k|
2(1+cos(‹k(t≠s))) coth(—‹k2 ),
= e
≠q
k
|–k|2(1+cos(‹k(t≠s)) coth(—‹k2 )≠i sin(‹k(t≠s))
,
= C(t≠ s).
(A.5)
Similarly, for the other combination of B’s:
ÈB±(t)Bû(s)Í = È
Ÿ
k
eiIm(≠|–k|
2ei‹k(t≠s))D(±2–k(ei‹kt ≠ ei‹ks))Í,
=
Ÿ
k
e≠i|–k|
2 sin (‹k(t≠s)))e≠|–k|
2(1≠cos (‹k(t≠s))) coth (—‹k2 ),
= e
≠q
k
|–k|2
1
(1≠cos(‹k(t≠s)) coth (—‹k2 )+i sin(‹k(t≠s))
2
,
= G(t≠ s).
(A.6)
So the the x and y correlation functions may then be written as:
 xx(t≠ s) = ÈBx(t)Bx(s)Í = 12(C(t≠ s) +G(t≠ s)≠ 2B
2),
 yy(t≠ s) = ÈBy(t)By(s)Í = 12(C(t≠ s)≠G(t≠ s)),
ÈBx(t)By(s)Í = ÈBy(t)Bx(s)Í = 0,
(A.7)
Appendix A. Correlation function for the variational theory 120
Now for the z correlation functions, consider the case of a displacement on a single mode:
ÈD(”k)Bz(s)Í =g˜k
e
D(”k)
1
b†ke
i‹ks + bke≠i‹ks
2f
,
=g˜k
⁄
d2“kP (“k)
1e
“k|D(”k)b†k|“k
f
ei‹ks + e≠i‹ks È“k|D(”k)|“kÍ
2
,
=g˜k
⁄
d2“kP (“k)
1
(“k ≠ ”k)úei‹ks + “ke≠i‹ks
2
È“k|D(”k)|“kÍ ,
=g˜k
⁄
d2“kP (“k)e≠|”k|
2/2e“
ú
k”k≠“k”úk
1
ei‹ks(“k ≠ ”k)ú + “ke≠i‹ks
2
,
=g˜ke≠|”k|
2(n¯k+1/2)
1
”kn¯ke
≠i‹ks ≠ ”úk(1 + n¯k)ei‹ks
2
.
(A.8)
Applying this to the many modes case, and substituting in the variational displacement,
”k = ±2–kei‹kt:
ÈB±(t)Bz(s)Í =e
≠4q
k
–2k(n¯k+1/2)ÿ
k
3±2gkF (‹k)
‹k
(gk ≠ gkF (‹k))n¯kei‹kte≠i‹ks
≠±2gkF (‹k)
‹k
(gk ≠ gkF (‹k))ú(1 + n¯k)ei‹k
4
= ±Bÿ
k
g2k(1≠ F (‹k))F (‹k)
‹k
1
n¯ke
≠i‹ks ≠ (1 + n¯k)ei‹ks
2
= ±Bÿ
k
g2k(1≠ F (‹k))F (‹k)
‹k
3
2i sin ‹k(t≠ s)(n¯k ≠ 12)≠ cos ‹k(t≠ s)
4
= ±Bÿ
k
g2k(1≠ F (‹k))F (‹k)
‹k
3
i sin ‹k(t≠ s) coth —‹k2 ≠ cos ‹k(t≠ s)
4
which leads to the correlation functions ÈBx(t)Bz(s)Í = 0 and:
 yz(t≠ s) = ÈBy(t)Bz(s)Í
= ≠Bÿ
k
g2k(1≠ F (‹k))F (‹k)
‹k
3
sin ‹k(t≠ s) coth —‹k2 + i cos ‹k(t≠ s)
4
.
(A.9)
Similarly, we find that:
ÈBz(t)Bx(s)Í = 0,
 zy(t≠ s) = ÈBz(t)By(s)Í = ≠ yz(t≠ s),
(A.10)
and,
 zz(t≠ s) = ÈBz(t)Bz(s)Í =
ÿ
k
(gk ≠ ‹k–k)2
3
cos ‹k(t≠ s) coth —‹k2 ≠ i sin ‹k(t≠ s)
4
.
It is useful for our correlation functions to have the property,  úij(t) =  ij(≠t), however
 úyz(t) = ≠ yz(≠t), so we define a correlation function  Õyz(t) such that  Õyz(t) = i yz(t).
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Thus, in the continuum limit we have:
 xx(·) =
B2
2
1
e„(·) + e≠„(·) ≠ 2
2
 yy(·) =
B2
2
1
e„(·) ≠ e≠„(·)
2
 zz(·) =
Œ⁄
0
J(Ê)(1≠ F (Ê))2
3
cosÊ· coth —Ê2 ≠ i sinÊ·
4
dÊ
 Õyz(·) =B
Œ⁄
0
J(Ê)F (Ê)(1≠ F (Ê))
Ê
3
cosÊ· ≠ i sinÊ· coth —Ê2
4
dÊ
(A.11)
whereB = exp
I
≠12
Œs
0
J(Ê)F (Ê)2
Ê2 coth
—Ê
2 dÊ
J
, and „(·) =
Œs
0
J(Ê)F (Ê)2
Ê2
1
cosÊ· coth —Ê2 ≠ i sinÊ·
2
dÊ.
Recovering the polaron theory
The polaron limit can be recovered by fixing the variational displacement to –k = gk/‹k,
or equivalently, setting the variational function to F (Ê) = 1 ’ Ê. Immediately, from the
definitions given in A.11, the average displacement becomes:
B = e
≠ 12
Œs
0
J(Ê)
Ê2 coth(—Ê2 )dÊ
, (A.12)
and the correlation functions reduce to  yz(·) =  zz(·) =  zy(·) = 0 ’ · , and:
 xx(·) =
B2
2
Qcae
Œs
0
J(Ê)
Ê2 (cosÊ· coth —Ê2 ≠i sinÊ·)dÊ + e
≠
Œs
0
J(Ê)
Ê2 (cosÊ· coth —Ê2 ≠i sinÊ·)dÊ ≠ 2
Rdb
 yy(·) =
B2
2
Qcae
Œs
0
J(Ê)
Ê2 (cosÊ· coth —Ê2 ≠i sinÊ·)dÊ ≠ e
≠
Œs
0
J(Ê)
Ê2 (cosÊ· coth —Ê2 ≠i sinÊ·)dÊ
Rdb
The weak coupling limit
The weak coupling correlation function can be recovered by setting the displacement of the
environment to zero, that is –k = 0 and consequently F (Ê) = 0. In this case, the average
displacement, and thus the renormalisation of phonon parameters becomes B = 0, and
the correlation functions reduce to  yz(·) =  zy(·) =  xx(·) =  yy(·) = 0 ’ · , leaving:
 zz(·) =
Œ⁄
0
J(Ê)
3
cosÊ· coth —Ê2 ≠ i sinÊ·
4
dÊ (A.13)
APPENDIX B
THE ZUSMAN EQUATIONS
In this appendix we will derive the Zusman equations from the reaction coordinate master
equation defined in Eq. 6.15, given by:
ˆﬂ(t)
ˆt
=≠ i [HS , ﬂ(t)]≠ “
Œ⁄
0
d·
Œ⁄
0
dÊ Ê cosÊ· coth —Ê2
Ë
Aˆ,
Ë
Aˆ(≠·), ﬂS(t)
ÈÈ
≠ “
Œ⁄
0
d·
Œ⁄
0
dÊ cosÊ·
Ë
Aˆ,
ÓË
Aˆ(≠·), HS
È
, ﬂ(t)
ÔÈ
,
(B.1)
where A = a† + a is the RC operator, and the RC Hamiltonian is defined as:
HS =
‘
2‡z +
 
2 ‡x + ⁄‡z
1
a† + a
2
+  a†a (B.2)
B.1 The Caldeira-Leggett limit
To begin the derivation, we shall use the Caldeira-Leggett approximation [2] to simplify
the time dependence of the system operators. In the limit that the system is evolving
slowly in comparison to the environment, one can expand the time dependence of the
system operators such that:
aˆ(t) = eiHStaˆe≠iHSt ¥ aˆ+ it [HS , aˆ] = (1≠ i t)aˆ. (B.3)
Implicit in this expansion is a high temperature approximation, this can be understood
by noticing that the most important energy-scale of the environment is the temperature,
hence for the Caldeira-Leggett approximation to valid typical system frequencies Ê0 must
satisfy the condition Ê0 π —≠1. This leads to a master equation of the form:
ˆﬂS(t)
ˆt
=≠ i [HS , ﬂS(t)]≠  1
Ë
aˆ† + aˆ,
Ë
aˆ† + aˆ, ﬂS(t)
ÈÈ
≠  2
Ë
aˆ† + aˆ,
Ë
aˆ† ≠ aˆ, ﬂS(t)
ÈÈ
≠  3
Ë
aˆ† + aˆ,
Ó
aˆ† + aˆ, ﬂS(t)
ÔÈ
≠  4
Ë
aˆ† + aˆ,
Ó
aˆ† ≠ aˆ, ﬂS(t)
ÔÈ
.
(B.4)
We can calculate the rates in the above master equation using the relation
Œs
0
d· cosÊ· =
ﬁ”(Ê), such that
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 1 = lim
Êæ0ﬁJRC(Ê) coth
—Ê
2 =
2ﬁ“
—
,
 2 =i 
Œ⁄
0
Œ⁄
0
d·dÊJRC(Ê) coth
—Ê
2 · cosÊ· ¥ ≠
2ﬁ“ 
—
Œ⁄
0
d··”(·) = 0,
 3 =i 
Œ⁄
0
Œ⁄
0
d·dÊ
JRC(Ê) cosÊ·
Ê
· = i2ﬁ“ 
Œ⁄
0
d· ·”(·) = 0,
 4 =≠  
Œ⁄
0
Œ⁄
0
d·dÊ
JRC(Ê) cosÊ·
Ê
= ≠ﬁ“ ,
(B.5)
where we have taken the high temperature limit for  2, such that coth —Ê2 ¥ 2—Ê . This
yields the Caldeira-Leggett master equation:
ˆﬂS(t)
ˆt
= ≠i [HS , ﬂS(t)]≠ ﬁ“
—
Ë
aˆ† + aˆ,
Ë
aˆ† + aˆ, ﬂS(t)
ÈÈ
+ ﬁ“ 2
Ë
aˆ† + aˆ,
Ó
aˆ† ≠ aˆ, ﬂS(t)
ÔÈ
.
(B.6)
B.2 Phase space master equation
In this section, we shall derive a Wigner phase space representation of the Caldeira-Leggett
master equation B.6 [102], before applying a series of approximations in order to derive
the Zusman equations. First we define the Wigner function as:
Wˆ = 12ﬁ
Œ⁄
≠Œ
dxÕe≠ipx
Õ
=
x+ x
Õ
2 |ﬂS(t)|x≠
xÕ
2
>
, (B.7)
where Wˆ is a 2 by 2 matrix due to the spin degrees of freedom. In the coordinate
representation, the RC coordinate Hamiltonian takes the form:
HS =
‘
2‡z +
 
2 ‡x + Ÿ‡zxˆ+
1
2
1
pˆ2 +  2xˆ2
2
, (B.8)
with Ÿ =
Ô
2Ê⁄, and the position and momentum operators are defined as:
xˆ =
Ú
1
2 (a
† + a) and pˆ = i
Ú
1
2 (a
† ≠ a). (B.9)
In order to determine our master equation in the Wigner representation, we need to
know the phase space representations of the mode operators, i.e. the value ofe
x+ xÕ/2|OˆﬂS(t)|x≠ xÕ/2
f
and
e
x+ xÕ/2|ﬂS(t)Oˆ|x≠ xÕ/2
f
,
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where Oˆ is an operator on the mode space. Starting with position:
Œ⁄
≠Œ
dxÕe≠ipx
Õ +
x+ xÕ/2|xˆﬂS(t)|x≠ xÕ/2
,
=
Œ⁄
≠Œ
dxÕe≠ipx
Õ(x+ xÕ/2)
+
x+ xÕ/2|ﬂS(t)|x≠ xÕ/2
,
,
=
3
x+ i2
ˆ
ˆp
4
Wˆ ,
(B.10)
and for ﬂS(t)xˆ just take the complex conjugate. Similarly, for the momentum operator we
have: Œ⁄
≠Œ
dxÕe≠ipx
Õ +
x+ xÕ/2|pˆﬂS(t)|x≠ xÕ/2
,
=
3
p≠ i2
ˆ
ˆx
4
Wˆ . (B.11)
So using these relations, the unitary part of equation B.6 becomes:
[Hs, ﬂS(t)]¡
5
‘
2‡z +
 
2 ‡x, Wˆ
6
+ Ÿ
A
x
Ë
‡z, Wˆ
È
+ i2
I
‡z,
ˆWˆ
ˆp
JB
≠ ipˆWˆ
ˆx
+ i 2xˆWˆ
ˆx
.
(B.12)
In phase-space the Caldeira-Leggett dissipators correspond to:
[xˆ, [xˆ, ﬂS(t)]]¡ ≠ˆ
2Wˆ
ˆp2
,
[xˆ, {pˆ, ﬂS(t)}]¡ 2i ˆ
ˆp
1
pWˆ
2
.
(B.13)
Plugging this into the master equation B.6, leads to the generalised Fokker-Planck equation
in Klein-Kramers form [162]:
ˆWˆ
ˆt
+HWˆ + iZ ˆWˆ
ˆp
+ pˆWˆ
ˆx
≠  2xˆWˆ
ˆp
=  ﬁ“ ˆ
ˆp
A
pWˆ + 1
—
ˆWˆ
ˆp
B
, (B.14)
where we have defined the super-operators:
HWˆ =i
53
‘
2 + Ÿx
4
‡z +
 
2 ‡x, Wˆ
6
and Z ˆWˆ
ˆp
= iŸ2
I
‡z,
ˆWˆ
ˆp
J
. (B.15)
B.2.1 Smoluchowski equation
To eliminate the momentum coordinate from equation B.14 we will use the procedure
outlined by Co ey [162], and originally formulated by Brinkman for the case of Brownian
oscillator [163]. To do this, we expand the the Wigner function in terms of Hermite
polynomials:
Wˆ = e≠µ2/4
Œÿ
n=0
Dn(µ)„ˆn(x, t), (B.16)
where we have rescaled the momentum coordinate such that µ =
Ô
—p , the function „ˆ(x, t)
is a two by two matrix describing the electronic dependence of the Wigner function and
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Dn(µ) is the set of orthogonal Weber functions which are given by:
Dn(y) = 2≠n/2e≠y
2/4Hn(
yÔ
2
), (B.17)
where Hn(z) are the Hermite polynomials. The Weber functions satisfy the following
relations:
Dn+1(y)≠ yDn(y) + nDn≠1(y) = 0,
ˆyDn(y) +
y
2Dn(y)≠ nDn≠1(y) = 0,
ˆyDn(y)≠ y2Dn(y) +Dn+1(y) = 0,
ˆ2yDn(y) +
A
n+ 12 ≠
y2
4
B
Dn(y) = 0,
Œ⁄
≠Œ
Dn(y)Dm(y)dy = n!
Ô
2ﬁ”m,n.
(B.18)
Using these relations and substituting B.16 into B.14, we can acquire a Brinkmann
hierarchy. Starting with the right hand side of equation B.14:
ˆ
ˆµ
A
µWˆ + ˆWˆ
ˆµ
B
=e≠µ2/4
ÿ
n
A
1
2Dn(µ)≠
µ2
4 Dn + ˆ
2
µDn(µ)
B
„ˆ(x, t),
=≠ eµ2/4ÿ
n
nDn(µ)„ˆn(x, t).
(B.19)
The left hand side of B.14 can be found using a similar procedure, the first two terms
are trivial, the third term is given by:
ZˆpWˆ =

—ZˆµWˆ
=

—Z
Œÿ
n=0
e≠µ
2/4„ˆn(x, t)
3
ˆµDn(µ)≠ µ2Dn(µ)
4
,
=≠—Z Œÿ
n=0
e≠µ
2/4Dn+1(µ)„ˆn(x, t),
(B.20)
similarly for the fifth term. For the fourth term:
pˆxWˆ =
1Ô
—
e≠µ
2/4
Œÿ
n=0
µDn(µ)ˆx„ˆn(x, t),
= 1Ô
—
e≠µ
2/4
Œÿ
n=0
(Dn+1(µ) + nDn+1(µ)) ˆx„ˆn(x, t).
(B.21)
Finally, multiplying by
1
n!
Ô
2ﬁ
2≠1
exp
!
µ2/4
"
Dm(µ), and integrating over the rescaled
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momentum, µ, gives the Brinkmann hierarchy:
ˆ„ˆm
ˆt
+H„ˆm ≠

—Z„ˆm≠1+ 1Ô
—
A
ˆ„ˆm≠1
ˆx
+ (m+ 1)ˆ„ˆm+1
ˆx
B
+

— 2x„ˆm≠1 + ﬁ“ m„ˆm = 0.
(B.22)
We now define the di erential operators:
J = ≠
Ô
—
÷
3 1
—
ˆ
ˆx
+  2x≠ iZ
4
,
JD = ≠ 1
÷
Ô
—
ˆ
ˆx
,
(B.23)
which allows us to write:
1
÷
1 ˙ˆ„m +H„ˆm2+m„ˆm = J „ˆm≠1 + (m+ 1)JD„ˆm+1, (B.24)
where ÷ = ﬁ“  quantifies the friction acting on the mode. We now move to Laplace space
with respect to the time coordinate, using the transformation:
Ï˜n = Ï˜n(x, s) =
Œ⁄
≠Œ
„ˆn(x, t)e≠stdt, (B.25)
which leads to the relation:
ˆ„ˆn
ˆt
LT=∆ sÏ˜n ≠ „ˆn(x, 0). (B.26)
For a mode initially in a thermal state, the initial conditions of the system is entirely
determined by „ˆ0(x, 0), such that „ˆn(x, 0) = 0 for n > 0, leading to the following hierarchy
of equations in Laplace space:
1
÷
1
sÏ˜0 + „ˆ0(x, 0) +HÏ˜0
2
= JDÏ˜1, (B.27)
1
÷
(sÏ˜1 +HÏ˜1) + Ï˜1 = J Ï˜0 + 2JDÏ˜2, (B.28)
1
÷
(sÏ˜2 +HÏ˜2) + 2Ï˜2 = J Ï˜1 + 4JDÏ˜3. (B.29)
... (B.30)
We can close these equations by assuming Ï˜3 = 0 (which is consistent with keeping terms
to leading order in ÷≠2) and hence solve for Ï˜0. So, inverting the equation for Ï˜2:
Ï˜2 =
J Ï˜1
1
÷ (s+H) + 2
, (B.31)
and subbing this into the equation Ï˜1, gives:
Ï˜1 =
J Ï˜0
1
÷ (s+H) + 1 + 2JDJ1
÷ (s+H)+2
, (B.32)
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which leads to the equation:
1
÷
1
sÏ˜0 + „ˆ0(x, 0) +HÏ˜0
2
= JDJ Ï˜0
1 + 1÷ (s+H) + 2JDJ1
÷ (s+H)+2
. (B.33)
In the very large damping limit, the friction coe cient ÷ is much larger than any other
time scale. Hence, we can keep terms only to leading order in the inverse friction ÷≠1,
giving:
sÏ˜0 + „ˆ0(x, 0) +HÏ˜0 = ÷JDJ Ï˜0. (B.34)
Inverting the Laplace transform therefore gives:
ˆ„ˆ0
ˆt
= ≠i
53
‘
2 + Ÿx
4
‡z +
 
2 ‡x, „ˆ0
6
+ ÷JDJ „ˆ0. (B.35)
Finally, writing „ˆ0 =
2q
i,j
µij(x, t)|iÍÈj| gives the Zusman equations:
ˆµ11(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3
( 2x+ Ÿ)µ11(t, x) +
1
—
ˆµ11(t, x)
ˆx
4
+ i 2 (µ12(t, x)≠ µ21(t, x)),
ˆµ22(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3
( 2x+ Ÿ)µ22(t, x) +
1
—
ˆµ22(t, x)
ˆx
4
≠ i 2 (µ12(t, x)≠ µ21(t, x)),
ˆµ12(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3 1
—
ˆµ12(t, x)
ˆx
+  2xµ12(t, x)
4
+ i(‘+ 2Ÿx)µ12(t, x)
+ i 2 (µ11(t, x)≠ µ22(t, x)),
ˆµ21(t, x)
ˆt
= 12ﬁ“ 
ˆ
ˆx
3 1
—
ˆµ21(t, x)
ˆx
+  2xµ21(t, x)
4
+ i(‘+ 2Ÿx)µ21(t, x)
≠ i 2 (µ11(t, x)≠ µ22(t, x)),
(B.36)
To solve the Zusman equations we first need an initial conditions. If we assume that the
system starts in the excited state and the mode in a thermal state ﬂm = Z≠1 exp{≠— a†a},
then the only non-zero variable will be n11(x, 0). Hence, the thermal state in Wigner space
may be written as:
Wth =
2 tanh
1
— 
2
2
ﬁ
e≠ tanh(
— 
2 )( x2+ 1 p2). (B.37)
We then integrate over the momentum coordinate to attain the initial condition:
µ11(x, 0) =
Œ⁄
≠Œ
dpWth(0, x, p) = 2
ıˆıÙtanh 1— 2 2
ﬁ
e≠  tanh(
— 
2 )x2 , (B.38)
while µ12(x, 0) = µ21(x, 0) = µ22(x, 0) = 0 for all x.
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