Abstract: We compute explicit transgression forms for the Euler and Pontrjagrin classes of a Riemannian manifold M of dimension 4, namely under a conformal change of the metric, or for a Riemannian connection with torsion. These formulas have applications to describing the singular set of some connections with singularities on compact manifolds as a residue formula in terms of a polynomial of invariants.
Introduction
For a vector bundle E over a manifold M , some k-characteristic classes Ch(E) of E can be represented in their corresponding cohomology classes, in terms of the curvature tensor defined T (∇, ∇ will use this method in section 6 to obtain η, when we compare two Riemannian connections for the same Riemannian metric. To specify such ηs is interesting by itself, but also when ∇ ′ is a connection with singularities. This is the case when (M, g) is a Riemannian m-manifold with its Levi-Civita connection, and (E, g E , ∇ E ) is a Riemannian vector bundle of the same rank m such that there exists a conformal bundle map Φ : T M → E which vanishes along a singular set Σ. This bundle map induces on M ∼ Σ a connection ∇ ′ . This connection can be seen as a singular Riemannian connection (with torsion) on M with respect to a degenerated metricĝ on M , but R ′ and Ch(R ′ ) can be smoothly extended to Σ by the identities R ′ (X, Y, Z, W ) = R E (X, Y, Φ(Z), Φ(W )), Ch(R ′ ) = Ch(R E ). If M is compact, then M Ch(R) and M Ch(R ′ ) are finite and integers, representing invariants. Moreover, if the singular set Σ is sufficiently small and regular, the Stokes theorem reads M ∼Tǫ(Σ) dη = ∂Tǫ(Σ) η, where T ǫ (Σ) is a tubular neighbourhood of Σ, and letting ǫ → 0 may describe Ch(E) − Ch(R) as a residue of η along Σ (and expressed in terms of Φ). This type of problem is studied by Harvey and Lawson in [4, 5] using currents. In this paper we do not study the nature of the singular set and how to compute a residue in terms of the zeros of Φ. We only provide explicit formulas of transgression forms for the cases of the Euler and Pontrjagin classes, which may allow the study of connections on T M . In this paper we only consider the dimension-4 case, but of course this can be worked out for any dimension. We will give an application in section 8, and also some examples in dimension 2.
Our formulas are: 
where S and S 2 are the 2 T M -valued 1-form and 2-form on M , respectively given by
′ is not Riemannian, we still can derive similar equations for p 1 (R ′ ).
Our main result is: 
where e 1 , . . . , e 4 is an o.n.b of V and ♯ : 2 V * → V * ⊗ E is the canonical musical isomorphism g(φ ♯ (z), w) = φ(z, w). The inner product on 2 V is defined as follows
and G : 2 V → 2 V * is an isometry. We will denote by 2 one of these spaces with the above 
We are going to assume that V is with a given orientation. Then the star operator * ∈ L( 2 ; 2 )
defined by * α, β V ol V = α ∧ β is an isometry with * 2 = Id, and this operator splits 2 into its eigenspaces 2 ± , corresponding to the eigenvalues ±i and are respectively called the space of selfdual and of anti-self-dual two forms. Then we can split R ∈ L( 2 ; 2 ), as R =
Note that * ∈ R, and so ( * R) T = R T * , and if R ∈ R, then * R + R * , * R * still lie in R.
is a 4-form we may define
where X is any unit vector. Then
The Ricci contraction Ricci : R → Sym 2 (V ), where Sym 2 (V ) is the vector space of symmetric linear endomorphisms of V , is given by
where tr denotes the trace for endomorphisms or bilinear maps. The scalar curvature is
The sectional curvature σ R of R ∈ R is the R-valued function defined on the Grassmann manifold Gr of oriented 2-spaces of V :
Note that σ R (P ⊥ ) = σ R ( * P ) = σ * R * (P ). A complex vector α = X + iY ∈ V c is said to be isotropic if g(α, α) = 0. A complex 2-plane τ of V c is said to be totally isotropic (t.i.) if all its vectors are isotropic. The isotropic sectional curvature of V w.r.t R ∈ R is given by (see [7] )
where τ = span C {α, β} is a totally isotropic complex 2-plane in V c . If e 1 , e 2 , e 3 , e 4 is o.n. system and α = e 1 + ie 2 , β = e 3 + ie 4 , then τ = span C {α, β} defines a totally isotropic complex plane. We also have We will define an oriented (resp. inverse) isotropic sectional curvature as
for τ = span C {α, β} with e 1 , e 2 , e 3 , e 4 a direct (resp. inverse) o.n.b. Recall that an orientation on a 4-dimensional Euclidean space V defines a uniquely hyper-Hermitian structure {J
} denote the other hyper-Hermitian structure, that spans 2 − . Then we may define, for each unit X ∈ V and each cyclic permutation ρ of {1, 2, 3} the isotropic complex 2-planes
are well defined maps on the unit sphere of V . We call s isot+ (R) (resp. s isot− (R)) the oriented (resp. inverse ) isotropic scalar curvature. . We call them of "scalar" and not sectional because we prove in the next proposition that they do not depend on the unit vector X, defining scalars s isot+ (R) and s isot− (R):
Proof. Let (e 1 , e 2 , e 3 , e 4 ) be a direct o.n.b. with X = e 1 . Since (e 1 , −e 3 , e 2 , e 4 ) and (e 1 , e 4 , e 2 , e 3 ) are also direct basis, and setting J . Set σ(ij) = σ(span{e i , e j }) for i < j, and R(ijkl) = R(e i , e j , e k , e l ). From eq.(2.1)
Summing the last tree equations (2.3)-(2.5) and using the first equation (2.2) we get
Similar for an inverse basis, by replacing e 2 by −e 2 . QED Corollary 2.1 If R ∈ R and b(R) = 0, then
Proposition 2.2 If R ∈ R and b(R) = 0, then (a), (b) and (c) are equivalent:
Moreover, if one of the above alines
The proof that (d) * implies (c) will only be done later in Proposition 3.1.
Proof. Obviously (c) implies (b) and (b) implies (a). Now we prove (a) implies (c)
.
If we replace X by −X in the above equation we conclude
If we interchange X with Z in (2.8) we get
Subtracting this equation to the (2.8) we obtain
But we also have
(2.7) and (2.12) proves (c). QED
Proof. The first two equalities are elementar. We prove the second last one. It is sufficient to prove that for any unit vector e 1 , Ricci * R * (e 1 , e 1 ) = Ricci * R * (e 1 , e 1 ) = i R * (e 1 ∧ e i ), * (e 1 ∧ e i ) = R * (e 1 ∧ e 2 ), * (e 1 ∧ e 2 ) + R * (e 1 ∧ e 3 ), * (e 1 ∧ e 3 ) + R * (e 1 ∧ e 4 ), * (e 1 ∧ e 4 ) = R(e 3 ∧ e 4 ), (e 3 ∧ e 4 ) + R(e 2 ∧ e 4 ), (e 2 ∧ e 4 ) + R(e 2 ∧ e 3 ), (e 2 ∧ e 3 ) .
On the other hand
Ricci R (e 1 , e 1 ) + R(e 4 , e 3 , e 4 , e 3 ) = R(e 2 , e 3 , e 2 , e 3 ) + R(e 2 , e 4 , e 2 , e 4 ) + R(e 3 , e 4 , e 3 , e 4 ) obtaining the equality. Similarly, Ricci R * (e 1 , e 1 ) = g(b(R)(e 2 , e 3 )(e 4 ),
2 ), and X, Y, Z, W ∈ V we denote the element of
R(e i ∧ e j )(e s ∧ e t )R( * e i ∧ e j )( * e s ∧ e t )
The Pontrjagin form p 1 (R) of R is the 4-form
+R(e 2 ∧ e 3 ) ∧ R(e 2 ∧ e 3 ) + R(e 2 ∧ e 4 ) ∧ R(e 2 ∧ e 4 ) + R(e 3 ∧ e 4 ) ∧ R(e 3 ∧ e 4 ) = R, * R V ol V (2.14)
3 The irredutible components of R ∈ R
In [10] , Singer and Thorpe proved that R has an orthogonal decomposition R = ⊕ 4 i=1 R i into O(V )-invariants subspaces where
where b, and tr are considered only defined on R.
where R ± 3 are SO(V )-invariant subspaces of dimension 5. We also have:
In particular
Furthermore, ∀R ∈ R, b( * R * −R) = s ( * R * −R) = 0, and so ( * R * −R) ∈ R 4 , and
( * R * −R).
Proof. As we have already noted b( * R * −R) = 0, and in Prop.2.3 s * R * −R = 0. Thus
we have σ ( * R * +R) = 0. Thus, ( * R * +R) ∈ R 1 ⊕ R 2 . But, ∀Q ∈ R 1 , ( * Q * +Q) ∈ R 1 , and so * R * +R, Q = R, * Q * +Q = 0, Thus * R * +R ∈ R 2 . Hence, * R * +R = λId for some λ, that is * R = λ * −R * . Consequently R(P, P ⊥ ) = R(P ), * P = * R(P ), P = − R( * P ), P = − * P, R(P ) = −R(P, P ⊥ )
Therefore, R(P, P ⊥ ) = 0. By Prop. 2.2 (c)(a), we obtain K isot = 0. QED Let Sym 2 (V ) denote the vector space of the symmetric 2-tensors on V . The Kulkarni-Nomizu product of ξ, φ ∈ Sym 2 (V ) is defined by
Take
That is, e i ∧e j with i < j are the eigenvectors of φ•g (resp. 2 φ) corresponding to the respective eigenvalues λ i + λ j (resp. λ i λ j ). In particular, if P = e i ∧ e j is an eigenvector of R = φ • g (or R = 2 φ) then P ⊥ = ±e k ∧ e l is also an eigenvector, where (ijkl) is a permutation of 1234.
Note that that since (ijkl) are all distinct indices
Furthermore, we have:
Thus, The last sentence is proved by observing that (φ•g) + − = 0 implies for instance 3λ 1 = λ 2 +λ 3 +λ 4 . But we can interchange e 3 with e 1 or e 2 with −e 2 and the eigenvalues of φ stay the same up to a reorder. Therefore we conclude λ i = λ ∀i.
Proof. The equalities are proved by taking λ i and e i respectively the eigenvalues and eigenvectors of φ. If P = e i ∧ e j is an eigenvector of R = φ • g then P ⊥ is also an eigenvector. This means that * R * has the same eigenvectors as R and the same eigenvalues
where (ijkl) is a permutation of 1234. (3.1) proves the second last equality. Now we prove the last equality. From the sixth equation tr(φ) = tr(ξ) and from the fifth equation φ = ξ. QED
In [10] it is proved that Ricci(R 4 ) = {T ∈ Sym 2 (V ) : T r T = 0} =: Sym 2 0 (V ) and if R ∈ R 4 , then R : Thus dim(R 4 ) ≤ 9. It is elementar to prove that Sym(V ) 2 0 • g ⊂ R 4 . Since Sym(V ) 2 0 has dimension 9, we have the isomorphism. QED It follows that for R ∈ B
where W is the Weil tensor. In the next proposition we see that W is the remainder after successive divisors by g. It has zero Ricci tensor and applies + V into + V , and − V into − V , with W + the self-dual part, and W − the anti-selfdual part, for they satisfy:
Proof. From previous lemmas R 4 ⊕ R 2 ⊂ Sym 2 (V ) • g. By a dimension criteria we have the equality of the spaces. QED Lemma 3.3 Let R ∈ B and φ, ξ ∈ Sym 2 (V ).
Proof. Using the decomposition (3.4)-(3.6) and lemma 3.2
To prove the last 2 equations we use the eigenvalues of φ as in the proof of Lemma 3.1 QED.
If R ∈ R from (3.4),(3.5) and (3.6) we have
Ricci 2 + W 2 , and so easily we obtain the Gauss-Bonnet-Allendoerfer-Weil formula
In particular if R is Einstein,
We also have, for R ∈ L( 2 ; 2 )
Proof.
and using Prop. 3.3 and Lemmas 3.1, 3.2, and 3.3
Since W and * W have zero trace, the same holds for W + and W − . QED
Conformal change of the metric
Let g be a Riemannian metric on a 4-dimensional manifold M and f : M → R a smooth map.
Letĝ = e f g and we denote by ∇ and∇the Levi Civita connections of g andĝ respectively, and curvature tensors R M ,R respectively. We denote by Ricci M and S M the Ricci tensor and the scalar curvature w.r.t. R M . Then∇
The curvature tensors are related bŷ
Let ∆df = (dδ + δd)df = dδdf , be the Laplacian on 1-forms and S(df )(Y ) = df (Ricci M (Y )) = Ricci M (Y, ∇f ), the Weitzenböck operator S on the 1-form df . We are using the following sign for the Laplacian of maps h :
Proof. We may assume without loss of generality that ∇X = ∇Y = ∇Z = 0 at a given p 0 .
Thus (b) is proved. By (b), if e 1 , . . . , e 4 is any o.n. frame of M with ∇e i (p 0 ) = 0, then at p 0
Consequently, by the Weitzenböck formula
So, we have proved (c). (d) is a well-known application of the Weitzenböck formula for 1-forms.
(e) and (f) follows from the previous alignments and that div(hX) = X, ∇h + h div(X). QED
We are considering T M with the metric g. Then, considering R M ,R as 2-forms on M valued on
Proof of Proposition 1.1
This is an immediate application of (4.4) and Lemmas 4.2 and 4.3 to Prop.3.4. QED
Connections with torsion
Let (M, g) be a manifold of dimension 4 and ∇ be its Levi-Civita connection, and ∇ ′ any other connection. Set
where
, we obtain the first equivalence. (5.4) and (5.5) are proved in [9] (lemma 3.1). The last statement is well-known, but we may prove it by noting that (X, Y, Z) → g(S(X, Y ), Z) being a trilinear map symmetric on (X, Y ) and skew-symmetric on (Y, Z) implies to be zero. QED From now on we assume ∇ ′ is g-Riemannian. Then we have defined a 2 T M -valued 1-form
and we may take its exterior derivative
Proof. Assuming without loss of generality that at p 0 ∇X = ∇Y = ∇Z = 0 we easialy get
and so (5.10) holds. QED If ∇ ′ is any connection on M with curvature tensor
are defined in the same way (5.6) and (5.8) and so dS :
Transgression forms
Let (M, g) be a Riemannian manifold of dimension 4 with Levi-Civita connection ∇ and let ∇ ′ by any other g-Riemannian connection. For each t ∈ [0, 1] we consider the g-Riemannian
Let∇ t the pulback connection on p −1 T M . We useX to denote vector fields onM and X for vector fields on M . For any vector field Y of M , and X ∈ T x M , h ∈ R,
and assuming at a given point x, ∇Y x = ∇Z x = 0, then at (x, r)
Therefore, the curvature tensor of p −1 T M with respect to this connection (Riemannian w.r.t p −1 g), usualy denoted asR t :
. The definition of X (R t ) and p 1 (R t ) are the 4-form onM given by at (x, r) 
Now we compute X (R t )( 
Similarly we conclude
leading to the formulas in Proposition 1. 
A transgression formula for X (R ′ ) seems difficult to specify in terms of S, because we need to use Riemannian connections to formulate X (M ) in terms of Chern-Weil theory. Even if ∇ ′ where Riemannian for other Riemannian metric g ′ it is difficult to find a smooth path of metrics that makes ∇ t g t -Riemannian. If that is possible we can take a smooth path of g t -o.n. basis e 1 (t), . . . , e 2 (t) of T x M = (p −1 T M ) (x,t) and define X (R t ) using that g t -o.n. basis. Another choice is to use a different path of connections. We could fix a path of metrics g t from g to g ′ and take ∇ t the Levi-Civita connection on M w.r.t. g t . This path of connections is smooth but it does not seem easy to compute S t (X, Y ) = ∇ X Y − ∇ tX Y ,R t and the transgression form.
Singular connections
Let (M, g) be a Riemannian 4-manifold with Levi-Civita connection ∇ and (E, g E , ∇ E ) a Riemannian vector bundle of rank 4 and Riemannian connection ∇ E and assume there exist a vector
where h : M → R is a smooth nonegative function with zero set Σ. On T M we have a degenerated metricĝ = hg. Let∇ be the Levi-Civita connection of M , defined on M ∼ Σ and let ∇ ′ be theĝ-Riemannian connection on T M , defined along M ∼ Σ, and that makes Φ : T M → E a parallel isometry. We definê
, and so we do not know if it can be smoothly extended to Σ, defining a singular connection. But the curvature tensor R ′ :
where R E : 2 T M → 2 E is the curvature tensor of (E, g E , ∇ E ). The above equality means that we can smoothly extend R ′ as a 4-tensor to all M , defining it to be zero along Σ. Moreover, we can define X (R ′ ) as X (E) = X (R E ) on all M , and similar for p 1 (R ′ ). The connection∇ is also a singular connection, forŜ g ⊗ ∇ log h (7.5) and the torsion T ′ = T . From the previous sections we have
2 ) ĝ ) (7.6) where S ′ : T M → T M ,
Differentiation of g E (Φ(Y ), Φ(Z)) = hg(Y, Z) and of g(Φ −1 (U ), Φ −1 (V )) = h −1 g E (U, V ) implies where C + and C − are respectively the sets of complex and anticomplex points, zeros of sin 2 θ = (1 − cos θ)(1 + cos θ). Equation (8.1) also implies that the set of zeros of sin 2 θ cannot be large, but in fact one can prove that minimality of F implies they are isolated zeros of finite order. This formula was obtained by [2] , [11] and [12] , that we give here a short proof.
4-manifolds
Using the steriographic projection as in the surface case withh = 
