In many complex systems, the dynamical evolution of the different components can result in adaptation of the connections between them. We consider the problem of how a fully connected network of discrete-state dynamical elements which can interact via positive or negative links, approaches structural balance by evolving its links to be consistent with the states of its components. The adaptation process, inspired by Hebb's principle, involves the interaction strengths evolving in accordance with the dynamical states of the elements. We observe that in the presence of stochastic fluctuations in the dynamics of the components, the system can exhibit large dispersion in the time required for converging to the balanced state. This variability is characterized by a bimodal distribution, which points to an intriguing non-trivial problem in the study of evolving energy landscapes.
In many complex systems, the dynamical evolution of the different components can result in adaptation of the connections between them. We consider the problem of how a fully connected network of discrete-state dynamical elements which can interact via positive or negative links, approaches structural balance by evolving its links to be consistent with the states of its components. The adaptation process, inspired by Hebb's principle, involves the interaction strengths evolving in accordance with the dynamical states of the elements. We observe that in the presence of stochastic fluctuations in the dynamics of the components, the system can exhibit large dispersion in the time required for converging to the balanced state. This variability is characterized by a bimodal distribution, which points to an intriguing non-trivial problem in the study of evolving energy landscapes. Many complex systems that arise in biological, social and technological contexts can be represented as a collection of dynamical elements, interacting via a non-trivial connection topology [1, 2] . A variety of critical behavior has been observed in such systems, both in the collective dynamics taking place on the network, as well as in the evolution of the network architecture itself [3] . The interplay between changes to the connection topology (by adding, removing or rewiring links) and nodal dynamics has also been investigated in different contexts [4] [5] [6] [7] [8] [9] . While the coevolution of network structure and nodal activity has mostly been studied in the simple case where the links are either present or absent, many naturally occurring networks have links with heterogeneously distributed properties. Connections in such systems can differ quantitatively by having a distribution of weights (which may represent the strength of interaction) [10, 11] and/or qualitatively through the nature of their interactions, viz., positive (cooperative or activating) and negative (antagonistic or inhibitory) [12] . The presence of negative links in signed networks can introduce frustration through the presence of inconsistent relations within cycles in the system [13] . Networks whose positive and negative links are arranged such that frustration is absent are said to be structurally balanced -a concept that was originally introduced in the context of social interactions [14] . A classic result in graph theory is that a balanced network can be always represented as comprising two subnetworks, with only positive interactions within each subnetwork, while links between the two are exclusively negative [15] . Networks of dynamical elements with such structural organization can exhibit non-trivial collective phenomena, e.g., "chimera" order [16] .
Recently, the processes through which structural balance can be achieved in networks has received attention from scientists and quantitative models for understanding their underlying mechanisms have been proposed. Evolving networks where the sign of links are flipped to reduce frustration have been shown to reach balance; however, introduction of constraints can sometimes result in jammed states which prevent convergence to the balanced state [17, 18] . Another approach, using coupled differential equations for describing link adaptation [19] , has been analytically demonstrated to result in balance [20] .
While most studies on structural balance have been done in the context of social networks, an important question is whether other kinds of networks, in particular, those that occur in biology, exhibit balance. The recent observation that the resting human brain is organized into two subnetworks that are dynamically anticorrelated (with the activity within each subnetwork being correlated) [21] point to the intriguing possibility that the underlying network may in fact be balanced. As connections in the brain evolve according to long-term potentiation which embodies Hebb's principle [22] , i.e., the link weights change in proportion to the correlation between activity of the connected elements, it suggests a novel process for achieving structural balance. Thus, signed and weighted networks can remove frustration by adjusting the weights associated with the links in accordance with the dynamical states of their nodes. Such a local adaptation process has an intuitive interpretation in social systems, viz., agents that act alike have their ties strengthened, while those behaving differently gradually develop antagonistic relations. In fact, Hebb's rule may apply more broadly to a large class of systems, for example, in gene regulation networks where it has been suggested that co-expression of genes can lead to co-regulation over evolutionary time-scales [23] .
In this paper, we show that such a link-weight adaptation dynamics can in fact lead to structural balance (shown schematically in Fig. 1 ), using only local information about the correlation between dynamical states of the nodes. The temporal behavior of the approach to balance shows unexpected features. In particular, we observe that the system exhibits a high degree of variability in the time required to converge to the balanced state when stochastic fluctuations are present in the nodal dynamics. This relaxation time has a bimodal distribution for a range of adaptation rates and noise strengths. Finite-size scaling of the transition from fast to slow relaxation shows that the variation of the scaling exponent is related to the qualitative nature of the way the bimodal distribution emerges. As a larger fraction of positive (negative) interactions reduces (promotes) frustration, we also investigate the role of bias in the sign of interactions on the nature and rate of convergence to the balanced state.
We consider a system of N globally coupled Ising spins σ i = ±1 (i = 1, . . . , N ), the energy for a given configuration of spins being
where J ij (= J ji ) is the symmetric bond, representing interaction strength between the spin pair (i, j). Structural balance in real social networks have been recently investigated using a similar energy function [24] . The balanced state corresponds to the situation where the interactions are consistent with the corresponding spin pairs, i.e., J ij and σ i σ j have the same sign. Starting from a disordered spin configuration and random distribution of interactions, the state of the spins are updated stochastically at discrete time-steps using the Metropolis Monte Carlo (MC) algorithm with temperature T . The interaction strengths also evolve after every MC step according to the following deterministic adaptation dynamics:
where ǫ governs the rate of change of the interaction relative to the spin dynamics. The J ij dynamics alters the energy landscape on which the state of the spin system evolves. The relaxation time for the system is defined as the characteristic time scale in which the balanced state is reached. Note that the form of Eq. (2) ensures that the relaxation time ∼ 1/ǫ in the absence of any thermal fluctuation (i.e., at T = 0). Also, it restricts the asymptotic distribution of J ij to the range [−1, 1], independent of whether the system converges to a balanced state. In many real systems the signature of the link cannot change, although the magnitude of the link weight can. We have also considered a variant of Eq. (2) for which the dynamics is constrained such that the sign of each J ij cannot change from the initially chosen value.
As a result several of the interactions can go to zero when the system relaxes. In our simulations the initial state of the system for each realization is constructed by choosing the spins σ i to be ±1 with equal probability. For most results shown here, each initial J ij is chosen from a distribution with two equally weighted δ function peaks at ±1, i.e., P (z; µ)
where the mean µ = 0. We have verified that the results do not change qualitatively if the initial distribution has a non-zero mean, or has a different functional form (e.g., a uniform distribution in [−1, 1]), provided that the system is initially far from balance. For each set of parameters (T, ǫ), 10 4 different realizations have been used to statistically quantify the relaxation behavior of the system, which is identified using the energy per bond [Eq. ( 1)] normalized by the number of connections, i.e., E = E/ N 2 , as the order parameter. The number of spins has been chosen to be N = 64 for most of the figures shown here, although we have verified that the results are qualitatively unchanged for N upto 512. Simulating larger systems is computationally very expensive as the system is globally coupled and disordered with time-varying interactions.
In the absence of thermal fluctuations (i.e., at T = 0), the dynamics of the system can be understood intuitively. Starting from a random initial state, the spin dynamics stops when the system gets trapped in local energy minimum within a few MC steps (∼ 1/ǫ, as mentioned above). The subsequent evolution of the interaction strengths makes this configuration a global minimum. However, at finite temperature, the stochastic fluctuations of the spins may prevent the system from remaining in a metastable state for sufficiently long. This does not allow the J ij dynamics to alter the energy landscape sufficiently to make the configuration the global minimum. Thus, an extremely long time may be required to reach structural balance, and the relaxation time diverges due to the stronger fluctuations on increasing temperature. Fig. 2 (a) shows the time-evolution of the order parameter E for several typical runs for different initial conditions and realizations of a system with T = 15, ǫ = 0.05. The order parameter of the system initially corresponds to that for a maximally disordered state (≈ 0) but eventually relaxes to a balanced state (E = −1). The time required for reaching balance, referred to as relaxation time, τ , is estimated by measuring the duration starting from the initial state after which E decreases below −1/2 [ Fig. 2 (a) ]. For a large range of parameters, we observe two very distinct types of behavior: in one, the system relaxes rapidly, while in the other this takes a longer time. In both cases, once the order parameter starts decreasing (i.e., after time τ ), it reaches a balanced state within a time-interval ∼ 1/ǫ. As this is typically much shorter than the relaxation time for the second case, the transition to the balanced state can appear rather suddenly for the latter. Before the onset of the convergence to the balanced state, the order parameter fluctuates over a very narrow range around zero, and there is little indication as to when the transition will happen. Characteristic time-evolution corresponding to these two types of behavior are shown in Fig. 2 (b-e) . When the system relaxes rapidly, smaller peaks emerge from the two peaks of the initial J ij distribution (located at ±1) and eventually cross each other to reach the opposite ends asymptotically, converging to a two-peaked distribution again [ Fig. 2 (b-c) ], indicating that all interactions are now balanced. However, in the case where convergence takes significantly longer [ Fig. 2 (d-e) ], the initial distribution is first completely altered to a form resembling a Gaussian distribution with zero mean. After a long time, the system abruptly converges towards a balanced state with a corresponding transformation of the J ij distribution to one having peaks at ±1. Note that even with the same initial spin configuration and realization of J ij distribution, different MC runs generate distinct trajectories that are similar to those shown in Fig. 2 (a) . This implies that knowledge of the initial conditions is not sufficient to decide whether the system will relax rapidly or not.
To quantitatively characterize the distinction between the two types of relaxation behavior, we focus on the statistics of τ (Fig. 3) . Fig. 3 (a) shows the distribution of the relaxation time for a given set of (T, ǫ) where cases of both fast and slow convergences are seen. The resulting bimodal nature is clearly observed with the peak at lower τ (∼ 100 MC steps) corresponding to fast convergence to balanced state while that occurring at a higher value (∼ 10 7 MC steps) arises from the instances of slow relaxation. The distribution decays exponentially at very high values of τ . Fig. 3 (b) shows the temperature dependence of the distribution of log 10 (τ ) for two different values of ǫ. For the smaller ǫ (= 0.03), the second peak is well-separated from the first when bimodality first appears, while for the larger ǫ (= 0.05) the second peak appears close to the first one. To estimate the temperature where the second peak appears, we plot the standard deviation of log 10 (τ ) as a function of T (inset), as bimodality is characterized by an increase in the dispersion of relaxation times. To observe how the distribution is affected by variation in both T and ǫ, we show in Fig. 3 (c) how the probability that the relaxation takes a long time (viz., ≥ 10 5 MC steps) varies as a function of these two parameters. As we know that the system relaxes rapidly when the temperature is decreased close to zero, we expect this probability to be negligible at very low values of T . On the other hand, when temperature is increased to very high values, the relaxation takes increasingly longer, so that the probability P (τ > 10 5 ) approaches 1. We indeed observe a monotonic increase in this probability from 0 to 1 as the temperature is increased for a given value of ǫ. We can define a transition temperature T 1/2 (ǫ) as the value of T at which this probability is equal to 1/2. We observe that T 1/2 (ǫ) in- . Bimodality appears around the temperature where the standard deviation of log 10 (τ ) starts increasing appreciably from an almost constant value (insets). (c) The probability that relaxation takes longer than 10 5 MC steps, P (τ > 10 5 ) shown as a function of ǫ and T . The point of transition from fast to slow convergence can be quantified by T 1/2 (ǫ), i.e., the temperature at which P (τ > 10 5 )=1/2 for a given value ǫ (indicated by boundary between the dark and light regions). (d) Finite size scaling of the probability that relaxation takes longer than 10 5 MC steps, P (τ > 10 5 ), with N α (T − T 1/2 ) for different system sizes N (ǫ = 0.05). The temperature at which P (τ > 10 5 ) becomes half is represented as T 1/2 . A scaling exponent value of α ≈ −0.32 shows reasonable data collapse. The inset shows the scaling exponents for the best data collapse at different values of ǫ.
creases with ǫ, which implies that the relaxation to the balanced state requires a longer duration as the interaction dynamics becomes slower. For a given ǫ, we study the variation of the probability P (τ > 10 5 ) with T for different system sizes. Finite-size scaling shows data collapse with a scaling exponent α [ Fig. 3 (d) ] that varies with ǫ (inset). Depending on the value of ǫ, we observe that there may be different types of bimodal distribution of the relaxation times, e.g., one where the second peak is clearly separated from the first, and the other where they are joined [ Fig. 3 (b) ]. The variation of α with ǫ appears to reflect this change from one type of bimodality to another (inset).
So far we have assumed that the initial J ij distribution is unbiased (i.e., µ = 0). However, having a higher fraction of interactions of a particular sign can have significant consequences for both the structure of the final balanced state and the time required to converge to it. To investigate the role of this initial bias among the interaction strengths, we consider a distribution with two differently weighted δ function peaks at ±1 (i.e., µ = 0). Fig. 4 (a) shows the distribution of the relaxation times as µ is varied over the interval [−1, 1] with the parameters T , ǫ chosen such that there is a clear bimodal nature of the relaxation time distribution for the unbiased case (µ = 0). If all the interactions are anti-ferromagnetic (µ = −1), the system is extremely frustrated and the relaxation to a balanced state may take a long time, whereas in the case where the interactions are all ferromagnetic (µ = 1), the system is balanced to begin with. Thus, with increasing µ, we expect the relaxation time to decrease, which is indeed observed; in addition, the peak at higher values of τ disappears as µ approaches 1. On the other hand, when µ approaches −1, the peak corresponding to shorter relaxation times is no longer present. The two clusters that comprise the final balanced state can have very different size distributions depending on the bias in the initial distribution of J ij . For the unbiased case, the two clusters are approximately of the same size. We observe from Fig. 4 (b) that this property holds for the entire range of negative values for µ. As µ increases from 0, the size difference between the two clusters start increasing, eventually leading to a single cluster where all the spins interact with each other ferromagnetically (µ ≃ 1). Note that if the system initially has a very low degree of frustration [e.g., µ ≥ 0.4 in Fig. 4 (a,b) ], the system relaxes almost immediately to a balanced state where the larger cluster comprises almost the entire system. To visualize the coevolving dynamics in the link weights and spin orientations as the system approaches balance for different values of µ, we use an additional order parameter [17, 18] that measures the frustration in a signed network in terms of the fraction of triads deviating from balance (a triad being balanced if the product of its link weights approaches +1), Fig. 4 (c) shows that the trajectories corresponding to different values of µ converge to a single curve after transients, eventually reaching the balanced state at (E = −1, U = −1). For µ < 0, the initial trajectory is approximately vertical indicating that it is dominated by the adaptation dynamics (Eq. 2), whereas for µ > 0, it has strong horizontal component implying that it is governed primarily by the MC update of the spin states. Realizations in which the system takes a long time to relax to the balanced state are distinguished by trajectories that appear to be trapped in a confined region in the (E, U ) space for a considerable period [ Fig. 4 (c) , inset].
We can qualitatively understand the appearance of short relaxation times as follows. In the initial state, when the system has a random assignment of interaction strengths, the energy landscape is extremely rugged, resembling that of a spin glass [13] . The system starts out in a potential well corresponding to one of the many initially available local minima. As the state of the system evolves, the J ij dynamics (Eq. 2) lowers the energy of the state by making the interactions consistent with the spin orientations of the system, while the spin dynamics (updated according to the MC algorithm) can either result in a further lowering of energy as the state moves towards the bottom of the potential well, or is ejected from the initial local minima due to thermal fluctuations. The probability of escaping from the well at the t-th iteration, p(t), depends on the potential barrier height with neighboring wells. If the state cannot escape in the first few iterations from the local minimum from which it starts, successive lowering of the energy of this well by the J ij dynamics results in the minima becoming deeper, so that the probability of escape is reduced further. Eventually, the system relaxes to the balances state with a time-scale of ∼ ǫ −1 , when the well becomes the global minimum of a smooth energy landscape. On the other hand, if the state escapes from the initial well within the first few iterations, when the J ij dynamics has not yet been able to significantly reduce the energy of a particular well, the barrier heights separating the different local minima are all relatively low. As a result, the system can jump from one well to another with ease, corresponding to frequent switching of the spin orientations. As J ij moves towards σ i σ j at any given time (Eq. 2), rapid changes in the sign of the latter implies that there is effectively no net movement of J ij towards ±1. In fact, in this case, we observe that the initial distribution of J ij , comprising delta-function peaks at ±1, transforms within a few iterations to one resembling a Gaussian peaked at zero [ Fig. 2 (d-e) ]. Once the system reaches such a state, it can only attain a balanced state through a low-probability event which corresponds to the state remaining in the same local minimum for several successive time steps. As such an event will only happen after extremely long time, this will lead to a very large relaxation time for a range of T and ǫ. Let us assume for simplicity that when the system is in the state corresponding to frequent spin flips and low interaction strengths, the probability of escaping from a local minimum is approximately a constant (p(t) ≈ p). Then the probability that the system jumps between different minima for t steps and gets trapped in the t + 1-th step is p t (1 − p). This results in the distribution of the relaxation times (under the simplifying assumption of constant p) having an exponential tail, which is indeed observed [ Fig. 3 (a) ].
To conclude, we have shown that a link adaptation dynamics inspired by the Hebbian principle can result in an initially frustrated network achieving structural balance. However, in the presence of fluctuations, we observe that the system exhibits a large dispersion in the time-scale of relaxation to the balanced state, characterized by a bimodal distribution. This extreme variability of the time required to converge to the balanced state is a novel phenomenon that requires further investigation. Our result suggests that even when a system has the potential of attaining structural balance, the time required for this process to converge may be so large that it will not be observed in practice. Although we have considered a globally connected network of binary state dynamical elements, it is possible to extend our analysis to sparse networks [25] and different kinds of nodal dynamics (e.g., q-state Potts model). As many networks seen in nature have directed links, a generalization of the concept of balance to directed networks and understanding how it can
