ABSTRACT Quadratic filters are usually more successful than linear filters in dealing with nonlinear noise characteristics. However, determining the proper weights for the success of quadratic filters is not straightforward as in linear case. For this purpose, a search algorithm used to train weights of quadratic filters from sample images by formulating the problem into a single objective optimization function. In the presented study, comparative inspections for training quadratic image filters using genetic algorithm (GA) and particle swarm optimization (PSO) were presented. Because computation of fitness function involves consecutive image filtering operation using candidate solutions, this process usually results in long training durations due to the computationally expensive nature of image processing applications. In order to reduce the computation times, variable and variable random fitness methods were implemented, where the image size varied in the computation of fitness function. Experimental results show that proposed algorithm provides about 2.5 to 3.0 fold acceleration in computation durations using both GA and PSO.
I. INTRODUCTION
Convolution filters used in image processing applications such as filtering, extracting the details of the image, image enhancements, etc. [1] , [2] . Quadratic filters present the effective solution to eliminate noises which usually have nonlinear characteristics due to its nonlinear structure [3] . In most of the practical applications, Volterra series are limited to second degree terms due to its computational complexity. In general, these types of filters are called quadratic filters. Quadratic image filters hold both linear and second degree nonlinear terms in their structure. In literature, quadratic image filters are preferred for their success in preserving image details. Jothilakshmi and Gopinathan [4] used adaptive Volterra filters to achieve contrast enhancement of mammogram images which are affected by Gaussian, Poison and White noises. Meenavathi and Rajesh [3] suggest a new class of filters based on Volterra for image enhancement and image restoration. Zhou et al. [5] introduce a new nonlinear filter called the alpha weighted quadratic filter for mammogram enhancement. Mitra's work suggests that linear filters do not achieve much when removing nonlinear noises from images [6] . He reports that linear filters are blurring the edges of the image and losing image details while clearing these noises and nonlinear filters should be used to remove such noises. Kanamadi et al. [7] offer a new nonlinear alpha weighted quadratic filter using image processing techniques. Filter is based on masking technique which can remove noise from corrupted grey scale images while preserving image details. Ramponi et al. [8] presented a matrix representation for the class of nonlinear 2-D filters based on the second order Volterra series. An optimization method developed for designing the filter according to the required input/output relationship. Pandey et al. [9] presented a new technique for enhancing digital mammogram images using Volterra filters. Thomas et al. [10] focused on quadratic Volterra filtering for removing impulsive noise from MRI images which happens at extremely noisy conditions. They saw that when compared with performance parameters, quadratic Volterra systems are superior to traditional systems (median, mean, Gaussian filters) for removing impulsive noises. Hari et al. [11] designed a quadratic edge detection filter for enhancing calcifications in mammograms. Feng et al. [12] proposed a novel face recognition algorithm based on nonlinear Volterra kernels mapping and direct discrimination analysis. Bhateja et al. [13] developed a framework for Non-linear Polynomial Filtering for sharpening and edge enhancement of mammogram lesions. Hari et al. [14] presented a method based on Volterra filter for edge detection and better localization of microaneurysms in fundus retinal images. According to their study, quadratic filters are more successful in preserving edges than both Teager filters and conventional edge detecting approaches.
The focus of the present study is to evaluate the training of quadratic image filters using population based search algorithms. For comparison, Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) in the experimental results. Initially the fitness function for the training the weights is implemented directly and it is called as Direct Fitness Method (DFM). Computation of the fitness function involves filtering a Gaussian noise contaminating reference image and computing the mean absolute error (MAE) between reference and a filtered noisy image. Because intensive operations for image filtering, utilization of GA and PSO or similar population based heuristic approach is expected to computationally expensive. In the presented paper, an improvement to reduce computation time, initially a ratio of the image for computing the fitness function image is selected. In Variable Fitness Method (VFM) this ratio is increased as the iterations goes by and after a certain iteration, the whole image is used. The group of pixels is also be determined randomly in the Variable Random Fitness Method (VRFM) instead of selecting a certain region to improve the solution. In the presented paper above mentioned approaches are developed and compared experimentally. The remainder of the paper is organized as follows; in the following section background about the quadratic filters and population based search algorithms used in the experiments are given. In the third section, training approach and the implemented algorithms DFM, VFM and VRFM are explained. In the fourth section, numerical results from detailed analyses were given. Finally a brief conclusions about the results were given.
II. METHODS

A. QUADRATIC IMAGE FILTERS
Quadratic filters which are also known as polynomial or Volterra filters are most popular class of nonlinear filters [8] , [15] . Volterra filters are very important model for the synthesis, analysis and display of nonlinear systems [7] . The class of nonlinear 2-D filter is based on truncated discrete Volterra filters with matrix notation [16] . Volterra series are expanded linear, quadratic, cubic and so on. The general Volterra system model is shown by Fig. 1 [3] . Equation 1 shows the output of the Quadratic filter which is Volterra filter up to second degree;
For the above equation, y 0 represents a constant, y 1 (m, n) represents the linear part, y 2 (m, n) represents the quadratic part of the image filter [17] , [18] . The outputs y 1 (m, n) and y 2 (m, n) are written separately as;
Equation 2 involves a number of sum operators. These can be written in more concise forms;
Therefore, linear part can be expressed as;
Similarly, quadratic part can be expressed in two dimensional form;
In the presented study the size of the quadratic filter is used as 3×3. For this purpose the above expansions can be simplified by setting N=3. In this case the weights and input vector given by Equation 8 can written as below;
In Equation 8, the weights w 1 (−N ,−N )to w 1 (N ,N ) are replaced with w 0 to w 8 to simplify and in the same way the input vector is also simplified. Inspection of Equation 6 shows that nearly half of the multiplications of input signal is symmetric. This is shown by Equation 9 for the 3×3 case where the quadratic input terms forms a matrix of 9×9 size. If the symmetric terms are reduced,
If the Equation 6 is rewritten to eliminate symmetric terms, starting value of the index of second sum operator j, is set to ias below;
According to Equation 10 , lower triangular of the matrix given by Equation 9 is set to zero;
The input product given by Equation 11 doesn't contain symmetric multiplications. By excluding the zeros, the rows of the matrix can be written in vector form;
Therefore quadratic part can also be expressed as,
The weights vector in Equation 13 can be written in vector form as below,
The number of elements in W 2 and X 2 depends on the size of the filter kernel. For N×N size of kernel the number of terms in quadratic vector excluding the symmetric parts can be calculated by Equation 15 ;
Summation of linear and quadratic part given by Equation 5 and Equation 13 gives the total expression for a filtered pixel as shown by Equation 14 . Note that the constant term is excluded in this expression. The same expansions can be extended in the same way to express the quadratic image filters in greater dimensions.
B. POPULATION BASED SEARCH ALGORITHMS
Optimization aims finding best solution to a given problem considering some parameters such as the problem type, problem constraints and solution approaches. Population based algorithms (PBS) which sometimes called heuristic, evolutionary or bio inspired algorithms provides a good alternative to classical mathematical approaches. Due to the advancements in evolutionary algorithms they have been used in many practical problems by researchers or engineers in various applications areas [19] - [21] . In general, evolutionary algorithms involves the basic steps described by Algorithm 1 [22] . In the first step, candidate solutions are produced randomly. The size of the population is determined according to the problem type and usually affects the convergence rate. Individuals form a solution which in the present case is a vector of image filter weights. Each individual is evaluated using fitness function to obtain fitness values. Then algorithm enters into a loop to repeat some search operations to converge the solution. Reproducing new individuals usually involves an operation on existing individuals to form a new population. The following operation is to update the fitness values for the new population. Some of the better fitness values can be transferred to next generations by replacing with worst solutions. The repeated steps continue till a termination condition is reached and then the individual that gives the best fitness is obtained as a solution to the problem.
In the present work the number of iterations is used as the termination criterion.
In the present study, GA and PSO algorithms which are widely applied search algorithms in optimization problems were used in the experimental evaluations [23] , [24] . These algorithms differ in the way that they reproduce their population in sequential iterations. GA calculates new generations based on the fitness values and new generations are obtained using genetic operators selection, crossover and mutation operators [25] , [26] . These operators affects the success of the GA and may change according to problem types. For example, there are many kinds of crossover types such as single point crossover, two point crossover, uniform crossover, arithmetic crossover, etc. [27] . There are also many kinds of selection types used in GA such as, tournament selection, rank selection, state selection, etc. [28] . In PSO each solution is called as particles and there are velocities and positions for each particles in the swarm [29] . Before searching start velocity and position of a particle are initialized randomly. The new swarm in each iteration is reproduced by updating the positions and velocities of particles. Figure 2a and 2b shows the basic flowcharts for GA and PSO respectively.
III. PROPOSED IMPLEMENTATION AND DEFINATION OF VARIABLE FITNESS FUNCTION
Heuristic algorithms may demand intense computational power for the solution of a problem depending on the problem type. As described in the previous section, GA and PSO and similar search algorithms creates a random population initially and evolve it according to fitness values as iterations progress. Fitness values are computed using a fitness function where the objective function of the problem to be solved is formulated. In the present approach, a fitness value for an individual of the population is determined by computing the MAE using processed image and reference image. Determining the weights of the quadratic filter is formulated as a single objective function for optimization. Processed image is obtained by filtering the image using an individual as filter weights. This is repeated for each individual in the population for each iteration as the population evolves. Computing a fitness value for the whole population usually demands intense computational power. Therefore an algorithmic acceleration in the fitness function may reduce the computation time significantly. For this purpose, in the presented study, a variable approach and a variation with random selection are introduced to reduce training duration of the quadratic filter.
The VFM is integrated with the population based search algorithm and varies the number of pixels to be used in the fitness function. In these approach, the size of the image is determined according to the current iteration of PBS and then fitness function is computed using a predetermined number of pixels. The basic idea of the implemented method is the number of pixels varies according to the iteration number as shown by the block diagram of the method given by Fig. 3 . PBS applies a candidate solution to quadratic filter as weights and then the noisy image is filtered. PBS also provides the width and height values to limit the number of pixels for computing fitness function. After MAE of filtered and reference images is computed, it is provided to PBS as fitness value. For the next iteration the number of pixels used in the computation of fitness function is increased by determining new width and height values as illustrated by Fig.4a . These operations are maintained until the last iteration and finally the entire image is used for the computation of fitness values. Because fitness computations are done on a subpart of the image rather than on the whole image, the training periods becomes shorter and GA can obtain the result faster. As the filtering process is performed on smaller area rather than on the whole image, using a certain region for training may reduce overall performance. Instead of using a fixed region, random sampling of image as shown by Fig. 4b may improves the result of PBS by decreasing the probability of VOLUME 6, 2018 staying in the local minimum. Also in this approach, the number of pixels is determined by the product of width and height of the image. 23 return best invidual Algorithm 1 shows the basic steps of the training operation using PBS which, in the present case, are GA and PSO. Before entering for loop, the number of pixels that will be used for fitness computation for the first iteration is determined by according to specified ratio. The variables width and height are determined for every iteration in for loop and it grows gradually as the iterations progress. When iteration number is equal to maximum iteration limit, the size of the pixels covers the entire image. Algorithm 2 shows the fitness function that computes fitness values for all individuals for a given population. The algorithm selects an individual and then filters the noisy image using the individual as filter weights. Here the number of pixels to be filtered are restricted by the multiplication of width and height. As described above, width and height are determined according to iteration number in PBS. In this algorithm the pixels to be filtered are selected randomly as in Fig. 4b . Implementation that is represented by Fig. 4a can be realized if the variables k and l are set as x and y respectively instead of selecting randomly.
The number of filtering operations for both DFM and VFM can be compared according to described approaches. Fig. 5 illustrates the number of operations versus iteration number. Total number of pixel filtering operations using DFM (N DFM ) where full size of image is used for each iteration can be written as;
Total number of filtering operations using VFM (N VFM ) can be described in terms of N DFM to simplify obtaining acceleration expression.
Above equation can be rearranged as below;
Therefore the algorithmic acceleration can be calculated as;
For example, if initial size of the image is 12.5% of the whole image, this means that R=8 and the ratio is calculated approximately as 1.78 times. Because the scaling is in both width and height, the expected acceleration can be the square of the ratio of areas, which is about 3.17. As shown by the results in the following section, computational times for VFM or VFRM close to the theoretical expectation. 
IV. RESULT AND DISCUSSIONS
Experimental results were obtained on a server with QuadCore AMD Opteron TM 2378 2.40GHz dual processor and 18GB Ram memory and Windows Server 2012 Essential TM 64-bit operating system installed. The algorithms were written in VC++ Visual Studio 2012 TM platform. In the experiments 12 different images with a size of 512×384 pixels are used [30] . The results obtained from the average of 10 times running of the algorithm for each image. MAE (Mean Absolute Error), MSE (Mean Square Error) and mean training times for various population sizes and iteration sizes were measured in experimental studies. In the experiments, mutation rate was 0.1, the crossover rate was 0.5. The upper and lower limits for the linear part were selected as 1.0 and −1.0 respectively and the upper and lower limits for the quadratic were selected as −0.5 and 0.5 respectively.
The reference images used for obtaining the experimental results are shown in Fig. 6 [30] . Noisy images for filtering were obtained by adding a Gaussian noise to the reference images. Example filtering results using the filters obtained using the VFM, VRFM and DFM are show in Fig. 7 . The reference image is shown in Fig. 7a . A noisy image obtained by adding a Gaussian noise to the reference image is shown in Fig. 7b . The result of filtering performed reference images obtained by using the proposed DFM, VFM and VRFM are shown in Fig. 7c, Fig. 7d and Fig. 7e respectively. The quality measurements are expected to be close to each other while computing durations of VFM and VFRM are expected to be shorter than DFM. Figure 8 shows the MAE convergence graphs versus the number of iterations. The test runs were obtained using the number of iterations equal to 200 and the population size equal to 200 for both GA and PSO. Convergence of the MAE values for tested methods seems close to each other because of the scaling of the graph. closely for DFM, VFM and VRFM. The average quality obtained with GA shows very consistent results for different runs. Also the average MAE values using DFM, VFM and VRFM are very close to each other. The average deviation for GA is at most 1.31% which is a proper values for the present case. But this behavior may change according to the test image the number of iterations, the population size and parameters that are specific to algorithm. The behavior of PSO for consecutive runs is consistent when the test runs with DFM compared to the test runs with VFM and VFRM. In general PSO using VFM and VFRM don't produce close results to DFM when the gap between the minimum and maximum values are investigated. Table 2, Table 3 and Table 4 shows quality measurements that are computed using DFM, VFM and VRFM respectively. Also the comparisons of DFM, VFM and VRFM for PSO and GA is given in each table. The results were repeated by setting the number of iterations to 100, 200 and 500. The number of populations is fixed to 500 for each of the measurements. When the MAE for the population size of 200 are compared, DFM slightly outperforms VFM results. The same behavior is also observed for the population sizes of 200 and 500 respectively. This is due to the computation approach of VFM which selects smaller regions for fitness function computation. According to numerical results, increasing the number of iterations improves the results for all tested approaches. When the number of iterations are increased to 500 the MAE results are get closer to each other. It should be noted that the results are very sensitive to selected algorithm parameters and the success of the applied algorithms may change according to the number of populations and the number of iterations significantly. The computational time of the implemented methods are shown in Fig 9. It is seen that the proposed methods provides a considerable time gains compared to DFM. For example, increasing the number of iteration from 100 to 200 doubles the computation times for each method. If the number of population is increased from 200 to 500 the computation times for each method increases roughly about 2.5 times. As expected increase in the number of population, computation time shows linear behavior. On the other hand, when the computation times compared, VFM outperforms DFM by reducing the computation times significantly reaching about 2.5 to 3.0 times acceleration over DFM.
V. CONCLUSIONS
In the presented study, determining the weights of quadratic filters were examined in detail using GA and PSO which are population based search algorithms. For this purpose, the problem was formulated as a single objective optimization problem. As a straightforward approach, DFM was used directly to obtain optimized weights using both PSO and GA. The experimental results showed that both algorithms produced MAE and MSE results close to each other. Due to the cost of image filtering operations, repeated evaluations of fitness function takes quite a long time. Hence, the VOLUME 6, 2018 execution durations for both GA and PSO implementations were obtained close to each other. In order to reduce the computation durations, VFM and its randomized version VRFM were implemented using both search algorithms. Both approach initially start searching using a small part of the image, and as the iterations progress this region grows and converges to the whole image. Random selection of the group of pixels instead of a certain region improves the quality of filtering. According to the experimental results obtained, both DFM and VRFM produces similar results for GA and for some results for PSO. The results also show that VFM or VRFM provides about 2.5 to 3.0 fold algorithmic acceleration when compared to DFM. The implemented methods can be combined with most of the other population based search methods.
