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Choosing movements 
 “Get ready to rumble!” Two fighters are standing face to face in the ring. The bell 
sounds. They observe each other, considering their options, looking for a weak spot. 
One of the fighters opens with a left jab (Figure 1A). What shall he do next? Another 
jab? Right cross? Right low-kick?  Choosing movements is a task that is not only faced by 
martial artists, but by all of us on a daily basis when we interact with our environment, 
for example when we select how to grasp an object. But how do we select the movement 
that is most appropriate, especially in situations where multiple movements are possible 
to reach a certain goal? We make those choices seemingly without much effort, but the 
computations that precede these movements are highly complex, as visual features of 
the environment need to be integrated with current body posture and desired goal states 
[1–3]. Several neural regions have been proposed to collectively support movement 
selection, including the basal ganglia, cerebellum and fronto-parietal cortical regions 
[4]. The complexity and delicacy of this system become particularly clear when parts of 
the network are compromised, which can lead to a wide range of sensorimotor deficits 
in the selection and initiation of movements with severe consequences for everyday 
activities [5–8]. In order to develop effective treatments for these deficits, it is important 
to understand the neural mechanisms that support movement selection.  
  It has been suggested that in order to select a movement, we mentally play 
out alternative movements to evaluate which of those movements is most effective by 
comparing their predicted outcomes [4, 9–13]. When the selected movement is executed, 
the predicted outcome can be compared to the actual outcome of the movement, which 
allows for fast and flexible adjustments of the ongoing movement [14]. As such, mental 
simulations of movements may play a crucial role in our sensorimotor system [10, 15], 
Real-life example of movement selection
Slightly less exciting example of movement selection
Single affordance Two affordances
A
B
Figure 1: Examples of movement selection. 
A. Choosing movements is an activity we all 
perform on a daily basis, for example when we 
reach out and grasp an object, but also in the 
heat of the moment such as when the boxer 
on the left is considering how he will follow 
up on his left jab (Picture from miketysonlive.
com). B. In our experiments, we investigate 
the neural mechanisms underlying movement 
selection by presenting participants with 
pictures of a tilted cylinder and ask them to 
imagine how they would grasp the cylinder. 
We manipulate task demands by exploiting 
the fact the cylinder either affords one (left) or 
two manners (right) in which the object can be 
grasped. 
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but a detailed description of how mental simulations are instantiated in the brain is 
still lacking. In this thesis we will evaluate the neural mechanisms that support the 
simulation and selection of movements. 
Rhythms of the brain 
Rhythmicity is a fundamental principle of neural activity. The architecture of neuronal 
micro-circuits enable neurons within and across neuronal populations to synchronize 
their activity in distinct frequency bands [16, 17]. Consider for example a simple 
network where a single excitatory neuron projects to a single inhibitory neuron (Figure 
2A). When the excitatory neuron becomes active, it activates the inhibitory neuron, 
which in turn reflexively attenuates the activity of the excitatory neuron itself. This will 
lower the input to the inhibitory neuron, which again leads to activation of the excitatory 
neuron. This loop perpetuates and results in rhythmic activity in both neurons. The 
balance between inhibition and excitation plays a crucial role in the generation of neural 
rhythms, where the specific architecture of the ensemble and the characteristics of the 
post-synaptic potentials determine the frequency at which the population oscillates 
[17]. In the brain, these frequency bands are observed over a wide spectral range and 
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Figure 2: Rhythmic activity in the brain. A. A simple network of one excitatory neuron (E) and one 
inhibitory neuron (I) serves to illustrate how rhythmic activity can be generated in the brain. Activity 
in E will activate I, by which the activity in E is attenuated (negative feed-back). Consequently, 
low activity in E will release the inhibition of I on E, whereby E becomes active again. This loop 
perpetuates and results in rhythmic activity in both neurons (hypothesized spiking activity of both 
neurons depicted to the right of each neuron) B. The spectral power of neural activity is distributed 
according to a 1/f power law, where the power spectrum is dominated by the alpha (8 – 12 Hz) 
and beta (15 – 25 Hz) rhythms. The power spectrum in panel A is a typical example of source-
reconstructed MEG activity in the sensorimotor cortex (adopted from [28]). C. Rhythmic activity 
in the alpha-band was first described by Hans Berger in 1929, of which the original image is shown 
here.  The top trace shows neural activity oscillating at 10 Hz recorded from the back of his sons 
head. An artificial continuous 10 Hz sine-wave is plotted below for comparison [29].
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are typically divided in the delta (0-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (15-25 
Hz) and gamma (30-150 Hz) bands [18–20]. The function of these rhythms has been 
long debated, but the consensus is that neural rhythms structure neuronal computations 
by providing temporal windows of excitability [21, 22]. This notion is supported by 
empirical evidence, as the activity in a population of neurons depends on the phase of 
the underlying oscillations [23–27]. 
Alpha and beta rhythms in the sensorimotor cortex 
It is no surprise that the first neural rhythms to be identified were in the alpha- and 
beta-band frequency range (Figure 2C, [29]). The spectral power of neural signals is 
distributed according to a 1/f power law where the spectrum is dominated by the alpha 
and beta rhythms (Figure 2B) [30]. But although the presence of these rhythms has been 
well established, their function remains more elusive. The alpha and beta rhythms are 
ubiquitous phenomena throughout the brain with major sources of activity in cortical 
fronto-parietal regions [31–33] and subcortical structures such as the basal ganglia [8]. 
In the sensorimotor cortex, the spectral power of those rhythms is high during rest 
and decreases during simulation and execution of movements [31–35]. These rhythms 
have therefore been implicated in the selective (dis)inhibition of neuronal populations 
that specify movement parameters [21, 36–38], where a decrease of spectral power 
A B
Figure 3: Dynamic inhibition by rhythmic activity. A. Rhythmic activity (SN, synchronizing neuron) 
may drive populations of GABAergic interneurons (IN, yellow = depolarized) that provide shunting 
inhibition to local pyramidal neurons (PN) and thereby inhibit activity within neuronal ensembles 
(blue = hyperpolarized). When the rhythmic drive is diminished, the inhibition is attenuated and the 
pyramidal neurons can become active (model and image from Miller et al. [27]). B. The strength of 
the oscillatory rhythm (top trace) subsequently modulates the activity in local ensembles (bottom 
trace, image from Osipova et al. [25].   
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in either of those frequency bands reflects the release of inhibition of the underlying 
neuronal population [23–26]. The dynamic (dis)inhibition of neuronal populations 
may be instantiated by modulations of shunting inhibition provided by GABAergic 
interneurons to ensembles of local pyramidal cells [27, 36, 39] (Figure 3A). The strength 
of the rhythmic input to the interneurons then determines whether a local ensemble of 
neurons can engage in computations (Figure 3B).
It is clear that to simulate a movement, specific neuronal populations controlling 
particular features of that movement need to be active, while other populations need 
to be downregulated [40, 41]. As such, the alpha and beta rhythms may serve to 
selectively (dis)inhibit particular populations of sensorimotor neurons to engage in the 
computations of movement parameters, to select the movement that is best suited for 
the current situation. The contribution of the beta rhythms to sensorimotor processes 
is corroborated by studies that exogenously enhanced the underlying rhythms by mean 
of non-invasive brain stimulation, which show that motor performance is hampered 
when beta power is enhanced [42–44]. However, those effects have not been clearly 
differentiated from the alpha rhythm, nor linked to specific components of sensorimotor 
transformations.
  The concurrent waxing and waning of the alpha and beta rhythms during 
simulation and execution of movements can be interpreted as an indication that these 
rhythms serve similar functions. Even when the alpha and beta rhythms are recorded 
directly from the cortical surface, the spatial topographies of the two rhythms are largely 
overlapping [27, 45, 46, 140]. Yet, there is also evidence for clear differences in the 
functional characteristics of the alpha and beta rhythms. For instance, the cortical beta 
rhythm is coherent with the electromyogram (EMG) of the muscles, whereas cortico-
muscular coherence in the alpha-band is largely absent [47–50]. Furthermore, beta-
band power changes are somatotopically organized, whereas alpha-band power changes 
are not effector-specific [31, 46, 51–53]. However, it remains unclear whether and how 
the alpha and beta rhythms contribute independently to movement selection. 
Research question and methodological approaches 
In this thesis we investigate how sensorimotor alpha and beta rhythms contribute 
to movement selection. We designed a movement selection task where participants 
selected how to grasp a tilted cylinder (box 1A). The rationale for this task was that we 
wanted participants to mentally simulate goal-directed grasping movement that required 
the integration of visual features of the object with current body posture and desired goal 
states [1–3]. By using imagined movements we were able to study the simulation and 
selection of movements in the absence of movement-related signals and somatosensory 
reafference [10, 15]. Crucially, we exploit the fact that the cylinder afforded either one 
or two manners in which it could be grasped, depending on the orientation of the 
Introduction
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cylinder. The latter condition is more demanding, as in this case multiple movements 
need to be considered to select the movement that best suits current needs. We use this 
task feature to investigate how neural rhythms are modulated as a function of selection 
demands. The movement selection task was used to gather empirical evidence in three 
experiments, where we use three experimental techniques to explore a broad range of 
functional and spatial characteristics of the alpha and beta rhythms during movement 
selection and cross-validate our findings (Figure 4).
1.  Spatiotemporal dynamics of the alpha and beta rhythms - an MEG study
To have a bird-eyes view on the spatiotemporal dynamics of the alpha and beta rhythms 
during movement selection, we measured ongoing neural activity with MEG (box 
1B) while participants were engaged in the movement selection task. The use of MEG 
allowed us to record whole brain activity in healthy human participants with high 
temporal precision. However, MEG does not allow us to make inferences on whether 
the observed spectral changes are causally involved in movement selection, neither does 
it have the spatial resolution to characterize the anatomical location and spatial extent 
of the observed spectral changes. To address those issues we performed two follow-up 
experiments.
2. Causal contributions of alpha and beta rhythms to movement selection – a 
tACS study
To address whether the alpha and beta rhythms contribute causally to movement 
selection, we manipulated the alpha and beta rhythms independently using tACS (box 
1C). tACS was applied either at the alpha (10 Hz) or beta (20 Hz) frequency and either 
to the hemisphere contralateral or ipsilateral to the grasping hand. We investigated how 
these electrophysiological interventions affected the duration of movement selection. 
3. Fine-grained characteristics of the alpha and beta rhythms – an ECoG study
In the final experiment, we investigated the fine-grained spatiotemporal characteristics 
of the alpha and beta rhythms, using invasive intracranial recordings (ECoG, box 
1D). We addressed whether the changes in spectral power are local or widespread and 
investigate whether the rhythms recruit neuronal populations that are spatially distinct. 
In the following chapters we will elaborate on the empirical findings of the three 
experiments (Chapter 2, 3, & 4), which provide converging evidence for distinct 
functions of the sensorimotor alpha and beta rhythms during movement selection. In 
chapter 5 we put those findings together and suggest how the alpha and rhythms may 
independently support movement selection in the sensorimotor cortex. 
Chapter 1
14
MEG
tACS ECoG
α β
Figure 4: The role of the alpha and beta rhythms in movement selection - A three-tier approach. To 
investigate whether and how the alpha and beta rhythms contribute independently to movement 
selection, we conducted three experiments, combining the methodological advantages of MEG, 
tACS and ECoG.
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Box 1 – Experimental techniques  
A. Movement Selection Task 
In this thesis, we investigate the mental simulation and selection of grasping 
movements. To this extent, we designed a task where participants selected how to 
grasp a tilted cylinder. The rationale for this task was that we wanted participants to 
mentally simulate goal-directed grasping movements that required the integration 
of visual features of the object with current body posture and desired goal states 
[1–3]. By using imagined movements we were able to study the simulation 
and selection of movements in the absence of movement-related signals and 
somatosensory reafference [10, 15], and without imposing instructed delays that 
might alter the supporting neural circuitry [54, 55]. In the task, a tilted black-white 
cylinder was presented on a computer screen (Figure 1B) and participants were 
asked to imagine grasping the middle third of the cylinder with either their left 
or right hand. Afterwards, they reported whether their thumb was on the black or 
white part of the cylinder. The preferred manner in which the cylinder is grasped 
changes as a function of the orientation of the cylinder. As such, this task has a 
clear and sensitive behavioural readout of how biomechanical constraints influence 
movement selection. Crucially, we exploit the fact that the cylinder afforded either 
one or two manners in which it could be grasped, depending on the orientation of 
the cylinder (Figure 1B). The latter condition is more demanding, as in this case 
multiple movements need to be simulated and evaluated to select the movement 
that best suits current needs. We use this task feature to investigate how neural 
rhythms are modulated as a function of task demands. 
B. Magnetoencephalography (MEG)
MEG is a technique to noninvasively record whole-brain neural activity using 
large numbers of highly sensitive magnetometers. These magnetometers consist 
of Superconducting Quantum Interference Devices (SQUIDs) that compare the 
magnetic field strengths in two superconductive detection loops. The signals that 
are measured with MEG are the magnetic counterparts of electrophysiological 
events associated with neural activity (in- and outflux of ions). For these magnetic 
fields to be sufficiently strong to be detected outside the scalp, they need to be 
generated synchronously in large populations of neurons that are aligned relative to 
the magnetometer. The MEG signal therefore predominantly reflects synchronous 
input to apical dendrites of cortical neurons, as the orientation of those neurons 
and the temporal evolution of post-synaptic events (relatively slow compared to 
for instance action potentials) allow for the spatiotemporal summation of the 
magnetic fields. The main advantage of measuring the magnetic counterparts 
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of these signals, instead of measuring the electric currents directly, as is done in 
electroencephalography (EEG), is that magnetic fields are not distorted by the 
skin or the scalp. The spatial resolution of MEG is therefore much better than for 
instance EEG, especially when combined with source-reconstruction techniques. 
However, the spatial resolution of MEG is still inadequate to differentiate signals 
that originate from nearby neuronal populations.
C. transcranial Alternating Current Stimulation (tACS) 
tACS is a non-invasive brain stimulation technique that allows to modulate 
endogenous rhythmic activity by applying weak alternating currents to the scalp. 
To this extent, two rubber electrodes that are connected to a battery-operated 
stimulator are attached to the head of the participant. The technique is closely 
related to the more common transcranial Direct Current Stimulation (tDCS), 
where the excitability of cortical regions is modulated by the application of a 
constant current over two electrodes [56, 57]. In tACS, an alternating current is 
applied, which typically has a sinusoidal waveform that matches the neural rhythm 
of interest. Studies that model the current flow between the electrodes show that 
part of the applied current will pass through neural tissue [58], where it is thought 
to potentiate endogenous oscillatory activity [59–61]. In the hands of a professional, 
this technique can be applied safely and provides a powerful tool to investigate the 
causal contributions of neural rhythms to cognitive processes [43, 62] and may even 
enhance behavioural performance [44].  
D. Electroencephalography (ECoG) 
In ECoG, neural signals are recorded invasively with grids of electrodes that are 
placed directly on the cortical surface. The signals that are recorded with ECoG 
reflect electrophysiological events associated with neural activity (in- and outflux 
of ions). As such, the recorded signals are equivalent to those of EEG (see above), 
but the spatial resolution and signal-to-noise ratio of ECoG is much better, as the 
signals are recorded close to their sources. But although the quality of the data 
is high, it is a challenge to acquire large amounts of this data. In humans, these 
recordings are only available in clinical populations where electrodes are implanted 
to inform upcoming neurosurgical interventions, for instance to treat severe cases of 
drug-resistant epilepsy. These patients are scarce and their neural activity is typically 
not recorded for more than a week, during which the time for non-clinical tasks is 
limited. Moreover, it can be difficult to generalize findings in these patient groups 
to healthy populations. 
17
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Chapter 2  
Spatiotemporal dynamics  
of the alpha and beta rhythms  
– an MEG study
Adopted from: Brinkman, L.., Stolk, A., Dijkerman, H. C., de Lange, F. P., and Toni, I. 
(2014). Distinct Roles for Alpha- and Beta-Band Oscillations during Mental Simulation 
of Goal-Directed Actions. J. Neurosci. 34, 14783–14792.
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Abstract
Rhythmic neural activity within the alpha (8 - 12 Hz) and beta (15 - 25 Hz) frequency 
bands is modulated during actual and imagined movements. Changes in these rhythms 
provide a mechanism to select relevant neuronal populations, although the relative 
contributions of these rhythms remain unclear. Here we use magnetoencephalography 
(MEG) to investigate changes in oscillatory power while healthy human participants 
selected how to grasp a cylinder oriented at different angles. This paradigm allowed us 
to study the neural signals involved in the simulation and selection of movements in 
the absence of signals related to motor execution and sensory reafference. Movement 
selection demands were manipulated by exploiting the fact that some object orientations 
evoke consistent grasping movements, whereas others are compatible with both over-
hand and under-hand grasping. By modulating task demands, we show a functional 
dissociation of the alpha- and beta-band rhythms. As movement selection demands 
increased, alpha-band oscillatory power increased in the sensorimotor cortex ipsilateral to 
the grasping hand, whereas beta-band power concurrently decreased in the contralateral 
sensorimotor cortex. The same pattern emerged when movement selection trials were 
compared to a control condition, providing converging evidence for the functional 
dissociation of the two rhythms. These observations call for a re-evaluation of the role 
of sensorimotor rhythms. We propose that neural oscillations in the alpha-band mediate 
the allocation of computational resources by disengaging task-irrelevant cortical regions. 
In contrast, the reduction of neural oscillations in the beta-band is directly related to 
the disinhibition of neuronal populations involved in the computations of movement 
parameters. 
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Introduction
In order to interact with our environment, we construct action plans to issue appropriate 
motor commands to our body. It has been suggested that actions plans are specified 
and evaluated by mentally simulating the action to predict the sensory consequences 
of that particular movement [4, 11, 63]. During mental simulation of an action, 
specific neuronal populations controlling particular features of that movement need 
to be selected, while other neuronal populations need to be suppressed. Here we assess 
a mechanism for implementing these processes of activation and suppression in the 
sensorimotor system, based on neuronal oscillations in the alpha (8 - 12 Hz) and beta 
(15 - 25 Hz) band.
Processes that involve the mental simulation of actions have consistently been associated 
with a reduction of oscillatory power in both the alpha and beta frequency bands over 
sensorimotor regions in both humans and nonhuman primates [31–33, 64–66]. A 
reduction in oscillatory power in either frequency band corresponds to the disinhibition 
of a cortical region [34, 35, 65]. Although oscillatory power in the alpha- and beta-bands 
is highly correlated [32, 67], there is also evidence that these rhythms serve distinct 
functions. For instance, the cortical beta rhythm is coherent with the electromyogram 
(EMG) of the muscles, whereas cortico-muscular coherence in the alpha-band is largely 
absent [47–50]. Furthermore, beta-band power changes are somatotopically organized, 
whereas alpha-band power changes are not effector-specific [46, 51, 52]. These findings 
suggest that neural oscillations in the alpha- and beta-bands support mental simulation of 
actions with different functional mechanisms. Here we test this hypothesis by recording 
oscillatory neural activity in humans with magnetoencephalography (MEG) during 
performance of a movement selection task where participants imagined goal-directed 
grasping movements. Motor imagery allows one to measure neural signals related to the 
simulation of an action in the absence of movement-related signals and somatosensory 
reafference [10, 15]. Participants were asked to imagine grasping a cylinder oriented 
at different angles. Movement selection demands were manipulated by exploiting the 
fact that some object orientations evoke consistent grasping movements, whereas other 
orientations are compatible with both over-hand and under-hand grasping [13, 68, 69]. 
Neural oscillatory effects associated with motor imagery were isolated using a two-tier 
approach. First, we tested how changes in oscillatory power evoked during imagery 
where modulated by task demand. Second, we used a subtractive logic between different 
tasks. Changes in oscillatory power observed during the movement selection task were 
compared to the changes observed during a control task that used the same visual input 
and response contingencies, but where no imagery was required. The two approaches 
show converging evidence that while beta-band activity is involved in the disinhibition 
of neuronal population in the contralateral sensorimotor cortex, alpha-band activity is 
involved in the inhibition of cortical regions irrelevant for the task at hand. 
Chapter 2
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Methods
Participants
In the first experiment (behaviour only), 12 healthy right-handed human participants 
(age: 23 ± 1.5, 1 male) performed a reaction time version of a movement selection 
task. In the second and main experiment (MEG & behaviour), 27 healthy right-handed 
human participants (age: 23 ± 0.5 years, mean ± SE, 10 males) performed a movement 
selection task and a control task, using a delayed-response. Three participants who did 
not comply with the task were excluded from further analyses (see results), resulting in a 
total number of 24 datasets. The study was approved by the local ethics committee and 
a written informed consent was obtained from the subjects according to the Declaration 
of Helsinki.
Experimental design and procedure
This study comprised two experiments. In the first experiment we assessed the duration 
of the selection of grasping movements. In the second and main experiment, we 
measured changes in neural activity associated with the selection of those movements 
using MEG. To keep the selection process in both experiments as similar as possible, 
both experiments were performed while participants sat upright in an illuminated 
magnetically shielded room, facing a projection screen. 
In the first experiment, participants performed a reaction time version of the movement 
selection task. In this task, a black-white cylinder was presented at the centre of the 
screen and participants were asked to imagine grasping the middle-third of the cylinder 
using whole hand prehension (Figure 1C). Each trial started with the presentation of a 
fixation cross on the centre of a grey screen (range: 3000 - 4000 ms, randomly sampled 
from a uniform distribution) followed by the image of the cylinder (covering 13° x 
2.3° of visual angle, projected on the centre of the screen, Figure 1A).  The cylinder 
consisted of a black part and a white part, with slightly different surface areas (e.g. 54% 
black and 46% white, or vice versa, counterbalanced across trials). The difference in 
surface area was irrelevant for the movement selection task, but was used in the control 
task of the second experiment (see below). Across trials, the cylinder’s orientation on 
the transverse plane varied across 30 different possibilities, between 0° and 348°, in 
steps of 12°, with 0° being the vertical position, and 36° as the minimum orientation 
difference between two subsequent trials. As soon as participants finished imagining the 
grasping movement, they reported whether their thumb was on the black or the white 
part of the cylinder by saying out loud either “black” or “white”. The interval between 
the presentation of the stimulus and the onset of the verbal response provided a measure 
of the duration of the movement selection process. We used a verbal response to avoid 
the confound of spatial congruency effects between the location of the thumb relative 
Spatiotemporal dynamics of the alpha and beta rhythms – an MEG study
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to the cylinder and the location of a button-press relative to the body. The presentation 
of the stimuli and the detection of the onset of the verbal responses were controlled by 
Presentation 14.9 (Neurobehavioral Systems). Participants completed 480 trials of this 
task. Trials in which the automatic voice-onset detection was incorrect (e.g. premature 
triggering by noise or failure of triggering if verbal response was not loud enough) were 
excluded from the analysis (1 ± 1%, mean percentage of rejected trials ± SE). 
In the second and main experiment of this study, we measured changes in neural activity 
associated with movement selection. Participants performed the same movement 
selection task, but now used a delayed-response to exclude the possibility that preparing 
to report the decision could influence cerebral activity evoked during performance of 
the task. On each trial, the cylinder was replaced after 1500 ms by a response screen 
consisting of two squares (one black and one white, 2° x 2° of visual angle) located at 
the left and right side of the horizontal centre plane (11.6° of visual angle apart), and 
were presented until a response was made. Participants reported “black” or “white” by 
pressing one of two buttons with the index finger of their left or right hand respectively, 
according to the relative location of corresponding white/black squares on the response 
screen (Figure 1E). Because the relative location of the black and white squares on the 
response screen was pseudo-randomized, participants could only decide which finger 
to use for reporting their decision after presentation of the response screen, excluding 
the possibility that preparing to report the decision could influence cerebral activity 
during performance of the movement selection task. During the task, participants were 
instructed beforehand on which hand they would imagine moving. This instruction 
changed every 10 trials over 48 blocks, for a total of 480 trials (240 trials per hand). 
In addition, in the main experiment participants also performed a control task 
(ordercounterbalanced across participants). In the control task, which used the same 
visual input and response contingencies, participants reported which side of the 
stimulus was larger (“black” or “white”). The control task allowed to correct for neural 
changes unrelated to the imagery process, such as those evoked by the visual input. 
Participants performed 240 trials of the control task (480 for four participants). In both 
experiments, tasks included short breaks every 60 trials, where participants indicated 
themselves when they were ready to continue (typically after 1 - 2 minutes). 
Data acquisition
Ongoing brain activity was recorded continuously using a whole-head MEG system 
with 275 axial gradiometers (VSM/CTF system, 300 Hz low-pass filter, 1200 Hz 
sampling rate). The participant’s head position with respect to the MEG sensor array 
was monitored during the course of the experiment using localization coils attached to 
the anatomical landmarks, i.e. the nasion and left and right ear canals [70]. To correct 
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for eye and actual arm movements in the offline analysis, we also recorded electro-
oculograms (EOG) and electro-myograms (EMG) using a bipolar montage of 10 mm 
Ag-AgCl surface electrodes placed on the supraorbital and infraorbital ridge of the left 
eye (vertical EOG) and on the outer canthi (horizontal EOG), and on the left and 
right forearms approximately above the musculus brachioradialis and the musculus 
flexor digitorum superficialis. EMG signals were high-pass filtered (20 Hz), rectified 
and integrated (root-mean square) over the task interval (0 - 1500 ms after stimulus 
presentation). Structural T1 MRI scans for forward modeling were obtained for all 
subjects on either a Siemens 1.5T Avanto (TR/TE 2250ms / 2950ms) or a Siemens 
3T Trio MRI scanner (TR/TE 2300ms / 3030ms). During MR acquisition, identical 
earplugs (now with a vitamin E capsules in place of the MEG localization coils) were 
used for co-registration of the MRI and MEG data. 
Data analysis
In the movement selection task, we tested whether the reports of the participants were 
sensitive to the biomechanical constraints imposed by the anatomy of the left and right 
arms. These constraints predict that the preferred manner in which the cylinder would 
be grasped with either hand would be modulated by the orientation of the stimulus, 
and would give rise to two orientations where the preferred grasping switches from the 
white to the black side of the cylinder (switch-points). For the left hand, these switch-
point orientations are expected to be in the bottom-right and top-left quadrant (90° 
- 180° and 270° - 360° respectively). Grasping with the right hand should give rise 
to similar switch-points at orientations that are mirror images of those found for left 
hand imagery, in the top-right and bottom-left quadrants (0° - 90° and 180° - 270° 
respectively). Stimuli with orientations around the switch-points could potentially be 
grasped using two different hand configurations (thumb either on the black or the white 
part of the cylinder). We reason that these stimulus orientations would place a higher 
demand on the selection process of the movement, as a decision has to be made between 
two possible movements (Figure 1B). In contrast, stimulus orientations orthogonal to 
the switch-points show a clear preferred hand configuration in which they are grasped 
and hence place a lower demand on the process of action selection (Figure 1B). The 
relative task demand of each orientation can therefore be expressed as the trial-by-trial 
variability in which the stimulus is grasped. The orientations of the switch-points were 
defined for each participant separately by fitting a sine wave to the behavioral data, 
where the zero-crossing of the sine wave determined the switch-points. To obtain robust 
estimates of the effect of task demand on MEG data, we define “high demand” stimuli 
as those stimuli oriented around the switch-points (range: four orientation bins, i.e. 
-24° to +24°) and compared those stimuli orientations to “low demand” orientations, 
orthogonal to the switch-points and covering an equivalent range. 
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MEG data analysis was performed using the FieldTrip toolbox [71] and custom 
MATLAB code (Matlab 7.9, MathWorks). The preprocessing of the data consisted of 
three steps. First, trials containing large transients (e.g. due to sensor noise or SQUID 
jumps) or muscle artefacts were removed using a semi-automatic procedure with an 
adaptive threshold based on the z-scores of the data (large transients: cut-off z-value 50 
± 5, mean ± SE; muscle artefacts: band-pass filtered data (110 - 140 Hz, i.e. a frequency 
band containing most muscle-related effects), cutoff z-value 16 ± 1, mean ± SE). 
Next, all trials were visually inspected and trials that contained residual artefacts were 
removed from the data. Finally, trials which showed EMG activity during the imagery 
interval (defined as EMG signals larger than two standard deviations from the root-
mean square of EMG signals for each subject and condition) were removed, resulting in 
82%  ± 4% (mean ± SE) of the original trials being included for further analysis.
MEG source reconstruction & spectral analysis
The neural sources generating the sensor level MEG data where reconstructed by 
adopting two beamforming techniques to either extract the topographical distribution 
of a time- and frequency-range of interest (Dynamic Imaging of Coherent Sources 
(DICS), Gross et al. 2001; Liljeström et al. 2005) or to estimate the MEG time series at 
a topographical region of interest for subsequent spectral analysis (Linearly Constraint 
Minimum Variance (LCMV), Van Veen et al. 1997). Participant-specific anatomical 
MRIs were used to linearly transform a 3D template grid (1 cm spacing) in Montreal 
Neurological Institute (MNI) coordinates to the coordinates system specific to the 
participant’s head. We subsequently applied the inverse of this transformation to obtain 
grid points at matched brain locations across participants. Spatial filters were constructed 
for each of the grid positions, passing the activity from the location of interest with unit 
gain, while maximally suppressing activity from all other possible sources of neural and 
non-neural activity. The DICS spatial filter is constructed from the lead field and the 
cross-spectral-density matrix of the data. The lead field is the physical forward model 
of the field distribution calculated from an assumed source at a given location and the 
participant-specific volume conduction model of the head. Here, we used a single-shell 
volume-conduction model of the brain, based on the brain boundaries determined by 
the segmented anatomical MRI to compute the lead field [75]. Source localization using 
the DICS beamforming approach was performed separately for the different frequency 
bands (alpha: 7.5 – 12.5 Hz; beta: 15 - 25 Hz; and a frequency range encompassing 
both the alpha- and beta-bands: 7.5 – 25 Hz) for a window of interest during stimulus 
presentation (600 to 1000 ms) and for a pre-stimulus baseline interval (-600 to -200 ms), 
using a common spatial filter based on the pooled data from both time intervals. The 
interval of 600 to 1000 ms was selected for showing the largest power difference between 
left and right hand imagery at the sensor level (orthogonal to all subsequent analyses). 
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We estimated the spatial topographies of source power separately for all conditions (left 
hand imagery, right hand imagery and control condition) and subsequently contrasted 
the power estimates between all points in our grid (i.e. all voxels). Two regions of interest 
were selected by contrasting the spatial topographies of left and right hand imagery over 
a frequency range encompassing both alpha- and beta-bands. We selected the voxels 
that showed the largest difference between the two conditions as regions of interest. The 
location of these voxels corresponded to the left and right sensorimotor cortices (MNI 
coordinates: [42 -30 60] & [-50 -38 48]). In order to obtain the time courses at these 
spatial locations, the sensor-level time courses were projected through two spatial filters, 
corresponding to the two regions of interest. These spatial filters were obtained using an 
LCMV beamforming approach, which is identical to the DICS beamforming approach, 
but uses the covariance matrix of the sensor level MEG data instead of the cross-spectral 
density matrix. After reconstructing the sensor-level time series at the location of the 
sensorimotor cortices, time-frequency representations (TFRs) were calculated over a 
frequency range of 5 - 40 Hz using a Fourier transform approach. Each data segment 
was multiplied with a Hanning taper and spectral power was estimated every 50 ms 
using a 400 ms sliding window with a step-size of 1.25 Hz (resulting in 5 Hz frequency 
smoothing). All power spectra were baseline corrected and expressed as relative changes 
compared to a pre-stimulus baseline interval (baseline period: -600 to -200 ms before 
stimulus onset).  The relevant trials for each analysis were averaged by taking the median 
of the power spectra (within subjects). For visualization purposes, line plots have been 
smoothed using a weighted sliding window, averaging over a range of ± 2 data points 
(smoothing kernel: [⅓ ⅔ 1 ⅔ ⅓]) and TFRs have been interpolated and smoothed using 
Fieldtrip.  
Statistical inferences of MEG data
We considered two differential effects during corresponding events in the movement 
selection and control conditions: (1) modulation of signals by selection demands, and 
(2) movement selection versus the control condition. The reliability of these differential 
effects was tested using non-parametric cluster-based permutation statistics as a means 
to control for multiple comparisons, while retaining optimal sensitivity [76, 77]. This 
procedure entails three steps: first, separate paired-sample t-tests are performed for all 
data points between the two conditions of interest. Second, clusters of adjacent data 
points (adjacent in time, space and/or frequency) are defined by means of a clustering 
algorithm using a threshold of p < 0.05. Finally, these clusters are evaluated against 
a permutation distribution, obtained by 10,000 permutations of randomly shuffling 
the conditions within all participants, resulting in a Monte-Carlo p-value. Because the 
power changes for movement selection with the left and right hands were symmetrical, 
left and right hand imagery trials were combined by considering the sensorimotor 
cortices as ipsi- and contralateral to the grasping hand to gain maximal sensitivity. In 
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the control condition, the power over the sensorimotor cortices was averaged over the 
left and right hemispheres. For statistical inference, clusters were defined using time (0 
- 1500 ms) and frequency (alpha 8 - 12 Hz, beta 15 – 25 Hz) as clustering dimension. 
All statistical tests were performed separately for the alpha and beta frequency ranges, 
allowing for data-driven clusters within the frequency bands. 
The modulatory effect of task demand was also assessed by evaluating whether the 
spectral power during movement selection (averaged over 0 - 1500 ms after stimulus 
presentation) was correlated with task demands. We computed vectors for each subject 
describing the spectral power and relative task demand as a function of stimulus 
orientation. After applying smoothing to both the behavioural and the spectral data to 
reveal the underlying patterns (weighted moving sliding window average over a range of 
± 2 orientations, smoothing kernel: [⅓ ⅔ 1 ⅔ ⅓], Pearson correlation coefficients were 
calculated between task demand and spectral power for both hands. This procedure 
resulted in four correlation coefficients per subject: 1 (‘task demand’) x 2 (‘hemisphere’: 
ipsilateral, contralateral) x 2 (‘frequency’: alpha, beta). The correlation coefficients 
were tested to deviate from zero by a two-sided t-test and the functional dissociation 
of alpha- and beta-band rhythms was tested by a two-way repeated measure ANOVA 
on the absolute values of the correlation coefficients  (2 (‘frequency’: alpha, beta) x 2 
(‘hemisphere’: ipsilateral, contralateral)).
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Results
Task performance
In the first experiment we assessed the duration of selecting grasping movements using 
a reaction time version of the movement selection task. Participants selected how to 
grasp the cylinder with either their left or right hand and, as soon as the movement was 
completed, indicated with a verbal response which part of the cylinder was held by their 
thumb (“black” or “white”). Selecting those movements took 1165 ± 80 ms and 1110 
± 80 ms, for left and right hand respectively (mean ± SE). For each hand, there were 
stimulus orientations that participants reported grasping with under- and overhand 
postures equally frequently (switch-points). We label these and their neighbouring 
orientations (± 24 degrees around the switch-points) as “high demand” orientations, 
given that in these trials participants needed to select from two possible actions (Figure 
1B, C). Similarly, “low demand” orientations, which showed a clear preferred manner 
in which they were grasped, were selected orthogonal to the “high demand” orientations 
(Figure 1B, C). Task performance indicated that “high demand” trials took longer to 
solve than “low demand” trials (Figure 1D). The difference in reaction time between 
high and low demand trials for the left hand was 190 ± 60 ms (t(11) = 5.5, p < 0.0005) 
and for the right hand was 155 ± 95 ms (t(11) = 5.8, p < 0.0005; mean ± SE, p-values of 
paired-sample t-tests). Furthermore, the switch-points were shifted by 180° depending 
on the hand the participants were asked to imagine moving (left hand:  143 ± 6° and 323 
± 6°, right hand: 34 ± 8° and 213 ± 8°, mean switch-point ± SE; figure 1B), in line with 
the biomechanical constraints of the left and right arms (Figure 1C). To ascertain that 
participants were engaged in the task for the entire course of the experiment, we split 
the behavioural data in four temporal windows (epochs). Both the difference between 
low and high demand trials as well as the switch-point were present across all epochs.   
In the second and main experiment of this study, we recorded neural changes associated 
with movement selection using MEG. A delayed-response was introduced to exclude the 
possibility that preparing to report the decision could influence cerebral activity evoked 
during performance of the movement selection task. During the delayed-response version 
of the movement selection task, participants showed a pattern of switch-points similar 
to that observed in the first experiment (left hand:  150 ± 8° and 326 ± 7°, right hand: 
36 ± 6° and 214 ± 6°, mean switch-point ± SE) present across the whole experiment. 
This behavioral pattern was consistently found in all but three participants. As these 
three participants did not consider biomechanical constraints during task performance, 
their data were excluded from further analyses. Additionally, participants performed a 
control task using the same visual input and response contingencies, where participants 
reported which side of the stimulus was larger (“black” or “white”). The control task 
allowed to correct for neural changes unrelated to the selection process, such as those 
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Figure 1. Task design and behavioral performance. A) In the first experiment, participants performed 
a reaction time version of the movement selection task. Each trial started with a fixation cross, 
followed by an image of a tilted cylinder. Participants selected how to grasp the cylinder with either 
the left or right hand (blocked). As soon as participants finished selecting the grasping movement, 
they reported whether their thumb was on the black or the white part of the cylinder by saying out 
loud either “black” or “white”. Some stimulus orientations afforded two ways in which the cylinder 
could be grasped, which were more demanding in terms of selecting an action plan, compared 
to orientations that afforded only one grip (panel C). B) Percentage of trials in which participants 
Chapter 2
32
evoked by the visual input. In the control task participants committed very few errors 
(98 ± 4% correct, mean ± SE).
Dissociation of alpha and beta: modulation by task demand
While participants imagined how to grasp the cylinder, power in the alpha- and beta-
bands decreased over occipital, parietal and sensorimotor regions. In both frequency 
ranges, the power decrease over the sensorimotor cortex was strongest for the hemisphere 
contralateral to the grasping hand. Therefore, contrasting left and right hand trials 
gave rise to similar lateralized power distributions over the sensorimotor cortices for 
both rhythms (Figure 2A & B). To investigate whether the alpha- and beta-band 
rhythms could be functionally dissociated, we assessed how task demand modulated 
the evoked power changes in both frequency ranges. When subjects selected how to 
grasp objects that afforded two grip types (“high demand” trials) the alpha-band power 
in the ipsilateral sensorimotor sensors was significantly higher compared to the “low 
demand” trials that afforded only one grip type (Figure 2C & E, 104 ± 2 trials per 
subject per condition, mean ± SE). Cluster-based permutation statistics (using time 
and frequency as clustering dimensions) showed this effect to be present in the alpha-
band (10 - 12.5 Hz) between 700 and 1250 ms after stimulus presentation (p < 0.01), 
within the timeframe of the imagined movement (Figure 1D). Concurrently, beta-band 
activity showed a stronger power decrease for “high demand” trials over the contralateral 
sensorimotor sensors (Figure 2D & F). This modulation was present in the beta-band 
(16 - 20 Hz) between 1100 and 1300 ms after stimulus presentation (p < 0.05), within 
the timeframe of the imagined movement (Figure 1D). The dissociation of the alpha- 
and beta-band rhythms was further qualified by correlating the relative task demand 
as a function of stimulus orientation to the alpha- and beta-band power in the ipsi- 
and contralateral sensorimotor cortices in those trials (averaged over 0 - 1500 ms after 
stimulus presentation).  Alpha-band power in the ipsilateral sensorimotor cortex showed 
a positive correlation with task demands, whereas beta-band power in the contra-lateral 
sensorimotor cortex showed a negative correlation with task demands (insets in Figure 
2E & F; ipsilateral alpha: -0.12 ± 0.06, t(23) = 2.3, p < 0.5; contralateral beta: 0.14 ± 
reported to have grasped the cylinder with their thumb on the white part, as a function of cylinder 
orientations, during trials involving the left and the right hand (green and red curves, respectively). 
The dashed segments of the lines indicate the regimes of stimulus orientations of high and low 
demand trials. Shaded areas indicate ± 1 SE. High demand trials were consistently associated with 
longer reaction times (panel D; mean reaction time ± 0.5 SE of the difference between conditions; 
asterisks indicate p < 0.0005, paired-sample t-test). E) In the second experiment, participants 
performed a delayed-response version of the movement selection task. After 1.5 seconds the 
cylinder was replaced with a response screen containing a black and a white square in pseudo-
randomized order. The overall pattern of the responses in the delayed-response version of the task 
was very similar to that of the reaction time version of the task (panels B & F). 
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Figure 2.  Source-reconstructed distribution of differential power changes between 600 and 1000 
ms after stimulus presentation between movement selection trials involving right or left hand 
are shown for the alpha- and beta-band frequency, respectively (Panels A & B). Dashed circles 
indicate the location of the voxels that were selected for subsequent analyses.  The time-frequency 
representations show the differential power changes measured during movement selection with 
high and low movement selection demands (Panels C & D). At the sensorimotor cortex ipsilateral 
to the grasping hand, there was a relative increase in alpha-band power in trials with high selection 
demands compared to trials with low selection demands (panel C). The sensorimotor cortex 
contralateral to the grasping hand showed a relative decrease in beta-band power (panel D). Black 
dashed lines mark the time-frequency boundaries of significant clusters. The line plots illustrate 
the temporal dynamics of the baseline-corrected power changes during motor imagery trials in 
the sensorimotor cortex ipsilateral (panel E) or contralateral (panel F) to the grasping hand. The 
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0.06, t(23) = -2.1, p < 0.5; average Pearson correlation coefficients ± SE, p values of two-
sided t-tests).  The dissociation of the alpha- and beta-band rhythms was apparent from 
the significant interaction of frequency and hemisphere (2 (“frequency”: alpha, beta) x 
2 (“hemisphere”: ipsilateral, contralateral) two-way repeated measure ANOVA on the 
absolute values of the correlation coefficients, F(1,23) = 4.4, p < 0.05). 
Dissociation of alpha and beta: movement selection vs. control task 
The second approach to investigate the functional dissociation of alpha- and beta-band 
rhythms was to compare the evoked power changes during movement selection to a 
control condition. Using this approach, we correct for power changes unrelated to the 
selection process, such as those evoked by the presentation of the stimuli or preparing 
a response. In the control condition, participants were presented with the same visual 
input, but instead of imagining grasping the cylinder, participants judged whether the 
black or the white part of the stimulus was largest. While participants were engaged in 
the control task, power in the alpha- and beta-bands decreased over occipital, parietal 
and sensorimotor regions. Relative to the control task, the dynamics of the sensorimotor 
power changes evoked during movement selection were qualitatively different across 
the alpha- and beta-bands. In the alpha-band, the dynamics of the control condition 
closely matched the dynamics observed in the sensorimotor cortex contralateral to the 
imagined hand movements (Figure 3C). Put differently, movement selection increased 
alpha-band power in the sensorimotor cortex ipsilateral to the grasping, as compared 
to control. Cluster-based permutation statistics (using time and frequency as clustering 
dimensions) showed that this increase in oscillatory power occurred in the alpha-band 
(9 - 12.5 Hz) between 350 and 1150 ms after stimulus presentation (Figure 3A, p 
< 0.01), within the  timeframe of the grasping movement (Figure 1D). In the beta-
band, the dynamics of the control condition initially matched the sharp power decrease 
observed also during movement selection with the contralateral hand, but later showed 
an equally sharp rebound to baseline values, matching more closely the power values 
observed during movement selection with ipsilateral hand (Figure 3D). Put differently, 
movement selection decreased beta power in the sensorimotor cortex contralateral to 
the grasping hand, as compared to control. Cluster-based permutation statistics (using 
time and frequency as clustering dimensions) showed that this decrease in oscillatory 
power occurred in the beta-band (15 - 20 Hz) between 600 and 1050 ms after stimulus 
presentation (Figure 3B, p < 0.025), within the  timeframe of the grasping movement 
(Figure 1D). 
grey bars along the x-axes indicate the time interval of the clusters shown in panels C & D. Shaded 
areas indicate ± 0.5 SE of the difference between conditions. The insets of panels E & F show the 
average Pearson correlation coefficients between task demand and alpha- and beta-band power, 
respectively (error bars represent ± 1 SE, asterisks indicate p < 0.025, one-sided t-test). 
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Figure 3. Source-reconstructed time-frequency representations of differential power changes 
between movement selection and control tasks are shown for the ipsilateral (Panel A) and 
contralateral sensorimotor cortices (Panel B). At the sensorimotor cortex ipsilateral to the grasping 
hand, there was a relative increase in alpha-band power in the movement selection condition 
compared to the control condition (Panel A). The sensorimotor cortex contralateral to the grasping 
hand showed a relative decrease in beta-band power (Panel B). Black dashed lines mark the 
time-frequency boundaries of significant clusters. The line plots (panels C & D) illustrate baseline-
corrected power changes of alpha- and beta-band power measured over sensorimotor cortices 
during movement selection and control trials. The line plots distinguish between power changes 
evoked in the sensorimotor cortex ipsilateral (“Ipsi”) and contralateral (“Contra”) to the imagined 
hand. The grey bars along the x-axes indicate the time intervals of the clusters shown in panels A & 
B. Shaded areas indicate ± 0.5 SE of the differences between imagery and control trials. 
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Discussion
This study explored the relative contribution of alpha- and beta-band oscillations 
during the selection of goal-directed grasping movements. Neural signals were recorded 
with MEG while subjects imagined how to grasp a tilted cylinder. There is one main 
finding, confirmed in two different experimental settings: during movement selection, 
oscillatory power in the alpha-band is increased in the sensorimotor cortex ipsilateral 
to the grasping hand, whereas the oscillatory power in the beta-band is concurrently 
decreased in the contralateral hemisphere. This finding emerged within the movement 
selection task, when trials with high selection demands were compared to trials with 
lower movement selection demands. The same pattern of power changes was observed 
when movement selection trials were compared to control trials with identical stimuli 
and responses. In both analyses, the dissociation of alpha- and beta-band power was 
observed within the timeframe of the grasping movements. This study provides novel 
empirical evidence for the notion that neural oscillations in the alpha- and beta-bands 
support the simulation of actions with different functional mechanisms, within a single 
paradigm. These findings are in line with previous theoretical suggestions [78–80], and 
call for a re-evaluation of the role of alpha- and beta-band rhythms in the sensorimotor 
system. We propose that neural oscillations in the alpha-band mediate the allocation of 
computational resources by disengaging task-irrelevant cortical regions. In contrast, the 
reduction of neural oscillations in the beta-band is directly related to the disinhibition of 
neuronal populations involved in the computations of movement parameters. 
Previous studies investigating task-induced modulations of alpha- and beta-band power 
have not identified the dissociation shown in this study [31, 32, 81–83]. However, 
those studies did not investigate differential effects of task demand on spectral profiles 
nor included a neutral control condition. Without these manipulations, the temporal 
dynamics of spectral power evoked during motor imagery appears similar across alpha- 
and beta-bands (Figure 3C & D). This study indicates that the similarity of the lateralized 
pattern in the power distribution of alpha- and beta-band oscillations is superficial and 
arises from different computational mechanisms. 
The role of alpha-band oscillations in movement selection
We interpret the relative increase of alpha-band power in the ipsilateral hemisphere as 
the inhibition of neuronal ensembles interfering with current task requirements. This 
interpretation is in line with the notion that alpha-band oscillations implement “gating 
by inhibition” [36]. Within this framework, stronger oscillations in the alpha-band are 
a mechanism for inhibiting neuronal processing in task-irrelevant cortical regions. This 
framework has been developed on the basis of lateralized power changes observed during 
selective spatial processing of sensory material, first in occipital and parietal regions 
[84–86], and then in the somatosensory system [87–91]. This study generalizes this 
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framework to sensorimotor processing, showing that during movement selection the 
alpha-band power is selectively increased in the ipsilateral sensorimotor cortex.
The modulation of alpha-band power related to the simulation of the movements 
occurred predominantly in the ipsilateral sensorimotor cortex. This task-specific effect 
was embedded in a generic bilateral decrease of alpha-band power, which was present 
during both the movement selection and the control condition. These findings show 
the lack of specificity intrinsic in the relative decrease in alpha-band power between 
baseline and task epochs. This finding has important consequences. It challenges the 
wide-held view that reduced alpha-band power in sensorimotor regions (or mu-rhythm 
desynchronization) can be used as a reliable marker of sensorimotor processing [31, 82, 
92–96]. We suggest instead that a decrease in alpha-band power is generally driven by 
processes unrelated to sensorimotor processes, e.g. power changes driven by the visual 
input or changes in arousal. 
One might ask what is actually inhibited by the alpha-band power increase observed in 
this study. For instance, the increased alpha-band power could reflect the inhibition of 
a specific movement, namely an affordance of a grasping movement with the hand that 
was not used for imagery (intermanual conflict). However, participants did not need to 
acutely inhibit the irrelevant hand on each trial, given that the relevant hand was pre-
selected over blocks of ten subsequent trials. Moreover, if the increase in alpha-band 
power was driven by intermanual conflict, one would expect this effect to be especially 
prominent during the first trials of each block, where participants had just changed the 
hand they used for imagery. Additional analyses did not show such an effect for the first 
versus the last trials of each block (data not shown). Furthermore, alpha-band power 
increased even further when subjects selected between over- and underhand grips that 
involved the same hand. These observations argue against the inhibition of a grasping 
movement with the non-selected hand. It seems more parsimonious to infer that the 
increase in alpha-band power implements a generic filtering mechanism for reducing the 
set of neuronal ensembles involved in the simulation of an action in order to reallocate 
computational resources.
The role of beta-band oscillations in movement selection 
The contralateral dominance of the beta-band power decrease and its modulation 
by task demand suggests that the power changes in this frequency band are directly 
related to the disinhibition of neuronal populations involved in the specification of 
motor parameters. These observations fit with the notion of beta-band oscillations as an 
anti-kinetic rhythm that emerges throughout a network encompassing the cerebellum, 
basal ganglia, thalamus, spinal cord and cortical sensorimotor regions [8, 38, 50, 97]. 
The functional relevance of the beta-band rhythm in the disinhibition of neuronal 
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populations becomes particularly clear in Parkinson’s disease (PD), where pathological 
high beta-band activity severely compromises movement initiation and execution [8, 
97]. Stimulation of the subthalamic nucleus at the beta-band frequency further enhanced 
these symptoms in PD patients [98], suggesting a causal role between beta-band activity 
and the disinhibition of these neuronal populations. Similar results have been found 
when rhythmic activity was induced in the motor cortex of healthy participants using 
transcranial current stimulation (tACS). Stimulation in the beta-band frequency 
range was particularly effective in slowing movements and increasing the threshold of 
inducing a motor response [42, 43, 99]. However, suppression of beta-band activity per 
se is unlikely to be directly related to the computations of movement parameters. For 
instance, in previous studies, preparation of movements of different hand configuration, 
force and/or direction could not be discriminated based on their beta-band activity 
[100–102]. We therefore propose that the reduction of beta-band power weakens 
inhibition over the sensorimotor cortex, allowing neuronal populations to converge 
into a state-space suitable to initiate an action [103, 104]. This interpretation is in 
line with the observation that stimulus orientations affording grasping movements with 
both under- and overhand grasps were associated with a stronger and longer decrease 
in beta-band power. In those trials, a larger neuronal search-space needs to spanned 
[13], implying a stronger and longer dishinibition through beta-band suppression. A 
similar modulation of beta-band power was observed by Grent-‘t-Jong et al., where beta-
band was stronger when competition between multiple possible actions needed to be 
resolved [105]. These observations suggest that enhanced beta suppression is a relevant 
but indirect marker of selection between action plans, and different from the inhibitory 
mechanisms supported by oscillations in the alpha-band. 
Interpretational issues 
It remains unclear why both ipsilateral alpha-band power enhancement and contralateral 
beta-band power suppression emerged relatively late during the movement selection 
epoch (> 500 ms after stimulus presentation). One would expect this differential 
modulation to be present from the onset of the simulation of the movement, e.g. when 
the lateralization of alpha and beta lateralization becomes apparent (about 250 ms 
after stimulus presentation). Early aspects of these modulations in oscillatory power 
might have been statistically obscured by inter-subject variability, and more sensitive 
electrophysiological methods (e.g. electrocorticography) might help to better characterize 
the early dynamics of alpha- and beta-band power changes during movement selection. 
Another issue is that the modulation of oscillatory power as a function of task demands 
emerges later than the differential effect between movement selection and control trials. 
These numerical differences indicate that high and low demand trials share an initial 
phase where they both show a similar difference in spectral power relative to the control 
task, which is further sustained and enhanced in the high demand trials. The prolonged 
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duration of the electrophysiological effect matches the prolongation of the movement 
selection process with increasing selection demands, in line with the longer reaction 
times evoked during “high demand” trials. 
Similar lateralized power changes in the alpha- and/or beta-bands have been shown 
in studies of somatosensory attention towards anticipated sensory inputs [90, 91, 
106], and prediction of the somatosensory consequences of a movement is an intrinsic 
element of a motor simulation (Wolpert, 1997; Davidson and Wolpert, 2005; Shadmehr 
and Krakauer, 2008). However, a number of empirical and theoretical considerations 
argue against the possibility that the power changes reported in this study are directly 
related to anticipation of impending tactile information or somatosensory attention. 
First, during the imagery task, participants did not anticipate actual somatosensory 
feedback. Accordingly, there were no power changes in the pre-stimulus baseline period 
as a function of which hand was used to solve the task. This suggests that the observed 
power changes are not driven by somatosensory attention to the grasping hand. Second, 
power changes related to directing somatosensory attention to one hand or the other are 
not expected to be modulated by task demands, because attention would be matched 
across high- and low-demand trials. As both the alpha-band power in the ipsilateral 
sensorimotor cortex and the beta-band power in the contralateral sensorimotor cortex 
were modulated by task demands, these changes cannot be explained by directing 
somatosensory attention. 
Conclusions
Our current observations extend to the sensorimotor domain the notion that alpha-
band oscillations support the disengagement of task-irrelevant cortical regions [36], 
whereas a reduction in beta-band power allows specific sensorimotor neuronal ensembles 
to coordinate their computations of movement parameters [8, 97]. These findings 
contribute to a more refined understanding of the role of oscillatory rhythms in the 
sensorimotor system.  
40
41
Chapter 3
Causal contributions of alpha and 
beta rhythms to movement selection 
– a tACS study
Adopted from: Brinkman, L., Stolk, A., Marshall, T., Esterer, S., Sharp, P., Dijkerman, 
H. C., de Lange, F. P., and Toni, I. (2015). Enhancing sensorimotor alpha-band 
oscillations facilitates movement selection. Under revision
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Abstract
In the sensorimotor system, rhythmic neural activity in the alpha (8 – 12 Hz) and 
beta (15 – 25 Hz) frequency range reflects the selective (dis)inhibition of neuronal 
populations during preparation, imagery and execution of movements [28, 31, 32, 34, 
38, 107]. However, it is unclear whether and how each of these rhythms are necessary for 
motor behaviour. Here we directly manipulate those cortical rhythms with transcranial 
Alternating Current Stimulation (tACS) and show a dissociation between alpha and 
beta band contributions to movement selection. The study builds on the notion that 
movement selection involves not only computations of movement parameters, but also 
downregulation of task-irrelevant movements. We test the hypothesis that sensorimotor 
alpha-band oscillations are causally involved in controlling the latter [28]. Healthy 
human participants imagined how to grasp an object, while either a 10 or 20 Hz rhythm 
was concurrently imposed on the sensorimotor cortex, contra- or ipsilaterally to the 
grasping hand. Participants became faster in selecting actions while the sensorimotor 
cortex ipsilateral to the grasping hand was stimulated at 10 Hz. This facilitatory effect 
was selective: it occurred only during the 10 Hz stimulation epochs, it was reversed 
by stimulation at 20 Hz [42, 43], and it occurred only when a choice had to be made 
between multiple biomechanically-plausible actions. These observations reveal a hitherto 
neglected role of alpha-band oscillations as a fundamental mechanism for selecting a 
movement by inhibiting alternative motor solutions. 
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Results 
When selecting an action, activity in neuronal populations controlling particular 
features of that movement is enhanced, while other populations are downregulated [13, 
40, 41, 116]. The former operation has received considerable attention over the years 
[117–119], yet the most prominent neurophysiological phenomena occurring over 
sensorimotor cortex during preparation, execution and mental simulation of actions are 
spatio-temporal modulations of alpha- and beta-band oscillations [28, 31, 32, 38, 107], 
i.e. oscillations known to downregulate spiking activity [23–26]. Here we test whether 
alpha-band oscillations (8 - 12 Hz) provide a mechanism for the downregulation of 
cortical sensorimotor ensembles during movement selection. We investigate how direct 
electrophysiological modulation of sensorimotor rhythms by means of tACS [59, 60, 120] 
affects the duration of movement selection. The rationale for this electrophysiological 
intervention is based on the recent demonstration that alpha and beta rhythms have 
distinct functional properties in the sensorimotor system. When selecting a movement 
from a set of biomechanically-plausible actions, alpha-band power increases in the 
ipsilateral sensorimotor cortex, while beta-band power decreases in the sensorimotor 
cortex contralateral to the task-relevant effector [28]. Those observations lead to the 
hypothesis that an increase in alpha-band power inhibits cortical regions producing task-
irrelevant solutions [36], whereas a decrease in beta-band power disinhibits neuronal 
populations involved in the computations of movement parameters [97]. Accordingly, 
we reasoned that enhancing alpha-band power over neuronal populations producing 
task-irrelevant solutions should improve selection performance.
 We tested this prediction in a group of healthy human participants (N=38) 
performing a movement selection task that requires the integration of visual features 
of an object with current posture of the body and biomechanically-plausible end-states 
of the arm (Figure 1A, [1–3]). The participants were asked to imagine grasping a tilted 
cylinder with either their left or right hand and to report the end-state of the hand 
as soon as the imagined movement was completed. This task has proven effective in 
modulating sensorimotor rhythms driven by the selection of intrinsic states of the 
sensorimotor system [28, 68, 121, 122], removing the interpretational complications 
linked to cortical signals evoked by somatosensory reafference during movement 
execution, retrieval of arbitrary sensorimotor associations, or instructed-delay rules [55]. 
 While participants selected how to grasp the tilted cylinder, oscillations in 
the sensorimotor cortex ipsi- or contralateral to the grasping hand were concurrently 
modulated with short blocks of tACS (~1 minute) at either the alpha (10 Hz) or beta 
(20 Hz) frequency (Figure 1B). This intervention, known to enhance endogenous 
oscillatory activity in a frequency-specific manner [59–61, 120], was delivered according 
to a double-blind design, assessing its effects on the duration of the movement selection 
process. 
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 The preferred manner in which the cylinder was grasped depended on the 
orientation of the stimulus and followed the biomechanical constraints of the body 
(Figure 1C). When the cylinder was oriented such that multiple biomechanically-
plausible grasping configurations were possible, the duration of the selection process 
increased (Supplemental Figure 1). 
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Figure 1: Experimental design and task performance. A. Participants were asked to imagine grasping 
the middle third of a tilted black-white cylinder (“stimulus”), which could be in 1 of 15 different 
orientations. As soon as they selected the movement, they indicated with a verbal response (“black” 
or “white”) whether their thumb was on the cylinder’s black or white part. ITI, inter-trial interval.  B. 
While participants selected how to grasp the tilted cylinder, oscillations in the sensorimotor cortex 
ipsi- or contralateral to the grasping hand were independently modulated with short blocks (~1 
minute) of transcranial Alternating Current Stimulation (tACS) at either alpha (10 Hz) or beta (20 Hz) 
frequency. There were also trials that did not involve stimulation (‘no stim’), which were used for 
comparison with the stimulation conditions. C.  Percentage of trials in which participants reported 
to have imagined grasping the cylinder with their thumb on the white part, as a function of cylinder 
orientation, plotted separately for trials involving the left and the right hand. Dotted/dashed 
segments of the performance curves indicate cylinder orientations that afforded a single grasping 
configuration (e.g. 135 degrees for right hand trials, low-demand regime) or multiple grasping 
configurations (e.g. 45 degrees for right hand trials, high-demand regime), respectively. Shaded area 
indicate ± 1 SEM, line plots are sliding window averages over 2 consecutive object orientations. It can 
be seen that the preferred manner in which the cylinder was grasped depended on its orientation 
and followed the biomechanical constraints of the body. The high- and low-demand regimes evoked 
corresponding variations in action selection duration (Supplemental Figure 1).
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 The main finding is that, during those trials, the selection process was faster when 
the sensorimotor cortex ipsilateral to the grasping hand was stimulated at 10 Hz (Figure 
2A: interaction between tACS frequency (10 Hz, 20 Hz) and stimulated hemisphere 
(ipsilateral, contralateral), F
(1,32)
 = 5.6, p < 0.05). Post-hoc paired-sample t-tests indicate 
that ipsilateral 10 Hz stimulation evoked response times that were faster (by 22 ± 16 ms, 
2% of average response time) than ipsilateral 20 Hz stimulation (t
(32)
 = -2.8, p < 0.01) or 
contralateral 10 Hz stimulation (t
(32)
 = -2.2, p < 0.05). The tACS intervention did not 
alter the dependency of movement selection on stimulus orientation and biomechanical 
constraints (Supplemental Figure 2), indicating that the faster response times did not 
arise from a strategic shift towards the selection of a stereotypical grasping configuration. 
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Figure 2: Effects of tACS on action selection duration. A, B. The four bars represent the effects of tACS 
on the duration of selecting an action (relative to no tACS, in z-scores) for the different stimulation 
conditions (stimulation of the contralateral (pink) or ipsilateral (blue) sensorimotor cortex at either 
alpha (10 Hz) or beta frequency (20 Hz)) for high- and low- demand trials. During high-demand 
trials, action selection was faster when the sensorimotor cortex ipsilateral to the grasping hand 
was stimulated at 10 Hz (asterisks mark the significant interaction between stimulation frequency 
and stimulated hemisphere,  and the significant post-hoc paired-sample t-tests). C, D. Changes in 
oscillatory power relative to a prestimulus baseline period recorded using Magnetoencephalography 
(MEG) [28] in an independent group of participants performing the same task with a delayed manual 
response (same conventions as A and B).
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Three additional observations qualify the neurophysiological and functional specificity 
of the 10 Hz tACS facilitatory effect on the selection of ipsilateral hand movements. 
First, the pattern of behavioural effects induced by tACS closely matches the pattern 
of neurophysiological effects evoked during task performance in an independent group 
of participants (Figure 2C, adopted from [28]). Namely, when an action is selected 
from multiple biomechanically-plausible grasping configurations, alpha-band power 
increases over the ipsilateral sensorimotor cortex, whereas beta-band power decreases 
over the contralateral sensorimotor cortex. Given that tACS is known to enhance 
endogenous oscillatory activity in a site and frequency specific manner [59–61, 120], 
it is probable that the facilitatory effect of tACS on task performance was mediated by 
an enhancement of endogenous alpha-band power already present in the sensorimotor 
cortex ipsilateral to the grasping hand. By the same token, exogenous application of 10 
and 20 Hz oscillations over the sensorimotor cortex contralateral to the grasping hand 
likely hampered task performance by counteracting the endogenous disinhibition of task-
relevant populations, as indexed by the reduced alpha- and beta-band power observed 
over the contralateral sensorimotor cortex (Figure 2C). Second, the facilitatory effect of 
tACS on task performance disappeared in those trials affording a single biomechanically-
plausible grasping configuration (Figure 2B). In that circumstance, tACS prolonged 
task performance irrespectively of stimulation frequency or stimulation site (Fig 2B; 
main effect of stimulation: F
(1,32)
 = 5.0, p < 0.05; frequency x hemisphere interaction: 
F
(1,32)
  < 0.01, p > 0.9). The effect of tACS during those trials also matches the pattern 
of neurophysiological effects evoked during task performance (Figure 2D), providing 
further evidence for the notion that tACS effects are conditional on the presence of 
task-related endogenous oscillatory activity [61, 62]. Third, the facilitatory effect of 
tACS was also bound to the stimulation epoch, excluding the possibility that the effect 
is driven by homeostatic meta-plasticity phenomena associated with prolonged tACS 
interventions [123]. Namely, trials following tACS epochs had slower responses than 
trials following no-stimulation epochs (main effect of stimulation: F
(1,32)
 = 15.0, p < 
0.0005), but these effects did not depend on stimulation frequency, stimulation site, 
nor on task demands. 
Discussion
This study characterizes a neurophysiological mechanism for facilitating movement 
selection, showing that oscillations in the alpha-band play a causal role in the 
suppression of task-irrelevant neuronal populations in the human sensorimotor cortex. 
Local application of a 10 Hz rhythm superimposed over ongoing sensorimotor alpha-
band oscillations facilitates the selection of a movement, provided the 10 Hz rhythm is 
applied over the sensorimotor cortex ipsilateral to the grasping hand. The facilitatory 
effect is specific, occurring only when a movement is selected from a set of possible 
actions. Functionally opposite effects (i.e. longer selection times) were obtained during 
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a number of control interventions, e.g. stimulation delivered over the contralateral 
sensorimotor cortex or stimulation of the same sensorimotor region at 20 Hz. 
   Both interference and facilitatory effects of tACS might be driven by the 
same neurophysiological mechanism, namely a modulation of the dynamic shunting 
inhibition exerted by GABAergic interneurons over a local neuronal ensemble [36]. It 
is known that the magnitude of this dynamic inhibition is modulated by the amplitude 
of low-frequency oscillations in the local neural populations [27, 124], and that tACS 
can externally modulate the power of those endogenous oscillations when there is a 
frequency-matched endogenous rhythm in the cortex receiving the tACS intervention 
[59–61]. Accordingly, the strong alpha-band oscillations observed in the sensorimotor 
cortex ipsilateral to the selected hand (Figure 2C) provide a neurophysiological substrate 
that can be amplified by the 10 Hz tACS intervention. It is reasonable to assume that, 
under those circumstances, tACS can effectively potentiate the endogenous alpha-band 
rhythm, and thus increase the dynamic inhibition of the sensorimotor cortex ipsilateral 
to the task-relevant hand. In this framework, the causal contribution of alpha-band 
oscillations to movement selection would consist of downregulating local neuronal 
population producing solutions that violate task-instructions (e.g. grasping the object 
with the non-instructed hand).  
  By the same token, the current findings provide a neurophysiological mechanism 
for the known activity-dependent reduction of cortical excitability in the motor cortex 
ipsilateral to a task-relevant effector [112, 125, 126]. This interpretation is relevant 
because it extends to the motor system the general notion of ‘pulsed inhibition’ through 
which alpha-band activity is thought to adaptively gate neuronal processes across several 
sensory cortices [2, 17]. This interpretation also adds specificity to recent observations 
linking administration of 20 Hz oscillations over the motor cortex to reduced corticospinal 
excitability and movement velocity of the contralateral hand [42, 43, 62, 99]. Namely, 
the findings of the current study suggest that those interference effects arise from the 
imposition of a frequency-specific counterweight to the endogenous disinhibition of 
task-relevant neuronal populations during the selection stage of a movement. 
Interpretational issues  
Despite the presence of clear electrophysiological markers of neural changes evoked by 
task performance (Figure 2C), this study lacks direct evidence that the tACS induced 
local modulations of those rhythms. Acquiring that evidence would require the recording 
of electrophysiological signals during the application of tACS, an experimental set-up 
that has been invasively implemented in rodents [59]. Simultaneous tACS-MEG/EEG 
is becoming available in humans [60, 120, 127], but can entail reduced sensitivity and 
specificity. For instance, this study achieves high trial density during each tACS epoch by 
measuring behavioural consequences of the tACS intervention with an immediate verbal 
report. A simultaneous tACS-MEG setup would have required delayed reports [28], and 
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consequently less reliable estimates of task and intervention effects. By using experimental 
conditions optimized for showing the presence of movement selection facilitation during 
10 Hz ipsilateral sensorimotor stimulation, this study opens the way to characterize 
both local and system-level  neurophysiological changes evoked by tACS. Capturing 
local changes under the stimulating electrodes would be important for determining the 
spatial scale of the interactions between endogenous sources of task-related rhythms 
and the exogenously applied oscillations. For instance, 10 Hz tACS might potentiate 
either a spatially widespread alpha rhythm over the sensorimotor cortex ipsilateral to 
the relevant hand, or focal increases in alpha-band power in neuronal populations with 
direct projections to the spinal cord, pointing to different downregulation mechanisms. 
Capturing system-level changes would be important for understanding how the tACS 
intervention ultimately generates behavioural consequences by altering movement 
selection in cortico-striatal and cortico-ponto-cerebellar loops [128]. 
The facilitatory effect of ipsilateral 10 Hz tACS on movement selection could be bound 
to an experimental setup designed to evoke strong movement selection interference 
from the ipsilateral sensorimotor cortex. Namely, object orientations biomechanically 
compatible with multiple actions of one hand invariably afforded a single grasping 
action with the other hand. It remains to be seen whether the brain uses the same 
alpha-based mechanism for downregulating task-irrelevant sensorimotor regions that 
are spatially contiguous to task-relevant neuronal populations.
Conclusion
This study shows that alpha-band oscillations facilitate movement selection by inhibiting 
neuronal populations in the sensorimotor cortex ipsilateral to the task-relevant effector. 
The finding offers two elements of general relevance. First, the finding indicates that, in 
the sensorimotor system, the alpha rhythm operates by inhibiting neuronal populations 
that could produce task-irrelevant outcomes. This observation functionally differentiates 
alpha-band oscillations from the beta rhythm, known to govern the (dis)inhibition of 
neuronal populations relevant for the current task. Yet, both alpha and beta functions 
might operate through the same circuit-level mechanism, i.e. modulation of dynamic 
shunting inhibition [27, 36, 124]. Second, the finding offers a neurophysiologically-
grounded account of how human performance can be enhanced with non-invasive 
stimulation techniques. Namely, by targeting endogenous inhibitory rhythms evoked 
by task performance, tACS can effectively reduce the search-space of solutions that 
need to be considered when solving a motor task, leading to enhanced performance. 
Accordingly, this study opens the possibility of exploiting the hitherto ignored role of 
alpha-band oscillations in the ipsilateral sensorimotor cortex, with potential applications 
in controlling neuroprosthetics [129–131], understanding movement selection deficits 
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in neurodegenerative disorders [97, 132], and boosting rehabilitation after neural 
damage [133–136].
Experimental Procedures 
Experimental procedures are summarized throughout the Results & Discussion section 
and are presented in detail in the Supplemental Experimental Procedures.
Supplemental Information 
Supplemental Information contains two Supplemental Figures and Supplemental 
Experimental Procedures.
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Supplemental Figure 1: Action selection duration. Duration of action selection (z-scores) as a 
function of cylinder orientation, plotted separately for trials involving the left and the right hand 
(all trials). Action selection took 990 ± 390 ms (left hand; mean ± SE) and 975 ± 400 ms (right hand). 
High- and low-demand regimes (see Figure 1) are marked with dashed/dotted segments. Action 
selection took longer (110 ± 20 ms, left hand; 105 ± 20 ms, right hand) when the cylinder afforded 
two different grasping configurations (high-demand trials) than when the cylinder could be grasped 
in a single manner (low-demand trials). For visualization purposes, the curves of individual subjects 
have been realigned based on their high demand orientations. Other conventions as in Figure 1.
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Supplemental Figure 2: Online and offline effects of tACS on action selection duration. A, B: Duration 
of action selection (z-scores) as a function of cylinder orientation for trials involving the right hand. 
Curves show action selection duration during trials involving tACS to either the contralateral (pink) 
or the ipsilateral (blue) sensorimotor cortex, at 10 Hz (bold lines), 20 Hz (light lines), or without 
stimulation (dotted lines). Other conventions as in Supplementary Figure 1. It can be seen that the 
tACS intervention did not alter the dependency of action selection on biomechanical constraints, 
an indication that the faster response times following 10 Hz stimulation over the ipsilateral 
sensorimotor cortex during high-demand trials did not arise from a strategic shift towards the 
selection of a stereotypical grasping configuration. C, D: same conventions as above, for trials 
involving the left hand, when no stimulation was applied. These curves were sorted according to 
the stimulation condition occurring in the preceding block, involving the right hand (see Figure 
1). This sorting procedure was applied to investigate potential offline effects induced by the tACS 
intervention. It can be seen that trials following tACS epochs had slower responses than trials 
following no-stimulation epochs (main effect of stimulation: F(1,32) = 15.0, p < 0.0005), but these 
effects did not depend on the frequency or the site of stimulation, nor on task demand. 
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Supplemental Experimental Procedures
Participants
38 healthy right-handed human subjects participated in this study (age 23 ± 3, mean 
± SE, 16 male). The study was approved by the local ethics committee and a written 
informed consent was obtained from the participants according to the Declaration of 
Helsinki.
Experimental design and procedure
Participants were screened for contra-indications for transcranial current stimulation 
(epilepsy, metal objects in the head, pregnancy, skin allergy or recent participation in 
other brain stimulation experiments). Three rubber electrodes were attached to the 
participant’s head, along the sagittal midline over the posterior parietal cortex, and laterally 
over left and right sensorimotor cortex (Figure 1). This montage allows for independent 
stimulation of each sensorimotor region. Following individual determination of 
stimulation intensity (see below), each participant performed 600 trials of a movement 
selection task (~1 hour, see below for task description). We investigated the effects of 
10 Hz and 20 Hz tACS applied during task performance over the left or the right 
sensorimotor cortex on the duration of task performance (within-subject design). 
Movement selection task
Participants sat in a chair within reaching distance of a computer screen in an illuminated 
room where they performed a movement selection task. This task was similar to that 
used in a previous study, differing only in terms of the modality of response [28]. Each 
trial started with the presentation of a fixation cross (duration 2 – 3 sec, sampled from 
a uniform distribution) after which a stimulus appeared on the screen. The stimulus 
consisted of a black-white cylinder (length: 17.5 cm, width: 3.5 cm) which was 
presented on a grey background at the centre of the screen and was oriented in 1 of 15 
different orientation (24 degrees apart). The participant was asked to imagine grasping 
the middle third of the cylinder using whole-hand prehension and to report whether 
their thumb was on the black or the white part of the stimulus (Figure 1A and 1C). As 
soon as the participants had selected how to grasp the object, they reported with a verbal 
response on which part of the stimulus their thumb was (saying out loud either “black” 
or “white”). The dependent measure of interest was the duration of the selection process, 
measured as the time between stimulus onset and the onset of the verbal response. 
Participants alternated the hand with which they imagined the grasping movement, in 
blocks of 10 trials, prompted by a visual cue (Figure 1B). This procedure prevented the 
emergence of stereotyped responses when repeatedly selecting movement with the same 
hand. The first trial of each block of 10 trials started with an additional fixation period 
of 5 seconds, to emphasize the switch of hands and to allow for the tACS intervention 
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to take effect. Every 60 trials participants had a short break (~1 minute) and re-started 
the task when they were ready to continue. Stimuli presentation and verbal response 
onset detection was performed with Presentation software (Neurobehavioral Systems). 
Participants’ responses (“black” or “white”) were logged manually. Trials in which voice-
onset detection was incorrect (e.g. premature triggering by noise or trigger failure by 
hushed responses) were removed (3 ± 4 %, mean ± SD percentage of rejected trials). 
Stimulation hardware & electrode placement
Stimulation was applied using a single channel transcranial current stimulator (DC-
stimulator PLUS, NeuroConn, Germany) and three flexible rubber electrodes (MedCat, 
the Netherlands). Two electrodes (5 x 5 cm) were placed over C3 and C4 (international 
EEG 10-20 system), as proxies for the left and right sensorimotor cortex [108]. A larger 
reference electrode (5 x 10 cm) was placed over parietal Pz. This montage was based on 
previous studies that reported effects of tACS during imagined movements [62, 99]. 
To reduce the impedance of the electrodes, the skin was first cleaned with alcohol and 
scrubbed with an abrasive gel (NuPrep, Weaver and Company, U.S.A). To ensure proper 
contact between the skin and the electrode, a layer of conductive paste (Ten20, Weaver 
and Company, U.S.A) was applied to both the electrode and the skin. These preparation 
steps typically took about 1.5 hours and resulted in low impedances of the electrodes (1 
± 0.5 kΩ, range: 0.4 – 2.3 kΩ). 
The waveform and intensity of the stimulation was controlled remotely with a custom 
signal generator. The output of the stimulator was routed to either the left or the right 
sensorimotor cortex using a custom switch-box. Both the signal generator and the 
switch-box were controlled by Presentation software (Neurobehavioural Systems). 
Stimulation parameters
As we did not want our participants to notice the on- or offset of the stimulation, 
we determined for each participant the subjective threshold where participants either 
noticed a sensation on the skin or perceived phosphenes as a results of retinal stimulation 
[109, 110]. 20 Hz tACS was applied to either the left or the right sensorimotor cortex 
while the stimulation intensity was incremented step-wise starting from 0.5 mA (peak-
to-peak). The stimulation intensity was incremented until the participant reported a 
sensation on the skin or phosphenes (with eyes closed) or when an upper bound of 2.0 
mA was reached. For the experiment, a stimulation intensity was used that was at least 
0.1 mA below the individual thresholds (mean peak-to peak amplitude: 1.1 ± 0.3 mA, 
range: 0.4 – 1.9 mA). This resulted in a mean current density of 45 ± 13 µA/cm2 for 
the electrodes over the sensorimotor cortices (22 ± 7 µA/cm2 for the electrode over Pz). 
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During the task, tACS was applied during right hand blocks only, as it has been shown 
that interhemispheric inhibition is strongest for movements with the dominant hand 
[111, 112]. We used short continuous blocks of stimulation that lasted for the duration 
of 10 trials (~ 1 minute) at constant stimulation intensity. The interposition of blocks 
of 10 trials involving the left hand allowed for washing out offline effects of stimulation 
[57, 113]. tACS was applied to the left or the right sensorimotor cortex using a 
sinusoidal waveform in either the alpha (10 Hz) or the beta (20 Hz) frequency range. In 
addition, a control condition was included were no stimulation was applied, resulting 
in 5 different stimulation conditions in total (Figure 1B). A single run of all stimulation 
conditions spanned 100 trials (5 x 10 right hand trials + 5 x 10 left hand trials). The 
experiment consisted of 6 of these runs, in which the order of the stimulation conditions 
was randomized within each run. Neither the subject nor the experimenter was aware 
of the order of the stimulation conditions (double-blind). The cumulative duration of 
stimulation was less than 30 minutes, resulting in a total charge density of less than 0.14 
C/cm2.
During the breaks and after the experiment, participants were asked whether they 
noticed anything related to the stimulation (sensation on the skin, phosphenes or 
otherwise). All but 2 participants indicated that they had not noticed anything related 
to the stimulation. One participant indicated that she occasionally felt a tingling 
sensation underneath the electrodes, and another indicated that he saw phosphenes. 
In both cases these sensations were reported in only one of the blocks. None of the 
participants noticed that the stimulation occurred during right hand trials only, nor 
could they distinguish the side or the frequency of the stimulation.
Data analysis
To verify that participants were engaged in action selection, we investigated whether 
the reported manner in which participants grasped the object was consistent with the 
biomechanical constraints of the body. These constraints predict that stimuli with certain 
orientations afford only one manner in which the object can be grasped (exclusively 
underhand or exclusively overhand grip), whereas stimuli with other orientations can be 
grasped equally well with either grip-type (under- and overhand grip). We refer to these 
stimulus orientations as ‘switch-points’. Switch-points were determined separately for all 
participants. The presence of switch-points at biomechanically plausible orientations was 
taken as evidence that the participant was engaged in movement selection. Moreover, 
the specific orientation of the switch-points should differ for selecting actions with the 
left and right hands (mirror images). Five participants (outside the set of 33 participants 
considered in this report) did not show distinct switch-points when selecting action 
with the left and right hand. Those subjects were excluded from further analyses, as this 
Chapter 3
56
was an indication that these participants did not switch hands correctly throughout the 
task.
The behavioural data was processed in three steps. First, outliers were removed using 
Cook’s distance (Cook, 1977; threshold: 3 times mean distance), a procedure optimized 
for removing outliers in data containing (linear) trends. As most participants became 
faster over the course of the experiment, overall trends were corrected by demeaning the 
data within each experimental run (100 trials). Finally, reaction times were indexed as 
z-scores, in order to account for differences in mean reaction times across participants 
[115]. 
We analysed the effects of the different stimulation conditions on the duration of the 
selection process separately for stimuli with orientations that afforded one grip type 
and stimuli with orientations that afforded two grip types. When an object affords 
two grip types, a choice has to be made between two competing action plans, which 
puts a larger demand on the process of action selection [13, 68]. We therefore consider 
trials with stimulus orientation within a 24 degree range of the switch-points (maximal 
trial-to-trial variability in selected grip-type) as ‘high demand’ trials (identical to the 
procedure reported earlier in [28]). In contrast, trials with stimulus orientation within 
24 degrees distance of orientations orthogonal to the switch-points (minimal trial-to-
trial variability in selected grip-type) were labelled ‘low demand’ trials. All analysis steps 
were performed using custom MATLAB code (MathWorks).
Statistical significance was assessed by means of repeated measure ANOVA’s with factors 
“stimulation” (yes, no), “stimulation site” (ipsi-, contralateral sensorimotor cortex), 
“stimulation frequency” (alpha, beta rhythm) and/or “task demand” (high, low) and 
post-hoc paired-sample t-test’s, using SPSS 21.  
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alpha and beta rhythms 
– an ECoG study
Adopted from: Brinkman, L., Stolk, A., Vansteensel, M.J., Aarnoutse, E. , Dijkerman, 
H.C., de Lange, F.P., Leijten, F.S.S., and Toni, I. (2015). Spatial and functional 
dissociation of alpha- and beta-band rhythms during movement selection.  In prep.
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Abstract
Rhythmic neural activity in the alpha- (8 – 12 Hz) and beta-band (15 – 25 Hz) 
frequency range is a well-established phenomenon in the sensorimotor system [31, 34, 
38, 137], where a decrease in either of those frequency bands reflects the disinhibition 
of neuronal ensembles [23–26]. Recently, we proposed that the alpha and beta rhythms 
contribute independently to movement selection, based on the observation that 
when choosing between multiple actions, spectral power in the beta-band decreases 
in the sensorimotor cortex contralateral the selected effector, while alpha-band power 
increases in the ipsilateral homologue [28]. However, it remains unclear how these 
rhythms contribute to movement selection, as the spatial resolution of those findings 
did not allow us to distinguish the neuronal populations that were recruited and/or 
inhibited by the different rhythms. Here we record neural data with high spatial and 
temporal precision using invasive recordings directly from the cortical surface (ECoG) 
in nine epilepsy patients, while they selected how to grasp a tilted cylinder. We show 
that the spatial distribution of increased alpha-band power around the sensorimotor 
cortex is extremely focal, and that those neuronal populations are spatially distinct 
from sensorimotor areas showing selection-related decreases in beta-band power. We 
interpret the latter observation as an indication that beta-band desynchronization marks 
the disinhibition of neuronal populations that constitute a search-space of potential 
movements. Increased alpha-band power might facilitate the exploration of that search-
space by excluding movement-related neuronal populations through inhibition.
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Introduction
Whenever we want to perform a movement, multiple actions need to be considered to 
select the one that best suits our current needs. It has been suggested that movement 
selection is implemented by mentally simulating alternative movements and evaluating 
their predicted outcomes [4, 11, 63]. When simulating a movement, specific neuronal 
populations controlling particular features of that movement need to be selected, while 
other populations need to be suppressed [40, 41, 116]. Here we assess whether and how 
the activation and suppression of sensorimotor populations is instantiated by neuronal 
oscillations in the alpha- (8–12 Hz) and beta- (15–25 Hz) bands. These rhythms have 
consistently been associated with a reduction in oscillatory power during the simulation, 
preparation and execution of movements [27, 31–33, 45, 46, 64–66, 138], where a 
decrease in spectral power in either of those rhythms reflects the disinhibition of 
neuronal populations [24–26, 138]. Recently, we demonstrated that the alpha and beta 
rhythms contribute independently to movement selection. This suggestion was based 
on the observation that when a movement is selected out of a set of possible actions, the 
spectral power in the alpha-band power increases in the sensorimotor cortex ipsilateral to 
the effector that was used in the task, while beta-band power decreases in the contralateral 
sensorimotor cortex. We proposed that while the beta rhythm governs the disinhibition 
of neuronal populations involved in the simulation of movements, the alpha rhythm 
selectively inhibits cortical regions that are irrelevant for the current task [28]. However, 
how the alpha and beta rhythms might contribute to these processes remains unclear. 
For instance, the spatial resolution of those findings did not allow us to characterize the 
spatial distribution of the neuronal populations where those spectral changes occur. This 
is important for understanding whether the neuronal populations that are inhibited are 
distinct from populations that are recruited when an effector is task-relevant. Addressing 
those issues requires neuronal data with high spatial and temporal precision. Here we 
use electrocorticography (ECoG), a clinical procedure used for presurgical mapping, to 
achieve that level of precision. In ECoG, grids of electrodes are placed on the cortical 
surface and neuronal activity can be recorded close to the source. 
Here we characterize the fine-grained spatiotemporal dynamics of the alpha and 
beta rhythms based on ECoG recordings in nine epilepsy patients who performed 
a movement selection task. In the task, participants selected how to grasp a tilted 
cylinder by imagining goal-directed grasping movements with either their left or their 
right hand, to capture sensorimotor processes that integrate visual object features with 
current body posture and desired goal states [1–3]. By using imagined movement we 
were able to study the role of sensorimotor rhythms in the simulation and selection 
of movements in the absence of signals related to the execution and somatosensory 
reafference [10, 15]. On a subset of trials, the cylinder was oriented such that it afforded 
two ways in which it could be grasped (under- or overhand grip) where subjects needed 
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to choose between two plausible movements. Here we focus on those trials, as it is under 
those task conditions that the functional dissociation of the alpha and beta rhythms 
becomes particularly strong [28]. Using the high spatial and temporal resolution of 
ECoG recordings, we corroborate the functional dissociation of the sensorimotor alpha 
and beta rhythms during movement selection, and propose how these rhythms may 
independently contribute to movement selection. 
Methods
Participants and electrodes coverage
Ten epilepsy patients (mean age: 25 ± 4 years, range 14 - 45, 6 males) participated in 
this study. Their cortical activity was monitored for about a week at the UMC Utrecht 
by means of electrocorticography (ECoG) in order to establish the location of their 
epileptic focus. Here we report data from nine of these patients. One patient was 
excluded because he had epileptic activity originating from the hand area of the motor 
cortex, a region of interest in the current study. The remaining participants did not have 
epileptic activity or structural anomalies in sensorimotor regions. Neural signals were 
recorded using electrode grids implanted subdurally on the cortical surface of either the 
left (n=6) or right (n=3) hemisphere to inform an upcoming neurosurgical intervention. 
The number and anatomical location of the electrodes varied across subjects, based on 
clinical considerations specific to each patient (Table 1, mean number of electrodes per 
subject: 88 ± 6, range 56 – 112 electrodes). Six of the nine subjects in the final sample 
had electrodes over sensorimotor regions. This study was approved by the local ethics 
committee and written informed consent was obtained from all subjects prior to the 
recordings, according to the Declaration of Helsinki.
Table 1: Description of participants
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(under- or overhand grip) where subjects needed to choose between two plausible 
movements. Here we focus on those trials, as it is under those task conditions that the 
functional dissociation of the alpha and beta rhythms becomes particularly strong [28]. 
Using the high spatial and temporal resolution of ECoG recordings, we corroborate the 
functional dissociation of the sensorimotor alpha and beta rhythms during movement 
selection, and propose how these rhythms may independently contribute to movement 
selection.  
Methods 
Participants and electrodes coverage 
Ten epilepsy patients (mean age: 25 ± 4 years, range 14 - 45, 6 males) participated in this 
study. Their cortical activity was monitored for about a week at the UMC Utrecht by means 
of electrocorticography (ECoG) in order to establish the location of their epileptic focus. 
Here we report data from nine of these patients. One patient was excluded because he had 
epileptic activity originating from the hand area of the motor cortex, a region of interest in 
the current study. The remaining participants did not have epileptic activity or structural 
anomalies in sensorimotor regions. Neural signals were recorded using electrode grids 
implanted subdurally on the cortical surface of either the left (n=6) or right (n=3) 
hemisphere to inform an upcoming neurosurgical intervention. The number and anatomical 
location of the electrodes varied across subjects, based on clinical considerations specific to 
each patient (Table 1, mean number of electrodes per subject: 88 ± 6, range 56 – 112 
electrodes). Six of the nine subjects in the final sample had electrodes over sensorimotor 
regions. This study was approved by the local ethics committee and written informed 
consent was obtained from all subjects prior to the recordings, according to the Declaration 
of Helsinki. 
Patient Sex Age #Sessions 
Grid 
position 
(left or right 
hemisphere) 
#electrodes 
Electrode positions 
Sensori- 
motor 
Frontal Temporal Parietal 
1 f 35 2 L 88 X X 
2 f 15 3 L 64 X X 
3 f 14 3 R 56 X X 
4 m 21 1 L 112 X X X 
5 m 26 1.5 R 64 X X X 
6 m 14 3 R 112 X X X 
7 f 43 1 L 104 X 
8 m 15 2 L 96 X X X 
9 m 45 2 L 72 X X 
Table 1: Description of participants 
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Movement Selection Task
During the week of the ECoG recordings, participants were positioned in a semi-
recumbent position in their hospital bed and performed up to three sessions of a 
movement selection task (mean number of sessions per subject ± SEM:  2 ± 0.2). In this 
task, participants imagined grasping the middle third of a tilted black-white cylinder 
with either their left or right hand (Figure 1). The cylinder, which could be in 1 of 15 
orientations (24° apart, presented pseudo-randomly, size: 17.5 x 3.5 cm), was presented 
on a grey background at the centre of a computer screen that was placed within reaching 
distance in front of the participant. After a fixed amount of time, a response screen 
appeared where the participants indicated whether their thumb was on the black or the 
white part of the cylinder at the end of the imagined movement. The response screen 
consisted of two squares on the horizontal plane (one black and one white), where 
participants indicated ‘black’ or ‘white’ by pressing the corresponding button (left or 
right button) using the left or right thumb on a buttonbox which they held in both 
hands. The order of the squares (black – left, white – right, or vice versa) was pseudo-
random across trials to prevent the preparation of a response during the simulation of 
the grasping movements. After the response, a fixation cross appeared on the screen for 
3 – 4 seconds (drawn randomly from a uniform distribution), after which the next trial 
started (inter-trial interval). One session consisted of 60 trials (10 minutes). The hand 
used to imagine the movement alternated every 10 trials, prompted by a visual cue. 
Notably, we exploit the fact that certain stimulus orientations afford two ways in which 
the cylinder can be grasped (under- or overhand grasp), which puts a larger load on the 
selection process of the movement, compared to stimuli that afford only a single manner 
in which they can be grasped [13, 68].  Using this criterion, we discriminate between 
‘high demand’ and ‘low demand’ conditions, which are defined for each participant as 
the stimulus orientations that respectively evoke the most or the least amount of trial-
by-trial variability in which they are grasped (Figure 1D, high demand: 50% black, 50% 
white; low demand: 100% white or 100% black, range ± 24°). The duration for which 
the cylinder stayed on the screen was adjusted for each participant such that they could 
comfortably perform the task, as the pace at which the participants were able to perform 
the task varied according to their current physical and mental state (mean duration ± 
SEM: 3.3 ± 0.35 sec, range: 2.5 – 5 sec).
ECoG recording & analysis
Neural signals were continuously recorded with grids and strips of electrodes (inter 
electrode distance: 1 cm, exposed diameter: 2.3 mm, Ad-Tech, Racine, USA) relative 
to an extracranial reference electrode on the mastoid and were sampled at 512 Hz 
with a 128-channel Micromed system (Treviso, Italy, 22 bits). During the recordings, 
participants were closely monitored for overt movements or distracting events (e.g. 
sounds) and epochs where these occurred were excluded from further analysis (6 ± 2% 
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of the total amount of trials).  After the recording, the data was analysed using the 
Fieldtrip toolbox [71]. Neural signals were visually inspected to ensure that the recorded 
signals were free of epileptic activity or other artefacts (2 ± 2% of the total amount of 
trials excluded). Next, the data was re-referenced to the common average of all electrodes 
and spectral power was computed by Fourier analysis. Each data segment was multiplied 
with a Hanning taper after which spectral power was estimated every 100 ms using 
a 500 ms sliding window for 5 – 40 Hz with a step size of 1 Hz. The data was then 
expressed as changes in spectral power by log-transforming the data and subtracting the 
power during a pre-stimulus baseline interval (-1 to -0.25 seconds pre-stimulus).   
  The anatomical location of the grids varied across patients according to clinical 
demands (Figure 1A). The sensorimotor cortices, which are the main regions of interest 
in this study, were covered in the majority of our sample (six out of nine patients). We 
focus our analyses on the cortical regions that are involved in sensorimotor components 
of grasping movements. Electrodes covering those regions were identified using 
Electrocortical Stimulation Mapping (ESM), where pairs of electrodes are electrically 
stimulated (typically at 50 Hz, 1-2 sec, 1-4 mA) to locate particular functions on the 
cortex (e.g. elicit motor response, sensation, speech arrest, etc. [139, 141, 140]). ESM 
is a standard clinical procedure in this patient population and results in cortical maps of 
localized functions. We selected those electrodes that upon electrical stimulation resulted 
in either a motor response or a sensation in the upper limbs, i.e. the body parts involved 
in the imagined grasping movements (hand and/or arm; average number of electrodes 
per subject: 11 ± 4, range: 1 – 25). On each of those electrodes, we tested whether the 
spectral power in the alpha- and beta-bands significantly increased or decreased when 
multiple movements were possible (high demand), using a cluster-based permutation 
test per electrode ([76, 77], 5000 permutations, cluster dimensions: frequency (alpha: 
8 – 12 Hz, beta: 15 – 25 Hz) and time (500 – 1500 ms after stimulus onset) based on 
[28]), corrected for the number of selected electrodes per participant. We selected the 
electrodes where either the alpha-band power increased ipsilaterally to the grasping hand 
or where the beta-band power decreased contralaterally to the grasping hand, resulting 
in two sets of electrodes (one for the increase in alpha-band power and one for the 
decrease in beta-band power, respectively).   
We characterized these populations according to five features. We evaluated the spatial 
extent (1) and spatial overlap (2) of the two populations. We investigated whether 
stimulation of the electrodes overlapping those populations evoked motor and/or 
somatosensory responses (3).  We evaluated whether the task-related spectral changes 
of those populations were transient or sustained (4), and whether those rhythms 
were modulated by task demands (5). Spectral power over the selected electrodes was 
averaged within subjects and trials were pooled across subjects (fixed effect analysis). 
Task modulations on spectral power were assessed using a cluster-based permutation test 
(see above).  
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  To exclude biases due to the electrode selection criteria, a control analysis 
considered electrodes selected according to criteria orthogonal to the contrasts of interest. 
Namely, electrode selection occurred independently for the high and low demand 
conditions, and for imagined movement with the hand ipsi- and contralateral to the 
electrodes. Electrodes where the alpha-band power significantly increased or where the 
beta-band power significantly decreased in any of these four conditions were included in 
the final samples. In these samples, we repeated the aforementioned analysis considering 
how the spectral changes are modulated by task demands.   
  Data was visualized by projecting the changes in spectral power onto a rendering 
of the cortical surface of each participant, based on a pre-operative T1-weighed anatomical 
scan on a 3T Magnetic Resonance system (Philips 3T Achieva, Best, the Netherlands). 
The position of the electrodes was determined using co-registration between the MRI 
scan and a high resolution post-implantation Computerized Tomography (CT), as 
described in [142]. For group-averaged images of all participants, individual MRI 
scans and electrode positions were warped to MNI space using SPM and data from all 
participants was projected on the left hemisphere of a template brain [140]. 
Results 
Behavioural performance
Participants performed a movement selection task where they imagined how to grasp 
the middle third of a tilted black-white cylinder with either their left or right hand 
(Figure 1B). For each participant, the preferred manner in which the cylinder was 
grasped (thumb on black or white part) depended on the orientation of the stimulus and 
followed the biomechanical constraints of the body (Figure 1C). Accordingly, certain 
stimuli afforded two ways in which they could be grasped (Figure 1C & D). Selecting an 
movement out of a set of plausible actions is more demanding than when only a single 
action is afforded [13, 28, 68]. Here we focus on those trials where subjects selected 
between multiple plausible movements (mean number of trials per subject: 33 ± 4). 
Previous work indicates that, under these task conditions, there are selection-related 
differential power changes in the alpha and beta rhythms [28]. These changes are the 
focus of this study. 
Distinct spatiotemporal dynamics of alpha and beta rhythms
While participants were engaged in movement selection, spectral power in both the 
alpha and beta rhythms decreased over a wide range or cortical regions, including 
premotor and parietal cortex (Figure 2). However, the alpha and beta rhythms showed 
distinct dynamics over the sensorimotor strip. In particular, when task demands were 
high, beta-band power decreased in the sensorimotor cortex contralateral to the grasping 
hand, while alpha-band power increased in the ipsilateral hemisphere. To investigate this 
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dissociation, we focus on the spectral changes in electrodes that cover sensorimotor 
hand or arm regions (as indicated by ESM, present in six participants), as those regions 
are likely to be involved in the simulated movements [27]. For each of those electrodes, 
we tested whether alpha- or beta-band power increased or decreased in the hemisphere 
ipsilateral or contralateral to the grasping hand. In four of the six subjects, alpha-band 
power increased significantly in one or more electrodes (Subjects 1, 2, 3 & 4; average 
number of electrodes: 2 ± 1, range: 1 – 4; cluster-based permutation tests, p < 0.05, 
corrected for the number of electrodes per subject). In the remaining two subjects, alpha-
band power also increased, but the effect was weaker (uncorrected p-values: p = 0.01 and 
p = 0.16). Significant decreases in beta-band power were also detected in four of the six 
subjects (Subjects 1, 2, 3 & 5; average number of electrodes: 1.5 ± 0.5, range: 1 – 2). 
The anatomical location of the electrodes that show those significant power changes 
is illustrated on a template brain (Figure 3A; see also Figures S1 and S2 for spectral 
distributions of the effect in each individual subject). It is clear from the time-frequency 
representations of those populations that these power changes occur selectively in either 
the alpha- or beta-band frequency range (Figure 3B, C). Moreover, there is little or 
no spatial overlap between the two populations (1 overlapping electrode). To further 
characterize these populations, we will now describe their spatiotemporal dynamics and 
how they are modulated by task demands. 
Local increases in alpha-band power enhanced by task demands
The current observations provide evidence for four characteristics of the increase in 
alpha-band power evoked by movement-selection in the hemisphere ipsilateral to the 
hand involved in the movement. First of all, the increase in alpha-band power is a 
local phenomenon, occurring in a small number of electrodes clustered around the pre- 
and postcentral banks of the central sulcus. The localized nature of this increase is in 
stark contrast with the spatially widespread decrease in alpha-band power observed in 
the surrounding parietal and premotor regions (Figure 2A).  Second, the sites showing 
the increase in alpha-band power contain neuronal populations that, when electrically 
stimulated, lead to overt motor (40% of the electrodes) and somatosensory (60% of 
the electrodes) responses. Third, alpha-band power increased at an early stage of the 
movement selection (from 400 ms onwards) and was sustained throughout the duration 
of that process (Figure 3D). Fourth, alpha-band power was selectively modulated by task 
demands in the hemisphere ipsilateral to the grasping hand (Figure 3D, F). Alpha-band 
power was higher with increasing task demands (cluster-based permutation statistics 
on pooled data of all four subjects, p < 0.01). Alpha-band power also increased in the 
contralateral hemisphere, but these power changes were not modulated by task demands. 
Alpha-band power in the ipsilateral hemisphere was numerically stronger than in the 
contralateral hemisphere, but that difference remained just below statistical significance 
(p = 0.07). A control analysis confirmed that alpha-band power was selectively modulated 
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Figure 1: Experimental design & behavioural results. A. Neural signals were continuously recorded 
from the cortical surface of nine epilepsy patients that were implanted with subdural electrode 
grids (ECoG). The locations of the electrodes of all patients are overlaid on a template brain (black 
dots, all projected on the left hemisphere). Electrodes that upon electrical stimulation resulted in 
either a motor or somatosensory response in the arm or hand are highlighted in red. B. Subjects 
performed a movement selection task (10 min), where they imagined how to grasp the middle third 
of a tilted cylinder with either their left or right hand (alternating every 10 trials). The cylinder, which 
could be in 1 of 15 orientations (24° apart), was shown for a fixed amount of time (display time, 
adjusted for each patient) after which a response screen appeared. The response screen consisted 
of two squares (one white, one black, order pseudo-randomized across trials) where the subjects 
indicated with a buttonpress (left or right) whether their thumb was on the black or the white 
side of the stimulus, by pressing the button on the corresponding side of a buttonbox. C. Certain 
stimulus orientations afforded two manners in which the cylinder could be grasped, which is more 
demanding compared to when the stimulus affords only a single manner in which it can be grasped. 
D. In all participants, the preferred manner in which the cylinder was grasped (thumb on white or 
black part) was modulated as a function of stimulus orientation and differed for the left and right 
hand. We define “high demand” and “low demand” conditions based on stimulus orientations that 
evoked either the most (50% black, 50% white) or the least (100% white or 100% black) trial-by-trial 
variability in how they are grasped, over a range of ±24° [28]. 
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by task demands in the hemisphere ipsilateral to the grasping hand, even when electrodes 
were selected according to criteria orthogonal to the contrasts of interest (Figure S3, p 
< 0.01).
Widespread decreases in beta-band power modulated by task demands
We evaluated the decrease in beta-band power according to the same criteria described 
for the alpha rhythm. There were four main observations. First, the decrease in beta-
band power was more spatially widespread than the increase in alpha-band power, and 
it occurred predominantly over premotor and parietal regions outside the sensorimotor 
populations showing the focal increase in alpha-band power (Figure 2B). Second, the 
decrease in beta-band power occurred over electrodes that evoked both motor (70% 
of electrodes) and somatosensory (30% of electrodes) responses when stimulated. 
Third, beta-band power decreased early in the movement selection process (from 400 
ms onwards), returning to baseline levels after about 1500 ms. Fourth, the decrease 
in beta-band power was modulated by task demands: Increasing task demands led 
to stronger decreases in beta-band power. Beta-band power was modulated by task 
demands in the contralateral hemisphere (Figure 3E, G) when the analysis focused on 
the electrodes in that hemisphere and with significant beta-band power decreases when 
A BAlpha power 
ipsilateral hemisphere
Beta  power
contralateral hemisphere
-0.75 0.75∆Power log(T) -0.5 0.5∆Power log(T)
Figure 2: Spatial distribution of alpha- and beta-band power. A. Spectral changes in alpha-band 
power from all participants overlaid on a template brain (temporal window: 500 – 1500 ms after 
stimulus onset), while selecting between multiple possible movements (high demand) with the 
hand ipsilateral to the electrodes. Alpha-band power locally increased around the central sulcus 
(dashed ellipse). B. Same as in A, but now for beta-band power and movement selection with the 
hand contralateral to the electrodes. Note that the decrease in beta-band power is more widespread 
and does not co-localize with the increase in alpha-band power in the sensorimotor strip. 
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Figure 3: Temporal dynamics of alpha and beta rhythms. A. The red dots on the template brain 
represent the electrodes where the alpha-band power significantly increased in the sensorimotor 
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task demands are high. However, when those effects were considered in a larger set 
of electrodes that was selected orthogonal to the contrasts of interest (Figure S3) the 
modulation of task demand in the contralateral hemisphere was not significant (p = 
0.15). Instead, in those electrodes the beta-band power was significantly modulated by 
task demands in the ipsilateral hemisphere (p < 0.05). Irrespective of how the electrodes 
were selected, the beta-band power did not differ significantly between the ipsi- and 
contralateral hemispheres (p = 0.1, p = 0.2, for the two electrode selection procedures, 
respectively).   
Discussion 
This study investigated the independent contributions of the alpha and beta rhythms 
to the selection of grasping movements. The functional dissociation of the two rhythms 
was apparent when a choice had to be made between multiple plausible movements. 
Under those task conditions, alpha-band power increased in sensorimotor populations 
ipsilateral to the grasping hand, while beta-band power concurrently decreased in the 
contralateral hemisphere. Alpha-band power increased in sensorimotor populations 
that were spatially distinct from populations showing a decrease in beta-band power. 
To clarify how the spectral changes in these rhythms may independently contribute 
to movement selection, we characterize the neuronal populations giving rise to those 
rhythms along four dimensions (spatial extent, somatomotor responses, temporal 
dynamics, and modulation by task demand).  
  First, the increase in alpha-band power was restricted to local populations along 
the pre- and postcentral banks of the central sulcus, which was in stark contrast with 
the spatially widespread decrease in alpha- and beta-band power observed in adjacent 
parietal and premotor regions. Second, both the increase in alpha-band power and the 
decrease in beta-band power occurred in neuronal population with both somatosensory 
and motor responses. Third, spectral changes in both the alpha and beta rhythms start 
early in the movement selection process, but whereas the increase in alpha-band power 
was sustained for the duration of the selection process, the decrease in beta-band power 
was transient. Finally, the spectral changes in both the alpha and beta rhythms were 
modulated by task demands. With increasing task demands, the alpha-band power in 
cortex ipsilateral to the grasping hand, when task demands were high. The blue dots correspond to 
the electrodes where beta-band power significantly decreased contralateral to the grasping hand. 
B, C. The time-frequency representations of these sets of electrodes show that the spectral changes 
are selective to either the alpha- or the beta-band, in either set of electrodes. The time-courses 
of the spectral changes in both sets of electrodes are shown for grasping movement with either 
the ipsilateral hand (D, E)  or the contralateral hand (F, G) hand, for the both high and low demand 
conditions (dashed lines, see legend). The grey bars on the x-axes show where the difference 
between the high and low demand conditions was significant and the shaded areas represent ± 1 
standard deviation.  
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the ipsilateral hemisphere was further enhanced. The beta-band power correspondingly 
decreased with increasing task demands, but it was unclear whether this modulation 
was selective to either the contra- or ipsilateral hemisphere, or both. Based on these 
spatiotemporal characteristics, we propose that while the beta rhythm disinhibits 
sensorimotor population that are relevant for simulated movements, the alpha rhythms 
downregulates populations that could interfere with the simulation. 
The role of the alpha rhythm in movement selection 
The most striking feature of the spatiotemporal dynamics of the alpha rhythm is the 
focal increase that was particularly strong in the sensorimotor cortex ipsilateral to the 
grasping hand. The alpha rhythm is thought to implement a form of pulsed-inhibition, 
a mechanism that can dynamically suppress neuronal computations [36], but to date, 
this mechanism has only been demonstrated at coarse spatial scales [84, 87, 143]. The 
local increase in alpha-band power observed in this study suggests that the alpha rhythm 
can selectively inhibit specific neuronal populations. As the alpha-band power increased 
in populations that were spatially distinct from those that were recruited by a decrease in 
beta-band power, it is unlikely that the increase in alpha-band power is directly related 
to the computation of movement parameters. Instead, it is more likely that the alpha 
rhythm facilitates movement selection by inhibiting neuronal populations that could 
interfere with the current task. The presence of the alpha rhythm in both motor and 
somatosensory populations suggests that movement selection may be facilitated in (at 
least) two manners. In motor populations, the alpha rhythm can suppress the output of 
the motor cortex to the spinal cord, so that potential movements can be explored and 
evaluated without the pitfall of these movements being executed during the selection 
phase of the movement. In somatosensory populations, the alpha rhythm may prevent 
the processing of actual somatosensory input, as this may interfere with the predicted 
somatosensory feedback of the simulated actions. These possibilities are in line with 
the temporal dynamics of the increase in alpha-band power, which was sustained for 
the duration of the selection process. When the alpha rhythm inhibits populations 
that interfere with ongoing simulations, inhibition of those populations is relevant 
continuously throughout the course of the simulation process.  
  Together, these observations suggest that the alpha rhythm selectively inhibits 
sensorimotor populations to facilitate movement selection, providing the conditions 
to explore potential movements by preventing the execution of those movements and 
downregulating the actual somatosensory input. These conditions allow multiple 
movement to be considered to select the movement that is most appropriate in the 
current situation [13, 144]. The fact that the alpha-band power increased predominantly 
in sensorimotor populations that are ipsilateral to the grasping hand can be interpreted 
in three ways. The first explanation takes into account that our stimuli may have 
afforded grasping movements with both the instructed and the non-instructed hands. 
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An increase in alpha-band power in the ipsilateral hemisphere may therefore be related 
to the facilitation of grasping movements with the non-instructed hand, when these are 
part of the search-space of possible movements that is explored. This is most likely the 
case when the stimulus affords two ways in which it can be grasped with the instructed 
hand (high demand), as grasping the same stimulus has a only single manner in which 
it can be grasped with the non-instructed hand (low demand). In these instances, it is 
therefore easier to grasp the object with the non-instructed and it is possible that this 
movement is automatically considered, even though choosing this movement would 
violate task instruction.  
  Another possibility is that the increase in alpha-band power reflects the reallocation 
of computational resources to regions where the movements are simulated. When the 
contralateral hemisphere is involved in computing and evaluating multiple actions, 
the alpha rhythm may suppress processing of incoming somatosensory input from the 
non-instructed hand. This suppression could focus resources on the computation and 
evaluation of movements with the instructed hand. When the task is less demanding, it 
may be beneficial to continue processing all the available somatosensory information to 
be able to flexibly adjust to changes in the environment.   
  A third alternative is that the increase in alpha-band power in the ipsilateral 
hemisphere serves to release interhemispheric inhibition to the contralateral hemisphere, 
as there are strong inhibitory connections between the sensorimotor cortices across 
hemispheres [136, 145]. The release of interhemispheric inhibition may result in a 
larger search-space of movements with the contralateral effector, which is particularly 
relevant when multiple movements need to be considered (high demand).   
  These three suggestions, which are not mutually exclusive, cannot be 
discriminated based on the current observations alone. Further research focussing on 
for example the somatosensory detection threshold and motor-evoked potentials during 
high and low demand conditions may shed light on what is inhibited by the increase in 
alpha-band power in the ipsilateral sensorimotor cortex. 
  Although alpha-band power increases predominantly in the ipsilateral 
hemisphere, it also increased when the contralateral effector was used. Numerically, the 
latter increase was weaker than the former, but this difference was just below statistical 
significance (p = 0.07). It is however possible that the alpha rhythm has a similar function 
in both hemispheres, where it facilitates movement selection by inhibiting motor potent 
and somatosensory populations and that on top of this, sensorimotor population in 
the ipsilateral hemisphere can be flexibly inhibited to facilitate the movement selection 
process when task demands are high.  
  The local increases in alpha-band power in these populations strengthen the 
notion that the alpha rhythm provides a general mechanism to gate computations at 
the level of neuronal ensembles [36]. The neurophysiological mechanism by which 
the selective (dis)inhibition is instantiated presumably operates via modulations of the 
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dynamic shunting inhibition exerted by GABAergic interneurons over a local neuronal 
ensemble [27, 36, 124]. At the current stage, it is unclear how these selective increases of 
the alpha rhythm are regulated, but it is clear that these should be under control of top-
down cortical regions that consider task contingencies, such as prefrontal cortex [146]. 
The nature of this control signal can be investigated by determining which regions are 
transiently coupled to the sensorimotor populations during movement selection, using 
connectivity measure such as phase-coupling and/or Granger causality [147, 148]. 
The role of the beta rhythm in movement selection  
The widespread decrease in beta-band power is in line with previous reports that 
suggest that the beta rhythm acts as an anti-kinetic rhythm that emerges throughout 
a network encompassing the cerebellum, basal ganglia, thalamus, spinal cord and 
cortical fronto-parietal regions [8, 38, 50, 97]. These regions have been suggested as 
the neural substrate where movements are simulated and selected [4]. However, it is 
unlikely that the decrease in beta-band power directly reflects the computations of those 
movements, as preparation of movements of different hand configuration, force and/
or direction could not be discriminated based on their beta-band activity [100–102]. 
Instead, it is more likely that the beta rhythm sets a neuronal search-space of potential 
movements by releasing the inhibition on those populations. The fact that the decrease 
in beta-band power is transient and returns to baseline after about 1500 ms suggests 
that this is the timespan of the relevant computations that lead to the selection of a 
movement, which is consistent with actual movement selection times [28]. When 
multiple alternative movements need to be considered, as is the case in the high demand 
condition, a larger search-space must be explored, which may be instantiated by the 
stronger decrease in beta-band power. We previously found that in this case, the beta 
rhythm was predominantly modulated in the hemisphere contralateral to the selected 
effector [28]. The current findings also show stronger decreases in beta-band power 
when task demands are high, but are ambiguous in whether these effects predominate 
in the contralateral or the ipsilateral hemisphere, or both. The discrepancy between 
these observations can be related to the fact that we preselected sensorimotor electrodes, 
whereas the largest spectral changes in the beta-band were in adjacent premotor and 
parietal regions. In other words, it may well be the case that the modulation observed 
in the MEG study originates predominantly from parietal and premotor regions, which 
erroneously appear to originate from the sensorimotor cortex due to spatial smearing of 
the signals. This may be a general issue for studies that investigate sensorimotor alpha 
and beta rhythm with extracranial recording techniques (EEG/MEG, [28, 32, 45, 
149]). If fact, this suggestion also reunites the electrophysiological changes in the beta 
rhythm with changes in fMRI BOLD-activity during simulated movements, which are 
also found predominantly over premotor and parietal regions and not over the primary 
sensorimotor cortices [45, 150]. A similar account was put forward by Hermes et al., 
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based on neural signals recorded with EEG, fMRI and ECoG [45], but the sample 
size of the ECoG data in that study was limited (1 patient). Here we corroborate those 
findings in a larger sample. 
   The mechanism by which the beta rhythm may govern the selective (dis)
inhibition of neuronal populations can be similar to that of the alpha rhythm, e.g. via 
modulations of the dynamic shunting inhibition exerted by GABAergic interneurons over 
a local neuronal ensemble [27, 36, 124].  When the decrease in beta-band power releases 
the neuronal populations that form the neural search-space of potential movements, the 
actual computations are likely reflected by changes in the gamma rhythm or broadband 
activity, which are more closely related to neuronal spiking [151, 152]. Those features 
are present in our data, but as yet have not been fully explored, as the dynamics of those 
high frequency signals was beyond the scope of the present study.
Conclusion
The current findings provide evidence for the spatial and functional dissociation of the 
sensorimotor alpha and beta rhythms and corroborate the notion that these rhythms 
contribute independently to movement selection. We suggest that while the widespread 
decrease in beta-band power releases the inhibition on sensorimotor ensembles to set 
the neuronal search-space of potential movement, alpha-band power increases locally 
in a spatially distinct set of sensorimotor populations to facilitate the exploration of the 
parameter space. 
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Figure S1, related to Figure 2: Sensorimotor modulations of alpha power in individual subjects. 
Changes in alpha power during the high demand condition are projected on the cortical surface 
for the six subjects that had electrodes over the sensorimotor cortices (large black dots, identified 
with ESM). Electrodes that show a significant increase in alpha power are highlighted with a red 
dot (present in four out of six subjects). The positions of the electrodes outside the sensorimotor 
regions are shown as small black dots (data of those electrodes is not shown). 
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Figure S2, related to Figure 2: Sensorimotor modulations of beta power in individual subjects. 
Changes in beta power during the high demand condition are projected on the cortical surface for 
the six subjects that had electrodes over the sensorimotor cortices (large black dots, based on ESM). 
Electrodes that show a significant decrease in beta power are highlighted with a blue dot (present in 
four out of six subjects). The positions of the electrodes outside the sensorimotor regions are shown 
as small black dots (data of those electrodes is not shown).
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Figure S3, related to Figure 3. Control analysis for the temporal dynamics of alpha and beta rhythms. 
A. The red and blue dots represent the electrodes where either the alpha power significantly 
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increased or the beta power significantly decreased. To ensure that the selection criteria of the 
electrodes were orthogonal to subsequent comparisons, we included electrodes that showed 
significant spectral changes in either the high or low demand condition and during movement 
selection with either the ipsi- or contralateral hand. B, C. The time-frequency representations for 
these sets of electrodes show that the spectral changes are selective to either the alpha or the beta 
band, in both populations. The time-courses of the spectral changes in both sets of electrodes are 
shown for grasping movement with either the ipsilateral hand (D, E)  or the contralateral hand (F, G) 
for both the high and low demand conditions (dashed lines, see legend). The grey bars on the x-axes 
show where the difference between the high and low demand conditions was significant and the 
shaded areas represent ± 1 standard deviation.  
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In this thesis we have investigated how movement selection is implemented in the 
brain. In order to select an adequate movement in a given situation one must simulate 
and evaluate the predicted outcomes of that movement. Simulation of movements 
requires specific neural populations controlling particular features of the movements to 
be active, while other populations that could interfere with the simulation need to be 
suppressed. The selective (dis)inhibition of neuronal populations in the sensorimotor 
cortex has been suggested to be governed by rhythmic neural activity in the alpha- (8-
12 Hz) and beta-band (15-25 Hz) frequency range. These rhythms have consistently 
been associated with a decrease in spectral power during the simulation and execution 
of movement [27, 31–35], which is thought to reflect the disinhibition of neuronal 
populations [23–27]. However it was unclear how these rhythms supported movement 
selection and whether the two rhythms contributed independently to this process. We 
therefore address the question how sensorimotor alpha and beta rhythms contribute 
to movement selection.  
  To study movement selection we used an experimental paradigm where 
participants selected how to grasp a tilted cylinder. The rationale for this task was that we 
wanted participants to mentally simulate goal-directed grasping movement that required 
the integration of visual features of the object with current body posture and desired goal 
states [1–3]. By using imagined movements we were able to study the simulation and 
selection of movements in the absence of movement-related signals and somatosensory 
reafference [10, 15]. Crucially, we exploited the fact that the cylinder afforded either 
one or two manners in which it could be grasped, depending on the orientation of the 
cylinder. In the latter condition, multiple movements need to be considered to select 
the movement that best suits current needs. We used this task feature to investigate 
whether and how the alpha and beta rhythms are modulated as a function of selection 
demands. We gathered empirical evidence in three experiments to explore a broad range 
of functional and spatial characteristics of the alpha and beta rhythms during movement 
selection and cross-validate our findings across different experimental techniques.
 In the first experiment, we recorded ongoing neural activity with MEG 
to investigate the spatiotemporal dynamics of the alpha and beta rhythms during 
movement selection. The advantage of MEG is that it allowed us to record whole brain 
activity in healthy human subjects with high temporal precision. Here we found distinct 
spatiotemporal dynamics for the alpha and beta rhythms, in particular when multiple 
movements were considered. With increasing selection demands, beta-band power 
decreased in the sensorimotor cortex contralateral to the grasping hand, while alpha-
band power increased in the ipsilateral homologue, suggesting that these rhythms may 
independently support movement selection. We conducted two follow-up experiments 
to corroborate these findings and to further investigate how these rhythms contribute 
to movement selection. In particular, we addressed whether the rhythms were causally 
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involved in the simulation and selection of movements and investigated their fine-
grained spatial-temporal characteristics.
  To investigate whether the alpha and beta rhythms causally contribute to the 
simulation and selection of movements, we manipulated the alpha and beta rhythms 
during task performance using non-invasive brain stimulation (tACS). The tACS 
intervention either facilitated or hampered movement selection, depending on the 
frequency and site of stimulation as well as on the selection demands of the task. The 
behavioural effects of the tACS interventions closely matched the spectral changes 
observed in the MEG study, suggesting that tACS altered the endogenous sensorimotor 
rhythms. When the sensorimotor cortex ipsilateral to the grasping hand was stimulated 
at the alpha frequency, participants became faster in selecting a movement out of 
multiple plausible actions, presumably by potentiating the increase in the endogenous 
alpha rhythm. In all other conditions, the tACS interventions led to slower responses, 
which are likely caused by interference of the endogenous decrease in spectral power that 
occurs under those conditions. These findings show that the alpha and beta rhythms are 
causally involved in movement selection and that they contribute independently across 
hemispheres.  
  In the final experiment we studied the alpha and beta rhythms during 
movement selection with high temporal and spatial resolution. To this extent, we 
recorded neural signals directly from the cortical surface in a population of epilepsy 
patients that were implanted with subdural electrode grids (ECoG). Again, we observed 
a functional dissociation of the alpha and beta rhythms, where the alpha-band power 
increased predominantly in the ipsilateral hemisphere, when selection demands were 
high. Here we found that the increase in alpha-band power during movement selection 
was extremely focal and occurred selectively around the pre- and postcentral banks of 
the central sulcus. The focality of the increase in alpha power was in stark contrast 
with the more global decrease in both alpha- and beta-band power over primary motor, 
premotor and parietal regions. Moreover, the populations that showed an increase in 
alpha-band power were spatially distinct from the population that showed a decrease in 
either alpha- or beta-band power. 
The role of the alpha and beta rhythms in movement selection 
The overall picture that emerges from these three studies is that the alpha and beta 
rhythms independently support the simulation and selection of movements. The 
contralateral dominance of the decrease in beta power and its modulation by selection 
demands suggests that the power changes in this frequency band are directly related to the 
disinhibition of neuronal populations involved in the specification of motor parameters. 
These observations fit with the notion that the beta rhythm serves as an anti-kinetic 
rhythm that supports the preservation of the current body posture, which needs to be 
downregulated to compute new movement parameters [8, 38, 50, 97, 153]. The role of 
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the beta rhythm becomes particularly clear in movement disorders such as Parkinson´s 
Disease, where pathologically high levels of beta power severely compromise movement 
initiation and execution [8, 97, 98, 153]. The tACS experiment corroborates the causal 
role of the beta rhythm, in line with previous reports that stimulation in the beta-
band frequency range was particularly effective in slowing movements and increasing 
the threshold of inducing a motor response [42, 43, 99]. However, suppression of beta-
band activity per se is unlikely to be directly related to the computations of movement 
parameters. For instance, in previous studies, preparation of movements of different 
hand configuration, force and/or direction could not be discriminated based on their 
beta-band activity [100–102]. We therefore propose that the reduction of beta-band 
power attenuates the inhibition of sensorimotor regions to set the neuronal search-
space of potential movements. 
Concurrent with the decrease in beta-band power, alpha-band power increases locally at 
the pre- and postcentral banks of the central sulcus, predominantly in the hemisphere 
ipsilateral to the grasping hand. As the alpha rhythm increases in sensorimotor 
populations that are spatially distinct from populations that are recruited by the 
decrease in beta power, it is unlikely that the alpha rhythm inhibits population that are 
directly involved in the computation of movement parameters. We therefore suggest 
that the increase in spectral power in the alpha-band inhibits specific neuronal 
populations to facilitate the exploration of the neuronal search-space of potential 
movements. The manner in which the alpha rhythm facilitates this process may depend 
on the underlying neuronal population. In motor populations, the alpha rhythm may 
suppress the output of the motor cortex to the spinal cord to allow potential movements 
to be evaluated without the pitfall of premature execution of these movements. In 
somatosensory populations, the alpha rhythm may prevent the processing of actual 
somatosensory input, as this may interfere with the predicted somatosensory feedback 
of the simulated actions [14]. These suggestions are most applicable to computations 
in the hemisphere contralateral to the selected hand. The fact that the alpha power 
increased predominantly in sensorimotor populations that are ipsilateral to the grasping 
hand can be interpreted in three ways. 
  The first explanation takes into account that it is possible that our stimuli 
afforded grasping movements with both the instructed and the non-instructed hands. 
An increase in alpha-band power in the ipsilateral hemisphere could therefore facilitate 
grasping movements with the non-instructed hand, when these movements are part of 
the search-space that is explored. 
  Alternatively, the increase in alpha power may reallocate computational 
resources to neuronal regions where the movements are actually simulated. For instance, 
when the contralateral hemisphere is involved in computing and evaluating multiple 
movements, the alpha rhythm may suppress somatosensory input to the non-instructed 
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hand, to focus computational resources on the simulation and evaluation of movements 
with the instructed hand. 
 A third alternative is that the increase in alpha power in the ipsilateral hemisphere 
may release the interhemispheric inhibition to the contralateral hemisphere, which may 
lead to a larger search-space of movements that can be considered.   
   The current observations are in line with the notion that the alpha rhythm 
implements a form of ‘gating by inhibition’ [36]. Within this framework, stronger 
oscillations in the alpha-band are a mechanism for inhibiting neuronal processing in task-
irrelevant cortical regions. This framework has been developed on the basis of lateralized 
power changes observed during selective spatial processing of sensory material, first in 
occipital and parietal regions [84–86, 143], and then in the somatosensory system [87–
91],  but has only been demonstrated at a much courser spatial scale. Here we generalize 
this framework to sensorimotor processes and suggest that during movement selection 
alpha power suppresses local sensorimotor populations. 
The underlying neurophysiological mechanism by which both the alpha and beta 
rhythms may exert the selective (dis)inhibition of neuronal populations can be similar 
for both rhythms, namely a modulation of the dynamic shunting inhibition exerted 
by GABAergic interneurons over a local neuronal ensemble where the strength of 
the rhythmic input to the interneurons then determines whether a local ensemble of 
neurons can engage in computations [27, 36, 39]. However, as these rhythms have 
distinct functional properties, it is likely that they are independently controlled by top-
down processes that consider task contingencies. 
Discrepancies between different approaches 
Although the three studies provide a coherent account on the role of the alpha and 
beta rhythms during movement selection, there are also discrepancies between the 
findings. For one, when measured with MEG, the ipsilateral increase in alpha power 
and the contralateral decrease in beta power appear to originate from the same neuronal 
populations. However, using ECoG recordings we found that these effects originate 
from adjacent populations. By the same token, the increase in alpha power found in 
the MEG study was restricted to the hemisphere ipsilateral to the grasping hand, where 
in the ECoG study there were also traces of increased alpha power in the contralateral 
hemisphere. Both discrepancies can be reconciled considering the superior spatial 
resolution and signal-to-noise ratio of the signals that are recorded with ECoG. The 
spatial smearing of the signals in the MEG study may have obscured the aforementioned 
details in the MEG data.  
  A second discrepancy is that based on the MEG findings, which show clearly 
lateralized effects of both the alpha and beta rhythms across hemispheres, it could 
be expected that the effect of the tACS interventions would strongly depend on the 
hemisphere that was stimulated. However, this was not found when the endogenous 
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spectral power in those rhythms was low. The lack of lateralized effects in those conditions 
can be accounted for by considering that if the exogenous rhythms imposed by the tACS 
intervention amplify endogenous oscillatory activity [62], the tACS intervention may 
have been less effective when the endogenous oscillatory activity was low. 
Conclusion & validation 
Converging evidence from MEG, tACS and ECoG suggests distinct functions of the 
sensorimotor alpha and beta rhythms during movement selection. We hypothesize 
that while a reduction in beta-band power sets the neuronal search-space of potential 
movement, alpha-band power increases locally to facilitate the exploration of the 
parameter-space by preventing the execution of those movements and downregulating 
sensory input. The current findings provide three elements of general relevance. First 
of all, a better understanding of the sensorimotor rhythms is crucial to understand 
sensorimotor deficits that occur when these rhythms go awry (e.g. in Parkinson’s Disease 
[97]). Second, the local increase in alpha-band power can be considered as a novel 
signal to control neuro-prosthetics [130, 131, 154]. Finally, the local alpha activity can 
be a source of oscillatory activity suitable for exogenous amplification by non-invasive 
brain stimulation, either to improve recovery after neural damage [133, 134, 136] or to 
improve performance in healthy subjects (see Chapter 3). 
Outstanding questions & future directions 
At the end of this thesis, a number of questions remain unanswered. Here we highlight 
some of those issues and provide suggestions for future experiments. 
  First of all, we proposed three mechanisms by which the alpha rhythm may 
facilitate movement selection (inhibition of prepotent movements, downregulation of 
somatosensory input and/or release of interhemispheric inhibitions) but further research 
is needed to investigate which of those processes are most important for the selection 
of movements. These issues can be addressed by investigating the excitability of the 
motor cortex or the threshold for detecting tactile stimuli when alpha power is high. 
These findings may be augmented by concurrent recording of neural signals (MEG, 
ECoG) during tACS interventions [60, 120], which shed light on the specific neuronal 
populations where the alpha rhythm is potentiated.  
  Furthermore, it remains unclear what neural regions or signals govern the 
spectral changes in sensorimotor cortex. We predict that these signals should be under the 
control of top-down cortical regions that consider task contingencies, such as prefrontal 
cortex [146]. The nature of this control signal can be investigated by determining which 
regions are transiently coupled to sensorimotor region during movement selection, 
using connectivity measures such as phase-locking or Granger causality [147, 148].  
  Another important question that remains unanswered is where and how the 
actual simulations and selection of movements are computed. We propose that the alpha 
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and beta rhythms set the stage for the simulation and selection of actions, but that they 
do not reflect the actual computations of those processes. The actual computations are 
likely reflected by changes in the gamma rhythm or broadband activity, which are more 
closely related to neuronal spiking [151, 152]. Those features are present in our data, 
but as yet have not been fully explored, as the dynamics of those high frequency signals 
was beyond the scope of this thesis.  
Epilogue
‘Ding Ding Ding!’ The bell sounds and the fighters return to their corners. But although 
the first rounds are over, the fight has just begun. I hope that this thesis has contributed 
to a better understanding of the sensorimotor rhythms during movement selection and 
that the present work will also inspire others to take up the glove.
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I. Dutch summary
De handeling van het grijpen van voorwerpen is onderdeel van de dagelijkse routine, 
die we zonder veel moeite uitvoeren. Bijvoorbeeld, je zit aan de bar en voor je staat 
een glas. Vrijwel gedachteloos pak je het glas en neem je een slok. Echter, wanneer 
we deze handeling onder de loep nemen, zien we dat de processen, die voorafgaan 
aan deze handeling zeer complex zijn. Om de juiste beweging te kiezen, moeten we 
de eigenschappen van het voorwerp combineren met informatie over de huidige 
stand van het lichaam en het beoogde doel. Hoe kiezen we de juiste beweging? En 
welke hersenprocessen liggen hieraan ten grondslag? Het in gedachten simuleren van 
bewegingen speelt hierbij mogelijk een belangrijke rol. Door verschillende bewegingen 
te simuleren, kan de beweging gekozen worden die leidt tot het beste resultaat. Om 
deze simulaties uit te voeren, is het van belang dat hersengebieden die betrokken 
zijn bij de gesimuleerde bewegingen actief zijn, terwijl andere gebieden die mogelijk 
interfereren met de simulatie onderdrukt worden. Het is bekend dat de activatie en 
inhibitie van hersengebieden gereguleerd worden door ritmische hersenactiviteit, ook 
wel hersengolven of hersenritmes genoemd. Hersengolven ontstaan wanneer grote 
groepen hersencellen tegelijk actief worden. In het elektromagnetische signaal dat hier 
mee gepaard gaat, zijn verschillende ritmes te ontdekken, zoals het alfa- (8 – 12 Hz) en 
het bèta-ritme (15 – 25 Hz). Deze ritmes dienen als actieve rem in de hersengebieden 
die betrokken zijn bij tast en beweging. Een afname in de sterkte van deze ritmes komt 
dan ook overeen met een toename van hersenactiviteit. Hoe zorgen de alfa- en bèta-
ritmes dat de juiste populaties van hersencellen geselecteerd worden voor het simuleren 
van bewegingen? Dat is de vraag die centraal staat in dit proefschrift. 
Deze vraag is onderzocht in drie experimenten. In elk experiment kregen de proefpersonen 
afbeeldingen te zien van een cilinder met daarbij de taak om zich in te beelden hoe ze 
deze vast zouden pakken, met de linker- of rechterhand. De cilinder werd getoond in 
verschillende oriëntaties, waardoor deze op één of op twee manieren vastgepakt kon 
worden. Hierdoor had de taak twee moeilijkheidsgraden. 
In het eerste experiment zijn de alfa- en bèta-ritmes gemeten met magnetoencefalografie 
(MEG). Deze techniek is geschikt om hersengolven te meten bij gezonde proefpersonen. 
Uit dit experiment bleek dat de alfa- en bèta-ritmes beiden betrokken zijn bij het selecteren 
van de grijp-bewegingen, maar dat de ritmes actief zijn in verschillende hersenhelften. Er 
was een afname van het bèta-ritme in de hersenhelft contralateraal ten opzichte van de 
hand waarmee de taak uitgevoerd werd. Tegelijkertijd nam het alfa-ritme juist toe in de 
hersenhelft ipsilateraal ten opzichte van de hand. Dit verschil werd zichtbaar wanneer de 
taak moeilijk was en men een keuze maakte tussen de twee mogelijke grijpbewegingen. 
Deze resultaten duiden erop dat de alfa- en bèta-ritmes verschillende functies hebben: 
het bèta-ritme ontgrendelt de contralaterale gebieden die nodig zijn voor de simulatie, 
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terwijl het alfa-ritme de ipsilaterale gebieden juist afremt. De functionele dissociatie van 
de twee ritmes was nog niet eerder aangetoond in deze context en zet de functie van deze 
ritmes in een nieuw daglicht. Om deze bevindingen te valideren én om deze verder te 
onderzoeken zijn twee vervolgexperimenten uitgevoerd. 
In het eerste vervolgexperiment is onderzocht of de ritmes ook causaal betrokken zijn 
het het simuleren en selecteren van bewegingen. Hierbij is gebruik gemaakt van tACS, 
een vorm van niet-invasieve hersenstimulatie, om de alfa- en bèta-ritmes onafhankelijk 
van elkaar te beïnvloeden. De proefpersonen voerden de inbeeldingstaak uit terwijl er 
een zwakke wisselstroom toegediend werd via twee rubberen elektroden die bevestigd 
waren op het hoofd van de proefpersoon. Als deze stimulatie dezelfde frequentie heeft 
als het onderliggend hersenritme, kan het hersenritme hierdoor versterkt worden. De 
proefpersoon merkt hier zelf overigens niets van, het gaat namelijk om zeer zwakke 
stroom (circa 1 mA). Ook hier was een dissociatie van de twee ritmes zichtbaar. Door 
stimulatie op het bèta-ritme werden proefpersonen trager in hun reacties, terwijl bij 
stimulatie op het alfa-ritme proefpersonen juist sneller werden in het uitvoeren de taak. 
Dit laatste gebeurde overigens alleen als de stimulatie plaatsvond boven de hersenhelft 
ipsilateraal ten opzichte van de hand. Het is aannemelijk dat de bèta-stimulatie er voor 
zorgde dat de ontgrendeling van de hersengebieden minder goed plaats kon vinden, 
waardoor men langzamer werd. Daarentegen heeft de alfa-stimulatie waarschijnlijk 
de onderdrukking van de ipsilaterale hersengebieden versterkt, waardoor men de taak 
sneller kon uitvoeren. Ook in dit experiment was de dissociatie alleen zichtbaar wanneer 
de taak moeilijk was. Deze resultaten komen overeen met het eerste experiment, 
waardoor het aannemelijk is dat de effecten van de stimulatie veroorzaakt werden door 
het versterken van de onderliggende hersenritmes. Het stimulatie experiment laat niet 
alleen zien dat de ritmes verschillende functies hebben, maar laat ook zien dat deze 
ritmes causaal betrokken zijn bij het simuleren en selecteren van bewegingen, omdat een 
(externe) verandering van het ritme leidt tot een verandering in het gedrag. 
Om meer te weten te komen over de onderliggende neurale populaties zijn in het tweede 
vervolgexperiment de ritmes dicht bij de bron gemeten. De alfa- en bèta-ritmes zijn 
gemeten met elektroden die onder de schedel, rechtstreeks op de hersenen aangebracht 
waren (ECoG). Dit is gedaan bij patiënten die deze elektroden aangebracht kregen als 
onderdeel van hun behandeling voor epilepsie. Tijdens hun ziekenhuisopname voerden 
deze patiënten de inbeeldingstaak uit. Deze data biedt de unieke mogelijkheid om de 
alfa- en bèta-ritmes in detail te bestuderen. De bevindingen waren in lijn met het eerste 
experiment. Echter werd nu ook zichtbaar dat de ipsilaterale toename van het alfa-ritme 
in een andere neuronale populatie plaatsvond dan waar de contralaterale afname van het 
bèta-ritme plaatsvond. De toename van het alfa-ritme was zeer lokaal en kwam alleen 
voor rondom de centrale sulcus. De afname in het bèta-ritme was meer diffuus en verder 
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verwijderd van de centrale sulcus. Dit onderscheid kon niet gemaakt worden op basis 
van de eerste twee experimenten en heeft belangrijke gevolgen voor de interpretatie van 
de bevindingen. Wanneer deze neurale populaties namelijk wel zouden overlappen, is 
een voor de hand liggende conclusie dat het alfa-ritme betrokken is bij het onderdrukken 
van het uitvoeren van de taak met de verkeerde hand. Het blijkt echter aannemelijker dat 
het alfa-ritme de simulatie en selectie van bewegingen op een andere manier faciliteert, 
bijvoorbeeld door het onderdrukken van tactiele informatie en/of het onderdrukken 
van het daadwerkelijk uitvoeren van de grijpbewegingen. Verder onderzoek is nodig 
om hier definitief uitsluitsel over te krijgen, bijvoorbeeld door het meten van tactiele en 
motorische drempelwaardes tijdens het uitvoeren van de taak.
Tezamen laten de drie studies zien dat de alfa- en bèta-ritmes verschillende functies 
hebben tijdens het inbeelden van bewegingen. Het bèta-ritme ontgrendelt de gebieden die 
nodig zijn voor het inbeelden van de bewegingen, terwijl het alfa-ritme hersengebieden 
remt om zo de simulaties te faciliteren. Meer inzicht in de functie van de alfa- en bèta-
ritmes is van cruciaal belang als we aandoeningen willen begrijpen, zoals de ziekte van 
Parkinson. Bij deze ziekte is het bèta-ritme abnormaal sterk, wat leidt tot problemen bij 
met het maken van nieuwe bewegingen. Ik hoop dat dit proefschrift een bijdrage levert 
aan een beter begrip van de functies van de alfa- en bèta-ritmes en dat deze kennis in de 
toekomst leidt tot betere behandelingen. Daar hef ik graag het glas op!
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will start as a post-doctoral fellow at the Psychology department of Utrecht University, 
where he will study how patients suffering from Schizophrenia perceive the world and 
how this is instantiated in the brain. Apart from research, Loek is a passionate teacher. 
During his Bachelor’s, he taught the basics of molecular cell biology at high-schools on 
behalf of the University of Leiden. Before and during his PhD he taught a number of 
courses at the University of Amsterdam and the Radboud University Nijmegen, most 
of them on the neural correlates of consciousness. At home, Loek has the privilege of 
seeing one particular human being develop her own conscious percept of the world, in 
the form of his little daughter Linne. As every scientist knows that one cannot base any 
conclusions on n=1, this ‘study’ will have likely been replicated by the time you read 
this. 
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