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ABSTRAK 
Saat ini semakin banyak permasalahan pada kehidupan sehari-hari yang memerlukan pendekatan optimasi 
dalam penyelesaiannya. Pendekatan optimasi sendiri menyediakan banyak alternatif metode yang dapat dipilih 
sesuai dengan karakteristik permasalahan yang akan diselesaikan. Penyelesaian permasalahan riil 
menggunakan pendekatan optimasi akan melibatkan model matematis. Model yang dibuat/digunakan akan 
menentukan pada koridor teknik optimasi mana kita akan bekerja. Secara garis besar, permasalahan dalam 
teknik optimasi dapat berupa permasalahan (pemrograman) linier atau non linier. Sebenarnya kedua kelompok 
permasalahan ini masih memberikan ruang cukup luas bagi kegiatan riset yang bertujuan untuk merancang 
konsep atau metode penyelesaian yang lebih efisien. Namun pemrograman non linier menyisakan area yang 
lebih luas, mengingat model-model non linier seringkali memiliki bentuk yang lebih kompleks dan dinamis. 
Klas-klas pemrograman non linier dapat ditentukan dari bentuk Ddan karakteristik fungsi tujuan/obyekti serta 
dari keberadaan dan bentuk fungsi pembatasnya. Salah satu subklas dalam permasalahan pemrograman 
nonlinier adalah masalah pemrograman kuadratik dengan fungsi obyektif  berbentuk fungsi konveks. Penelitian 
ini membahas penggunaan recurrent neural network  untuk menyelesaikan permasalahan minimisasi 
pemrograman kuadratik dengan batasan linier. Recurrent neural network digunakan karena mempunyai 
kelebihan pada strukturnya yang lebih sederhana dan kompleksitas yang lebih rendah untuk diimplementasikan 
daripada neural network yang digunakan sebelumnya untuk menyelesaikan permasalahan tersebut di atas. Ini 
menunjukkan bahwa recurrent neural network lebih stabil pada keadaan Lyapunov dan secara global mampu 
mencapai konvergensi dalam waktu singkat. 
 
Kata kunci: teknik optimasi, pemrograman nonlinier, pemrograman kuadratik, recurrent neural network. 
 
 
1. PENDAHULUAN 
Banyak permasalahan perekayasaan dapat 
diselesaikan dengan mengubah permasalahan orisinal 
menjadi permasalahan optimasi konveks dengan 
batasan linear. Sebagai contohnya, permasalahan 
kuadrat terkecil dengan batasan persamaan linear 
dapat dilihat sebagai framework dasar yang 
digunakan secara luas untuk system modelling dan 
desain dalam aplikasi-aplikasi yang bervariasi seperti 
signal and image processing  serta pengenalan pola.  
Pada berbagai aplikasi, penyelesaian real-
time biasanya penting. Salah satu contohnya pada 
pengolahan citra image fusion untuk transmisi citra 
wireless real-time. Dibandingkan dengan metode 
numerik tradisional untuk optimasi dengan batasan, 
pendekatan neural network memiliki beberapa 
kelebihan pada aplikasi-aplikasi real-time. Pertama, 
struktur dari neural network dapat diimplementasi 
secara efektif menggunakan VLSI dan teknologi 
optikal. Kedua, neural network dapat menyelesaikan 
banyak permasalahan optimasi dengan parameter 
yang bermacam-macam. Ketiga, teknik ordinary 
differential equation (ODE) numerik dapat 
diaplikasikan secara langsung pada neural network. 
Dalam makalah ini dicoba penggunaan one-
layer neural network untuk menyelesaikan 
permasalahan-permasalahan optimasi konveks.  
 
2. PEMROGRAMAN NON LINIER DAN 
PEMROGRAMAN KUADRATIK 
Permasalahan pemrograman non linier 
adalah proses untuk menyelesaikan sistem 
(persamaan atau pertidaksamaan), secara bersamaan 
dalam jangka waktu tertentu dengan menyertakan 
fungsi obyektif non linier untuk maksimasi atau 
minimisasi. 
Jika fungsi obyektif yang dimaksud 
berbentuk fungsi kuadratik dengan fungsi-fungsi 
pembatas berbentuk linier, maka permasalahannya 
disebut Permasalahan Pemrograman Kuadratik (PPK) 
[12].  
 
2.1.  Bentuk dasar pemrograman kuadratik 
  Bentuk dasar pemrograman kuadratik bentuk 
primal dan dual adalah [15]: 
 
 Bentuk Primal : 
 Minimasi f(x) = ½ x
T
Qx  +  c
T
x  
 Subject to g(x) = Ax – b  (2.1) 
 
 Bentuk Dual: 
 Maksimasi f(x) = - ½ x
T
Qx  +  b
T
y  
 Subject to g(x) = c + Qx - A
T
y + z    (2.2) 
 
dengan :  
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A :  matriks berdimensi m x n yang berisi  
koefisien variabel keputusan dalam  fungsi 
pembatas; 
Q :  matriks simetris berdimenasi n x n yang berisi 
koefisien dari suku kuadratik fungsi obyektif; 
c : vektor berdimensi n yang berisi koefisien dari 
suku linier fungsi obyektif; 
b : vektor berdimensi m untuk menampung 
koefisien yang ada di sisi kanan; 
x : vektor berdimensi n untuk menampung semua 
variabel keputusan; 
m    : menunjukkan jumlah fungsi pembatas; 
n : menunjukkan jumlah variabel keputusan yang 
digunakan; 
y : vektor berdimensi m untuk menampung 
variabel bentukan yang digunakan dalam fungsi 
obyektif bentuk dual; 
z : vektor berdimensi n untuk menampung variabel 
bentukan yang digunakan dalam fungsi pembatas 
bentuk dual; 
  
 
2.2.  Konveksitas fungsi obyektif 
Uji konveksitas dilakukan untuk 
memastikan bahwa permasalahan kita memiliki satu 
himpunan solusi yang unik. Selain pengujian analitis 
melalui fungsi obyektifnya, uji konveksitas ini dapat 
memanfaatkan matriks Q. Suatu fungsi obyektif 
(dalam hal ini adalah fungsi kuadratik) merupakan 
fungsi konveks jika matrik Q semidefinit positif. 
Pengujian matriks Q dapat dilakukan dengan 2 cara 
[2][4]: 
 
1.   xTQx > 0  
2.  nilai eigen(Q) >= 0 , nilai eigen dapat diperoleh 
dari    perhitungan det(I - Q) = 0 
  
 
2.3.  Kondisi optimal 
Kodisi optimal dari penyelesaian 
permasalahan pemrograman kuadratik akan tercapai 
apabila memenuhi kondisi Karush-Kuhn-Tucker 
(KKT). 
Kondisi KKT merupakan generalisasi dari 
metode Lagrange multiplier  yang diaplikasikan 
untuk bentuk primal permasalahan pemrograman 
kuadratik [1]: 
 
L(x, )  =  cTx + ½ xTQx - (Ax – b) (2.3)  
 
Hanya saja penerapan KKT, yang identik 
dengan penerapan Lagrange multiplier ini, selain 
berfungsi untuk menjamin diperolehnya solusi yang 
optimal, dalam prosesnya juga me-linier-isasi bentuk 
nonlinier (kuadratik) dari fungsi obyektif menjadi 
bentuk linier serta membuat pertidaksamaan dalam 
fungsi pembatas menjadi bentuk persamaan. Hal ini 
dilakukan dengan tujuan untuk mempermudah proses 
komputasi dan penyelesaian secara umum 
permasalahan pemrograman kuadratik itu sendiri. 
Formulasi umum Lagrange multiplier yang 
ditulis dengan mengkaitkan variabel dual, seperti 
berikut:  
 
L(x, )=  c Tx + ½ xT Qx - yT(Ax-b)    (2.4) 
 
dimana y merupakan variabel dual dari persamaan 
primal pemrograman kuadratik.  
Dikatakan bahwa sebuah sistem 
permasalahan nonlinier (khususnya permasalahan 
pemrograman kuadratik) akan memiliki solusi 
optimal, yaitu apabila memenuhi kondisi KKT. 
Kondisi KKT merupakan turunan pertama dari 
persamaan umum Lagrange (2.4).  
Sehingga persamaan kondisi KKT yang digunakan 
menjadi :  
c + Qx – ATy + z = 0 
Ax - b = 0 
xz = 0 
(x,z) ≥ 0     (2.5) 
 
 
3. TINJAUAN TERHADAP RECURRENT 
NEURAL NETWORK 
 
Lemma 1 :  
x
*
 adalah solusi untuk persamaan (2.1) jika dan hanya 
jika terdapat y
*
 ε Rm, yang memenuhi [1] 
 




 
0bAx
0x)yA)x(fx( T  
 
dimana  α konstanta positif 
  (x)
+
 = [(x1)
 +
,...,(xn)
 +
]
T
 
  (xi)
 +
 = max{0,xi} 
 
Berdasarkan formulasi pada Lemma 1, maka kita 
mendapatkan recurrent neural network dengan 
struktur satu-layer untuk menyelesaikan 
permasalahan (3.1), dengan rumus [13] 
 















 
)bAx(
)yA)x(fx(x
y
x
dt
d T       (3.1) 
 
dimana λ > konstanta skala 
 
Model jaringan saraf tiruan yang digunakan ini akan 
menunjukkan bahwa penyelesaian permasalahan 
pemrograman kuadratik akan konvergen pada suatu 
titik kesetimbangan, baik penyelesaian dengan nilai 
inisial berasal dari dalam daerah kelayakan maupun 
dari luar daerah kelayakan. 
Ada 2 pengembangan jaringan saraf tiruan dari 
persamaan (3.1) yang digunakan pada penelitian ini, 
yaitu : 
 permasalahan x di domain tertentu 
 permasalahan inequality variational 
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Permasalahan x di domain tertentu 
Diketahui permasalahan pemrograman convex 
nonlinear dengan bentuk : 
 
minimize f(x)  
subject to 
1x,bAx      (3.2) 
 
dimana f(x) continuosly differentiable dan konveks 
dari R
n
 ke R 
  A ε Rmxn 
  
b ε Rm 
  Ω1 = {x ε R
m
 | ≤ x ≤ h} 
 
Berdasarkan pada Lemma 1, maka : 
 





0bAx
0x)yA)x(fx(P T1
  (3.3)
 
 
dimana  PΩ1 :  R
n
 → Ω1 adalah operator proyeksi 
yang didefinisikan dengan 
PΩ1 (x) = [PΩ1 (x1), ... , PΩ1 (xn)]
T
, dan 
 









iii
iiii
iii
i1
hxh
hxlx
lxl
)x(P
 
 
Sebagai salah satu perluasan dari jaringan saraf tiruan 
pada persamaan (3.1), model jaringan saraf tiruan 
untuk memecahkan persamaan (3.2) diberikan 
sebagai berikut : 
 
  
  















bAx
xyAxfxP
y
x
dx
d T1   (3.4) 
 
Teorema 1 : 
Asumsikan  f(x) adalah strictly convex dan dua kali 
lebih differentiable untuk setiap x ≥ 0. maka jaringan 
saraf tiruan pada persamaan (3.4) stabil pada tahap 
Lyapunov dan konvergen pada titik u
*
 = {x
*
 , y
*
}, 
dimana x
*
 adalah solusi optimal untuk rumusan (3.3). 
Lebih jauh, kecepatan konvergen dari jaringan saraf 
tiruan pada rumusan (3.4) proporsional untuk 
parameter desain λ. 
 
 
Gambar 3.1.  Pseudocode untuk permasalahan x pada domain 
tertentu 
Permasalahan inequality variational 
Diketahui permasalahan inequality variational 
dengan bentuk : 
 
    2*
T* x,0xFxx    (3.5) 
 
dimana F : R
n
 → Rn adalah continuously 
differentiable. 
 
Ω2 = { x ε R
n
 | Ax = b, x ≥  0 } 
 
Dengan kondisi KKT untuk (3.5) kita ketahui bahwa 
x
*
 adalah solusi untuk persamaan (3.5) jika dan hanya 
jika ada y* ε Rm, sedemikian rupa sehingga u*  = [x* , 
y*]
T
 untuk permasalahan : 
 
    0*
T* x,0uGuu      (3.6) 
 
dimana   0x|Ry,xu mnT0      dan 
 
   
 











bAx
yAxF
uG
T
 
 
Sesuai dengan teorema proyeksi, persamaan (3.6) 
dapat diformulasikan sebagai 
  
  







0bAx
0xyAxFx T  
 
Sebagai perluasan lain dari jaringan saraf tiruan pada 
persamaan (3.2), kita mendapatkan model jaringan 
saraf tiruan untuk menyelesaikan permasalahan (3.5) 
 
  
  
















bAx
xyAxFx
y
x
dt
d T   (3.7) 
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dimana λ > 0 adalah konstanta penskalaan. 
 
Teorema 2 : 
Asumsikan  xF  positif definit pada 
 0x|RxR nn  . Maka trayektori dari jaringan 
saraf tiruan pada rumusan (3.7) dengan titik awal 
     mn00 RRty,tx    konvergen terhadap titik 
kesetimbangan  { x
*
 , y
*
  }, dimana x
*
  adalah solusi 
dari rumusan (3.5). Lebih jauh, waktu konvergen dari 
jaringan saraf tiruan pada rumusan (3.7) adalah finite. 
 
 
Gambar 3.2.  Pseudocode untuk permasalahan inequality 
variational 
 
 
 
 
 
 
4. HASIL UJI COBA 
4.1. Uji Coba Pertama 
Pada Uji coba pertama, diberikan contoh 
yang menampilakan kefektifan dalam memperoleh 
hasil 
Bentuk permasalahan : 
  
Minimize f(x) 
Subject to Ax = b , x  Є Ω1 
Dimana  
 
 
 
1
1
10,10,10,10
1.0,0,,0,1.0
}{
1,1
0011
1100
3243)ln()(2)(
2
3
)(
4
1
41432141
2
4
2
3
2
2
2
1
















T
T
T
h
l
lxhRx
b
A
xxxxxxxxxxxxxf
 
Penyelesaian Dengan Jaringan Saraf Tiruan: 
diberikan beberapa inisialisasi dan perkiraan waktu. 
Hal ini dimaksudkan untuk menunjukkan bahwa pada 
permasalahan pemrograman kuadratik dengan nilai 
inisial yang berbeda-beda dan perkiraan waktu yang 
tetap untuk semua inisialisasi akan menghasilkan 
grafik trayektori yang konvergen pada satu titik 
kesetimbangan. Untuk setiap nilai inisial dan 
perkiraan waktu yang berbeda, memiliki iterasi yang 
berbeda pula dalam mencapai titik kesetimbangan. 
Data nila inisial dan perkiraan waktu serta banyak 
iterasi ditunjukkan pada tabel 4.1 berikut: 
 
Tabel 4.1. Nilai, tspan, dan banyak iterasi 
Uji Coba 1 
Nilai Inisial tspan Iterasi 
[ 0; 0; 0; 0; 0; 0] 
[2; -2; 1 ; -1; 0; 1] 
[1.5; -1.5; 0.5 ; -1.5; 0.5; 1.5] 
[2.25; -1.75; 0.75 ; -1.75; 0.75; 
1.75] [2; -2; -1.5 ; -1.5; -1.75; 1] 
[0;5] 
[0;5] 
[0;5] 
[0;5] 
[0;5] 
201 
280 
259 
243 
271 
 
Perubahan nilai penyelesaian pada permasalahan uji 
coba 1 dapat dilihat pada grafik trayektori berikut : 
 
 
Gambar 4.1. Grafik trayektori x1 
 
Gambar 4.2. Grafik trayektori x2 
 
Gambar 4.3. Grafik trayektori x3 
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Gambar 4.4. Grafik trayektori x4 
 
Gambar 4.5. Grafik trayektori x5 
 
 
Gambar 4.6. Grafik trayektori semua x 
 
4.2. Uji Coba Kedua 
Pada Uji coba kedua, diberikan contoh 
permasalahan pertidaksamaan variatonal dengan 
bentuk permasalahan : 
 
 
1
10,20,40
6
1,1,1
34810
31035
5
)(
2
33
2
2
2
1
32
2
21
32
2
11




















b
A
xxxx
xxxx
xxxx
xF
 
 
Penyelesaian Dengan Jaringan Saraf Tiruan: 
diberikan beberapa inisialisasi perkiraan waktu dan 
nilai lamda yang berbeda. Data nilai inisial, nilai 
lamda dan perkiraan waktu serta banyak iterasi 
ditunjukkan pada tabel 4.2. berikut: 
 
Tabel 4.2. Nilai, tspan, nilai lamda dan banyak iterasi 
Uji Coba 2 
Nilai Inisial lamda tspan Iterasi 
[0;0;0.5;46.00] 40 [0;2] 1953 
[0;0;0.5;46.00] 20 [0;2] 1001 
[0;0;0.5;46.00] 10 [0;2] 525 
 
Perubahan nilai penyelesaian pada 
permasalahan uji coba 2 dapat dilihat pada grafik 
trayektori berikut : 
 
 
Gambar 4.7. Grafik 2 terhadap tspan dengan lamda = 40 
 
Gambar 4.8.  Grafik 2 terhadap tspan dengan lamda = 20 
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Gambar 4.9.  Grafik 2 terhadap tspan dengan lamda = 10 
 
5. KESIMPULAN 
Beberapa hal yang dapat disimpulkan pada 
penelitian ini antara lain adalah: 
1. Pendekatan jaringan saraf tiruan (neural network) 
sangat sesuai digunakan untuk menyelesaikan 
permasalahan pemrograman kuadratik, dan 
khususnya recurrent neural network sangat stabil 
pada keadaan Lyapunov dan mampu mencapai 
konvergensi secara lebih cepat untuk solusi 
optimal di bawah kondisi konvex dari fungsi 
obyektif; 
2. Metode recurrent neural network memiliki 
struktur single-layer yang sederhana dan dapat 
diimplementasikan pada komputasi parallel; 
3. Metode recurrent neural network tidak 
memerlukan kondisi kontinuitas Lipschitz dari 
fungsi obyektif, sehingga metode ini dapat 
digunakan untuk beragam bentuk permasalahan 
optimasi konveks dengan pembatas linier. 
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