The full exploitation of the structure of large scale algebraic problems is often crucial for their numerical solution. Matlab is a computational environment which supports sparse matrices, besides full ones, and allows one to add new types of variables (classes) and define the action of arithmetic operators and functions on them. The smt toolbox for Matlab introduces two new classes for circulant and Toeplitz matrices, and implements optimized storage and fast computational routines for them, transparently to the user. The toolbox, available in Netlib, is intended to be easily extensible, and provides a collection of test matrices and a function to compute three circulant preconditioners, to speed up iterative methods for linear systems. Moreover, it incorporates a simple device to add to the toolbox new routines for solving Toeplitz linear systems.
Introduction
The aim of this paper is to present a Matlab toolbox for operating with structured matrices without taking care of computational and storage issues.
Algebraic structures are present in many mathematical problems, so they arise naturally in a large number of applications, like medical imaging, remote sensing, geophysical prospection, image deblurring, etc. Moreover, in many real-world computations the full exploitation of the structure of the problem is essential to be able to manage large dimensions and real time processing.
In the last 30 years, a great effort has been made to study the properties of algebraic structures and to develop algorithms capable of taking advantage of these structures in matrix arithmetic, as well as in the solution of various matrix problems (solution of linear systems, eigenvalue computation, etc.), for what regards memory storage, speed of computation and stability.
In spite of the many important advances in this field, there is a limited amount of software publicly available for structured matrices computation. On the contrary, many of the algorithms which have been proposed exist only under the form of published papers, or unoptimized research code. This fact often obliges researchers to re-implement from scratch algorithms and BLAS-like routines, even for the most usual classes of structured matrices. Anyway, this is possible only for those with enough knowledge in mathematics and computer science, and totally rules out a large amount of potential users of structured algorithms.
Matlab [16] is a computational environment which is extremely widespread both among applied mathematicians and engineers, in academic as well as in industrial research. It makes matrix computation sufficiently easy and immediate, and provides the user with powerful scientific visualization tools. At the moment, besides the standard unstructured (or full) matrices, the only matrix structure natively supported in Matlab is sparsity. In sparse matrix storage only nonzero elements and their position inside the matrix are kept in the computer memory. Moreover, all operations between sparse matrices are defined in order to reduce execution time and memory consumption, while mixed computations return full or sparse arrays, depending on the type of operations involved. The use of the optimized algorithms is immediate for the user, as they are automatically called in the presence of sparse operands.
Our idea is to add to Matlab a computational framework devoted to structured matrices, with the aim of making it easy to use and Matlab-like, transparent to the user, highly optimized with respect to storage and complexity, and easily extensible. We tried to closely follow the way Matlab treats sparse matrices and, for doing this, we used the Matlab object-oriented classes. Starting from version 5, in fact, it is possible to add new data types (classes) to Matlab, to define new methods for a class, i.e., functions to create and manipulate variables belonging to the new data type, and to extend the definition of the arithmetic operators for each new class; this is called operators overloading.
At the moment, our toolbox supports two very common classes of structured matrices, namely circulant and Toeplitz matrices. In writing the software our aim was not only to furnish storage support, a full set of arithmetic operations, and some additional methods for these structured matrices, but also to create a framework easily extendible, in terms of functions and new data types, and to specify a pattern for the future development of the package. So, a great effort was devoted to the software engineering of the toolbox.
Among the available Matlab software for structured matrix computation, we mention the following Internet resources. Various fast and superfast algorithms for structured matrices have been developed by the MaSe-team (Matrices having Structure) [21] , coordinated by Marc Van Barel at the Katholieke Universiteit of Leuven. A Toolbox for Structured Matrix Decompositions [25] has been included in the SLICOT package [24] . The RestoreTools [17] is an object oriented Matlab package for image restoration which has been developed by James Nagy and his group at Emory University. Among the other software for structured linear systems publicly available, we would like to mention the Toeplitz Package [3] , written in a Russian-American collaboration, toms729 [13] , based on a look-ahead Levinson algorithm, for which a Matlab MEX gateway is available [1] , and drsolve [2] , which implements the generalized Schur algorithm with various pivoting strategies.
Matlab implementations of various algorithms are also available in the personal home pages of many researchers working in this field, and there are some circulant or Toeplitz-related functions in the File Exchange section of Matlab Central (http://www.mathworks.com/matlabcentral/). It is worth mentioning that there are plans to add support for structured matrices in LAPACK and ScaLAPACK; see [8, Section 4] .
The outline of this paper is the following. In Section 2, we describe in detail our toolbox, called smt (Structured Matrix Toolbox), its capabilities, the new data types added to Matlab, and the functions for their treatment. Section 3 reports the results of several numerical tests, showing the reliability and effectiveness of the toolbox, and finally, in Section 4, we describe possible future lines of development for this software package.
The toolbox
The smt toolbox is entirely written in the Matlab programming language; it is available in Netlib (http://www.netlib.org/numeralgo/) as na30 package. The Matlab version officially supported is 7.10 (i.e., release 2010a), anyway we tested it on previous versions, way back to 6.5, without problems. To install it, it is sufficient to uncompress the archive file containing the software, creating in this way the directory smt and its subtree. This directory must be added to the Matlab search path in order to be able to use the toolbox from any other directory. The installation procedure is described in detail in the User Guide, i.e., in the file userguide.pdf, and in the README.txt file; both can be found in the main smt directory.
In this section we introduce the new data types implemented in the toolbox, namely the smcirc and smtoep classes, and the computational functions to handle them. The directory structure of the package and other technical issues are addressed in the userguide.pdf file. Full documentation for every function of the toolbox is accessible via the Matlab help command, and the code itself is extensively commented.
Writing this software, we took great care in checking the validity of the input parameters, in particular regarding dimensions and data types, and in using an appropriate style for warnings and errors, in order to guarantee the Matlablike behaviour of the toolbox. As this requires a long chain of conditional tests, the resulting functions are often more complicated than expected (see for example the file mtimes.m in the directory @smcirc), but this does not have a significant impact on execution time, as it will be shown in Section 3.
We remark that the toolbox supports both real and complex structured matrices, since complex numbers are natively implemented in Matlab. It is also possible to manage sparse smcirc and smtoep objects.
Circulant matrices
A circulant matrix [7] of order n is a matrix C whose elements satisfy the relations
The main property of a circulant matrix is that it is diagonalized by the normalized Fourier matrix F, defined by
where ω := e 2π i n is the minimal phase nth root of unity, and the roman 'i' denotes the imaginary unit. This allows us to factorize any circulant matrix in the form
is the discrete Fourier transform of the first column of C. Given the definition of the Matlab commands fft/ifft, we have
In smt, a matrix C of class smcirc is a struct variable (which is called a record in some programming languages) composed by 3 fields. The first column of the circulant matrix C gives complete information about it, and is stored in the field C.c, while C.dim is the dimension n. The information on the dimension is redundant, but the increase in storage is negligible and it reduces the number of function calls in the toolbox routines. The field C.ev is empty by default; it contains the vector δ of the eigenvalues of C if the automatic computation of eigenvalues is enabled (see smtconfig and the crautoeig parameter in Section 2.4). When this functionality is activated, the eigenvalues are computed by (2.2) when the matrix is created, and updated every time the matrix is modified; in this case, the initial allocation of a circulant matrix, as well as some operations involving it, takes O(n log n) floating point operations. This procedure reduces the computational load in some situation, as it will be explained in the following.
A matrix of class smcirc can be created by specifying its first column, with the command depending on how the configuration parameter display is set; see the function smtconfig in Section 2.4. The structure of the object can also be inspected with the command get(C), independently of the configuration of the package. The user is allowed to modify the C.c field, or some of its components (e.g., C.c(1)=sqrt(2)), but not to change its size. If the column vector passed to smcirc is of class sparse, this memory storage class will be preserved in C.c, but not in C.ev. Only square matrices are allowed in this class, to store rectangular circulant matrices use the class smtoep, described in the following section.
All operations between circulant matrices have been implemented, when possible, by fast algorithms, meaning that they require a complexity smaller than the corresponding standard matrix operations. For example, when the user computes the sum of two circulant matrices with the command A=C+D, the function plus.m is automatically called, in order to sum the .c fields and, if crautoeig is enabled, to update the .ev field of the resulting object, as follows
To multiply a circulant matrix C by a vector x, we can exploit the factorization (2.1) to obtain
where
T denotes the Hadamard product of two vectors (also known as Schur product, or element-wise product), and δ is given by (2.2). This requires in general 3 fft's, but the number of fft's is 2 if crautoeig is enabled, since in this case the vector δ is stored in the .ev field of the corresponding object C. In a similar way, the first column of the product of two circulant matrices is evaluated by the inverse discrete Fourier transform of the product of the eigenvalues of the two factors, and 2 fft's are saved if the .ev fields are non empty.
After performing many operations which update the eigenvalues of a smcirc matrix, it may be advisable to recompute C.ev, to improve its accuracy; if desired, this can be done by
C=smcirc(C.c).
Otherwise, it is sufficient to disable crautoeig, and the eigenvalues will be recomputed at the first subsequent operation which will require their use.
The use of the eigenvalues in (2.3), as well as in other computations, requires the use of complex variables, but even when the exact result is real, propagation of rounding errors often produces complex results with negligible imaginary part. For this reason, when an operation with real (integer) operands is known to have a real (integer) result, such conversion is performed in the corresponding function to improve the accuracy. This functionality can be disabled by the convreal and convint configuration parameter; see Section 2.4. Moreover, the products Cx and C * x (C T x) are guaranteed to be equal whenever C is Hermitian (symmetric); this is necessary because computer arithmetic may lead to slightly different results, and these products are used to test if the matrix is Hermitian (symmetric) in some Matlab routines.
All the overloaded operators, or methods, for smcirc matrices are coded in a set of functions, whose names (fixed by the Matlab syntax) are reported in Table 1 , together with the equivalent Matlab notations. Each of these functions is called when at least one of the operands in an expression is of class smcirc; if the two operands are different smt objects, the method corresponding to the first one is called. The result is structured whenever this is possible. So, if C and D are smcirc objects, and x is a vector, E=C * D produces a smcirc object, y=(C+D) * x returns a vector, F=C * rand(n) returns a standard matrix.
When an operation is performed between two circulant matrices, its complexity is not larger than O(n log n) (as, for example, in the matrix product), while it may be larger when one of the arguments is unstructured; e.g., the product between a circulant and a full square matrix is computed by multiplying the first operand by each of the columns of the second one, so it takes O(n 2 log n) floating point operations. Whenever it is possible, Matlab automatically uses the fast algorithms implemented for the smcirc class. The operations which rely on factorization (2.1), and for this reason have a complexity O(n log n), are the matrix product (see (2.3)), the matrix power, and the left/right matrix division. Obviously, some operators do not involve floating point computations at all, like the transposition or the unary minus.
A trivial implementation of the algorithms is not sufficient to obtain a package which is both robust and transparent to the user. As an example, we report in Algorithm 1 the structure of the plus.m function, which is called when the first structured argument in a sum is a smcirc object. As it can be seen, when the operands are of different classes, the result belongs to the less structured class; e.g., circulant plus full is full, circulant plus Toeplitz is Toeplitz, etc.
The definition of many Matlab standard functions have been extended for circulant matrices. These functions are listed and briefly described in Table 2 ; among them, there are simple manipulation and conversion functions, like abs, double or full, some which return logical values (the isXXX functions), and a few which optimize some computations for smcirc matrices, like det, eig or inv. The implementation of the last three functions is straightforward, as the eigenvalues of a smcirc object are easily obtained, and they are immediately available in the .ev field if crautoeig is enabled. The norm function evaluates, by no more than O(n) operations, the norm with index 2, 1 or ∞ of a circulant matrix, or its Frobenius norm, while cond computes the condition number corresponding to each of these norms.
We remark that, when crautoeig is enabled, some functions require a larger complexity for a circulant than for a full matrix; e.g., imag, which extracts the imaginary part of the entries of a circulant matrix, needs to recompute its eigenvalues to update the .ev field. On the contrary, computing the complex conjugate of a circulant matrix C by the function conj requires no additional computation to update .ev, since it is sufficient to change the sign of the imaginary part of the entries of the matrix, as well as of its eigenvalues, and to reorder the eigenvalues. This is implemented as where the second instruction correspond to the assignment
if we denote by λ j the conjugates of the eigenvalues of C, and by μ j those of C. 
Other technical remarks on the functions contained in the toolbox can be found in the userguide.pdf file, in the package main directory.
Toeplitz matrices
A Toeplitz matrix of order n is a matrix T whose elements are constant along diagonals, that is
e.g., for n = 4,
We introduced a class smtoep, for Toeplitz matrices, similar to the smcirc class. A smtoep object can be created by specifying its first column and row, for example with the command A smtoep object has two fields T.dim1 and T.dim2 for the number of rows and columns of the matrix, while T.t contains the data to reconstruct the matrix, namely the first row and column, in a form which is convenient for computation; in the above example, T.t = (1, 2, . . . , 7) T .
The meaning of the T.cev field will be explained later in this section. The componentwise operators, like sum, subtraction, and the so-called dotoperators (. * , ./, etc.), have been implemented for Toeplitz matrices similarly to what has been done for the smcirc class.
Regarding the matrix product, it is well known [11, Section 4.7.7 ] that a Toeplitz matrix can be embedded into a circulant matrix C T ; e.g., given the matrix (2.4), we can write
Therefore, to compute the product y = Tx by a fast algorithm, one can construct a vector x by padding x with zeros to reach the dimension of C T , then compute C T x by (2.3), and finally extract y from the first components of the result. The embedding is realized by a simple call to the smcirc constructor, as follows
where N is the dimension of the matrix C T . The zero diagonals of the off-diagonal blocks in (2.5) can be deleted, in which case the dimension of C T is minimal, or "tight": if T is m × n, then the "tight" dimension of C T is m + n − 1. On the contrary, we can insert as many zero diagonals as we want. This may be useful, because the implementations of the fft usually perform better when the length of the input vector is a power of 2.
In smt the dimension of the circulant embedding can be freely configured by the command smtconfig; see Section 2.4. Although the implementation of fft used in Matlab, namely FFTW [10] , exhibits a very good performance also when the size of the input vector is a prime number, we observed that the matrix product is generally faster if we extend the matrix C T to the next power of 2 exceeding m + n − 1 (see Fig. 3 ), so this is the default choice.
A particular function has been created to speed-up Toeplitz matrix multiplication. Thus, the command
precomputes the eigenvalues of the matrix C T , and stores them in the .cev field of a smtoep object. If the tpautoeig configuration parameter has been enabled by the smtconfig command (see Section 2.4), the computation of .cev is done automatically whenever a smtoep object is created; in this case only two fft's are required for each matrix product, instead of three. The price to pay is that, like in the case of circulant matrices, some elementary functions involving smtoep objects have a complexity larger than expected, as they need to compute or update the .cev field of their result. The tpautoeig parameter is disabled by default; in this situation the user can either call toeprem when needed, or renounce to multiplication speedup.
The operators and functions of Tables 1 and 2 have been implemented also for the class smtoep, with some exceptions. Unlike the circulant matrices, there is no standard method to invert a Toeplitz matrix, or to compute its determinant or its eigenvalues. Moreover, the inverse of a Toeplitz matrix is not Toeplitz itself, so it cannot be stored in a variable of the same class. For this reason the functions inv, det, eig, and cond have not been implemented, while the norm function computes the 1−, ∞−, and the Frobenius norm, but not the 2−norm. It is relatively simple, for the user, to add to the toolbox his own routines to perform these computations. The next section will describe a simple device to add a function to solve Toeplitz linear systems, both in the classical and in the least-squares sense.
Linear systems and preconditioners
Solving a circulant linear system is immediate, by employing the factorization (2.1); the computation requires just three fft's (two, if the eigenvalues are stored in the .ev field). The algorithm is implemented in the functions mldivide and mrdivide for the smcirc class, and is accessible via the usual matrix left/right division operators.
To solve Toeplitz linear systems, one possibility is to use an iterative solver, either user supplied, or among those (pcg, gmres, etc.) available in Matlab. This can be done transparently, taking advantage of the compact storage and fast matrix-vector product provided by the toolbox.
It is customary to use preconditioners to speed up the convergence of iterative methods. In the case of Toeplitz linear systems, it has been proved that various classes of circulant preconditioners guarantee superlinear convergence for the conjugate gradient method; see [4] .
The function smtcprec, included in the toolbox, provides the three best known circulant preconditioners, and can be easily extended to include more. For a given Toeplitz matrix A, this function can construct the Strang preconditioner [18] , which suitably modifies the matrix to make it circulant, the so-called optimal preconditioner [6] , which is the solution of the optimization problem
where C is the algebra of circulant matrices and · F denotes the Frobenius norm, and the superoptimal preconditioner [5, 19, 20] , which minimizes
While the Strang preconditioner is defined only when A is Toeplitz, the optimal and superoptimal preconditioners can be computed also for a general matrix. For this reason, when called to compute one of these two preconditioners, the function smtcprec accepts a standard matrix in input, either full or sparse. If the input matrix is Toeplitz, the computation is performed by a fast algorithm, i.e., it takes O(n) flops to compute the optimal preconditioner, and O(n log n) for the superoptimal one. If the matrix is full, the complexity is O(n 2 ) for the optimal preconditioner, and O(n 3 ) for the superoptimal one; if the matrix is sparse the complexity depends upon its density.
The code in the functions strang, optimal, and superopt (see Table 3 ) was developed by one of the authors during the research which led to the paper [22] , where the details of the algorithms are described. To compute the superoptimal preconditioner, it is possible to use either the method introduced in [5] , or the one from [20] . It is remarkable that, since the second algorithm involves certain Toeplitz matrices, our implementation is greatly simplified, as it performs the computation using the arithmetic operations provided by the toolbox itself; see the file superopt.m and [22] , for details. Using circulant preconditioners with the iterative methods available in Matlab is straightforward, as these functions use the matrix left division to apply a preconditioner, and so automatically take advantage of the fast algorithms furnished by our toolbox. For example, the instructions create a Gaussian linear system of dimension 5000 (see the function smtgallery in Section 2.4) with prescribed solution, and solve it by the conjugate gradient method, preconditioned by the Strang circulant preconditioner.
Besides the iterative methods, there are also many fast and superfast direct solvers for a Toeplitz linear system, and some of them have been implemented in publicly available subroutines. Our toolbox can be easily configured, via the smtconfig command, so that a specific Toeplitz solver is automatically called when one of the matrix division operators (either \ or /) is used to solve a Toeplitz linear system.
We give two examples of this configuration procedure. A Fortran implementation of the look-ahead Levinson algorithm for nonsingular Toeplitz linear systems is described in [13] . A Matlab MEX gateway for this package is available on the web [1] . To link this solver to the toolbox, after installing the software from [1] and adding its directory to the search path, one must issue the following command smtconfig('tpsolve',@(c,r,b)toms729(c,r,b)) which assigns to the configuration parameter tpsolve a function handle, the equivalent for a function pointer. The function handle must accept exactly three parameters: the first column of the Toeplitz matrix, its first row, and a vector containing the right hand side of the linear system, or a matrix in case of multiple right hand sides. After the configuration, a Toeplitz linear system can be solved with the usual syntax x=T\b.
A second examples is furnished be the package drsolve [2] , which implements the generalized Schur algorithm with various pivoting strategies. The Toeplitz solver from this package can be added to the toolbox by the command smtconfig ('tpsolve',@(c,r,b)tsolve(c,r,b) ).
By default, the tpsolve parameter contains the null pointer. There is a similar configuration parameter, called tpsolvels, to add a function which solves a rectangular Toeplitz linear system in the least-squares sense.
Other functions
Besides the operators and functions discussed in the previous section, the toolbox is completed by some general functions, listed in Table 3 . In this section, we will give some details on two of them, more information on the others can be found in the userguide.pdf file.
The smtconfig function allows the user to modify the configuration of the toolbox, to suit it to his own preferences. The available configuration parameters are listed in Table 4 , together with their possible values, and a short description. For example,
returns the value of the convint parameter, smtconfig('display','compact') selects compact display of matrices, smtconfig('crautoeig',true) enables automatic computation of eigenvalues for circulant matrices, smtconfig('tpemb',@(m1,m2)m1+m2-1) sets the size of the circulant embedding for Toeplitz matrices at its minimum.
The use of smtconfig to add a Toeplitz solver to the package has been described in Section 2.3. For more information, see the help page of the command. Another important feature of the toolbox is the availability of a collection of structured test matrices through the smtgallery function. The collection, listed in Table 5 , includes random matrices, three matrices studied in [23] (algdec, expdec and gaussian), one from [12] (tprkdef), and all the Toeplitz matrices provided by the Matlab gallery function, most of which come from [14] . The syntax of smtgallery follows that of gallery, and documentation is provided for each test matrix. For instance, T=smtgallery('gaussian',7) constructs a 7 × 7 Toeplitz Gaussian matrix, C=smtgallery('crrand',7,'c') returns a random complex circulant matrix, help private/tchow displays the help page for the Chow matrix.
Numerical tests
To illustrate the performance of our toolbox, we report in this section the results of some numerical experiments. All the experiments can be replicated by the Matlab scripts contained in the smt/demo/tests directory.
The tests were performed with Matlab 7.10 (Linux 64-bit version), on a 4 processors computer (Intel Core i7 860) with 8 Gbyte RAM, running Debian GNU/Linux 6.0 x86_64. The parallel computing capabilities of this and similar processors are not directly exploited in the tests reported in this paper. Starting with the release R2009a, Matlab includes a multithreaded version of the fft function [9] , so the performance of the toolbox should improve on multiprocessor computers, at least in some situations. We remark that, on the contrary, all the computations with full matrices reported in the experiments take advantage of Matlab parallel computing features.
To investigate the saving in storage and execution time deriving from the toolbox, we consider a random Toeplitz matrix of dimension 2 k , k = 9, . . . , 14, and store it both as a full matrix A and as a smtoep object T, denoting by memory saving the ratio between the size of A (in bytes) and the size of T; see Fig. 1 . For each of these matrix pairs, we measure the time elapsed to perform five matrix sums (either A + A or T + T) and five matrix-vector products (Ax and Tx, where x is a random vector). The ratios between the time measured for standard and for structured computation (i.e., using the standard Matlab matrix operators or the toolbox functions) are reported in Fig. 1 , where they are denoted as sum speedup and product speedup. The maximum dimension is limited to 2 14 = 16384, because a full matrix of larger size does not fit into the memory available in our computer, and the consequent memory paging invalidates the time measurements.
From Fig. 1 , as expected, it is clear that resorting to optimized data storage and fast algorithms allows to process larger arrays, than using "full storage" and ordinary matrix computation. This numerical experiment can be repeated by running the test1.m script, which can be found in the smt/demo/tests directory. Notice that the range of dimensions to be used in the experiments is declared in the first lines of code of each test script.
A possible objection to the use of the toolbox is the price to pay for the comfort offered by the smt environment (automatic storage, overloaded operators and errors control) with respect to using inline code to perform the same computation. To address this issue, we considered a Toeplitz matrix of dimension n = 2 k , k = 11, . . . , 18, and we measured the time required to that is, using the same instructions executed by the function @smtoep/ mtimes.m, but avoiding the time overhead caused by the function calls and the validity check of the input parameters; see the lines labelled as smt-MM and inline-MM in Fig. 2 . To stress this situation, we repeated the two computations by multiplying the Toeplitz matrix by each of the 100 columns of A, in a for-loop; the results are labelled in the same figure as smt-MV and inline-MV. Figure 2 , which is generated by the test2.m script, shows that the overhead caused by the toolbox is negligible. In fact, the lines representing the run-times of the toolbox computation and the inline code are almost coincident, both for the matrix-matrix product and for the repeated matrix-vector product.
As explained in Section 2.2, to perform a matrix-vector product a Toeplitz matrix of size n is embedded into a circulant matrix, whose dimension must be larger or equal to 2n − 1; anyway, it is well known that the implementations of the fft algorithm usually perform better when the size is a power of 2. To investigate this fact in the "worst case", i.e., when n is a prime number, we measured the execution time for multiplying 10 times a Toeplitz matrix by a Fig. 2 Comparison of the execution time for performing matrix products using the toolbox routines or inline code random vector, when the dimension n ranges over the 6233 prime numbers between 2 11 and 2 16 . The product is performed by embedding the Toeplitz matrix into a circulant whose dimension is either "tight", that is, 2n − 1 (corresponding to dots in Fig. 3 ), or the next power of 2 exceeding 2n − 1 (corresponding to diamonds). Figure 3 shows that the "power of 2" choice results in a faster computation on our computer. This is the default setting in smt, but it can be changed by modifying the tpemb configuration parameter; see smtconfig in Section 2.4, and the script test3.m. We repeated this experiment on computers with different architectures, running different operative systems and different versions of Matlab, always observing similar results. Anyway, to obtain an optimal circulant embedding on a particular hardware/software configuration, one may prefer another setting.
In order to test the performance of the toolbox in conjunction with other functions from the Matlab library, we considered the problem of solving a linear system by an iterative method. The coefficient matrix is the Gaussian matrix, as constructed by the smtgallery function, with parameter σ = 0.8. This matrix is symmetric positive definite, its asymptotic condition number (see [23] ) is 238.74, and this value is quickly reached, as for n = 1000 the Matlab cond function returns 238.72. We solved the system by the conjugate gradient method, using one of the following two calls that is, setting the tolerance (relative residual) to 10 −8 and the maximum number of iterations to 100. The results, computed by the test4.m script, are shown in Table 6 . For each size, we report the number of iterations and the execution time in seconds. The measurements in the column labelled as full were obtained using the standard full matrix storage and applying the pcg functions without preconditioning; for full matrices the size is lower or equal to 16384, to avoid memory paging. To obtain the data in the following four columns we used the fast routines in the toolbox, and called pcg with no preconditioning (smt), or using the three circulant preconditioners (Strang, optimal and superoptimal) constructed by the smtcprec function, as indicated by the headings.
The column "autoeig-off" was computed like the column "smt" (the numbers of iterations is the same), but while for the former we enabled the tpautoeig configuration parameter (see Section 2.4), that is, the precomputation of eigenvalues for the circulant embedding of Toeplitz matrices, for the latter we disabled it. With this setting, each matrix-vector product requires three fft's, instead of two, and the computational cost of each pcg iteration is expected to increase by 50%. We see that in practice this estimate is too pessimistic, since the ratio between the execution times is about 1.2 for the largest size.
Future developments
For future extensions of the toolbox we see different lines of development.
1. There are other important algebraic structures which could be added to the toolbox. In particular, all the matrices with displacement structure [15] (Cauchy-like, Toeplitz-like, etc.) can be converted into each other, and there exist fast algorithms for solving matrix problems with this kind of structure. 2. In many applications, there appear composed structures, like sum, products or tensor products of matrices with different structures. Some of these classes could be implemented, trying to inherit at least part of the computational methods from each component class. 3. Finally, some relevant multidimensional problems lead to multilevel structured matrices, i.e., block-structured matrices with structured blocks, and the properties and algorithms for some of these structures have already been studied in the literature, as in the case of multilevel Toeplitz matrices.
