Methods for mobile robot localiiarion rhar use eigenspaces of panoramic snapshors of the environment are in general sensitive to changes in rhe illuminarion of the environment. Therefore, we propose an approach which achieves a reliable localiiarion under severe illumination conditions. The method uses gradientfiltering of the eigenspace. Afrer resting the approach on images obtained by a mobile robor, we show rhor it outperforms rhe standard eigenspace-based recognition merhod.
Introduction
To enable localization of a mobile robot in an outdoor or indoor environment, a number of methods have been proposed that construct an appearance model of the environment by capturing panoramic views of locations, obtained with an omnidirectional sensor [ I , 3, 91 . The model of appearance is predominantly constructed by compressing the set of panoramic snapshots using PCA, resulting in the eigenspace represenfarion, which has been successfully used in many areas of computer vision [6, 81. With this approach, images acquired during the process of learning get represented as points in a low-dimensional eigenspace, which is spanned by a number of eigenvectors -eigenimages. Localization can then be performed by a projection of the momentary panoramic view on the eigenspace, followed by a search for the nearest coefficient corresponding to a training image.
The eigenspace method has been used in a straightforward way of classifying target appearances by projection without accounting for the possible discrepancies between the learned data and the subsequent images that have to be recognized during the localization phase. This can lead to potential problems when we want the robot to be able to estimate its position in a dynamic environment, with changing configurations of moving objects and persons, and with changing illumination conditions. To cope with occlusions from objects, a robust algorithm for the calculation of the eigenimage coefficients was proposed [4, 31.
While this method can also tolerate some artifacts that appear due to the illumination (e.g., specularities or dark shadows), it results in erroneous localization when dealing with global or smooth illumination changes. Some approaches attempt to alleviate the problem of global illumination by a normalization [ 5 ] . In the case of occlusions such an approach can not be applied, since normalization is inherently nonrobust. In panoramic images this problem gets even harder, since the images captured depict 360 degrees of the surrounding, which encompasses several local lighting conditions. Such a variety can clearly not be handled by a simple normalization.
In this paper we describe a method for mobile robot localization that achieves illumination invariance of the recognition process by convolving the eigenimages with a bank of gradient filters. As a starting point we use the method that was presented and tested on object recognition by Bischof et al. (21, and modify it in order to be applicable for the task of mobile robot localization. As we will demonstrate, we achieve excellent results under severe illumination conditions.
In section 2 we first briefly review the eigenspace method. Then we show how it is possible to calculate the coei-1051-4651/02 $17.00 0 2002 IEEE ficientsofthe eigenimageexpansionfrom the filteredeigenimages. This approach i s the core of illumination insensitive localization, which is also described in this section. In section 3 we evaluate the method on sets of images obtained by the mobile robot while moving in an indoor environment with changing illumination. We demonstrate, that by applying a filter bank of gradient filters on an eigenspace of panoramic images, we achieve accurate and illumination insensitive localization. In section 4 we conclude with a discussion.
Illumination insensitive eigenspace
A straightforward approach to the problem of illumination i n appearance-based learning and recognition i s to learn the appearance under all of the possible illumination conditions [5]. However, a view of the environment can produce so many different images that i t i s not clear how to sample all of them. I t i s therefore better to use a recognition method that exploits image features that are invariant to illumination. As we will show, i t i s possible to greatly alleviate the sensitivity to illumination by convolving the eigenimages with gradient filters i n order to remove the illumination aliifacts. I n this section we first review the standard eigenspace approach and point out the key problems that arise due to its nonrobustness. Then we review the method that achieves illumination insensitive recognition, as i t i s described in [21. If we want the image y to be recognized as its most similar counterpart in the training set (or in a representation constructed by means of interpolation, see [6] ), the corresponding coefficients have to lie close together i n the eigenspace. I n [31 i t was shown how this method can be used to allow robust localization in presence of occlusions. However i t does not solve the problem of illumination.
Illumination insensitivity The method presented in 121
takes the computations of the parameters one step further.
I f f denotes a filter kernel, it also holds that (f * z ) ( T ) = E:=, y,(f * e , ) ( r ) , since Eq. (I) i s linear.
This means that if we convolve both sides with a kernel.
the equality still holds. Therefore, we can calculate the coefficients q; also from the filtered eigenimages, i f we filter the input image. B y using a set of linear filters 3 we can construct a system of equations j=1 (fa * Z ) ( T ) = Cqt(fs * e ; ) ( r ) s = 1:. . . : t . (2) r=1 I t i s now possible to calculate the coeflicients q either by using k points, or using t filter responses at that single point, or a combination of the two. I t i s well known from the literature that gradient-based filters are insensitive to illumination variations. By taking a filter bank of gradient filters in several orientations, we can therefore increase the dcscriptive power of the representation and achieve illumination invariance in the recognition phase.
Illumination invariant localization of a mobile robot can therefore be performed as follows: once the eigenspace i s built, we filter the eigenimages by a bank of filters (Fig. I) .
Then, for localization, the momentary input image y from the panoramic camera has to be filtered with the same filters; only after that we retrieve its coefficient vector q using Eq. is a suboptimal representation due to the small correlation ratio between the transformed images [IO] .
Robot localization -Experimental results
We have extensively evaluated the proposed method on sequences of images acquired by a mobile robot using a panoramic camera setup with a hyperbolic mirror. The set of training images was generated by moving the robot on a straight 4 meter longpath through the laboratory. Pictures were taken at positions 10 cm apart from each other, yielding a total number of 40 images. All images were acquired under constant lighting conditions. These training images were represented in an eigenspace of dimension 10, which serves as our appearance model of the environment. Seven sets of test images:each consisting of 40 images were produced by moving the robot on the same path as in the training case. However; in this case the illumination conditions were changed for every set. In addition, in 4, sets, occlusions in the images.were caused by people walking around in the room. In Figure 2 we depict examples of the training images and test images.
Choosing the filters To achieve insensitivity against the changes in the illumination we convolve the eigenimages and the input images with a hank of linear gradient-based filters. 'In particular; we have chosen a set of six steerable filten'I71. It is important to note that it is always possible to change the set of gradient filters, even when the model is completely built. Fig. 1 depicts the first four eigenimages filtered with the two of the six derivative filters. Evaluation of the retrieved coefficients To have a systematic performance evaluation we compared the performance of the filtered eigenspace with two other approaches: the standard approach, in which images are projected on the non-filtered eigenspace, and the normalized standard PCA approach, in which the eigenspace is built from training images normalized to unit vector length in order to account for global illumination changes. In the latter approach. the test images also have to be normalized before the projection.
To compensate for the changes in global illumination we applied a distance measure based on the angle between coefficient vectors for the search of the nearest coefficients in the eigenspace. In other words, once we have determined the eigenspace coefficients of an image, we find its corresponding point in the eigenspace by choosing the coefficient vector of the training image with the smallest angle.
In Fig. 3 we compare the angular coefficient error for the test sets with severe illumination changes (set 2 and 3) and the corresponding occluded test sets. The results for all 7 test sets are shown in Table 1 . These experiments demonstrate that our approach consistently performs better for all illumination conditions, for the test set without occlusions and for the test sets with occluded images. 
