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In this paper, a forward method is introduced for solving the dynamic program- 
ming equations of Bellman. This is in contrast to most existing methods for 
dynamic programming which solve the problem backwards. A key advantage is 
that the forward dynamic programming approach can be systematically simplified 
to provide computation/optimahty trade-offs. Such trade-offs are lacking in back- 
wards iterative methods which tend to be “all or nothing” propositions. A second 
advantage is that the computation is independent of the state, dimension. These 
properties together offer some promise for circumventing the “curse of dimen- 
sionality” on many problems of practical interest. Due to a strong connection with 
the work of Bellman on policy iteration, the method is denoted as the Iteration in 
Policy Space (IPS) algorithm. Several examples are given to demonstrate the 
general usefulness of the method. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
It is well known that a broad class of optimal nonlinear control 
problems can be solved using the dynamic programming (DP) equations of 
Bellman [7]. In the DP approach the problem is solved by starting at the 
last time instant and computing the solution backwards to the initial time 
instant. Since the solution must be computed at each intermediate stage 
and for all intermediate states, the implementation requires gridding the 
entire underlying state-space. This leads to a computational complexity 
which typically increases exponentially with the dimension of the state. The 
resulting bottleneck has been referred to as the “curse of dimensionality” by 
Bellman himself [7]. While the DP approach has been found to be of 
significant theoretical and practical value on a wide variety of problems, 
the curse of dimensionality remains as one of its major drawbacks. In fact, 
despite over 30 years which have elapsed since its inception, modern 
textbooks still discourage the use of dynamic programming when the state 
dimension is larger than 3 or 4 (e.g., Edgar and Himmelblau [ 163). 
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The “curse” can be traced to the backwards iterative nature of the DP 
solution. In computing the solution in this manner, one is embedding the 
problem into an entire class of problems starting from every possible state, 
at every intermediary time. In practice, however, it is often sufficient to 
have the solution for a particular initial condition or set of initial 
conditions. This leads to the consideration of forward methods which start 
in a specified initial state and search forward in time to optimize over the 
future of the trajectory. 
A forward method of particular note is the differential DP method (see, 
e.g., Jacobson and Mayne [19], Ohno [23], Yakowitz and Rutherford 
[27], and Yakowitz [26]). The differential DP method is essentially a 
successive approximation technique for solving the DP equations in which 
a recursive set of equations describing the gradient of the cost-to-go is used 
to iteratively improve a given trajectory. The differential DP approach 
provides an efficient method to solve a wide class of optimal nonlinear 
control problems. However, the differential DP approach suffers from the 
same disadvantages found in all gradient-based methods; i.e., it requires 
explicit computation of gradients, requires sufficient smoothness for such 
gradients to exist, and converges to a generally “local” minimum [ 111. 
In an effort to circumvent the difficulties associated with the differential 
DP method, a different forward method is introduced in this paper. Instead 
of utilizing gradients to iteratively improve a given trajectory, the new 
method utilizes iteration in policy space (IPS) to successively improve a 
given policy. The approach is correspondingly called the IPS algorithm. 
Since gradients are not required in the IPS approach, regularity conditions 
on the system and control can be relaxed. For example, the method is 
applicable to control inputs which are discontinuous (e.g., relay, saturation, 
logical variables, etc.) and to system models which have discrete states 
(e.g., Markov chains, decision trees, binary states, etc.). A second 
advantage is that the IPS algorithm, in its unmodified form, converges to 
the globally optimal solution. Globally convergent methods for optimal con- 
trol problems are rare in the literature. A third advantage is that forward 
dynamic programming by the IPS algorithm can be systematically simplified 
to provide computation/optimality trade-offs. Such trade-offs are lacking in 
backwards iterative methods which tend to be “all or nothing” proposi- 
tions. A final advantage is the natural repetitive and recursive structure of 
the IPS algorithm which lends itself to parallel processing implementations. 
The IPS algorithm developed in this paper is the deterministic analogue of 
the stochastic IPS algorithm introduced in Bayard [3,4]. 
Background on the dynamic programming method is given in Section 2, 
and the standard backward iterative method for solving the optimal 
nonlinear control problem is reviewed. In Section 3, the IPS algorithm is 
introduced for solving the optimal control problem forward in time. The 
REDUCED COMPLEXITY DYNAMIC PROGRAMMING 77 
IPS algorithm is defined in terms of a convenient conceptual and computa- 
tional architecture denoted as an H-block cascade. In Section 4, a reduced- 
complexity IPS algorithm is defined by trimming the number of H-blocks 
in the cascade. By relating the reduced order architecture to a certain type 
of iteration in policy space, the simplified algorithm is shown to provide a 
systematic trade-off between computation and performance. The trade-off 
is realized by simply adjusting the number of H-blocks retained in the 
cascade. 
In Section 5, the IPS algorithm is demonstrated on several numerical 
examples. Specifically, the problems chosen are the D-optimal sampling 
problem (optimization over a continuous variable); the traveling salesman 
problem (a combinatorial problem); and an N-Queens problem (an AI 
search type problem). The problems are chosen primarily for their difficulty 
(large number of states), wealth of local minima, and their diversity. In 
each example the IPS algorithm converges quickly in policy space and 
finds the globally optimal solution with significantly less computation than 
that required for backward dynamic programming. The numerical results 
are encouraging, and indicate excellent performance on problems of 
practical interest. Conclusions are postponed until Section 6. 
2. BACKGROUND 
The class of models to be considered here is given by the following 
discrete-time state equations, 
X kfl =h(x/cv &c). (2.1) 
Here, xk E Rnk is the state and uk E Rmk is the control. The quantities nk and 
mk are subscripted by k to denote the fact that their dimension is allowed 
to vary with time. The initial condition x,, is assumed to be specified. 
It is desired to minimize the following scalar cost criteria, 
N-l 
J= g,b,) + c &bi, 4 (2.2) 
i=O 
over the class of admissible control policies. Here, gi, i= 0, . . . . N, are 
weighting functions of appropriate dimensions. 
An admissible policy li’ is defined by a sequence of controls l7= 
cu 0, .a., u,,- 1] where each control uk maps the state xk into a constrained 
space of allowable inputs Bk(xk), i.e., 
z+(x,J E 0,(x,) c R”“. (2.3) 
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It is noted that the constraint set L?,Jxk) is allowed to be a function of both 
the time index k and the state xk. 
The admissible control policy which minimizes (2.2) is denoted as 
nOPT - - [u,““, .**, uOPT Np1], where OPT stands for optimal. 
Using the principle of optimality, it can be shown that the OPT control 
policy satisfies the following sequence of nested minimizations and 
expectations, 
JoPT=min[g,(x,, u,)+min[g,(x,, a,)+ ... 
uo MI 
+minCgN-~l(~N-j,~N-I)+gN(~N)l~~~ll. (2.4) 
UN-1 
Solving (2.4) from the inside and working outward gives rise to the 
dynamic programming (DP) equations of Bellman, 
J,OPT(xk)=minCg&,, ~)+Jf+p~(x~+,)l w 
JfpT(xo) = min[g,(x,, ~4~) + JypT(x,)] 
UO 
(2.5) 
and the total cost is given by 
JOPT = J,opT(x,). 
In principle, the DP equations can be solved backwards in time, by first 
finding uN-,(xNp i) and Jrf,(xNpl) for all xNA1 (note that in practice 
this requires gridding FN-l). The computation then proceeds by finding 
a,,--2(x,,--), J~~_T,(x,_,), . . . . uO(x,,), JyT(x,,), in the specified order (this 
requires gridding the domain of states x,,~ *, . . . . x0, respectively). 
Since the straightforward application of the DP equations requires 
gridding the state-space, there is an exponential dependence on the dimen- 
sion of the state. This has been called the “curse of dimensionality” by 
Bellman, and represents a general bottleneck to standard implementations 
of the DP equations to many problems of practical interest. 
3. THE ITERATION IN POLICY SPACE (IPS) ALGORITHM 
In order to circumvent the curse of dimensionality, a forward computa- 
tional approach will be taken to solving the DP equations. In order to 
motivate the present discussion, we rewrite (2.5) at intermediate time k as, 
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[ 
N-l 
J,OPT(Xk)=min gktxk, Uk) + gN(XN) + 1 giCxi, ufpT(xi)) (3.1) 
Uk i=k+l 1 
=min[gk(xkT Uk)+min[gk+l(xk+lp uk+l)+ ... 
~~~~~~N-~txN~U::~N-I)+gN(XN)l”‘~~~ (3.2) 
It is noted that if a magic genie provides the future optimal controls uyT, 
i = k + 1, . . . . N- 1, then (3.1) is precisely a single-stage optimization 
problem which can be solved to find the present optimal control ufpT. 
Pursuing this line of reasoning further, the mechanization of Eq. (3.1) 
to find ufPT will be done using the specific computational architecture 
denoted as an H-block. The H-block architecture is shown in Fig. 1, and 
is named for its resemblence to the letter H when considering the two I/O 
ports at its top and bottom. At the top of the H-block on the left side the 
present state xk is read in, and a control search is performed internally to 
solve the single-stage optimization problem (3.1). The search evaluates the 
cost-to-go Ji associated with each control di, i= 1,2, . . . . chosen from 
the admissible set Q,(x,). The search is terminated when the cost J{ is 
minimized. The optimal control is denoted as ufPT (simply uk = u’L for the 
purposes of Fig. l), and is the output at the top on the right side of the 
H-block. 
Remark 1. To best understand the above implementation it is helpful 
to label the controls handed upward on the bottom right side of the 
H-block with superscript OPT, and similarly for the control uk handed 
upward from the top right side. This has not been done here since 
the H-block in Fig. 1 will be needed in its more generic form for later 
discussion. 
Summarizing the situation so far: Given state xk at time k, the H-block 
will compute (using Eq. (3.1)), the present optimal control u,““(x,) if a 
magic genie supplies the future optimal controls uF<‘, . . . . ~$5: on the 
trajectories specified from the bottom of the H-block. Operationally the 
state xk is read in on the top left, and the optimal control uoPT(xk) is read 
out on the top right. 
The next step is to eliminate the genie. For this purpose, we make two 
key observations. First, as shown in Fig. 2, the H-block has been carefully 
structured so that it can be vertically cascaded with other H-blocks. In a 
vertical cascade the handshaking between H-blocks always consists of 
passing states downward on the left and receiving controls upward on 
right. The second key observation is that in a vertical H-block cascade, 
each H-block requests controls from below which are at least one step into 
thefuture with respect o the control requested by the H-block above. This 
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xk 
k=O,...,N-1 
t 
uk(xk) 
Propagate Trajectory 
Add Terminal Coat 
4 .J. 
e = k + 1, .._, N - 1 
I ugx’l, 
FIG. 1. H-block definition for optimal control with N step horizon. 
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is depicted in Fig. 2 by the ranges indicated for the subscripts li on the 
future states x,,, i= 1,2, . . . . N- 1. Putting these two observations together, 
we see that each H-block added to the cascade computes optimal controls 
on states which are at least one step into the future with respect to the 
controls computed by the H-block directly above. Hence, enough H-blocks 
can be cascaded so that only last-stage controls are requested from the final 
block. However, last-stage controls can be computed without requiring any 
future optimal controls. Hence, the entire computation can be mechanized 
without a genie. 
Simply stated, an H-block cascade solves (3.1) for uk by pushing the 
problem of knowing future optimal controls off until the last stage, at 
which time it is no longer a problem. The H-block cascade is actually a 
k+l . . . N-l fork<N-2 
&$:I e1Ekid ;al;ed fork;N-2 
: 
: e,e 
P,+l,...,N-1 fore, 5 N-2 
not called fore, > N-2 
1E-q; 1
‘N-1 E 
N-l fore&Z IN -2 
nd called for th-2 > N - 2 
HN 
FIG. 2. Optimal control using cascade of N H-blocks (i.e., N-IPS algorithm). 
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method for mechanizing the multistage optimal control problem as a 
nested sequence of single-stage optimization problems. The number of 
required levels of nesting (or equivalently, the number of H-blocks in the 
cascade) corresponds precisely to the number of stages left in the horizon. 
In general, N cascaded H-blocks are required to compute the optimal 
control for an N-stage problem. Of course at each intermediate time (i.e., 
k > 0), the computation is reduced since N-k < N cascaded H-blocks are 
required to compute the OPT control at time k. 
To emphasize the interpretation of the H-block cascade as a nested 
sequence of single-stage optimizations, Fig. 2 is turned sideways in Fig. 3 
and an alternative FORTRAN mechanization in terms of nested DO 
LOOPS is depicted below it. The outer indices JHl, JH2, JH3, . . . in each 
Uk(lk) 
5k 
LHl=K i I I 
Do li JH14y 
I 1 I I 
L?&K+l 
, 1 I 
WHU(IJil.LT.N)DO i 
: &1+1 
; WHILE(LH2.LT.N)DO 
I :LHsLHz I # 8 0 0 :DoioJHM 0 , . I I . I +H3=L?i2+1 
- . . . 
) . . . 
C 
FIG. 3. Alternative Fortran mechanization of H-block cascade as nested DO (and DO 
WHILE) loop structure. 
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nesting level of Fig. 3 correspond to the search index j of Fig. 1 in each 
corresponding H-block. A search over a finite number (i.e., M) of controls 
is assumed at each stage to simplify the treatment. The inner indices LHl, 
LH2, LH3, . . . correspond to the propagating time indices Ii, i= 1, 2, 3, . . . . 
indicated in Fig. 2. The DO WHILE loops in Fig. 3 are required since DO 
loops alone are not sufficient to realize the test (I= N?) seen in the 
H-block implementation of Fig. 1. 
For reasons which will become clearer in the next sections, this approach 
to solving the dynamic programming equations is denoted as the iteration 
in policy space (IPS) algorithm. More specifically, the use of N H-blocks 
to solve an N-stage problem is denoted as the N - IPS algorithm. 
Remark 2. If the control variable is continuous valued, the single-stage 
optimization in each H-block requires (in theory) an infinite number of 
iterations of the global search for convergence (i.e., A4 = co). In practical 
implementations A4 must be chosen finite. The effect of this approximation 
remains to be analyzed. Efficient single-stage global optimization methods 
to reduce the size of M will play a pivotal role in reducing the overall 
computation. 
Remark 3. Each H-block in the cascade of Fig. 2 is identical. In 
practice, it is only necessary to program a single H-block and then 
duplicate the software. If hardware implementation is desired, it is only 
necessary to cascade identical integrated circuits. It is also possible to 
implement an H-block cascade as a single H-block which uses a stack and 
calls itself recursively. If VLSI design is desired, the repetitive and recursive 
structure of the computation is ideal for simplifying silicon compilation. 
For parallel processing implementations, the control search inside each 
H-block can be partitioned and assigned to separate processing units. In 
this manner, the H-block cascade can be replaced by a tree structure of 
identical processing units for concurrent processing. 
Remark 4. The IPS algorithm was originally developed as a 
computational method for stochastic optimal control in Bayard [3,4] 
based on policy iteration methods developed earlier in Bayard [2] and 
Bayard and Eslami [S]. The application to deterministic optimal control 
was developed more recently when no analogous result could be found in 
the deterministic optimal control literature. 
Complexity of the N-IPS Algorithm 
Assuming that A4 controls are searched in each single-stage control 
optimization, the number of calls made to the ith block from the top in 
Fig. 2 while the top block computes the control at time k can be deduced 
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directly from the nested DO loop structure of Fig. 3. This number can be 
approximated by the integral, 
It is shown in Appendix B, Lemma B.l that the integral (3.3) can be 
evaluated in closed-form to give 
p(i, k) = ( 
N-k-l)‘Mi 
i! . (3.4) 
For any i relation (3.4) is maximized with the choice k = 0. Setting k = 0 in 
(3.4) and rearranging gives 
(3.5) 
It can be seen from (3.5) that the number of calls /?(i, 0) made to the ith 
H-block can be written as a scale factor times the number of calls 
/?(i- 1,O) made to the (i - 1)st block. Since i is always less than N- 1 the 
scale factor is always greater than unity and the number of calls to each 
successive H-block increases as one proceeds down the cascade. Hence, the 
maximum number of calls P(N- LO) is made to the final block. Setting 
i=N-1 and k=O in (3.4) gives 
(3.6) 
Using Stirling’s formula n! z (n/e)” ,/%& (cf. Knuth [20]), in (3.6) gives 
the approximate expression, 
This expression is a measure of the complexity of the N-II’S algorithm. It 
is seen that the complexity in (3.7) is a rather brutal (i.e., exponential) 
function of the horizon length N. It will be shown in the next section that 
the operation count can be reduced to p(p, 0), where p E { 1, . . . . N- 1 } is 
chosen by the designer depending on the degree of optimality desired. 
Expression (3.7) was derived assuming that the control search is over a 
fixed number of values, M at each stage. However, in certain combinatorial 
problems requiring enumeration the number of values to be searched may 
be a function of the stage at which the control is computed. For example, 
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in the traveling salesman problem the number of controls to be searched is 
precisely the number of cities which have not yet been visited (cf. 
Section 5). In such problems Mi = N - 1 - Zi where Mi denotes the number 
of values in the control search of the ith H-block at stage li. In this case, 
the number of calls made to the ith block while computing the control at 
time k can be approximated by the integral, 
PAi, k) =s :-’ (N- 1 -k) j-r-’ (IV- 1 -I,) 
I 
N-l 
. . . (N-l-li-‘)dl,...dZ,dl,, (3.8) 
L 1 
where the subscript E denotes complexity for problems of the “enumera- 
tion” type. It is shown in Appendix B, Lemma B.2 that integral (3.8) can be 
evaluated in closed-form to give 
BE(ir k) = 
i!2’(N-k- 1)2i 
(2i)! . (3.9) 
As done above for the previous case, it can be shown that the maximum 
number of calls is made to the final block when computing the initial 
control. Hence, setting i = N- 1 and k = 0 in (3.9) gives 
B 
E 
(N- 1 o)= (N- l)! 2N-‘(N- 1)2N-2 
> (2N-2)! . 
Using Stirling’s formula in (3.10) gives the approximate expression, 
(3.10) 
(3.11) 
Expression (3.11) is a measure of the complexity of the NIPS algorithm 
when applied to combinatorial problems of the enumerative type. 
Since there is no explicit gridding of the state-space required, the dimen- 
sion of the state xk does not enter into the expressions for computational 
complexity of the IPS algorithm (3.7), (3.11). In this sense, the classical 
“curse of dimensionality” has been avoided. It is, however, replaced by an 
exponential computational requirement in the length of the horizon. Hence, 
the N-IPS algorithm is most effective in control problems having short 
horizons. In the next section, a reduced complexity IPS algorithm is 
introduced for application to control problems with longer horizons. 
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4. REDUCED COMPLEXITY IPS ALGORITHM 
It is shown in this section that there is a simple and effective way to 
reduce the computational complexity of the IPS algorithm. 
As shown in the previous section, the optimal solution for an N-stage 
problem requires the cascade of NH-blocks. Since the required computa- 
tion increases exponentially with the number of H-blocks in the cascade, it 
is desired to restrict the number of H-blocks to some p where p < N. As 
depicted in Fig. 4(a) this can be done by simply “chopping off” H-blocks 
from the bottom of the cascade. Of course the bottom-most block HP of the 
truncated cascade must still be satisfied in its request for controls from 
below. For this purpose, the bottom-most H-block is “capped off” with any 
nominal admissible policy L’*O of the designers’ choosing. The overall 
method is denoted as the p - IPS algorithm and the reduced complexity 
architecture is depicted in Fig. 4(b). The nominal policy Z7*’ is computed 
by the bottom-most block on trajectories requested by the H-block above 
it. This nominal policy can be any admissible policy of the designer’s 
choosing (e.g., the “greedy algorithm” for combinatorial problems, a one- 
step ahead optimal policy, heuristic control policies, differential DP policy, 
etc.). 
N - II’S Algortthm p - IPS Alyortthm 
Truncate Cascade 4 
/ 
HP+1 
HN 
I: 
l-to 
/ 
cap off with 
Nominal Policy 
(0) (b) 
FIG. 4. Suboptimal control using cascade of p H-blocks (i.e., p-IPS algorithm). (a) 
Optimal NH-block cascade is truncated; (b) truncated cascade is capped off with nominal 
policy II*‘. 
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Performance of the p-IPS Algorithm 
Since chopping off H-blocks from the cascade reduces the number of 
nested levels of computation, it is clearly a brute force method to reduce 
the required computation. However, the performance of the resulting p-IPS 
policy remains to be characterized. Let J *’ denote the total cost associated 
with the nominal policy Z7 *’ if used alone to control the system. Using the 
notion of policy iteration for finite-time processes it is shown in this section 
that the performance of the reduced complexity algorithm improves 
monotonically as additional H-blocks are added to the cascade, i.e., from 
J*’ when the nominal policy is used alone (zero H-blocks), to JoPT when 
the full number N of H-blocks is used. This result, summarized in 
Corollary 1 appearing later in this section, has strong practical significance 
since it allows a trade-off between the desired performance and the 
computational requirement. 
Some notation is required at this point. Consider an admissible policy 
zzv= [u;;, . ..) UK-, ] where the superscript v is a dummy .variable which will 
be replaced with a difference symbol for each policy under consideration 
(i.e., OPT, *O, *l, *2, etc.). 
DEFINITION 1. A truncated policy ZZ”(k + 1) is defined as a subset of 
policy 17” where the controls occurring before time k + 1 have been 
removed, i.e., 
II”(k+ l)= [u;,,, . . . . u;_r]. (4.1) 
DEFINITION 2. The cost-to-go at time k associated with the composite 
control policy [uk, l7”(k + l)] is defined by 
N-l 
gk(x/c, ‘k) $ gNtxN) + c gitxi, ur(xi)) 
i=k+l 
= for k=O, . . . . N-2 
gN(xN)+gN-,(xN-l~ uN-,(xN--I)) 
for k=N-1 
subject to constraints (2.1), (2.3) under control by the composite policy 
CQ, Wk + 1 )I- 
DEFINITION 3. Control policy IZ*p+ ’ = [I@+ ‘, . . . . u,$C<‘] is an itera- 
tion in policy space (IPS) with respect to control policy Z7*J’= 
[Up, . ..) u*Np- 1] if for each ke0, . . . . N- 1 
.I[@‘+‘, l7*J’(k+ 1); xk] = min J[u,, IZ*P(k + 1); xk] (4.2) w 
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subject to constraints (2.1), (2.3) under control by the composite policy 
[u,, 17*P(k + l)]. 
Important theoretical results concerning policy iteration are proved in 
Appendix A. The following corollary to Theorem A.2 in Appendix A is 
needed for the present discussion. 
COROLLARY 1. Given any admissible starting policy II*’ let the sequence 
of control policies II*‘, II*‘, . . . . II* N be defined by successive iterations in 
policy space. Let the total expected cost associated with each policy II*p be 
defined as J*p, p = 0, 1, . . . . N. Then, 
JOPT =J*N<~*N-l~ . . . < J*l< J*O, (4.3) 
Proof: The result follows by setting i= N in (A.6) of Theorem A.2. i 
For the purposes of establishing several desirable properties of the 
reduced complexity IPS algorithm, we make the crucial observation that an 
H-block implements an iteration in policy space. More specifically, the policy 
that comes out the top of an H-block is a policy iteration with respect o 
the policy fed in at the bottom. Hence by Corollary 1, the policy that 
comes out the top of the H-block performs at least as well if not better 
than the policy fed in the bottom. By consecutively adding H-blocks on top 
of the nominal policy, one creates a sequence of policy iterates having 
monotonically improving performance. The leftmost equality in Corollary 1 
indicates that the optimal policy is achieved when N H-blocks are 
cascaded. 
It is worth noting that the N H-block implementation of the OPT policy 
considered in Section 3 was motivated from a completely different point of 
view using the magic genie argument. In light of.Corollary 1, this can be 
equivalently interpreted in terms of policy iteration and be seen as an 
implementation of the N-IPS control policy H*N with associated optimal 
cost JopT= J*N. The reduced complexity implementation described at the 
beginning of Section 4 using a cascade of p H-blocks can be equivalently 
interpreted as an implementation of the p-IPS control policy Z7*p with 
associated cost given by J*p in Corollary 1. 
Complexity of the p-IPS Algorithm 
As discussed earlier, the maximum number of calls is made to the 
bottommost H-block in calculating the initial control. In synthesizing IZjp 
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using the p-H-block cascade, this number is found by setting i= p and 
k = 0 in (3.4) to give 
&,o)=y MP. (4.4) 
Using (3.5) it follows that the computation in (4.4) increases monotoni- 
cally with p, The least computation is for the choice p = 0 which 
corresponds to using the nominal policy by itself. The most computation is 
for the choice p = N which corresponds to using the optimal N-IPS 
algorithm. Hence there is a natural trade-off in the choice of p between 
computational requirement (4.4) and degree of optimality retained (4.3). 
Operationally, if the performance is not adequate with a particular 
implementation, additional H-blocks can be added to the top of the 
cascade. If the computational requirements are excessive, H-blocks can be 
removed. 
Using Stirling’s formula in (4.4) gives the approximate expression, 
jqp, O)YI [eM]” 7 
J2np [ 1 p. (4.5 1 
For completeness, the complexity of the p-IPS algorithm for combinatorial 
problems of the enumerative type is given by the following expression 
derived analogous to (3.11), 
ps(p,o)l$ 
J[ 
d!y p !y P, I[ 1 (4.6) 
Discussion 
The notion of policy iteration goes back to the work of Bellman [7] (see 
also Bellman and Dreyfus [9]). However, such techniques have since been 
primarily developed for infinite horizon problems of various types (i.e., 
minimization of discounted cost, average cost-per-stage, tc.-see Bertsekas 
[lo]). Compared to other definitions of policy iteration, the definition used 
here for finite-time processes (i.e., Definition 3), appears to be somewhat 
unusual. The author has used this notion of policy iteration in earlier work 
on stochastic control in Bayard [2] and Bayard and Eslami [S], and has 
first proved Theorem A.2 in a stochastic context in Bayard [3,4]. 
The use of Delinition 3 for policy iteration elsewhere in the literature is 
somewhat obscure. In an effort to establish the origin of the approach, the 
author has unearthed a remarkable 1966 conference paper by Kwakernaak 
[Zl] which has almost never been cited, and which contains (what is 
equivalent to) a method to implement he l-IPS algorithm in a stochastic 
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context. The paper also contains a proof of Corollary 1 in a stochastic 
context and the seeds for extending the algorithm to higher order policy 
iterates. Although an actual implementation for computing higher order 
policy iterates is not given in Kwakernaak [21], he does note that the 
basic approach would be independent of the state dimension, hence 
avoiding the usual curse of dimensionality arising in this class of problems. 
The H-block architecture introduced in Bayard [3,4] for stochastic 
problems allows systematic extension of the IPS algorithm to higher order 
policy iterates. It is worth noting that the deterministic H-block implemen- 
tation of Section 3 is simply a collapsed version of the stochastic H-block 
implementation in Bayard [3,4], which arises when all random variables 
are assumed to attain their mean values with probability 1. It is also 
interesting to note that the H-block cascade has a certain logic of its own; 
e.g., the case for optimality of the NIPS algorithm in Section 3 has been 
made without requiring a policy iteration argument. 
5. NUMERICAL EXAMPLES 
The usefulness of the IPS algorithm will be examined in a number of 
numerical examples. 
D-Optimal Sampling 
Optimization of the determinant of the Fisher matrix (i.e., the 
D-optimality criteria) has been advocated in the literature as a method for 
optimal experiment design (see, e.g., Fedorov [ 173, St. John and Draper 
[25], and Box and Lucas [13]). In this section, the IPS algorithm 
is applied to determining the D-optimal sampling schedule for a 
2-compartment model. It is well known that the global solution to this 
problem is difficult to find due to the wealth of local minima (see, e.g., 
Bohachevsky et al. [12], Cobelli et al. [14], and D’Argenio and 
Schumitzky [ 15)). The example here is taken from Bayard and 
Schumitzky [6]. 
The sampled im,pulse response of the 2-compartment model is given by 
Ah)=he -aIuk + bze-a2Uk + uk, (5.1) 
where vk is a white noise sequence with variance a2; a,, a2, b,, 6, are 
model parameters; and uk is the time at which the kth sample is taken. It 
is desired to find the sampling times D= [u,, . . . . u,] on the interval [0, l] 
to maximize the D-optimality criteria. For the 2-compartment response 
(5.1), the D-optimality criteria is given as (cf. Pronzato and Walter [24]) 
Y(UO, . ..) u7) = rr4b;b; D et (5.3) 
where 
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rn: J= rn$i (-y(u,, . . . . u,)) (5.2) 
For this problem, a convenient system model is defined by a state which 
accumulates past controls, i.e., 
(55a) 
X xk .k+l= 9 0 k = 1, . . . . 7. uk 
Since x8 = [u,, . . . . u?]’ the minimization of (5.2) can be written as the 
following terminal cost problem, 
min . . . min min { g,(x,)}, (5.6) 
UO “6 w 
where a-d-d = --Y(u,, . . . . u7), subject to the causality constraints 
uk E Qk(xk), where 
for k=O 
for l<k<7. (5.7) 
The solution by the IPS algorithm requires the delinition of a nominal 
policy IZ *O For simplicity a nominal policy is chosen to space the .
remaining samples equally in the remaining time, i.e., 
0 for k=O 
n*o: up = 1 --&-I 
for l<k<7. 
(5.8) 
uk-1+ (8-k) 
The implementation is performed by an H-block cascade. Each H-block 
contains a line search which determines the global optimal solution to the 
single-stage optimal control problem. The line search is implemented using 
a 2-layered search, i.e., a grid search followed by a Fibonacci search. The 
grid search is used to bracket the optimal to initialize the Fibonacci search. 
This combination allows a bracketing of the global optimal while still 
taking advantage of the fast convergence of the Fibonacci search for 
unimodal functions. In particular, a 40 point grid search followed by a 20 
409!170’1-7 
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iteration Fibonacci search gives a resolution of the optimal to 
approximately 
Bz -I9 = 2.675 x 10p6, (5.9) 
where r is the golden ratio defined as t = (1 + $)/2. 
Before solving the problem (5.6) by forward DP, consider the problem 
of solving it by backward DP. Then the first step is to determine u,, which 
requires a discretization of the 7 dimensional Euclidean space associated 
with x, = [u,, . . . . a,]‘. To achieve a resolution commensurate with that of 
(5.9) requires a grid of 374,000 points for each dimension. This implies a 
computation on the order of 
Backward DP, (374,000)7? 1039. (5.10) 
The curse of dimensionality is clear from the magnitude of this expression. 
The curse discourages use of backward dynamic programming for solving 
many problems of practical interest. 
On the other hand, the forward method uses the synergism associated 
with the 2-layered search. Since only 60 iterations are required to achieve 
the resolution in (5.9), the complexity of the optimal 8-IPS algorithm is 
computed by setting M = 60 and N = 8 in (3.7) to give 
Forward DP, 8 - IPS 4.6 x 1014. (5.11) 
Note the considerable savings relative to (5.10). Of course, the amount of 
computation is still quite large. Hence, we go to the suboptimal 2-IPS 
algorithm, which requires a complexity computed by setting N = 8, A4 = 60, 
and p = 2 in (4.5), i.e., 
Forward DP, 22IPS 9.2 x 104. (5.12) 
This computation is within the range of an available IBM PC-AT, and will 
be implemented. 
Let a, = 1 and a2 = 8. The 2-IPS algorithm described above gives the 
following sample times: uO= 0.32247299E-5, u,=0.64494495E-5, u2= 
0.78752390E - 1, u3 = 0.78807534,!?- 1, u4 = 0.28406647, a5 = 0.28420053, 
u6 = 0.6889665, u7 = 0.68896751. For comparison, a solution for this same 
problem but using only 4 samples is published in Pronzato and Walter 
[24] as (said to be found using an adaptive gradient method), u0 =O, 
ui =0.078, u2 =0.2834, a4 =0.688. The results can be compared by noting 
that the optimal 8 sample design is obtained in theory (cf. Landaw [22]) 
by replicating the optimal 4 sample design. Hence, the results obtained 
by the 2-IPS algorithm agree to 2 and 3 significant digits with that of 
Pronzato and Walter [24]. 
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It has been found empirically that decreasing the grid size for this 
problem does not improve the precision in the 2-IPS result. If more 
precision in the final answer is required, it must be achieved by going to 
more H-blocks, i.e., p-IPS for p > 2. However, a better approach is to use 
the 2-IPS solution above the initialize a gradient or other optimization 
method having more efficient local convergence properties. 
It is worth noting that the constraints uk E sZ,(x,) permitted in the IPS 
formalism are difficult to incorporate into other algorithms for D-optimal 
design. This includes the simulated annealing approach of Bohachevsky et 
al. [12], the direct search algorithm of Cobelli et al. [ 141, the Nelder- 
Mead Simplex approach of D’Argenio and Schumitzky [lS], and the 
algorithm of Fedorov [17]. This is an important distinction since such 
“triangular” constraints arise often in clinical applications. 
Traveling Salesman Problem 
The traveling salesman (TS) problem is a well known example of a non- 
linear combinatorial problem which is difficult to optimize globally. In the 
TS problem, a salesperson visits N cities and returns home so that the 
sequence of cities is chosen to minimize the cost of his or her tour. It was 
shown by Bellman [S] that the TS problem could be solved by dynamic 
programming. The advantage of the DP approach is that it provides a 
systematic method (short of enumeration) of finding the globally optimal 
solution. The disadvantage is that the curse of dimensionality shows up as 
an exponential dependence of the required computation on the number of 
cities. 
Since the TS problem can be solved backwards by dynamic program- 
ming, it can be solved forwards using the IPS algorithm. The forward 
solution by the IPS algorithm allows the user to trade-off between the 
computational complexity and degree of optimality retained. This will be 
demonstrated by example. 
Let N cities be numbered as (1, . . . . N}, and let the cost of a salesman 
traveling from city i to city j be specified as C( i, j) for all i #j. A salesman 
is to plan a tour so as to visit each of the cities once and return to the city 
of origin. If the tour is specified by a starting city x0, and a sequence of 
cities uO, ul, . . . . uN- 1, the total cost can be computed as 
N-1 
J= C(x,, u,)+ c C(Uk-l?Uk). (5.13) 
k=l 
The TS problem is to find the tour that minimizes the total cost J. 
In order to formulate the TS problem as an optimal control problem, 
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consider a system model defined by a state which accumulates past inputs, 
i.e.. 
X (5.14) 
The TS problem becomes one of finding the sequence of controls u,,, . . . . u,,- I 
t0 Optimize the COSt (5.13) subject t0 the Constraints ukEBk(xk) where 
{ 1, . . . . N} - {x0), for k=O; 
Q&k)= (1, yN}- {xO, &,>-, uk-,>? for 1 <kdN-2; (5.15) 
x0, for k=N- 1. 
Here, the constraint set Q, is chosen to ensure that each city is visited 
exactly once, and that the tour ends precisely at the city where it started. 
The nominal policy I7 *O for the IPS algorithm will be the “Greedy” 
algorithm. At each stage, the Greedy algorithm chooses the city that is 
cheapest to get to from the present city (subject, of course, to the 
constraint that the city has not yet been visited), i.e., 
n*o: u,*L arg uyei;x c(uk - 1) uk). (5.16) 
The IPS algorithm is now used to solve the 25 city traveling salesman 
problem found by Held and Karp [ 181. The reader is referred to Held and 
Karp [18] for a table of the city to city costs. 
Since the starting city can be assigned arbitrarily, it is reasonable to 
choose the starting city which produces the cheapest Greedy tour. This is 
easily found as city 3 for this problem. 
Using an expression found by Held and Karp [ 181 for the complexity 
of the backward dynamic programming approach to the TS problem gives 
a computational complexity on the order of 
Backward DP, 2.6 x 109. (5.17) 
For the forward method, substituting N= 25 into (3.11) gives the computa- 
tional complexity as approximately 
Forward DP, 25-IPS 1.5 x 103@j. (5.18) 
It is note that due to the long horizon (i.e., 25 in this case), forward 
dynamic programming requires more computation than the backward 
dynamic programming for this problem. However, going to the suboptimal 
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2-IPS algorithm and using expression (4.6) with N = 25 and p = 2 gives a 
required computation on the order of 
Forward DP, 2-IPS 
and for the l-IPS algorithm, 
1.1 x lo5 (5.19) 
Forward DP, l-IPS 554. (5.20) 
The computation of the l- and 2-IPS policies will be performed. 
Starting in city 3, the Greedy algorithm gives a tour of 3, 12, 14, 8, 1, 
11, 15, 23, 10, 4, 5, 7, 2, 6, 22, 18, 9, 19, 20, 16, 21, 17, 24, 25, 13 and a 
total cost of 1772. The l-IPS algorithm (with respect to the Greedy 
algorithm), gives a tour of 3, 12, 14, 8, 1, 11, 15, 23, 10, 4, 5, 7, 2, 18, 22, 
6, 9, 19, 20, 16, 21, 17, 25, 24, 13 having a total cost of 1719. The 2-IPS 
on the Greedy algorithm, starting in city 3, gives a tour of 3, 12, 14, 8, 1, 
11, 15, 23, 10, 4, 5, 7, 2, 6, 18, 22, 9, 19, 20, 16, 21, 17, 25, 24, 13, having 
a total cost of 1711. The 2-IPS solution coincides exactly with the 
conjectured optimal tour for this problem with cost 171 li as given by Held 
and Karp [18]. 
As predicted by Corollary 1, there is a sequential improvement in the 
cost of the tour found by the Greedy, l-IPS, and 2-IPS policies, 
respectively. It is interesting to note that although the theory requires the 
25-IPS algorithm to ensure an optimal solution for the 25 city problem, the 
optimal solution is found above using the 2-IPS algorithm. Hence, this 
example demonstrates a faster convergence in policy space than the theory 
alone would suggest. 
N-Queens Problem 
A popular problem in the field of artificial intelligence is the N-Queens 
problem. Simply stated, it is desired to place N Queens on a N x N 
chessboard so that no Queen is under attack (or is attacking) another 
Queen. Clearly N is the maximum number since all rows and columns 
would then contain precisely one Queen. 
For small N (e.g., N< 8) the Queens problem can be solved by enume- 
ration to find all possible solutions for a given size chessboard (cf. Abelson 
et al. [ 13). For large N, enumeration becomes unwieldy, and the problem 
must generally be solved by a directed search for a particular solution (cf. 
Bertsekas [ lo] ). 
It is shown here that the N-Queens problem can be posed as an optimal 
control problem and solved using the IPS algorithm. Let the position (row 
and column) on an N x N chessboard be denoted by the ordered pair (r, c). 
Let the initial state x,, = (rO, c,,) denote the position of the first Queen, and 
let the controls uO, . . . . uN--2 denote the positions of the N - 1 successive 
Queens. If at some stage, for example, during the choice of uk, it is no 
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longer possible to place any more Queens, the remaining controls are set 
to 0, i.e., u,=O, . . . . 24-z =O. 
As done in both previous examples, let the system model be defined by 
a state which accumulates past inputs, i.e., 
xk 
Xk+l= . 0 uk (5.21) 
For convenience, we let x,, = (1, 1 ), i.e., the first Queen is placed on the 
top-left corner. Since the placement of each new Queen is constrained so as 
not to be attacked by any previous Queens, the control uk must lie in a 
constraint set 52, which is a function of the state xk. The precise nature of 
9,(x,) should be intuitively clear to the reader with a rudimentary 
knowledge of chess and an analytical characterization will not be given. 
An indicator function I(uk) is defined which equals 0 if uk equals 0 and 
equals 1 otherwise. The N-Queens problem becomes the problem of finding 
the control sequence which optimizes 
N-2 
cf= 1 + 1 z(u,). (5.22) 
k=O 
It is noted that due to the definition of the state in (5.21), the expression 
for J in (5.22) is a terminal cost. 
The nominal policy for the IPS algorithm will be the Greedy algorithm. 
Searching from left to right, top to bottom on the chessboard, the Greedy 
algorithm places a Queen on the first available (i.e., unattacked) position. 
The Greedy algorithm and the l- and 2-IPS algorithms will be computed 
and compared for the N-Queens problem on chessboards of various sizes. 
8 x 8 Chessboard 
For the 8-Queens problem, the Greedy algorithm gives a total of 5 
Queens at locations (1, l), (2, 3), (3, 5), (4,2), (5,4). The l-IPS algorithm 
(with respect to the Greedy nominal policy) gives a total of 7 Queens at 
locations (1, l), (2, 5), (3, 2), (4,6), (5, 3), (6; 7), (7,4). An optimal 
solution is found using the 2-IPS algorithm which gives 8 Queens at 
locations (1, 11, (2,6), (3,8), (4,3), (5,7), (6,4), (7,2), (8, 5). 
12 x 12 Chessboard 
For the 12-Queens problem, the Greedy algorithm gives a total of 9 
Queens at locations (1, l), (2, 3), (3, 5), (4,2), (5,4), (6,9), (7, ll), (10,6), 
(11,8). The l-IPS algorithm (with respect to the Greedy nominal policy) 
gives a total of 11 Queens at locations (1, l), (4, 6), (2, 3), (3,8), (5,2), 
(6, 9), (7, 5), (8, 12), (9, 4), (11, 7), (12, 11). An optimal solution is found 
using the 2-IPS algorithm which gives 12 Queens at locations (1, l), (2,9), 
(3, 6), (4,2), (5, lo), (6, 8), (7, 3), (8, 12), (9,4), (10, 7), (11, 5), (12, 11). 
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16 x 16 Chessboard 
For the 16-Queens problem, the Greedy algorithm gives a total of 13 
Queens at locations (1, l), (2, 3), (3, 5), (4,2), (5,4), (6,9), (7, ll), (8, 13), 
(9, 15), (10,6), (11,8), (13,7), (15, 10). The l-IPS algorithm (with respect 
to the Greedy nominal policy) gives a total of 15 Queens at locations 
(1, 11, tlL4), (2, 3), (3, 5), (4,2), (5, 8), (6, lo), (7, 12), (8, 14), (9, 16), 
(10,7), (12,6), (14,9), (15, ll), (16, 15). An optimal solution is found 
using the 2-IPS algorithm which gives 16 Queens at locations (1, l), 
(2, 12), (3981, (4,2), (537) (6, 101, (7,6), (8, 14) (9, 16), (10, ll), (11,4), 
(12, 15), (13, 5), (14, 3), (1539) (16, 13). 
As predicted by Corollary 1, there is a sequential improvement in the 
number of Queens placed by the the Greedy, l-IPS, and 2-IPS policies, 
respectively. It is interesting to note that although the theory requires the 
N-IPS algorithm to ensure an optimal solution for the N-Queens problem, 
in each example above (i.e., N= 8, 12, 16, respectively), an optimal 
solution is found using the 2-IPS algorithm. This indicates that the IPS 
algorithm may perform better in practice than the theory would suggest. 
6. CONCLUSIONS 
The curse of dimensionality provides a computational bottleneck for 
using the usual dynamic programming formalism on many problems of 
practical interest. As an alternative to backward iterative methods, the IPS 
algorithm is introduced in this paper for solving the DP equations forward 
in time. A key property of the IPS algorithm is that the required 
computation is independent of the dimension of the state. This avoids the 
usual curse of dimensionality which can have important implications in 
certain applications. On the other hand, the computation required for the 
IPS algorithm is exponential in the horizon length, and such applications 
would by necessity be of short horizon. For problems of long horizon the 
optimal IPS algorithm is less useful, and can lead to computational 
complexity greater than that of backward DP. 
For problems of longer horizon, a family of reduced complexity IPS 
algorithms was defined. By establishing a relationship to iteration in policy 
space, the reduced complexity IPS algorithm was shown to provide a 
desirable trade-off between the computation required and degree of 
optimality retained. The optimal and suboptimal IPS algorithms are 
implemented using a special H-block cascade architecture. Improving 
performance amounts to simply adding additional H-blocks to the cascade 
(NH-blocks gives the optimal N-IPS algorithm where N is the horizon 
length). Reducing computation amounts to simply removing H-blocks 
98 DAVID S. BAYARD 
from the cascade (p H-blocks for p < N gives the suboptimal p-IPS 
algorithm). 
At the very least, the IPS algorithm provides a systematic method to 
improve on a specified nominal policy. The nominal policy can be any 
admissible suboptimal policy of the designer’s choosing. The best 
candidates are admissible policies which provide reasonable performance in 
their own right, and can be computed quickly. This includes the Greedy 
algorithm for combinatorial problems, and the one-step ahead, linearized 
or receding horizon type policies for continuous valued control problems. 
The reduced complexity IPS algorithm was demonstrated on several 
numerical examples having both continuous and discrete valued control 
variables and many multiple local minima. As predicted by the theory the 
IPS algorithm demonstrated an improvement in the solution with each 
additional policy iteration. An unexpected result was the speed at which 
the solution converged in policy space to the global optimal. In all numeri- 
cal examples the global optimal solution was found using the suboptimal 
2-IPS algorithm. The theory alone predicts a monotonic improvement with 
each additional policy iteration attaining the global optimal solution when 
the number of policy iterations equals the horizon length. Hence, there 
appears to be a tendency for the IPS algorithm to perform better on 
practical problems than the theory would suggest. 
Since H-blocks are identical computational units, hardware and software 
implementations of the IPS algorithm can be greatly simplified. For 
instance, each numerical example of this paper was solved by first coding 
a single H-block as a FORTRAN subroutine, and then replicating the code 
to form the H-block cascade. It is reasonable to expect that the same 
recursive and repetitive properties of the computation can be exploited for 
effective implementation on emerging (e.g., parallel, reduced-instruction, 
pipelined, etc.) computer architectures. 
APPENDIX A 
For this discussion, the notation J;(xk) is used for the cost to go at 
intermediate time k and state xk associated with some arbitrary policy 17’, 
i.e., 
i 
N-i 
g/c(xk, u;) + gNtxN) + 1 gicxi, ur(xi)) 
i=k+l 
cxx/J = for k=O, . . . . N-2 (A.1) 
gN(XN)+gN-lI(XN-l? $.-,tXN--l)) 
for k=N-1. 
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The first result characterizes the benefit associated with a single iteration in 
policy space. 
THEOREM A.l. Assume that policy IT*P+ ’ is defined by an iteration in 
policy space with respect to control II *p. Then the following inequality holds 
for k = 0, . . . . N, 
J:,+ ‘(xk) < Jzp(xk) (A.21 
Proof The proof follows by induction on k. Assume the inductive 
hypothesis Jk*+p: ‘(xk+ 1) < Jt”, l(xk+ 1). Then, 
Ggk (x,, up+ l txk)) +Jk*: l(fk(xk, $‘+ ‘txk))) (A.3) 
= +[gk(xkv uk) + Jk*$ l(fk(xk, uk))l (A.4) 
< gktXk, uk*‘(xk)) +Jk*:l(fk(xk> uk*p(xk))) (A.51 
= Jzp(Xk). 
Here, (A.3) follows from the inductive hypothesis; (A.4) follows from 
Definition 3; and (AS) follows by replacing the true minimum in (A.4) by 
u~p. The induction argument is completed by noting thaf J$P: ’ (xN- 1) < 
JXC ,(xN- ,), since u%C:’ is determined by minimization of the last stage 
cost, while uX5 1 is arbitrary. 1 
The next result characterizes the benefit associated with multiple 
iterations in policy space. 
THEOREM A.2. Given any admissible starting policy II*’ let the sequence 
of control policies IT*‘, II*‘, . . . . lT* N be defined by successive iterations in 
policy space. Then for any i E { 1, . . . . N}, 
Jz:(XN-t)= JXLi(XN-i)< J,*LI’(XN-i)< ... < J$Y!i(XN-t). (A.6) 
Proof: Let policy 17 *’ be generated by a single IPS with respect to 
policy l7*“. Then Z7*’ is itself an admissible policy, and can be used to 
give rise to a control policy n *2 by policy iteration. By continuing this 
process, a sequence of policy iterates Z7*‘, Z7*i, . . . is generated. As a direct 
consequence of Theorem A.l, the corresponding sequence of expected costs 
is monotonically nonincreasing, 
JXfi(XN-i)< ... < J$Li(XN-i)< J;“i(XN-i). 64.7) 
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Hence, all that remains to prove in (A.6) is the leftmost equality, 
J~~~(XN_i)=J~ii(XN~;). (A.81 
Relation (A.8) is proved by induction on i. For i= 1, Eq. (A.8) holds 
trivially since uy-: and ~$1: are defined by the same single stage mini- 
mization problem. Now, assume the inductive hypothesis JEcT+ l(~N--I+ ,) = 
J,$kiy r(xN-i+ 1). Then, 
>J*’ N-i. (A.lO) 
Here, (A.9) follows by the inductive hypothesis; and (A.lO) follows by 
Definition 3 and the result of Theorem A.1 for p = i - 1. Since no policy can 
perform better than the optimal policy, (A.lO) holds with equality. This 
completes the inductive proof of (A.8), and the proof of the theorem is 
complete. 1 
APPENDIX B 
LEMMA B.l. The integral (3.3) can be evaluated in closed-form to give 
(3.4). 
Proof: This is by induction. Let i = 1 in (3.3) and integrate to give 
j?(l, k)=M(N-k- 1). 
Assume the following inductive hypothesis, 
/?(i-l,k)=M’-’ 6’ I’... J,;;’ dl;-,...dl,dl, 
= (N-k- l)‘-’ Mi-’ 
(i-l)! ’ 
Then, using (3.3), 
(B.1) 
j?(i, k) = M’ 6-l [J,;?..J,;;’ dli...dl,]d[, 
J 
N-l 
=A4 fl(i- 1, I,) dl,. 
k 
(B.2) 
(B.3) 
Here (B.3) follows from (B.2) by a subtle change of variables involving 
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shifting the indices by one. The inductive proof is completed by substituting 
Inductive Hypothesis (B.l) into (B.3) and integrating to give (3.4). 1 
LEMMA B.2. The integral (3.8) can be evaluated in closed-form to give 
(3.9). 
Proof. This is by induction. Let i= 1 in (3.8) and integrate to give 
/!lE( 1, k) = (N- 1 - k)Z. 
Assume the following Inductive Hypothesis, 
PE(i- 1, k)=JNP1 (N- 1 -k) 
k 
~,~-‘(~-1-Z,)~.~~,~-‘(N-l-L--l)d~i-,~.-d12dl, 
=(i-1)!2’-l(N-k-;):” 
(2i-2)! ’ (B.4) 
Then, using (3.8), 
flE(i, k)=jkN-’ (N- 1 -k) 
X [J “-‘(N--I-~,)...J,~-’ (N-l-li-i)dli...dlz dl, fl 1 I 1 
(B-5) 
J 
N-l = (N-l-k)jIE(i-l,/,)dl,. 
k 
(B.6) 
Here (B.6) follows from (B.5) by a subtle change of variables involving 
shifting the indices by one. The inductive proof is complete by substituting 
Inductive Hypothesis (B.4) into (B.6) and integrating to give (3.9) upon 
rearranging. m 
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