Abstract-The performance of a noisy linear time-invariant (LTI) plant, controlled over a noiseless digital channel with transmission delay, is investigated in this paper. The ratelimited channel connects the single measurement output of the plant to its single control input through a causal, but otherwise arbitrary, coder-controller pair. An informationtheoretic approach is utilized to analyze the minimal average data rate required to attain the quadratic performance when the channel imposes a known constant delay on the transmitted data. This infimum average data rate is shown to be lower bounded by minimizing the directed information rate across a set of LTI filters and an additive white Gaussian noise (AWGN) channel. It is demonstrated that the presence of time delay in the channel increases the data rate needed to achieve a certain level of performance. The applicability of the results is verified through a numerical example.
I. INTRODUCTION
Rate-constrained NCSs are generally studied from two points of view; control theory and information theory. In the former case, classical nonlinear control methods are employed. In the latter case, the key idea is extending information-theoretic notions to the case of closed-loop control. In both frameworks, stability analysis of linear timeinvariant (LTI) systems is well-studied (see, e.g., [1] , [2] as early results and [3] , [4] as recent contributions).
However, studies analyzing system performance from an information-theoretic viewpoint are less abundant in the literature. Fundamental results are presented in [5] . In this work, for a discrete-time LTI plant, the well-known Bode's integral is extended to the case of causal rate-limited arbitrary feedback. Along the lines of [5] , research reported in [6] , [7] has investigated bounds on the minimum data rate which is needed to attain a quadratic performance level in NCSs with delay-free channels. For the lower bound, [7] shows that the rate-constrained optimization to find desired infimal data rates over causal but otherwise arbitrary coder-controller pairs, is reduced to a convex SNR-constrained optimization problem over an auxiliary LTI feedback loop closed through an AWGN channel. In [6] , [7] , it is furthermore shown that the directed information from the plant output and to the control input provides a lower bound on the coding rate for any coding policy, and that it suffices to use linear coding policies, when the initial state and external disturbances are jointly Gaussian and the plant is linear. These findings were used by [8] , to establish a general SDP framework for the problem of LQG control for fully observable multiple-input multiple-output (MIMO) LTI plants.
In this paper, we address output feedback control of an NCS comprised of a noisy LTI plant and a causal encoder-controller-decoder set connected through a noiseless digital channel with a constant transmission delay. More specifically, the problem is obtaining the bounds on minimal average data rate required to guarantee that the steady-state variance of an error signal does not become larger than a certain value. Motivated by its merits such as simplicity and practical appeal, we use the approach pursued in [6] , [7] to gain outer bounds and build upon [7] . However, the main departure of this work from [7] is considering a channel which is not delay-free. So, as the first contribution, we rederive fundamental information inequalities of the system under the delay assumption. Secondly, we characterize the trade-off among performance, delay, and minimal desired average data rate. It is shown through a numerical example that greater transmission delay necessitates greater minimal average data rate needed to guarantee achieving the considered quadratic level of performance. Simulation indicates that by employing a simple scalar uniform quantizer in the LTI architecture that gives the lower bound, the quadratic performance is attained by operational average data rates at most 0.3 bits away from the lower bound.
The outline of this work is as follows. Section II presents the notation and some preliminaries. Then the problem of interest is formalized in Section III. Section IV is dedicated to the lower bound characterization. An illustrative numerical simulation is provided in section V. Finally, Section VI concludes the paper.
II. NOTATION AND PRELIMINARIES
The set of real numbers is denoted by R with subset R + as the set of strictly positive real numbers. N represents the set of natural numbers, based upon which N 0 = N ∪ {0} is defined. Furthermore, k is the time index and for random processes considered in this paper, k ∈ N 0 holds. Magnitude and H 2 -norm of a signal are symbolized by |.| and . 2 , respectively. The set U ∞ is defined as the set of all proper and real rational stable transfer functions with inverses that are stable and proper as well. E denotes the expectation operator and log stands for the natural logarithm. The entry of matrix S on the i-th row and j-th column is denoted by [S] i,j . Moreover, λ min (S) and λ max (S) represent eigenvalues of S with the smallest and largest magnitude, respectively.
All random variables and processes in this paper are assumed to be vector valued, unless otherwise stated. A random process ξ is said to be asymptotically wide-sense
denotes the corresponding steady-state covariance matrix upon which the steady-state variance of ξ is defined as σ 2 ξ trace(C ξ ). The covariance matrix for a scalar random sequence x
. Considering P n , Q n ∈ R n×n as two square matrices, the sequences {P n } ∞ n=1 and {Q n } ∞ n=1 are asymptotically equivalent if and only if the following holds for finite :
The structure considered in this work can be found in Fig. 1 where G is an LTI plant with u ∈ R as control input and y ∈ R as sensor output. Moreover, there is a disturbance represented by w ∈ R nw and the output signal z ∈ R nz , with n w , n z ∈ N, upon which the desired performance is characterized. The plant has the following transfer-function matrix description:
in which every G ij is proper and of suitable dimensions (n z × n w , n z × 1, 1 × n w and 1 × 1 for G 11 , G 12 , G 21 and G 22 , respectively). The input alphabet of the channel is represented by A and is defined as a countable set of prefixfree binary words. Due to the delay, the output of the channel
The average data rate across the channel is specified as follows:
where R(i) denotes the expected length of the i-th binary word y q (i). The channel input is provided by the encoder E based on the following dynamics:
in which η e (k) is the side information at time k at the encoder with E k representing an arbitrary (possibly nonlinear or time-varying) deterministic mapping. It should be noted that
On the decoder side, we have
D k is assumed to be an arbitrary deterministic mapping, like E k , and η d (k) signifies the side information available at the decoder at time k. It should be emphasized that E and D in Fig. 1 are possibly time-varying or nonlinear causal systems.
Assumption 3.1: The plant G is LTI, proper and free of unstable hidden modes. Moreover, the open-loop transfer function from u to y is single-input single-output (SISO) and strictly proper. The disturbance signal, w, is a zero-mean white noise with identity covariance matrix C w = I and jointly Gaussian with
T , the initial condition, having finite differential entropy. Assumption 3.2: Each of processes η e and η d is jointly independent of (x 0 , w). So regarding the dynamics of the system, I(u(k); y k−h | u k−1 ) = 0 holds for 0 ≤ k < h. Moreover, upon knowledge of u i and η i d , the decoder is invertible. It means that there exists a deterministic mapping
for k ≥ h with γ k independent of x 0 and w. Then the problem of interest is finding
, where the search is to be restricted to encoders with mapping E k and decoders with mapping D k which satisfy Assumption 3.2 and make the NCS of Fig. 1 strongly asymptotically wide-sense stationary (SAWSS) (this notion of stability is defined in [7] ). Moreover, σ 
IV. MAIN RESULTS

Theorem 4.1:
For the feedback loop depicted in Fig. 1 and satisfying Assumptions 3.1 and 3.2, the following holds:
in which I(.; . | .) indicates conditional mutual information (see [9] for the definition). Moreover, as defined in [10] , I
(h) ∞ (y → u) denotes the directed information rate across the forward channel from y to u with delay h. The proof can be found in [11] . Now, a lower bound can be derived on the directed information across the coding scheme of Fig. 1 .
Lemma 4.1: For the NCS of Fig. 1 , assume that (x(0), w, u, y) form a jointly second-order set of processes and that Assumptions 3.1 and 3.2 hold. Moreover, take y G and u G into account as the Gaussian counterparts of y and u where (x(0), w, u G , y G ) are jointly Gaussian with the same first-and second-order (cross-) moments as (x(0), w, u, y).
The following inequalities and identities will justify the claim:
where ( In what follows we will relate the directed information from y G to u G to their corresponding power spectral densities:
Lemma 4.2: Consider y and u as jointly Gaussian AWSS processes. Moreover, suppose that u is SAWSS with |λ min (C u n 1 )| ≥ µ, ∀n ∈ N where µ > 0. Then the following can be obtained:
in which ψ is a Gaussian AWSS process with independent samples defined as:
Moreover, Sǔ represents the steady-state power spectral density of u. Proof: Having Gaussianity and joint AWSS-ness of (u, y) in mind and based on [12, Theorem 2.4] with a little modification, we can conclude that ψ is Gaussian and AWSS as well. We start by the following equalities: (9), and (i) holds from [7, Property 3] . So the directed information rate can therefore be rewritten as follows:
where (j) follows from the chain rule of the differential entropy and ψ(k) being independent of ψ k−1 . Since the process u is SAWSS with |λ min (C u n 1 )| ≥ µ, ∀n ∈ N for some µ > 0, [7, Lemma B.5] will approve the validity of the leftmost term in (k). The rightmost term is self-explanatory because ψ is Gaussian and AWSS.
It follows from Theorem 4.1, Lemma 4.1 and Lemma 4.2 that the rate-performance pair yielded by any encoderdecoder scheme which renders the NCS SAWSS, is attainable with a lower rate by a coding scheme comprised of LTI filters and an AWGN noise source. Such a scheme is depicted in Fig. 2 .
The NCS of Fig. 2 is defined under the same conditions (Assumption 3.1) as the main system in Fig. 1 except for one thing; the arbitrary mappings are replaced by proper LTI filters B and J. Moreover, the communication channel is a delayed AWGN channel with noiseless one-sample-delayed feedback. The dynamics of this auxiliary coding scheme can be summarized as follows:
in which η is the AWGN with zero mean and variance σ 2 η . This noise is assumed to be independent of (x 0 , w). Additionally, we suppose that the initial state of B, J, and the delay are deterministic. 
where the feasible set for the optimization problem defining ϑ u (D) is all LTI filters B and the noise η with σ 2 η ∈ R + rendering the feedback loop of Fig. 2 internally stable and well-posed when J = 1. In these expressions, σ 2 z and S u denote the steady-state variance of z and the steady-state power spectral density of u in Fig. 2 
can be concluded based on Theorem 4.1, if the conditions in Lemma 4.1 and Lemma 4.2 are met. It should be noted that Sȗ denotes the steady-state power spectral density ofû G . A coding scheme comprised of linear filters with a unit-gain noisy channel and delay h can generateŷ G andû G which satisfy those conditions and keep σ
. Such a scheme is described as follows:
whereψ G (k) represents a Gaussian noise with zero mean and independent of (ŷ
Regarding the causality and linearity of L k ,û k G can be written as follows:
According to the causality in (16), joint SAWSS-ness of (ŷ G ,û G ) and transitivity of asymptotic equivalence for products and sum of the matrices noted in [13] , the sequences {Q k } and {P k } are asymptotically equivalent to sequences of lower triangular Toeplitz matrices. Moreover, L k renders the NCS internally stable and well-posed. With all of this in mind, by setting J = 1 and B as a concatenation of linear filters with the steady-state behaviour of L k in (15) and considering a variance for η equal to σ 
which completes the proof. 
in which S r represents the steady-state power spectral density of r. Then for any ρ > 0, upon the existence of the pair (B, J) = (B 1 , J 1 ) making the system of Fig. 2 internally stable and well-posed, there exist another pair, comprised of Fig. 3 . Equivalent archtiectural viewpoint of internal stability the biproper filter J 2 and B 2 , which renders the feedback loop of Fig. 2 internally stable and well-posed, preserves the the steady-state power spectral density of z and satisfies the following:
Proof: It is well-known that the system of 
in which d 1 indicates the relative degree of J 1 and V ∈ U ∞ is chosen in such a way that V (∞) = 1. Consequently, J 2 is biproper and T 2 can be written as follows:
So regarding the definition of d 1 and properties of V , T 2 ∈ RH ∞ if and only if T 1 ∈ RH ∞ . Moreover, based on the same argument, using (B 2 , J 2 ) would give the same power spectral density for z as for the case where (B 1 , J 1 ) is utilized. Let δ 1 , . . . , δ m represent the zeros of Γ r1 lying on the unit circle. Now for ζ ∈ (0, 1) we define the following:
Hence, V ζ ∈ U ∞ and V ζ (∞) = 1 can be deduced for every ζ ∈ (0, 1). By following the same procedure as for the proof of [6, Theorem 5.2], the existence of ζ ∈ (0, 1) will be shown in such a way that for any ρ > 0, setting V = V ζ will give a pair (B 2 , J 2 ) that satisfies (19). 
where the optimization is done over all LTI filter pairs (B, J) and the noise variance σ Proof: According to the feasibility of finding ϑ u (D) (see [11] for the proof), there exist the triplet (B ζ
∈ R
+ , that guarantees σ 2 z ≤ D for the system of Fig. 2 . Furthermore, based upon the definition of ϑ u and ϑ r in (13) and (18), the following can be derived for any ζ > 0:
So regarding Lemma 4.3, since there exist a biproper filterJ ζ and a proper oneB ζ making the LTI feedback loop of Fig. 2 internally stable and well-posed and keeping σ 2 z intact, the following can be concluded:
Now the proof is completed by noting that (25) holds for any ζ, ρ > 0 To characterize ϕ (D), we will mostly use properties of linear systems and some results on H 2 optimization with input-delay. Consider the auxilary structure of Fig. 4 , where except for shifting the delay block to the plant model, which leads to
the same assumptions as Fig. 2 hold. The NCS of Fig. 4 is internally stable and well-posed if and only if the transfer function Fig. 5 is a member of RH ∞ . It can be easily shown that T a = T . So the feedback loops of Fig. 4 and Fig. 2 are equivalent in the sense of internal stability and well-posed-ness. Moreover, the SNR and output variance of the NCS depicted in Fig. 2 can be stated in terms of H 2 -norms as follows: 
in which N a = JB y (1 − B r z −1 ) −1 and M a = M . As seen,
comparing (27) and (28) Fig. 4 , can do the same for the the LTI system of interest, in Fig. 2 , and vice versa. In other words, the NCSs in Fig. 2 and Fig. 4 are equivalent regarding the SNR-perfomance optimization problem in (23) as well. This problem is studied for such feedback systems as auxiliary system of Fig. 4 in [7] . Consequently, it can be concluded that the problem of finding ϕ (D) is equivalent to an SNR-constrained optimal control problem which was proved to be convex. As another result, ϕ (D) being a monotonically decreasing fuction of D can be deduced. All in all, the interplay between the desired performance, the average data rate and the time delay is characterized through (23), (27) and (28).
V. SIMULATION EXAMPLE
Consider the the following transfer function representation for the plant G in NCS of Fig. 1 :
where (x 0 , w) satisfies Assumption 3. (5) with respect to delay. It can be observed from Fig. 6 that for a fixed D, ϕ (D) is increasing in h. Therefore, a delay in the channel forces an increase in the required infimum data rate to achieve a quadratic level of performance. The greater delay, the higher rate to be spent in order to get a certain level of performance. Indeed, this finding extends the delay-free results of [7] . Another observation is the convergence of the obtained infimal data rates to the minimum rate required for stabilizability as D → ∞. As illustrated in Fig. 6 , high rates are required to attain the ideal non-networked performance D inf (h). Along the lines of [6] , [7] , we now simply replace the AWGN η in the independent coding scheme depicted in Fig. 2 , by a uniform scalar quantizer in order to assess the operational performance caused by a simple coding scheme. It is interesting to note that the obtained operational average data rate in Fig. 6 is at most around 0.3 bits away from the derived lower bound at all performance.
VI. CONCLUSIONS In this paper, rate-constrained networked control systems comprising noisy LTI plants, causal but otherwise arbitrary coding-control schemes and digital noiseless communication channels with time delay, have been studied. For such NCSs, a certain level of performance is attainable if and only if the average data rate does not fall below a minimal value. A lower bound on this infimum rate has been obtained. Through a numerical example, it has been illustrated that the channel's time delay increases the infimum average data rate needed to achieve a prescribed level of performance. Moreover, by using a simple scalar quantizer, operational average data rates fairly close (around 0.3 bits) to the lower bound have been obtained.
APPENDIX
A. Feasibility proof of D inf (h)
Suppose that in the standard architecture depicted in Fig. 7 , G, x 0 and w satisfy Assumption 3.1 and K follows u(k) = K k (y k−h ). Regarding the Gaussianity of x 0 and w and the fact that G is LTI, it can be implied from some results in [15] (23) follows from the feasibility of D inf (h) [11] .
