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Abstract
We propose a natural subclass of regular languages (Alphabetic Pattern Constraints, APC) which is effec-
tively closed under permutation rewriting, i.e., under iterative application of rules of the form ab → ba. It is
well-known that regular languages do not have this closure property, in general. Our result can be applied
for example to regular model checking, for verifying properties of parametrized linear networks of regular
processes, and for modeling and verifying properties of asynchronous distributed systems. We also consider
the complexity of testing membership in APC and show that the question is complete for PSPACE when
the input is an NFA, and complete for NLOGSPACE when it is a DFA. Moreover, we show that both the
inclusion problem and the question of closure under permutation rewriting are PSPACE-complete when we
restrict to the class APC.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Regular languages in their various representations (ﬁnite state automata, regular expressions,
monadic second order logics, temporal logics, etc.) are extensively used for modeling and verify-
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ing properties of concurrent systems. The main reason is that regular languages enjoy important
closure and decidability properties. They can model behaviors of systems in form of sets of compu-
tational sequences, often modulo some abstraction relation [8,16,30]. Furthermore, regular model
checking has been proposed recently as a generic (automata/regular languages) based technique for
symbolic veriﬁcation of inﬁnite state systems such as pushdown automata, ﬁfo-channel systems,
and parametrized networks of processes, see e.g. [2,4–6,15,26,31]. A fundamental problem which
arises in these areas is then the following one: given a regular language L and a relation R on
sequences (represented either by a ﬁnite transducer or by a rewriting system), compute — if
possible — the set R∗(L), i.e., the R-closure of L (R∗ denotes the reﬂexive-transitive closure of R).
Since unrestricted rewriting systems have the computational power of Turing machines, we must
impose restrictions on the rewriting rules and on the regular languages we consider, in order to be
able to compute the R-closure. In this paper we focus on permutation rewriting rules of the form
ab → ba, where a, b are letters of a given alphabet. Such rewriting rules are usually called semi-com-
mutation rules in Mazurkiewicz trace theory [11]. However, semi-commutation rewriting does not
preserve regularity in general. To see that, it sufﬁces to consider the closure of the language (ab)∗
under the semi-commutation rule ab → ba. Therefore, our primary goal is to determine a suit-
able subclass of regular languages for which we can effectively compute the R-closure, for any
semi-commutation rewriting system R.
The problem of computing the closure of a language under a semi-commutation rewriting sys-
tems appears naturally in several areas related to formal modeling and veriﬁcation of systems. For
instance, partial order reduction methods [13,23,29] applied in traditional model-checking rely on
the fact that the property we want to verify does not distinguish different linearizations of the same
partial order. This allows to perform an improved, reduced exploration of large systems. In the sim-
plest setting, a partial order property means that the property is closed under partial commutation
rules, i.e., (symmetric) rules of the form ab ↔ ba, meaning that two actions a and b are causally
independent. However, it is often more convenient to express a property (or its negation) regardless
of all possible interleavings of independent actions. Therefore, if a given property  is not a partial
order property, then we are led to compute its closure R∗(). The interest in doing this is that
computing the closure of  is in general much less expensive than a full exploration of the system.
In the context of regular model checking [6,15,26], a set of conﬁgurations is represented as a
regular language and the actions of a system are modeled as a rewriting system R. Then, the veri-
ﬁcation problem amounts to compute the R-closure R∗(L) for a given set of initial conﬁgurations
L. This allows for instance to analyze parameterized systems with arbitrarily many identical ﬁnite
state processes which are connected linearly. In that case, a conﬁguration is a sequence of control
states of individual processes, the ith element of the sequence being the state of the ith process.
Thus, sets of conﬁgurations of arbitrary length (corresponding to systems with an arbitrary num-
ber of processes) are described by a regular language. This allows to perform a uniform veriﬁcation,
i.e., for any number of processes. In protocols based on information exchange between neighbors
(e.g., token exchange, mutual exclusion, leader election), certain transitions can be modeled by
semi-commutation rewriting rules of the form ab → ba. Being able to compute the R-closure thus
allows to compute the effect of meta-transitions corresponding to the semi-commutation rewriting
rules. Take as a very simple example a mutual exclusion protocol for linearly ordered processes.
Suppose that the state of a process is 1 if it owns the token giving access to the critical section,
and 0 otherwise. The initial conﬁguration is then the regular expression 10∗ (note that the num-
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ber of processes is not ﬁxed). An (abstract) transition rule of the system can be represented by
the semi-commutation one-rule system R = {10 → 01}, meaning that the token can be passed
from left to right between neighbors. We can now compute the reachable set of conﬁgurations
R∗(10∗) = 0∗10∗ and check for instance that the intersection with the set of bad conﬁgurations
(0 + 1)∗1(0 + 1)∗1(0 + 1)∗ is empty.
Thus, given a regular language L and a semi-commutation relation R, our aim is to compute the
reﬂexive, transitive closureR∗(L). Inour settingwewould like tohavea subclass of regular languages
which enjoys several closure and decidability properties. First, we require that this class must be (1)
effectively closedunder basic operations suchasunionand intersection, and (2) effectively closedun-
der semi-commutation rewriting. Moreover, we require that the problems of (1) inclusion checking,
and (2) membership to the class (of regular languages) are decidable. Indeed, all these features are
needed in the context of the applications we consider, especially for regular model checking where
semi-commutation rewriting steps canbeused iterativelyduring the reachability analysis of a system.
The solution proposed in this paper is the class of Alphabetic Pattern Constraints (APC), which
appears naturally inmany contexts of veriﬁcation of concurrent systems. AnAPC is a ﬁnite union of
languages of the form ∗0a1
∗
1 · · · an∗n, where every i denotes a subset of the alphabet  and every
ai ∈  denotes a single letter. For instance, the regular expressions in the token passing example
above are APC expressions. APCs can be used for example to express (negated) safety proper-
ties corresponding to the presence of (bad) patterns within computations or conﬁgurations, such
as required for mutual exclusion. The class of APCs actually corresponds to the 2-level of the
quantiﬁer-alternation hierarchy of ﬁrst-order logic with the order relation [27].
We show that this class satisﬁes all the closure properties stated above and establish complexity
bounds for several basic decision problems concerning this class. We show that deciding whether a
regular language belongs to APC is complete for PSPACE when the language is given by a non-de-
terministic automaton, respectively, complete for NLOGSPACE, when the input is a deterministic
automaton. Moreover, we show that testing whether an APC language is closed under a semi-com-
mutation rewriting relation, as well as the inclusion problem for APC, are both PSPACE-complete
problems. These results suggest that APC is as “hard” as the whole class of regular languages, which
means in some sense that APCs are expressive enough for specifying interesting properties. It is also
interesting to note thatAPCs correspond to the smallest level in the quantiﬁer-alternation hierarchy
of ﬁrst-order logic which has this “hardness property”. Indeed, languages in 1 and1 correspond,
respectively, to upward and downward subword-closed sets. For example, 1 is precisely the class
SRE [2], for which it can be shown that inclusion can be checked in polynomial time.
The ﬁrstmain result of this paper is thatAPC is closed under semi-commutation rewriting andwe
provide an effective algorithm that computes the closure R∗(L), given a semi-commutation system
R and an APC language L.
For applications in regular model checking we consider also circular semi-commutation
rewriting. Indeed, the simplest interconnection topology in distributed computing is the ring
topology. A (parameterized) conﬁguration corresponds then to a circular word, i.e., a word x1 · · · xn
with the understanding that x1 follows xn. This means that x1 · · · xn and all its conjugated words
xkxk+1 · · · xnx1 · · · xk−1 represent the same (circular) conﬁguration. Thus, we consider that the set of
conﬁgurationsof a ringnetwork is a set ofwordsLwhich is closedunder conjugacy, i.e.,L = Conj(L).
Our second main result shows that for any semi-commutation rewriting system R, the circular
R-closure (Conj ◦ R∗)∗(L) of any language L ⊆ ∗ can be computed as long as the set R∗(L) is
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computable. More precisely, we prove that (Conj ◦ R∗)∗(L) = (Conj ◦ R∗)2||(L). Therefore, for
each APC language L the circular R-closure is an effectively computable APC set.
We devote a section at the end of the paper to describe some potential applications of our results.
We show indeed how they can be used in partial-order based veriﬁcation (e.g., in the veriﬁcation of
HMSCs) and in the framework of regular model checking (e.g., in the veriﬁcation of parametrized
networks of processes).
Related work:The notion of semi-commutations was proposed in the late 70’s byMazurkiewicz [17]
for describing the semantics of 1-safe Petri nets. Problems related to the closure of
languages under semi-commutations have been studied in the community of Mazurkiewicz trace
theory (see e.g. [9] for a survey). However, the problems we address here and our results are of
different ﬂavor.
Our aim is to identify subclasses of regular languages which are closed under any semi-com-
mutation rewriting relation whereas classical results of trace theory aim at providing for a given
semi-commutation relation R sufﬁcient conditions on regular languages ensuring that their R-clo-
sure remains regular. Such a condition was proposed ﬁrst by Ochmanski [22] (see also [18]) and
is known as “star-connectedness”. This property restricts the sets of symbols labeling cycles in an
automaton (respectively, the iteration operator in a regular expression is restricted) and it depends
on the relation R. Since loops of APC are just self-loops, one can easily see that APCs are star-con-
nected. Nevertheless, our result is stronger in the sense that it shows that the closure of an APC
remains an APC, whereas [22,18] allows only to obtain that it is a regular language. As mentioned
before, and as it will be shown in more details in Section 6, we do need such a stronger statement
especially in the context of regular model checking where we must apply iteratively a sequence of
rewriting steps including semi-commutation rewriting steps during the reachability analysis of a
system. As for algorithms, [10] reconsiders [22,18] and proposes a direct construction for computing
the closure of a star-connected language. The construction proposed here is of different ﬂavor and
has better complexity than the one in [10]. Indeed, the proof of [10] is based on a notion of rank of
a regular language, and on showing that if X is a regular language of ﬁnite rank, then the closure
of X is regular. More precisely, if the rank of X is k , then Theorem 4.2 p. 481 in [10] leads to a
deterministic ﬁnite automaton accepting the closure of X that has 2s
k+1
states, with s the size of
a monoid recognizing X . The size s is exponential in the automaton or the regular expression given
for X , as well as in the size of the alphabet, and the rank k is polynomial. In contrast, our algorithm
gives a singly exponential size expression for the closure of the APC describing X (see Theorem
5, and Corollary 3). Another difference is that starting from an APC and applying the construc-
tion from [10], it is not possible to deduce that the resulting language is an APC, since the reason-
ing based on the rank leads only to a bound on the number of states of an automaton, and not to
any statement about the structure of the automaton. Let us ﬁnally mention that the complexity of
deciding whether a regular ω-language is closed under commutation rewriting was considered
in [19,24].
APC languages have been intensively studied in logic and algebra. As mentioned above, they
correspond to the 2-level of the quantiﬁer-alternation hierarchy of ﬁrst order logic, i.e., to for-
mulas of the form ∃∗∀∗, where  is quantiﬁer-free and uses as atomic predicates the order and
the letter labeling. The class APC has also an algebraic characterization, it corresponds to level 3/2
of Straubing’s concatenation hierarchy of star-free sets. Moreover, it is the largest hierarchy level
known to be decidable [25].
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Finally, several works on regular model checking propose automata-based constructions for
computing the closure of a regular language under a rewriting system (regular relations/ﬁnite
transducers) [3,6,12,14,26]. While the proposed techniques are generic and have a wide range of
application, they are not complete in general. In contrast, our work proposes a complete construc-
tion for the specific class of semi-commutation systems and the class of APC languages. As it will
be shown in Section 6, this construction could be integrated with the other generic construction in
order to deal with the semi-commutation rules which may appear in the definition of a system.
2. Alphabetic Pattern Constraints
We deﬁne in this section the class of Alphabetic Pattern Constraints (APC) and present some of
its characterizations.
2.1. Definitions and notations
Deﬁnition 1. Let  be a ﬁnite alphabet. An atomic expression over  is either a letter a of  or a star
expression (a1 + a2 + · · · + an)∗, where a1, a2, . . . , an ∈ .
A product p over ∗ is a (possibly empty) concatenation e1e2 · · · en of atomic expressions e1, . . . ,
en over . We use  to denote the empty product.
An Alphabetic Pattern Constraint (APC) over ∗ is an expression of the form p1 + · · · + pn,
where p1, . . . , pn are products over ∗. By APC() we denote the set of regular languages described
by some APC over ∗.
In the rest of the paper we will not distinguish between a regular expression and the language
that it deﬁnes. However, the input for our algorithms in Sections 4, 5 will be an APC expression.
Notation. The length of p = e1 · · · en, denoted l(p) = n, is the number of atomic expressions in p .
Let e =∑i pi be an APC expression, then the length of e is deﬁned as l(e) = maxi l(pi). The size
of an expression is the sum of the lengths of its products. For L ⊆ ∗, we denote by (L) the set
of letters of  appearing in words from L. As usual, |L| denotes the cardinality of L. For a string
w ∈ ∗ and a letter a ∈ , we denote by |w|a the number of occurrences of a in w.
2.2. Characterizations of APCs
APC corresponds to the set of expressions deﬁning the languages of level 3/2 of the Straubing–
Thérien hierarchy [25]. In this hierarchy, level 0 corresponds to ∅,∗ and the higher levels are
deﬁned recursively as follows: level n+ 1/2 is the polynomial closure of level n and level n+ 1 is the
boolean closure of level n+ 1/2, where the polynomial closure of a class L of languages is the set
of languages of ∗ that are ﬁnite union of languages of the form L0a0L1 · · · anLn where the ai’s are
letters and the Li’s are elements ofL. It is well-known that the Straubing–Thérien hierarchy is strict.
Closely related is the well known n-hierarchy of ﬁrst order logic (over the order relation)
obtained by counting the number of alternating blocks of existential and universal quantiﬁers.
The level n denotes formulas with n alternating blocks of quantiﬁers, starting with an existential
block. Thomas [27] showed that the level n+ 1/2 in the Straubing–Thérien hierarchy corresponds
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precisely to n. Thus, it follows that each language in APC can be deﬁned by a 2-formula, i.e., a
formula of the form  = ∃∗∀∗ where  is quantiﬁer free.
Furthermore, it can be easily shown that APC corresponds to the following fragment of the
linear-time temporal logic LTL [16]
 ::= A |  ∨  |  ∧  | AU | A | ©,
where A is of the form A = a1 ∨ · · · ∨ an. Indeed, every APC can be described by a formula in this
fragment since a product of the form ∗0a0
∗
1 a1 · · · an−1∗n is equivalent to the formula
0U(a0 ∧ ©(1U(a1 ∧ ©· · · (n−1U(an−1 ∧ ©n)) · · ·).
For the other direction, we use the fact that APC are closed under union, intersection, and
concatenation (see Proposition 1).
3. Closure properties and decision problems
We consider in this section closure properties of APC under basic operations such as boolean
operations and conjugacy, and address decision problems (and their complexity) such as the test of
inclusion, closure under a given semi-commutation relation, andmembership of regular language to
APC. These closure properties and decision problems are particularly relevant for the applications
we consider in this paper, that is, veriﬁcation of partial order models and regular model checking.
3.1. Closure properties
It can easily be seen that the class ofAPCs is not closed under complementation. Consider for exam-
ple the alphabet  = {a, b} and the APC language ∗aa∗ + ∗bb∗ + b∗ + ∗a. Its complement
(ab)∗ does not belong to APC.
We recall that two words x and y ∈ ∗ are called conjugated if x = uv and y = vu for some
u, v ∈ ∗. For a language L, we denote by Conj(L) the set {uv ∈ ∗ : vu ∈ L} of conjugates of words
from L. For a class of languages C to be closed under conjugacy we require that L ∈ C implies that
Conj(L) ∈ C.
Proposition 1. APC is closed under product, union, intersection and conjugacy.
Proof. APC is closed under product and union by definition. Let p1 and p2 be two products over
. Then, the regular expression corresponding to p1 ∩ p2 is inductively deﬁned by:
− ∅, if p1 = ∅ or p2 = ∅,
− ε, if p1 = ε and ε ∈ p2, or p2 = ε and ε ∈ p1,
− a(p ′1 ∩ p ′2), if p1 = ap ′1 and p2 = ap ′2,− ∅, if p1 = ap ′1, p2 = bp ′2, and a /= b,− a(p ′1 ∩ p2), if p1 = ap ′1 and p2 = A∗p ′2 with a ∈ A,− b(p1 ∩ p ′2), if p1 = B∗p ′1 and p2 = bp ′2 with b ∈ B,− C∗(p1 ∩ p ′2)+ C∗(p ′1 ∩ p2), if p1 = A∗p ′1, p2 = B∗p ′2, and C = A ∩ B /= ∅.
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To show that APC is closed under conjugacy, it sufﬁces to show that for any product p , the set




ei · · · ene1 · · · ei−1e′i
such that (1) e′i = ei if ei is a star expression, and (2) e′i =  if ei is a letter. Since the expression above
is an APC, the result follows. 
Remark 1. While union and conjugacy are polynomial operations, computing the intersection of
two APC languages yields an expression of exponential size. The worst-case is indeed exponential,
as shown by the following example. Consider the products pn = b∗(ab∗)n and qn = (a∗b)na∗, each
of size 2n+ 1. Then {w ∈ (a+ b)∗ : |w|a = |w|b = n} = pn ∩ qn is a ﬁnite set with the property that
every APC expression for pn ∩ qn is of exponential size.
3.2. Decision properties and complexity issues
We consider in this section basic decision problems concerning the class APC. We establish the
complexity for the problems of testing inclusion, deciding whether anAPC language is closed under
a given semi-commutation relation, and deciding whether a given regular language is in the APC
class. Basically, we show that all these problems are PSPACE-complete (which means that they
are already as complex as for the case of the whole class of regular languages), except for the last
problem in the case where the considered regular language is given as a deterministic automaton.
We show that the problem is NLOGSPACE-complete in that case.
Let us start with the universality problem.
Theorem 1. The following problem is PSPACE-complete:
Input: An APC expression L over ∗.
Question: Is L = ∗?
Proof. We already know that the universality problem for languages in APC() is in PSPACE
since it is in PSPACE for regular languages. Thus we need only to show the PSPACE-hardness.
Let M be a P -space-bounded, single-tape deterministic Turing machine that accepts L (where P
is some polynomial). Let Q be the set of states of M , let  be its tape alphabet, and let q0, qf its
initial and ﬁnal states, respectively. The blank symbol is denoted by b.
The reduction is classical and consists in showing that for every input x, it is possible to construct
in polynomial time an APC expression Rx (on some appropriate alphabet) such that Rx = ∅ if and
only if M does not accept x. Let x be such an input to M of length n. The expression Rx that we
construct represents the language of all the sequences of conﬁgurations ofM that do not correspond
to accepting runs of M on x.
Let p = P(n). We impose that all the conﬁgurations of M are of length p (we can add blanks to
a conﬁguration if necessary to make it of length p). Thus, a conﬁguration ofM can be represented
by a string a1a2 · · · ap where all symbols ai are letters from , except for one, which is inQ × . This
symbol is of the form [qX ] and corresponds to the cell of the tape which is scanned by the head of
the machine and holds the letter X , while M is in the control state q.
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A run of M can be represented by a string w1w2 · · ·wk for some k  1, where wi is an en-
coding of the conﬁguration Ci of M after i − 1 moves. The encodings wi have the following form:
wi = a1	
a2	
2 · · · ap	
p , where a1a2 · · · ap is the conﬁguration Ci . The additional counters 
i used
in our proof are needed in order to obtain an expression of the required form and of polynomial
size. Let  =  ∪ {[qX ] : q ∈ Q and X ∈ }, ′ =  ∪ {	,
}, and let  = ′ ∪ {}.
Then, it can be seen that we have the following fact: a string y in ∗ represents a non-accepting
computation of M on x if and only if at least one of the following conditions holds:
1. y is not of the form w1w2 · · ·wk for some k  1, wi ∈ (′)∗,
2. the initial conﬁguration w1 is wrong. That is, y does not begin with
[q0c1]	
c2	
2 · · · cn	
nb	
n+1b	
n+2 · · · b	
p, where x = c1 · · · cn
3. the last conﬁguration is not ﬁnal. That is y does not endwith the encoding of a ﬁnal conﬁguration,
4. y contains two consecutive conﬁgurations which do not respect the transition relation of M .
Therefore, we deﬁne the expression Rx as the union of four expressions A,B,C andD correspond-
ing, respectively, to conditions 1, 2, 3, and 4 given above (i.e., Rx is deﬁned in such a manner that
Rx = ∗ if and only if x is not accepted by M ). The expression A contains
1. strings not beginning or not ending with ,
2. strings with no or more than one symbol of Q ×  between two ’s,
3. strings having more than one letter of  between two consecutive 
 and 	,
4. strings not having the right syntax between two consecutive ’s.
It is easy to see that the three ﬁrst conditions can be described by a language in APC(). We only




















)+ ∗(	2 + 
	)∗.
Notice that this expression is of length O(p2 + |M |). The languages B and C can be constructed







This expression says that if we are in a conﬁguration where the i − 1th, the ith and the i + 1th cells
are, respectively, represented by the symbols a, b and c, then, after one move, the Turing machine
must be in a conﬁguration where the symbol corresponding to the ith cell is uniquely determined
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and is equal to b1. The expression above considers the computations that have two consecutive con-
ﬁgurations wj = · · · a	
i−1b	
ic	
i+1 · · · and wj+1 = · · · b′	
i · · · such that the letter b′ is different
from b1.
Thus, the expression Rx deﬁned above is indeed an APC() expression, it can be constructed in
time O(p2 + |M |), and it satisﬁes the fact that Rx = ∗ if and only if x is not accepted by M . 
An immediate consequence of the previous result is the following fact:
Corollary 1. Deciding inclusion for languages in APC is PSPACE-complete.
Let us now consider the problem of deciding whether a language is closed under a given semi-
commutation rewriting system.
Theorem 2. The following problem is PSPACE-complete:
Input: An APC expression L over  and a semi-commutation rewriting system R
Question: Does R∗(L) = L hold?
Proof. The fact that this problem is in PSPACE is immediate, it sufﬁces to check that R(L) ⊆ L.
Since the inclusion test is in PSPACE, we can decide in PSPACE whether L is closed under R or
not.
To show hardness, we reduce the universality problem to the above closure problem.
LetL be a language inAPCandR the semi-commutation relationR = {(a, $) : a ∈ }. Consider
the APC language K = L$∗ ∪ ∗. We show that K is closed under R if and only if L = ∗.
By definition,K is closed underR if and only ifK = R∗(K). It is easy to see thatR∗(K) = {u$vw :
uv ∈ L} ∪ ∗$∗ = ∗$∗. Thus, we haveK = R∗(K) if and only ifL$∗ ∪ ∗$ = ∗$∗, if and only
if L = ∗. Thus, K is closed under R if and only if L = ∗, which ends the proof. 
Next, we show that the membership problem for the class APC is PSPACE-complete when we
are given a non-deterministic automaton. The same question is NLOGSPACE-complete, hence
polynomial, when the input is a deterministic automaton. These two last results rely on the char-
acterization of languages in APC by positive varieties given in [25]. It is worth noting that the
algorithm obtained in [25] has complexity inO(|A| · 2||), i.e., it is linear in the size of the automaton
and exponential in the size of the alphabet. Theorem 4 below improves the result by giving an
algorithm which is polynomial in both |A| and ||.
Theorem 3. Deciding whether a regular language, given by a regular expression or a non-deterministic
automaton, is an APC language, is a PSPACE-complete problem.
Proof. Let us show the containment in PSPACE. Let L be a regular language given by a non-
deterministic automaton A. Let be its transition relation. The characterization given in [25] states
that L is in APC if and only if for all words x, y with (x) = (y) such that x satisﬁes the following:
∀z,w ∈ ∗ : zxw ∈ L iff zxxw ∈ L
we have the following implication:
∀u, v ∈ ∗ : uxv ∈ L ⇒ uxyxv ∈ L
We now describe how to check the negation of the implication above in PSPACE. A Turing
machineM guesses the word u symbol by symbol (on-the-ﬂy).M uses an array to keep track of the
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set of states which A reaches after reading u. Let S0 be the set of initial states and let T1 be the set of
states reached after reading u, then we have(S0, u) = T1. Then,M guesses sets of states T2, T3 and
T4 and two strings x and y on-the-ﬂy, verifying that (x) = (y), (T1, x) = T2, (T2, y) = T3 and
(T3, x) = T4. Moreover, M veriﬁes during the guess of x that zxw ∈ L iff zxxw ∈ L, for all strings
z,w (it’s easy to see how to verify the negation of this condition in PSPACE, then we use the fact
that PSPACE is closed under complement).
Finally,M guesses v such that(T2, v) ∩ F /= ∅ and(T4, v) ∩ F = ∅. Hence, we have that uxv ∈ L
and uxyxv ∈ L. 
The PSPACE-hardness is shown using the proof given for Theorem 1. Let M be a polynomial-
space-bounded Turing machine and x an input of M . Let RM , x be the APC expression computed
in the proof of Theorem 1. We have RM , x = ∗ if and only if M does not accept x. Consider now
the set K = (RM , x$)∗ with $ /∈ . We show that M does not accept x if and only if K is in
APC.
− If M does not accept x, then by deﬁnition of RM , x we have that RM , x = ∗ which implies that
K = ( ∪ {$})∗. Thus, K is in APC.
− If M accepts x, then there exists some word y /∈ RM , x encoding an accepting computation of M
on x. Let z be some word with (y) = (z) and such that z ∈ RM , x does not encode an accepting
computation.
We show by contradiction that K does not belong to APC. Suppose that K is in APC, then let
p1, p2, . . . , pq be products such that K = p1 + p2 + · · · + pq and let n = maxi l(pi).
Let w = (z)n+1 ∈ K , then there exists some product pj such that w ∈ pj = A∗0a1A∗1 a2 · · · amA∗m,
m  n. Since n+ 1 > m, there exists some star expression A∗k in p such that some occurrence
of the factor z$ of w lies completely within A∗k . Hence, since (z$) = (y$) ⊆ Ak we obtain
that z$z$ · · · z$y$z$ · · · z$ ∈ K = (RM , x$)∗. This contradicts the fact that y /∈ RM , x . Therefore, K
cannot be in APC.
Theorem 4. Deciding whether a regular language, given by a deterministic automaton, is an APC
language, is an NLOGSPACE-complete problem.
Proof. We use a second characterization for APC languages given in [25]. As shown there (see
Theorem 8.9) a deterministic, complete automaton A accepts an APC language if and only if for all
words u, v ∈ ∗ and all states q1, q2, q3, q4 of A satisfying the following conditions:
− u is a loop around q1 and q2, i.e., q1 ∈ (q1, u), q2 ∈ (q2, u),
− q2 ∈ (q1, v),
− (v) = (u),
− q3 ∈ (q1,w) and q4 ∈ (q2,w),
− q1 is reachable from an initial state,
we have that if q3 is a ﬁnal state, then q4 is also a ﬁnal state.1 This situation is depicted in Fig. 1.
1 Pin and Weil [25] states that this condition is necessary, provided that the automaton A is minimal. However, the given
proof does not use the minimality of A.
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Fig. 1. Characterization of DFA of an APC language.
We cannot check the above conditions directly in NLOGSPACE. However, note that we can
replace the condition (u) = (v) by (v) ⊆ (u) (since we can use instead of u, v the words u, uv).
With this modiﬁcation we can guess u, v (and w) without storing them and verify on-the-ﬂy that
(v) ⊆ (u).
For the NLOGSPACE-hardness we reduce from GAP, the question whether there exists
a path from a vertex s to a vertex t in a directed graph G = (V ,E). Without restriction we
assume that G is acyclic and has out-degree 2 for each vertex v = t (and t has out-degree 0).
Let  = {a, b, c, d} and let us deﬁne a deterministic, complete automaton A over  as follows.
The set of states of A will be Q = {p , q, r} ∪ V , where p , r are the only ﬁnal states. Moreover,
p is the initial state. Each state from V \ {t} has its two outgoing edges from E, labeled de-
terministically by a, b. The initial state p has two self-loops labeled a, b, an edge to s, labeled
d , and an edge to r, labeled c. State q has two self-loops labeled a, b, an edge to t, labeled
d , and an edge to r, labeled c. State r is a sink state, i.e., with self-loops labeled a, b, c, d .
State s has a c-transition to p , and state t has a c-transition to q. Finally, we complete the
automaton by adding edges to r for all vertices in V which do not yet have 4 outgoing edges
(see Fig. 2).
Note that the labels of loops around s and t must be labeled by words from (c(a+ b)∗d)∗,
whereas loops around p , q must be labeled by words from ((a+ b)∗dc)∗(a+ b)∗. The only
interesting combinations for (q1, q2) as in Fig. 1 are (s, t) and (p , q) (the case q2 = r never
violates the conditions in Fig. 1). The last two pairs are possible if and only if there is a
path from s to t in A. In this case, both pairs violate the condition on ﬁnal states: from s
there is a c-transition to the ﬁnal state p , whereas t has a c-transition to the non-ﬁnal state
q (we take w = c). This concludes the proof. 
4. Semi-commutation rewriting and APC
We address now the problem of closing an APC under semi-commutation rewriting.
A semi-commutation relation R deﬁned over an alphabet  is an irreﬂexive binary rela-
tion, i.e., a subset of ×  \ {(a, a) : a ∈ }. A pair (a, b) in R can also be represented by
the rule ab → ba. We associate with each semi-commutation relation R a rewriting relation
R ⊆ ∗ × ∗, which is deﬁned by (w,w′) ∈ R if there exist w1,w2 ∈ ∗ and a, b ∈  such
that (a, b) ∈ R, w = w1abw2, and w′ = w1baw2. As usual, we denote by ∗R the reﬂexive, tran-
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Fig. 2. Reduction from GAP.
sitive closure of R. For a language L ⊆ ∗, we denote its R-closure {v ∈ ∗ : ∃u ∈ L, (u, v) ∈
∗R} by R∗(L).
The notation of semi-commutations can be extended to sets by letting for each subsets X , Y ⊆ :
(X , Y) ∈ R if X × Y ⊆ R .
Let R be a semi-commutation relation, then we denote by R the value
R = max
a∈ {|Y | : Y ⊆  such that (Y , a) ∈ R} .
We will assume throughout the paper that R = ∅, thus R > 0.
It is not difﬁcult to see that semi-commutation rewriting does not preserve regularity. Consider
for example the set L = (ab)∗ and the semi-commutation system R = {ba → ab}. Then, R∗(L) is
the (non-regular) set of all words having the same number of a’s and b’s, and such that all their
preﬁxes contain at least as many a’s as b’s. Therefore, the relation R∗ cannot be represented by a
ﬁnite transducer, in general.
Ourmain result is stated in the theorembelow. The remaining of this section consists in describing
the algorithm underlying Theorem 5.
Theorem 5. For each APC expression L, the R-closure R∗(L) belongs to APC and can be computed
effectively.Moreover, the length of the computed expression is in O(l(L)R).
Since any L ∈ APC() is a ﬁnite union of products, its closure R∗(L) is the union of closures of
its products. Hence, it sufﬁces to show how to compute effectively R∗(p) for a given product p . For
this we use the R-shufﬂe operation deﬁned below. The idea is to compute R∗(e1 · · · en) recursively,
i.e., computing ﬁrst R∗(e2 · · · en) and using R∗(e1) = e1. The recursive step means that we need
to compute R∗(eL), for an R-closed APC expression L and an atomic expression e, an operation
which will be performed also recursively. For our computations we need some notations and basic
deﬁnitions:
Deﬁnition 2.LetR be a semi-commutation relation. Given twowords x and y of∗, theR-shufﬂe of
x andy , denotedby xunionsqunionsqRy , is the set ofwords of the form x1y1 · · · xnynwith x = x1 · · · xn,y = y1 · · · yn,
xi, yi ∈ ∗ for all 1  i  n and such that ((xi),(yj)) ∈ R for all j < i.
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The R-shufﬂe operation extends to sets X , Y ⊆ ∗ by letting
XunionsqunionsqRY = {xunionsqunionsqRy : x ∈ X , y ∈ Y }.
Note that for all x, y ∈ ∗, we have R∗(xy) = R∗(x)unionsqunionsqRR∗(y). The next lemma shows how to
compute R∗(LK) when L and K are already R-closed.
Lemma 1. Let L and K be two R-closed sets, i.e., we suppose that we have both R∗(L) = L and
R∗(K) = K. Then we have R∗(LK) = LunionsqunionsqRK.
Since any atomic expression is R-closed we can state the following:
Lemma 2. Let e1, e2, . . . , en be atomic expressions and let p = e1e2 · · · en be a product, then we have
R∗(p) = e1unionsqunionsqR(e2unionsqunionsqR(· · · (en−1unionsqunionsqRen) · · ·)).
By the preceding lemma we can compute R∗(p) recursively. Lemma 3 and Proposition 2 below
are the basic cases of our algorithm.
Lemma 3. Let E be a subset of  and let a ∈  be a letter, then we have
E∗unionsqunionsqRa = R∗(E∗a) = E∗aE′∗ and aunionsqunionsqRE∗ = R∗(aE∗) = E′′∗aE∗,
where E′ = {x ∈ E : (x, a) ∈ R}, and E′′ = {x ∈ E : (a, x) ∈ R}.
Proof. The equalities E∗unionsqunionsqRa = R∗(E∗a) and aunionsqunionsqRE∗ = R∗(aE∗) can be inferred from Lemma
1 since E∗ and a are closed by R. The equalities R∗(E∗a) = E∗aE′∗ and R∗(aE∗) = E′′∗aE∗ are
straightforward since the symbols of E′ (respectively, E′′) are precisely the letters of E that are able
to cross the letter a from left to right (respectively, from right to left). 
Example 1. Consider the product p = (e + f + g)∗d , and the semi-commutation relation R1 =
{(f , d), (g, d)}. Then the previous lemma yields
R∗1 (p) = (e + f + g)∗unionsqunionsqd = (e + f + g)∗d(f + g)∗.
The next proposition is the main technical result needed for the proof of Theorem 5. It shows
that the R-closure of the product of two star expressions is an APC. In particular, note that the
length of the products in the expression given below is bounded above by a constant n which is
polynomial in || and |R|. More precisely, n  R  ||.
Proposition 2. Let E and F be two subsets of , then
E∗unionsqunionsqRF ∗ = R∗(E∗F ∗) =
∑
E∗(E1 + F1)∗ · · · (En + Fn)∗F ∗,
where n  R, and the sum is taken over all subsets Ei and Fi of  satisfying the following
conditions:
− ∅ /= En · · ·E1 ⊆ E,
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− ∅ /= F1 · · ·Fn ⊆ F ,
− (Ei, Fj) ∈ R for all 1  j  i  n.
Proof. The ﬁrst equality can be inferred as previously from Lemma 1 since E∗ and F ∗ are closed
under R.
Let us consider now the second equality. It is obvious that E∗(E1 + F1)∗ · · · (En + Fn)∗F ∗ ⊆
R∗(E∗F ∗), whenever (Ei, Fj) ∈ R for all j  i.
Conversely, letw ∈ E∗unionsqunionsqRF ∗ = R∗(E∗F ∗). We can writew = u1v1u2v2 · · · umvm with ui ∈ E∗, vi ∈
F ∗, and such that ((ui),(vj)) ∈ R holds for all j < i. Clearly, we can assume that ui, vj =  for all
i = 1 and j = m.
We deﬁne inductively the sequences (ki)1in, (Ei)1in and (Fi)1in:
− k1 = 1, ki = min{j : ki−1 < j < m , vj ∈ F ∗i−1} (i > 1),− Ei = (uki+1 · · · um),− Fi = {y ∈ F : (Ei, y) ∈ R}.
By deﬁnition we have Ei+1Ei ⊆ E, and FiFi+1 ⊆ F for all i. Moreover, (Ei, Fi) ∈ R holds for all
i, therefore (Ei, Fj) ∈ R for all j  i. These two facts imply of course that n  R. Finally, we note
that uki+1 · · · uki+1 ∈ E∗i and vki · · · vki+1−1 ∈ F ∗i , which yields the result. 
Remark 2. In the expression given forR∗(E∗F ∗), it sufﬁces to list only the star expressions (Ei + Fi)∗
such that both Ei and Fi are maximal, in the sense that:
− there is no letter b ∈ F \Fi such that (Ei, b) ∈ R,
− there is no letter a ∈ Ei−1\Ei such that (a, Fi) ∈ R, where E0 = E.
Remark 3. Note that the length of the products in the expression for R∗(E∗F ∗) is at most R + 2.
Example 2. Consider the product p = (a+ b+ c)∗(e + f + g)∗, and the semi-commutation
relationR2 = {(a, e), (c, g), (b, e), (b, f)}. From the proposition above it follows thatR∗2(p) = (a+ b+ c)∗unionsqunionsqR2(e + f + g)∗ = (a+ b+ c)∗(c + g)∗(e + f + g)∗ + (a+ b+ c)∗(a+ b+ e)∗(b+ e + f)∗
(e + f + g)∗.
We show now how to compute effectively R∗(p) = R∗(e1e2 · · · en) and obtain that it is
an APC. By Lemma 3 and Proposition 2 we have shown the result for n = 2. Suppose now that
R∗(e2 · · · en) =∑ f1f2 · · · fk , with fi denoting atomic expressions, and let us show that
R∗(e1e2 · · · en), which equals ∑ e1unionsqunionsqR(f1f2 · · · fk), also belongs to APC. Thus, we only need to
compute e1unionsqunionsqR(f1f2 · · · fn) and to show that it is of the required form. To do this we will distin-
guish two cases, depending on e1 being a letter or a star expression. The ﬁrst case is straightforward:
Lemma 4. Let a ∈  and f1, . . . , fn be atomic expressions, then
aunionsqunionsqR(f1f2 · · · fn) =
∑
j
g1 · · · gjahjfj+1 · · · fn
such that, for all i  j we have:
A. Bouajjani et al. / Information and Computation 205 (2007) 199–224 213
− if fi = E∗, then gi = {x ∈ E : (a, x) ∈ R}∗,
− if fi = b ∈  and (a, b) ∈ R, then gi = b.
Moreover, hj = ε when fj ∈ , and hj = fj , otherwise.
Example 3. LetR3 be the semi-commutation relationR3 = {(h, a), (h, e)}. Then the previous lemma
implies thathunionsqunionsqR3(a+ b+ c)∗(a+ b+ e)∗(b+ e + f)∗ = a∗h(a+ b+ c)∗(a+ b+ e)∗(b+ e + f)∗+
(a+ e)∗h(a+ b+ e)∗(b+ e + f)∗.
The next proposition generalizes Lemma 3 and Proposition 2.
Proposition 3. Let E and F be two subsets of , a ∈ , and L ⊆ ∗, then we have:
1. E∗unionsqunionsqR(aL) = (E∗unionsqunionsqRa)(E′∗unionsqunionsqRL), where E′ = {b ∈ E : (b, a) ∈ R}.




Proof. The ﬁrst identity is straightforward, since E′ are precisely the letters of E that can cross a
and then commute with L.
We show now the second identity. The inclusion from right to left is clear.
Conversely, let w ∈ E∗unionsqunionsqRF ∗L, with w ∈ xunionsqunionsqRyz such that x ∈ E∗, y ∈ F ∗ and z ∈ L. Assume that
w = uv and x = x1x2 with u ∈ x1unionsqunionsqRy , v ∈ x2unionsqunionsqRz . Let F ′ = (y) and E′ = (x2), then obviously
(E′, F ′) ∈ R, which ends the proof. 
Corollary 2. Let E and F be two subsets of , and let L ⊆ ∗, then
E∗unionsqunionsqR(F ∗L) =
∑
E∗(E1 + F1)∗(E2 + F2)∗ · · · (Ek + Fk)∗(E∗kunionsqunionsqRL) ,
where the union is taken over all subsets Ei and Fi of  satisfying:
− Ek · · ·E1 ⊆ E,
− ∅ = F1 · · ·Fk ⊆ F ,
− (Ei, Fj) ∈ R for all 1  j  i  k.




E∗(E1 + F1)∗ · · · (Ek + Fk)∗(E∗kunionsqunionsqRL) ,
where E′ ⊆ E and F ′ ⊆ F are subsets satisfying (E′, F ′) ∈ R. Proposition 2 implies that:
(E∗unionsqunionsqRF ′∗)(E′∗unionsqunionsqRL) =
∑
E∗(E1 + F ′1 )∗ · · · (En + F ′n)∗F ′∗(E′∗unionsqunionsqRL),
where the sum is taken over all subsets Ei and F ′i of  satisfying:
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− ∅ /= En · · ·E1 ⊆ E,
− ∅ = F ′1 · · ·F ′n ⊆ F ′,− (Ei, F ′j ) ∈ R for all 1  j  i  n.
It remains then to show that for such subsets Ei, F ′j , there exist two sequences (E˜i)i and (F˜i)i
satisfying the above conditions such that:
E∗(E1 + F ′1 )∗ · · · (En + F ′n)∗F ′∗(E′∗unionsqunionsqRL) ⊆ E∗(E˜1 + F˜1)∗ · · · (E˜k + F˜k )∗(E˜k∗unionsqunionsqRL).
These sequences can be deﬁned inductively as follows:
− E˜1 = E1 + E′, and F˜1 = F ′j , where j = max{i : (Ei + E′) = (E1 + E′)},
− If F˜i = F ′l then:
• If l < n, then E˜i+1 = El+1 + E′, and F˜i+1 = F ′j , where j = max
i
{l+ 1  i  n : (Ei + E′) =
(El+1 + E′)},
• If l = n and F ′ /= F ′n, E˜i+1 = E′, and F˜i+1 = F ′.
Then obviously, E˜k · · ·E˜1 ⊆ E, ∅ = F˜1 · · ·F˜k ⊆ F ′, and (E˜i, F˜j) ∈ R for all 1  j  i  k
since (E′, F ′) ∈ R and (Ei, F ′j ) ∈ R for all 1  j  i  n. 
Example 4. Let R4 = {(a, e), (c, g), (b, e), (b, f), (a, d)}. Then from the last proposition and from
Example 2 it follows that
(a+ b+ c)∗unionsqunionsqR4(e + f + g)∗d(f + g)∗ = (a+ b+ c)∗(c + g)∗(e + f + g)∗d(f + g)∗+ (a+ b+ c)∗
(a+ b+ e)∗(b+ e + f)∗(e + f + g)∗d(f + g)∗+ (a+ b+ c)∗(a+ b+ e)∗da∗(f + g)∗ .
Summarizing the previous computations, Proposition 3 and Corollary 2 yield the recursive step
for computing E∗unionsqunionsqR(f1f2 · · · fn).
Proposition 4. Let E ⊆  and let f1, . . . , fn be atomic expressions. Then, E∗unionsqunionsqR(f1f2 · · · fn) is equal
to one of the following expressions:
1. For a star expression f1 = F ∗ :
∑
E∗(E1 + F1)∗ · · · (Ek + Fk)∗(E∗kunionsqunionsqRf2 · · · fn),
where the union is taken over all subsets Ei, Fi satisfying Ei+1Ei ⊆ E, ∅ = FiFi+1 ⊆ F and
(Ei, Fj) ∈ R for all j  i.
2. For a single letter f1 = a :
E∗a(E′∗unionsqunionsqRf2 · · · fn),
where E′ = {x ∈ E : (x, a) ∈ R}.
The algorithm for computing the closure of an APC expression
∑
e1 · · · en under a semi-
commutation rewriting relation R is the following: We compute recursively R∗(e2 · · · en) =
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∑
f1 · · · fk . The recursive step is given by Lemma 4, if e1 is a letter. Otherwise, for e1 = E∗ we apply
Proposition 4, which is itself a recursive step. It is easily seen that each step preserves containment
in APC. This shows Theorem 5.
Corollary 3. Let p be a product of length n, then l(R∗(p)) ∈ O(nR), and size(R∗(p)) ∈ 2O(||nR).
Proof. It can be easily seen that each recursive step adds at most R atomic expressions. Since there
are n recursive steps, then the length of the products of the expression computed for R∗(p) is at
most O(nR). Moreover, since there exist 2|| + || different atomic expressions, it follows that the
size of R∗(p) is at most 2O(||nR). 
We conclude this section with an example that illustrates the computation of the closure of a
product under a semi-commutation relation.
Example 5. Consider the product p = h(a+ b+ c)∗(e + f + g)∗d , and the semi-commutation
relation R = {(a, e), (h, a), (h, e), (c, g), (b, e), (b, f), (f , d), (g, d), (a, d)}. Then R∗(p) = hunionsqunionsqR
((a+ b+ c)∗unionsqunionsqR((e + f + g)∗unionsqunionsqRd)). Hence using the previous examples we have
R∗(p) = a∗h(a+ b+ c)∗(c + g)∗(e + f + g)∗d(f + g)∗ +
a∗h(a+ b+ c)∗(a+ b+ e)∗(b+ e + f)∗(e + f + g)∗d(f + g)∗ +
a∗h(a+ b+ c)∗(a+ b+ e)∗da∗(f + g)∗ +
(a+ e)∗h(e + f + g)∗d(f + g)∗ +
(a+ e)∗h(a+ b+ e)∗(b+ e + f)∗(e + f + g)∗d(f + g)∗ +
(a+ e)∗h(a+ b+ e)∗da∗(f + g)∗.
Remark 4. We observe that APC is the largest level in both Straubing–Thérien’s hierarchy and the
n-hierarchy that is closed under semi-commutations. Indeed, (ab)∗ is the complement of a language
in APC. Thus, it belongs to level 2 of Straubing–Thérien’s hierarchy and it can be described by a
3-formula. The closure of (ab)∗ by the semi-commutation relation {(a, b), (b, a)} is of course not
regular (it equals the set {w ∈ (a+ b)∗ : |w|a = |w|b}).
Moreover, let us note that APC is also the largest level of both hierarchies with the following
property: if the closure under semi-commutation of a language is regular, then it belongs to the
same level. Take as an example L = (abcbac)∗ and R = {(a, b), (b, a)}. Then R∗(L) = ((ab+ ba)c)∗
is regular, but not star-free anymore.
5. Circular semi-commutation rewriting
We consider in this section the problem of computing R∗(L) when L consists of circular words.
This amounts to assume that L is closed under conjugacy, L = Conj(L). Recall that Conj(L) = {vu :
uv ∈ L} denotes the closure of L under conjugacy. The question of computing the R-closure in this
framework arises naturally in regular model checking when processes are ordered circularly in a
ring.
LetR ⊆ ×  be a semi-commutation relation over.We associatewithR the circular rewriting
relationRc ⊆ ∗ × ∗ deﬁned as follows. For any pair of words x and y in ∗, we deﬁne (x, y) ∈ Rc
if we can write
uv ∈ R∗(x) and y ∈ R∗(vu) ,
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for some u, v ∈ ∗. Note that the circular rewriting relation Rc is the composition of the (rewriting)
relationsR∗ ◦ Conj ◦ R∗. As usual,R∗c denotes the reﬂexive, transitive closure ofRc. For a language
L we denote by R∗c(L) the circular R-closure of L, deﬁned as the set:
R∗c(L) = {v ∈ ∗ : ∃ u ∈ L such that (u, v) ∈ R∗c}.
We show that the circular R-closure R∗c(L) of any language L (not necessarily regular) can be
obtained by applying alternatively conjugation and permutation rewriting a ﬁnite number of times.
The main result of this section can be stated as follows:
Theorem 6. Let L ⊆ ∗, then R∗c(L) = R2||c (L).
As a ﬁrst corollary, we obtain the closure of the class APC under circular rewriting.
Corollary 4. Let L be a APC expression, then R∗c(L) is in APC and is effectively computable.
Proof. This follows directly from R∗c(L) = R2||c (L) = (R∗ ◦ Conj ◦ R∗)2||(L), together with the
fact that APC() is closed under semi-commutation rewriting and conjugacy (Theorem 5 and
Proposition 1). 
In the remaining of the section we prove Theorem 6. The proof uses ideas from [7]. It generalizes
(and simpliﬁes) the proof given there for the case where R is a symmetric relation. As in [7] we need
a second relation CR, called conjugacy relation, which is deﬁned as follows for x, y ∈ ∗:
(x, y) ∈ CR if ∃ z ∈ ∗ such that zy ∈ R∗(xz) .
Lemma 5. Rc ⊆ CR and CR is reﬂexive and transitive.
Proof. First claim: let x, y ∈ ∗ be such that (x, y) ∈ Rc. By deﬁnition, there exist u and v ∈ ∗ such
that uv ∈ R∗(x) and y ∈ R∗(vu), then uy ∈ R∗(uvu) ⊆ R∗(xu).
Second claim: it is easy to see that CR is reﬂexive. Let now x, y , z ∈ ∗ be such that (x, y) ∈ CR
and (y , z) ∈ CR. Let then w and t ∈ ∗ be such that wy ∈ R∗(xw) and tz ∈ R∗(yt). Then, (wt)z ∈
R∗(wyt) ⊆ R∗(x(wt)), which shows that (x, z) ∈ CR. 
The theorem below is used in showing a kind of converse of Lemma 5:
Theorem 7. Let x, y ∈ ∗. Suppose that z ∈ ∗ is such that zy ∈ R∗(xz). Then there exist m  2||,
and words t0, . . . , tm ∈ ∗ satisfying the following properties:
− t0 · · · tm ∈ R∗(x),
− y ∈ R∗(tm · · · t0),
− ((tj),(ti)) ∈ R for all j > i + 1.
Proof. Let x, y , z ∈ ∗ be such that zy ∈ R∗(xz). We show that there exist m  2||, t0, . . . , tm ∈ ∗
satisfying the properties above and such that (t0 · · · tm−1) ⊆ (z). We proceed by induction on
|x| + |z|. If |x| + |z| = 1 then x = y = a for some letter a ∈  and z = . We may thus assume
that |x| + |z| > 1. Levi’s lemma for semi-traces [9] implies that there exist words u, v, p , q ∈ ∗
such that:
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− up ∈ R∗(x) and qv ∈ R∗(z),
− z ∈ R∗(uq) and y ∈ R∗(pv),
− ((p),(q)) ∈ R.
Since qv ∈ R∗(z) ∈ R∗(uq) and |u| + |q| = (|x| + |z|)− |x|, by the induction hypothesis applied to
qv ∈ R∗(uq) we obtain that there exist m  2||, t′0, . . . , t′m ∈ ∗ such that:
− t′0 · · · t′m ∈ R∗(u) and v ∈ R∗(t′m · · · t′0),− ((t′j),(t′i )) ∈ R for all j > i + 1,
− (t′0 · · · t′m−1) ⊆ (q).
From the above conditions it follows that:
− t′0 · · · t′mp ∈ R∗(up) ⊆ R∗(x) and y ∈ R∗(pv) ⊆ R∗(pt′m · · · t′0),− ((p),(t′i )) ∈ R for all 0  i  m− 1, since ((p),(q)) ∈ R,− (t′0 · · · t′m) ⊆ (z) since (t′0 · · · t′m) = (u).
It then sufﬁces to set ti = t′i for i = 0, . . . ,m and tm+1 = p . It remains to show that m  2||.
This is due to the fact that for each i  m− 2, (t0 · · · ti)(t0 · · · ti+2) since ((tj),(ti)) ∈ R for all
j > i + 1. 
Remark 5. The converse of this theorem also holds, it sufﬁces to take
z = t0 · · · tp−1t0 · · · tp−2 · · · t0t1t0.
Corollary 5. R∗c = R2||c .
Proof. First, we show that CR ⊆ R2||c . Let (x, y) ∈ CR with zy ∈ R∗(xz) for some z. Let t0, . . . , tp be
as stated in the Theorem 7. It sufﬁces to show that (t0 · · · tp , tp · · · t0) ∈ R2||c . This is due to the fact
that (t0tp · · · t1, tp · · · t0) ∈ Rc and that for each i ∈ {1, . . . , p − 1}:
(t0 · · · titp · · · ti+1, t0 · · · ti−1tp · · · ti) ∈ Rc
since
t0 · · · ti−1tp · · · ti ∈ R∗(tp · · · ti+1t0 · · · ti).
Indeed, to obtain the word t0 · · · ti−1tp · · · ti from tp · · · ti+1t0 · · · ti by applyingR, we start by moving
ti+1 from left to right, then ti+2, etc.
From Lemma 5 we obtain that R∗c ⊆ CR. Since CR ⊆ R2||c , we conclude ﬁnally that R∗c =
R2||c . 
6. Applications
We illustrate in this section the use of our results in two types of applications. The ﬁrst one
concerns the veriﬁcation problem of partial order models (such as message sequence charts), and
the second one concerns the veriﬁcation problem of parametrized networks of processes.
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6.1. Veriﬁcation of partial order models: message sequence charts
Independence of actions in a concurrent system can be exploited in different ways for accel-
erating veriﬁcation algorithms, one well-known example is partial order reduction [13,23,29]. The
rough deﬁnition of independence is that two actions a, b are independent if the execution of one
action does not disable the other one. Partial order reduction uses independence for reducing the
exploration of a system under model-checking. Here we want to illustrate how to use independence
for model-checking protocol speciﬁcations based on message sequence charts, which go beyond
ﬁnite-state systems.
Frequently one can capture the behaviors (execution paths) of a concurrent system, or a set of
representative behaviors, as the closure of a regular set of behaviors corresponding to a ﬁnite-state
transition system TM under a semi-commutation system RM . Typically, TM and RM can be easily
extracted from the “syntactical” description of themodelM , and are polynomial in the size ofM , TM
corresponding to the underlying control structure ofM and RM deﬁning the independence relation
between the actions of M . We consider in this section as an example of such models High-level
Message Sequence Charts (HMSCs for short), a norm for telecommunication protocols proposed
by the ITU.
Given a property (i.e., a set of behaviors) , the veriﬁcation problem of a modelM against , i.e.,
checking whether M satisﬁes , consists in deciding whether the set of behaviors of M is included
in . However, if the set of behaviors of M corresponds to R∗M(TM), then the veriﬁcation problem
is hard or even impossible to solve by computing precisely this set.
A natural approach of partial order based veriﬁcation is to reduce the veriﬁcation problem of
M against  to the problem of checking whether the set of behaviors in TM is included in  (i.e.,
solving the veriﬁcation problem without computing the closure of TM ). This works provided that 
is closed under the semi-commutation system RM . Indeed, if  is closed under RM , this is also the
case for ¬, and then it is easy to see that TM ∩ ¬ = ∅ if and only if M ∩ ¬ = ∅.
This approach is interesting in practice since it uses directly the system TM and therefore it avoids
the computation of its closure under semi-commutation rewriting which is an expensive operation,
and even impossible in general (since closures of regular sets are not regular). On the other hand, this
approach is crucially based on the fact that the property  must be closed under RM . In practice it
is much simpler to express properties regardless of all possible interleavings of independent actions
in the considered model. Therefore, it is important to have algorithms for computing closures of
properties under semi-commutation rewriting. We advocate here to deﬁne properties to check or
their negations as APC expressions, and to use our algorithm (Theorem 5) in this context in or-
der to close them under semi-commutation systems. In fact, typical properties to check are safety
properties expressing for instance that some “bad” patterns never appear in the computations. It is
quite natural to express the negations of such properties by enumerating the bad patterns, and this
can be done using APC expressions. Therefore, depending whether the property  or its negation
¬ is deﬁnable as an APC expressions, we can use our techniques to compute the closure of this
expression and use it either positively (i.e., by checking that TM ⊆ R∗M()) or negatively (i.e., by
checking that TM ∩ R∗M(¬) = ∅) in order to decide whether TM satisﬁes .
Let us illustrate the idea on a small example. As noticed above, the model in our setting is an
HMSC. Roughly, an HMSC S is a transition system TS with nodes labeled by MSCs. An MSC is a
scenario for asynchronous FIFO message exchange of concurrent processes. It depicts a sequence
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of totally ordered events on each process, relating every send event with a receive event by message
arrows. Two events are ordered either if they form amessage or they belong to the same process, and
we consider the partial order on events generated by this order relation. For simplicity we assume
that arrows are drawn in such a way that they do not cross.
Consider now a system HMSC S including two processes p and q for which we want to verify
that p cannot send two consecutive messages to q. Let us denote the set of possible actions by ,
the send action of p to q by s, the receive action of q from p by r and let p (respectively, q) denote
events on p (respectively, on q).
The set of (representative) behaviors of S we are interested in is the closure of the transition
system TS (which is polynomial in the size of S) under the commutation system RS containing
all pairs of actions (e, f) that belong to different processes and such that they do not represent a
send-receive pair on the same channel. Then, a bad scenario contains for example an occurrence of
the sequence srsr, which means two consecutive messages from p to q. So, suppose that we want to
verify that theHMSC S satisﬁeswhere¬ = ∗srsr∗ (i.e., the set of sequences containing the bad
pattern). Clearly, ¬ is not closed under RS since there might be some actions on other processes
happening, e.g. the sequences sarbsr, asrsbr, srsrabwith a, b happening on some process t = p , q are
all equivalent. We can use our algorithm to close ¬ underRS and we obtain the propertyR∗S(¬):
∗s( \ p )∗r( \ (p ∪ q))∗s( \ q)∗r∗
Now, as explained above, checking the fact that S satisﬁes  it is equivalent to check that TS ∩
R∗S(¬) is empty.
6.2. Regular model checking
Regular model checking is a uniform framework based on automata/regular languages for the
veriﬁcation of inﬁnite state systems, and in particular parametrized networks of identical processes
[3,14,6,26,28]. In this context, conﬁgurations of systems are encoded as words, regular languages
(ﬁnite-state automata) are used to represent and manipulate potentially inﬁnite sets of conﬁgura-
tions, and actions of the systems aremodeled as regular relations between words (or as word rewrite
systems).
Therefore, let us represent a system by a pair 〈0,R〉, where 0 is a regular language correspond-
ing to the initial conﬁgurations, and R is a regular relation representing the different actions of the
system. The veriﬁcation of such systems is reduced to reachability analysis, i.e., to computing, when
possible, the regular language R∗(0) representing the set of all reachable conﬁgurations. It turns
out that the reachability sets of many inﬁnite-state systems and parameterized systems, including
communication protocols like the alternating bit and the slidingwindow, and parameterizedmutual
exclusion protocols such as the token ring, Szymanski’s, or Dijkstra’s protocols, are all expressible
as APCs (see [2,1,3,14,6,28]).
However, it is easy to see that computing the closure of regular languages (or even APC languag-
es) by regular relations is impossible in general (the transition relation of any Turing machine can
be straightforwardly encoded as a regular relation). Then, the main issue in regular model checking
is the design of powerful techniques which help the termination of the computation of the reachable
conﬁgurations in practical cases (without guarantee of termination in general).
220 A. Bouajjani et al. / Information and Computation 205 (2007) 199–224
Results such as Theorem 5 and 6 can be used in this context to compute the effect of meta-tran-
sitions in order to accelerate the iterative process of computing the set of reachable conﬁgurations.
Let us explain this approach. Let C be a subclass of regular languages, and assume that the system
R can be decomposed into R = R1 ∪ · · · ∪ Rn ∪ R′ where
− for every i ∈ {1, . . . , n}, the relation Ri is in some class such that for every set L ∈ C, the set
R∗i (L) is again in C and it is effectively constructible,− R′ is a regular relation such that, for every set L ∈ C, the set R′(L) is an effectively constructible
C set.
Then, the reachability set R∗(0) can be computed as the limit of the increasing sequence (Xi)i0
deﬁned by:
X0 = 0
∀i  0. Xi+1 = Xi ∪ R∗1 (Xi) ∪ · · · ∪ R∗n(Xi) ∪ R′(Xi)
We present below an example illustrating this approach using our results about the class of APC
languages.
Actually, we could consider an alternative principle where we relax the requirement that images
of C languages by the R∗j ’s and by R′ are effectively constructible C sets, and require only that these
sets should be effectively regular. However, if R∗j images can be computed only C languages, we
need to be able to check if a given regular language is effectively representable in the class C. Then,
the principle we can adopt is to compute at each step i + 1, and for each relation Rj , either (1)
the R∗j image of Xi if Xi is an effectively C deﬁnable language, or (2) the Rj image of Xi otherwise.
This principle can be applied for instance in the case of the class of APC languages due to Theorems
3 and 4. However, checking at each iteration if the obtained language is in C could be expensive (as
shown for instance by Theorems 3 and 4 for the case of APC). Therefore, we prefer to adopt the
previous schema whenever possible, and thus, we are in general more interested in having effective
closure results of classes of languages under classes of relations than in having results showing only
the regularity of the closures.
Let us present now a simple example illustrating our approach.We consider a lift controllerwhich
has the following behavior: people can arrive at any time to any ﬂoor and declare their intention
to move up or down. The lift is initially at the lowest ﬂoor, and it keeps moving from the lowest
ﬂoor to the uppermost one, and back. In its ascending (respectively, descending) phase, it takes
everyone who is waiting for moving up (respectively, down) and ignores the others (they are taken
into account in the next phase). The problemwe address is to analyzing the set of possible behaviors
of this system for an arbitrary number of ﬂoors.
For every number of ﬂoors n, a conﬁguration of this system can be represented by a word of
the form #x1 · · · xjyxj+1 · · · xn#, where y ∈ {L↑,L↓}, and xi ∈ {⊥, p↑, p↓, p↑↓}, for i ∈ {1, . . . , n}. The
symbol corresponding to xi represents the state of the ith ﬂoor: xi = p↑↓ if there are people waiting
for moving up and down at ﬂoor i, xi = p↑ (respectively, xi = p↓) means that at ﬂoor i people wait-
ing only want to move up (respectively, down), and xi = ⊥ means that nobody is waiting at ﬂoor
i. The symbol corresponding to y gives the position of the lift: in the conﬁguration given above,
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if y = L↑ (respectively, y = L↓) then the lift is at ﬂoor j + 1 (respectively, j), and it is moving up
(respectively, down).
The set of all initial conﬁgurations (for an arbitrary number of ﬂoors) is the set 0 = #L↑ ⊥∗#,
which means that the lift is initially at the lowest ﬂoor and there is no request at any ﬂoor. The
dynamics of the system can be modeled by the rewriting rules (1)–(14).
Rules 1, 2, 3, and 4 are symbol substitutions modeling the arrival of users. Let us call request
their corresponding action. Rules 5 and 6 (respectively, 10 and 11) are semi-commutations modeling
the moves of the lift upward (respectively, downward). They correspond to the action move-up
(respectively, move-down). Rules 7 and 8 (respectively, 12 and 13) represent the action of taking
at some ﬂoor the people who want to move up (respectively, down). We call the corresponding
actions take-up (respectively, take-down). Finally, rules 9 and 14 represent the actions of switching
from the ascending to the descending phase (action up2down), and vice-versa (action
down2up).
Rules 7, 8, 9, and 14 are simple word substitutions rewrite rules (i.e., rules of the form u → vwhere
u and v arewords). It is easy to see thatAPC languages are effectively closed under the application of
word substitutions. Therefore, the images of APC languages by the transitions take-up, take-down,
up2down and down2up are APC computable languages. Moreover, it is quite obvious that APC
are effectively closed under iterative symbol substitution rewriting, i.e., under iterative application
of rules of the form a → b. Therefore, the effect of applying the meta-transition request∗ is com-
putable. Finally, using our algorithm behind Theorem 5, the images by move-up∗ and move-down∗
can be computed.
⊥ → p↑ (1)
⊥ → p↓ (2)
p↑ → p↑↓ (3)
p↓ → p↑↓ (4)
L↑ ⊥ → ⊥L↑ (5)
L↑ p↓ → p↓ L↑ (6)
L↑ p↑ → ⊥L↑ (7)
L↑ p↑↓ → p↓ L↑ (8)
L↑ # → L↓ # (9)
⊥L↓ → L↓ ⊥ (10)
p↑ L↓ → L↓ p↑ (11)
p↓ L↓ → L↓ ⊥ (12)
p↑↓ L↓ → L↓ p↑ (13)
#L↓ → #L↑ (14)
Table 1 shows the computations of the reachable conﬁgurations of the lift controller. In the ﬁrst
column we give the set of conﬁgurations to which we apply the action given in column 2. The
obtained sets are shown in columns 3 and 4.
222 A. Bouajjani et al. / Information and Computation 205 (2007) 199–224
Table 1
Reachability analysis of the lift controller
0 request∗ #L↑ (⊥ + p↑ +p↓ +p↑↓)∗# 1
1 move-up∗ #(⊥ + p↓)∗L↑ (⊥ + p↑ +p↓ +p↑↓)∗# 2
2 request∗ #(⊥ + p↑ +p↓ +p↑↓)∗L↑ (⊥ + p↑ +p↓ +p↑↓)∗# 3
3 take-up #(⊥ + p↑ +p↓ +p↑↓)∗(⊥ + p↓)L↑ (⊥ + p↑ +p↓ +p↑↓)∗# ⊆ 3
3 up2down #(⊥ + p↑ +p↓ +p↑↓)∗L↓ # 4
4 move-down∗ #(⊥ + p↑ +p↓ +p↑↓)∗L↓ (⊥ + p↑)∗# 5
5 request∗ #(⊥ + p↑ +p↓ +p↑↓)∗L↓ (⊥ + p↑ +p↓ +p↑↓)∗# 6
6 take-down #(⊥ + p↑ +p↓ +p↑↓)∗L↓ (⊥ + p↑)(⊥ + p↑ +p↓ +p↑↓)∗# ⊆ 6
6 down2up #L↑ (⊥ + p↑ +p↓ +p↑↓)∗# = 1
Fig. 3. Abstract reachability graph of the lift controller.
As shown in Table 1, the use of acceleration based on meta-transition computations allows to
compute the reachability set of the lift controller in a ﬁnite number of iterations. We can also pro-
vide a ﬁnite abstraction of this inﬁnite-state model. Indeed, Table 1 deﬁnes an abstract reachability
graph of the lift controller (see Figure 3).
7. Conclusion
We considered the class of regular expressions called APC which appears naturally in many
contexts such as modeling and verifying concurrent systems, and regular model checking. We have
considered several closure properties and complexity issues of this class.
In particular, we have shown that the class of APCs is effectively closed under semi-commutation
rewriting (for any such rewriting system). As far as we know, this is the ﬁrst time that a non-trivial
subclass of regular properties has been shown to enjoy this property. As mentioned previously,
APCs correspond to level 3/2 in Straubing’s concatenation hierarchy, and to level 2 in the quan-
tiﬁer-alternation hierarchy of ﬁrst-order logic. We have shown that this is the largest class in both
hierarchies which is closed under semi-commutation rewriting (since all higher classes in these hier-
archies contain the language (ab)∗). However, this raises the question of ﬁnding other subclasses of
regular languages (deﬁned in an orthogonal way w.r.t. the hierarchies mentioned above) with simi-
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lar closure and decision properties as APC. A minimal requirement on such classes is that Parikh
images of their languages should correspond to Presburger formulas where linear constraints do
not involve more than one free variable. It can be seen for instance that this property does not hold
for (ab)∗ whereas it holds for all APC languages.
Another novel contribution of our paper is to show that APCs are also closed under circular
semi-commutation rewriting. Actually, our proof holds for any class of languages which is effec-
tively closed under semi-commutation rewriting and conjugacy, since we show that for any system
R, computing the circular R-closure reduces to a ﬁnite iteration (twice the size of the alphabet)
of the computation of the R-closure in alternation with conjugacy. Our result on the closure of
APC under semi-commutation rewriting can be applied in modeling and verifying automatically
parametrized networks having a ring topology, where information is exchanged between neighbors.
Then, an interesting problem is to extend this work to systems with other kinds of topologies, such
as trees and grids.
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