Abstract-This paper presents some results in the intersection of three technological fields: e-learning, multiagent systems, and standards to improve the development of secure systems. There is a consensus that security is a critical issue for distributed, highly interactive and open learning environments. While a lot of effort in the e-learning domain has been put into delivering infrastructure and providing content, security issues have hardly ever been considered. Agent-oriented methodologies may bring benefits to the conception of multiagent systems, since they gradually are incorporating specifications for general security mechanisms (FIPA standards). Concerning the specification of security requirements for e-learning environments, extended formalisms (such as security use cases) appear as proper modeling tools. The topics covered by this paper converge to the implementation of a multiagent platform (the PMA3), which constitutes an open distributed infrastructure addressing important security issues. PMA3 has been used in the development of elearning environments. The paper concludes with an outlook to ongoing research efforts related to security requirements for e-learning applications.
I. INTRODUCTION
In the field of AI in education different categories of systems have been proposed to help students acquire knowledge and/or skills in different domains. In the very beginning, the design of educational systems was based on the principle of teaching sets of universally valid reference knowledge in a standard way. As a consequence, a modular architecture with three main components (domain knowledge, pedagogical expertise and learner model) was developed. In parallel, educational research has shown that it is not possible to determine a universal teaching strategy when we take into account human differences. Educational systems based on modular architectures have shown to be too rigid to deal with the quick evolution of knowledge and the diversity of human culture and cognitive styles. Learning can be considered the result of an emergent complex process; in an educational system it may not be seen as the result of the application of an isolated strategy or as the result of the action of an isolated agent [1] .
In order to deal with these new expectations, architectures based on agent technologies have been quite successfully applied in the conception and modeling of educational environments. The main reasons for that are related to the fact that the multiagent approach applies very well to domains where distance, co-operation among different entities, and integration of different components of software, are critical issues. Multiagent systems (MAS) allow the modeling of learning as the emergent result of rich and coherent interactions, which occur over time, between human and artificial agents [2] .
Research in the e-learning domain has mainly focused on providing and delivering content and infrastructure. Security issues though have rarely been considered. Security is usually not taken as a central concern in most implementations either because systems are usually deployed in controlled environments, or because they take the one-to-one tutoring approach, not requiring strict security measures. Considering though the scenario of a highly interactive e-learning application constructed over heterogeneous, distributed and open architectures, the potential threats to security cannot be neglected. This paper starts with an introduction to the three-level prototype architecture we have implemented and presents security requirements that should be addressed by elearning applications and their communication platforms. Security use cases were adopted to model security requirements to ensure privacy, integrity and access control. The subsequent sections describe the architecture's layers, the FIPA-OS multiagent platform and its security mechanisms, the PMA3 platform (the acronym derives from the Portuguese expression for Multi-agent Platform for Learning Environments), and our proposal for a security model for this platform and for the e-learning application built on it (section VI). Finally, section VII describes related works and section VIII presents conclusions and future work.
II. MULTIAGENT INFRASTRUCTURE
Multiagent technologies have been quite successfully applied in modelling educational environments [3] [4] . An agent can be a reactive or a more deliberative entity, able to communicate with other agents, solve problems based on a goal-oriented behaviour, and act on behalf of a human user. One of the main advantages of using multiagent methodology is related to the flexibility resulting from the interactions agents may carry out.
Ascribing to agents the possibility of interacting with other agents (even with agents from other systems) makes it possible to enrich interactions and the global behavior of the system. When MAS are built as distributed, dynamic and open environments, they require security services at many levels. However if very strict security mechanisms were applied, agents' interactions would probably be limited, especially concerning external agents (who do not know how to deal with security permissions, or might not have authorization to enter the system). In order to increase the security in agent-based environments, without reducing its benefits, it is necessary to adopt mechanisms that will not compromise interactions between agents. A special FIPA security technical committee investigates many relevant issues about multiagent security. FIPA (Foundation for Intelligent Physical Agents) [5] is an accepted authority concerning multiagent standards. The security committee intends to understand the security requirements of systems operating in distributed, dynamic and open service environments, and proposes specifications on how to use agents in combination with any security infrastructure (without losing peculiar agent's properties like autonomy, social ability, proactiveness, and so on). The committee aims to investigate models of security that involve trust and privacy.
According to FIPA standards, we have conceived a three-layered multiagent platform for e-learning applications. The Fig. 1 shows a layered view of the proposed infrastructure. The first layer (lower level) constitutes the main multiagent infrastructure were FIPA-OS [6] is located. FIPA-OS is a generic multiagent platform compliant to FIPA standards, providing the basic services of a FIPA MAS (Directory Facilitator, Agent Management System, Message Transport System). The adoption of standards allows the use of a widely used and tested MAS infrastructure (instead of creating one from scratch). The second layer, middle level, is where the PMA3 is located. PMA3 implements an e-learning specific platform. The PMA3's functionalities are provided by agents and not by services directly supplied by the underlying platform. It provides mechanisms for data management, tools for interaction among e-learning users, management of exercises, users and groups, tools for visualizing interactions, tools for collaborative web browsing and user's interface management.
The third layer corresponds to the e-learning software itself. We have developed a learning environment (called Modal) in the domain of algorithms. Modal is a JSP (Java Server Pages) application composed of several agents. These agents can propose exercises, help in editing programs, compile solutions, and provide asynchronous and synchronous communication channels among learners.
In the implemented architecture, agents in higher-level layers may use the services provided by agents on lowerlevels. Next section introduces security requirements that were taken into account in the present work.
III. SECURITY REQUIREMENTS
We have considered two classes of security requirements: the first class concerns general MAS services; the second class comprehends those related to elearning applications. Table 1 associates MAS services to possible threats and security mechanisms. The main MAS resources we have taken into account are: platform infrastructure, communication services, name and directory services (yellow and white pages). 
A. MAS Security Requirements

B. e-Learning Security Requirements
Second class of security requirements concerns those related to e-learning applications. In order to identify their main requirements, we have considered three critical scenarios focusing the teacher, the evaluation process and collaboration among participants.
Teacher Centered Scenario
Tasks performed by a teacher when interacting with a learning environment go beyond those related to making available support material and hand out exercises. Teachers must be able to manage the environment and learn about the students through their interactions so that they can adjust communication tools, group students, monitor their activities, carry out assessments, and provide help. In this context, it is essential that the learning environment can validate true studentsí dentities, so teachers can be sure about who they are interacting with. Moreover, the environment must offer a strict access control (identification, authentication and authorization) to its resources, thus avoiding misusers to threat the system's integrity (by spoofing, stealing user id, or social engineering approaches).
Evaluation Centered Scenario
Evaluation is one of the most complex processes to be implemented in a learning environment since it requires different levels of security (identification, authentication, authorization and privacy). Several circumstances may constrain an evaluation process due to the fact that the student may be interacting from a distant location, in an unknown environment and, even then, authenticity, privacy and confidentiality issues must be addressed. It is important as well to ensure the integrity of interactions, avoiding messages to be intercepted, copied, corrupted, or denied by the system. Another important security aspect to be considered is related to data stored in servers, which need to be protected from unauthorized access and physical failure.
Collaboration Centered Scenario
The collaborative interaction among learners is an important aspect of the learning process. Learning environments support group formation through a set of collaborative tools (forum, chat, blackboard, and so on). It is essential that the group formation process and the selection of collaborative tools be carried out by the teacher (or the person responsible for those activities). Communications must be registered, protected from unauthorized access, and implement mechanisms for physical security.
In the three previous scenarios, we have identified the following central threats to e-learning applications: non authorized data access, non authorized data access during encryption, absence of encryption, denial of service, absent or insufficient mechanisms for agent authentication, incorrect software installation, use of unsafe programming language, unsafe passwords, virus activity, and social engineering. These threats are related to the integrity, privacy and access control aspects of security. In the next section these threats are modeled as security use cases.
IV. MODELLING SECURITY USE CASES
UML is the standard specification for modeling application structure, behavior, architecture, and business process. In this section we use UML extensions to model security requirements in some learning scenarios.
Jürjens has proposed an extension to UML, named UMLsec, which includes the modeling of security related features such as access control and privacy [7] . UMLsec is a simplified formal core of UML consisting of the following diagrams: use case, activity, class, sequence, statechart and deployment.
A. Use Cases
Use cases are the diagrams often employed to capture the system's intended behavior, modeling it as a set of services or functions the system is required to perform (what to do). However, use cases are not appropriate to represent non-functional requirements (how to do), such as fault tolerance aspects, exception behavior, conditional functionalities and, more specifically security. As a consequence, the effectiveness of use case diagrams for eliciting security threats and requirements is limited.
Recent approaches like misuse cases [8] , abuse cases [9] , and security use cases [10] , though allow the specification of security threats and requirements as extensions of original use cases diagrams. Misuse cases specify behaviors not wanted in a system, taking misusers and misuse cases respectively as actors and use cases. The emphasis is on addressing security threat analysis by describing misuse cases textually. Abuse cases are similar to misuse cases, focusing on interactions violating security.
Claiming that misuse and abuse cases are effective ways for analyzing security threats but insufficient for specifying security requirements, Firesmith [11] has proposed the security use cases. Security use cases are intended to be used to specify requirements for a system to successfully protect itself from relevant security threats.
We have adopted security use cases for modeling requirements ensuring integrity and privacy (of data and communication), and access control. We have treated integrity and privacy-related requirements together, since they are associated to the same security mechanisms (cryptography and authentication). The following sections present security use cases modeled using the formalism proposed in [11] .
B. Integrity and Privacy Security Use Cases
The following three tables describe use cases to ensure integrity and privacy through three use case paths: -attempt to violate assessment integrity (table II) ; -attempt to violate user's message integrity (table III) ; -attempt to violate system's message integrity (table  IV) . Security Threat: A misuser tries to intercept and copy a message sent by the user to the system during an assessment.
Preconditions: a) the client process shall possess the digital signature. b) the user sends answers to the system. c) client and server use encryption mechanisms and security protocols. d) the misuser has valid means of user identification and authentication. e) the misuser has the means to intercept a user's message.
System Requirements User Interaction
Misuser Interaction System Interactions System Actions The user sends her/his answers to the system. The misuser intercepts the message, but shall not be able to decipher it.
Postconditions: the misuser does not succeed in the attack. Preconditions: a) the misuser has valid means of user identification and authentication. b) the client and the server adopt encryption mechanisms and security protocols. c) the server is protected against denial of service attacks.
System Requirements Misuser Interaction System Interactions System Actions
The misuser tries to create a false message and sends it to the system. The system shall be able to recognize the corrupted message.
The corrupted message shall be deleted.
The system shall update the security database with attack data.
The system shall identify the misuser.
The system's administrator must be warned of the invasion attempt.
Use Case: Integrity and Privacy Postconditions: a) the system's administrator shall identify the intruder and the form of invasion. b) the system shall update the security database with attack data. c) the system's administrator must be warned of the invasion attempt. Use Case Path: attempt to violate the integrity of a system's message Security Threat: A misuser tries to corrupt a message that is sent from the system to a user.
Preconditions: a) the misuser has the means to intercept a message from the system to a user. b) the misuser has the means to modify an intercepted message. c) the misuser has the means to forward the modified message to the user. d) the client and the server use encryption mechanisms, security protocols and authentication mechanisms.
The system shall prepare the message to the user.
The system shall send a message to a user.
The misuser intercepts the message and attempts to modify its content.
Postconditions: the misuser does not succeed the attack.
C. Access Control Security Use Cases
The following two tables describe use cases to control access through two use case paths:
-attempt of non authorized access (table V) ; -attempt spoofing using valid user identity (table VI). Security Threat: The attempt to access the system is carried out by crackers or hackers. Intruders might possess legitimate access to the system, but not to the information they are trying to get.
Preconditions: a) the server shall have a security policy, an user profile and a physical security. b) the server shall have a firewall and an encryption mechanisms. c) the system administrator shall apply security patches frequently. d) the server shall have a intrusion detection system.
System Requirements Misuser Interaction System Interactions System Actions
The misuser attempts to have access or modify data stored in the server.
The system shall recognize the intrusion attempt.
The system shall communicate the event to a system administrator.
The system shall be able to identify the type of attack.
The system shall identify how the intruder got access without authorization.
The system shall update the security database with the attack data.
Postconditions: a) the system shall update the security database with attack data and the type of attack. b) the system shall communicate the event to the system's administrator. Preconditions: a) the misuser has a valid means of user and password identification. b) the misuser has an invalid means of user authentication. c) the system shall have authentication mechanisms.
System Requirements Misuser Interaction
System Interactions System Actions The system shall request user and password.
Use Case: Access Control
The misuser informs valid user and password.
The system shall request a user certificate.
The misuser does not have a valid certificate.
The system rejects the connection.
The system cancels the transaction.
The system shall communicate the event to the system's administrator.
Postconditions: a) the system shall track the misuser to discover if it was obtained by social engineering or theft. b) the user must be informed. c) the system's administrator must help user to choose new password . d) the system shall update the security database with attack data.
V. FIPA-OS SECURITY MECHANISMS
The FIPA organization has worked in the definition of security mechanisms, which can be seen in the FIPA 98 Specification -Agent Security Management [12] . That specification has not evolved and became obsolete. Later, the FIPA Security Work Group (SWG) has produced a White Paper [13] specifying Standard Security Mechanisms in MAS. The SWG proposals have not included a strong agent security model mainly because they intended at that moment to promote a deeper debate on where and how to add security in FIPA compliant systems.
Zhang [14] argues that difficulties to specify security mechanisms in the FIPA model are caused by characteristics of the structure it has adopted (its abstract architecture and concrete implementations). The main problem is that it is difficult to design architectural elements to ensure security at the abstract level since these elements must ensure that different implementations will be able to interact.
In the absence of security specifications, FIPA compliant platforms present some serious security flaws. FIPA-OS is a platform that has been for a long time used as a test bed for FIPA specifications. One of the main flaws is the lack of an agent authentication mechanism, which potentially allows agents to use any other agent's identity, register fake services on the Directory Facilitator (DF-a yellow pages service), interrupt an agent, and so on. Most of these problems can be solved using an authentication mechanism.
The strongest authentication mechanisms available are Kerberos [15] and structures based on digital certificates. Although Kerberos is one of the most complete authentication and authorization mechanism, it cannot be directly applied in this context. In order to use Kerberos to authenticate agents, all agents should be included in the Kerberos database, meaning that external agents would not be able to communicate with the platform.
It is easier to apply a certificate-based structure to a MAS, although it may also make interoperability difficult. With certificates, when an agent wishes to register itself in a platform, it must present its certificate, which must be signed by a trusted Certificate Authority (CA). This approach is more flexible since the platform only needs to know a few trusted authorities. Thus, an external agent with a trustful certificate may interact with agents inside the platform. There are already a few studies proposing the utilization of PKI (Public-Key Infrastructure) to perform agent's authentication ( [16] , [14] and [17] ).
Although the FIPA Abstract Architecture [18] (Informative Annex D -Goals for Security and Identity Abstractions) includes some discussion on Agent Identity, it is not conclusive and does not propose any specification for it. It means that an implementation for agent authentication in FIPA platforms will require modifications in the abstract architecture and in the Agent Management Specifications (AMS) [18] and [19] . Such modifications are necessary in part because an agent's registration in an AMS follows an ontology defined in the abstract architecture; thus, to add authentication, the ontology must contemplate additional security aspects. In [20] and [21] the authors present some of the impacts of adding security to FIPA specifications.
Another relevant security aspect of a MAS infrastructure is related to the message transport service. FIPA-OS has an SSL-RMI implementation of its message transport service. The problem with this implementation is that it uses a single certificate attributed to all the agents in one platform (that is necessary in order to comply with FIPA, since agents cannot present certificates upon registration). Due to this restriction, the SSL supplied by FIPA-OS assures that messages from a platform will only be interpreted inside the platform. Mechanisms external to the platform (e.g., a sniffer) will only have access to the encrypted messages, making it harder to access the message itself. However, inside the platform such protection is useless since a sniffer agent implementing an ACL (Agent Communication Language) would have access to all interactions from inside the platform. Nonetheless, RMI over SSL offers more security than regular RMI.
PMA3's goal is to provide the infrastructure necessary for agent-based e-learning applications. Security aspects are a concern not only of the platform itself but also of the application built on its infrastructure. Security for each e-learning application is obtained using the security mechanisms supplied by PMA3 (authentication, authorization and trust). User authentication and agent trust mechanisms remain unmodified. However, each elearning application must implement at least one authorizer module, which verifies access permissions to its resources and services.
In order to guarantee the e-learning applications' basic functionality it is necessary to provide user authentication and resource access control. Another aspect to be considered is the agent's trust in other agents in the platform. Even when agents are authenticated within the MAS, there is no way to know what their intentions are. In order to deal with this problem, a solution was proposed based on the models presented in [14] (two layered structure) and [17] (using X.509 to build agentbased PKI). This solution consists in including in the environment an entity implicitly trusted by agents, meaning that agents are familiar with its behavior and know a priori the possible results of any interaction with this entity. This entity is called the trust authority (TA) and works in a similar way to a certification authority. Its main responsibility is to inform whether an agent can or cannot be trusted (see Fig. 2-A) . In order for an agent to be trusted by the TA, it must present a certificate emitted by a known CA (step 1-A). If the certificate is valid, the TA creates a ticket and encrypts it with its private key. This ticket will be used to request services with other agents in the platform (step 2-A). Verifying the permission and the validity of the ticket is a task carried out by an Authorizer component [14] .
Every agent that wishes to add access control to its resources and services must implement at least one authorizer (see Fig. 2-B) . Authorizers store users`and agents`permissions. Permission granting is based on the agent's role in a group; every user and agent must belong to at least one group. When one user belongs to more than one group, his permissions will be the sum of all his roles' permissions. Permissions refer to operations that each role may execute. For example, only users with a teacher role may directly insert a new group or exercise in the PMA3.
A service request with authentication begins when the agent sends the ticket emitted by the TA (step 1-B) . Once receiving the request, the service provider sends the ticket and the requested operation to its authorizer (step 2-B). The authorizer verifies whether the operation is restricted. If it is a restricted operation, the validity of the ticket is verified. Ticket validity is verified by trying to decrypt the ticket with the TA's public key. After this step, the agent checks if the requesting entity has enough permissions to execute the operation (step 3-B). User authentication is carried out in a similar way. However, it does not use digital certificates, since it would be difficult for users to safely maintain and present their certificates every time they wish to use an e-learning application. Instead Kerberos is used to authenticate users. The user authentication process is carried out by a client program, which controls the interaction with Kerberos (Fig. 3) . After the authentication is completed (1), Kerberos emits a ticket to the client program (2). This ticket is then sent to the TA, which verifies if indeed the Kerberos server sent the ticket (3). After validation, the TA returns information about the user, his/her name on the MAS and a token to be used when requesting services (4). Once the client program receives data about the user, it starts an UDMA to represent the user inside the MAS (5).
VI. PMA3 DESCRIPTION
This section presents a description of the main PMA3's functionalities: interaction tools, data storing, exercises management, the system's organization service (SOS), interaction visualization, user dialog management agent (UDMA) and the collaborative browser.
The interaction tools provide the necessary mechanisms for the direct interaction between users and also interaction through groups. Asynchronous and synchronous interactions are supported by the PMA3. Asynchronous interaction is implemented as an emaillike tool. Synchronous interaction promotes real time interaction between users through chat and videoconference programs. The data storing service is provided by an agent connected to a MySQL DBMS (Data Base Management System). This agent is concerned with any transactional needs and reliable data storing.
PMA3's exercise management service provides mechanisms to maintain exercises (inclusion, updates, queries, etc.) and also mechanisms for exercise submission and evaluation. The exercise submission mechanism allows e-learning users to submit new exercises to their current e-learning environment. Upon submission, the exercise will be evaluated by the user responsible for the e-learning environment. This user can insert the new exercise, with modifications when necessary, to the database. Exercises are classified in a multi-dimensional way allowing for a more accurate exercise selection. The classification is done according to the exercise's difficulty degree, related keywords and subject. The fact that users can submit new exercises may be used as a way to evaluate the degree of the student's participation.
PMA3 provides a System's Organization Service (SOS) [22] , which can organize users and agents in groups. This service is implemented by an agent, which can be used by other agents in order to create and manage their own groups. Agents can decide when a group should be created or used and then, through the SOS, carry out such operations. Group management includes control over information relative to users, roles and groups' details. An example of the SOS in action is the situation where one or more students are working in the same exercise and run into difficulties. One of them might decide to discuss these difficulties with other colleagues using the interaction tools provided (the synchronous and the asynchronous interaction mechanisms). The interaction can happen within the group of users working on the same problem; a group that was automatically created by the exercise agent when it recorded that more than one student had requested the same exercise. The group will also include other students that have already solved that problem.
The interaction visualization tool provides a view of users' interactions within an e-learning environment. It is possible to observe interactions carried out among users and also interactions, which involve artificial agents in the system. This tool is useful to evaluate the user's degree of participation and also to evaluate the e-learning system.
The management of dialogs between the user and the e-learning environment is done by the UDMA (User Dialog Management Agent). This agent was developed following a user interaction model proposed by FIPA [23] , which is now obsolete. With the UDMA, all interfaces between the user and the e-learning environment are centralized in only one point, making it easier to make eventual changes on the interfaces. The initial implementation of the UDMA uses JAVA Swing interfaces, and there is one UDMA representing each registered user (this representation means that when an agent wants to show some output to the user, it must contact the respective UDMA). Currently a web interface for the UDMA is being implemented. In one of the designs for the web interface the UDMA can simultaneously represent more than one user.
The collaborative browser allows users to explore the Internet and, through the group mechanism, suggest web sites to other users. In order for the users to browse collaboratively, a web browser is provided with additional user interfaces so that the user may suggest web sites. The browser employed in the prototype was NetClue [23] , an open source application that allowed some modifications to its source code. Currently, the browser has been integrated directly into the UDMA, however, according to the PMA3's project, this functionality should be provided by a specific agent. With the implementation of the browsing facility as a service provided by an agent it will be possible to observe the level of collaboration between users and it will also be easier to add new elements to the mechanism.
It is important to notice that these elements have been implemented as prototypes and are being tested in the context of e-learning applications. Agents provided by elearning applications will use PMA3's agents as tools to perform several tasks and also to get information and/or knowledge they will need in decision making processes. The PMA3's project was structured around the idea of providing services for cognitive agents, which can be present in e-learning applications.
VII. PROTOTYPE IMPLEMENTATION
In the secure PMA3 prototype, users (teachers and learners) connect to the environment via web. Users authentication is performed through Kerberos. Users are able to delegate tasks to unknown agents that may interact with other unknown agents and so on. The assumption that all agents are trustworthy and benevolent is inadequate in this context. Agents may spy other agent's interactions, may assume other agent's identity, are not obligated to fulfill their duties, and so on. The trust authority (TA) was implemented as an agent, where access to its registry service can occur in two different ways: through RMI (user registration), and through FIPA-ACL (agent registration). The client program will access the RMI server as a step in the user authentication process. To register to the TA, the agent uses the interaction protocol FIPA-REQUEST. This protocol allows one agent to request another to perform some action. In this case, an agent sends its certificate and a request to the TA agent to be registered to the multiagent platform. TA agent processes the request and makes a decision whether to accept or refuse the request. Once the certificate is validated, a cryptographed token is created (as an instance of SignedObject class). Next, the token is sent to the agent by an inform message. In the case the certificate is not valid, a failure message is sent. The TA's pair of keys and certificate were generated with OpenSSL [24] and [25] . Besides that, OpenSSL is also used to sign the manually created agents' certificate.
One or more authorizers control the access to agents' services and resources. The prototype provides interfaces and classes to assist in the process of creating such authorizers. For testing purposes, an authorizer for the SOS agent was implemented. A few modifications in PMA3's classes were necessary in order to handle additional security information. One clear result of the tests carried out with the prototype is that we had an increase in security but a decrease in performance. The loss of performance occurs mainly due to the added complexity to the message exchange process among agents. Since there is an intense interaction between agents in the environment, the process of ciphering and deciphering every message (through SSL-RMI) makes processing a lot heavier. However, such loss of performance is expected when cryptography-based security mechanisms are added to applications. It is worth noticing that the additional effort demanded to run the mechanisms is compensated by the guarantee of a safer environment.
VIII. RELATED WORK
This section briefly points out relevant work in progress within the domains of security requirements for e-learning applications and security standards for multiagent systems.
With the widespread use of educational applications, computing environments will have to provide new architectures for security services. Several studies have considered the inclusion of security mechanisms in learning environments, such as: cryptography [26] and [27] , SSL (Secure Sockets Layer) [26] , authentication [27] , authorization [27] , and digital certificates [28] .
In e-learning applications, security management has chiefly been focused on providing a reliable authentication mechanism to verify the identity of students and limit access to instructional material to genuine users. Secure communication mechanisms have also been essential to deal with the security and privacy of students' interactions [29] .
Regarding multiagent platforms, the availability of security mechanisms has progressively become a crucial feature to guarantee the deployment of real multiagent systems. This might be attested by articles published in the series of SEMAS workshops (Security of Mobile Multi-Agent Systems). In this context, we draw attention to the work developed by [30] and [31] . The former work focuses on the analysis of security requirements for conceiving and deploying open service environments (based on a society of autonomous heterogeneous and self-interested agents) aiming at the specification of FIPA-compliant standards. The article considers three main multi-agent assets (communication, name and directory services) eliciting some basic threats. The main proposal concerns communication services, owing to the fact that the main feature of a multiagent system is the message exchange. Security mechanisms must consider asynchronous and synchronous types of message exchange.
The work by Bresciani presents a proposal towards an agent-oriented methodology (called Tropos) integrating security mechanisms and reducing agent's complexity and functioning overload. Tropos methodology comprehends the stages from requirements analysis to detailed architectural design. The system is decomposed into sub-systems (actors) interconnected through data and control flows (dependencies). Actors have goals and execute tasks in order to achieve them. A dependency between two actors indicates that one depends on the other to accomplish a goal, to execute a task, or to deliver a resource. Tropos proposes to analyze the system in terms of security constraints, which satisfaction might be guaranteed by security entities.
Multiagent architectures that include security mechanisms have been proposed as well. For instance, Shakshuki [32] presents a new architecture for a multiagent security service provider. The architecture is composed by three security levels: authentication (through fuzzy logic, neural networks and statistical methods); authorization for native and foreign users; and message confidentiality and integrity (encryption, decryption, digital signature and verification). In order to implement this architecture four types of agents were developed: interface, authentication, authorization and service providers.
In the domain of mobile agents, Foster [33] has developed a security and trust enhanced agent architecture. The architecture comprises the following logical components: agent server base, agent host, agent, security management component, and security management authority. In this model, the agent must be authenticated and authorized to perform an action and the privileges rules are implemented within the access control policy. This policy accepts the request for privileges from the agent, tests some rules and returns true (accept this request) or false (deny this request).
Amoretti [34] considers the use of Grid Service concepts defined in the Open Grid Service Infrastructure (OGSI) specification [35] , allowing user authentication through a trust manager. The manager acts both on the user and on the requested resource. On the user side, the following steps are carried through: inspect the security policy of the target service, identify which mechanisms and credentials are required to submit a request; and process and validate the service. On the resource side, we have user authentication and service authorization.
In a more restrictive fashion, Rieira [36] proposes the use of communication protocols to guarantee that interactions among agents are restricted according to agents' roles. A mediator agent operates between clients and services preventing clients from requesting unauthorized services. This FIPA compliant approach employs JADE Security Plug-in in order to restrict agent's communications.
IX. CONCLUSION
Security is one of the most important aspects that must be taken into account to support the broad deployment of e-learning applications. This article presents the approach we have been developing based on multiagent technology to support secure learning environments. We have evaluated security requirements for e-learning applications and proposed a security model. We have adopted security use cases for modeling requirements ensuring integrity, privacy and access control.
When analyzing an agent-based platform for e-learning applications, we have considered that authentication, authorization and trust are key security issues for MAS. The proposed security model contemplates these aspects, and was integrated to the PMA3 platform. As a generic learning platform, PMA3 will allow e-learning applications to incorporate security mechanisms in a proper manner.
PMA3 is supported by FIPA-OS multiagent platform. It provides some software engineering facilities as previously described in this article. There is no doubt that higher security standards for MAS improve interoperability between systems, shifting security concerns to the application level. The FIPA technical committee keeps on working on such standards and an experimental version of the specification might be released soon.
A few improvements are still needed concerning PMA3. We expect to carry out more tests on the prototype searching for security flaws. Performance might be improved as well. The authentication mechanism might be extended and use a mutual authentication method. Some threats, such as physical access to the server, were not mentioned in the model, but they should not be forgotten. It is also important to mention that only free software tools were used in this implementation.
