Part of the title of this article is taken from writings of Einstein. which argues that we need to exercise our ability to analyse familiar concepts, and to demonstrate the conditions on which their justification and usefulness depend, and the way in which these developed, little by little . . .. My aim is to do this for the first negative reactions to the seminar by E.Čech on higher homotopy groups to the ICM meeting in Zürich in 1932; then the subsequent work of Hurewicz, the influence of this on the notion of space in topology, and the search for higher dimensional versions of the fundamental group and of the theorem of Van Kampen.
In order to follow this advice we need to look at the actual history. My aim is to do this for the first negative reactions to the seminar by E.Čech on higher homotopy groups to the ICM meeting in Zürich in 1932; then the subsequent work of Hurewicz, and the influence of this on the notion of space in topology making it convenient to elide the notions of "space" and "space with base point". But as Grothendieck wrote in 1983: "... the objects thus related are of different nature, and cannot be confused without causing serious trouble." I emphasise the value of the last sentence in the Einstein quotation: to carry out this analysis requires some knowledge of the aims of topology at that time and how those aims developed as a result of that seminar. Notice that remarks 1 in [25] , by another Nobel Prize winner in Physics, concur with Einstein's focus on the development of concepts in science, but in this case with reference to mathematics.
Why was there a negative reaction toČech's seminar, [21, p.98] , so that only a small paragraph appeared in the Proceedings, [12] ?
At the time of this ICM there was considerable interest among topologists in developing a higher dimensional version of the fundamental group π 1 (X, x) of a space X with base point x ∈ X -it was known that the fundamental group could be applied to interesting questions in integration theory, via Riemann surfaces; it was also known that for path connected X the fundamental group made abelian was the first homology group H 1 (X). However the definition of H n (X) for all n > 0 was known: so it seemed to be of interest to find a higher dimensional version of the fundamental group. Thus the abelian nature of the higher homotopy groups seemed to suggest that the definition of the homotopy groups was not yielding the right conceptsuch a generalisation should surely give groups whose overall structure was much more complicated, indeed presumably grew with increasing n? Aleksandrov, who with H. Hopf was regarded as one of the "kings of topology" at the time, was reported to have said: "But my dearČech, how can they be anything but homology groups?". It should be said that the homotopically non trivial Hopf map S 3 → S 2 was known at the time.
With the publication of the two notes by Hurewicz, [20] , the interest in these homotopy groups started; with the growing study of the complications of the homotopy groups of spheres, which became seen as a major problem in algebraic topology, the idea of generalisations of the nonabelian fundamental group became disregarded, and it became easier to think of "space" and the "space with base point" necessary to define the homotopy groups, as in substance synonymous.
Years later Eldon Dyer told me that Hopf told him that the history of homotopy theory showed the danger of people being regarded as "the kings" of a subject and so key in deciding directions. There is a lot in this point, cf [1] . As Edmund Burke wrote, [11] "Whoever undertakes to set himself up as a judge of Truth and Knowledge is shipwrecked by the laughter of the gods."
However it seems to be true that Aleksandrov and Hopf were right: the abelian homotopy groups are not what one would really like for a higher dimensional generalisation of the fundamental group! That does not mean that the higher homotopy groups are without interest; nor does it mean that the search for such higher dimensional generalisations should be completely abandoned.
My independent interest in this idea began with the writing of a text on topology- [3] . I got irritated by the fact that the van Kampen theorem for the fundamental group, which is a standard method of computing fundamental groups, could not compute the fundamental group of the circle, which is the basic example in topology. Of course there is another standard method using the covering map R → S 1 , but this seemed to me a diversion of ideas at that point of exposition. So I looked at other ideas and came across Higgins' paper [18] .
Since this used pushouts of groupoids, it seemed a good idea to put in an exercise on a van Kampen Theorem for the fundamental groupoid functor π 1 : T op → Groupoids. It then seemed a good idea to check this by writing out a proof, and when I did this it seemed to be so much better than my previous attempts that I decided to try an all out groupoid approach. However I still could not compute the fundamental group of the circle! It then occurred to me that we were in a "Goldilocks' situation": one base point was too small; using the whole space was too large; for the circle two base points was just right! So we needed a van Kampen Theorem for a set of base points; and this again seemed just right! 2 This work was published as [2] . At the current time, [3] is the only topology text in English which explains this idea. It is also in [19] .
The step from the result for the whole fundamental groupoid π 1 (X) to that for a set S of base points, yielding π 1 (X, S), and for which S met all path components of 1, 2, 3-fold intersections of an open cover of X was made by a retraction argument, which was easy to make work for a finite open cover.
Putting groupoids in [3] involved the use of the fundamental groupoid from the start of Chapter 6, and wherever else sensible. Standard practice is that wherever you have an algebraic model in an area, then you develop the model to show how much of the subject is a consequence of the properties of the algebraic model. For example, "change of base point" for the fundamental group π 1 (X, x) became a simple fact about groupoids. The idea of a set of starting points is also, if you think about paths as journeys, more intuitive than the concentration on return journeys and change of starting point. It also allows for the use of the groupoid I = π 1 ([0, 1], {0, 1}) which can be too easily dismissed as "trivial", but is the basic "transition", and allows for a homotopy theory for groupoids. Note that if in the category of groupoids you identify 0 and 1 in I, using Higgins' universal morphisms, you obtain the abelian group Z of integers, i.e. the fundamental group of the circle. That is, to use groupoids algebraically we need also to see groupoids as bifibred over sets, using the functor Ob, cf [7, Appendix B] .
This success of the groupoid approach for generalising the usual Van Kampen Theorem, and a conversation with G.W. Mackey in 1967 on his "virtual groups", and their relation to actions, see the papers [22, 23] , suggested it made sense to give a full treatment of the standard theory of covering spaces, but in terms of "covering morphisms of groupoids", following ideas from [18] . In 1978 a chapter on orbit spaces and orbit groupoids was added, using work of Higgins and his student John Taylor. The point here is that if a group G acts on a space X then it also acts on the fundamental groupoid π 1 (X), and indeed on π 1 (X, S) if S is a union of orbits of the action. So we should be interested in actions of groups on groupoids.
The further point is that it seemed to me that if two people, and one of them G.W. Mackey, coming from entirely different directions came across the same concept, that of groupoids, then there was more in this than met the eye! This seems one reasonable tactic in the evaluation of concepts in the research process.
In this article I want to explore the question: why is there such resistance to this over 50 year old idea of a set of base points, so that to my knowledge the idea appears in no algebraic topology text in English except [3, 7] ? Is there a kind of conceptual dissonance between the idea of many base points and that of higher homotopy groups, and some related issues, such as infinite loop spaces?
The use of many base points has been supported by Grothendieck in his 1984 "Esquisse d'un Programme", [17, Section 2]:
Ceci est lié notamment au fait que les gens sobstinent encore, en calculant avec des groupes fondamentaux, a fixer un seul point base, plûtot que den choisir astucieusement tout un paquet qui soit invariant par les symetries de la situation, lesquelles sont donc perdues en route. Dans certaines situations (comme des théorèmes de descenteà la Van Kampen pour les groupes fondamentaux) il est bien plusélégant, voire indispensable pour y comprendre quelque chose, de travailler avec des groupoïdes fondamentaux par rapportà un paquet de points base convenable,.
What could be possible generalisations to higher dimensions of the fundamental groupoid? Note that the argument that higher dimensional groups were just abelian groups failed if the word "group" was replaced by "groupoid", even if moving only from one to two base points. In view of the well established importance of groups in mathematics and science, what might be the possible importance of the development of such tools? What were the obstructions, even objections, to such possibilities?
The 1965 book [13] made it clear that double groupoids did exist. How complicated could they be?
Work with C.B. Spencer in the early 1970s, [9, 10] , showed that the study of double groupoids involved that of J.H.C. Whitehead's crossed modules, [24] , and that there was a class of double groupoids which were exactly equivalent to them, namely symmetric ones with thin structure. Further, double groupoids in which one structure is a group, which we called group-groupoids, and others later called 2-groups, are equivalent to crossed modules. Thus a simple crossed module is given by the morphism δ : Z 2 × Z 2 → Z 4 defined by the two inclusions Z 2 → Z 4 , together with the twist action of Z 4 on the product group; it is this action which makes this example kind of "non abelian", and this example is interesting as the smallest example of a crossed module modelling a non trivial homotopy 2-type. It suggests that using such models does extend the spirit of group theory. It also turns out that double groupoids are essentially more complicated than homotopy 2-types.
Such a use of groupoids could hardly be contemplated in 1932: by 1965 the situation had been changed by work of the Chicago school in the use of groupoids in ideal theory. and by the work of Charles Ehresmann and his school over many years on applications of categories and groupoids in topology and differential geometry, as was partly made available in the book [13] . An example of a double groupoid in that book is the commuting squares of elements of a group, or groupoid. A key point in the proof of the Van Kampen theorem is that any well defined composition of commutative squares of elements of a groupoid is itself commutative. It seemed reasonable that this should be feasible to formulate in one higher dimension, cf [5] .
A glance at work on the homotopy groups of spheres shows that a major strategic problem is to explain how low dimensional identifications in spaces produce new high dimensional invariants. It is reasonable to ask how this might be modelled algebraically? One possibility to explore is suggested by the success of the use of groupoids in modelling in dimensions 0 and 1; groupoids have the advantage that they have structure in dimensions 0 and 1. Thus the natural speculation is that we need algebraic models with structure in dimension 0, 1, . . . , n. A start on this is suggested by J.H.C. Whitehead's remark overheard by me in 1957 that the early homotopy theorists were fascinated by the operations of the fundamental group on the higher homotopy groups. In the case of Whitehead this developed into a deep study of the applications of crossed modules to second relative homotopy groups, and to modelling homotopy 2-types by crossed modules. The "crossed n-cubes of groups" of [15] have some of these qualities of operations lifting dimension. For example [4, Theorem 2.4] shows how to compute some Whitehead products in terms of the information from a crossed square.
In writing the section of [3] on the cellular approximation theorem, borrowing from excellent notes of J.F. Adams, I noticed arguments analogous to those in the proof of the Van Kampen Theorem, and I asked myself why these arguments did not produce any calculations. The answer seemed to be that there was in higher dimensions no "algebraic gadget" corresponding to the fundamental group, This was another seed contributing to the later work which is outlined in [5] and given a full account in [7] .
It should be noted that there is a 2-dimensional Van Kampen theorem for a strict homotopy double groupoid of any Hausdorff space, [8] , but derived homotopical calculations are, it seems, not known. However related ideas using "thin" homotopies in a differential setting are in [16] .
The crucial part of the article [5] is the formulation of the general philosophy which has been developed, namely to consider categories and functors Topological Data
satisfying Criteria 1.1-1.5 which allow calculations and homotopical applications; the first of these Criteria is that H is homotopically defined.
In the case the topological data is filtered spaces, this formulation gives an account of the border between singular homology and homotopy theory, without verifying the Eilenberg-Steenrod axioms for singular homology, but going directly to for example cellular homology, by taking the filtration to be the cellular filtration X * of a CW -complex. The analogue of a "chain" in this theory is also quite intuitive: it is in dimension 0 a point of X 0 ; in dimension 1 an element of π 1 (X 1 , X 0 ), where X 0 is just that space seen as a set of base points; and in dimensions n > 1 an element of the relative homotopy group π n (X n , X n−1 , x) where x ∈ X 0 . These form part of the structure of the crossed complex ΠX * .
The idea is also that the use of "topological data", i.e. thinking of a space as given with a certain amount of structure, allows one to use strict algebraic structures; this, with [5, Condition 1.5], which is a kind of generalised Van Kampen Theorem, allows for specific calculations, for example that if X * is a CW-filtration by skeleta, then ΠX * is a free crossed complex on the cells of X * , [7, 8.3.14] .
In order to calculate something on a space you need information on the space, and that information will have some kind of structure, which has to be used in the calculations. At the current time, the two general kinds of structure used on spaces in the context of Van Kampen Theorems are filtered spaces, and n-cubes of pointed spaces, or special cases of these. Note that a structure of one base point on a space carries little information, and is misleading if key parts of the space are not connected.
A further point is that the algebraic data itself in dimension > 1 splits into at least two kinds, of which the extremes are called in [5] "broad" and "narrow". In the case discussed in [4] the narrow algebraic data is crossed n-cubes of groups, and the broad algebraic data are cat n -groups, which are n-fold groupoids internal to groups.
An easy example of homotopically defined "Broad" Algebraic Data is encountered in dimension 2. The topological data is to be triples (X, A, S) of spaces where S is to be a set of base points. We then consider (X, A, S) as the set of homotopy classes of maps I 2 → X which map the edges of I 2 to A and the vertices of I 2 to S. As briefly explained in [5] , and fully in [7] , the symmetry of this definition with regard to direction contrasts with the usual definition of the second relative homotopy groups, and allows for a 2-dimensional "algebraic inverse to subdivision", essential in the proof of a 2-dimensional Van Kampen Theorem. We cannot afford the assumption that "The answer has to be a familiar structure", e.g. in this case, "a group".
Thus filtered spaces are modelled by (strict) cubical ω-groupoids with connection, and by crossed complexes. These two categories, are defined algebraically, and their equivalence is non trivial. Surely few would conjecture the higher Van Kampen theorems from anything except the cubical model, but this model is not directly of much help for calculation or relation with classical invariants; however those aspects are covered by the crossed complexes, which are also used to prove some properties of the cubical model. Knowing the two models are equivalent allows one to use whatever model is convenient for the task at hand, without in many cases bothering about the details of the proof of equivalence.
As further examples of Algebraic Data, matched with filtered spaces, we might use models based on globular, or simplicial, or cubical, or cubical with connections, and possibly others. The paper [5] explains some Anomalies in the standard models for algebraic topology: one of these, [5, Anomaly 3] , is that the standard simplicial methods do not allow an easy expression of algebraic inverses to subdivision.
It is surely necessary for the development of our subject, and not only for physics, to analyse familiar concepts, and to demonstrate the conditions on which their justification and usefulness depend, and to encourage students in this process of evaluation.
Extract from letter 14, 14/06/83 from Alexander Grothendieck to Ronnie Brown Your idea of writing a "frantically speculative" article on groupoids seems to me a very good one. It is the kind of thing which has traditionally been lacking in mathematics since the very beginnings, I feel, which is one big drawback in comparison to all other sciences, as far as I know. Of course, no creative mathematician can afford not to "speculate", namely to do more or less daring guesswork as an indispensable source of inspiration. The trouble is that, in obedience to a stern tradition, almost nothing of this appears in writing, and preciously little even in oral communication.
Of course the work of Einstein on for example gravity illustrates the importance of speculation.
We should now consider what might be other possible consequences of the generalising from "higher dimensional groups", which are just abelian groups, to "higher dimensional groupoids", which it turns out have complications which grow with increasing dimensions. Surely one main application of groups is to symmetry.
There is a rough set of analogies which are intriguing. Sets correspond to homotopy 0-types. The automorphisms of a set form a group. Groups correspond to (pointed) homotopy 1-types. The automorphisms of a group G form part of a crossed module χ : G → Aut(G). Crossed modules correspond to (pointed) homotopy 2-types. The automorphisms of a crossed module form part of a structure called a crossed square, a structure which models (pointed) homotopy 3-types, [6] .
There is for me another curiosity in the study of such structures, The kernel of a morphism f : G → H of groups is a normal subgroup N of G. In discussing identities among relations for groups, [7, 6.3.1], it is convenient to replace the inclusion N → G by a morphism δ : C → G. It turns out that it is useful to take the properties of this morphism to be those of a crossed module. The next stage is also interesting.
I also mention here the nonabelian tensor product G ⊗ H of groups G, H which act on each other and on themselves by conjugation in a "compatible" way. The simplest case is to take G = H and consider the commutator map [ , ] : G × G → G. This map is not bimultiplicative, but it is what can be called a biderivation. So we take the map κ : G × G → G ⊗ G to be the universal biderivation. An important point is that the idea came from using certain pushouts of crossed squares, cf [7, Appendix B.4] , as suggested by the methods developed with Higgins.
Thus the idea of "strict higher homotopy groupoids" has opened out new possibilities.
