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ABSTRACT
The Constant Q transform has found use in the analysis of musical signals due to its logarithmic frequency
resolution. Unfortunately, a considerable drawback of the Constant Q transform is that there is no inverse
transform. Here we show it is possible to obtain a good quality approximate inverse to the Constant
Q transform provided that the signal to be inverted has a sparse representation in the Discrete Fourier
Transform domain. This inverse is obtained through the use of `0 and `1 minimisation approaches to project
the signal from the constant Q domain back to the Discrete Fourier Transform domain. Once the signal has
been projected back to the Discrete Fourier Transform domain, the signal can be recovered by performing
an inverse Discrete Fourier Transform.
1. THE CONSTANT Q TRANSFORM
The Constant Q transform (CQT) was derived by
Brown as a means of creating a log-frequency res-
olution spectrogram [1]. This has considerable ad-
vantages for the analysis of musical signals, as the
frequency resolution can be set to match that of
the equal tempered scale used in western music,
where the frequencies are geometrically spaced, as
opposed to the linear spacing that occurs in the dis-
crete Fourier transform (DFT). The frequency com-
ponents of the CQT have a constant ratio of cen-
ter frequency to resolution, as opposed to the con-
stant frequency difference and constant resolution
of the DFT. This constant ratio results in a con-
stant pattern for the spectral components making
up notes played on a given instrument, and this
has been used to attempt sound source separation
of pitched instruments from both single channel and
multi-channel mixtures of instruments[2],[3].
Given an inital minimum frequency f0 for the CQT,
the center frequencies for each band can be obtained
from:
fk = f02
k
b (k = 0, 1, ...) (1)
where b is the number of bins per octave. The fixed
ratio of center frequency to bandwidth is then given
by
Q =
(
2
1
b − 1
)−1
(2)
The desired bandwidth of each frequency band is
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then obtained by choosing a window of length
Nk = Q
fs
fk
(3)
where fs is the sampling frequency. The CQT is
defined as
X (k) =
1
Nk
Nk−1∑
n=0
WNk (n)x (n) exp
−j2piQn/Nk (4)
where x (n) is the time domain signal and WNk is
a window function, such as the hanning window, of
length Nk.
A more efficient implementation of the CQT is de-
scribed in [4]. Using matrix multiplication the CQT
of a column vector x can be defined as:
X = Tx (5)
where
Tnk =
{
1
Nk
WNk (n) exp
−j2piQn/Nk n < Nk
0 otherwise
(6)
Equivalently the transform can be written in the
DFT domain as:
X = CY (7)
where C is the matrix that results when a DFT is
applied to each column of T , and where Y is the
DFT of x.The advantage of carrying out the trans-
form in this manner is that the windowed complex
exponentials of the temporal transform matrix have
DFTs that are close to zero everywhere except in the
vicinity of the corresponding frequency in the DFT
transform matrix. Therefore setting all elements of
C with an absolute value below a low threshold to
zero results in a sparse matrix. The computational
cost of applying a DFT to the signal followed by
a sparse matrix multiplication with C is consider-
ably lower than applying T directly. Further, only
the DFT coefficients below the Nyquist frequency
from both C and Y need to be used in calculating
the CQT. Therefore, once C has been calculated,
the tranform can be applied efficiently to subsequent
windows of the signal.
Despite the advantages the CQT offers for the anal-
ysis of musical signals, a considerable drawback of
using the CQT is that there is no inverse for the
transform. This is due to the fact that the trans-
form matrix is no longer square, as is the case for
the DFT. An approximate inverse has been made
available by Brown, which uses a simple extension
of the inverse DFT to the log- frequency domain
[5]. However, using this approach leads to an in-
verse which is degraded considerably in comparison
to the original signal. It can therefore be seen that
a method of obtaining a high quality inverse for the
CQT is desirable to further its use in the analysis of
musical signals.
2. OBTAINING AN INVERSE CQT
As noted above, the CQT is not invertible due to
the fact that the transform matrix is not square. A
possible approach to obtaining an inverse CQT is by
obtaining the pseudoinverse of the transform matrix.
Using this approach does not result in a good qual-
ity inverse, and results in a poorer quality inverse
to that proposed by Brown. However, in the case of
signals containing only pitched instruments, there is
additional information about the signal which can
be taken advantage of in an effort to obtain a good
quality inverse. This is that the DFT of a signal con-
taining only pitched instruments tends to be sparse
in nature. This sparsity has been used to attempt
sound source separation and automatic music tran-
scription through the use of sparse coding and ma-
trix factorisation approaches [6],[7].
Rather than attempting to obtain an inverse CQT
by inverting directly back to the time domain, it was
decided to attempt to invert from the CQT domain
back to the DFT domain in order to take advantage
of signal sparseness. Once the DFT has been ob-
tained, the signal can then be inverted back to the
time domain. By separating the real and imaginary
parts of the transform, equation 7 can be rewritten
as:
B = AS (8)
where
B =
[
real (X)
imag (X)
]
(9)
A =
[
real (C) −imag (C)
imag (C) real (C)
]
(10)
and
S =
[
real (Y )
imag (Y )
]
(11)
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Once written in this form, the inversion of the CQT
can be posed as the following problem, given B, the
CQT of a signal, and A, the transform matrix, which
we will now regard as an overcomplete signal dictio-
nary, find S. In other words, given the CQT ’signal’
decompose the ’signal’ into an optimal superposition
of dictionary elements. In this case, we want to en-
sure a sparse decomposition to reflect the fact that
signals containing only pitched instruments typically
have sparse representations in the DFT domain. The
sparsest possible solution to the set of equations de-
scribed above can be obtained by solving the follow-
ing minimisation problem:
Minimise ‖S‖0 subject to B = AS (12)
where ‖S‖0 denotes the `0 norm of S. This is a
highly non-convex optimisation problem and so has
proved difficult to solve. However, it has been shown
that for many cases the solution to `0 optimisation
problem is also the solution to the `1 optimisation
problem:
Minimise ‖S‖1 subject to B = AS (13)
where ‖S‖1 denotes the `1 norm of S [8]. This prob-
lem can be solved using standard linear program-
ming techniques and has been extensively studied
under the heading of Basis Pursuit [9] which solves
the problem through the use of an interior-point lin-
ear programming method. More recently, a Sparse
Bayesian approach to solving the `0 minimisation
problem has been developed by Wipf and Rao [10].
This algorithm is defined by the following iterative
update equations.
S = Γ
1
2
(
AΓ
1
2
)+
B (14)
γ = diag
(
SST +
[
I − Γ 12
(
AΓ
1
2
)+
A
]
Γ
)
(15)
where + denotes the Moore-Penrose pseudoinverse,
and where Γ is defined as
Γ , diag (γ) (16)
Both of these methods have been investigated as a
means of obtaining an inverse CQT.
The problem of inverting a CQT spectrogram then
becomes that of solving an `0 or `1 minimisation
problem for each frame of the CQT spectrogram,
inverting the recovered DFT of each frame to the
time domain, and then performing add-overlap on
the frames. As windowing in the CQT is performed
inside in the transform matrix C, the DFT signal
recovered has had no window applied, and so a ham-
ming window is applied to each time-domain frame
before performing the add-overlap. Results obtained
using the two methods described above are discussed
in the following section.
3. RESULTS
Both the `1 and `0 minimisation methods for obtain-
ing an inverse CQT were implemented in Matlab.
The `1 minimisation was carried out using a ver-
sion of the Basis Pursuit algorithm available at [11],
modified to include the CQT dictionary A, while the
`0 method was implemented based on the algorithm
described in [10]. The tests were implemented using
a CQT which covered the frequency range 110 Hz to
10000 Hz. Trials were carried out using 12, 24 and
48 bins per octave, corresponding to resolutions of
semi, quarter and eighth tones respectively. These
resulted in CQTs with 78, 156 and 312 frequency
bins respectively.
Fig 1 shows, from top to bottom, the original wave-
form, the waveform obtained via Brown’s inverse
CQT method, the waveform obtained via `0 inver-
sion, and that obtained via `1 inversion. The CQT
used had a resolution of 24 bins per octave. Fig 2
shows, again from top to bottom, the DFT of the
original waveform, the DFT obtained from Browns’s
method,the DFT obtained using the `0 method, and
the DFT obtained using the `1 method. It can be
seen that the waveforms and DFTs obtained by both
the `0 and the `1 method are quite close to the orig-
inal waveform and it’s DFT, demonstrating the ef-
fectiveness of both methods as a means of obtaining
an inverse CQT. Fig 3 shows an original waveform
of an excerpt of music containing violin accompa-
nied by piano, along with the inverses obtained using
Brown’s method,the `0 method and the `1 method.
It can be seen that in general both the `0 and `1
method result in waveforms close to the original,
though regions where the `1 failed to converge can
clearly be seen as bursts of high amplitude noise.
When allowed to run until convergence both the `0
and `1 methods took similar times to run. As an
AES 120th Convention, Paris, France, 2006 May 20–23
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Fig. 1: Original waveform, inverted waveform
(Brown’s method), inverted waveform (`0 method)
and inverted waveform (`1 method) respectively
Fig. 2: DFT of Original waveform, DFT from
Brown’s method, DFT from `0 method and DFT
from `1 method respectively
Fig. 3: Original excerpt of violin and piano, inverted
excerpt via Brown’s method, inverted excerpt via `0
method and inverted excerpt via `1 method respec-
tively
example, running on a computer using a 2.6 Ghz
Pentium IV processor, with 1 GB of RAM, it took
approximately an hour to invert the CQT spectro-
gram of a 4.5 second audio file, using 12 bins per
octave, a window size of 1024 samples and a hop-
size of 156 samples. It has been observed that the
`0 minimisation technique converges more reliably
than the `1 minimisation method, though the `1
approach does converge the majority of the time.
However, when the `1 minimisation approach does
converge, it gives slightly better results than the `0
method, which suffers from a slight distortion of the
original sound. In all cases, the sound quality of the
inverse increases with the number of bins per octave,
and is always considerably greater than that of the
method proposed by Brown.
The principal problem with both methods is the
length of time taken to obtain the inverse CQT. For-
tunately, it was noted that a single iteration of the
`0 method resulted in an approximate inverse which
was quite close to the true inverse, but had a small
amount of extra distortion in the recovered wave-
form. Using this approximation, the time taken to
calculate the inverse in the example given above was
reduced to 6.5 minutes, which is a considerable re-
duction in the time taken to calculate the inverse,
though at the expense of a slight increase in distor-
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tion of the recovered waveform. This fact, combined
with it’s greater stability means that the `0 method
is prefered as means of obtaining an inverse CQT.
A further problem with both methods is that they
are only valid for signals containing only pitched in-
struments, as both methods required that the sig-
nal has a sparse representation in the DFT domain.
Therefore, signals containing broadband noise such
as drum sounds will not be inverted correctly. Tests
on signals containing both pitched instruments and
drums have confirmed this, resulting in a very dis-
torted inverse, though the pitched instruments can
still be heard.
4. CONCLUSIONS
A means of obtaining an inverse CQT has been pre-
sented and demonstrated. The approach used take
advantage of the fact that signals containing only
pitched instruments have sparse representations in
the DFT, and obtains an inverse by reformulating
the problem of obtaining an inverse CQT as that
of decomposing a signal in the CQT domain into
a sparse representation in the DFT domain. This
problem has been attempted using both `0 and `1
minimisation approaches, and while both methods
work well, the `0 method has better convergence and
can be inverted faster than the `1 method. This re-
search demonstrates that it is possible to obtain a
high quality inverse CQT, provided that the signal to
be inverted has a sparse representation in the DFT
domain.
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