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Ein Sehliissel zur Optimierung von Gesehiiftsprozessen im Einzelhandel ist das 
Wissen iibe .. das Kaufverhalten der Kunden. Wer auf dieses Wissen zuriiekgreifen 
kann und entspreehend zu operationalisieren weiB, ist in der Lage seine Preise, die 
Sortimentszusammenstellung und die Promotionsaktivitiiten optimaler zu gesta lten 
und kurzfri stig auf veranderte Marktsituationen zu reagieren. Wir zeigen, wie das 
Kaufverhalten der Kunden eines Marktes aus den Daten der Einzelhandler 
extrahiert und in ein bereehenbares Kundenmodell abgebildet werden kann . 
Dazu wird eine reprasentative Menge von Kunden e ines Marktes identifi ziert und 
a ls Agenten modelliert und diese dann in e inem Multiagenten- Systems zur 
Simulation von zukiinftigem Kaufverhalten verwendet. Wir zeigen, wie aus 
Kundendaten, die mittel s Kundenkarten gesammelt wurden, Verhaltensmuster 
extrahiert und in einem adaquaten Repriisentationsformat abgebildet werden 
kannen. Dureh Holonenbildung werden die Kundenagenten zu Gruppen 
zusammengesehl ossen, um so Kunden mit ahnliehem Kaufverhalten als e ine 
Einheit im System zu reprasentieren. 
Die Artikel eines Marktes werden eben fall s a ls Agenten modelliert lind fUr die 
Prognose verwendet. Die beiden Agentengruppen (Kaufer bzw. Waren) werden in 
die Gesamtarehitektur des Warenhaus-Multiagentensystems integriert und fUr die 
Simulation von Kundenkaufverhalten verwendet. 
Der gesamte Ansatz wurde bi sher prototypiseh implementiert und soli in der 
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Einfiihrung 
Noeh nie war der Einzelhandelsmarkt so stark umkiimpft wie in der heutigen Zeit. Dureh die 
zunehmende Globalisierung driingen immer mehr internationale Anbieter in bisher von lokalen 
Handelsunternehmen beherrsehte Gebiete vor. Insbesondere Supermarkt- und Drogeriemarktketten 
sind gezwungen neue Strategien zu entwiekeln, um wettbewerbsfahi g zu bleiben. Ein wesentlieher 
Teil der Wettbewerbsfahi gkeit liegt im Sortimentsmanagement, d. h. die Sortimentsmanager miissen 
tiiglieh eine Vielzahl von komplexen Entseheidungen iiber Produktauswahl , Preisgestaltung, 
Platzierung und Bewerbung treffe n, die den Erfolg oder Misserfolg des Marktes maBgeblieh 
bestim_men. 
Die Aufgabe eines Sortimentsmanagers besteht darin , genau die Sortimentsentseheidungen zu treffen, 
die dem Unternehmen den griiBten Erfolg verspreehen. Der Erfolg kann dabei als eines oder als 
Kombination mehrerer der folgenden Unternehmensziele definiert werden: Gewinnsteigerung, 
Kostensenkung, Erhalt der Marktfuhrersehaft , Neukundengewinnung bzw. der Erhalt von alten 
Stammkunden. 
Um di ese Ziele zu erreiehen stehen einem Marktleiter und seinen Sort imentsverantwortliehen tiiglieh 





• Optimierung der Li eferkette, 
• KostensenkungsmaBnahmen, etc .. 
Aus di esen Alternativen g ilt es nun die optimale Marktstrategie zu entwiekeln . Die Problematik dabei 
besteht in erster Linie in der riesigen Anzahl der miigliehen Sortimente sowie in der enormen 
Komplex itii t der externen Einfhisse und internen Abhiingigkeiten. Ein durehsehnittlieher Markt bietet 
Platz fur mehrere Tausend verschiedene Artikel, die aus einer Menge von bis zu einer halben Million 
miiglieher Produkte und Produktvariationen ausgewiihlt werden kiinnen. Allein diese Zahlen 
iibersteigen deutlieh die Fiihigkeiten mensehlieher Informationsverarbeitung. AuBerdem haben a ile 
Anderungen beziiglieh e ines einzelnen Artikels, z. B. e ine Preis- oder Platzierungsiinderung, extreme 
Auswirkungen auf die Abverkiiufe vieler anderer Artike l. Ein Beispiel: Die deutliehe Preissenkung mit 
gleiehzeiti ger Bewerbung von Wasehmittel X bewirkt einen starken eigenen Abverkau f. Diese 
MaBnahme kann aber einen enormen Riiekgang der Verkiiufe der anderen Wasehmittel auslosen und 
umgekehrt kann diese MaBnahme zu erhiihten Verk iiufen in anderen Bereiehen fiihren, d ie zuniiehst 
mit Wasehmitte ln in keinem erkennbaren Zusammenhang stehen. 
1m Weiteren gilt es, die Sortimente und MaBnahmen der Konkurrenz sowie die Umwelteintliisse zu 
beaehten: 
• Markttrends, 
• saisonale Aktionen wie SSV und WSV, 
• Sonderverkiiufe zu Weihnaehten, Ostern, Valentinstag etc. , 
• allgemeine Wirtschaft slage, 
• Jahreszeiten, 
• Wetterlage, 
• demographi sche Daten, usw .. 
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So ist es nur verstiindlich, dass die Marktverantwortlichen in einer solehen Informationsflut zu 
ersticken drohen und aufgrund der enormen Komplexitiit nicht mehr in der Lage sind, optimale 
Entscheidungen zu treffen . Die Mai3nahmen werden heute inkremente ll und "aus dem Bauch heraus", 
also intuitiv getroffen, wobei sich die Verantwortlichen hauptsiichlich auf ihre Berufserfahrung 
verlassen. Die Problematik besteht darin, dass die Auswirkungen vieler miiglicher Mai3nahmen meist 
nicht quantitativ und manchmal noch nicht einmal qualitativ prognostizierbar sind. 
Abbildung I zeigt den vereinfachten Informationsgewinnungs- und Entscheidungsprozess, den der 




Abbildung I: Allgemeiner Entscheidungsprozess im Einzelhandcl 
1m ersten Schritt wird die aktuelle Situation analysiert und bewertet. Ziel ist es, Deti zite im 
S0I1 imentmanagement zu erkennen, urn entsprechende Gegenmai3nahmen ergreifen zu kiinnen. In 
diese 1st-Analyse fli ei3en interne Daten sowie Informationen iiber die herrschenden extern en 
Einfluss faktoren ein . Am Ende werden auf Basis der 1st-Situation neue kurz- bzw. mitte lfri sti ge Ziele 
de tinie rt , die e ine geplante Soli-Situation beschreiben, die es zu erreichen gi lt. 
In den nun folgenden Schritten sucht man nach einer optimalen Auswahl geeigneter Mai3nahmen , die 
den Markt mit hoher Wahrscheinlichkeit von der Ist- in die gewiinschte Soli-Situation iiberfUhren 
werden. Normalerweise schlagen die Sortimentsverantwortlichen eine Reihe von Handlungsvarianten 
vor, die sich ihrer Meinung nach zur Verbesserung der Situation eignen. Dabei gilt es Informationen 
iiber zukiinftige externe Einfliisse zu beriicksichtigen, die allerdings meist nur in Form von Annahmen 
oder einfachen Prognosen vorliegen, z. B. Vorhersagen iiber das Verhalten der Mitbewerber und 
Kunden. 
Urn den zu erwartenden Erfolg der geplanten Mai3nahmen zu bestimmen, ste llt man eine Vorhersage 
iiber die Auswirkungen der vorgeschlagenen Handlungsvarianten an, unter Beriicksichtigung der 
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erwarteten externen Einflusse. Die auf diese Weise prognostizierte Situation wird evaluiel1 und mit 
den zuvor defini erten Zielvorgaben verglichen. 
Das eigentliche Ziel besteht darin, eine optimale Kombination von MaGnahmen zu find en. Die eben 
genannten Schritte werden daher im Folgenden fur weitere Handlungsvarianten durehlaufen, urn 
deren zu erwartenden Auswirkungen solange miteinander zu verg leiehen bi s man sieh sehlieGlieh auf 
die beste Kombination einigt. 
Au f diese Weise erhiOt man o ft e ine akzeptable Uisung, bei der es sieh allerdings mit sehr hoher 
Wahrseheinliehkeit nieht um eine optimale Losung handelt, da die zugrunde liegenden Prognosen 
meist nur aus Sehatzungen und Erfahrungswerten bestehen. 
Seit neuerem werden diese Entseheidungsprozesse der Sortimentsverantwortliehen reehnerunterstutzt 
durchgefuhrt, wobei sieh die Computernutzung aber nur auf das Einsehen von internen 
Marktinformationen und das Erstellen von wenigen linearen Prognosen beschriinkt, die sich nicht fur 
komplexe Zusammenhiinge oder beliebige "Was-wiire-wenn-Szenarien" eignen. 
An bekannten Prognoseverfahren aus dem Bereich der Betriebswirtschaft slehre sind hier vor allem die 
Progressions- und Korrelationsanalyse zu nennen sowie neuere Verfahren wie z. B. neuronale Netze. 
Diese Verfahren haben jedoch Nachte ile: 
• Die Progressions- bzw. Korrelati onsanalysen liefern te il weise zwar gute quanti tative 
Ergebnisse, sind aber relativ aufwe ndig und lassen nur wenige Einflussfaktoren und keine 
komplexen Abhiing igkeiten und Zusammenhiinge zu. 
• Neuronale Netze hingegen liefern recht gute Ergebnisse und konnen eine viel groGere Anzahl 
von Abhiing igkeiten und Zusammenhiingen berucksichtigen, wobei Sing lelayer-Netzwerke 
nur lineare und Multilayer-Netzwerke sogar nichtlineare Abhiingigkeiten modellieren konnen. 
Das Problem bei neuronalen Netzen besteht darin, dass sie recht schnell zu komplex und somit 
unhandlich werden, wenn man die Anzahl der Einflussfaktoren erhoht. Vor a llem Multil ayer-
Netzwerke sind auGerst schwer zu trainieren aufgrund der groGen Menge der lokalen Minima 
und des hohen Dimensionsgrades des Gewichtungsraumes [RN03]. AuGerdem verh ii lt sich e in 
neuronales Netz wie e ine "Black Box", d . h. man g ibt Daten vor und erh ii lt e in Ergebnis. Aber 
die Regeln, Abhiingigkeiten und Zusammenhiinge, die zum Ergebnis fuhrten, bleiben dem 
Benutzer verborgen und sind somit nicht nachvollziehbar und evaluierbar. 
Zusammenfassend liisst sich also sagen, dass die bisherigen Verfahren die Sortimentsverantwortlichen 
nur bedingt in ihrer Entscheidungsfindung unterstutzen und meistens nur suboptimale Losungen 
vorschlagen konnen, da sie komplexe Abhiingigkeiten und Zusammenhiinge innerhalb der 
Einzelhandelswirtschaft entweder gar nicht oder nicht nachvollziehbar beriicksichtigen konnen. Es ist 
damit nicht einmal moglich, qualitative oder zumindest tendenzielle Vorhersagen fu r Auswirkungen 
bestimmter MaGnahmen zu treffen. Ein Beisp iel fur e inen solchen MaGnahmenkatalog ware: Die 
Anderung des Preises, der Bewerbung und der Platzierung eines Artikels unter der Annahme, dass e in 
Konkurrenzprodukt ins Sortiment aufgenommen wird, die Mitbewerber eben falls den Preis eines 
ahnlichen Artikels iindern, und das Weihnachtsgeschiift vor der Tur steht. 
Die ideale Losung fur diese Problemstellung wiire ein Verfahren, das aile wichti gen Entit iiten der 
Einzelhandelswirtschaft und deren komplexen Abhiingigkeiten exakt modellieren und moglichst 
rea listisch si mulieren kann, unter Berucksiehtigung zahlreicher externer Einflussfaktoren und 
Zusammenhiinge. Auf dieser Basis lieGen sich die Auswirkungen beliebig komplexer 
MaGnahmenkombinationen durch realisti sche Simulation sowohl qualitativ als auch quantitati v 
prognostizieren. Zudem konnten die der Simulation zugrunde liegenden Annahmen uber die externen 
Einflussfaktoren durch deren exakte Modellierung im Vorhinein deutlich besser prognostiziert 
werden. 
Der Schlussel fUr ein solehes Verfahren ist die Modellierung des individuellen Kundenverhaltens. 
BesiiGe man das perfekte Wissen uber das individuelle Verhalten eines einzelnen Kunden, so konnte 
man sei n Verhalten prognostizieren und damit das gesamte Kundenverhalten einer Kette. Man muss 
dabei nicht a ile Kunden simulieren, urn das Verkaufsergebnis einer Kette zu erhalten, sondern es 
genugt die Simulation des Verhaltens einer repriisentativen Menge von individuellen Kunden, urn die 
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Auswirkungen von beliebigen Handlungsvarianten wie Bewerbung, Pre is-, Sortiments- und 
Platzierungsanderungen mit hinreiehender Qualitat vorherzusagen. 
Nattirlieh besitzen wir kein perfektes Wissen uber das Kaufverhalten der Kunden. Aber durch den 
heutigen Einsatz e lektroniseher Verfahren des Geldverkehrs, durch die EinfUhrung von Kundenkarten 
sowie die Benutzung von Data Warehousing und Data Mining sind wir in der Lage, re ichhaltige 
Informationen uber das Kaufverhalten einzelner Kunden und Kundengruppen zu extrahieren, zu 
modellieren und hinreiehend realistiseh zu simulieren. Insbesondere kiinnen wir dieses Wissen mit 
Erkenntni ssen aus dem Marketing, der Statistik sowie der Psyehologie anreichern und somit die 
Qualitat und Bandbreite der Kundensimulation verbessern. 
Unser Ansatz besteht nun darin, eine reprasentative Menge von Kunden e ines Marktes dureh Agenten 
zu modellieren, d. h. jeder einzelne Kunde wird in unserem System dureh ein selbststandiges und 
intelligentes Software-Objekt reprasentiert. Sein Kaufverhalten wird dabei aus realen Daten mit Hilfe 
spezieller Lernverfahren extrahiert und in den Wissensbasen seines Agenten in geeigneten 
Reprasentationsformaten gespeiehert. Zusatzlieh werden bekannte Modelle und Erkenntni sse aus den 
oben genannten Bereichen in unsere Agentenarchitektur e infliel3en. Ebenso modellieren wi .. aile 
wichtigen Entitaten und externen Einflussfaktoren des Marktes a ls einzelne Agenten, die zusammen 
ein Multiagentensyslem bilden. 
Das Multiagentensystem besteht daruber hinaus aus einem exakten Modell e ines realen Supermarktes 
und des sen Umfeld, fUr das man beliebige Szenarien deftnie ren kann, welche den Kundenagenten 
wiihrend e iner Simulation prasentiert werden. Die Kundenagenten bewerten dabei die Szenarien 
aufgrund ihrer indi vidue llen Verhaltensmuster und fUhren virluelle Einkiiuj"e dureh. Anhand dieser 
simulierten Einkaufe auf Basis realer Daten kiinnen nun die Auswirkungen belieb iger Kombinationen 
von Veranderungen simuliert , evaluiert und verglichen werden. 
Durch die emergenten ' Eigenschaften dieses gesamten Multiagentensystems hoffen wir eine neue 
Prognosegute erreichen zu konnen. 
Zur Beschaffung realer Marktdaten sowie zur Evaluation un seres Systems wurde eine Partnersehatl 
mit den drei Handelsunternehmen leglll, dm-Markt und Globus (St. Wendel) geschlossen. Dabei 




• Informationen uber Werbemal3nahmen, 
• Platzierungsdaten, 
• Artikelinformationenl-stammdaten 
• und Konkurrenzdaten. 
Daruber hinaus sind wir in der Lage, die von den Sortimentsverantwortlichen gesammelten 
Erfahrungen in unser System einflieSen zu lassen. Auf diese Weise ist es miiglich, a ile 
Forschungsergebnisse direkt auf reale Marktdaten unter reali stischen Bedingungen anzuwenden. Dies 
stellt sieher, dass die en!worfenen Konzepte nicht nur auf ausgewahlten Beispielen funktionieren , 
sondern sich auch in der Praxis bewahren. Ein wei teres Projektziel ist es deshalb, die SimMarket 
Simulationssoftware als Prototyp in den Markten der beteiligten Handelsunte rnehmen e inzusetzen und 
dort unter realen Bedingungen zu testen und zu evaluieren. 
1 "Die Eigenschaft cines Systems ist emergent, wenn man bei def Beschreibung aller Eigenschaften def 
Einzelteile (Konstituenten) des Systems auf diese Eigenschaft verzichten kann." - W. Kinnebrock ( 1996) 
Be ispiel: Ein c inzelnes Molekiil kann keine Temperatur bes itzen. Temperatur ist nur messbar, wenn viele 
Molekii le vorhanden sind. Temperatur ist daher cine emergente Eigcnschaft. 
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2 Verwandte Arbeiten 
Bei SimMarket handelt es sich urn e in interdiszipliniires Projekt, insofern als viele Aspekte und 
Erkenntni sse aus unterschiedlichen wissenschaftlichen Fachgebieten Einfluss auf die projektbezogene 
Forschung und Entwicklung haben. 
In erster Linie sind fUr SimMarket Verfahren und Techniken der Informatik relevant und dabei vor 
allem die Modellierungsmethoden und Lernalgorithmen aus dem Bereich der Kilnstlichen Intelligenz. 
AuBerdem werden Ergebn isse und Techniken aus den Bereichen InJormation Retrieval, Datenbanken, 
Data Mining und Software Engineering verwendet. 
Neben diesen IT-Disziplinen nieBen Modelle iiber das Verhalten von Konsumenten aus den Bereichen 
Marketing sowie Psychologie in unsere Architektur, Modellierung und Simulation ei n. 
Zur Eva luation der Simulations- und Prognosegiite werden wir unseren Ansatz mit klassischen 
Prognoseverfahren - wie zum Beispiel der Regressionsanalyse - aus den Bereichen Stochastik, Statistik 
und Marketing vergleichen. 
1m Foigenden beschreiben wir die wichtigsten Arbeiten aus den eben genannten Bereichen Kiinstliche 
Intelligenz, Marketing und Psychologie, die iihnliche Ansiitze wie SimMarket verfo lgen. 
Agentenbas iel1e Kundenmodellierung wird im COl/sumat-Ansatz von W. Jager [JagOO] und im 
SIMSEG Proj ekt [BMaOI] der Wirtschaftsuniversi tiit Wien verwendet. 
Das COl/sumat-Modell ist eine multiagentenbasierte Umsetzung e ines psychologischen Metamodells, 
das auf verschiedenen zum Verstandnis des Konsumentenverhaltens relevanten Theorien basiert . 
Wander Jager entwickelte das COl/sumat-Modell im Rahmen seiner Di ssertation "Modelling 
Consumer Behaviour" [JagOO] und evaluierte es anhand verschiedener Konsumentenbereiche. Er 
iibertragt III dieser Arbeit ein psychologisches Konsumentenmodell III elll berechenbares 
Multiagentenmodell. Die Motivat ionsfaktoren des Verhaltens der Konsumenten beruhen auf den 
verfUgbaren Konsummoglidtkeiten, ihren Fiihigkeiten, Bediirfnissen, ihrer Zufriedenheit sowie ihre r 
Unsicherheit. Diese Faktoren bestimmen welche kognitiven Prozesse im Konsumenten ablaufen. Falls 
ei n Konsument unzufrieden ist, wird er durchfUhrbare Konsummoglichkeiten suchen, um e ine 
zufriedenste llende Situation zu erreichen. Wenn er unzufrieden aber immer noch unsicher ist, wird er 
soziale Vergleiche anstellen und verschiedene Moglichkeiten zur Nachahmung anderer Konsumenten 
betrachten. Wenn der Konsument zufrieden und sicher ist, wird er einfach sein bisheriges Verhalten 
wiederholen. Hiiufige Wiederholungen bilden die kogniti ve Basis von gewohntem Verhalten. Letztlich 
wird jemand, der zufrieden aber unsicher ist, einfach das Verhalten anderer imitieren, die dieselben 
Moglichkeiten haben. Dieses konzeptuelle Modell wurde in e in Multiagentenmodell transformiert, in 
welchem jeder Konsument durch e inen Consumat-Agenten repriisentiert wird . Dieses Modell 
abstrahiert sehr stark von realen Kaufakten, es fehlt jedoch eine Abbildung von dem abstrakten Modell 
auf ei nen realen Markt. Man benotigt e inen Mechanismus, der aus realen Kunden- und Artikeldaten 
automatis iert e in berechenbares Modell generiert. Die Modellierung der sehr komplexen Consumat-
Agenten ist nur sehr aufwendig manuell durchfUhrbar. 
Bei dem SIMSEG Projekt [BMaOI] handelt es sich um ei ne Simulationsumgebung fUr die Analyse von 
Marktsegmentierungen und Positionierungsstrategien. 1m Gegensatz zum Consumat-A nsatz setzt 
SIMSEG auf ei n wahrnehmungsbasiertes Kundenmodell. Jede Marke wird durch e llle 
Wahrnehmungsklasse reprasentiert, die die Eigenschaften dieser Marke beschreibt. Beispielsweise 
unterscheidet man bei Bier drei Wahrnehmungsdimensionen mit jeweil s vIer 
Wahrnehmungsindikatoren: 
• Intensitat des Geschmacks (stark, schmackhaft , wiirzig, schwer), 
• Leichtigkeit (niedriger Alkoholgehalt, wenig Kalorien, erfri schend, le icht), 
• Lifestyle (cool, jung, , in ', dynamisch). 
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Ein Kunde wird eben fall s dureh ein Wahrnehmungsprofil modelliert, das seine Konsumpriiferenzen 
abbildet. Diese Profile ennogliehen die Segmentierung der Kunden in verseh iedene Kundengruppen, 
die dann fUr eine gezielte Simulation genutzt werden konnen. Dazu wird fUr e ine oder mehrere 
Marken eine Wahrnehmungsklasse angelegt bzw. fUr bereits vorhandene Marken geiindert und 
anseh liellend den modellierten Kunden In einer Simulation priisentiert. Zuvor defini erte 
Positionierungsstrategien konnen so auf Erfolg getestet werden. SIMSEG basiert eben fall s auf e inem 
sehr abstrakten Modell , das aufwendig manuell erstellt werden muss. Es geht bei diesem Projekt in 
erster Linie nieht darum einen realen Supermarkt zu simulieren, also z. B. genaue 
Abverkaufsprognosen zu erstellen, sondern man moehte vie lmehr die Auswirkungen von Image- bzw. 
Wahrnehmungsiinderungen auf das Kundenverhalten auf Markenebene bestimmen. 
Neben diesen direkt verwandten Proj ekten stellen wir nun kurz einen eigenen Betrag zum 
internationalen RoboCup Rescue Projekt vor, In dem wir Erfah rungen mit elgenen 
Mu ltiagentenplattformen und der Entwieklung einer komplexen Simulationsllmgebung sammeln 
konnten, die wir nun in SimMarket verwenden wollen. 
Das RohoCup Rescue Projekt ist ei ne Anwendung bei der es um die Simulation von Rettungskrii ft en 
in Katastrophenszenarien geht. Agentenbasierte Rettung in grollfliiehigen Katastrophengebieten ist 
eine neue - vor allem von japanisehen Forschungsteams propagierte - Forschungsdomiine mr 
Multiagentensysteme in Bezug auf Teamarbeit, komplexe Planullg und Logistik unter realen 
Bedingungen. Typische Szenarien bestehen aus e iner grollen Anzahl von Agenten, wie z. B. Zivilisten, 
Feuerwehrleuten, Polizisten und Rettungssanitiitern, welehe auf ein grollfliiehiges stiidti sehes Gebiet 
verteilt sind, ubersiit mit zerstorten Gebiiuden und Strassen, unterbroehenen Wasser- und 
Stromleitungen, unzahligen Branden und einer unbekannten Zahl von Opfern. Diese Domane bietet 
interessante Ressoureen-Management-Probleme, verursacht unter anderem dureh Zeitknappheit, 
Gesundheitszustand der Zivi listen , Hilfsmittelknappheit sowie Energiemangel oder die besehrankte 
Kapazitiit von Feuerlosehmitteln. 1m Jahr 1999 sehlugen H. Kitano und andere die agentenbasierte 
Rettung a ls zweite Domane der bekannten RoboCup Aktivitaten (Roboterfullball) vor, um Forschung 
und Softwareentwieklung auf die Suehe und Rettung von Katastrophenopfern zu len ken (RoboCup 
Rescue). 
Innerhalb des DFKI Projektes CoMMA-COGS unterstutzten wir die RoboCup Rescue Aktivitiiten 
durch die Entwick lung einer Simulationsumgebung [SehO 11, des ReseueBots Simulator Systems, und 
erweiterten diese erfolgreieh durch unsere hybride Agentenarehitektur InteRRaP zur Modellierung von 
autonomen Rettungsteams [StaO I]. Fur die Modellierung der Agenten wurden holonisehe Agelltell 
[GSV99] verwendet, d .h. Agenten, die Teile ihrer Autonomie aufgeben konnen, um sieh zu einem 
,Superagenten ' zu verbinden, e inem so genannten Holollen. Dieser agiert von aullen betrachtet wieder 
wie ein e inzelner Agent. Diese Art der Modellierung erhoht die Robustheit in Bezug auf 
interne/externe Ei nflusse und Fehler, sie erhoht die Effizienz der Ressoureennutzung und verbessert 
die Anpassungsfahigkeit des Multiagentensystems. Diese Erfahrungen wo llen wir in den Entwurf 
unserer SimMarket Arehitektur und in den dazugehorigen Simulat ionsablaur e inbri ngen. 
Da das Gebiet der Kundenmodellierung vie le Paralle len zur Benlllzermodellierullg aufweist, lohnt es 
sieh, e inen Bl ick auf diesen Forsehungsbereieh der Kunstliehen Intelligenz zu werfen. Eine 
Benutzermodellierung wird in personali sierten und adaptiven Dialog- und Lernsystemen verwendet. 
Diese Systeme mussen in der Lage sein, ein Benutzermodell aus dem Verhalten des Systembenutzers 
zu extrahieren, urn sieh spater seinen individuellen Bedurfnissen anpassen zu konnen . So sollte ei n 
Lernprogramm beispielsweise auf den Fortsehritt eines Studenten reagieren, indem es sieh der 
individuell en Lerngesehwindigkeit und Begabung anpasst. Dazu ist es notwendig, den Benutzer dureh 
e in mogliehst deta illiertes Modell im System zu repriisentieren, dass aus den Daten, die der Benlltzer 
bei der Verwendung des Programms erzeugt, gele rnt und durch neue Daten aktuali siert werden kann. 
Eine gute Einftihrung zum Thema Benutzermodellierung und adaptive Systeme findet sieh unter 
[JamOI] und [Jam02]. Ein ausfUhrlieh besehriebenes Fallbeispiel findet man bei Schiifer [SAlO98]. 
Schafer nutzt dynami sehe Bayes 'sehe Netze als Modellierungskomponente, um die lO igensehaften des 
Benutzers wiihrend der Verwendung des Dialogsystems zu reprasentieren. Bayes'sehe Netze haben 
sich in der Vergangenheit bei der Benutzermodellierung bewiihrt, insbesondere wenn es sieh darum 
handelt, Unsieherheiten zu repriisentieren und unter Unsieherheit Seh lusse zu ziehen (siehe [Pea88], 
[JenO I] und [CDS99]). 
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Die erstellten Prognosen des SimMarket Systems mussen mit den Ergebnissen herkommlicher 
Verfahren verglichen werden. Beispie le fiir solche Verfahren sind die Regressionsanalyse und die 
Prognose mit Hille neuronaler Netze. Thiesing zeigt in seiner Arbeit [Thi98], dass neuronale Netze fiir 
die Anal yse und Prognose von Zeitreihen sehr gut geeignet und der Regressionsanalyse in vie len 
Fa llen uberiegen sind. Sein Buch [Thi98] gibt eine gute Einfiihrung in die Themen neuronale Netze 
und Regressionsanalyse. In Kapite l II demonstriert Thiesing die Verwendung von neuronalen Netzen 
fUr die Abverkaufsprognose in Supermarkten (tegut) und vergle icht die Ergebnisse mit ,naiven' 
Prognosemethoden. 
Des Weiteren bi etet der Marketing-Forschungsbereich ,Kullsumentenverhallen ' eine Vielzahl an 
Infonnationen, d ie fUr die Modellierung der Kundenagenten genutzt werden konnen. Das 
deutschsprachige Standardwerk ist Kroeber-Riel und Weinberg [KRW99] (7. Aunage) . Wir mochten 
daraus die fiir SimMarket relevanten Aspekte zusammen mit Modellen der Psychologie direkt in di e 
M odellierung und die Simulation unserer Kundenagenten einfliefien lassen. 
3 SimMarket Architektur 
Das Ziel des SimM arket Systems besteht darin, aile re levanten Elemente, Beziehungen und 
Einnussfaktoren im Bereich des Einzelhandels - bezogen auf e ine Supermarktliliale - moglichst exakt 
zu modellieren. Dabei ste llt die Komplexitat der zugrunde liegenden Domane extreme Anforderungen 
an die Architektur e ines solchen Systems, das in der Lage sein muss, sehr vie le verschiedene 
Einheiten und deren Relationen detailliert zu modellie ren und anschlieBend reali stisch zu simulieren. 
Wir wollen fUr das SimMarket Proj ekt e in Multiagentensystem (MAS) verwenden, in dem es 
einzelnen Agenten eriaubt ist, zur gle ichen Zeit verschiedenen spezie llen Agentengruppen, den 
Holonen [GSV99], anzugehoren und zudem selbst als Hol on e ine Gruppe untergeordneter Agenten zu 
reprasentieren. Daruber hinaus soli das MAS mit e iner komplexen Datenbank (Data Warehouse' ) 
gekoppelt werden. 
Abbildung 2 zeigt das geplante dem SimMarket System zugrundeliegende Multiagentensystem, wobei 
jede Einheit als e inzelner autonomer Agent modelliert wird. 
Die Supermarktfilia le wird durch einen Supermarktagenten modelliert, der neben detaillierten 
allgemeinen Informati onen insbesondere aile Arten der in der Filia le durchge fiihrten Aktionen 
speichert und verwaltet, wie z. B. Preis-, Sortiments- und Platzierungsanderungen, WerbemaBnahmen, 
Sonderaktionen usw., sowie aile wichtigen Kennzahlen und Informationen uber Artikelabverkaufe, 
Umsatz, Gewinn , Kosten, Lagerhaltung, Bondaten etc .. Der Supermarktagent enthalt eben so die 
Menge del' Kundenagenten und die Menge der Artikelagenten. 
Die Kundenagenten reprasentieren jeweils e inen indi vidue llen Kunden mit des sen personlichen 
Verhalten. Sie konnen an hand verschiedener Kriterien zu Gruppen zusammengefass t werden, die als 
Holonen modelliert werden, d. h. ein Holon reprasentiert e ine Gruppe von e inze lnen Kunden ohne 
diesen ihre Individualitat zu nehmen. Insbesondere kann j eder be liebige Kunde Mitglied beli ebig 
vieler verschiedener Gruppen sein. Genauer ermogli cht die holonische Architektur die Modellierung 
aller indi vidue llen Kunden sowie zusatz lich einer beliebig groBen und dynami sch veranderbaren 
Anzahl von Kundengruppierungen, die wiederum ubergeordneten Holonen angehoren konnen. Die 
groBte denkbare Menge, namlich die Menge aller Kunden, wird standardmaBig durch den Meta-
Kzmdenagenlell deliniert . 
Ebenso werden aile einze lnen Artikel durch eigene Artikelagenten reprasentiert , wobei sich di ese zu 
fest delinierten Warengruppen formi eren konnen. Zusatzlich ist es durchaus mog lich, einzelne Artikel 
als Mitglieder verschiedener dynamisch veranderbarer Gruppierungen darzuste llen, z. B. a ls die 
Menge a ll er Oko-Artikel oder aller Eigenmarken-Artikel usw. Aquivalent zum Meta-Kundenagent 
ex istiert hier eben fa ll s e in Reprasentant aller Artikel , der Meta-Artikelagent. 
2 "A Data Warehouse is a subj ect-oriented, integrated, non-volatile, and time variant collection o f data in support 
of managements decisions. " - Bill Inmon (t 996) 
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Abbildung 2: Die Architektur des SimMarket Multiagentensystems 
In spiiteren Versionen wollen wir einzelne Hersteller durch Herste lleragenten modell ieren, die 
hauptsachlich InfomJationen liber aktuelle Produktpaletten, deren Preise und Bewerbungen sowie 
geplante Produktneueinftihrungen zur Verftigung stellen. 
Zusiitzlich sieht unsere Architektur Konkurrenzagenten vor, die relevante konkurrierende 
Supermarktfilialen repriisentieren. In diesen Agenten speichern wir das bekannte Wi ssen liber die 
Konkurrenz, z. B. Artikelpreise, Werbeaktionen, Strategien usw. Ebenso k6nnen dort Verbindungen 
zu einzelnen Kunden- bzw. relevanten Artikelagenten gespeichert werden, fa ll s diese Informationen 
zuganglich sind. 
Externe Einflu ssfaktoren, wie zum Beispiel die a llgemeine Wirtschafts lage, Wetter, l ahreszeit oder 
spezie lle Termine (Weihnachten, Valentinstage, usw.), werden durch die so genannten Umweltagenten 
verwaltet. Diese werden als spezielle InJormationsagenten rea li siert. Sie sollen spater in der Lage sein, 
d ie entsprechenden Informationen wie beispielsweise die aktuellen B6rsenkurse, die momentane 
Inflationsrate oder Wetterlage selbslstandig zu recherchieren und zu verwa lten. Au fgrund ihrer 
Datenbas is so llten sie zudem in der Lage sein, zumindest qualitati ve Prognosen zu erste llen oder diese 
von externen Diensten - wie der Wettervorhersage vom deutschen Wetterdienst - anzufordern und in 
das Gesamtsystem e inflie13en zu lassen. 
4 Modellierung der Agenten 
Nachdem im vorangegangenen Kapilel die allgemeine Multi agentenarchiteklur vorgeste ll t wurde, 
sollen im Fo igenden die verschiedenen Agentenmodelle beschri eben werden. 
14 
4.1 Kundcnagenten 
Die Basis fUr die Vorhersage des Kaufverhaltens durch Kundensimulation sind die individuellen 
Kundenagenten, die wir fUr jeden einzelnen Kunden eines Supermarktes erstellen und durch 
Kundenkartendaten, Umfragen, Daten aus dem elektroni schen Zah lungsverkehr oder Kontakt zum 
Kundenservice va lidieren. 
Abbildung 3 zeigt die all gemeine Architektur eines Kundenagenten , in der wir das anonymisierte 
Wissen speichern, das wir liber den zugehorigen Kunden gewinnen konnen. Diese Informat ion besteht 
neben dem person lichen Kundenprofil, also Angaben liber Geschlecht, Alter, Wohnort, Fami lienstand, 
Einkommen usw., vor allem aus dem kodierten individuellen Kaufverhalten des Kunden. 
Unser derzeit iger Ansatz besteht darin , das Kaufverhalten durch Verhaltellsllelze zu modellieren (s iehe 
Kapitel 4.1.1 ), di e sich gut eignen, um das menschliche Verhalten zu kodieren. 
In der Realitiit wei sen einzelne Kunden jedoch, je nachdem welche Warengruppe man betrachtet, ganz 
unterschiedliches Kaufverhalten auf. Zum Beispiel kann ein Kunde bei Kase markentreu sein , er kauft 
also immer diesel be Marke unabhangig yom Preis, dagegen kauft er stets die billigste Sorte Butter, 
wobei ihm die Marke nicht wichtig ist, d.h. dass das Kaufverhalten eines einzelnen Kunden bei jeder 
Warengruppe eine andere Auspragung besitzt kann 
Aus diesem Grunde erstellen wir derzeit fUr jeden Kunden ein Verhaltensnetz je Warengruppe. Um 
diese groBe Anzahl von Verhaltensnetzen generieren und verwalten zu konnen, haben wir eine 
Software-Bibliothek fUr Verhaltensnetze entwickelt, die eine effi ziente Speicherverwa ltung 
unterstUtzt. Zusiitzlich stellt diese Bibliothek Echtzeitalgorithmen fUr das Erlernen von Netzen aus 
realen Daten sowie Interferenzmechanismen zur Propagierung von Evidenzen zur VerfUgung (siehe 
Kap iteI6.6.). 
~=Ag=e~) ~[ =.Se:::::X ==~) [ Domicile ) [ tncome 
10 ) [ Family Status ) [ Profession ) [ 
Abbildung 3: Architektur der Kundenagenten 
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In einer erweiterten Version moehten wir die Modellierung des Kundenverhaltens weiter verfeinern, 
indem wir mogliehst aIle relevanten Faktoren und Abhangigkeiten beriieksiehtigen, die das 
individuelle Kaufverhalten eines Kunden beeinflussen. 
Dabei betraehten wir das Kaufverhalten als ein Zusammenspiel vieler Einfluss faktoren wle zum 
Beispiel Charaktereigensehaften, Neigungen, Bediirfni sse, Umwelteintliisse und personliehe 
Eigenheiten der Kunden. Jede dieser Eigensehaften tragt ihren Teil zum personliehen VerhaIten bei, 
zum Beispiel Sparsamkeit , Qualitatsbewusstsein, Markentreue, Preissensibilitat, usw. Diese 
Eigensehaften konnen miteinander zusammenhangen, sieh gegenseitig beeintlussen oder sogar 
gegensatzli eh se in . So ist es beispielsweise fUr die Simulation interessant, ob das Qualitatsbewusstsein 
odeI' die Preissensibilitat eines Kunden bei einem bestimmten Angebot iiberwiegt, d. h. ob der Kunde 
sieh dureh einen sehr niedrigen Preis zum Kauf eines minderwertigen Produktes " iiberreden" lasst 
oder nieht. Bildlieh gesproehen streiten sieh die Eigensehaften eines Kunden, wer von ihnen den 
groGten Eintluss auf dessen Entseheidung hat. 
Aus diesem Grunde liegt es nahe, diese Eigensehaften selbst als Agenten zu betraehten, den 
sogenannten Feature-Agents . Jeder Feature-Agent reprasentiert dabei eine einzelne 
Charaktereigensehaft des Kunden, wie zum Beispiel seine Werbe- oder Preissensibilitat. Zusammen 
bilden diese Agenten ein Feature-MAS, wobei einzelne Kundenagenten Holonen sind. Das 
Kaufverhalten des Kunden ist daher vorstellbar als das Ergebnis des Zusammenspiels all er 
Eigenschaftsagenten, eine bekannte Sichtweise, die vor allem von Marvin Minsky als "society of 
mind" propagiert wurde [Min86]. 
Zusammenge fasst besteht unser erweitertes Modell der Kundenagenten also aus dem personlichen 
Profil (personal profile) sowie dem Feature-MAS (siehe Abbildung 4). 
Abbildung 4: Erweiterte Architektur der Kundenagenten mit Eigenschaftsagenten 
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Da einzelne Kunden fUr verschiedene Warengruppen verschiedene Verhaltensweisen zeigen konnen, 
sollte j eder Eigenschaft sagent die konkreten Auspragungen des Kunden fUr j ede dieser relevanten 
Warengruppen kennen. Aus diesem Grunde schlagen wir e ine Warengruppen-Eigenschafts-Malrix 
vor, d. h. aile Eigenschaft sagenten lemen das konkrete individuelle Verhalten des Kunden bezuglich 
der relevanten Warengruppen (siehe Abbildung 5). Das Kaufverhalten fUr eine spezielle Warengruppe 
kann dann simuliert werden, indem man die Eigenschaftsagenten j ewe ils auf Basis ihres 
warengruppenspezifischen Wissens miteinander urn die Gesamtreaktion des Kunden verhandeln liisst. 




Shopping C) Date 2 Price 
nsibitity 
• • 
• • • 
• • • 
Weather 
ensibility 
Shopping C) Date n Price 
nsibility 
Abbildung 5: Warengruppen-Charakteragenten Matrix 
4.1.1 Verhaltensnetze 
Die empiri schen Daten, d.h. die konkreten Auspragungen des indi viduellen Kaufverhaltens haben wir 
in erster Linie aus den Informationen der Kundenkarten, der Fragebogen sowie aus a ll gemeinen 
Erkenntnissen illl Marketing gewonnen und in Verhaltensnetzen reprasentiert . 
Dabei hangt d ie Qualitiit der Kundensimulation und somit der Prognose stark davon ab, wie exakt und 
realistisch man di ese Auspragungen und somit das gesamte Kaufverhalten einze lner Kunden in den 
entsprechendenden Agenten modellieren kann. Die Frage ist nun, wie man das aus Kundendaten (z. B. 
Kundenkarten, Fragebogen) gewonnene individuelle Wissen zusammen mit Marketing-Modellen und 
Statistiken uber das Verhalten von speziellen und allgemeinen Kundengruppen, Erkenntni ssen aus der 
Psychologie sowie den aul3eren Einflussfaktoren in einen Agenten integrieren und fUr eine Simulation 
Ilutzen kann. 
Unser Losungsansatz besteht darin , diese Daten in Form von Regelsystemen zu kodieren, die auf 
bedingten Wahrscheinlichkeiten aufbauen. Urn die Abhiingigkeiten zwi schen Regeln zu 
berucksichtigen, werden sie in e iner speziellen Netzstruktur, den Verhaltensnetzen, gespeichert. Ein 
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Beispiel mr Verhaltensnetze sind die von uns im Foigenden verwendeten Bayes'schen Netze, die im 
Gegensatz zu neuronalen Netzen sehr leserlieh und intuitiv sind. 
Momentan generieren wir mr jeden Kunden und jede mr ihn relevante Warengruppe ein speziell es 
Bayes'sehes Netz, mit Hilfe e ines von uns entwiekelten Software Tools mr Bayes'sehe Netze, das 
dureh Data Mining Verhaltensmuster aus den indi viduellen Kundendaten extrahiert (siehe Abbildung 
6). Ai s Quelle mr diese Daten dienen uns zurzeit anonymisierte Kundenkartendaten und Kassenbons 
der Firma Globus. 
Zusiitzlieh modellieren wir die indi viduellen Abhiingigkeiten einzelner Kunden von externen 
Einfliissen, wie zum Beispiel dem Wetter, der Wirtsehaftslage oder der Jahreszeit in den 
Verhaltensnetzen. 
Die Struktur der Verhaltensnetze ist von Modellen und Konzepten der Psyehologie und des 
Marketings beeinflusst. 
I' Stru'cture Modeling I 
Verification 
Abbildung 6: Generierung der Verhaltcnsnetze 
I' Stru,cture Modelling I 
Evaluation 
In dem erweiterten Ansatz werden wir die Neigungen und Gewohnheiten jedes einzelnen 
Kundenagenten in dessen Eigenschaftsagenten kodieren, d. h. in jedem Feature-Agent befindet sich als 
Wissensbasis e in spezielles Eigensehaftsverhaltensnetz, das die Gewohnheiten des Kunden in Bezug 
auf die jeweilige Eigenschaft simuliert. 
Bayes'sehe Netze 
Bayes'sehe Netze sind ein Wissensrepriisentationsfonnalismus der KI (siehe z. B. RusselfNorvig), den 
wir kurz an einem Beispiel zeigen wo llen. Es stammt von Lauritzen und Spiegel halter aus dem Jahre 
1988 [LSp88] und heiGt Asia. 
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Asia ist e in kleines Bayes' sches Netz, das die Wahrscheinlichkeit berechnet, mit der ein Patient an 
Tuberkulose, Lungenkrebs oder Bronchitis erkrankt ist, auf Basis verschiedener Indikationen, wie zum 
Beispie l, ob der Patient raucht oder sich kli rzlich in Asien aufgehalten hat. 
Kurzatmi gkeit (Dyspnoea) kann eine Foige von Tuberkulose, Lungenkrebs, Bronchitis oder einer 
Kombination dieser Krankheiten sein oder aus anderen Grlinden auftreten. Ein Besuch in Asien erhoht 
das Ri siko von Tuberkulose, wiihrend Rauchen e in bekannter Risikofaktor fUr Lungenkrebs und 
Bronchiti s ist. Das Ergebnis einer einfachen Brustuntersuchung mit Rontgenstrahlung liisst 
normalerweise nicht zwischen Lungenkrebs und Tuberkulose unterscheiden, eben so wenig liisst sich 
das Vorhandense in von Dyspnoea direkt aus dem Rontgenbild diagnostizieren. 
Erfahren wir, dass e in Patient Raucher ist, dann veriindern wir un sere Annahmen bzgl. seines 
Lungenkrebs- und Bronchitisrisikos, lassen jedoch die Annahme bzgl. Tuberkulose unveriindert (d. h., 
dass das Ereigni s ,Tuberkulose ' bei e iner gegebenen leeren Menge von Variablen bedingt unabhiingig 
von , Rauchen' ist) . Angenommen wlr erhalten e1l1 positi ves Ergebnis der 
Rontgenstrahlenuntersuchung (,X- Ray'), dann beeinnusst dies unsere Annahmen bzgl. ,Tuberkulose' 
und ,Lungenkrebs' , aber nicht unsere Annahmen bzgl. ,Bronchitis' (das bedeutet, dass ,Bronchiti s' 
bei gegebener Variable , Raucher ' bedingt unabhiingig von ,X-Ray' ist). Wissen wir a llerdings 
zusiitzlich, dass der Patient an Kurzatmigkeit leidet, dann veriindert das Ergebnis der 
Rontgenstrahlenuntersuchung dennoch unsere Annahmen bezliglich Bronchitis (d. h., dass unter den 
Bedingungen , Raucher' und , Dyspnoea', eine Bronchiti s' nicht bedingt unabhiingig von ,X-Ray' ist). 
Ein Bayes'sches Netz, welches das oben beschriebene Wi ssen modelliert , konnte folgendermaBen 
aussehen: 
Visit to Asia? Smoke ... ? 
Has tuberculosis Has lung cancer Has bronchitis 
Tuberculosis or cancer 
Dyspnoea? 
Positive x-ray? 
Abbildung 7: 8ayes'sches Netz Beispiel "Asia" 
Ein Bayes'sches Netz beschreibt a lso die kausalen und diagnosti schen Zusammenhiinge von 
Ereignissen und Zustiinden. Eine Kante von einem Knoten A zu e inem Knoten B bedeutet, dass B 
bedingt abhiingig von A ist, A also eine direkte Wirkung auf B hat. Umgekehrt kann man aber auch 
sagen, dass die Wahrscheinlichkeit von A um so groBer ist, je hoher die Wahrscheinlichkeit von B ist. 
Vorhandenes Wi ssen liber einen Sachverhalt kann in Form von Evidenzen in das Netz e ingegeben 
werden und mit Hilfe e ines Inferenzalgorithrnus' liber das Netz propagiert werden. Setzt man 
beispie lswei se eine Evidenz bei dem Knoten ,Raucher', kann man die revidierte Wahrscheinlichkeit 
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fiir Lungenkrebs aus dem Netz auslesen. Umgekehrt kann aber auch eine Ev idenz bei dem Knoten 
,Dyspnoea' gesetzt werden, urn die moglichen Grunde fiir Kurzatmigkeit zu erfahren. Es lassen sich 
also sowohl kausale aus auch diagnostische Fragen an das Netz ste llen. 
Formal gesprochen handelt es sich bei e inem Bayes'schen Netz urn einen gerichteten azyklischen 
Graphen (DAG). Die Knoten dieses Graphen reprasentieren Ereignisse (Variablen). Diese bestehen 
aus e iner Menge sich gegenseitig ausschlieBender Zustande. Die gerichteten Kanten des Graphen 
verbinden die Variablen miteinander und modellie ren die Abhangigkeiten der Ereigni sse. Dabei darf 
es im Graphen keinen zykli schen Pfad der Form A, ~> ... ~> A" mit A , ~ A" geben. Jede Variable A 
mit den Eltern B" .. . ,B" ist e ine bedingte Wahrscheinlichkeitstabelle (C PT - Conditional Probability 
Table) PtA I B" ... ,B"} zugeordnet. Die CPT einer Variable A enthalt die Wahrscheinli chkeiten aller 
Zustande von A unter der Bedingung der Zustande der Elternknoten B" ... ,B". 
Sowohl die Struktur eines Netzes als auch die CPTs konnen mit Hilfe von Lernalgorithmell aus ciner 
vorhandcnen Datenmenge generiert werden. Fur das Beispiel aus Abbildung 7 musste eine Tabelle 
vorliegen, in der in jeder Zeile ein Fall von Lungenkrebs, Tuberkulose oder Bronchiti s mit den 
Begleitumstanden beschrieben ist. Beispie l: Lungenkrebs ~ j a, Tuberkulose ~ nein , Bronchiti s ~ nein, 
Asien_Besuch ~ nein, Smoker ~ ja, Positive_X-Ray ~ ja, Dyspnoea ~ ja. Es gibt Algorithmen, die nur 
die Parametrisierung lernen konnen, andere hingegen konnen zusatzlich die Struktur e ines Netzes 
lemen, wie beispielsweise der Structural-EM-Algorithmus [Frie98]. 
Liegt bereits e in gelerntes Netz vor und haben sich neue Krankheitsfall e ergeben, so mussen die neuen 
Informationen in das vorhandene Netz integriert werden. Eine Moglichkeit besteht darin, dass Netz 
aus der gesamten Datenmenge inklusive der neuen Faile erneut lernen zu lassen. Dies kann allerdings 
bei graBen Datenmengen zeitaufwendig sein und nicht immer zum gewunschten Ergebnis fUhren, da 
neue Faile beim Lemen genauso stark gewichtet werden wie a lte Faile. Mit Hilfe der Adaption ist es 
moglich ein vorhandenes Netz so anzupassen, dass die Information der neu auftretenden Fa llen direkt 
in das Netz integriert werden kann. Dabei lasst sich mit e iner sogenannten ,Fading- Tobelle' festlegen, 
wie stark die neue Information gewichtet werden soli , oder anders ausgedruckt, wie schnell altes, im 
Netz kodiertes Wissen ,vergessen' werden kann. 
Wie bere its erwalUlt, lassen s ich im Netz Evidenzen setzen, urn diesem neue Erkenntnisse 
hinzuzufUgen oder urn eine Diagnose zu erstellen. Das Setzen einer Evidenz bedeutet, dass die 
Wahrscheinlichkeit e ines Zustandes einer Variable auf 100% gesetzt wird und dass diese Information 
mittels e ines Inferenzalgorithmus' uber das Netz propagiert wird. 
Mit e iner Erweiterung des Bayes ' schen Netzes um Likelihoods ist es zudem moglich, fur eine Variable 
e ine differenzierte Wahrscheinlichkeitsverteilung anzugeben. Das bedeutet, dass nicht ein Zustand au f 
100% gesetzt wird, sondern dass aile Zustiinde einer Variable jeweils e ine fTei defini erbare 
Wahrscheinlichkeit zugewiesen bekommen, deren Summe 100% ergeben muss. Dies ist jedoch bei 
e inem cinfachen Bayes'schen Netz nicht mog lich. In unsere Softwarebibliothek fUr Bayes'sche Netze 
werden entsprechende Algorithmen integriert werden. 
Das Cillstern von Kunden in Kundengruppen kann auf der Basis e iner Vielzahl von Faktorcn erfolgen. 
Kunden konnen sowohl nach forme lien Kriterien wie Alter, Umsatz oder Einkaufs haufigkcit gruppiert 
werden, a ls auch nach ihrem individuell en in den Verhaltensnetzen kodierten Einkaufsverhalten. 
Bayes'sche Netze konnen mit entsprechenden Algorithmen fUr Klassijizierllllgsoll(gobell und 
C/IIsterungell verwendet werden. Kunden, deren Verhaltensnetz e ine ahnlich Struktur und eine 
ahnliche Parametrisierung aufweisen, konnen mit Hilfe von Clusteralgorithmen ge funden und zu 
Gruppen zusammengefasst werden. Es hat sich im Laufe der letzten zehn Jahre gezeigt, dass sich 
Bayes'sche Netze fUr solehe Aufgaben besonders gut eignen. Zum Beispiel belegte e in Bayes'scher 




Die Kunden eines Supermarktes lassen sich anhand verschiedener Kriterien und AhnlichkeitsmaBe zu 
verschiedenen Gruppen zusammenfassen. 1m Marketing sowie in der Psychologie sind Konzepte und 
Modelle zur Klassifikationen von Kunden bekannt, z. B. die Sinus-Milieus von Sinus Sociovision oder 
die Euro-Socio-Styles von CCNEuropanel. 
Urn komplexe Gruppenbildungen zu unterstiitzen, kiinnen aile Kundenagenten innerhalb unserer 
Architektur Mitglieder einer oder mehrerer iibergeordneter Kundengruppen sein (siehe Abbildung 8). 
Kundengruppenagenten werden als holonische Agenten realisiert, die eine Gruppe von Kunden 
repriisentieren. Innerhalb der Kundengruppenagenten soli es miiglich sein, das Kaufverhalten der 
zugehiirigen Kundengruppen sowohl durch individuelle Simulation aller Gruppenmitglieder, also der 
einzelnen Kundenagenten, als auch durch die Simulation des durchschnittlichen Gruppenverhaltens 
durchzufiihren. 
Kundengruppen konnen iiuflerst variabel, anhand verschiedenster Kriterien und AhnlichkeitsmaBe, 
sowohl statisch als auch dynamisch zur Laufzeit gebildet werden. Dabei konnen Gemeinsamkeiten im 
person lichen Profil (z. B. gleiche Altersgruppe, Wohnort, Geschlecht etc.) oder iihnliche 
Verhaltensmuster (vergleichbare Warenkorbe, Interesse an bestimmten Produkten, iihnliche spezielle 
Auspriigungen wie Werbesensibilitiit usw.) sowie Kombinationen davon zur Bestimmung der 
Gruppenzugehorigkeit benutzt werden, z. B. gleiche Produktinteressen, iihnliches Kaufverhalten in 
Bezug aufbestimmte Warengruppen sowie gleiche Einkommensklasse (siehe Abbildung 8). 
Die Bestimmung der Gruppenzugehorigkeit nach iihnlichen Verhaltensmustern konnen wir durch den 
Vergleich der Verhaltensnetze durchfiihren. Zusiitzlich konnen wir Ahnlichkeiten von Kunden an hand 
der von ihnen gekauften Warenkorbe durch Vergleich ihrer Daten berechnen. 
Sollte es moglich sein, Kundengruppen prototypische Warenkorbe zuzuordnen, konnte man durch 
Clusterung der Kassenbondaten die Verteilung der konkret im Supermarkt vorkommenden 
Kundengruppen bestimmen und dam it die Gewichtung der Simulationsergebnisse von 





AbhihJung 8: Holonischc Archit cktur dcr KUlldengruppcnagcllt en 
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4.2 Artikelagenten 
In der SimMarket Arehitektur werden samtliehe Artikel eines Supermarktes eben so wie die Kunden 
als ei nzelne Artikelagenten modelliert. Dadureh ergeben sieh eine Vielzahl von neuen Mogliehkeiten, 
die mit Kundenagenten allein nieht oder nur schwer realisierbar waren. Wie bereits erwahnt, bedarf es 
einer reprasentati ven Menge von Kundenagenten, um eine realistisehe Modellierung des 
Kaufverhaltens zu erhalten. Leider si nd die Daten der Einzelhandler uber ihre Kunden meist 
unvollstandig und fehlerhaft. Selbst solche Daten, die mit Hilfe einer Kundenkarte gesammelt wurden, 
wei sen Lucken auf. Davon abgesehen, haben liingst nieht aile Einzelhiindler eine solche Kundenkarte 
eingefUhrt. Dagegen haben die meisten Handler genaue Aufzeiehnungen uber aile im Markt 
generierten Transaktionen , d ie a llerdings keinen individuellen Kunden zugeordnet werden konnen. 
Diese Daten konnen aber im Naehhinein den einzelnen Artikeln zugeordnet werden. Daraus ergibt 
sieh eine genaue Abverkaufshistorie fUr jeden Artikel. Diese Hi storie stellt naturlieh, eben so das 
durehsehnittliehe Kaufverhalten der Kunden dar, die diesen Artikel in der Vergangenheit gekauft 
haben. Modelliert man also dieses Kaufverhalten fUr jeden Art ikel, so erhalt man ein Model des 
globa len Kundenkaufverhaltens des modellierten Supermarktes. Dieses Wissen wird fUr j eden Artikel 
aus den Transaktionsdaten extrahiert und in die Wissensbasen der Artikelagenten kodiert. Die 
Artikelagenten konnen dieses Wissen nutzen, urn - wie die Kundenagenten - Prognosen zu generieren. 
1m Gegensatz zu dem aussehlieBliehen Kundenansatz ist die Modell ierung von Artikeln als Agenten 
bei jedem Handler mit einer expliziten Abverkaufshistorie moglieh. 
Ziel der Artike lagenten ist es die Simulation der Kundenagenten zu prazis ieren und neue 
Funktionalitaten zu ermogliehen. Jeder Kundenagent hat wahrend einer Simulation die Fahigkeit mit 
den Artikelagenten zu kommunizieren, urn das Wissen und die Prognosen der Artikelagenten zur 
Verfeinerung der eigenen Prognosen zu verwenden. Umgekehrt kann ein Artikelagent eben so das 
Wissen der Kundenagenten nutzen, urn seine Prognose zu verbessern. 
Ein weiterer wiehtiger Aspekt der Artikelmodellierung ist die Fiih igkeit der Art ikelagenten sieh selbst 
zu optimieren: Ein naiver Ansatz konnte darin bestehen, aile denkbaren Szenarien zu generieren und 
diese unter Verwendung des Kundensimulationssystems zu evaluieren. Auf Grund der enormen GroBe 
und Vielfalt der Sortimente modemer Supermarkte und der daraus resultierenden Komplexitat der 
Problemstellung erseheint dieser Ansatz allerdings nieht sehr erfolgverspreehend. Dureh die 
Verwendung des Art ikelmultiagentensystems lasst sieh dieses Problem jedoeh dezentralisiert losen: 
Jeder Artikelagent kann se ine eigene Situation unter Berueksiehtigung seiner Abhangigkeiten von 
anderen Artikeln optimieren. Dureh Verhandlungen zwischen den Artikelagenten konnte somit 
potenziell ein opt imaler Vorsehlag fUr ein Szenario generiert werden. Dieses Szenario konnte dann mit 
Hilfe des Kundensimulationssystems getestet und bewertet werden. 
Bei Betraehtung der traditionellen Prognoseverfahren fallt auf, dass aile Verfahren aussehlieBlieh 
artikelorientiert arbeiten. Beispielsweise ermitteln (fast) aile automatisehen Dispositionssysteme die 
Naehbestellmenge anhand der historisehen Abverkaufszahlen der e inzelnen Artikel. Die verwendeten 
Prognoseverfahren sind haufig sehr einfaeh und berueksiehtigen keine oder nur wenige 
Einflussfaktoren. 
Abbildung 9 zeigt die Arehitektur der Artikelagenten. Diese besteht wie im Faile der Kundenagenten 
aus den artikelbezogenen Profildaten z. B. Artikelnummem, Herstellerkennung und Artike ltext, und 
aus einem Abhiingigkeitsnetz, we lches das globale art ikelbezogene Kundenkaufverhalten fUr diesen 
Artikel modelliert. Die Modellierung der Artikel mit Hilfe von Abhangigkeitsnetzen ermoglieht es, 
aile denkbaren Einfluss faktoren und Artikeldaten miteinander in Relation zu setzen. Die 
prognosti zierte Abverkaufsmenge beispielsweise ergibt 




aus den vergangenen 
Promotionen und der 
Die Modellierung der Artikel a ls Agenten ist aueh aus anderen Gesiehtspunkten interessan!: Jeder 
Artikelagent kann autollom uber seine jetzige Situation einen Inferenzmeehanismus anstoBen und den 
Sortimentsgestalter bei Abweiehung von zuvor definierten Sehwellenwerten ,proaktiv' auf Probleme 
aufmerksam maehen. Sollte beispielsweise ein Artikel nur noeh einen geringen Bestand aufweisen, 
aber ein hoher Bedarf an diesem Artikel prognostiziert werden, dann kann der entspreehende 
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Artikelagent den Sort imentsverantwortliehen darauf hinweisen oder sieh selbst in ausreiehender 
Menge naehbestellen. Ein Artikelagent besitzt a ile verftigbaren Informationen uber sieh, se ine 
Abhiingigkeiten und Auswirkungen auf andere Artikel und Warengruppen, sowle seme 
Besehaffungsmogliehkeiten. In den Artikelverhaltensnetzen werden also nicht nur die Abhiingigkeiten 
zwischen offensichtliehen Ei nflussfaktoren modelliert, sondem auch Abhiingigkeiten zwischen 
Art ikeln . Diese Informationen werden au!onom von den Agenten beschafft und aktualisiert. Dazu 
haben die Agenten Zugriff auf eine Vielzahl von Datenbanken, aus denen sie das Wissen mittels Data 
Mining und anderen Lernverfahren extrahieren konnen. Weitere Informationsquellen sind 
Informationsagenten , die benotigtes Wissen, beispielsweise im Internet, sammeln und bereitstellen, 
zum Beispiel die Wetterprognose fUr die niiehste Woche, Verkaufspromotionen der Konkurrenz, 
Durchscimittspreise etc. 
Ein Beisp iel: Wird Produkt X niichste Wochen beworben, dann weiB man in der Regel nieht, ob 
andere aber iihnliche Produkte dadurch eben falls besser verkauft werden, (da der Fokus der Kunden 
sich verstiirkt auf diese Warengruppe richtet) oder, ob sieh nur der beworbene Artikel besser verkauft 
und aile iihnlichen Art ikel sieh sch lechter verkaufen, (weil aile Kunden nur noch das beworbene 
Produkt kaufen). 
Da solche Abhiingigkeiten hauptsiiehlieh auf Warengruppenebene zu finden sind, modellieren wir aile 
Miniwarengruppen - das sind Warengruppen auf der untersten Hierarchieebene - eben falls als Agenten 
mit warengruppenspezifischen Abhiingigkeitsnetzen. 
Abbildung 9: Architektur der Artikelagenten 
4.2.1 Warengruppenagenten 
Abbildung 10: Architektur der 
VVarengruppenagenten 
Auf die gleiche Weise wie man Kundenagenten zu Kundengruppenagenten zusammenfassen kann, 
konnen wir aueh Artikelagenten in Gruppen auftei len. Artikelagenten konnen nach verschiedenen 
Kriterien dynamisch geclustert oder statisch definiert dureh einen Warengruppenagenten repriisentiert 
werden. Fur jede Supermarktfi liale wird die interne Warengruppenhierarehie mit Hilfe der 
Warengruppenagenten naehgebildet. Wobei e in Warengruppenagent rekursiv aueh aus anderen 
Warengruppenagenten bestehen kann. 
Die Warengruppenagenten werden genu!zt, urn Weehselwirkungen zwischen Artikeln zu modellieren . 
Dazu konnen Artikel, die in irgendeiner Weise abhiingig von einander sind, zu einem 
Warengruppenagenten zusammengefasst werden. 
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Fiir die Prognose sind die Warengruppenagenten auf der Miniwarengruppenebene l am 
interessantesten , da anzunehmen ist, dass auf dieser Ebene die groOten Wechselwirkungen zwischen 
den Artikeln herrschen. Ein gutes Beispiel fUr e ine solche Wechselwirkung ist die Ei nfUhrung der 
Marke ,Pringles'. Das massive Werbeaufgebot fUr diese neue Kartoffelehipsorte fUhrte dazu, dass der 
Umsatz der gesamten Warengruppe ,Kartoffe lehips' sehr stark angestiegen ist. In anderen Fiillen fUhrt 
die Bewerbung eines Artikels zu einer erhohten Kauffrequenz dieses Artikels und zu e iner 
Verringerung des Absatzes der anderen Artikel derselben Warengruppe. Um solehe 
Wechselwirkungen der Mitglieder einer Warengruppe modellieren zu konnen, ist ein holonischer 
Zusammenschluss der einzelnen Artikelagenten niitzlich. Die Wissensbasen der einzelnen 
Artikelagenten oder Gruppenagenten werden zu einer neuen Wi ssensbasis verschmolzen (siehe 
Abbildung 10). Das bedeutet, dass die Abhiingigkeitsnetze der Agenten zu einem iibergeordneten 
Abhangigkeitsnetz zusammengeschlossen werden und die Wechse lwirkungen zwischen den 
Artikelagenten e iner Gruppe in dieses Netz kodiert werden. Foiglich ellthalt ein Gruppellagellt ill1l11er 
mehr Inji:Jrmalionen als die Summe der Einzelagenten. Bci einer Prognose werden somit nieht nur 
externe Einfluss faktoren wie Wetter und Konkurrenzdaten beriicksichtigt, sondern auch die 
marktinternen Abhiing igkeiten der Artikel untereinande r. Abbildung II auf Seite 27 zeigt den 
SimMarket Simulationsprozess mit allen potenziellen Einflussfaktoren. 
4.3 Konkurrenz-, Hersteller- und Umweltagenten 
Fiir die Wettbewerbsrahigkeit e ines Marktes ist die Kenntnis iiber das Verhalten der relevanten 
externen Einflussfaktoren wie Konkurrenz, Hersteller und sonstiger Umwelte infliisse auOerst wichtig. 
Insbesondere ist fUr die e igene optimale Sortimentsgestaltung das Wissen iiber das Verhalten der 
KOllkurrellz von Bedeutung, das heiOt die Sortimentszusammenstellungen, Pre ise, Platzierungen und 
WerbemaOnahmen der Mitbewerber sind oft entscheidend, um auf dieser Basis die richtige 
Sortimentszusammenstellung zu finden . Dabei s ind neben der Bereitstellung von vorhandener 
Information iiber das bishe rige Verhalten der Konkurrenz vor allem moglichst exakte Schiitzungen 
oder besser noch Vorabinformationen liber ihre zukiinftigen MaOnahmen von Interesse. 
Weiterhin benotigt man das Wissen iiber die genauen Produktpaletten und Zukunftspliine der 
Hersteller, sowie Kenntnis liber deren WerbemaOnahmen. Dieses Wissen wird insbesondere dann 
ben6tigt, wcnn man die Einfiihrung von neuen Artikeln in den eigenen Markt simulieren m6chtc. Jedcr 
Hersteller fertigt vor der MarkteinfUhrung sehr umfangreiche Studien und Prognosen tiber seine neuen 




Zie lgruppen werden ausgelotet, 
es werden Testverkaufe in speziellen Testmarkten durchgefUhrt und 
potenzie lle Kunden werden zu den neuen Produkten befragt. 
AuOerdem ist die NeueinfUhrllng eines Artikels mei st mit einer umfangreichen und ausgeklligelten 
Werbekampagne verbunden. Diese Information kann auch in der Simulation genutzt werden, um die 
Ausw irkung auf den e igenen Markt zu ermitteln. 
Zusiitz lich soli ten Information und Annahmen liber externe £ illjliisse wie Wetterdaten, Wirtschaftslage 
(der Region), wichtige Termine wie zum Beispiel WSV, SSV, Feiertage etc. in die Uberiegllngen 
einflieOen. 
Aile genannten Einfluss faktoren werden in SimMarket von entsprechenden Informati onsagenten 







3 In einer Miniwarengruppe s ind Artikel gieichen Typs zusammengefasst z. B. aile Shampoo 2in 1 mit 
integrierter Sptilung oder aile Haarwasser. 
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Diese Informationsagenten legen fortwiihrend wichtige Informationen in einem spezie llen Data 
Warehouse ab, die sie aus unterschiedlichen Datenquellen extrahieren, zum Beispie l aus: 
• Webseitcn, 
• e lektroni schen Werbeblattem (z. B. im PDF-Format), 
• Web Services und 
• Datenbanken. 
1m Idea lfa ll s ind die Informationsagenten in der Lage, selbststandig Prognosen iiber das zukiinftige 
Verhalten der fUr S imulationen relevanten Einfluss faktoren zu berechnen oder zumindest von externen 
Quellen anzufordern, wie zum Beispie l aktuelle Wettervorhersagen aus den Datenbanken des 
Deutschen Wetterdienstes. 
4.4 Ocr Supcrmarktagent 
Der Supermarktagent modelliert den gesamten Supermarkt so we it er fUr e in erfolgreiches Category 
Managemcnt notig ist. In unserer Implementierung entspricht der Supermarktagent genau ei ner Instanz 
der SimM arket Softwarc. 
Wie die Abbildung 2 auf Seite 14 zeigt, verwaltet der Supermarktagent aile Kunden- und 
Art ikelagcnten. Der Supermarktagent ist in der Lage, sowohl die Kunden- als auch die Art ikelagenten 
nach verschiedenen Kriterien zu klassifizieren, zu cJustern und zu gruppieren. Beim Klassifizieren 
werden di e Agenten mit e iner Menge von prototypischen Agenten verglichen und dem iihnlichsten 
Prototypen zugeordnet. Beim Clustem werden a ile Agenten anhand e ines zuvor definierten 
AhnlichkeitsmaBes verglichen und ahnliche Agenten in Gruppen zusammengefasst. Zudem ist es 
moglich die Agenten nach formalen Kriterien - z. B. aile Agenten mit e inem Umsatz groBer X - zu 
Gruppen zusammenzufassen. 
Des Weiteren verwaltet der Supem13rktagent siimtliche Transaktionsdaten, die im Supennarkt erzeugt 
wurden. Die Transaktionsdaten enthalten detaillierte Information dariiber, welche Artikel welcher 
Kunde wann in welcher Menge gekauft hat, a lso u. a. aile generierten Kassenbons. Diese Daten 
werden zur Erzeugung der Kunden- und Artikelagenten genutzt und stell en zusiitz lich e ine 
Verbi ndung zwischen diesen beiden Agententypen her. Die Kassenbondaten konnen selbst wiederum 
in beliebige Gruppen gecJustert werden, urn z. B. die Kassenbons nach Kaufmustern zu gruppieren, 
um die Kundentypverteilung des Marktes herauszu finden. 
AuBerdem werden im Supermarktagent a ile vergangenen, gegenwiirtigen und geplanten Aktionen wie 
WerbemaBnahmen, Pre isanderungen, Artikelein- und -auslistungen verwaltet, lind die Konfigllration 
sow ie die Resultate der Simulationen gespeichert . 
5 Agcntcnbasierte Simulation von Kundcnkaufverhalten 
5.1 Ocr Simulationsprozess 
Die a llgemeine Vorgehensweise zur Entscheidungsfindung besteht darin, dass der 
Sortimentsverantwortliche, ausgehend von der heutigen Situotion , bestimmte Annahmen iiber die 
zukiillft igen externell Eilljhisse macht und daraufhin eine Menge von MojJllohmell lind Aktiollell 
auswiihlt , von denen er iiberzeugt ist, dass sie die zu erre ichenden Unternehmensziele erfUllen werden. 
Das Finden e iner optimalen Menge von MaBnahmen und Aktionen ist das Zie l dieses 
Entscheidungsprozesses, urn die sehr unterschiedlichen Ziele, wie zum Beispie l Gewinnmax imierung, 
Kostenreduzierung und Kundengewinnung moglichst effizient zu erreichen. 
1m SimMarket System wird dieser Prozess mit Hilfe agentenbasierter Simulation modelliert und 
simuliert . Die Simulation und die damit verbundene Entscheidungsfindun g durchlaufen mehrere 
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Schritte, in denen verschiedene Kombinationen von MaBnahmen evaluiert werden. Abbildung II auf 
Seite 27 zeigt den Simulationsprozess des SimMarket Systems auf der Ebene e iner Supermarkt- Filiale, 
d. h. bezliglich a ller Einscheidungsmoglichkeiten eines bestimmten Filial standortes. 
1m ersten Schritt benotigt das System ein Slarlszenario, in dem die Rahmenbedingungen defini ert 
sind, auf deren Basis der erste Simulationsdurchlauf ablaufi. Ein Startszenario besteht aus der 
Beschreibung der heutigen Situation, den Annahmen liber zuklinfiige externe Einfllisse, der Definition 
der Unternehmenszie le sowie den geplanten MaBnahmen und Aktionen. 
Zur Generi erung des Startszenarios wird e in sogenanntes Szenario-Objekt erste llt , in welchem aile 
notigen Simulationsparameter gespeichert werden. Konkret werden hier a ile geplanten internen 
Veranderungen und Aktionen durch spezielle Aklionsobjekle verwaltet. Ebenso werden hier die 
Annahmen der Umweltagenten liber die zuklinfti gen externen Einfllisse zur e igentli chen Simulation 
vorgemerkt. Zusatz lich konnen Angaben liber den Simulationsze itraum und die zu berechnenden 
Kennzahlen zur Eva luation der ErfUllung defini erter Unternehmensziele spezifi ziel1 werden. 
Auf der Basis des Startszenarios wird durch Simulation eine Prognose liber die Auswirkungen der 
geplanten Aktionen erste llt. Aufgrund dieser Prognose werden bestimmte Kennzahlen errechnet mit 
denen die ErfUllung der geplanten Unternehmenszie le liberpriift werden kann. Oblicherweise wird die 
Prognose mitte ls weiterer S imulationsdurchlaufe mit veranderten MaBnahmen und Aktionen 
wiederholt , um aile definierten Szenariovariationen evaluieren zu konnen. Am Ende wahlt man die 
Kombination von MaBnahmen und Aktionen aus, welche die Unternehmenszie le mit hoher 
Wahrscheinlichkeit am besten erfUllen wird. 
Die e igentliche Simulation und Prognose besteht darin, dass man den Kunden- und Kundengruppen 
bzw. den Artike l- und Warengruppenagenten die aktuelle Szenariovariation, a lso zu Beginn das 
Startszenario, prasentiert und sie nach ihren indi viduellen Verhaltensmustern reagieren lasst. Aile 
Agenten reagieren gemaB ihres in den Verhaltens- bzw. Eigenschaftsnetzen kodierten Wi ssens auf die 
im Szenario defini erten MaBnahmen und iiuBeren Einfllisse. 
Zum Vergle ich bzw. zur Optimierung der Auswirkungen potentieller MaBnahmen und Aktionen 
interessieren dabei nur die davon direkt und indirekt betroffenen Miniwarengruppen und deren Artikel 
sowie aile Kunden- und Kundengruppen, die potentie lle Kaufer von Artikeln dieser Warengruppen 
sind. Beispielsweise interessieren bei e iner Pre issenkung eines bestimmten Waschmit1els in erster 
Linie nur die Auswirkungen auf die betro ffene Miniwarengruppe "Waschmitte l" und deren Artikel 
sowie die Reaktionen aller potentiellen Waschmitte lkaufer. Aile defini erten MaBnahmen und Aktionen 
werden unter Berlicksichtigung der externen Einfllisse von den betroffenen Kunden- bzw. 
Artike lagenten bewertet. Auf der Kundenseite bedeutet diese Bewertung, dass aile Kunden fUr jeden 
direkt oder indirekt von den MaBnahmen betroffenen Artikel angeben, wie viele Artikeleinheiten sie 
erwartungsgemaB kau fen werden, bezogen auf den zu simulierenden Zeitraum. Diese Erwartungswerte 
werden dann fU r jeden betroffenen Artikel summiert und zu e iner Kennzahl umgewandelt , welche die 
zu e rwartende Verkaufsmenge des entsprechenden Artikels im Simulationsze itraum ang ibt. 
Die Bewertung se itens der Artikelagenten besteht darin, dass aile direkt oder indirekt von den 
MaBnahmen betroffenen Miniwarengruppenagenten und deren Artikelagenten eben fa lls die zu 
erwartenden Verkaufszahlen fUr den definierten Simulationszeitraum berechnen. Wahrend dieser 
Simulationsphase findet e in reges Zusammenspie l der Kunden- und Artikelagenten statt. Zum einen 
konnen die Kundenagenten miteinander kommunizieren, urn Effekte wie Mund-zu-Mund-Propaganda 
zu simulieren. Zum anderen interagieren die einze lnen Artikelagenten einer Miniwarengruppe 
miteinander, da ihre Verkaufszahlen auch Auswirkungen auf andere AI1ikei haben. Zusatzlich 
kommuni zieren Kundenagenten mit Artikelagenten, um deren spezielles Wi ssen liber das globale 
Kundenverhalten zur Verfeinerung ihrer Bewertung zu nutzen. So konnen Einfllisse wie zum Be ispiel 
Trends beriicksichtigt werden. 
Nachdem aile Agenten auf das Szenario reagiert haben und die Kunden entsprechende virtuelle 
Einkaufe getatigt haben, werden die Reaktionen summiert und zur Berechnung interessanter 
Kennzahlen herangezogen. Das Simulationsergebnis kann dann anhand der Kennzahlen hinsichtlich 
der Erftillung der Unternehmensziele genauestens evaluiert werden, und fUr die Szenarienvariati onen 
liisst sich ein Ranking erstellen. 
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Die Verwendung von Agenten macht eine Evaluation der Simulation moglich. Eine in SimMarket 
implementierbare Erkl iirungskomponente konnte die Ursachen fUr das j eweilige Ergebni s e iner 
Simulat ion graphi sch oder verbal aufze igen. Zum Beispiel lieGe sich schluss fol gern, dass bestimmte 
Preiserhohungen ganz bestimmte pre issensi tive Kundengruppen verii rgern, die dann der Fili ale 
fernble iben und ihre gesamlen Einkiiufe bei der Konkurrenz tiitigen werden. 
Durch die Modellie rung der Kunden als Agenten und Ho lonen sind gezie lte Simulati onen 
ausgewiihlter Kundengruppen moglich, d .h. man kann explizit nur die Auswirkungen auf bestimmte 
Kundengruppen oder einzelne Kunden prognostizieren. Auf dieser Basis kann die gesamte Simulation 
skaliert werden, je nachdem, ob man nur die entscheidenden Kundengruppenagenten oder aile Kunden 














Abbildung 11: SimMarket Simulationsprozess 
5.2 Kundcnsimulation mittels Kundenagenten 
Customer 
Agent 
Den betroffenen Kundengruppen- und e inzelnen Kundenagenten werden im Laufe de .. Simulation a ile 
Szenariovariationen priisentiert , auf die sie aufgrund ihres personlichen Verhaltens reagieren. Die 
Frage ist nun, wie eine rea li stische Simulation des Kaufverhaltens innerhalb der individuellen 
Kundenagenten durchgefUhrt werden kann. 
Unser Ansatz besteht darin , den betroffenen Kundenagenten siimtliche Details des aktue llen Szenarios 
zu priisentieren, insbesondere die geplanten Aktionen sowie die deta illierten Infonnationen uber die 
angenommenen externen Einfltisse. 
Daraufllin werden a ile relevanten Kundenagenten bezuglich aller direkt oder indirekt von den 
MaBnahmen betroffenen Artikeln und Produkten "befragt" . Konkret gibt jeder Kunde fUr jeden dieser 
Artikel an, wie viele Einheiten er erwartungsgemiiB unter Berucksichtigung aller definierten Einflusse 
kaufen wurde. 
27 
Momentan ruhren wir diese "Befragung" mit Hilfe der warengruppenspezifischen Verhaltensnetze 
durch. Dabei konfigurieren wir fijr jede von den definierten MaBnahmen betroITene Warengruppe das 
entsprechende Verhaltensnetz mit den angegebenen Werten rur die spezifizierten Einnlisse. Daraufhin 
berechnen wir rur die Warengruppe, mit Hilfe des Propagierungsalgorithmus des Verhaltensnetzes, 
Erwartungswerte rur die Anzahl der vom Kunden gekauften Artikeleinheiten. Dabei beziehen sich die 
Erwartungswerte allerdings nur auf einfache Artikelbeschreibungen und noch nicht auf konkrete 
Artikel , z. B. konnte uns das Verhaltensnetz prognosti zieren, dass der Kunde ca. fUnf preiswerte 
Artikel einer Warengruppe kaufen wlirde, aber nicht, urn welche Artikel es sich dabei genau handelt. 
Spater wird die Simulation in mehreren Schritten verlaufen. Zunachst geben aile re levanten 
Artikelagenten e ine Beschreibung des von ihnen reprasentierten Artikels auf Basis von Artikel-
Attributen an, wie zum Beispiel: Preiskategorie, aktuelle Bewerbung, Platzierung, Qualitat etc .. Dabei 
decken sich die zur Artikelbeschreibung verwendeten Attribute mit den Attributen, di e wir den 
Eigenschaftsagenten der Kundenagenten zugrunde legen werden. 
1m nachsten Schritt werden die entsprechenden personlichen Eigenschaftsagenten mit der 
Beschreibung der Artikel konfrontiert. Dabei reagieren die relevanten Eigenschaftsagenten erst cinmal 
intern auf jede, der von den Artikelagenten vorgegebenen Artikelbeschreibungen, mit quantifiz ierter 
Zustimmung oder Ablehnung. Danach "verhandeln" die Eigenschaftsagenten mite inander liber die 
Gesamtreaktion des Kunden bezliglich der betroffenen Warengruppe. 
Ais Ergebnis streben wir eine Liste mit detaillierten Beschreibungen der Artikel an, die der Kunde 
erwartungsgemaB kaufen wird. Diese Beschreibungen bestehen aus einer Menge von Attributen , 
welche so prazise sein sollten, dass man anhand dieser Informationen eine Abbildung auf konkrete 
Artikel vornehmen kann. Zusatzlich berechnen wir rur jeden dieser Artikel einen realistischen 
Erwartungswert liber die yom Kunden gekaufte Artikelmenge. 
Wenn man nun die Erwartungswerte der einzelnen Kunden aufsummiert, erhalt man auf diese Weise 
cine quantifizierte globale Vorhersage liber das Verhalten aller Kunden . 
Zusatzlich konnte man virtue lie Kunden in die Simulation mit einbeziehen. Diese Kunden stehen rur 
typische Kundengruppen, die nach Marketing-Klassifikationen eingeteilt werden konnen. Zum 
Beispiel konnen virtuelle Kundentypen fijr junge Familien, Rentner, Studenten usw. eingeruhrt 
werden. Durch Analyse der Kassenbondaten oder Datenerhebungen lieBe sich eine quantifizierte 
Verteilung dieser Kundengruppen rur den jeweiligen Markt bestimmen. Dadurch ware es moglich, die 
Simulationsergebnisse mit der Machtigkeit der Kundengruppen zu gewichten. Wenn das Verhalten 
einer typischen jungen Familie bekannt ist und durch Analyse e ine Schatzung der konkreten Anzahl /I 
der tatsachlich im Markt einkaufenden jungen Familien erstellt wird, so erhalt man liber die 
Multiplikation der quantifizierten Simulationsergebnisse des virtuellen Kundentyps ,Junge Familie" 
mit dieser Zahln, die gemittelte Gesamtreaktion aller jungen Familien. 
5.3 Kundensimulation mittels Artikelagenten 
Bei der auf den Artikelagenten basierenden Kundensimulation werden an hand der definierten 
Szenarioobjekte zunachst aile davon betroITenen Artikelagenten aus der Gesamtmenge der 
Artikelagenten se lektiel1. Abhangig von den Simulationsparametern werden entweder nur die 
se lektierten Artikelagenten oder zusatzlich deren Warengruppenagenten in den Simulationsprozess 
eingebunden. Soli die Simulation die Wechselwirkungen zw ischen den Artikeln berlicksichtigen, so 
muss die Simulation auf der Ebene der Warengruppenagenten stattfinden. Die se lektiel1en 
Artikelagenten werden im ersten Simulationsschritt daraufhin "befragt", wie sich die definierten 
Anderungen auf das Kaufverhalten der potentiellen Kunden auswirkt. Dazu wird jedem Artikelagent 
bzw. jedem Warengruppenagent das definierte Szenarioobjekt zur Bewertung libergeben. 
1m nachsten Schritt verhandeln die Artikelagenten einer Warengruppe miteinander, urn die 
Auswirkungen der Sortimentsanderungen auf Warengruppenebene zu bestimmen. Die Interaktion der 
Agenten kann dabei auf zwei Arten erfolgen: Erstens durch die Verwendung der Abhangigkeitsnetze 
der Warengruppenagenten und zweitens durch direkte Kommunikation der Agenten mite inander. Jeder 
Artikelagent kennt dabei die Artikelagenten, auf die er in irgendeiner Weise einen Einnuss auslibt. 1m 
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Faile der direkten Kommunikation werden diese Artikelagenten kontaktiert, um ihnen die eigenen 
Auswirkungen des Szenarios auf das Kundenkaufverhalten mitzuteilen. Die adjazenten Artikelagenten 
nutzen dann dieses Wissen, um die Auswirkungen auf das Kundenverhalten der eigenen Kunden zu 
ermitteln und di e eigene Prognose zu verbessem. Dabei kann es durchaus vorkommen, dass sich 
Artikel gegenseitig beeinflussen. Das hat zur Folge, dass das "soziale Netz" der Agenten Zyklen 
enthalten kann. Daher ist einer un serer Forschungsschwerpunkte ein Verhandlungsprotokoll zu 
definieren , das sicherstellt , dass die Kommunikation der Agenten nachweislich in akzeptabler Zeit 
tennini ert. 1m Faile der Interaktion auf der Ebene der Abhangigkeitsnetze entfallt dieses Problem, da 
diese keine Zyklen enthalten diirfen und die verwendeten Bayes' schen Netz-A lgorithmen die 
Terminierung sicherste llen. 
Wiihrend der Simulation werden die Abhangigkeitsnetze der Agenten entsprechend den 
Simulationsparametern konfiguriert und diese Anderungen iiber das Netz propagiert. Dabei miissen fUr 
viele Simulationsziele Abfolgen von Netzkonfigurationen generiert werden, die dann nacheinander 
ausgewertet werden. Eine Netzkonfiguration besteht dabei aus einer Fo lge von Evidenzen und 
Likelihoods (Wahrscheinlichkeitsverteilungen), die eine bestimmte Situation beschreiben. Diese 
Ev idenzen und Likelihoods werden im Netz gesetzt und anschlieBend dariiber propagiert. Die 
Ergebni sse werden vom Agent interpretiert und in eine aussagekraftige Kennzahl umgewandelt. Diese 
Kennzahlen werden in der Wissensbasis gespeichert und kiinnen zu einer globalen Kennzahl 
zusammengefasst werden. 
Das Finden der oben genannten Abfolgen von Netzkonfigurationen ist nicht trivial. Es wird besonders 
bei der Beriicksichtigung von Zeit-Constraints interessant und bedarf daher weiterer Forschung. 
Darliber hinaus kennt jeder Art ikel- und Kundenagent seme Kunden und kann seme 
Prognoseergebni sse den entsprechenden Kundenagenten mitteilen. Diese nutzen dann ihrerseits diese 
Informationen, urn die eigenen Prognosen zu optimieren. Durch die Interaktion der Artikel- und 
Warengruppenagenten miteinander und beziiglich der Kundenagenten, entstehen genau die 
emergenten Eigenschaften, die zu einer neuartigen Prognosequalitat fUhren. 
6 Die Simulationsumgebung 
1m fol genden Kapitel wird die technische Umsetzung der theoretischen Konzepte, die in den 
vorangegangenen Kapiteln hergeleitet worden sind, in ein Multiagenten-Simulationstool beschrieben 
und die Funktionalitiiten des Programms dargestellt. 
Wir dokumentieren den Entwicklungsprozess in diesem Kapitel chronologisch, angefangen bei der 
Definition eines Anforderungskataloges fUr die Entwicklungsumgebung, iiber die Umsetzung der 
SimMarket Architektur bis zum aktuellen Stand der Entwicklung. 
6.1 Anfordcrungskatalog 
Nachdem in den vorangegangenen Kapiteln die theoretischen Konzepte von SimMarket erlautert 
wurden, soli nun ein Anforderungskatalog fUr die Entwicklungsumgebung erste llt werden. Diese muss 
sowohl die Anforderungen, die wiihrend der theoretischen Konzeption definiert worden sind erfUlIen , 
als auch allen prakti schen Anspriichen geniigen: 
oDie Anwendung muss verteilt ausfUhrbar sein, d. h. im Ideal fall sollte jedes Objekt auf einem 
beliebigen Rechner abgelegt und von dort transparent wie ein lokales Objekt verwendet 
werden konnen. 
o Multi-threading sollte einfach und performant nutzbar sein. 
oDie Implementierung von Kommunikationsinfrastrukturen zwischen (verteilten) Objekten 
sollte miiglich sein und iiber XML erfolgen . 
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• Die verwendete Programmierspraehe sollte objekt-orientiert se m, um Agenten intuitiv als 
gekapselte Objekte implementieren zu kiinnen. 
• Sicherheit: Da es sieh bei SimMarket um ein Projekt handelt, bei dem wir mit sensiblen Daten 
namhafter Handelsuntemehmen arbeiten, sollte der Zugriff fUr externe Nutzer besehrankt bzw. 
verhindert werden kiinnen. Die Entwieklungsplattform muss den Anspriiehen der Entwieklung 
sieherer Systeme in allen Belangen geniigen. 
Weitere Anforderungen, mei st aus praktischen Gesichtspunkten, sind: 
• Die Unterstiitzung von Webservices, um die Funktionalitat von SimMarket pl attform- und 
systemunabhangig verfUgbar zu machen. 
• Eine gute Anbindung an Datenbonken bzw. Data Warehollses, um auf die n esigen 
Datenmengen der Handelsunternehmen zugreifen zu kiin nen. 
• Die Unterstiitzung mobiler Endgeriite wie z. B. Pocket PCs, um Anwendern e inen mobilen 





Die verwendete Technologie so lite eine hohe Akzeptanz in der Wirtschaft insbesondere bei 
den bete iligten Handelsunternehmen haben, da die SimMarket Software in deren Markten Zll 
Testzwecken ei ngesetzt werden soli. 
Insgesamt gesehen so llte die Entwickillngsplattform eine hoile Perjormanz in allen Belangen 
bieten, um miiglichst viele Funktionen in Echtzeit realisieren zu kiinnen lind lim dem Benlltzer 
ein komfortables Arbeiten zu ermiigl ichen. 
Dazu sollte die Plattfonn e ine gut strukturierte und per[ormallle GUI-Bibliothek bieten, die 
sich auch visue ll programmieren lasst. 
Der Support des Herstellers sollte gesichert se in . Die verwendete Plattform sollte ei ne sichere 
Zukunji haben. 
Um diese Anforderungen zu erfUllen war es niitig ,State-of-the-Art ' -Technologien zu verwenden. 
Unsere Entscheidung vie l auf das .NET Framework von Microso ft und die Programmiersprache CII, 
da diese die oben genannten Anforderungen am Besten erfUllen. Zudem kamen noch e in paar we itere 
Vorte ile: 
• .NET ist sprach- und platt[ormunabhiingig. 
• C# ist e ine Weiterentwicklung von C++ und Java, ist daher sehr machtig und leicht erlernbar. 
• Die .NET Bibliotheken sind von Grund auf neu gestaltet und implementiert worden und daher 
intuiti v und durchdacht. Funktionalitaten, die bei Java erst durch zusatzliche Bibl iotheken 
nachtrag lich hinzukamen, sind bei .NET bereits in den Kernbibliotheken enthalten. 
• Die integrierte Entwicklungsumgebung Visual Studio .NET ist das zur Ze it beste 
Entwicklungstool auf dem Markt und ist speziell auf CII und .NET ausgerichtet. 
Insbesondere die von Grund auf neu gesta lteten .NET Bibliotheken, die Spraehunabhangigkeit von 
.NET, die performanten GU I-Bib liotheken, das Visual Studio .NET, der intuitive Aufbau von CII und 
die Remoting-Fahigkeiten waren Punkte, die dazu gefUhrt haben, dass wir uns fUr .NET/CII und gegen 
Java entschieden haben. Die Remoting-Funktionalitat erlaubt es, jedes be liebige Objekt auf jeden 
be liebigen .NET Rechner zu transferieren und es von dort transparent wie e in lokales Objekt 
auszu fUhren. So lassen sich leicht Agenten und Gruppen von Agenten auf mehrere Rechner verteilen 
und somit Ressourcenengpasse verhindern. Da jeder Anwender in der Regel seinen eigenen Reehner 
besitzt, ist es auch denkbar, fUr jeden Benutzer nur die Gruppen von Agenten auf seinen Rechner zu 
transferieren, die er fUr seine Aufgaben beniitigt und fUr die er Zugriffsrechte besitzt. 
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6.2 Umsetzung der SimMarket Architektur 
Bei der Umsetzung der SimMarket Architektur wurde darauf geachtet, dass eine strikte Trennung 
zwischen der Funktionali tiit und den Benutzeroberfliichen gewiihrleistet is!. Aile Funktionseinheiten 
wurden in Managern gekapselt, die j eweils als Remote-Service implementiert worden sind (siehe 
Abbildung 12). Das gesamte Si mM arket System besteht aus den folgenden Komponenten: 
• dem Kundenmanagerservice, der aile Kunden- und Kundengruppenagenten verwa ltet, 
• dem Arti kelmanagerservice, der a ile Artikel und Warengruppenagenten verwaltet, 
• dem Transaktionsmanagerservice, der die Kassenbons, also aile Abverkaufstransaktionen 
verwal tet, 
• dem Umweltmanagerservice, def aile externen Einflussfaktoren verwaltet, wie Wetter, 
Konkurrenz, all gemeine Wirtschaftslage (u. a. Borsendaten) und andere externe Ereignisse, 
wie Weihnachten, Ostern etc. , 
• dem Simulations- und Prognosemanagerservice, der die Simulati ons-, Prognose- und 
Evaluationslogik enthiilt , 
• einer Datenbank (bzw. Data Warehouse), die siimtliche Daten enth ii lt und 
• einer Menge von Benutzeroberfliichen (GU ls), die sowohl einzeln , als auch unter emer 
Gesamtoberflache vereint verwendet werden konnen. 
Dureh diese Arehitektur ist das Gesamtsystem hinreiehend gut skalierbar und versehiedene 
Netzwerktopologien sind umsetzbar: 
I. Sowohl Datenbank, als auch die Services und die GUls laufen auf einem Rechner. Fall s nur 
ein Anwender das System nutzt und der verwendete Rechner leistungsfahi g genug ist, dann 
reieht diese Konfiguration aus. 
2. Die Datenbank und die Remote-Services lau fen auf einem Server, wahrend der bzw. d ie 
Benutzer auf ihrem Reehner nur die Benutzeroberflache starten. Wenn mehrere Benutzer, 
deren Reehner weniger leistungsfahi g sind, das System verwenden, so ist dies die bevorzugte 
Arehitektur. 
3. Sollten die Benutzer einen performanten Reehner haben, dann ist es aueh moglich, die 
Datenbank auf einem Server zu installieren und sowohl die Services als aueh die GU ls auf den 
Reehnern der Anwender laufen zu lassen. 
4. Ein wei teres Szenario ware, die Datenbank und die Services jeweils auf verschiedenen 
Servern zu installieren, so dass die Benutzer wiederum nur die Clients auf ihren Reehnern 
besitzen mussten. Diese Konfiguration ware bevorzugt, fall s die benotigten Ressoureen der 
Services denen eines Standart-PCs ubersteigen. Bei einem noeh groGeren Ressoureenbedarf 
ist es aueh denkbar, jeden Service auf ei nem eigenen Server laufen zu lassen. 
5. Des Weiteren ist aueh eine Verteilung denkbar, die nieht servieeorientiert ausgelegt ist, 
sondern agentenorientiert . Das wurde bedeuten, dass j eder Benutzer auf seinem PC sowohl 
die GU ls als auch die Services nutzt, wobei die Services nur di ejenigen Agenten umfassen, die 
der Anwender fUr seine Arbeit benotigt und fUr die er Zugriffsreehte besitz!. 
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Abbildung 12: SimMarket System Architektur 
6.3 Aufbau und Funktionalitaten der Manager 
Jeder identifiz ierbare Kunde eines Supermarktes wird dureh einen Kundenagenten im System 
repriisentiel1. Die Menge der Kundenagenten kann nach beliebigen zuvor definierten Kriterien in 
versehiedene parallele Kundengruppierungen geciustert werden. So kann e in Kunde z. B. sowohl zur 
Gruppe ,Studenten' als auch zur Gruppe ,Singles' gehoren. Eine Kundenmenge ist durch einen 
Kundengruppenagenten reprasentiert, def wie ein einzelner Kunde angesprochen werden kann. 
Sowohl die Kunden- als aueh die Kundengruppenagenten werden von dem KUlldellmallager verwaltet. 
Wie schon erwahnt, s ind aile Manager als .NET Remote-Service implementiert worden und konnen 
liber eigenstiindig laufende Benutzeroberfliichen bedient werden. 
Parallel zu den Kunden eines Marktes werden auch aile Sortimentsartikel im System als Agenten (in 
Abbildung 12 das Krei ssymbol) modelliert und vom Artikelmanager verwaltet. Die Artikelagenten 
konnen ebenfall s mit Hilfe von Warengruppenagenten zusammengefasst werden. Ein Artikelagent 
kann genauso wie ein Kundenagent Mitglied mehrerer Gruppen se in, wobei e ine Gruppe wiederum 
Mitglied einer anderen Gruppe se in kann. Dadurch ist es moglich eine Hi erarchie von Gruppen 
aufzubauen, mit welcher man be ispiel sweise die Warengruppenhierarchie eines Supermarktes 
nachbilden kann. 
Der Trallsaktionsmallager verwaltet aile Kassenbons, die in einem Markt generiert worden s ind. Jeder 
Kassenbon besteht aus einer Menge von Transaktionen verschieden Typs. Flir die Modelli erung der 
Kundenagenten ist es notig, die Transaktionen bzw. die Kassenbons einzelnen Kunden zu zuordnen. 
Dies wird durch den Einsatz von Kundenkarten moglich , Jeder Kunden- und Artikelagent kann liber 
den Transaktionsmanager auf seine relevanten Transaktionen zugreifen. Dadurch weiB e in 
Artikelagent, von welchen Kunden er gekauft worden ist und jeder Kundenagent , welchen Artikel er 
gekauft hat. Der Zugriff auf die Transaktionsdaten erfolgt nur liber den Transaktionsmanager. Die 
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Artikel- und Kundenagenten haben keinen di rekten Zugri ff auf die Transaktionsdaten in der 
Datenbank . Kunden- und Artikelagenten konnen direkt auf einander zugreifen. 
Da aile Manager als Remote-Services implementiert sind, ist der Zugriff von einem Agenten auf einen 
anderen ohne wei teres moglich. Dabei ruft ein Agent direkt die gewiinschte Funktion eines anderen 
Agenten " remote" auf. Sollte sich im Laufe des Projektes herausstellen, dass die Anfragen sehr 
komplex werden, teilweise Redundanzen enthalten und sich aus einfacheren bereits vorhandenen 
Anfragen zusammensetzen lassen, dann wiire es auch vorstellbar, diese Anfragen in einer SQL 
ii lllllichen Agentensprache zu deftni eren. Diese wiirde es ermoglichen, auch sehr komplexe 
zusammengesetzte An fragen an die Agenten zu ste llen. Ein Beispiel: 
Anfrage an Kundengruppenagent A: Wie veriindert sich das Kaufverhalten aller Kundenagenten, die 
der Gruppe angehoren, dessen Kunden jiinger als 35 Jahre sind und hiiuftger als einmal pro Woche 
einkaufen gehen, wenn Produkt X nachste Woche im Preis gesenkt und beworben wiirde und die 
Konkurrenz mit einer Wahrscheinlichkeit von p% eine iihnliche Aktion plant? 
Dariiber hinaus ist es moglich, die Kassenbons iiber den Transaktionsmanager zu clustern und fUr 
weitere Analysen zu nutzen, wie zum Beispiel fUr Warenkorbanalysen. 
Wie bereits in den vorangegangenen Kapiteln erkliirt, sollen in einer Simulation nicht nur interne, 
sondern auch externe Einflussfaktoren beriicksichtigt werden, wie z. B. Borsendaten, 
Wettervorhersagen und Informationen iiber die Konkurrenz. Solche externen Einfluss faktoren werden 
in einer zukiinftigen Version des Programms von Informationsagenten bereitgestellt , die .m 
Umweltmallager gekapselt werden. Allen Kunden- und Artikelagenten stehen daraun!in die 
Informationen der Informationsagenten zur VerfUgung. 
Die eigentliche Simulationsfunkti onalitat wird von dem Simulations- und Prognosemallager 
angeboten. Ober die Oberflache dieses Managers lassen sich beliebige Aktionen (z. B. Bewerbung, 
Preisanderung) auswiihlen, die dann zu einem Szenario zusammengefasst werden. Des Weiteren 
miissen fUr ein Szenario der Zeitraum, die externen Einflussfaktoren und die relevanten Agenten 
konfiguriert werden. AnschlieBend wird dieses Szenario den Agenten prasentiert, die ihrerseits eine 
Prognose fUr ihr eigenes Verhalten abgeben. Die Ergebnisse der Prognosen werden vom 
Simulationsmanager gesamnnelt, zusammenge fasst und evaluiert . 
Spater sollen durch Plug-ins automatisch optimierende Funktionen hinzukommen, die selbststiindi g 
versuchen, optimale Szenarien zu ftnden. Man gibt also kein Szenario mehr vor, urn eine Prognose zu 
erstellen - allenfa ll s eine Richtung - sondern ein gewiinschtes Ergebnis und bekommt daraufhin ein 
Szenario als Ausgabe, das den defini erten Zielen am nachsten kommt. Der Simulations- und 
Prognosemanager liegt aktuell im Fokus der Entwicklung und wird in der nachsten Programmversion 
voll funkti onsfahig sein . 
6.4 Tcchnische Rcalisierung der Agentcn 
Sowohl bei den Kunden- als auch bei den Artikelagenten handelt es sich um mobile Agenten, die 
ahnlich den Managern einzeln auf ein Netzwerk von Rechnern verteilt werden konnen. Um dies zu 
ermoglichen, wurde auf die Remoting-Fahigkeiten von .NET zuriickgegri ffen. Bei der Umsetzung der 
Agenten haben wir bewusst keine vorhandene Agententechnologie verwendet, wie z. B. FIPA-OS 
[Fip03] oder JACK [J AC03]. Diese Plattformen sind fUr unsere Zwecke nur bedingt geeignet, da sie 
meist zu langsam und nur schwer in die .Net-Welt zu integrieren sind. Hinzu kommt das Problem, 
dass man bei der Anwendung soleher Plattformen immer zwischen den Vorteilen, die man durch deren 
Verwendung hat und den dadurch entstehenden Nachteilen abwagen muss. Bei den meisten Agenten-
Plauformen entsteht durch die Universalitat e in ,Overhead' der sich negati v auf die Performanz des 
Programms auswirkt. Die Einarbeitungszeit sollte zudem weit unter der Zeit liegen, die man benoti gen 
wiirde, um eine vergleichbare Losung zu entwickeln . Aullerdem ist die Nutzung von fremdem 
Programmteilen immer mit einem Kontrollverlust iiber die eigene Software verbunden, der 
insbesondere beim Debugging problemati sch ist. In unserem Fall hatten diese Plattformen uns einen 
zu geringen Nutzen im Verhaltnis zu den Nachteilen gebracht. Deshalb basieren unsere Agenten 
komplett auf einer neu entwickelten Agentenplattform. 
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In den vorangegangenen Kapiteln haben wir erlautert, dass die Wissensbasen der Agenten groBtenteils 
mittels Bayes'scher Netze implementiert werden. Zu Beginn der Entwicklung war geplant, ein 
vorhandenes Bayes'sches Netz-Tool mit verfiigbarer API zu verwenden. Aus diesem Grund wurde 
eine Marktanalyse von existierenden Bayes' schen Netz-Applikationen angefertigt (siehe Kapitel 6.5). 
Da keines der untersuchten Programme zufriedenstellend war, entschieden wir uns, ein eigenes Tool 
fiir die .NET Plattfonn zu entwickeln (siehe Kapitel 6.6). 
Die Wissensbasen einzelner Agenten bestehen einerseits aus den verschiedenen Verhaltensnetzen und 
anderen Modellen zur Verhaltensmodellierung sowie andererseits aus den zugrunde liegenden 
Informationen und Daten in der Datenbank. Jeder Agent hat dabei die Moglichkeit und das Recht 
ausschlieBlich auf seine Daten in der Datenbank zuzugreifen. Auf die Transaktionsdaten, die sowohl 
die Artikelagenten als auch die entsprechenden Kundenagenten belreffen, darr nur iiber den 
Transaktions-Manager zugegriffen werden. 
Aus Perfo rmanzgriinden wurden einige Funktionen in der Datenbank direkt als sogenannte lIser-
defined/imctions implementiert . Diese bauen z. B. Tabellen zusammen, welche di e Ausgangsbasis fUr 
das Generieren der Bayes'schen Netze innerhalb der Wi ssensbasen der Agenten darstellen. 
6.5 Analyse von Bayes'schen Netz-Toois 
Zu Beginn der Analyse wurde zunachst ein Anforderungskatalog aufgestellt , der ein fUr uns ideales 
BN-Tool beschreibt. Anhand dieses Kataloges wurden dann die 38 wichti gsten Programme 
ausgewen et, die wir bei unserer Recherche gefunden haben. 
Anforderungskatalog: 
Ein Bayes'sches Netz-Tool sollte fol gende Funktionalitiiten unterstiitzen: 
• Lernalgori thmen, um die Struktur eines BN aus einer Datenmenge zu lernen, 
• Lernalgorithmen, urn die Parametris ierung des BN aus e iner Datenmenge zu lemen, 
• einen Diskretisierungswizard, der automatisch Vorschl iige mach en kann, der aber auch 
manuell bedienbar ist, 
• den Lernverfahren sollte man beliebiges Domanenw issen vorgeben konnen, wie z. B. 
Kanten/Relationen, Ordnungen, Wurzelknoten, Blattknoten, 
• die Lernverrahren miissen hinreichend gute Ergebni sse liefern, 
• einen Inferenzalgorithmus, urn A nfragen an das Netz stellen zu konnen, 
• das Setzen von Likelihoods (Wahrscheinlichkeitsveneilungen), 
• die "Adapt ion" von gelernten Netzen, 
• Funktionen, um die Prognose- bzw. Diagnosegiite eines Netzes ermitteln zu konnen (z. B. 







evtl. andere Knotenan en zu unterstiitzen, wie z. B. Utility-Knoten und Entscheidungsknoten 
(Influence Diagrams), 
moglichst viele Inputformate so llten unterstiitzt werden: Datenbanken, Textdateien, CSV-
Dateien, andere BN-Too l- Formate, eben so sollten entsprechende Outputformate generierbar 
scm, 
eine einfach zu bedienende, iibersichtliche und funktional e Benutzeroberfl iiche, 
das Programm sollte stabillaufen und bugfrei sein, 
guter Support von Seiten des Herstellers, 
eine gute Dokumentation, 
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• das Tool sollte eine programmierbare API haben und 
• Idealerweise frei verfugbar (kostenlos) sein. 
Es wurden 38 BN-Toois analysiert, wobei davon letztlich die folgenden funf vielversprechendsten 
Programme im Detail anhand von Fallbeispielen getestet und bewertet wurden. 
t~:=~EI~rgebn:~IIIII:an~JI8m1t + Lemverfahren 
Dom8nenwIssen IiS8I sich nIcht 
inkompatibel zu andenln BN-Tools 
keine Influence Diagrams 





- Prognose nicht maglich 
+ Diskretisierungswizard 
+ Domiinenwissen kann vorgeben 
werden 
o kann Netica- und Hugin-Dateien 
exportieren, kein Import 
- keine Influence Diagrams 
- Likelihoods konnen nicht gesetzt 
werden 
o Dokumentation sehr knapp 
- kein GUI 
+ kostenlos 
Netica 2_17 Hugin 6_1 
+ Inferanzalgorithmus + Inferenzalgorithmus 
PrognoeegiltB rnessbar 
DiskJetisierungswi 
Dominenwissen Iiss! sich nicht 
vorgeben 
inkompatibel zu anderen BN-Toois 
- keine Influence Diagrams 
Likelihoods kennen niell! gesetzt 
werden 
o Dokumentation sehr knapp 
- schlechte GUI 
kommerziell 
-API niell! 
o Lemverfahren, kenn allerdings keine Strukttnn 
lemen, nur Parameter 
o Lernalgorithmus, allerdings nicht auf dem aktuellen Stand der 
Forschung 
+ Prognosegiite messbar 
o Import von Hugin- unci anderen Daleifonnalen 
mOglIch, dar Export nIchI 
+ Prognosegiite nicht messbar 
+ Diskretisierungswizard 
+ Domiinenwissen kann vorgeben werden 
- inkompatibel zu anderen BN-Toois 
- keine Influence Diagrams + Influence Diagrams mit Utililyknoten und Entscheidungsknoten 
+ Likelihoods kilnnen gesetzt werden + Likelihoods konnen gesetz! werden, Adaption der Netze 
- keine Dokumentation 1Izw. nIGht bew8rtbar + gute Dokumentation 
+guteGUI + gute GUI 
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+ API verfilgbar 
- kommerziell & leuer (1666,- € Forsehungsversion bzw. 6300,- € 
kommerzielle Version), guler Support, Testversion besehrankl 
+ API verfOgbar 
Die Analyse der Tools hat ergeben, dass keines der verfUgbaren Programme aile un sere 
Anforderungen erfUlien kann. Von allen getesteten Programmen war Hugin 6.1 mit Abstand das Tool 
mit dem griiBten Funktionsumfang. Leider erfUlit Hugin nieht aile Anforderungen. Insbesondere der 
hohe Preis sprieht gegen den Einsatz in unserem Projekt. Deshalb haben wir uns entsehieden, unser 
eigenes Bayes'sehes Netz-Tool zu implementieren. 
6_6 Umsetzung des Bayes'schen Netz-Tools 
Wie aile anderen Komponenten aueh, wurde das Bayes'sehe Netz-Tool (BN-Tool) in C# aufder Basis 
des .NET Frameworks programmiert. Aile re levanten Funktionen sind wiederum in einem Manager 
gekapselt, der als Remote Service implementiert wurde. 
Der BN-Manager besitzt eine Komponenle, die dynamiseh abhangig von der Struktur des Nelzes, 
versehiedene Arten von Oberfliiehen generieren kann. Diese dynamisehe Oberflaehe wird als 
UserControl-Objekt bere itgestellt und kann somit in jede vorhandene andere BenutzeroberOiiehe 
integriert werden (siehe Abbildung 13). 
Das UserControl-Objekt (BNet-Handle) ist ein Grafikobjekt, liber das Bayes'sehe Netze detailliert in 
versehiedenen Ansiehten betraehtet werden kiinnen. Zusiitzlieh lassen sieh liber Steuerelemente a ile 
relevanten Funktionen ausfUhren und versehiedene Import- bzw. Exportmethoden aufrufen. 
Beispielsweise lasst sieh mit der Hilfe dieser Oberflaehe das gesamte Netz im Hugin-Dateiformat 
abspeiehern (Export BNet) oder die dem Netz zugrunde Iiegende Data-Mining-Tabe lle (DM Table) als 
CSv-Datei exportieren (Export DMT). In einem weiteren anwiihlbaren Fenster (BNet Deta ils) kiinnen 
Details liber das Bayes'sehe Netz anzeigt werden, die insbesondere fUr das Debuggen der Algorithmen 
von Interesse waren. 1m unteren Teil des UserControl kann zwischen den versehiedenen Netzansiehten 
umgesehaltet werden. 
Abbildung 13: BNet UserControl - BNet Diagram 
Das BI1e1 Diagram (Abbildung 13) stellt das Netz in Form von Balkendiagrammen dar. Dabei 
entsprieht e ine Zei le einem Knoten und ein Element einer Zeile e inem Zustand e ines Knotens im Netz. 
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Der untere Teil eines Elements zeigt die Intervallgrenzen an, der obere Teil enthalt die 
Wahrseheinliehkeit des Zustandes. Die Summe der Wahrseheinliehkeiten einer Variablen ergibt 
immer I bzw. 100 Prozent. Die Lange der blauen Balken ist proportional zu der Hahe der 
Wahrseheinliehkeiten. 1m Feld unterhalb des Knotennamens wird der Erwartungswert des Knotens 
dargestellt. Dureh das Anklieken eines Zustandes lassen sieh beliebige Evidenzen setzen, d. h. die 
Wahrseheinliehkeit eines Zustandes wird auf 100 Prozent gesetzt. Das Setzten einer Evidenz bewirkt, 
dass diese neue Information automatiseh iiber das Netz propagiert wird und die Wahrseheinliehkeiten 
der anderen Knoten entspreehend geandert werden. Der Knopf ,Clear Evidences' lascht aile gesetzten 
Ev idenzen im Netz. 
Der BnetCraph View (Abbildung 14) stellt die tatsachliche Graphenstruktur des Netzes dar. Knoten 
des Netzes reprasentieren die Faktoren, die die Abverkaufsmenge des Artikels bzw. das Kaufverhalten 
eines Kunden beeinflussen, die Kanten modellieren die Abhangigkeiten zwischen den 
Einnussfaktoren. Diese Graphansicht wird eben fall s dynami sch aus der Datenstruktur des 
Bayes'schen Netzes generiert. Die Verteilung der Knoten in der graphischen Benutzeroberflache 
errolgt dabei kreisfOrmig, was in den meisten Fallen ausreicht urn eine iibersichtliche Darstellung zu 
erreichen. 
Abbildung 14: BNet UserControl - BNet Graph View 
Die Seite ,DM Table' ze igt die Datentabelle an, die die Grundlage fUr das Erstellen des Bayes 'schen 
Netzes bildet. Die Spalten der Tabelle entsprechen dabei den Knoten im Bayes'schen Netz. Die 
bedingten Wahrseheinliehkeitstabellen (CPTs - Conditional Probability Tables) des Netzes kannen 
mit Hilfe eines implementierten Lernverfahrens anhand einer sole hen Tabelle automatisch gelernt 
werden. Die Kanten des Netzes miissen momentan vorab definiert sein, werden aber in spateren 
Versionen automatisch gelemt. 
Der Kern des Bayes'schen Netz-Tools besteht aus der BN-Datenstruktur, die die Struktur des Graphen 
reprasentiert, der CPT-Datenstruktur, die die bedingte Wahrseheinlichkeitstabelle eines Knotens 
enthalt und dem Propagation-Algorithmus. Die Propagierung der Wahrscheinliehkeiten basiert auf 
einer modifizierten Version des Junction-Tree-Algorithmus von Neapolitan [Nea98J. Eine gute 
EinfUhrung in das Thema Bayes'sche Netze findet man in der Arbeit von Todd A. Stephenson [SteOO]. 
Um die CPTs der Netze zu realisieren, bedarf es einer Datenstruktur, die dynamisch zur Laufzeit n-
dimensionale Matrizen generieren und verwalten kann. Abhangig von der Struktur des Netzes andern 
sich die Dimensionen der CPTs: Mit der Anzahl der eingehenden Kanten, der Anzahl der Zustande der 
Elternknoten und der Anzahl der Zustande eines Knotens erhaht sich die Dimensionszahl einer CPT. 
Da die Bayes'schen Netze zur Laufzeit aus einer Tabelle gelemt werden kannen, muss die CPT-
Datenstruktur in ihrer GraBe dynamisch konfigurierbar sein. Dies haben wir mit einem sogenannten 
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Sparsearray realisiert. Unser Sparsearray realisiert eine n-dimensionale Matrix mit Hilfe e iner 
Hashtabelle. Die Indizes der n-dimensional en Matrix werden in einen String umgewandelt, der dann 
als Sch lusselelement fiir die Hashtabelle verwendet wird. Die Klasse Sparsearray beinhaltet diese 
Hashtabelle und kapselt a ile Methoden, die man braucht, urn mit einer n-dimensionalen Matrix 
arbeiten zu konnen. 
Der Propagation-Algorithmus bedingt, dass unterschiedlich groBe CPTs mitei nander kombiniert 
werden mussen. Urn diesen Vorgang zu vereinfachen, besitzen aile CPTs eines Netzes die gleiche 
Anzahl an Dimensionen und somit auch die g leiche Anzahl an Indizes, urn auf die Elemente einer 
Tabelle zuzugreifen. Virtuell haben aile Tabellen die Dimension ei ner maximal groBen Tabelle. Eine 
maximal groBe CPT entsteht, wenn ein Knoten eine Eingangskante von allen anderen Knoten besitzt. 
Da die CPTs aber als Hashtabellen realisiert sind, wird dafiir trotzdem nur der Speicher verwendet, der 
tatsachlich von den CPTs benotigt wird. Nicht verwendete Indizes werden nicht in die Hashtabelle 
geschrieben. 
Als nachstes werden dem Tool Algorithmen hinzugefiigt werden, die es ermoglichen, nicht nur die 
Parameter zu lenlen, sondem auch die gesamte Struktur des Netzes. 1m Weiteren werden wir uns mit 
der Adaption von Bayes'schen Netzen und dem Setzen von Likelihoods beschaftigen. 
6.7 Dcr Kundenmanager im Detail 
Abb ildung 15 zeigt die graphische Benutzerschnittstelle unseres Kundenmanagers, mit dem man 
detailli erte Informat ionen uber die indi viduellen Profile und Kaufverhalten samt licher Kunden- und 
Kundengruppenagenten betraehten kann . Zur Zeit haben wir ca. 1100 einze lne Kundenagenten, die wir 
a llS den Daten unseres Partners Globus extrahiert haben. 
In den beiden Selektionsfenstern in der linken oberen Eeke kann der Benutzer erst eine Kundengruppe 
und daraufhin einen bestimmten zugehori gen Kunden auswahlen. Naeh der Selektion erhalt man aile 
verfiigbaren anonymisierten personliehen Daten des Kunden, wie z. B. Angaben iiber se in Alter, 
Gesehleeht, Wohnort usw. sowie a llgemei ne Kennzahlen wie die Anzahl und den Gesamt wert aller 
yom Kunden getatigten Einkaufe. 
Das Kaufverhalten wird im Moment neben einigen Kennzahlen hauptsaehlieh durch die integrierten 
Diagramm- und Graphansichten unseres Bayes'schen Netz Software Tools visualisie rt . Naehdem in 
der rechten oberen Ecke ein Betrachtungszeitintervall ausgewahlt wurde, kann man sich das Verhalten 
des Kunden entweder allgemein oder auf bestimmte Warengruppen bzw. Miniwarengruppen bezogen 
betrae hten. 
In Abbi ldung 15 ist die aufWarengruppen bezogene Ansieht zu sehen. In e inem Auswah lfenster in der 
Iinken oberen Eeke sind a ile fUr den selektierten Kunden relevanten Miniwarengruppen unseres 
Partners Globus aufgelistet. Nach Auswahl einer be liebigen Warengruppe werden online 
entsprechende Kennzahlen sowie das zugehorige Verhaltensnetz generiert. 
Abbildung 16 zeigt die vereinfaehte Struktur des Verhaltensnetzes. Wir setzen dort d ie Menge der 
Yom Kunden gekauften Einheiten von preiswerten, normalpreisigen und teuren Artikeln der 
entsprechenden Warengruppe sowie den Gesamtwert dieser Artikel in Abhangigkeit des Wochentages 
und des Monatsabschnittes. 
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Abbildung 15: Der Kundenmanager 
Mit diesem vereinfachten Netz sind wir bereits in der Lage, erste einfache Simulationen 
durchzufUhren. Durch Auswahl einer beliebigen Kombination von Werten der Knoten "Wochentag" 
und "Monatsabschnitt" wird der Propagierungsalgorithmus unseres Bayes'schen Netz-Tools gestartet, 
welcher daraufhin d ie Wahrscheinlichkeitsverteilungen aller abhangigen Knoten neu generiert und 
zusiitzlich fUr jeden dieser Knoten einen Erwartungswert berechnet. In Abbildung 15 wurde fUr 
"Monatsabschnitt" der Wert ,,4" und fUr "Wochentag" der Wert ,,6" selektiert, d. h. man mochte das 
Verhalten des Kunden am letzten Samstag eines beliebigen Monats simulieren . Die Erwartungswerte 
der abhangigen Knoten reprasentieren nun das durehschnittliche Verhalten des Kunden an einem 
beliebigen letzten Samstag eines beliebigen Monats bezuglich der ausgewahlten Warengruppe. So 
kauft der Kunde in unserem Beispiel zum ausgewahlten Zeitpunkt im Schnitt 0,9 Einheiten teuere 
Artikel, 0,6 Einheiten billige Artikel ein und gibt dabei durchschnittlich 1,6 Euro aus (jeweil s bezogen 
auf die im Beispiel ausgewah lte Warengruppe "Brotchen"). Dabei ist erkennbar, dass dieser Kunde 
eher an teueren Baekwaren interessiert ist als an normalen und preiswerten Brotsorten, d. h. das 
Kaurverhalten unseres Kunden scheint nicht sehr prei ssensitiv zu sein . 
Diese Art der Simulation konnen wir bereits fUr jeden der ca. 1100 Kundenagenlen und fUr aile 
relevanten Miniwarengruppen dieser Kunden durchfUhren. 1m nachsten Scnritt mochlen wir die 
Einzelergebnisse, d. h. die einzelnen Erwartungswerte, zu einem global en Simulationsergebnis 
zusammen fLihren. 
In zukunftigen Versionen soli das vereinrachte Verhaltensnetz dureh Eigensehaftsagenten erselzt 
werden. Diese Agenten verfUgen jeweils uber eigene Teilverhaltensnetze und konnen durch 
Interaktion mit anderen Agenten das Kaufverhalten des Kunden bezogen auf die entspreehende 
Mini warengruppe aushandeln. 
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Abbildung 16: Die vereinfachte Netzstruktur der Kundenagenten 
6.8 Der Artikelmanager im Detail 
Abbildung 17: Oer Artikelmanager 
Abbildung 17 zeigt die Oberflache des Artikelmanagers mit detaillierten Informationen zu einem 
gewiihlten Artikel. Der Artikelmanager greift auf eine Datenbank zu, die aile Artikel, Warengruppen 
und Transaktionsdaten unseres Partners Globus enthalt. 1m Iinken oberen Bereich der Oberflache 
lassen sich aile 6405 Miniwarengruppen (MWGR) und aile 474.429 Artikel von Globus anwahlen. 
Nach der Anwahl eines Artikels werden im linken unteren Fenster Basisinformationen wie Hersteller, 
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aktuel ler Verkaufspre is und Typ angezeigt. 1m unteren rechten Fenster werden komplexere 
Kennzahlen da rgeste llt , z. B. di e Anzahl der Promotionstage, der generierte Umsatz und die Anzahl 
der Abverkiiufe innerha lb e ines gewahlten Zeitraumes. Bei Bedarf k6nnen fur a ile 474.429 Artikel die 
zugeh6rigen Art ike lagenten und fur aile 6405 MWGR die Warengruppenagenten erzeugt werden. 
Fiir aile AI1ikeiagenten kann online ein Abhangigkeitsnetz aus den Abverkaufsdaten in der Datenbank 
gelernt werden. Abbildung 18 zeigt die verwendete Struktur dieser Netze. Momentan ist die Struktur 
der Netze fes t und fur alle Artikel gleich, die Wahrscheinlichkeitstabellen werden a llerdings aus der 
Datenbank on line gelernt. Allerdings soli in naher Zukunft die Struktur ebenfalls individuell fur jeden 
Artike l gelernt werden. Dazu werden verschiedene bayes'sche Strukturlernverfahrung in unser 
Netztool integriert werden. Auch die Art und die Anzahl der Knoten ist dann flexibel fur jeden 
Artike lagenten bestimmbar. Das Netz in Abbildung 18 modelliert die Abverkaufsmenge in 
Abhangigkeit von Tag, Pre is, Woe hen tag und den Promotionen. Dieses Netz wird in Zukunft 
sukzessiv durch weitere Einflussfaktoren erweitern werden. 
Mit diesem recht einfachen Netz k6nnen bere its einige interessante Fragen beantwortet werden. 
Beispielsweise welche Bedingungen miissen erfullt sei n, urn ei ne durchschnittliche Abverkaufsmenge 
von X Art ikeln pro Tag zu erre ichen? Oder wie iindern sich die Abverkaufszahlen , wenn der Artikel 
nachste Woe he beworben und im Pre is gesenkt wird? Diese und weitere Fragen konnen durch das 
Setzen von entsprechenden Evidenzen mit Hilfe des Netzes beantwortet werden. Die gesetzten 
Evidenzen werden iiber das Netz propagiert und andern die Erwartungswerte und die 
Wahrscheinlichkeiten der Zustiinde der abhiingigen Variablen. Durch die Generierung von Evidenz-
Sequenzen konnen noch wei t komplexere Anfragen gestellt werden. So kann mit dem Netz bereits 
e ine e infache Simulation durchgefuhrt werden, welche Kombination von Preis und Promotionstyp die 
hochste Abverkaufsmenge bzw. den hochsten Gewinn zur Foige hat. 
Zur Modelli erung der Abhiingigkei ten zwischen den AI1ikein wird im nachsten Schritt die bereits 
erwahnte I-Iolonenbildung der Artikelagenten implementi ert . Dann werden die Art ikelagenten in der 
Lage sein , ihre Abhangigkeitsnetze auf der Ebene der Warengruppenagenten mite inander zu 
verschme lzen. Fiir eine Simulation des Kundenverhaltens auf der Art ikelebene werden dann die 
Warengruppenagenten verwendet. 
C Akbon 
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Abbildung 18: Das Bayes' sche Netz der Artikelagenten 
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7 Fazit und Ausblick 
Ziel dieses Papiers war es, einen Oberblick iiber das Projekt SimMarket und die bisher entwickelten 
Ansatze zu geben. Nachdem wir die konzeptionelle Architektur erliiutert haben, gingen wir auf die 






Wie kann ein Kunde als Agent in einem Simulationssystem derart modelliert werden, dass 
dieser fUr eine genaue Prognose verwendet werden kann? 
Wie kiinnen aile verftigbaren Informationen eines Marktes zur Artikelmodellierung genutzt 
werden, urn die Simulation weiter zu verbessern? 
Wie kiinnen diese Agenten in eine Simulationsumgebung integriert und fUr Simulationen 
genutzt werden? 
Welche Anforderungen muss die Architektur einer sole hen Simulationsumgebung erftillen und 
wie sieht eine konkrete Architektur aus? 
Das Ziel war dabei immer, den top-down Multiagenten-Ansatz derart mit bottom-up Verfahren zu 
validieren, dass reali stische Simulationen mit Hilfe der Agenten miiglich werden und dass sowohl gute 
qualitative als auch gute quantitative Prognosen mit diesem System generiert werden kiinnen. Wir 
haben gezeigt, wie die Wissensbasen der Agenten mit Verhaltensnetzen au fgebaut und bottom-up aus 
den Abverkaufsdaten eines Marktes generiert werden kiinnen. Des Weiteren wurden Ideen prasentiert, 
wie sowohl Kunden- als auch Artikelagenten zu holonischen Gruppenagenten zusammengeftihrt und 
diese Agenten ftir die Simulation von Szenarien eingesetzt werden kiinnen. 
In Kapitel 6 haben wir gezeigt, wie die entwickelten Konzepte in einem Category Management Tool 
umgesetzt worden sind und welche Funktionalitiiten damit bereits miiglich sind. 
In unserer weiteren Forschung werden wir uns dam it beschiiftigen, wie man die Modellierung der 
Kundenagenten mit Hilfe von Eigenschaftsagenten, die in einer ,Soc iety of Agents' agieren, weiter 
verfeinern kann. AuBerdem gi lt es den holoni schen Zusamrnenschluss von Agenten, der sowohl ftir 
die Kunden- als auch ftir die Artikelagenten beniitigt wird, unter anderem auf der Basis von 
Bayes'schen Netzen, weiter zu entwickeln und die bisherigen Konzepte auf der Basis der Bayes' schen 
Netze zu einer eigenstiindigen Agentenplattfonn auszubauen. 
Sicher ist, dass der Kundensimulationskernel in Zukunft als Ausgangsbasis fiir eine Vielzahl we iterer 
Anwendungen dienen kann. Mit diesem Kernel lassen sich nicht nur Category Management Tools ftir 
die Sortiments-, Preis- und Promotionsoptimierung entwickeln, sondern auch CRM (Customer 
Relationship Management) Programme, die detaillierte Informationen iiber Kunden bereitstellen, 
individuelle Angebote und WerbemaBnahmen generieren und genaue Analysen der 
Kundenzusammensetzung anfertigen. Von einer verbesserten Prognose von Abverkaufszahlen wiirden 
insbesondere Programme zur automatischen Nachbestellung und CPFR (Collaborative Planning 
Forecasting and Replenishment) Systeme profitieren. Auch der mobile Zugriff mit Pocket PCs/ Pa lms 
wird in unserer zukiinftigen Entwicklungsarbeit eine Rolle spielen , da der Sortimentsverantwortliche 
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