This article deals with the problem of estimating two shape parameters and the reliability function of Burr type XII distribution, on the basis of a general progressively type II censored sample using Bayesian viewpoints. However, the maximum likelihood and Bayes estimators do not exist in the explicit forms for the parameters. An approximation form due to Lindley (1980) is used for obtaining Bayes estimates under the squared error loss and linex loss functions. The root mean square errors of the estimates are computed. Comparisons are made between Bayes and the maximum likelihood estimates using Monte Carlo simulation study.
Introduction
The two parameter Burr type XII distribution (which is denoted by BrrXII (c, k)) was first introduced in the literature in Burr (1942) . Its capacity of the various shapes often permits a good fit when used to describe biological, clinical or other experimental data. It has also been applied in areas of quality control, reliability, duration and failure time modelling.
The probability density function (p. In many lifetime studies, it is common that the lifetimes of test units may not be able to record exactly. For example, in the type II censoring, the test ceases after a predetermined number of failure in order to save time or cost. Furthermore, some test units may have to be removed at different stages in the study for various reasons. This would lead to progressive censoring. Progressively type II censored sampling is an important method for obtaining data in lifetime studies. Live units removed early can be readily used in other tests, thereby saving cost to the experimenter, and a compromise can be achieved between time consumption and the observation of some extreme values. These censoring occurs frequently in many applications, there are a lot of works on it. Some works can be found in Cohen (1963) , Mann (1971) , Thomas and Wilson (1972) , Viveros and Balakrishnan (1994) , Balakrishnan and Sandhu (1995) , Balakrishnan and Aggarwala (2000) , Kim (2006) , Kim and Han (2009) , Kim and Han (2010) and Kim et al. (2011) .
Let us consider the following progressive type II censoring scheme which was generalized by Balakrishnan and Sandhu (1996) . Suppose n randomly selected units were placed on a life test; the first r failure times, X 1 , · · · , X r are not observed; at time X r+1 , R r+1 units are removed from the test randomly; at time X r+2 , R r+2 units are removed from the test randomly. so on. Finally, at the time of mth failure, X m , the experiment is terminated and the remaining R m units are removed from the test. Therefore, X r+1 ≤ · · · ≤ X m are the lifetimes of the completely observed units to fail and R r+1 , · · · , R m are the number of units withdrawn from the test at these failure times. At (i + 1)th failure, there are n i units on test where
R i 's, m and r are prespecified integers which must satisfy the conditions:
In the next section, we deal with the problem of estimating the parameters c, k and the reliability function of BurrXII(c, k) under SEL and linex loss functions. The prior distribution for the parameter of the model has been taken as a natural conjugate prior.
The SEL and linex loss functions are the following forms, respectively:
where a and b are shape and scale parameters of the loss function, respectively. One of the most popular asymmetric loss function is the linex loss function which is introduced by Vraian (1975) 
Maximum Likelihood Estimation
Suppose that n randomly selected units from BurrXII(c,k) population, c and k are both unknown, are put on test under a general progressive type II censoring scheme and consider that x = (x r+1 , · · · , x m ) is the observed sample. The likelihood function of c and k based on general progressively type II censored sample can be written as
In accordance with (1.1) and (2.1), the log-likelihood function becomes proportional to
The maximum likelihood estimators (MLE) of k and c, denoted byk M and c M , can be derived by solving the equations, respectively,
3)
The MLE of k and c can not be solved explicitly. Therefore, the solutions could be obtained by using Newton-Raphson method. For a given t, the MLE of the reliability function in (1.1),R M , can be obtained by replacing k and c byk M andĉ M , respectively. The asymptotic variance-covariances of the MLE for parameters k and c are given by the elements of the inverse of the Fisher information matrix
But, the exact mathematical expression for the above expectation is very difficult to obtain. Therefore, we will take the approximate asymptotic variancecovariance matrix for the MLE. The asymptotic variance-covariance matrix is given bŷ
The asymptotic normality of the MLE can be used to compute the approximate confidence intervals for the parameters k and c wherê
where z a/2 is a standard normal variate.
Bayes Estimation
, r ≥ 1, be a general progressively type II censored sample from Burr type XII distribution with parameters k and c. Since k and c are both unknown, a bivariate prior density function for a natural choice of the prior distributions of k and c is assumed as following form
where
By combining (2.1) and (3.1), the joint posterior density of k and c is given by
Under SEL in (1.2), Bayes estimator of a function U = U(c, k),Û S , is the posterior expectation given aŝ
Under linex loss function in (1.3), Bayes estimator of a function U(c, k),Û L , is given by the following form
where E(·|X) denotes the posterior expectation. In general, the ratio of the two integrals given by (3.3) and (3.4) can not be obtained in a closed form. Therefore, in such cases, we want to use a numerical integration technique such as Lindley's approximation which Lindley (1980) developed approximate procedures for a evaluation of the ratio of two integrals. In a two parameter case, θ = (θ 1 , θ 2 ), Lindley approximation leads tô
. Now, we apply Lindley's approximation in (3.5) into our case where (
Therefore, the elements τ ij is obtained as
Furthermore, the values of Q ps can be obtained as follows for p, s = 0, 1, 2, 3,
It follows from (3.5), (3.6) and (3.7) that Bayes estimator of the function U(c, k) relative to SEL is given bŷ
From (3.8), we can deduce the values of Bayes estimates under SEL of various parameters in what follows. (I) If U(c, k) = c, thenĉ
With same argument, we can obtain Bayes estimators of the parameters c, k and the reliability function R(t) under the linex loss function. They are given by the following forms:
and t c = (1 + t c ). All functions of the right-hand side of (3.9)-(3.14) are to be evaluated at the posterior mode (ĉ * ,k * ).
Simulation study and Comparisons
In this section, a simulation study is conducted in order to access the performance of the Bayes estimate with MLE for different sample sizes and censoring schemes.
Applying the algorithms of Balakrishnan and Aggarwala (2000) , the following steps are used to generate a general progressively type II censored sample from BurrXII(c, k) distribution.
(1) Generate V m from Beta distribution with parameters n − r and r + 1.
(5) For given c and k, we generated a censored sample of size m from Burr type XII distribution using the inverse cdf as follow
This is the desired general progressively type II censored sample of size m from BurrXII(c, k).
(6) The MLEs,ĉ M andk M of the parameters c and k were obtained by iteratively solving (2.3). Substitutingĉ M andk M into (1.1), we obtained the MLE of the reliability function,R M for some t. Bayes estimates with respect to SEL and linex loss functions of the parameters c, k and the reliability function R(t) are computed using (3.9)-(3.13) and (3.14), respectively. (7) Above steps are repeated 1,000 times and computed the averaged value and root mean squared error (RMSE) for different censoring schemes as follow
where h(θ) is true value and h i (θ) is the ith estimate of h(θ) evaluated atθ.
To compare the performance of Bayes estimate with MLE for different sizes and censoring schemes, we generate a general progressively type II censored sample of size m with given censoring scheme (R r+1 , R r+2 , · · · , R m ) from Burr type XII distribution with parameters c = 3 and k = 1 (as true value) for fixed r = 1. For simplicity, we denote the censoring scheme, for example, by (3 * 0, 1, 0, 1) which represents the censoring scheme (−, R 2 = 0, R 3 = 0, R 4 = 0, R 5 = 1, R 6 = 0, R 7 = 1). It is assumed that the joint prior density for c and k is given by (3.1) with α = 0.1 and β = 0.1 as improper prior.
For given progressive censoring scheme (-,0,2,0,3,0,2,0,3,0,2,0,0,3,0) and various a, the MLEs and Bayes estimates under SEL and linex functions of the parameters c and k are computed and presented in Table 1 .
From Table 1 , it is seen that if a goes to a negative value, Bayes estimates of the parameters c and k relative to linex loss function tend to give more weight to overestimation. Otherwise, it gives more weight to underestimation. For small a, linex loss function is almost symmetric and not far from SEL, Table 2 and 3 display the averaged values of MLE and Bayes estiamtes relative to SEL and linex loss functions of the parameters and its corresponding RMSE for different censoring schemes with fixed r = 1, respectively. The RMSEs are calculated as the average of the root mean squared deviation as mentioned above. From Table 2 and 3, it is seen that the Bayes estimates to be better than the MLE and the Bayes estimates relative to linex loss function preformed better than the others in the sense of comparing the RMSE of the estimates. As the effective sample proportion m/n increases, the RMSE of the estimates decreases. Table 4 provides the averaged values of MLE and Bayes estimates of the reliability function R(t) for some t and its corresponding RMSE for different sample sizes and censoring schemes. The true value of the reliability function R(t) with c = 3 and k = 1 is R(0.7) = 0.7446. We observe that the Bayes estimates are better than MLE, and the Bayes estimates with respect to linex loss function are better than the others in terms of RMSE. As sample increases, the RMSE decreases which is the case in our computer simulation. 
