Leader election in a network plays an important role in the area of distributed algorithm design. Structural properties of the network as well as presence of direction on the edges of the network greatly affects the complexity of the leader election problem which is primarily measure by the message complexity of the protocol. Our purpose in the present paper is to adapt the existing distributed match making concepts to design a linear time leader election algorithm for star graphs. Star graphs have been extensively studied as attractive alternative for the well known hypercubes for network design. Linear election algorithms for oriented hypercubes is known; no such algorithm exist for oriented star graphs.
Introduction
Leader election in a network is one of the most important problems in the area of distributed algorithm design. Consider any network of N nodes; a leader node is defined to be any node of the network unambiguously identified by some characteristics (unique from all other nodes). A leader election process is defined to be a uniform algorithm (code) executed at each node of the network; at the end of the algorithm execution, exactly one node is elected the leader and all other nodes are in the non-leader state. Gallager et. al. [1] have developed a leader election algorithm for arbitrary networks whose message complexity is O(N log N + E) where N is the number of nodes and E is the number of edges in the network. Santoro in [2] has studied how the knowledge of topology of the network and the orientation of the links in the network affect the message complexity of leader election algorithms in networks. Subsequently, many authors have studied leader election algorithms for various kinds of networks with or without link orientations. Existence of orientation of the links have been shown not to improve the message complexity of leader election for either rings or tori [3] , while that helps for cliques; the lower bound on message complexity of leader election in oriented cliques is O(N ) [4] and that for unoriented cliques is Ω(N log N ) [5] . Authors in [4] have considered complete networks with a sense of direction.
Authors in [6, 7] has developed leader election for oriented hypercubes whose message complexity is linear in the number of nodes. Research in leader election in both unoriented and oriented graphs have continued [8, 9, 10] .
Another very efficient interconnection topology, called star graphs [11, 12] , has been extensively investigated in the literature [13, 14] since these graphs seem to enjoy most of the desirable properties of the hypercubes at considerably less cost; they accommodate more nodes with less interconnection hardware and less communication delay. In this paper, our purpose is to propose an election algorithm for the oriented star graphs that uses O(N ) messages. As far as we know, no leader election algorithm exists for these star graphs although the straightforward application of existing algorithms would give a leader election algorithm for unoriented star graphs with O(N log N ) message complexity. It is not clear if one can design a linear election algorithm for unoriented stars.
Star Graph Networks
The n-dimensional star graph, S n , is an edge-and node-symmetric graph (see [15] for definitions and topological properties) containing N = n! nodes and n!(n − 1)/2 edges (links). Each node in S n is assigned a label, a distinct permutation Figure 1 ; we label it as [x 1 x 2 x 3 x 4 ]; by fixing any single position in the label of S n to an integer (except for position 1 of course), the label of a specific S n−1 will result; .
Remark 1 In any S n the above labeling is not unique; there exist many possible different label assignments with the said
property. We arbitrarily choose one such labeling and refer to it as canonical labeling and will refer to the nodes using its canonical label. The canonical label of node u in S n is denoted by u 1 u 2 · · · u n (a permutation of {1, 2, · · · , n}). The topological properties of the star graph have been derived and discussed elsewhere [13, 16, 17, 18, 15] . We briefly state the properties that are relevant to leader election. all these nodes can be reached from 1234 using edges with directions 2 or 3. 
Remark 2

S
Remark 3 For any node
x ∈ S n , S (x) is denoted by [ * · · · * x +1 , · · · x n ];
Leader Election in Oriented S n
As noted in the introduction, a leader node is defined to be any node of the network unambiguously identified by some characteristics (unique from all other nodes); leader election is defined to be a protocol (algorithm) which is executed at each node of the network and at termination, exactly one node is elected to be the leader. We start with the following observation.
Remark 4 If each node knows its canonical label, this election process is trivial. Consider the node having the label
12 · · · n, the natural permutation of the first n integers; we can say that the node with this label is the leader and all other nodes are non-leader.
Orientation:
In this paper, as in [6, 7] , we assume that the nodes in the star graph do not know their canonical labels.
We will still refer to the nodes by some canonical labels for convenience of reference, but these labels or names have no topological significance [6] ; these labels are not used in the algorithm. We also assume in this paper that the network is an oriented star in the sense that each node is aware of the direction of the links incident to it (in contrast, a node in an un-oriented star graph distinguishes its adjacent links by different but uninterpreted names), i.e., in an oriented star a node knows which incident edge is of direction 2 or 3 or such while in an unriented star the node knows its different edges but does not know which edge has what direction.
The election algorithm uses the general approach of using a tournament scheme based on the recursive structure of the star graph. Consider a star graph S n of dimension n which contains n vertex-disjoint substars S n−1 of dimension n − 1.
The algorithm first recursively elects a leader in each of the S n−1 s, and then elects one of these n − 1 leaders to be the leader of S n . 
Match Making
Assume that an i-leader has been elected for each of the (i + 1) substars S i of dimension i. To elect the (i + 1)-leader of the substar S i+1 comprising all of the (i + 1) substars S i , each i-leader can send its own name to all other i-leaders; the node receiving no smaller name than its own becomes the (i + 1)-leader and all other i-leaders becomes a non-leader. The problem here is that the i-leaders do not know the identity of the other i-leaders and how to reach them. A simple solution of this problem is to have each i-leader broadcast its name to all the nodes in the star graph S i+1 and then each node can concurrently determine if it is the leader node. But, the cost would be O(N ) messages. We develop a better algorithm that uses only O( √ N ) messages by adapting the concepts from [20] to the star graph topology.
Strategy:
We observe that in order to elect the (i + 1)-leader from among the i-leaders, at least one node in the entire S i+1 must be informed of the names (ids) of all the i-leaders; this node can then decide the (i + 1)-leader (based on some criteria like whose id is the biggest) and transmit that information to all the i-leaders. Assume N A (x) and N B (x) are two sets in a given star graph S n that can be defined for any arbitrary node x = x 1 x 2 . . . x n ∈ S n ; for any two arbitrary nodes
. . x n and y = y 1 y 2 . . . y n in S n , we have that the intersection N A (x) ∩ N B (y) contains at least one node z.
Then, the node x can broadcast its name to all nodes in N A (x), node y can broadcast its name to all nodes in N B (y) and node z can decide the leader of the two nodes x and y and transmit the information to both of them. Intuitively, the set N A (x) consists of at least one node from each of the mutually disjoint substars (of a specific size) in S n ; then any arbitrary node y must belong to exactly on of those substars; N B (y) is the set of all nodes of the specific substar containing node y. In order to make match making optimal, we need to design the two sets N A , N B such that (1) 
Procedure Mult
Algorithm M ult(k, M ) can be invoked at an arbitrary node x = x 1 . . . x n in star graph S n . The algorithm takes two parameters: the first one is an integer k, 1 < k ≤ n, and the other one is M which is a value of any type. As stated in it does not keep M but executes a procedure to relay the message. The details are described in the following pseudo-code.
Initial Conditions:
Node x has message M to be delivered.
Invocation of the Algorithm
Node x sends message M essageP (k, M ) and M essageS(k, M ) along direction 1.
Action at any node:
• Upon receiving M essageP (k, M ) from the link (direction) dir:
Copy M into local memory. 
Remark 6 When a node receives
is then sent through direction 1 + 2 0 = 2, 1 + 2 1 = 3, and 1 + 2 2 = 5 and reaches node 21345678, 32145678, and 52341678 respectively. After the loop is finished, node 12345678 also send message M essageS (8, M) 
and keeps a local copy of 
Match-making Algorithms A and B
We design two procedures A and B that can generate match making sets N A (x, p, ) and N B (y, p, ) given any two arbitrary nodes x and y in the star graph S n . is the dimension of the star that the two sets of nodes are in. An value smaller than n means the match-making happens in a smaller star of dimension instead of the entire star S n . p, 1 ≤ p < is an integer that determines the size of both N A (x, p, ) and N B (y, p, ). These procedures generate the match making sets by sending specific messages to the certain set of nodes. The algorithms are basically recursive invocations of the procedure M ult described in the previous section. We present these algorithms as stand-alone procedures without any explict reference to algorithm M ult. 
Action at any node:
• Upon receiving M essageP A(p, k, M ) from the link (direction) dir:
Copy M into local memory.
Remark 7
• 
it was received. A node can not respond to any message it the middle of the processing of another message. In this manner, the messages at different levels will not interfere with each other and the correctness of the algorithm is kept.
Lemma 4 When algorithm A(p, , M ), 1 ≤ p < , is executed at node x, P ( , −p) nodes receive M essageSA(p, k, M ), p < k ≤ ; each of these nodes belong to a mutually disjoint p-dimensional substar [ * · · · * t 1 t 2 · · · t n−p ], where t 1 t 2 · · · t n−p denotes all possible permutations of the set {x
1 , x 2 , · · · , x n } and P ( , p) is defined as P ( , p) = p × p!, 1 ≤ p < .
Remark 8 Note that some nodes will receive the M essageSA and/or M essageP A multiple times. Each node maintains a queue to buffer the messages it receives in the middle of processing of other messages; it does not respond to other messages until the current message is completely processed. Thus, the messages from different level are handled without
interference. N A (x, p, ) . 
Corollary 1 An arbitrary node x can execute algorithm
Lemma 5 Execution of the algorithm A(p, , M ) for a given
For ≥ 4, and p ≥ 3, we have
Thus, the first claim follows. To compute the time taken by the algorithm A(p, , M ), we note that the nodes executing the procedure M ult(k, M ) in the k-th iteration belong to different mutually disjoint substars and they execute concurrently.
The time taken by procedure M ult(k, M ) is O(log k) (Lemma 3). Thus the total time taken by the algorithm A(p, , M )
is given by k=p+1 O(log k) = O( log ). 
Procedure B(p, , M ) at y Initial Conditions:
Node y has message M to be delivered.
Invocation of the Algorithm
Node y sends message M essageP B(p, M ) and M essageSB(p, M ) along direction 1.
Action at any node:
• Upon receiving M essageP B(k, M ) from the link (direction) dir:
Remark 9
• The difference between algorithm A and B is the start point and stop condition. Algorithm A starts at level and stops at level p, while algorithm B starts at level p and stops at level 1.
• Paramenter is included in algorithm B in order for it to look consistent with algorithm A. In fact, the execution of algorithm B is independent of the value . All nodes involves in this algorithm belong to S p (y) (Remark 2), which
is not relevant to the value of . Also, does not have to be the same as n which is the size of entire star. N B (y, p, ) .
Lemma 6 When algorithm B(p, , M ), 1 < p ≤ , is executed at node y
= y 1 y 2 · · · y y +1 · · · y n , a total of p! nodes in the p-dimensional substar [ * · · · * y p+1 · · · y y +1 · · · y n ] receives M essageSB(k, M
Remark 10 The same observation, as in designing algorithm A, applies; each node maintains a queue to buffer the messages it receives in the middle of processing of other messages; it does not respond to the messages until the current processing is complete.
Corollary 2 An arbitrary node y can execute algorithm B(p, , M ) to generate a set of size p!, i.e. the set of nodes which receive message M essageSB(p, M ). This set is denoted by
Lemma 7 Execution of the algorithm B(p, , M ) for a given p, p ≥ 3, at an arbitrary node y in S , ≥ 4 requires at most 3 × p! messages and takes at most O(p log p) time.
Proof : Note that the algorithm has p − 1 stages, say for 1 < k ≤ p, where k denotes the index of the stage. In the 
Also, since each of the loop takes O(log k) time, the total algorithm takes O( p, ) ; the size of this set as well as the number of messages required to generate this set decreases as p increases.
Remark 11
When any arbitrary node x in S executes algorithm A(p, , M ) for any given value of p, it generates the set
N A (x,
When any arbitrary node y in S executes algorithm B(p, , M ) for any given value of p, it generates the set
; size of this set as well as the number of messages required to generate this set increases as p increases.
Theorem 1 For any two arbitrary nodes x and y in a star graph S and an integer p, 1 ≤ p ≤ , there is exactly one node in the intersection of N A (x, p, ) and N B (y, p, ).
Proof : The star graph S can be decomposed into
includes exactly one node from each of these substars and N B (y, p, ) includes all the nodes of one of these 
The Election Algorithm
Tournament Scheme
We use the match making technique developed in the previous section to design our leader election algorithm that uses a tournament scheme to elect the leader. The match making sets N A (x, p, ) and N B (y, p, ) for two arbitrary nodes x and y in the star graph S n and any given positive integer will be used to communicate messages between leaders during the tournament scheme. The tuning parameter determines the message complexity of both the algorithms A and B; we need to choose a specific value of to minimize the total number of messages in the election algorithm. We introduce the function δ n in the following to compute this optimum value of for a given n.
Definition 3 For any integer n (dimension of star
S n ), an integer δ n is defined such that 2(δ n !) ≤ √ 6n! and 2(δ n + 1)! > √ 6n!.
Remark 12
It is quite easy to see that for any n, n ≥ 2, the integer δ n is uniquely defined. Given any integer n, δ n can be computed very easily; compute √ 6n!, get the highest integer i such that i! ≤ √ 6n!/2. Table 1 shows some typical values. We start with a star graph S 1 of dimension 1. Since S 1 has only one node, leader election is easy; the only node becomes the leader. Now consider a star graph S n . If we already have n leaders of all the component substars S n−1 , we can use a traditional tournament scheme to elect the unique leader for the entire S n . We now present the algorithm T ournament ( ) that computes the ( + 1)-leader of the ( + 1)-substar from among the -leaders of the component -substars.
Definition 4 In a star graph S n of dimension n, an -leader x is the leader of ! nodes in the -substar (of dimension )
[ * · · · * x +1 · · · x n ].
Remark 13 An -leader knows its region (the -substar) by its links 2 to ; it does not need to know the node permutation to know the region (Definition 2 and Remark 3). For example, if node
Lemma 9 Consider any
Algorithm T ournament ( )
• where µ i is the -leader of the i-th substar and µ j , 1 ≤ k ≤ , i = j is the leader of the j-th substar. After receiving both message, p j sends the message Tournment(µ j , ) to node µ i (using a path obtained by reversing the path that message Announce(µ i , ) uses; information about the path can be easily maintained by providing a parent pointer at nodes).
• Step 5: Upon receiving the tournament messages from all other -leaders, each node µ i , 1 ≤ i ≤ + 1, will know all other -leaders; one of them will decide to be the ( +1)-leader and others will decide not to be the ( +1)-leader. Figure 4 
Remark 14
Message Complexity of Leader Election
We assume that n ≥ 4 without any loss of generality, since for star graphs S n of dimensions 1, 2 and 3 leader election can be done by the simple broadcast scheme using constant number of messages. Let M ( ) denote the number of messages generated by the algorithm to elect a -leader in a -substar and T ( ) denotes the number of messages needed to elect the ( + 1)-leader from among the -leaders using the T ournament( ) algorithm of the previous section. Note that the number of nodes in S n is N = n! and the T ournament( ) algorithm uses the characteristic integer δ such that
Proof : We add up the messages needed in each of the 5 steps in the T ournament( ) algorithm.
• Step 1 needs less than ( + 1) × 3 • Step 2 takes less than 2 ( + 1) (= T 2 ) messages, since there are ( + 1) image nodes and the distance from leaders to their image nodes is at most 2 (Definition 5).
• Step 3 requires less than 2 ( + 1) × δ ! (= T 3 ) messages since there are ( + 1) image nodes and each of them executes algorithm B in a δ -substar each requiring 3δ ! messages (Lemma 7).
• In step 4, ( + 1) intersection nodes are generated (from the ( + 1) leaders and ( + 1) image nodes). Each of these intersection nodes relay the message along reverse path from algorithm A. The maximum length of each of these paths is less than 2( − δ ); so, the total number of messages needed in step 4 is less than 2 ( + 1)( − δ ) (= T 4 ).
• Step 5 does not generate any message.
Using Lemma 8 and the fact that n ≥ 4, it is easy to see that T 1 < ( + 1) √ 6 !, T 2 + T 4 < ( + 1) √ !, and So, it follows that M (n) < 32n!. 2
Remark 15
It should be noted that the above theorem provides a very relaxed upper bound on the number of messages needed to elect a leader in S n ; the actual number of messages would be much smaller.
Time Complexity of Leader Election
We assume, as in [6] , that all the processes initiate the algorithm independently and that he last process starts at time say t x . We want to find an upper bound on the time t n when the leader is elected in the entire star S n .
Theorem 3
The algorithm elects a leader in S n , n ≥ 4, within O(n 2 log n) time.
Proof : Assume that all -leaders have been elected at time t . At time t + log the announcement of leadership is completed among the nodes in all the N A sets (Step 1). At time t + 2 the image nodes have received the tournament message (
Step 2) and the broadcast of the tournament is completed in time t +2+δ log δ (Step 3). Hence the forwarding of the tournament messages (Step 4) starts latest at time t + max{ log , 2 + δ log δ } and the forwarding takes at most 2δ time. Hence, the -leaders receives the message latest by t + n log n + 2 + 2δ . Assuming that the last process starts at time t x , the time for leader election in S n is bounded by t n = t x + n−1
=1
( log + 2 + 2δ ) < n 2 log n + 2n + n(n − 1) = O(n 2 log n)
2
Remark 16
The number of nodes in S n is given by N = n!. Since log N ≈ n log n, the time for election is less than O(log 2 N ); thus the algorithm performs better than the leader election algorithm [6] for an oriented hypercube.
Conclusion
We have proposed an election algorithm in oriented star graph networks that has a message complexity linear in the number of nodes in the network. It would be interesting to study election algorithms in unoriented star graphs and to find if orientation of links helps in star graphs helps or we can come up with a linear election algorithm in star graphs as was reported for hypercubes in [9] .
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