Traditionally, snail growth is measured by morphometric traits like the snail's live weight or shell dimensions (Roberson & Moorhead, 1999) . This method is quick and simple, but live weights are heavily influenced by factors that are difficult to control, e.g. environmental conditions, the momentary physiological state of the specimen or its water content (Daguzan et al., 1982; DupontNivet, Guiller & Bonnet, 1997a; Dupont-Nivet et al., 1997b; Roberson & Moorhead, 1999) . The shell length is a more consistent variable and is therefore commonly used as an indicator to describe snail growth (e.g. Ward, Goater & Mikos, 1997; Le Cam et al., 2009; Stoll et al., 2013) . However, measuring the shell length using digital callipers requires delicate handling to avoid damaging the snails. The process is tedious and time-consuming, as each snail must be measured individually. This is not feasible when conducting large-scale experiments that require many specimens to be measured in a short time period. Moreover, measurement errors will be substantial when juvenile snails with shell lengths of <5 mm are measured. Anderson (2005) introduced a methodology for measuring objects based on digital photographs. Related image-based methods have since been applied to measure fossil ostracods (Aiello et al., 2007) and planktonic gastropods stored in alcohol (Burridge et al., 2015) . Perea et al. (2008) measured living juveniles of the terrestrial snail Cornu aspersum (Helicidae) and showed that determining the shell diameter based on digital images is an adequate method to study juvenile growth in this species. The latter authors stress the reduced time spent per specimen, the minimal manipulation and thus the reduced risk of damaging the specimen, as well as the wider applicability of their method, because accurate measurements can be obtained regardless of the snails' size.
We developed and tested an algorithm that enables the automatic, noninvasive detection and measurement of living aquatic snails that are too small and too numerous for conventional measuring methods. This algorithm allows simultaneous measuring of the area, length and width of multiple snails per image. The core of the algorithm consists of MATLAB (2014) routines providing common image-processing procedures. The algorithm is fully automated, allowing thousands of submerged snails to be measured accurately within minutes, irrespective of their sizes and pigmentation patterns. It requires a prior estimation of the implemented threshold values. Although our study focuses on snails, we see a high potential to adopt our method to similar laboratory measurements of small individuals with simple geometry that are photographed against a background of a contrasting colour. We describe the methodology and provide proof of its applicability in this paper.
The current study was conducted using juveniles of the freshwater snail Radix balthica (Linnaeus, 1758) (Lymnaeidae). They were part of a large-scale field experiment that aimed to quantify inbreeding depression in self-fertilized vs allo-fertilized snails in their natural habitat (A. Bürkli et al., unpubl.; see also Jokela, Wiehn & Kopp, 2006) . To this end, 2,200 laboratory-bred juveniles, either of the more common speckled type or of a melanized type (Fig. 1) , were measured using the procedure outlined below (dataset 1). They were then put into 777 cages, deposited in Lake Zurich, where they stayed for ten weeks, were then brought back to the laboratory and measured a second time (dataset 2). By linking the two datasets, potential differences in growth between inbred and outcrossed snails were assessed. Because the snails were part of an ongoing experiment, they had to be kept alive for both photographic series.
Both sets of images (i.e. before and after the field experiment) were taken in a laboratory environment that allowed for the greatest possible consistency between sets of images. For logistical reasons, slight differences between the two sets in lighting conditions and in the distance of the camera to the snails could not be avoided. The number of snails per image could not be kept constant, as images of dataset 1 were taken at the level of families and images of dataset 2 at the level of individual cages. As a consequence, datasets [1, 2] (in the following, numbers in square brackets refer to datasets 1 and 2, respectively) consisted of [309, 2170] images, with an average mean μ (± standard deviation σ) of [22.0 ± 8.5, 2.5 ± 0.7] snails per image. The snails of dataset 2 were the surviving subset of the snails photographed in dataset 1. In both datasets, the same petri dish was photographed three times to allow the calculation of correlations between repeated measurements of the same snail. Table 1 provides the details and Figure 1 shows an exemplar photograph from both datasets. A Nikon COOLPIX P330 camera was used to take all images with a resolution of 12 Mpx in 24-bit RGB-colour (red-green-blue) space. The photographic setup consisted of a sheet of blue paper as a background, a ruler for (redundant) scale information and a † All authors contributed equally to this work. fixture for the camera. A water-filled petri dish (radius 45 mm) containing the snails was placed in the centre under the camera. No camera calibration was carried out. The error induced is considered of minor importance, as the laboratory lighting conditions for each dataset were constant and the distortion of the camera was small in the middle of the field, where the petri dish was located. Care was taken to place snails foot-down onto the petri dish's surface to minimize potential errors caused by the rotation of an individual's shell. The geometric properties of snails were then measured by an automated four-step algorithm that (1) scales the image, (2) separates snails from the background, (3) reduces noise and (4) documents the results. Subsequently, the performance of the algorithm was extensively tested by running five independent validation steps (see Fig. 2 for an outline of all analyses and Fig. 3 for exemplar images of steps 1-4). All nine steps are explained in detail in the following.
During step 1 ( Fig. 2 : 'PetriDishClipping') the perimeter of the petri dish was detected using a circle Hough transform (Yuen et al., 1990) . This method detects geometric figures in a binary edge-detected image by performing a voting procedure with the data transformed to a Hough parameter space. The selected radius range had to be roughly estimated beforehand to eliminate the detection of other possible circular shapes. A scale factor was computed for each image from the ratio of the metric diameter and the pixel diameter of the petri dish. To test the sensitivity to scale factor errors, 40 images from both datasets were randomly selected. For the two datasets [1, 2] , the radii were determined to a µ = [1,037, 1,085] px and σ = [8, 10] px, implying that one pixel accounts for 0.04 mm/px ± [3 × 10 −3 mm/px, 4 × 10 −3 mm/px]. The major axis length of the snails varied from 50 to 370 pixels, c. Table 1 Details of images of snails measured before (dataset 1) and after (dataset 2) the 10-week field experiment. Step 1: PetriDishClipping
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Automatic snail measurement
Performance tests .12, ± 0.14 mm]. As a consequence, scale errors are < 1% and of minor importance. At the end of step 1 the area surrounding the petri dish was cropped from the image (Fig. 3A ).
In step 2 ( Fig. 2: 'HSV-Filter') the snails were separated from the background by colour thresholding. The image was transformed from the RGB-to the HSV-colour (hue-saturation-value) space. In the HSV-colour space every colour is identified solely by its hue attribute. The snails were brown within a hue of 0-62°a nd the background was blue within a hue of 120-210°. By excluding pixels within a hue of > 62-360°, both speckled and melanized snails became separated from the background (Fig. 3B) . These threshold values accommodated snails of diverse pigmentation (see Fig. 1 ), but usually resulted in the inclusion of visible soft body parts (i.e. head and foot) in a measured object.
Morphological operations (e.g. Sapiro et al., 1993) and a watershed-segmentation technique (e.g. Meyer, 1994) were applied in step 3 (Fig. 2: 'RegionFilter') to reduce noise and to separate multiple objects that were erroneously detected as one single object (Fig. 3C) . The resulting image was binary, within which the connected regions were identified and their geometric features were computed by standard image-processing techniques applied to Binary Large Objects. The geometric characteristics area, extent (area divided by perimeter) and eccentricity (distance of the foci of an ellipse-fit to the area divided by major axis length of this ellipse fit) proved to be effective for distinguishing snails from noise. Thresholds for these characteristics were set by a trial and error approach. Five representative images from dataset 1 and nine from dataset 2 with a total of [129, 25] snails were used to define these thresholds.
In step 4 ( Fig. 2: 'Results') the findings were documented. All detected objects were automatically numbered and had their major and minor axes marked on the output image (Fig. 3D) . Furthermore, a corresponding dataset was generated in MATLAB (2014) for each image, listing the area, extent, perimeter and the minor and major axis lengths of an ellipse-fit for each detected object.
As a first validation (step 5), the performance of the algorithm was quantified by calculating recall and precision rates (Davis & Goadrich, 2006) , where the recall rate is defined as TP/(TP + FN) and the precision rate as TP/(TP + FP), with TP = true positives, FN = false negatives and FP = false positives (Fig. 2: 'Recall and precision rates'). The recall rates were [0.992, 0.995], i.e. more than 99% of the snails present in the petri dishes were detected in both datasets. However, the precision rates were [0.750, 0.988], indicating that in dataset 1 25% of all detected objects were not snails, while in dataset 2 the nonsnail objects were only very rarely (< 2%) classified as snails. In dataset 1 snails were smaller and thus more similar in size to most nonsnail objects (Table 1) . At the same time petri dishes were more tightly packed with snails than in dataset 2 (Table 1) , increasing the likelihood that snails already present in a petri dish produced faeces or mucous trails while more snails were still being added. Either or both of these factors might have caused the loss of precision and disentangling their effects is difficult. As snails in dataset 1 had to be photographed at a small size, a lower efficiency in the photographing process (i.e. fewer snails per image) would likely have been offset by a gain in precision.
When visually comparing the input and output images, each detected snail was categorized either as being measured correctly or with an error leading to an over-or underestimation of its true shell dimensions. In step 6 (Fig. 2: 'Correctness of measurements') we found that [89.0, 91.0%] of the snails were measured correctly in each dataset, demonstrating that, although less precise, the size measurements in dataset 1 were almost as often correct and usable as in dataset 2. Among the incorrectly measured snails, three primary sources of error were found. Firstly, and the most common source of error, was the inclusion of noise (e.g. reflections, shadows, air bubbles, dirt, snail faeces) in a measured area; this accounted for [79.4, 83 .6%] of all incorrectly measured snails. Secondly, [10.9, 16 .2%] of the incorrectly measured snails were only partially detected, because they were at the border of the petri dish. Thirdly, snails tended to cluster together and were classified as a single object when the watershed optimization failed. This type of error accounted for [9.7, 0.2%] of all incorrect measurements, making it almost exclusively a problem of dataset 1. Snails were at an increased risk of clustering together in dataset 1 due to their high density within the petri dish.
As each petri dish was photographed three times, more than one correct measurement was available for most snails. Although replicate images were taken within seconds of each other, the snails' movement caused slight changes in their relative position between images and therefore in their automatic numbering. In step 7, we visually inspected all 2,479 images to identify every individual snail on the 3 images, allowing the comparison of repeated measurements of the same snail (Fig. 2: 'Comparison of repeated measurements'). This is particularly important as the extent to which a snail's head protruded from its shell varied among replicate images. Depending on the shell dimension considered (area, minor or major axis length), at least two correct measurements were available for 1,954, 1,958 and 1,959 snails in dataset 1, and for 1,594, 1,629 and 1,706 snails in dataset 2. For the measurements of major axis length, the Pearson's productmoment correlation coefficients between replicate images were [0.984, 0.974], for minor axis length [0.988, 0.994] and for area [0.995, 0.994] in the two datasets. These correlation coefficients were highly significant (all P values < 0.0001) and show that repeated measurements of the same snail were very consistent even though soft body parts were measured as well.
B C D A Figure 3 . Methodology for automatic snail measurement, illustrated on an image from dataset 2 (see Figs 1B, 2) . A.
Step 1: petri dish clipping and scaling. B.
Step 2: separation of snails from background by colour thresholding. C.
Step 3: morphological operations and (optional) water shedding. D.
Step 4: results with determined region properties.
In step 8, 14 representative images independent of those used for calibrating the threshold values were chosen to validate the algorithm procedure (Fig. 2: 'Comparison with manually clipped snails'). The [5, 9] images from the two datasets included [95, 22] snails. Ideal reference images were then created by manually clipping out of these images those objects containing the snail shells and the snail heads protruding from the shells. Figure 4 shows how the manually clipped ideal reference images compare with the automatic measurements of the same snails in terms of their area, their major and their minor axes. The algorithm tends to slightly underestimate all three shell dimensions (mean proportional difference between manual and automatic measurement: −1.8%). The underestimation was marginally but nonsignificantly stronger for a snail's area (−2.6%) than for its major (−1.5%) and minor axis length (−1.4%, P ≥ 0.06 for all pairwise comparisons using Wilcoxon rank-sum tests) and did not differ between the two image sets (Wilcoxon rank-sum test: W = 9,484, P = 0.92).
Finally, in step 9 we assessed the potential of the developed automatic measuring method to quantify snail growth during the ten-week field experiment (Fig. 2: 'Quantification of snail growth'). Snail growth was measured by the change in the major axis length over time, a measure similar to shell length, which is commonly used for this purpose (e.g. Ward et al., 1997; Le Cam et al., 2009; Stoll et al., 2013) . As an analysis including all snails would be statistically overpowered, the minimum number of snails required for detecting a significant and meaningful difference in shell length between snails measured before and after the field experiment was identified. We found that a sample size of ten randomly chosen snails per group resulted in a highly significant size difference (Welch's t-test: t = −7.41, df = 17.67, P < 0.0001 and Wilcoxon rank-sum test: W = 0, P < 0.0001). Within these subsamples, snail sizes before (3.8 ± 1.4 mm) and after the experiment (8.8 ± 1.6 mm) differed on average by 5.0 mm, corresponding to an increase in size of 232% over the course of the field experiment (Fig. 5) . This demonstrates that the automatic measuring method developed here is sensitive enough to detect a biologically relevant change in snail sizes in very small datasets.
In conclusion, we demonstrated the great potential of automatic object detection for measuring objects or specimens too small or too numerous for manual measurement. Especially when working under pressure of time, such as during a large-scale experiment involving the simultaneous release or treatment of many individuals, this method could prove useful. The developed algorithm was highly successful at detecting all snails present on images, irrespective of their pigmentation type. It yielded measurements so repeatable that replicate images of the same snails are deemed unnecessary, even though snails were photographed alive and under water. Moreover, the error introduced by measuring snails automatically, instead of clipping them out of images manually, turned out to be negligible. The automatic method does show a tendency to detect nonsnail objects, especially when snails are small. However, this problem can likely be avoided almost entirely by reducing both the number of snails per image and the time snails spend in a petri dish before being photographed. Doing so will also ensure that snails do not cluster together.
The application of the algorithm presented here requires the installation of MATLAB (2014). As a consequence of the specific application goal, the defined thresholds are at present only valid for measurements of R. balthica. To adapt the program to other molluscan species will require the re-estimation of the threshold values for colour (hue), area, extent and eccentricity. Applications to other species will likely be facilitated by the ability of the algorithm to measure several geometric properties for each detected object (i.e. major axis length, minor axis length, area, extent, perimeter), making it possible to select a meaningful geometric property for a wide range of possible shell shapes. The method may be especially suited for studies using a single, geometrically simple species of which large numbers of terrestrial or aquatic individuals with a moderate degree of mobility need to be measured quickly and noninvasively. The MATLAB code (without user interface, but including comments and explanations) is available in the Supplementary Material.
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Supplementary material is available at Journal of Molluscan Studies online. Figure 4 . Per cent differences in three geometric variables between manually clipped snails (shell plus head) and the automatic measurements of the same snails, shown separately for datasets 1 and 2 (including 95 and 22 snails, respectively). Horizontal line indicates median; box delineates 25th and 75th percentiles; whiskers show extremes (corresponding to ± 2.7σ and 99.3% coverage if data were normally distributed); +, outliers. 
