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ULTRADIFFERENTIABLE FUNCTIONS OF CLASS
M τ,σp AND MICROLOCAL REGULARITY
NENAD TEOFANOV AND FILIP TOMIC´
Abstract. We study spaces of ultradifferentiable functions which
contain Gevrey classes. Although the corresponding defining se-
quences do not satisfy Komatsu’s condition (M.2)’, we prove appro-
priate continuity properties under the action of (ultra)differentiable
operators. Furthermore, we study convenient localization proce-
dure which leads to the concept of wave-front set with respect
to our regularity conditions. As an application, we identify the
standard projections of intersections/unions of wave-front sets as
singular supports of suitable spaces of ultradifferentiable functions.
Dedicated to Professor Pilipovic´ on the occasion of his 65th birthday.
1. Introduction
Gevrey classes were introduced to describe regularity properties of
fundamental solution of the heat operator in [12], and thereafter used in
the study of different aspects of general theory of linear partial differen-
tial operators such as hypoellipticity, local solvability and propagation
of singularities. We refer to [24] for a detailed exposition of Gevrey
classes and their applications to the theory of linear partial differen-
tial operators. The intersection (projective limit) of Gevrey classes
is strictly larger than the space of analytic functions while its union
(inductive limit) is strictly contained in the class of smooth functions.
Therefore, it is of interest to study the intermediate spaces of smooth
functions which are contained in those gaps by introducing appropri-
ate regularity conditions. On one hand, this may serve to describe
hypoellipticity properties between smooth/analytic hypoellipticity and
Gevrey hypoellipticity. On other hand, it can be used in the study of
corresponding microlocal regularity properties.
In this paper we continue and complement our research initiated
by Professor Stevan Pilipovic´ and recently published in [21, 22], and
show further properties of classes of ultradifferentiable functions which
contain Gevrey classes. Recall, in [21] we introduced sequences M τ,σp =
pτp
σ
, p ∈ N, τ > 0 and σ > 1, and used them to define and study test
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function spaces for Roumieu type ultradistribution. That approach is
further developed in [22] where, together with a more detailed analysis
of ultradifferentiable functions of class M τ,σp , we perform microlocal
analysis with respect to the regularity of such classes. More precisely,
we proved there that
WF0,∞(P (D)u) ⊆WF0,∞(u) ⊆WF0,∞(P (D)u) ∪ Char(P ),
where u is a Schwartz distribution, P (D) is a partial differential op-
erator with constant coefficients and characteristic set Char(P ), and
WF0,∞ denotes the wave front set described in terms of new regularity
conditions, see Section 4.
Different types of wave front sets are introduced in connection to the
equation under investigation. For example, the Gabor wave front set
from [14] and [25] is recently successfully applied to different situations
including the study of Schro¨dinger equations, see [1–4, 23, 27–29] and
the references therein. Such wave-front set can be characterized in
terms of rapid decay of its Gabor coefficients. That idea is introduced
and exploited in [15, 19, 20], and extended in [5, 6] to more general
Banach and Fre´chet spaces. The main tool used there are methods of
time-frequency analysis and modulation spaces. We refer to [7–10] for
details on modulation spaces and their role in time-frequency analysis,
and remark that a version of Gabor wave front set adapted to regularity
proposed in this paper, will be the subject of our future investigation.
This Section is ended by fixing the notation and recalling the stan-
dard definition of ultradifferentiable functions and wave-front sets, and
the reader familiar with the subject may proceed to Section 2 which
is devoted to the definition and basic properties of regularity classes
Eτ,σ(U). In particular, we study their embeddings with respect to pa-
rameters τ > 0 and σ > 1 (Proposition 2.1), and show the stabil-
ity under differentiation (Theorem 2.1), although its defining sequence
M τ,σp = p
τpσ does not satisfy (M.2)’ (cf. Subsection 1.2). Further-
more, we study the continuity of certain ultradifferentiable operators
(Theorem 2.2).
For the purpose of local analysis in Section 3 we introduce particular
admissibility condition for sequences of cut-off functions see Definition
3.1, and discuss regularity of Schwartz distributions in Propositions 3.1
and 3.2.
In Section 4 we first recall the definition of the wave-front set from
[22] and prove Lemma 4.1, an important auxiliary result which is used
in the proof of the pseudolocal property in Subsection 4.1. We con-
clude the paper by identifying the standard projections of intersections
and unions of wave-front sets with singular supports of appropriate
projective/inductive limits of test function spaces, Theorem 4.2.
We note that Propositions 3.1 and 3.2 and Lemma 4.1 are stated
in [22] without proofs.
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1.1. Notation. Sets of numbers are denoted in a usual way, e.g. N
(resp. Z+) denotes the set of nonnegative ( resp. positive) integers. For
x ∈ R+ the floor function is denoted by ⌊x⌋ := max{m ∈ N : m ≤ x}.
For a multi-index α = (α1, . . . , αd) ∈ Nd we write ∂α = ∂α1 . . . ∂αd and
|α| = |α1|+ . . . |αd|. We will often use Stirling’s formula:
N ! = NNe−N
√
2πNe
θN
12N ,
for some 0 < θN < 1, N ∈ Z+. By C∞(K) we denote the set of smooth
functions on a compact set K ⊂⊂ U with smooth boundary, where
U ⊆ Rd is an open set, C∞K are smooth functions supported by K. The
closure of U ⊂ Rd is denoted by U . A conic neighborhood of ξ0 ∈ Rd\0
is an open cone Γ ⊂ Rd such that ξ0 ∈ Γ. The Fourier transform of
a locally integrable function f is defined as f̂(ξ) =
∫
Rd
f(x)e−2piixξdx,
ξ ∈ Rd, and the definition extends to distributions by duality. Open
ball of radius r, centered at x0 ∈ Rd is denoted by Br(x0).
For locally convex topological spaces X and Y , X →֒ Y means that
X is dense in Y and that the identity mapping from X to Y is contin-
uous, and we use lim←− and lim−→ to denote the projective and inductive
limit topologies respectively. By X ′ we denote the strong dual of X
and by 〈·, ·〉X the dual pairing between X and X ′. As usual, D′(U)
stands for Schwartz distributions, and E ′(U) for compactly supported
distributions.
1.2. Ultradifferentiable functions and wave-front sets. For the
sake of the clarity of our exposition, in this subsection we recall Ko-
matsu’s approach to the theory of ultradifferentiable functions, see [17],
and the notion of wave-front set in the context of the Gevrey regularity.
By Mp = (Mp)p∈N we denote a sequence of positive numbers such
that the following conditions hold:
(M.0) M0 = 1;
(M.1) M2p ≤Mp−1Mp+1, p ∈ Z+;
(M.2) (∃C > 0) Mp+q ≤ Cp+1MpMq, p, q ∈ N;
(M.3)′
∞∑
p=1
Mp−1
Mp
<∞.
Then Mp also satisfies weaker conditions: (M.1)
′ MpMq ≤ Mp+q and
(M.2)′ (∃C > 0) Mp+q ≤ Cp+1q Mp, p, q ∈ N.
Let the sequence Mp satisfy the conditions (M.0) − (M.3)′ and let
U ⊆ Rd be an open set. A function φ ∈ C∞(U) is an ultradifferentiable
function of class (Mp) (resp. of class {Mp}) if for each compact subset
K ⊂⊂ U and each h > 0, there exists C > 0 (resp. for each compact
subset K ⊂⊂ U there exists h > 0 and C > 0) such that
sup
x∈K
|∂αφ(x)| ≤ Ch|α|M|α|, α ∈ Nd. (1.1)
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For a fixed compact set K ⊂ Rd and h > 0, φ ∈ E{Mp},h(K) if
φ ∈ C∞(K) and if (1.1) holds for some C > 0. If φ ∈ C∞(Rd) and
supp φ ⊂ K, then φ ∈ D{Mp},hK . These spaces are Banach spaces under
the norm
‖φ‖E{Mp},h(K) = sup
α∈Nd,x∈K
|∂αφ(x)|
h|α|M|α|
.
The spaces of ultradifferentiable functions of class {Mp} and of class
(Mp) are respectively given by
E{Mp}(U) = lim←−
K⊂⊂U
lim−→
h→∞
E{Mp},h(K) =
⋂
K⊂⊂U
⋃
h→∞
E{Mp},h(K),
E (Mp)(U) = lim←−
K⊂⊂U
lim←−
h→0
E{Mp},h(K) =
⋂
K⊂⊂U
⋂
h→0
E{Mp},h(K),
and their strong duals are respectively called the space of ultradistribu-
tions of Roumieu type of class Mp and the space of ultradistributions
of Beurling type of class Mp.
The space of ultradifferentiable functions of class {Mp} (resp. of
class (Mp)) with support in K is given by
D{Mp}(U) = lim−→
K⊂⊂U
lim−→
h→∞
D{Mp},hK =
⋃
K⊂⊂U
⋃
h→∞
D{Mp},hK
(resp. D(Mp)(U) = lim−→
K⊂⊂U
lim←−
h→0
D{Mp},hK =
⋃
K⊂⊂U
⋂
h→0
D{Mp},hK )
and its strong dual is the space of compactly supported ultradistri-
butions of Roumieu type of class Mp (resp. of Beurling type of class
Mp).
In what follows, E∗(U) and D∗(U) stand for E{Mp}(U) or E (Mp)(U),
and for D{Mp}(U) or D(Mp)(U), respectively.
In particular, if Mp is the Gevrey sequence, Mp = p!
t, t > 1, then
E{p!t}(U) and E (p!t)(U) are the Gevrey classes of ultradifferentiable func-
tions commonly denoted by Et(U). Note that p!t, t > 1, satisfies
(M.0)− (M.3)′. We refer to [17] for a detailed study of different classes
of ultradifferentiable functions and their duals.
Next we recall the notion of wave-front set in the context of the
Gevrey regularity.
Let there be given t ≥ 1 and (x0, ξ0) ∈ U × Rd\{0}. Then the
Gevrey wave front set WFt(u) of u ∈ D′(U) can be defined as follows:
(x0, ξ0) 6∈ WFt(u) if and only if there exists an open neighborhood Ω of
x0, a conic neighborhood Γ of ξ0 and a bounded sequence uN ∈ E ′(U),
such that uN = u on Ω and
|ûN(ξ)| ≤ A h
NN !t
|ξ|N , N ∈ Z+, ξ ∈ Γ,
for some A, h > 0. The wave-front set of u ∈ D′(U) can be defined
in an analogous way. If t = 1, then the Gevrey wave front set is
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sometimes called the analytic wave front set and denoted by WFA(u),
u ∈ D′(U). The classical C∞ wave-front set of u ∈ D′(U) can be also
defined through its complement: (x0, ξ0) 6∈ WF (u) if and only if there
exists an open neighborhood Ω of x0, a conic neighborhood Γ of ξ0 and
a smooth compactly supported function φ, equal to 1 on Ω and
|φ̂u(ξ)| ≤ CN
(1 + |ξ|)N , N ∈ Z+, ξ ∈ Γ, CN > 0.
We refer to [11, 13, 24] for details.
2. M τ,σp sequences and the corresponding regularity
classes
In this section we observe the sequence M τ,σp = p
τpσ , p ∈ N, where
τ > 0, σ > 1 and study its basic properties. Although M τ,σp fails to
satisfy the condition (M.2), the flexibility obtained by introducing the
two-parameter dependence enables us to introduce smooth functions
which are less regular than the Gevrey functions. In a separate sub-
section we define ultradifferentiable functions of class M τ,σp and study
their main properties.
2.1. The defining sequence M τ,σp . The following lemma captures
the basic properties of the sequence M τ,σp = p
τpσ , p ∈ N, τ > 0, σ > 1,
M τ,σ0 = 1. We refer to [21] for the proof.
Lemma 2.1. Let τ > 0, σ > 1 and M τ,σp = p
τpσ , p ∈ Z+, M τ,σ0 = 1.
Then, apart from (M.1) and (M.3)′ the sequence M τ,σp satisfies the
following properties.
˜(M.2)′ M τ,σp+q ≤ Cpσq M τ,σp , for some sequence Cq ≥ 1, p, q ∈ N,
(˜M.2) M τ,σp+q ≤ Cpσ+qσM τ2σ−1,σp M τ2σ−1,σq , p, q ∈ N, for some constant
C > 1.
Furthermore, there exist A,B,C > 0 such that
M τ,σp ≤ ACp
σ⌊pσ⌋!τ/σ and ⌊pσ⌋!τ/σ ≤ BM τ,σp .
The property (M.3)′ implies that the corresponding spaces of ul-
tradifferentiable functions (see Subsection 2.2) are non-quasianalytic,
i.e. they contain nontrivial compactly supported smooth functions.
Let us now prove (M.3)′ by modifying the proof given in [21]. Since
the first summand in the series given in (M.3)′ is equal to 1, it is
enough to observe the summation for p ≥ 2. Since pσ ≥ (p− 1)σ−1p =
(p− 1)σ + (p− 1)σ−1, p ∈ Z+, we have
∞∑
p=2
(p− 1)τ(p−1)σ
pτpσ
≤
∞∑
p=2
(p− 1)τ(p−1)σ
pτ((p−1)σ+(p−1)σ−1)
=
∞∑
p=2
(1− 1
p
)τ(p−1)
σ
pτ(p−1)σ−1
.
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Since τpσ ln
(
1+
1
p
)
= τ pσ−1 ln
(
1+
1
p
)p
≥ τ pσ−1 ln 2, p ≥ 2, we obtain
2τp
σ−1 ≤
(
1 +
1
p
)τpσ
, p ≥ 2,
which gives
∞∑
p=2
(1− 1
p
)τ(p−1)
σ
pτ(p−1)σ−1
≤
∞∑
p=2
1
(2p)τ(p−1)σ−1
<∞.
2.2. Regularity classes Eτ,σ. Let τ > 0, σ > 1, h > 0, and K ⊂⊂ U ,
where U is an open set in Rd. A function φ ∈ C∞(U) is ultradifferen-
tiable function of class M τ,σp if there exists A > 0 such that
|∂αφ(x)| ≤ Ah|α|σ |α|τ |α|σ , α ∈ Nd, x ∈ K.
The space of ultradifferentiable functions of class M τ,σp denoted by
Eτ,σ,h(K) is a Banach space with the norm given by
‖φ‖Eτ,σ,h(K) = sup
α∈Nd
sup
x∈K
|∂αφ(x)|
h|α|σ |α|τ |α|σ , (2.1)
and Eτ1,σ1,h1(K) →֒ Eτ2,σ2,h2(K), 0 < h1 ≤ h2, 0 < τ1 ≤ τ2, 1 < σ1 ≤ σ2.
By (??), the norm in (2.1) is equivalent to
‖φ‖∼Eτ,σ,h(K) = sup
α∈Nd
sup
x∈K
|∂αφ(x)|
h|α|σ⌊|α|σ⌋!τ/σ <∞, h > 0.
Let DKτ,σ,h be the set of functions in Eτ,σ,h(K) with support contained
in K. Then, in the topological sense, we set
E{τ,σ}(U) = lim←−
K⊂⊂U
lim−→
h→∞
Eτ,σ,h(K),
E(τ,σ)(U) = lim←−
K⊂⊂U
lim←−
h→0
Eτ,σ,h(K),
D{τ,σ}(U) = lim−→
K⊂⊂U
DK{τ,σ} = lim−→
K⊂⊂U
lim−→
h→∞
DKτ,σ,h ,
D(τ,σ)(U) = lim−→
K⊂⊂U
DK(τ,σ) = lim−→
K⊂⊂U
lim←−
h→0
DKτ,σ,h.
We will use abbreviated notation τ, σ for {τ, σ} or (τ, σ) .
Remark 2.1. If τ > 1 and σ = 1, then Eτ,1(U) = Eτ (U) are the Gevrey
classes and Dτ,1(U) = Dτ (U) are the corresponding subspaces of com-
pactly supported functions in Eτ (U). When 0 < τ ≤ 1 and σ = 1
such spaces are contained in the corresponding spaces of quasianalytic
functions. In particular, Dτ (U) = {0} when 0 < τ ≤ 1.
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Clearly, compactly supported Gevrey functions belong to D{τ,σ}(U).
However, one can find a compactly supported function in D{τ,σ}(U)
which is not in Dτ (U), for any τ > 1. We refer to [21] for the proofs.
It is known that the spaces E{Mp}(U) are nuclear if the defining
sequence Mp satisfies (M.2)
′, cf. [17, Theorem 2.6 ]. Although M τ,σp =
pτp
σ
, τ > 0, σ > 1, does not satisfy (M.2)′, it can be proved that the
spaces Eτ,σ(U), DKτ,σ and Dτ,σ(U) are nuclear as well. Again, we refer
to [21] for the proof.
The basic embeddings between the introduced spaces with respect
to σ and τ are given in the following proposition.
Proposition 2.1. Let σ1 ≥ 1. Then for every σ2 > σ1 and τ > 0
lim−→
τ→∞
Eτ,σ1(U) →֒ lim←−
τ→0+
Eτ,σ2(U). (2.2)
Moreover, if 0 < τ1 < τ2, then for every σ ≥ 1 it holds
E{τ1,σ}(U) →֒ E(τ2,σ)(U) →֒ E{τ2,σ}(U), (2.3)
and
lim−→
τ→∞
E{τ,σ}(U) = lim−→
τ→∞
E(τ,σ)(U), lim←−
τ→0+
E{τ,σ}(U) = lim←−
τ→0+
E(τ,σ)(U).
For the proof of (2.2) we refer to [21] and complete proof of Propo-
sition 2.1 can be found in [22].
We are also interested in projective (when τ → 0+ or when σ → 1+)
and inductive (when τ →∞ or when σ →∞) limits which we denote
as follows:
E0,σ(U) := lim←−
τ→0+
Eτ,σ(U), E∞,σ(U) := lim−→
τ→∞
Eτ,σ(U),
Eτ,1(U) := lim←−
σ→1+
Eτ,σ(U), Eτ,∞(U) := lim−→
σ→∞
Eτ,σ(U),
E0,1(U) := lim←−
σ→1+
E0,σ(U), E0,∞(U) := lim−→
σ→∞
E0,σ(U), (2.4)
E∞,1(U) := lim←−
σ→1+
E∞,σ(U), E∞,∞(U) := lim−→
σ→∞
E∞,σ(U), (2.5)
The proof of the following corollary can be found in [22].
Corollary 2.1. With the notation from (2.4) and (2.5) the following
strict embeddings hold true:
lim−→
t→∞
Et(U) →֒ E0,1(U) →֒ E∞,1(U) →֒ E0,∞(U) →֒ E∞,∞(U).
Recall that the Komatsu’s condition (M.2)′, also known as ”stability
under differential operators”, is sufficient to ensure that the spaces
E∗(U) are closed under the differentiation, cf. [17, Theorem 2.10]. In
the next Proposition we show that Eτ,σ(U) is closed under the finite
order differentiation, although the condition (M.2)′ is violated.
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Theorem 2.1. Let U be open in Rd, and let τ > 0 and σ > 1. Then
the space Eτ,σ(U) is closed under pointwise multiplications and finite
order differentiation.
Proof. We leave to the reader to prove that the spaces are closed under
translations and dilations and show the algebra property first.
Let K ⊂⊂ Rd and for h > 0 set ch = min{h, h2σ−1}. Then for
φ, ψ ∈ Eτ,σ,ch(K), by the Leibnitz formula we obtain
||φψ||Eτ,σ,2h(K) ≤ sup
α∈Nd
∑
β≤α
(
α
β
)
c
|α−β|σ
h c
|β|σ
h |α− β|τ |α−β|
σ |β|τ |β|σ
(2h)|α|σ |α|τ |α|σ
· ||φ||Eτ,σ,ch(K)||ψ||Eτ,σ,ch(K).
If h ≥ 1, then we put ch = h. Note that |α− β|σ + |β|σ ≤ |α|σ when
β ≤ α. By (M.1) property of M τ,σp we then have
∑
β≤α
(
α
β
)
c
|α−β|σ
h c
|β|σ
h |α− β|τ |α−β|
σ |β|τ |β|σ
(2h)|α|σ |α|τ |α|σ ≤
2|α|h|α|
σ
(2h)|α|σ
≤ 1, α ∈ Nd.
If 0 < h < 1, then ch = h
2σ−1 , and
(1/h)|α|
σ ≤ (1/h)2σ−1|α−β|σ(1/h)2σ−1|β|σ , β ≤ α.
which gives
∑
β≤α
(
α
β
)
c
|α−β|σ
h c
|β|σ
h |α− β|τ |α−β|
σ |β|τ |β|σ
(2h)|α|σ |α|τ |α|σ ≤
2|α|
2|α|σ
≤ 1, α ∈ Nd,
that is
‖φψ‖Eτ,σ,2h(K) ≤ ‖φ‖Eτ,σ,ch(K)‖ψ‖Eτ,σ,ch(K),
wherefrom the algebra property holds.
To prove that Eτ,σ(U) is closed under differentiation we fix β ∈ Nd,
and set c′h = max{h, h2σ−1}, h > 0. Then, for every x ∈ K, from ˜(M.2)′
it follows that
|(∂α+βφ(x))| ≤ ||φ||Eτ,σ,h(K)h|α+β|
σ |α+ β|τ |α+β|σ
≤ ||φ||Eτ,σ,h(K)C ′|β|
σ
h (C|β|c
′
h)
|α|σ |α|τ |α|σ ,
where C ′h = max{1, h2σ−1} and C|β| is the constant from ˜(M.2)′ (see
Lemma 2.1 for q = |β|). This implies that for every h > 0 there exists
Ch,β > 0 such that
||∂βφ||Eτ,σ,C|β|c′h(K) ≤ Ch,β||φ||Eτ,σ,h(K),
and the statement follows. 
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We conclude this section with the continuity properties of certain
ultradifferentiable operators P (x, ∂) acting on Eτ,σ(U). Note that Ko-
matsu’s condition (M.2) provides the stability of E∗(U) under the ac-
tion of ultradifferentiable operators, cf. [17, Theorem 2.12]. The fol-
lowing theorem shows that the condition (˜M.2) provides instead only
the continuity of certain ultradifferentiable operators from Eτ,σ(U) into
Eτ2σ−1,σ(U). We refer to [22, Theorem 2.1] for a more general result
which involves ultradifferentiable operators with non constant coeffi-
cients.
Theorem 2.2. Let U be open in Rd, τ > 0 and σ > 1. If P (∂) =
∞∑
|α|=0
aα∂
α is a constant coefficient differential operator of infinite order
such that for some L > 0 and A > 0 (resp. every L > 0 there exists
A > 0) such that
|aα| ≤ A L
|α|σ
|α|τ2σ−1|α|σ , (2.6)
then E∞,σ(U) is closed under action of P (∂). In particular,
P (∂) : Eτ,σ(U) −→ Eτ2σ−1,σ(U) ,
is continuous linear mapping, where Eτ,σ(U) denotes E(τ,σ)(U) or E{τ,σ}(U).
Proof. Let φ ∈ Eτ,σ,h(K), for some h > 0. Then, for x ∈ K, using (2.6)
and (˜M.2) property of M τ,σp we obtain
|∂β(aα∂αφ(x))| ≤ A||φ||Eτ,σ,h(K)
L|α|
σ
|α|τ2σ−1|α|σ h
|α+β|σ(|α+ β|)τ |α+β|σ
≤ A||φ||Eτ,σ,h(K)
L|α|
σ
|α|τ2σ−1|α|σ h
|α+β|σC |α|
σ
C |β|
σ |α|τ2σ−1|α|σ |β|τ2σ−1|β|σ
≤ A||φ||Eτ,σ,h(K)(LCch)|α|
σ
(Cch)
|β|σ |β|τ2σ−1|β|σ , (2.7)
where for the last inequality we have used that for σ > 1,
|α|σ + |β|σ ≤ |α + β|σ ≤ 2σ−1(|α|σ + |β|σ),
ch = max{h, h2σ−1} and C > 1 is the constant from (˜M.2). Note that
ch = h when 0 < h ≤ 1 and ch = h2σ−1 when h > 1.
Now, we may choose either h > 0 or L > 0 such that LCch < 1/2
holds true. Since
∞∑
|α|=0
(1/2)|α|
σ
< ∞, by taking the sum with respect
to α and the supremum with respect to β and x ∈ K, from (2.7) it
follows that
||P (∂)φ||Eτ2σ−1,σ,Cch(K) ≤ C
′||φ||Eτ,σ,h(K),
for some C ′ > 0 and the theorem is proved, since the result for E∞,σ(U)
follows immediatelly. 
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3. Local analysis of distributions with respect to Eτ,σ
In this section we study local behavior of distributions by the means
of appropriate localized versions of their Fourier transforms. The local-
ization is defined by the means of τ, σ-admissible sequences of smooth
functions, see Definition 3.1. We first describe the process of enumer-
ation, which is one of the main tolls in our analysis.
Let τ > 0, σ > 1, Ω ⊆ K ⊂⊂ U ⊆ Rd, where Ω and U are open
in Rd, and the closure of Ω is contained in K. Let u ∈ D′(U). We
observe the nature of its regularity with respect to the condition
|ûN(ξ)| ≤ A h
NN !τ/σ
|ξ|⌊N1/σ⌋ , N ∈ N, ξ ∈ R
d\{0}, (3.1)
where {uN}N∈N is bounded sequence in E ′(U) such that uN = u in Ω
and A, h are some positive constants.
One of the main ingredients of the following proofs is the procedure
which we call enumeration and which consists of a change of variables
in indices which ”speeds up” or ”slows down” the decay estimates of
single members of the corresponding sequences, while preserving their
asymptotic behavior when N → ∞. In other words, although esti-
mates for terms of a sequence before and after enumeration are differ-
ent, the asymptotic behavior of the whole sequence remains unchanged.
Therefore, the condition (3.1) is equivalent to another condition ob-
tained after replacing N with positive, increasing sequence aN such
that aN → ∞, N → ∞. We then write N → aN and uN instead of
uaN .
For example, applying Stirling’s formula to (3.1) we obtain
|ûN(ξ)| ≤ A1 h
N
1 N
τ
σ
N
|ξ|⌊N1/σ⌋ , N ∈ N, ξ ∈ R
d\{0}, (3.2)
for some positive constants A1, h1. After enumeration N → N/τ and
writing uN instead of the uN/τ , (3.2) becomes
|ûN(ξ)| ≤ A1 h
N/τ
1 (N/τ)
τ
σ
(N/τ)
|ξ|⌊(N/τ)1/σ⌋ ≤ A2
hN2 N !
1/σ
|ξ|⌊(N/τ)1/σ⌋ , N ∈ N, ξ ∈ R
d\{0}
for some A2, h2 > 0. Moreover, if {uN}N∈N is bounded sequence in
E ′(U), then {uN/τ}N∈N is also bounded in E ′(U) (with respect to the
strong topology).
In [13, Proposition 8.4.2] Ho¨rmander used a sequence of carefully
chosen cutoff functions {χN}N∈N to define the analytic wavefront set
WFA. We modify that to define and analyze a new type of wavefront
sets in D′(U) related to (3.1) or (3.2).
Definition 3.1. Let τ > 0, σ > 1, and Ω ⊆ K ⊂⊂ U , such that Ω
is strictly contained in K. A sequence {χN}N∈N of functions in C∞K is
said to be τ, σ-admissible with respect to K if
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a) χN = 1 in a neighborhood of Ω, for every N ∈ N,
b) there exists a positive sequence Cβ such that
sup
x∈K
|Dα+βχN(x)| ≤ C |α|+1β ⌊N1/σ⌋|α|, |α| ≤ ⌊(N/τ)1/σ⌋, (3.3)
for every N ∈ N and β ∈ Nd.
Remark 3.1. When τ = σ = 1 we recover the sequence {χN}N∈N
used by Ho¨rmander to analyze the analytic behavior of distributions.
Moreover, note that for σ > 1 and 0 < τ ≤ 1, {χτNσ}N∈N gives
another sequence with the same asymptotic properties as {χN}N∈N.
This implies that, for σ > 1 and 0 < τ ≤ 1, the enumeration N → τNσ
in (3.3) may be used to define the analytic wave-front sets.
Remark 3.2. From (3.3) it follows that
|χ̂N(ξ)| ≤ A|α|+1β ⌊N1/σ⌋|α|〈ξ〉−|α|−|β|, |α| ≤ ⌊(N/τ)1/σ⌋, (3.4)
for every N ∈ N, ξ ∈ Rd, where 〈ξ〉 = (1 + |ξ|2)1/2. If α = 0 in
(3.3), then {χN}N∈N is bounded sequence in C∞(U) and from (3.4), it
follows that {χ̂N}N∈N is bounded in the Schwartz space S(Rd). From
the boundedness of {χN}N∈N in C∞(U), it follows that {χNu}N∈N is
bounded in E ′(U) for every u ∈ D′(U) .
Recall that if {uN}N∈N is a bounded sequence in E ′(U) then Paley-
Wiener type theorems and e−ix·ξ ∈ C∞(Rdx), for every ξ ∈ Rd, imply
|ûN(ξ)| = |〈uN , e−i·ξ〉| ≤ C〈ξ〉M , (3.5)
for some C,M > 0 independent of N .
The existence of the τ, σ-feasible sequences is shown in the following
Lemma. We refer to [22] for the proof, see also [13, Theorems 1.3.5
and 1.4.2].
Lemma 3.1. Let there be given r > 0, τ > 0, σ > 1 and x0 ∈ Rd.
There exists τ, σ-admissible sequence {χN}N∈N with respect to B2r(x0)
such that χN = 1 on Br(x0), for every N ∈ N.
Next we show that (3.1) implies local regularity related to E{τ,σ}(U).
For the opposite direction, if u ∈ E{τ,σ}(Ω) we need to observe τ˜ , σ-
admissible sequences, where τ˜ = τσ/(σ−1). The precise statements are
the following.
Proposition 3.1. Let u ∈ D′(U), τ > 0, σ > 1, Ω ⊆ U with the closure
contained in U and let {uN}N∈N be a bounded sequence in E ′(U), uN =
u on Ω and such that (3.1) holds. Then u ∈ E{τ,σ}(Ω).
Proof. After the enumeration N → Nσ and by Lemma 2.1, condition
(3.1) is equivalent to
|ûN(ξ)| ≤ A k
NσN τN
σ
|ξ|N , N ∈ N, ξ ∈ R
d\{0}. (3.6)
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for some A, k > 0.
By the Fourier inversion formula and the fact that uN = u in Ω we
obtain
(h|α|
σ |α|τ |α|σ)−1|Dαu(x)|
= (h|α|
σ |α|τ |α|σ)−1
∣∣∣( ∫
|ξ|≤1
+
∫
|ξ|>1
)
ξαûN(ξ)e
2piixξdξ
∣∣∣
≤ I1 + I2, N ∈ N, α ∈ Nd, x ∈ Ω,
where h > 0 will be chosen later on. Using (3.5) we estimate I1 by
I1 = (h
|α|σ |α|τ |α|σ)−1
∣∣∣ ∫
|ξ|≤1
ξαûN(ξ)e
2piixξdξ
∣∣∣
≤ C(h|α|σ |α|τ |α|σ)−1
∫
|ξ|≤1
〈ξ〉Mdξ.
If h ≥ 1 we conclude that I1 ≤ C1 where C1 does not depend on α. To
estimate I2, note that by (3.6) we have
I2 = (h
|α|σ |α|τ |α|σ)−1
∣∣∣ ∫
|ξ|>1
ξαûN(ξ)e
2piixξdξ
∣∣∣
≤ A(h|α|σ |α|τ |α|σ)−1kNσN τNσ
∫
|ξ|>1
|ξ||α|−Ndξ ≤ C(k2σ−1/h)|α|σ ,
where for the last inequality we chose N = |α|+ d+ 1, and use ˜(M.2)′
property ofM τ,σp , p ∈ N. Now, for h > k2σ−1 we conclude that I2 ≤ C2,
and C2 does not depend on α. Hence, if we take h > max{1, k2σ−1},
we conclude that u ∈ E{τ,σ}(Ω), and the statement is proved. 
Proposition 3.2. Let Ω ⊆ K ⊂⊂ U , Ω ⊂ K, u ∈ D′(U), and let
{χN}N∈N be the τ˜ , σ-admissible sequence with respect to K, where τ˜ =
τσ/(σ−1), τ > 0, σ > 1 . If u ∈ E{τ,σ}(Ω), then {χNu}N∈N is bounded
in E ′(U), χNu = u on Ω, and
|χ̂Nu(ξ)| ≤ Ah
NN !τ˜
−1/σ/σ
|ξ|⌊(N/τ˜)1/σ⌋ , N ∈ N, ξ ∈ R
d\{0}. (3.7)
That is, after enumeration N → τ˜N , {χNu}N∈N satisfies (3.1). for
some A, h > 0.
Proof. Put uN = χNu, N ∈ N. By the Remark 3.2, {uN}N∈N is
bounded in E ′(U). Note also that uN = u on Ω and supp uN ⊆ K.
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Since u ∈ E{τ,σ}(Ω), from (3.3) for |α| ≤ ⌊(N/τ˜ )1/σ⌋, x ∈ Ω, and for
some k > 1 we obtain
|DαuN(x)| ≤
∑
β≤α
(
α
β
)
|Dα−βχN(x)||Dβu(x)|
≤ ||u||Eτ,σ,k(Ω)
∑
β≤α
(
α
β
)
A|α−β|+1⌊N1/σ⌋|α−β|k|β|σ |β|τ |β|σ
≤ A||u||Eτ,σ,k(Ω)(2A)⌊(N/τ˜ )
1/σ⌋⌊N1/σ⌋⌊(N/τ˜ )1/σ⌋kN/τ˜⌊N1/σ⌋ τNτ˜
≤ A||u||Eτ,σ,k(Ω)BNN
1
σ
( 1
τ
)1/(σ−1)N1/σN
1
σ
( 1
τ
)1/(σ−1)N (3.8)
for some B > 0, where for the last inequality we have used that τ˜ =
τσ/(σ−1).
Next we note that there exists c > 0, such that
N1/σ lnN ≤ cN1/σN1−1/σ = cN,
wherefrom N
1
σ
( 1
τ
)1/(σ−1)N1/σ ≤ CN for some C > 1 (which depends on τ
and σ). Hence (3.8) can be estimated by
|DαuN(x)| ≤ A||u||Eτ,σ,k(Ω)hNN
1
σ
( 1
τ
)1/(σ−1)N , (3.9)
for some h > 0. Applying the Fourier transform to (3.9) for |α| =
⌊(N/τ˜ )1/σ⌋ we obtain
|ûN(ξ)| ≤ A||u||Eτ,σ,k(Ω)
hNN
1
σ
( 1
τ
)1/(σ−1)N
|ξ|⌊(N/τ˜)1/σ⌋ , N ∈ N, ξ ∈ R
d\{0}.
(3.10)
Finally, after the enumeration N → τ˜N , we note that (3.10) and Stir-
ling’s formula imply (3.7), and the proposition is proved. 
Remark 3.3. Sequence of functions {ϕN}N∈N ”analytic up to the order
N” is used to extended results from [13] to Gevrey type ultradistribu-
tions, cf. [24, Proposition 1.4.10, Corollary 1.4.11]. When τ > 0, σ > 1
and β = 0 in (3.3) we obtain
sup
x∈K
|∂αχN (x)| ≤ A|α|+1 ⌊N
1/σ⌋|α|
|α| 1σ |α| |α|
1
σ
|α|
≤ A|α|+1 sup
r>0
N r/σ
rr/σ
|α| 1σ |α| = A|α|+1e 1eσN |α| 1σ |α|, |α| ≤ ⌊(N/τ)1/σ⌋,
so χN might be called ”quasi-analytic up to the order ⌊(N/τ)1/σ⌋”.
When σ → 1+ the order of quasi-analyticity of χN tends to infinity
(for fixed N ∈ N) for 0 < τ < 1, while for τ > 1 it tends to zero.
Therefore the study of the ”critical” behavior when σ → 1+ is possible
only if τ depends on σ.
In particular, when σ = 1 and τ 6= 1, the proof of Proposition 3.2
fails, while for τ = σ = 1 Proposition 3.2 coincides with necessity part
of [13, Proposition 8.4.2.].
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4. Wave-front sets with respect to Eτ,σ
In this section we define wave front sets which detect singularities
that are ”stronger” then classical C∞ singularities and ”weaker” then
Gevrey type singularities, which is done within the framework of the
regularity classes Eτ,σ(U).
Definition 4.1. Let τ > 0 and σ > 1, u ∈ D′(U), and (x0, ξ0) ∈
U × Rd\{0}. Then (x0, ξ0) 6∈ WF{τ,σ}(u) (resp. WF(τ,σ)(u)) if there
exists open neighborhood Ω ⊂ U of x0, a conic neighborhood Γ of ξ0,
and a bounded sequence {uN}N∈N in E ′(U) such that uN = u on Ω and
(3.1) holds for some constants A, h > 0 (resp. for every h > 0 there
exists A > 0).
Note that WF{τ,σ}(u), u ∈ D′(U), is a closed subset of U ×Rd\{0}
and for τ > 0 and σ > 1 we have
WF{τ,σ}(u) ⊆WFσ(u) ⊆WF{1,1}(u) = WFA(u),
where WFσ(u) is the Gevrey wave-front set. If 0 < τ < 1 and σ = 1
then WFA(u) ⊆WF{τ,1}(u).
Next we prove an important fact on microlocal regularity.
Lemma 4.1. Let τ > 0, σ > 1, u ∈ D′(U), K ⊂⊂ U , and let {χN}N∈N
be a τ˜ , σ-admissible sequence with respect to K with τ˜ = τσ/(σ−1). Then
{χNu}N∈N is a bounded sequence in E ′(U), and if WF{τ,σ}(u) ∩ (K ×
F ) = ∅, where F is a closed cone, then there exist A, h > 0 such that
|χ̂Nu(ξ)| ≤ Ah
NN !τ˜
−1/σ/σ
|ξ|⌊(N/τ˜)1/σ⌋ , N ∈ N , ξ ∈ F . (4.1)
Proof. Let (x0, ξ0) ∈ K × F , and set r0 := rx0,ξ0 > 0. Furthermore,
let {χN}N∈N be the τ˜ , σ-admissible sequence with respect to Br0(x0),
Br0(x0) ⊆ Ω ⊆ K. Boundedness of {χNu}N∈N follows by Remark 3.2.
Since (x0, ξ0) 6∈ WF{τ,σ}(u) we choose uN , Ω and Γ as in Definition
4.1 so that
|ûN(ξ)| ≤ A h
NN !τ/σ
|ξ|⌊N1/σ⌋ , N ∈ N, ξ ∈ Γ, (4.2)
for some A, h > 0. Recall, the condition (4.2) is equivalent to
|ûN(ξ)| ≤ A h
NN !τ˜
−1/σ/σ
|ξ|⌊(N/τ˜)1/σ⌋ , N ∈ N, ξ ∈ Γ, (4.3)
after applying Stirling’s formula and enumeration N → N/τ˜ .
Let Γ0 be an open conical neighborhood of ξ0 with the closure con-
tained in Γ and choose ε > 0 such that ξ − η ∈ Γ when ξ ∈ Γ0 and
|η| < ε|ξ|. Then, since χNu = χNuN , we write
χ̂Nu(ξ) =
(∫
|η|<ε|ξ|
+
∫
|η|≥ε|ξ|
)
χ̂N (η)ûN(ξ−η) dη = I1+I2 , ξ ∈ Γ0, N ∈ N .
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To estimate I1, note that for |η| < ε|ξ| we have
|ξ − η| ≥ |ξ| − |η| > (1− ε)|ξ|.
Thus, by using (3.4) for α = 0 and |β| = d+ 1 and (4.3), we obtain
|I1| =
∣∣∣ ∫
|η|<ε|ξ|
χ̂N (η)ûN(ξ − η) dη
∣∣∣
≤
∫
|η|<ε|ξ|
|χ̂N(η)|A h
NN !τ˜
−1/σ/σ
|ξ − η|⌊(N/τ˜)1/σ⌋dη
≤ A h
NN !τ˜
−1/σ/σ
((1− ε)|ξ|)⌊(N/τ˜)1/σ⌋
∫
Rd
〈η〉−d−1dη ≤ A1h
N
1 N !
τ˜−1/σ/σ
|ξ|⌊(N/τ˜)1/σ⌋ , ξ ∈ Γ0, N ∈ N.
To estimate I2, note that for |η| ≥ ε|ξ| we have
|ξ − η| ≤ |ξ|+ |η| ≤ (1 + 1/ε)|η|,
and thus, using (3.4) for |α| = ⌊(N/τ˜ )1/σ⌋, together with (3.5) and
⌊N1/σ⌋⌊(N/τ)
1/σ⌋ ≤ N1/σ(1/τ)1/σN ≤ CNN !τ−1/σ/σ,
for every β ∈ Nd and some M > 0 we obtain
|I2| =
∣∣∣ ∫
|η|≥ε|ξ|
χ̂N(η)ûN(ξ − η) dη
∣∣∣
≤ A
⌊(N/τ˜ )1/σ⌋+1
β ⌊N1/σ⌋
⌊(N/τ˜ )1/σ⌋
(ε|ξ|)⌊(N/τ˜)1/σ⌋
∫
|η|≥ε|ξ|
〈η〉−|β|C〈ξ − η〉M dη
≤ A
N+1
β ⌊N1/σ⌋
⌊(N/τ˜ )1/σ⌋
(ε|ξ|)⌊(N/τ˜)1/σ⌋
∫
Rd
〈η〉−|β|〈(1 + 1/ε)η〉M , dη
≤ A
′N+1N !τ˜
−1/σ/σ
|ξ|⌊(N/τ˜)1/σ⌋ , ξ ∈ Γ0,
for some A′ > 0, where we have chosen |β| =M + d+ 1.
Thus, the statement follows for (x, ξ) ∈ Br0(x0)× Γ0.
In order to extend the result to K×F we use the same idea as in the
proof of [13, Lemma 8.4.4]. Since the intersection of F with the unit
sphere is a compact set, there exists a finite number of balls Brx0,ξj (x0),
and cones Γj that covers F , j ≤ n, n ∈ Z+, and note that (4.1) remains
valid if {χN}N∈N is chosen so that suppχN ⊆ Brx0 :=
n⋂
j=1
Brx0,ξj (x0).
Moreover, since K is compact set, it is covered by a finite number
of balls Brxk , k ≤ n, n ∈ Z+. By [17, Lemma 5.1.] there exist non-
negative functions χk ∈ C∞0 (Brxk/2), k ≤ n, such that
n∑
k=1
χk = 1 on a
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neighborhood of K. Next, for every N ∈ N we choose a non-negative
function φN ∈ C∞0 (Brxk/2) such that
∫
φN(x) = 1 and
sup
x∈K
|DαφN(x)| ≤ C |α|⌊N1/σ⌋|α|,
for |α| ≤ ⌊(N/τ˜ )1/σ⌋, where the constant C > 0 depends on τ and σ,
cf. [13, Theorem 1.4.2.]. Now, for χN,k = φN ∗χk, we have
n∑
k=1
χN,k = 1
in a neighborhood of K, and each χN,k, 1 ≤ k ≤ n, satisfies (3.3).
To conclude the proof we note that if {χN}N∈N is a τ˜ , σ-admissible
sequence with respect to K, then χNχN,k also satisfies estimate of type
(3.3), for 1 ≤ k ≤ n. This follows by simple application of Leibniz rule.
Thus, (4.1) holds if we replace χN by χNχN,k. Since
n∑
k=1
χNχN,k = χN ,
the result follows. 
Next we give a short comment on WF(τ,σ)(u), u ∈ D′(U). From
our analysis it follows that the regularity related to the complement of
WF{τ,σ} is described by the (microlocal) regularity of E{τ,σ}. Therefore
the following Corollary follows from the embeddings given by (2.3).
Corollary 4.1. Let u ∈ D′(U), t > 1. Then for 0 < τ < ρ and σ > 1
it holds
WF(u) ⊆WF{ρ,σ}(u) ⊆WF(ρ,σ)(u) ⊆WF{τ,σ}(u) ⊆
⋂
t>1
WFt(u) ⊆WFA(u) ,
where WFt and WFA are Gevrey and analytic wave front sets, respec-
tively.
4.1. Pseudolocal property of WFτ,σ. We refer to [22] for a more
general result, and prove here only the pseudolocal property of the
wave-front set WF{τ,σ}(u), u ∈ D′(U).
Theorem 4.1. Let
P (x,D) =
∑
|α|≤m
aα(x)D
α
be a differential operator of order m on U with aα ∈ E{τ,σ}(U), |α| ≤ m,
and let u ∈ D′(U), τ > 0, σ > 1. Then
WF{τ,σ}(P (x,D)u) ⊆WF{τ,σ}(u),
The statement directly follows from the next lemma.
Lemma 4.2. Let u ∈ D′(U), τ > 0, σ > 1. Then
WF{τ,σ}(∂ju) ⊆WF{τ,σ}(u), 1 ≤ j ≤ d.
If, in addition φ ∈ E{τ,σ}(U), then
WF{τ,σ}(φu) ⊆WF{τ,σ}(u). (4.4)
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Proof. We refer to [22, Lemma 4.1] for the first part and prove here
only (4.4).
Set τ˜ = τ
σ
σ−1 and fix (x0, ξ0) 6∈ WF{τ,σ}(u). Then by the definition,
there exists open conic neighborhood Ω × Γ of (x0, ξ0) and a bounded
sequence {uN}N∈N in E ′(U) such that uN = u on Ω and
|ûN(ξ)| ≤ A h
NN !τ/σ
|ξ|⌊N1/σ⌋ , N ∈ N, ξ ∈ Γ. (4.5)
Choose a compact neighborhood Kx0 ⊂⊂ Ω of x0, and let {χN}N∈N
be τ˜ , σ-admissible sequence with respect Kx0. Set χ˜N = φχN , N ∈ N,
and note that χ˜Nu = χ˜NuN . Since M
τ,σ
p = p
τpσ satisfies ˜(M.2)′ (see
Lemma 2.1) for some positive increasing sequence Cq, q ∈ N, and h > 1
we obtain
|Dα+βχ˜N(x)| ≤
∑
δ≤α
∑
γ≤β
(
α
δ
)(
β
γ
)
|Dα−δ+β−γχ˜N(x)||Dγ+δφ(x)|
≤
∑
δ≤α
∑
γ≤β
(
α
δ
)(
β
γ
)
A
|α−δ|+1
β ⌊N1/σ⌋|α−δ|h|γ+δ|
σ+1|γ + δ|τ |γ+δ|σ
≤ (2h′)|β|σ+1
∑
δ≤α
(
α
δ
)
A
|α−δ|+1
β ⌊N1/σ⌋|α−δ|(Cβh′)|δ|
σ |δ|τ |δ|σ ,
(4.6)
for x ∈ Kx0 , |α| ≤ ⌊(N/τ˜ )1/σ⌋, β ∈ Nd, where h′ = h2σ−1 . Now it is
clear that by putting |α| = 0 in (4.6) we obtain,
|Dβχ˜N(x)| ≤ C ′β, x ∈ Kx0 ,
and hence by applying Fourier transform it follows
|̂˜χN (ξ)| ≤ C ′β〈ξ〉−|β|, β ∈ Nd, ξ ∈ Γ,
for suitable C ′β > 0. In particular, since E{τ,σ}(U) →֒ C∞(U) it follows
that χ˜N = φχN , N ∈ N, is bounded in C∞(U) and hence χ˜Nu, N ∈ N,
is bounded in E ′(U).
Moreover, note that by the same type of estimates as in (3.8) for
|α| = ⌊(N/τ˜ )1/σ⌋ and β ∈ Nd, by (4.6) we obtain that
|Dα+βχ˜N(x)| ≤ C ′′N+1β N
1
σ
( 1
τ˜
)1/σN , β ∈ Nd, x ∈ Kx0
and hence after applying Fourier transform it follows
|̂˜χN(ξ)| ≤ C ′′N+1β N 1σ ( 1τ˜ )1/σN 〈ξ〉−|α|−|β|, β ∈ Nd, ξ ∈ Γ, (4.7)
for some constants C ′′β > 0.
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Now using (4.5) and (4.7) and arguing in the same way as in the
proof of Lemma 4.1, one can find open cone Γ0 ⊆ Γ such that
|̂˜χNu(ξ)| ≤ A hNN τ˜
−1/σ
σ
N
|ξ|⌊(N/τ˜)1/σ⌋ , N ∈ N, ξ ∈ Γ0,
for suitable A, h > 0. After enumeration N → τ˜N the statement
follows. 
4.2. Intersections and unions of WFτ,σ and the corresponding
singular supports. It turns out that the regularity related to the
complement of the unions and intersections of wave-front sets WFτ,σ,
τ > 0, σ > 1, coincides with the regularity given by (2.4)-(2.5).
In particular, for u ∈ D′(U), we consider
WF0,1(u) =
⋂
σ>1
⋂
τ>0
WFτ,σ(u), (4.8)
WF∞,1(u) =
⋂
σ>1
⋃
τ>0
WFτ,σ(u), (4.9)
WF0,∞(u) =
⋃
σ>1
⋂
τ>0
WFτ,σ(u), (4.10)
WF∞,∞(u) =
⋃
σ>1
⋃
τ>0
WFτ,σ(u). (4.11)
where WFτ,σ(u) denotes either WF{τ,σ}(u) or WF(τ,σ)(u).
From Corollary 4.1 we have⋂
τ>0
WF{τ,σ}(u) =
⋂
τ>0
WF(τ,σ)(u) and
⋃
τ>0
WF{τ,σ}(u) =
⋃
τ>0
WF(τ,σ)(u),
so it is sufficient to observe WF{τ,σ}(u) in (4.8) – (4.11).
By [22, Lemma 3.4], i.e.⋃
τ>0
WFτ,σ2(u) ⊆
⋂
τ>0
WFτ,σ1(u), u ∈ D′(U), σ2 > σ1 ≥ 1,
we have the following:
WF(u) ⊆WF0,1(u) ⊆WF∞,1(u)
⊆WF0,∞(u) ⊆WF∞,∞(u) ⊆
⋂
τ>1
WFτ (u) ,
where WF(u) and WFτ (u) are the classical and the Gevrey wavefront
sets, respectively, see also [22, Corollary 3.1].
Next we define singular support of distributions with respect to
classes E{τ,σ},τ > 0 and σ > 1, and the corresponding borderline cases
τ ∈ {0,∞} and σ ∈ {1,∞} defined by (2.4) – (2.5).
Definition 4.2. Let τ ∈ [0,∞] and σ ∈ [1,∞], u ∈ D′(U) and x0 ∈ U .
Then x0 6∈ singsupp{τ,σ}(u) if and only if there exists neighborhood Ω
of x0 such that u ∈ E{τ,σ}(Ω).
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Let π1 : U ×Rd\{0} → U denotes the standard projection given by
π1(x, ξ) = x. From Propositions 3.1, 3.2, and Lemma 4.1 it follows that
for a given u ∈ D′(U), τ > 0 and σ > 1, we have singsupp{τ,σ}(u) =
π1(WF{τ,σ}(u)).
For the borderline cases τ ∈ {0,∞} and σ ∈ {1,∞} we have the
following.
Theorem 4.2. Let there be given u ∈ D′(U) and let π1 : U×Rd\{0} →
U be the standard projection. Then
π1(WF∞,∞(u)) = singsupp0,1(u) ,
π1(WF0,1(u)) = singsupp∞,∞(u) ,
π1(WF∞,1(u)) = singsupp0,∞(u) ,
π1(WF0,∞(u)) = singsupp∞,1(u).
Proof. We prove here only π1(WF0,∞(u)) = singsupp∞,1(u) and leave
the other equalities to the reader.
Assume that x0 6∈ π1(WF0+,∞(u)), so that there is a compact neigh-
borhood K ⊂⊂ U of x0 such that
K ×Rd\{0} ⊆ (WF0+,∞(u))c =
⋂
σ>1
⋃
τ>0
(WF{τ,σ}(u))
c, (4.12)
where (WF{τ,σ}(u))
c denotes the complement of the set WF{τ,σ}(u) in
U ×Rd\{0}. Therefore, if (x, ξ) ∈ K ×Rd\{0} then for every σ > 1
there exist τ0 > 0 such that (x, ξ) 6∈WF{τ0,σ}(u).
Let σ > 1 be arbitrary but fixed, and set τ˜0 = τ
σ/(σ−1)
0 . From Lemma
4.1, it follows that there is a τ˜0, σ-admissible sequence {χN}N∈N such
that uN = χNu, N ∈ N is a bounded sequence in E ′(U), uN = u on
some Ω ⊆ K, and
|χ̂Nu(ξ)| ≤ Ah
NN !τ˜
−1/σ
0 /σ
|ξ|⌊(N/τ˜0)1/σ⌋ , N ∈ N , ξ ∈ R
d\{0} ,
which after enumeration N → τ˜0N becomes
|χ̂Nu(ξ)| ≤ Ah
NN !τ0/σ
|ξ|⌊N1/σ⌋ , N ∈ N , ξ ∈ R
d\{0} . (4.13)
By Proposition 3.1 it follows that u ∈ E{τ0,σ}(U), and since σ can be
chosen arbitrary, we conclude that u ∈ E∞,1(U) (see Proposition 2.1).
Therefore singsupp∞,1(u) ⊂ π1(WF0,∞(u)).
For the opposite inclusion, assume that x0 6∈ singsupp∞,1(u). Then
u ∈ E∞,1(Ω), for some Ω which is a neighborhood of x0. In particular,
for every σ > 1 there exists τ0 > 0 such that u ∈ Eτ0,σ(Ω). Fix
σ > 1 and put τ˜ = τ
σ/(σ−1)
0 . Now we use a τ˜0, σ-admissible sequence
{χN}N∈N and Proposition 3.2 implies (4.13). It follows that (x0, ξ) ∈
(WF{τ0,σ}(u))
c for every σ > 1 and for some τ0 > 0. Hence, by the
equality in (4.12) it follows that (x0, ξ) 6∈ WF0,∞(u) for every ξ ∈
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Rd\{0} and therefore x0 6∈ π1(WF0,∞(u)), wherefrom π1(WF0,∞(u)) ⊂
singsupp∞,1(u), which finishes the proof. 
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