Seawater -2010 has defined the thermodynamic properties of seawater in terms of a new salinity variable, Absolute Salinity, which takes into account the spatial variation of the composition of seawater. Absolute Salinity more accurately reflects the effects of the dissolved material in seawater on the thermodynamic properties (particularly density) than does Practical Salinity.
Introduction
The composition of the dissolved material in seawater is not exactly constant, but varies a little as a function of depth and from one ocean basin to another. Brewer and Bradshaw (1975) and Millero (2000) pointed out that these spatial variations in the relative composition of seawater impact the relationship between density and Practical Salinity (which is essentially a measure of the conductivity of seawater at a fixed temperature and pressure). The thermodynamic properties of seawater have recently been re-defined by the Intergovernmental Oceanographic Commission (IOC) as TEOS-10 (the International Thermodynamic Equation of Seawater -2010) in terms of a Gibbs function (or Gibbs potential) which is a function of Absolute Salinity S A (rather than of Practical Salinity S P ), temperature and pressure. Absolute Salinity is traditionally defined as the mass fraction of dissolved material in seawater. The use of Absolute Salinity as the salinity argument for the Gibbs function and therefore for all other thermodynamic functions (such as density) is a significant departure from prior practice (EOS-80).
Absolute Salinity S A is preferred over Practical Salinity S P because the thermodynamic properties of seawater are directly influenced by the mass of dissolved constituents, whereas Practical Salinity depends only on electrical conductivity. Consider for example exchanging a small amount of pure water with the same mass of silicate in an otherwise isolated seawater sample at constant temperature and pressure. Since silicate is predominantly non-ionic, the conductivity (and therefore Practical Salinity S P ) is almost unchanged by this exchange but the Absolute Salinity is increased, as is the density. Similarly, if a small mass of say
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NaCl is added and the same mass of silicate is taken out of a seawater sample, the mass fraction Absolute Salinity will not have changed (and so the density should be almost unchanged) but the Practical Salinity will have increased.
The variations in the relative concentrations of seawater constituents caused by biogeochemical processes actually complicate even the definition of what exactly is meant by "Absolute Salinity". These issues have not been well studied to date, but what is known can be found in Pawlowicz et al. (2011) , Wright et al. (2011) and IOC et al. (2010) . The Absolute Salinity S A that is the salinity argument of the TEOS-10 Gibbs function is the version of Absolute Salinity that provides the best estimate of the density of seawater.
As a first step towards incorporating the difference between Practical Salinity S P and Absolute Salinity S A in oceanographic practice, Millero et al. (2008a) defined a reference composition of seawater. This reference composition defines exact mole fractions of the major components of seawater (see Table 4 of Millero et al., 2008a) . Up to the accuracy of measurements to date, this reference composition is identical to that of standard seawater (which is surface water from a specific region of the North Atlantic). Using the most recent atomic weights, Millero et al. (2008a) calculated the mass-fraction Absolute Salinity of seawater of reference composition, and this salinity they called ReferenceComposition Salinity, S R . For the range of salinities where Practical Salinities are defined (that is, in the range 2 < S P < 42), it was shown that S R ≈ u PS S P where u PS ≡ (35.16504/35)g kg −1 .
For practical purposes, this relationship can be taken to be an equality since the approximate nature of this relation only reflects the accuracy of the algorithms used in the definition of Practical Salinity. This follows from the fact that the Practical Salinity is intended to be precisely conservative during mixing and also during changes in temperature and pressure that occur without exchange of mass with the surroundings. The Reference-Composition Salinity scale of TEOS-10 is defined such that a seawater sample whose Practical Salinity S P is 35 has a Reference-Composition Salinity S R of precisely 35.165 04g kg −1 . Millero et al. (2008a) estimate that the absolute uncertainty associated with using this value as an estimate of the Absolute Salinity of Reference-Composition Seawater is ±0.007 g kg −1 ; thus, the numerical difference between the Reference Salinity expressed in g kg −1 and Practical Salinity is about 24 times larger than this estimate of uncertainty. The difference, 0.165 04, is also large compared to our ability to measure Practical Salinity at sea (which can be as precise as ±0.002). Understanding how this discrepancy was introduced requires consideration of some historical details that influenced the definition of Practical Salinity. The details are presented in Millero et al. (2008a) and in Millero (2010) and are briefly summarised here. There are two primary reasons for this discrepancy. First, and most significant, in the original evaporation technique used to estimate salinity, some volatile components of the dissolved material were lost so the amount of dissolved material was underestimated. Second, the approximate relation determined by Knudsen (1901) to determine S(‰) from measurements of Chlorinity Cl(‰) was based on the analysis of only nine samples (one from the Red Sea, one from the North Atlantic, one from the North Sea and six from the Baltic Sea), so biasing the result towards the Baltic which we now know to not be representative of the open ocean. Millero et al. (2008a) list six reasons for introducing Reference Salinity, the last of which was the ability to use Reference Salinity as a stepping stone to Absolute Salinity, thereby being able to calculate density more accurately. Heuristically this can be thought of as reflecting the fact that some nonionic species (such as silicate) affect the density of a seawater sample without significantly affecting its conductivity or its Practical Salinity. But silica is not the only quantity whose concentration changes in the global ocean, and Pawlowicz (2010a) and Pawlowicz et al. (2011) have constructed chemical models of conductivity and of density to estimate how the concentrations of several species affect both the electrical conductivity (and therefore Practical Salinity) and the density (and therefore the Absolute Salinity) of seawater. The chemistry involved in those papers will be unfamiliar to many physical oceanographers, but can be summarised as follows (see Wright et al. (2011) and IOC et al. (2010) ). If measurements are available of the total alkalinity, dissolved inorganic carbon, and the nitrate and silicate concentrations, the Absolute Salinity S A of seawater may be estimated from
where NO − 3 and Si(OH) 4 are the nitrate and silicate concentrations of the seawater sample (measured in mol kg −1 ), while TA and DIC are the differences between the total alkalinity (TA) and dissolved inorganic carbon (DIC) of the sample and the corresponding values of our best estimates of TA and DIC in standard seawater, measured in mol kg −1 . For standard seawater our best estimates of TA and DIC are 0.0023 (S P /35) mol kg −1 and 0.00208 (S P /35) mol kg −1 , respectively (from Pawlowicz, 2010a; Pawlowicz et al., 2011 and Wright et al., 2011) . The coefficients in Eq. (2) are reasonably similar to the corresponding expression of Brewer and Bradshaw (1975) (as corrected by Millero et al., 1976a) : when expressed as the salinity anomaly S A −S R rather than as the corresponding density anomaly ρ − ρ R , their expression corresponding to Eq. (2) had the coefficients 71.4, −12.8, 31.9 and 59.9 compared with the coefficients 55. 6, 4.7, 38.9 and 50.7, respectively, in Eq. (2) .
When sufficient nutrient and carbon-chemistry data are available, the Absolute Salinity Anomaly δS A ≡ S A − S R is best estimated from Eq. (2) above. If an accurate direct measurement of density is available, then Absolute Salinity can Millero et al., 2008a and Feistel, 2008 Millero et al., 2008a and Feistel, 2008 be evaluated using the TEOS-10 expression for density as a function of Absolute Salinity. The present paper is concerned with the common situation where nutrient and carbonchemistry data are not available, and there are also no direct measurements of density. The method we develop is based on some rather sparse direct measurements of density on seawater samples taken from the global ocean, interpolated to the spatial position of the seawater sample using an atlas of silicate data as an intermediary. The aim is to be able to estimate Absolute Salinity Anomaly δS A from simply knowledge of the seawater sample's location in space, i.e. as δS A = δS A (x, y, p). In this way Absolute Salinity can be estimated as
2 Using density measurements to estimate δS A
The fundamental measurements required to provide a method for estimating Absolute Salinity in terms of values of Practical Salinity have been reported in Millero et al. (1976a Millero et al. ( , 1978 Millero et al. ( , 2000 Millero et al. ( , 2008b Millero et al. ( , 2009 . To this data we add, in Table 2 , measurements of density on samples taken from the Southern Ocean. These papers (including Table 2 of the present paper) describe measurements of 811 seawater samples from around the globe at the locations shown in Fig. 1 . The Practical Salinity S P and the density ρ lab of each seawater sample are measured in the laboratory at 25 • C and at atmospheric pressure (assumed to be p = 0 dbar, or an absolute pressure P of exactly 101 325 Pa) using a vibrating tube densimeter (Kremling, 1971 ). The Absolute Salinity of the seawater sample is estimated from the laboratory density measurement and the TEOS-10 equation of state (Feistel, 2008) , IAPWS (2008), Feistel et al. (2008) , IOC et al. (2010)), essentially by solving the equation ρ lab = ρ(S A , 25 • C, 0 dbar) for S A . In detail, the laboratory data were used to determine the density difference δρ = ρ lab − ρ (S R , 25 • C, 0 dbar) and this density difference was used with the partial derivative of density with respect to Absolute Salinity at 25 • C and 0 dbar, namely
. This is the method for estimating δS A suggested by Millero et al. (2008a) (their Eq. (7.2)).
The salinity difference δS A obtained in this way is plotted in Fig. 2a against the silicate concentrations of the seawater samples using all the data published in Millero et al. (1976a Millero et al. ( , 1978 Millero et al. ( , 2000 Millero et al. ( , 2008b Millero et al. ( , 2009 ) as well as the Southern Ocean data of this paper. These previous papers have considered various measured properties of seawater to correlate with δS A (such as silicate, total alkalinity, total carbon dioxide and nitrate) and found that silicate correlates the best. This is fortunate as there are more measurements of silicate in the ocean databases than either total alkalinity or total carbon dioxide. The reason for the good performance of silicate alone is thought to be that (a) it is itself substantially correlated with the other variables responsible for errors in using Practical Salinity to determine Absolute Salinity, (b) it accounts for a substantial fraction (of around 0.6) of the typical variations in concentrations (g kg −1 ) of the above species and (c) being essentially non-ionic, its presence has little effect on conductivity while having a direct effect on density (Millero et al., 1976b (Millero et al., , 2000 .
The data in Fig. 2a , representing seawater samples from throughout the world oceans can be fitted by the simple proportional relationship with silicate (as indicated by the straight line in the figure)
The standard error in this fit on Fig. 2a is 0.0054 g kg −1 .
The regressions of δS A with silicate in different ocean basins
When the data in Fig. 2a are coloured by ocean basin it becomes clear that the data from different ocean basins lie either predominantly above or below the straight line fit of Eq. (4) as a function of silicate concentration. For example, the data from the North Pacific and North Indian basins clearly were on average above the straight line of Fig. 2a while the data from the Southern Ocean were clustered below the line. This is not unexpected since the spatially variable relative concentrations of different constituents of seawater will not exactly co-vary with silicate. In order to incorporate this spatially distinct information we decided to perform different fits for the different ocean basins. Because of the dominant role of the Antarctic Circumpolar Current in transporting seawater zonally in the high southern latitudes, we posit that the zonal variation in the relative constituents of seawater may be weak and so we grouped all the data south of 30 • S together and these data were fitted in a separate linear fit with silicate, as shown in Fig. 3 . This fit (for latitudes south of 30 • S, that is for The data north of 30 • S in each of the Pacific, Indian and Atlantic Oceans was treated separately. In each of these three regions we constrained the fit to match Eq. (5) at 30 • S and allowed the slope of the fit to vary linearly with latitude. Fig. 2. (a) The laboratory-determined values of δS A = S A − S R for all 811 samples from the world ocean plotted against the silicate value of each sample. The straight-line fit to the data is given in Eq. (2) and fits these data with a standard error of 0.0054 g kg −1 . This straight-line fit is not the model that is adopted in this paper. The mean square of these values of δS A is the square of 0.0107 g kg −1 . (b) The difference between the laboratorydetermined value of δS A and the model for δS A developed in this paper represented by Eqs. (3)-(6). The standard error of these residuals is 0.0048 g kg −1 .
The resulting fits were (for latitudes north of 30
These fits in the Pacific, Indian, and Atlantic Oceans north of 30 • S are shown in Figs. 4-6. These fits are intended to be used from 30 • S through the equator and up to the northernmost extent of these ocean basins. In the absence of density data from the Arctic Ocean, our present recommendation is that the Arctic Ocean be characterised by the same equation as the Atlantic, namely equation Eq. (8).
The fitted circles in panels (a) of Figs. 4, 5 and 6 do not fall on a straight line on these plots because the fit depends on both latitude and silicate. The reason why part of a straight line is visible for the Pacific data is because much of the Pacific data is from a single latitude (see Fig. 1 ). It is not known why the standard deviation of the data for the Pacific and Indian Oceans are significantly larger than for the Southern Ocean. It may be that the laboratory technique for determining the conductivity and density of the samples has improved, since the Southern Ocean data was the most recent data to be measured; but this is only a conjecture at this stage. As is well-known, the silicate concentrations in the North Atlantic are quite low and it is comforting to see in Fig. 6 that the laboratory-determined values of δS A = S A − S R are also rather small there.
For each of the Southern, Pacific and Indian Ocean data sets, we also performed fits that allowed an offset of δS A at zero silicate. In no case did this significantly improve the fits. We have also plotted the residuals as functions of pressure and of latitude and detect no obvious trend in either plot.
We now have a "model" for estimating the Absolute Salinity for data from the major ocean basins. One needs to know the Practical Salinity, the location of the sample (its pressure, its latitude and which ocean basin it is from) and the silicate concentration of the sample. Having these pieces of information, one can use the appropriate equation from Eq. (5) to Eq. (8) to calculate δS A = S A − S R for the seawater sample. We have done this for the 811 samples for which we also have the laboratory-determined values of δS A = S A −S R . The error between the laboratory-determined values of δS A = S A −S R and the "model"-based values is shown as the scatter plot of errors in Fig. 2b . The standard error of these data is 0.0048 g kg −1 which is a little less than that from the straightline fit of Eq. (4) and Fig. 2a , namely 0.0054 g kg −1 . This improvement amounts to a reduction in error variance of 21 % (0.0048/0.0054) 2 = 0.79) and has been obtained by having different fits in the different ocean basins.
Interpolation of the silicate atlas
We now use these correlations between δS A = S A − S R and the silicate concentration to develop a practical algorithm that can be used by oceanographers to estimate Absolute Salinity, given the Practical Salinity and the location of a seawater sample. We do this by utilizing the global atlas of Gouretski and Koltermann (2004) for (among other properties) silicate. We first use the above four Eqs. (5)- (8) to replace all the silicate data in the world ocean with values of Absolute Salinity Anomaly δS A = S A −S R . We now describe in detail how the global atlas of δS A was formed.
The Gouretski and Koltermann (2004) atlas has its silicate field (SiO 2 ) at a 1/2 degree by 1/2 degree horizontal resolution at 45 pressure levels ranging from the sea surface to 6131 dbar. Unfortunately this silicate field does not cover the entire global ocean, but only 99.75 % of the ocean for which other hydrographic data is defined. These missing values are filled in by averaging over the silicate values found at the four locations in the east/north/west/south directions at a distance of 1/2 degree in latitude or longitude from the point in question. In the first instance this was done along isopycnals using precise calculations of the four neutral tangent planes in all four directions. This was performed iteratively until no further missing values needed filling, when only 0.05 % of the data remained without silicate values. Apart from the Caspian Sea where silicate values are not available from the Gouretski and Koltermann atlas (the Caspian Sea is excluded from the present data set; see Millero et al. (2008c) for an equation of state for these waters), the locations of the remaining missing values are all coastal and so were filled in by averaging along geopotentials. This still left 0.03 % of the ocean without a silicate value. All of these were against continental boundaries and were very shallow, so these missing values were set to zero, consistent with the surrounding nearzero silicate data at these shallow depths. We then sub-sampled this 1/2 degree resolution ocean at 4 degrees in both latitude and longitude in the domain [0 • E,
The latitude numbers have been chosen to exactly capture the northern boundary, making the computational scheme in the latitudinal direction straightforward. Since the southern-most data is located at 78.5 • S, the lower boundary at 78 • S captures silicate values down to 82 • S. The east/west boundary condition at the Greenwich meridian is accommodated by replicating the data along the 0 • E meridian at 360 • E. 
Taking account of dilution/concentration by precipitation and evaporation
An algorithm to calculate the Absolute Salinity S A of a seawater sample, given its location and its Practical Salinity S P , could simply be the sum of sample's Reference Salinity S R = u PS S P and the spatially-interpolated Absolute Salinity Anomaly calculated as described above in this paper. However we have adopted a slight modification to this procedure to better account for the dilution/concentration of surface seawater by precipitation/evaporation, and the dilution of open ocean water with river water. In this procedure the values of both the Reference Salinity from the global Gouretski and Koltermann (2004) Non-Baltic (9) and S R is the Reference Salinity of the oceanographic observation. For the bulk of the ocean this expression for δS A is almost the same as simply setting δS A equal to δS atlas A , but the use of Eq. (9) is preferable in situations where the sample's Reference Salinity is small, such as in rivers, in estuaries and after a rain shower at the sea surface in the open ocean. In these situations the influence of the ocean's biogeochemical processes on δS A should approach zero as S R approaches zero, and this is achieved by Eq. Eq. (9) into the relation S A = S R +δS A , we see that Absolute Salinity S A is evaluated as
(10)
In more detail, the interpolation of R δ in the TEOS-10 computer software to the physical location of a seawater sample proceeds as follows. The numerical "cube" in the atlas that contains the location in question can be identified with the simplest of arithmetic operations in x − y space since the longitude and latitude grids are regular. When values on the upper or lower faces of the cube are missing, these values are replaced with the mean of the valid R δ (x, y, p) values on these same faces. When the seawater sample is deeper than the deepest non-zero R δ (x, y, p) data in the global atlas at this (x, y) location, the pressure of the seawater sample is artificially deemed to be the maximum pressure of non-zero R δ (x, y, p) values directly above the sample and the interpolation then proceeds as normal.
In Fig. 7a we have plotted a map of the silicate data (in µmol kg −1 ) from the Gouretski and Koltermann (2004) atlas at a pressure of 2000 dbar (20 Mpa), while in Fig. 7b is shown the Absolute Salinity Anomaly δS A (actually of δS atlas A ) at the same pressure. The maximum difference between the North Atlantic and North Pacific oceans at 2000 dbar is in excess of 0.025 g kg −1 .
Special treatment of ocean boundaries
The North Atlantic and North Pacific Oceans are closer than four degrees of latitude or longitude apart in the vicinity of the Panama Canal and if this region was not treated in a special way, the interpolation procedure described above would interpolate the R δ data of the atlas across this boundary, whereas in fact, it should be a hard boundary across which there should be no such interpolation. The contrast in R δ values is significant between the two different oceans as can be deduced from the plot of silicate shown in Fig. 7a ; at a pressure of 2000 dbar the difference of silicate on either side of the Panama Canal is of the order 150 µmol kg −1 . Thus Pacific waters should be ignored for interpolations in the Atlantic region and vice versa. An expanded view of the Panama region is shown in Fig. 8 where we also show the simple 5-point piecewise linear function of four straight lines in longitude and latitude (in magenta) that separates the two oceans. These five points yield an efficient test to decide if a user's location is in the North Pacific or the North Atlantic. This test is only performed when the location is near this small region of the global ocean.
The other water mass barrier which might potentially need special treatment is the Indonesian archipelago, but in this case there is no problem since (a) water in the Pacific and Indian oceans do communicate above 1200 dbar, and (b) at pressures greater than 2000 dbar where the water properties do become significantly different, the two oceans are separated by more than four degrees of latitude and so the issue does not arise. Millero and Kremling (1976) were the first to make density measurements using the vibrating tube densimeter technique on samples from the Baltic Sea. More recent measurements have shown that the Absolute Salinity Anomaly S A − S R = δS A in the Baltic Sea has been quite variable over the past few decades of observation (Feistel et al., 2010) . The present computer algorithm uses the relationship found by Feistel et al. (2010) that applies in the years 2006-2009, namely (11) where S SO = 35.16504 g kg −1 is the standard-ocean Reference Salinity that corresponds to the Practical Salinity of 35. The Absolute Salinity Anomaly in the Baltic Sea is not due to biogeochemical activity, but rather is due to the rivers bringing material of anomalous composition into the Baltic. Hence Absolute Salinity in the Baltic is a conservative variable. Rewriting Eq. (11) we see that Absolute Salinity in the Baltic Sea is evaluated as The differences in the formulae for the open ocean and the Baltic Sea arise from the effects of river salts. Since river salts and their effects will vary in different marginal seas, similar, but not identical formulae will eventually be developed for other regions. However, at present the effects of river salts on the physical properties of seawater have not been well studied, and the Baltic Sea is the only marginal sea that is explicitly treated in the TEOS-10 software.
The Baltic Sea
S A − S R = δS A = 0.087g kg −1 × (1−S R /S SO ) BalticS A =(
Summary
The thermodynamic properties of seawater under the TEOS-10 international seawater standard are functions of Absolute Salinity S A , and a method is needed to estimate this type of salinity in terms of properties that are routinely measured at sea. Here we have described an algorithm for estimating the Absolute Salinity (g kg Practical Salinity S P as well as the latitude, longitude and pressure of the seawater sample. The estimated standard error in the resulting value of Absolute Salinity is 0.0048 g kg −1 which is considerably less than the standard error involved in present oceanographic practice of effectively equating Absolute Salinity to Reference Salinity (0.0107 g kg −1 ). Some of the remaining error of 0.0048 g kg −1 is due to the error in measuring density in the laboratory (perhaps a standard error of 0.0020 g kg −1 ) and the remaining error is due to the fact that deviations from the standard relative concentrations of the constituents of seawater are not perfectly correlated with the silicate concentration. The algorithm exploits the correlation between the difference between Absolute and Reference Salinities and the silicate concentration. The global atlas of silicate values of Gouretski and Koltermann (2004) has been used together with our Eqs. (5)- (8) to enable a simple computer algorithm to deliver estimates of the Absolute Salinity S A based only on Practical Salinity S P and knowledge of location. In the Baltic Sea the approach of Feistel et al. (2010) based on the Practical Salinity of the seawater sample has been used (see Eq. (12)). An example of the difference between Absolute Salinity and Reference Salinity, namely the Absolute Salinity Anomaly δS A = S A − S R , is shown for a meridional vertical section through the Pacific Ocean in Fig. 9 .
The algorithm described in the present paper should be regarded as a first attempt at providing a practical means of estimate Absolute Salinity. Many more measurements of density and Practical Salinity on samples collected from around the globe would probably enable the residual error to be reduced in a future algorithm. A comparison between the method of the present paper with that of Pawlowicz et al. (2011) , which can be used when sufficient nutrient and carbon-chemistry data is available, is shown in Figs. 10 and 11. The differences in δS A between the two methods are less than 0.005 g kg −1 (see Fig. 11b ), which is less than a fifth of the largest values of δS A . It is not known which method is the more accurate, and clearly more research is needed on these aspects of seawater composition.
The computer software, in both FORTRAN and MAT-LAB, which evaluates Absolute Salinity S A given the input variables Practical Salinity S P , longitude φ, latitude λ and gauge pressure p (in dbar) is available at www.TEOS-10.org. Some introductory articles about TEOS-10 are also available from this web site, namely "Getting started with TEOS-10 and the Gibbs Seawater (GSW) Oceanographic Toolbox" (McDougall and Barker, 2011) , and "What every oceanographer needs to know about TEOS-10 (The TEOS-10 Primer)" (Pawlowicz, 2010b) . The key concepts of TEOS-10 are also described in an introductory set of lecture slides that are publicly available (McDougall, 2012) , while Pawlowicz et al. (2012) have written an historical account of the way that TEOS-10 was developed.
