Abstract: Systematic construction of fractional ordinary differential equations [FODEs] has gained much attention nowadays research because dimensional homogeneity plays a major role in mathematical modeling. In order to keep up the dimension of the physical quantities, we need some auxiliary parameters. When we utilize auxiliary parameters, the FODE turns out to be more intricate. One of such kind of model is non-homogeneous fractional second order RLC circuit. To solve this kind of complicated FODEs, we need proficient modern analytical method. In this paper, we use two different methods, one is modern and the other is traditional, namely generalized differential transform Method (GDTM) and Laplace transform method (LTM) to obtain the analytical solution of non-homogeneous fractional second order RLC circuit. We present the solution in terms of convergent series. Though GDTM and LTM are capable to produce the exact solution of fractional RLC circuit, great strength of GDTM over LTM is that differential transform of initial conditions occupy the coefficients of first two terms in series solution so that we arrive exact solution with few iterations and also, it does not allow the noise terms while computing the coefficients. Due to this, GDTM takes less time to converge than LTM and it has been demonstrated. Furthermost, we discuss the characteristics of non-homogeneous fractional second order RLC circuit through numerical illustrations.
Introduction
Fractional derivative offers an incredible tool for depicting the hereditary properties of distinct materials like polymers, rocks and in many other fields and generalizes the derivative of a function to non-integer order. These advantages of fractional derivatives motivated many mathematicians since it was born on 1695. The increasing number of applications of fractional derivatives point out that there is a much demand for enhanced mathematical models (see [1-5, 7-12, 39] ). The mathematical modeling based on the fractional derivatives directs to fractional differential equations. Physical and geometrical interpretation, many other applications and qualitative behaviors of fractional differentiation and integration have been discussed in [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
When we take a walk down memory lane of fractional calculus, there are many definitions of fractional derivative including classical fractional derivatives like Grünwald-Letnikov, Sonin-Letnikov, Riemann -Liouville, Caputo, Hadamard, Marchaud, Riesz, Riesz-Miller, Miller-Ross, Weyl, Erdélyi-Kober and the modern fractional derivatives like, Machado, Chen-Machado, Coimbra, Katugampola, Caputo-Katugampola, Hilfer, Davidson, Chen, Atangana-Baleanu, Pichaghchi (one can refer [26] [27] [28] ). These definitions of fractional derivative are not unique. Though several definitions of fractional derivative available, Riemann -Liouville and Caputo's approaches are used widely. To examine the characteristics of a fractional system it is essential to use a suitable definition of the fractional derivative. Between these two definitions, Caputo's approach is the most popular in research community because of the initial conditions for FODEs are the same form as that of ODEs with integer derivatives and not require fractional order initial conditions like in RiemannLiouville's approaches. Furthermore, Caputo derivative of any constant is zero but Riemann -Liouville derivative of any constant is not equal to zero. In addition, the Laplace transform of the Caputo fractional derivative is a generality of the Laplace transform of integer order derivative, where n is replaced by α but the same does not happen for the Riemann-Liouville case. These are significant advantages of the Caputo's approach over the Riemann-Liouville's ap-proach (refer [9] [10] [11] [12] and the references therein). So, we are not exempt from choosing Caputo's approach.
Traditionally, when we make a mathematical model using fractional derivative the time derivative of integer order is replaced by fractional derivative, that is d dt is replaced by d α dt α , 0 < α ≤ 1, where α represents the order of the derivative (see [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] ). It is interesting to hear that the authors of [39] [40] [41] [42] [43] , any physically meaningful equation (and likewise any inequality and inequation) will have the same dimensions on the left and right sides (dimensional homogeneity). So, the mathematics has now needed to change to meet the prerequisites of physical reality. In order to keep up the dimension of time, the authors of [39] [40] [41] [42] have introduced the new auxiliary parameter σ as [44] [45] [46] .
RLC circuits have numerous applications as oscillator circuits. Radio receivers and TVs employ them for tuning to choose a narrow frequency range from encompassing radio waves. In this part the circuit is frequently referred to as a tuned circuit. A RLC circuit can be utilized as a bandpass filter, band-stop filter, low-pass filter or high-pass filter. The tuning application, for occasion, is a case of bandpass sifting. The RLC filter is portrayed as a second-order circuit, implying that any voltage or current in the circuit can be depicted by a second-order differential equation in circuit investigation. In [45] , authors have discussed the analytical solution of the homogeneous RLC electrical circuit of non-integer order with the help of Laplace transform but they did not discuss the non-homogeneous case. Physically speaking, they discussed the free electrical vibrations of the RLC circuit but not of the forced vibrations. So, we are interested in finding the analytical solution of non-homogeneous RLC electrical circuit of non-integer order, that is, we find the steady state solution in an RLC circuit when the presence of the impressed voltage E(t).
To do that, we consider the simple electric circuits consisting of voltage sources (electro motive force E(t)), resistors (R), inductors (L) and capacitors (C) as given in 1. This Fig. 1 : RLC -Circuit RLC circuit is described by the non-homogeneous ordinary differential equation as [47, 48] ,
According to the suggestions of [39] [40] [41] [42] , we generalize (1.2) as
with the initial conditions
where q 0 is the initial charge on the capacitor and q 1 is the initial current in the circuit. This differential equation is used to find the electric charge q(t) at any time t. Solution of (1.2) is a combination of transient and steady state solution. The parameters σ and α added the complexity to solve (1.3) by analytically. However, effective common schemes for solving them cannot be found yet in the most valuable works on fractional derivatives. Analytical solutions are the only way to address the characteristics of the physical model exactly. Further, once we get analytical solution of a physical model we do not worry about the qualitative properties like stability analysis, existence and uniqueness, etc., unlike in the numerical schemes [49] . So, we need efficient modern analytical method to solve (1.3) than existing methods in the literature. One of such modern methods is GDTM and the existing method in the literature is LTM.
In this paper, we solve (1.3) by GDTM and LTM. GDTM is based on one-dimensional differential transform (refer [50] [51] [52] [53] [54] [55] [56] ), generalized Taylor s formula [57, 58] and Caputo fractional derivative and it was first appeared in the literature in the year 2008 [59] [60] [61] . In these [59] [60] [61] , authors have demonstrated the efficiency of GDTM for various models. LTM has been considered as a proficient technique in solving differential equations with integer-order.
However, for differential equations with non-integer order, the LTM works well only for quite simple equations, because of the complicatedness of calculating inversion of Laplace transforms [62] [63] [64] [65] [66] [67] . Most of the works related to inverse Laplace transform involves the generalizations of factorial / exponential functions (Mittag-Leffler form). It is quite complicated to understand for non-mathematicians. Furthermore, in [68] , authors have concluded that the LTM is suitable for constant coefficient fractional differential equations, but it demands for non-homogeneous terms, so not all constant coefficient non-integer order differential equation can be solved by the LTM. Moreover, GDTM has many advantages over LTM, that is, differential transform of initial conditions occupy the coefficients of first two terms in series solution so that we arrive analytical solution with few iterations and it does not allow the noise terms while computing the coefficients. Due to this, GDTM takes less time to converge than LTM and it has been shown. Furthermost, we demonstrate the behaviors of the non-homogeneous RLC circuit through simulation using MATLAB version R2012a(7.14.0.739).
Preliminaries
In this section, the basic definitions of the Caputo derivative, GDTM and Laplace transform of Caputo derivative are given as follows: Definition 2.1. [9] [10] [11] The Caputo fractional derivative of q(t) of order α is defined as, 
where 0 < α ≤ 1, k = 0, 1, 2, 3, · · · , q(t) is the original function and Q α(k) is the transformed function and the differential inverse transform of Q α(k) is defined as follows:
The fundamental properties of the GDTM are listed below [59] [60] [61] : 
Definition 2.3. [9] [10] [11] [12] The Laplace transform of Caputo fractional derivative of q(t) is defined as,
where
For further details about fractional calculus, properties of GDTM and LTM one can refer [59] [60] [61] [62] [63] [64] [65] [66] [67] which are listed in the reference section.
Main result
In this section, we solve (1.3) by the GDTM and LTM.
GDTM
Applying the generalized differential transform on both sides of (1.3) and using appropriate properties of GDTM which are listed in the 2 then we get the recurrence relation as,
where Q α(k) and Eα(k) are transformed functions of q(t) and E(t) respectively. When we take k = 0 in (2.2) then we have,
When we take k = 1 in (2.2) then we have,
Now, iterating (3.1) we get the following coefficients of Qα(k) as, 
LTM
Applying the Laplace transform on both sides of (1.3) and using appropriate properties which are given in [62] [63] [64] [65] [66] [67] , we get,
and Q(s) is the transformed function.
Finding inverse Laplace transform is not quite easy for non-integer order because the variable s should be transformed to the exponent of t and also we don't have general procedure to compute it (see the articles cited in [62] [63] [64] [65] [66] [67] ). Here, we first compute P −1 (s α ).
Now, taking inverse Laplace transform on both sides of (3.6) then we have,
which implies that the analytical solution of (1.3) as, 
Numerical Results and discussion
If energy stored within the circuit is released into it, currents will start to flow but resistance elements will break up the energy and finally the currents pass away to zero and, usually, no energy will remain. The circuit's behavior under these conditions is termed its natural behavior or transient response, which corresponds to the solution of homogeneous part of a differential equation. The characteristics of the circuit is analyzed by the discrimi-
C . If the discriminant is less than zero then the circuit is under damped, greater than zero then the circuit is over damped and equal to zero then the circuit is critically damped. Further, in [45] the authors clearly mentioned that the relationship between the σ and α. From (4.1) and (4.2), we observe that GDTM do not allow the noise term while calculating the coefficients of O(t) in each and every term in the series solution whereas from (3.8) and (4.4) we can see that LTM admits the noise terms and they have been canceled so that we are spending more time to get each components of the series solution. Further, GDTM finds the coefficients of first two terms of the series solution using the initial conditions and the rest of the components are found by the recurrence relation in the straight forward manner but the same are not guaranteed by the LTM since noise terms are recurring in each and every iterations. This is the main advantage of GDTM over LTM. Moreover, from (4.2) and (4.4), we observe that both the methods are capable to provide the same analytical solution. So, we give the analytical solutions of the following cases without describing the steps much in detail. It is observed from Figure 3 that the solution is aperiodic exponential decay function with no oscillations and the system returns to equilibrium exponentially and also it has a very large settling time. In addition, it is noticed that when a constant electro motive force is applied to a system . in which the energy is finally stored in an ideal capacitor, one-half of the energy input to the system is transformed into heat. Thus, under the condition of a constant applied force, a capacitor is capable of storing, at best, only 50 percent of the applied energy in reversible form.
Under-damped case

Critically-damped case
From a physical point of view this case is insignificant because of the quantities R, L and C are all experimentally measured quantities-there is no possibility that these measurements could be such that R 2 = 4L C exactly. Any small deviation from equality will result in either of the previous two cases. So, it requires a separate discussion. 
Conclusions
Behavior of RLC circuit has been described well by oscillating system which describes the charge on the capacitor as a fractional non-homogeneous second order differential equation. It is not quite easy to solve systematically constructed FODE because of the presence of auxiliary parameter in it. So we used two different methods, one is modern and the other is traditional, namely GDTM and LTM respectively. We have compared the results obtained by GDTM and LTM and it reveals that GDTM and LTM are capable for providing the exact solution of FODE. Moreover, GDTM provides the exact solution of FODE without allowing noise terms unlike LTM. In addition, generalized differential transform of initial conditions occupied the first two components of the power series solution so that we arrived the exact solution in few iterations. This is the main advantage of GDTM over LTM. Taking into account of these advantages of GDTM, we conclude that it is quite better than LTM to solve systematically constructed FODE.
