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Stochastic control of mean-field SPDEs with jumps
Roxana Dumitrescu∗ Bernt Øksendal † Agnès Sulem ‡
May 24, 2017
Abstract
We study the problem of optimal control for mean-field stochastic partial differen-
tial equations (stochastic evolution equations) driven by a Brownian motion and an
independent Poisson random measure, in the case of partial information control. One
important novelty of our problem is represented by the introduction of general mean-
field operators, acting on both the controlled state process and the control process.
We first formulate a sufficient and a necessary maximum principle for this type of con-
trol. We then prove existence and uniqueness of the solution of such general forward
and backward mean-field stochastic partial differential equations. We finally apply our
results to find the explicit optimal control for an optimal harvesting problem.
Keywords: Mean-field stochastic partial differential equation (MFSPDE); optimal con-
trol; mean-field backward stochastic partial differential equation (MFBSPDE); stochastic
maximum principles.
1 Introduction
1.1 A motivating example
As a motivation for the problem studied in this paper, we consider the following optimal
harvesting problem: Suppose we model the density Y (t, x) of a fish population in a lake
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D at time t and at point x ∈ D by an equation of the form:
dY (t, x) =E[Y (t, x)]b(t, x)dt +
1
2
d∑
i=1
∂2
∂2xi
Y (t, x)dt+ Y (t, x)σ(t, x)dWt
+ Y (t, x)
∫
R∗
θ(t, x, e)Ñ(dt, de).
Y (0, x) =y0(x), x ∈ D, (1.1)
where D is a bounded domain in Rd and y0(x), b(t, x), σ(t, x), θ(t, x, e) are given bounded
deterministic functions. HereWt is a Brownian motion and Ñ(dt, de) = N(dt, de)−ν(de)dt is
an independent compensated Poisson random measure, respectively, on a filtered probability
space (Ω,F ,F = {Ft}, P ).
We may heuristically regard (1.1) as a limit as n→ ∞ of a large population interacting
system of the form
dyj,n(t, x) =
[
1
n
n∑
l=1
yl,n(t, x)
]
b(t, x)dt +
1
2
d∑
i=1
∂2
∂2xi
yj,n(t, x)dt+ yj,n(t, x)σ(t, x)dWt
+ yj,n(t, x)
∫
R∗
θ(t, x, e)Ñ(dt, de), j = 1, 2, ..., n
yj,n(t, x)(0, x) = y0(x), (1.2)
where we have divided the whole lake into a grid of size n and yj,n(t, x) represents the density
in box j of the grid. Now suppose we introduce a harvesting-rate process u(t, x). The density
of the corresponding population Y (t, x) = Y u(t, x) is thus modeled by a controlled mean-field
stochastic partial differential equation with jumps of the form:
dY (t, x) = E[Y (t, x)]b(t, x)dt +
1
2
d∑
i=1
∂2
∂2xi
Y (t, x)dt + Y (t, x)σ(t, x)dWt
+Y (t, x)
∫
R∗
θ(t, x, e)Ñ(dt, de)− Y (t, x)u(t, x)dt. (1.3)
The performance functional is assumed to be of the form
J(u) = E
[∫ T
0
∫
D
log(Y (t, x)u(t, x))dxdt+
∫
D
α(x)Y (T, x)dx
]
. (1.4)
This may be regarded as the expected total logarithmic utility of the harvest up to time T
plus the value of the remaining population at time T .
The problem is thus to find u∗ such that
J(u∗) = sup
u∈A
J(u), (1.5)
where A represents the set of admissible controls. This process u∗(t, x) is called an optimal
harvesting rate.
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This is an example of an optimal control problem for a mean-field stochastic reaction-
diffusion equation. In the next sections, we will give necessary and sufficient conditions for
optimality of a control in the case of partial information, as well as results of existence and
uniqueness of the solution for forward and backward mean-field stochastic partial differential
equations with a general mean-field operator. Finally, we apply our results in order to solve
the optimal harvesting problem presented above.
Contrary to the case of mean-field (B)SDEs and related control problems (studied in
many papers, see e.g. [1, 4, 5, 6, 7, 8]), the mean-field stochastic partial differential equations
have received little attention. To the best of our knowledge, the only paper that deals with
optimal control of mean-field SPDEs is [21]. Our paper extends [21] in four ways: (i) we
consider a more general mean-field operator ; (ii) we introduce an additional general mean-
field operator which acts on the control process; (iii) we add jumps; (iv) we study the optimal
control problem in the case of partial information.
The paper is organized as follows: in Section 2 we show the sufficient and necessary
maximum principles and apply the results to the optimal harvesting example. In Section
3, we investigate the existence and the uniqueness of the solution of mean-field SPDEs
with jumps and general mean-field operator. In Section 4, we prove the existence and the
uniqueness of the solution of mean-field backward SPDEs with jumps and general mean-field
operator.
2 Maximum principles for optimal control with partial
information of general mean-field SPDEs with jumps
2.1 Framework and formulation of the optimal control problem
Let (Ω,F,IF = {Ft}0≤t≤T , P ) be a filtered probability space. Let W be a one-dimensional
Brownian motion. Let E := R∗ and B(E) be its Borel filtration. Suppose that it is equipped
with a σ-finite positive measure ν, satisfying
∫
E
|e|2ν(de) < ∞ and let N(dt, de) be a in-
dependent Poisson random measure with compensator ν(de)dt. We denote by Ñ(dt, de) its
compensated process, defined as Ñ(dt, de) = N(dt, de)−ν(de)dt. For simplicity, we consider
d = 1.
We introduce the following notation:
• L2(P):= the set of random variables X such that E[|X|2] <∞.
• L2(R):= the set of measurable functions k : (R,B(R)) → (R,B(R)) with
∫
R
k2(x)dx <
∞.
• H2:= the set of real-valued predictable processes Z(t, x) with E[
∫ T
0
∫
D
Z2(t, x)dxdt] <
∞, where D a bounded domain in R.
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• L2ν := the set of measurable functions l : (E,B(E)) → (R,B(R)) such that ‖l‖
2
L
2
ν
:=∫
E
l2(e)ν(de) < ∞. The set L2ν is a Hilbert space equipped with the scalar product
< l, l′ >ν :=
∫
E
l(e)l′(e)ν(de) for all l, l′ ∈ L2ν × L
2
ν .
• H2ν : the set of predictable real-valued processes k(t, x, ·) with E[
∫ T
0
∫
D
‖k(t, x, ·)‖L2
ν
] <
∞.
Assume that we are given a subfiltration
Et ⊆ Ft; t ∈ [0, T ],
representing the information available to the controller at time t. For example, we could
have
Et = F(t−δ)+ (δ > 0 constant)
meaning that the controller gets a delayed information flow compared to Ft.
Consider a controlled mean-field stochastic partial differential equation Y (t, x) = Y u(t, x)
at (t, x) of the following form
dY (t, x) =
[
LY (t, x) + b(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))
]
dt
+ σ(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))dWt
+
∫
E
θ(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), e)Ñ(dt, de); (t, x) ∈ (0, T )×D. (2.6)
with boundary conditions
Y (0, x) = ξ(x); x ∈ D (2.7)
Y (t, x) = η(t, x); (t, x) ∈ (0, T )× ∂D. (2.8)
We interpret Y as a weak (variational) solution to (2.6), in the sense that for φ ∈ C∞0 (D),
< Yt, φ >L2(D)=< y0, φ >L2(D) +
∫ t
0
< Ys, L
∗φ > ds+
∫ t
0
< b(s, Ys), φ >L2(D) ds+
∫ t
0
< σ(s, Ys), φ >L2(D) dWs +
∫ t
0
∫
E
< θ(s, Ys, e), φ >L2(D) Ñ(ds, de), (2.9)
where L∗ corresponds to the adjoint operator of L and < ·, · > represents the duality product
between W 1,2(D) and W 1,2(D)∗, with W 1,2(D) the Sobolev space of order 1. Existence and
the uniqueness of the solution are proved in Section 3.
Under this framework the Itô formula can be applied to such SPDEs. See e.g. Pardoux
[16], Prévot and Rockner [18].
Here, dY (t, x) = dtY (t, x) is the differential with respect to t and L is a bounded linear
differential operator acting on x. The process u(t, x, ω) is our control process, taking values in
an open set A ⊂ R. The functions b : [0, T ]×Ω×D×R2×A×R 7→ R; (t, ω, x, y, ȳ, u, ū) 7→
b(t, ω, x, y, ȳ, u, ū), σ : [0, T ]×Ω×D×R2×A×R 7→ R; (t, ω, x, y, ȳ, u, ū) 7→ σ(t, ω, x, y, ȳ, u, ū),
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θ : [0, T ]× Ω×D ×R2 ×A×R× E 7→ R; (t, ω, x, y, ȳ, u, ū, e) 7→ θ(t, ω, x, y, ȳ, u, ū, e) are
predictable maps. We assume that b, σ, θ are C1b and have linear growth with respect to
y, ȳ, u, ū. We denote by AE a given family of admissible controls, contained in the set of
Et-predictable stochastic processes u(t, x) ∈ A satisfying E[
∫ T
0
∫
D
u2(t, x)dxdt] < ∞ and
such that (2.6)-(2.7)-(2.8) has a unique càdlàg solution Y (t, x).
In the above equation, F,G : L2(P) 7→ R are Fréchet differentiable operators. One
important example is represented by the expectation operator E[·].
Let f : [0, T ]× Ω ×D ×R2 ×A ×R 7→ R and g : Ω ×D ×R2 7→ R be a given profit
rate function and bequest rate function, respectively. Moreover, we suppose that
E
[∫ T
0
(∫
D
|f(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))|dx
)
dt
+
∫
D
|g(x, Y (T, x),F(Y (t, x))|dx
]
<∞,
where f(t, ω, x, y, ȳ, u, ū), g(ω, x, y, ȳ) are measurable functions of class C1b with respect to
(y, ȳ, u, ū) and continuous w.r.t to t. E denotes the expectation with respect to P .
For each u ∈ AE , we define the performance functional J(u) by
J(u) = E
[∫ T
0
(∫
D
f(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))dx
)
dt
+
∫
D
g(x, Y (T, x),F(Y (t, x))|dx
]
. (2.10)
We aim to maximize J(u) over all u ∈ AE and our problem is the following:
Find u∗ ∈ AE such that
sup
u∈A
J(u) = J(u∗). (2.11)
Such a process u∗ is called an optimal control (if it exists), and the number J = J(u∗) is the
value of this problem.
2.2 Sufficient maximum principle for partial information optimal
control for mean-field SPDEs with jumps
In this section, we prove necessary and sufficient maximum principles for optimal control
with partial information in the case of a process described by a mean-field stochastic partial
differential equation (in short MFSPDE) driven by a Brownian motion (W ) and a Poisson
random measure Ñ . The drift and the diffusion coefficients as well as the performance
functional depend not only on the state and the control but also on the distribution of the
state process, and also on the one of the control.
Define the Hamiltonian H : [0, T ]×D ×R2 ×A×R3 × L
2
ν 7→ R as follows:
H(t, x, y, ȳ, u, ū, p, q, γ) = f(t, x, y, ȳ, u, ū) + b(t, x, y, ȳ, u, ū)p + σ(t, x, y, ȳ, u, ū)q
+
∫
E
θ(t, x, y, ȳ, u, ū, e)γ(e)dν(e). (2.12)
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In our case, since the state process and the cost functional are of mean-field type, it turns
out that the adjoint equation will be a mean-field backward SPDE, denoted in the sequel
MFBSPDEs.
We now introduce the adjoint operator of the operator L, denoted by L∗, which satisfies
(L∗φ, ψ) = (φ, Lψ), for all φ, ψ ∈ C∞0 (R), (2.13)
where
< φ1, φ2 >L2(R):= (φ1, φ2) =
∫
R
φ1(x)φ2(x)dx
is the inner product in L2(R).
For u ∈ AE , we consider the following mean field backward stochastic partial differen-
tial equation (the adjoint equation) in the three unknown processes p(t, x) ∈ R, q(t, x) ∈
R, γ(t, x, ·) ∈ L2ν ; called the adjoint processes :
dp(t, x) = −
[
L∗p(t, x) +
∂H
∂y
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), p(t, x), q(t, x), γ(t, x, ·))
]
dt
− E
[
∂H
∂ȳ
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), p(t, x), q(t, x), γ(t, x, ·))
]
∇F(Y (t, x))dt
+ q(t, x)dWt +
∫
E
γ(t, x, e)Ñ(dt, de); (t, x) ∈ (0, T )×D. (2.14)
p(T, x) =
∂g
∂y
(x, Y (T, x),F(Y (T, x))) + E
[
∂g
∂ȳ
(x, Y (T, x),F(Y (T, x))
]
∇F(Y (T, x)); x ∈ D
(2.15)
p(t, x) = 0; (t, x) ∈ (0, T )× ∂D. (2.16)
Note that (2.14) is equivalent to
dp(t, x) = −
[
L∗p(t, x) +
∂f
∂y
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))
+
∂b
∂y
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))p(t, x)
]
dt
−
[
∂σ
∂y
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))q(t, x)
+
∫
E
∂θ
∂y
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), e)γ(t, x, e)ν(de)
]
dt
−E
[
∂f
∂ȳ
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))
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+
∂b
∂ȳ
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))p(t, x)
]
∇F(Y (t, x))dt
− E
[
∂σ
∂ȳ
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)))q(t, x)
]
∇F(Y (t, x))dt
− E
[∫
E
∂θ
∂ȳ
(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), e)γ(t, x, e)ν(de)
]
∇F(Y (t, x))dt
+ q(t, x)dWt +
∫
E
γ(t, x, e)Ñ(dt, de), x ∈ D. (2.17)
We now show the sufficient maximum principle.
Theorem 2.1 (Sufficient Maximum Principle for mean-field SPDEs with jumps)
Let û ∈ AE with corresponding solution Ŷ (t, x) and suppose that p̂(t, x), q̂(t, x) and γ̂(t, x, ·)
is a solution of the adjoint MFBSPDE (2.14)-(2.15)-(2.16). Assume the following hold:
(i) The maps Y 7→ g(x, Y,F(Y )) and
(Y, u) 7→ H(Y, u) := H(t, x, Y,F(Y ), u,G(u), p̂(t, x), q̂(t, x), γ̂(t, x, ·)) (2.18)
are concave functions with respect to Y and (Y, u), respectively, for all (t, x) ∈ [0, T ]×
D.
(ii) (The maximum condition)
E
[
H(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·))|Et
]
=
ess sup
v∈AE
E
[
H(t, x, Ŷ (t, x),F(Ŷ (t, x)), v(t, x),G(v(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·))|Et
]
a.s.
(2.19)
for all t ∈ [0, T ] and x ∈ D.
Then û(t) is an optimal control for the random jump field control problem (2.11).
Proof. Define a sequence of stopping times τn; n = 1, 2, .... as follows:
τn := inf{t > 0;max{‖p̂(t)‖L2(D), ‖q̂(t)‖L2(D), ‖γ̂(t)‖L2(D×E), ‖σ(t)− σ̂(t)‖L2(D), ‖θ(t)− θ̂(t)‖L2(D×E),
‖Y (t)− Ŷ (t)‖L2(D) ≥ n} ∧ T.
Then τn → T as n→ ∞ and
E
[∫ τn
0
(∫
D
p̂(t, x)(σ(t, x)− σ̂(t, x))dx
)
dWt +
∫ τn
0
∫
E
(∫
D
(θ(t, x, e)− θ̂(t, x, e))dx
)
Ñ(dt, de)
]
= E
[∫ τn
0
(∫
D
(Y (t, x)− Ŷ (t, x))q̂(t, x)dx
)
dWt
+
∫ τn
0
∫
E
(∫
D
(Y (t, x)− Ŷ (t, x))γ̂(t, x, e)dx
)
Ñ(dt, de)
]
= 0 for all n.
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Let us fix u ∈ AE and let Y (t, x) = Y
u(t, x) be the associated solution of (2.6). Define:
{
f̂ := f(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x))); f := f(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)));
ĝ := g(x, Ŷ (T, x),F(Ŷ (T, x))); g := g(x, Y (T, x),F(Y (T, x)));
(2.20)
and



b̂ := b(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x))); b := b(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)));
σ̂ := σ(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x))); σ := σ(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)));
θ̂ := θ(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)), e);
θ := θ(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), e).
We also set
{
Ĥ := H(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·));
H := H(t, x, Y (t, x),F(Y (t, x)), u(t, x),G(u(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·)).
Using the above definitions and the definition of the performance functional J , we get that:
J(u)− J(û) = J1 + J2, (2.21)
where J1 := E[
∫ T
0
∫
D
(f − f̂)dxdt] and J2 := E[
∫
D
(g − ĝ)dx].
Now, let us notice the following relations:
{
f̂ = Ĥ − b̂p̂(t, x)− σ̂q̂(t, x)−
∫
E
θ̂γ̂(t, x, e)ν(de);
f̂ = H − bp̂(t, x)− σq̂(t, x)−
∫
E
θγ̂(t, x, e)ν(de),
which imply
J1 = E
[∫ T
0
∫
D
(
H − Ĥ − (b− b̂) · p̂− (σ − σ̂) · q̂ −
∫
E
(θ − θ̂) · γ̂ν(de)
)]
. (2.22)
Fix x ∈ D. Since the map Y 7→ g(x, Y, F (Y )) is concave for each x ∈ D̄, we obtain:
g−ĝ ≤
∂g
∂y
(x, Ŷ (T, x),F(Ŷ (T, x)))Ỹ (T, x)+
∂g
∂ȳ
(x, Ŷ (T, x),F(Ŷ (T, x))) < ∇F(Ŷ (T, x)), Ỹ (T, x) >L2(P),
where
Ỹ (t, x) = Y (t, x)− Ŷ (t, x).
We thus obtain, by taking the expectation and applying the Itô formula for jump-diffusion
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processes,
J2 ≤ E
[∫
D
(
∂g
∂y
(x, Ŷ (T, x),F(Ŷ (T, x)))Ỹ (T, x)
+
∂g
∂ȳ
(x, Ŷ (T, x),F(Ŷ (T, x))) < ∇F(Ŷ (T, x)), Ỹ (T, x) >L2(P)
)
dx
]
= E
[∫
D
< p̂(T, x), Ỹ (T, x) > dx
]
= E
[∫
D
(
p̂(0, x) · Ỹ (0, x) +
∫ T
0
(
< Ỹ (t, x), dp̂(t, x) > +p̂(t, x)dỸ (t, x) + (σ − σ̂)q̂(t, x)
)
dt
)
dx
]
+ E
[∫
D
(∫ T
0
∫
E
(θ − θ̂)γ̂(t, x, e)N(dt, de)
)
dx
]
= E
[∫
D
∫ T
0
p̂(t, x)
(
LỸ (t, x) + (b− b̂)
)
+ Ỹ (t, x)
(
−L∗p̂(t, x)−
∂H
∂y
−E
[
∂H
∂ȳ
]
< ∇F(Ŷ (t, x)), Ỹ (t, x) >L2(P )
)
dtdx
]
+ E
[∫
D
∫ T
0
(
(σ − σ̂)q̂(t, x) +
∫
E
(θ − θ̂)γ̂(t, x, e)ν(de)
)
dtdx
]
, (2.23)
where
∂H
∂y
:=
∂H
∂y
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·))
and
∂H
∂ȳ
:=
∂H
∂ȳ
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·)).
From (2.21), (2.22) and (2.23), we derive
J(u)− J(û) ≤ E
[∫ T
0
(∫
D
p̂(t, x)LỸ (t, x)− Ỹ (t, x)L∗p̂(t, x)dx
)
dt
]
+ E
[∫
D
(∫ T
0
(
H − Ĥ −
∂H
∂y
· Ỹ (t, x)− E
[
∂H
∂ȳ
]
< ∇F(Ŷ (t, x)), Ỹ (t, x) >L2(P)
)
dt
)
dx
]
Since Ỹ (t, x) = p̂(t, x) = 0 for all (t, x) ∈ [0, T ] × ∂D, we obtain by an easy extension of
(2.13) using Green’s formula that
∫
D
Ỹ (t, x)L∗p̂(t, x)dx =
∫
D
p̂(t, x)LỸ (t, x),
for all t ∈ (0, T ). We therefore get
J(u)− J(û) ≤ E
[∫
D
(∫ T
0
(
H − Ĥ −
∂H
∂y
· Ỹ (t, x) + E
[
∂H
∂ȳ
]
< ∇F(Ŷ (t, x)), Ỹ (t, x) >L2(P )
)
dt
)
dx
]
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By the concavity assumption (2.18) we have
H − Ĥ ≤
∂H
∂y
(Ŷ ,F(Ŷ ), û,G(û))(Y − Ŷ ) +
∂H
∂ȳ
(Ŷ ,F(Ŷ ), û,G(û)) < ∇F(Ŷ ), (Y − Ŷ ) >L2(P)
+
∂H
∂u
(Ŷ ,F(Ŷ ), û,G(û))(u− û) +
∂H
∂ū
(Ŷ ,F(Ŷ ), û,G(û)) < ∇G(û), (u− û) >L2(P) .
Combining the two above relations we get:
J(u)− J(û) ≤E
[∫
D
∫ T
0
(
∂H
∂u
(Ŷ ,F(Ŷ ), û,G(û))(u− û)
+
∂H
∂ū
(Ŷ ,F(Ŷ ), û,G(û)) < ∇G(û), (u− û) >L2(P)
)
dtdx
]
. (2.24)
By the maximum condition (2.19) , we obtain:
E
[
∂H
∂u
(Ŷ ,F(Ŷ ), û,G(û))|Et
]
(u− û) + E
[
∂H
∂ū
(Ŷ ,F(Ŷ ), û,G(û))|Et
]
< ∇G(û), u− û >L2(P)≤ 0 a.s.,
(2.25)
for all (t, x) ∈ [0, T ]×D. From (2.24) and (2.25) we conclude that
J(u) ≤ J(û).
By arbitrariness of u, we conclude that û is optimal. 
2.3 A necessary-type maximum principle for partial information
control of mean-field SPDEs with jumps
As in many applications the concavity condition may not hold, we prove a version of the
maximum principle which does not need this assumption. Instead, we assume the following:
(A1) For all s ∈ [0, T ) and all bounded Es-measurable random variables θ(ω, x) the
control β defined by
βt(ω, x) = θ(ω, x)χ(s,T ](t); t ∈ [0, T ], x ∈ D
is in AE .
(A2) For all u, β ∈ U where β is bounded there exists δ > 0 such that the control
u(t) + yβ(t); t ∈ [0, T ]
belongs to AE for all y ∈ (−δ, δ).
Let us give an auxiliary lemma.
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Lemma 2.2 Let u ∈ AE and v ∈ AE . The derivative process
Y(t, x) := lim
z 7→0+
Y u+zβ(t, x)− Y u(t, x)
z
(2.26)
exists and belongs to L2(dx×dt×dP ). We then have that Y satisfies the following mean-field
SPDE:
dY(t, x) = LY(t, x) +
(
∂b
∂y
(t, x, Y u(t, x),F(Y u(t, x)),G(u(t, x)))Y(t, x)
+
∂b
∂ȳ
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x))) < ∇F(Y u(t, x)),Y(t, x) >L2(P)
+
∂b
∂u
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x)))β(t, x)
+
∂b
∂ū
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x))) < ∇G(u(t, x)), β(t, x) >L2(P)
)
dt
+
(
∂σ
∂y
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x)))Y(t, x)
+
∂σ
∂ȳ
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x))) < ∇F(Y u(t, x)),Y(t, x) >L2(P)
+
∂σ
∂u
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(Y u(t, x)))β(t, x)
+
∂σ
∂ū
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x))) < ∇G(u(t, x)), β(t, x) >L2(P)
)
dWt
+
∫
E
(
∂θ
∂y
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x)), e)Y(t, x)
+
∂θ
∂ȳ
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x)), e) < ∇F(Y u(t, x)),Y(t, x) >L2(P)
+
∂θ
∂u
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x)), e)β(t, x)
+
∂θ
∂ū
(t, x, Y u(t, x),F(Y u(t, x)), u(t, x),G(u(t, x)), e)β(t, x)) < ∇G(u(t, x)), β(t, x) >L2(P) )Ñ(dt, de),
Y(t, x) = 0, (t, x) ∈ (0, T )× ∂D;
Y(0, x) = 0, x ∈ D.
Proof. The result follows by applying the mean theorem. We omit the details. 
We now provide the necessary-type maximum principle for our optimal control problem
for mean-field SPDEs.
Theorem 2.3 (Necessary-type maximum principle for mean-field SPDEs with jumps)
Let û ∈ AE with corresponding solutions (2.6)-(2.7)-(2.8) and (2.14)-(2.15)-(2.16). Assume
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that Assumptions (A1)-(A2) hold. Then the following are equivalent:
(i)
d
dy
J(û+ yβ)|y=0 = 0 for all bounded β ∈ AE .
(ii) E
[
∇Ĥ(t, x)|Et
]
= 0, for all (t, x) ∈ [0, T ]×D a.s. ,
where
∇Ĥ(t, x) :=
∂H
∂u
(t, x, û(t, x), Ŷ (t, x),F(Ŷ (t, x)),G(û(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·))
+E
[
∂H
∂ū
(t, x, û(t, x), Ŷ (t, x),F(Ŷ (t, x)),G(û(t, x)), p̂(t, x), q̂(t, x), γ̂(t, x, ·))
]
∇G(û(t, x)),
for all (t, x) ∈ [0, T ]×D.
Proof. The assumptions on the coefficients together with the mean theorem and relation
(2.26) yield to:
lim
y→0
1
y
(J(û+ yβ)− J(û)) = E
[∫ T
0
∫
D
(
∂f
∂y
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)))Y(t, x)
+
∂f
∂y
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x))) < ∇F(Ŷ (t, x)),Y(t, x) >L2(P)
+
∂f
∂u
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)))β(t, x))dxdt]
+
∂f
∂ū
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)))dxdt] < ∇G(û(t, x)), β(t, x) >L2(P)
]
+ E
[∫
D
(
∂g
∂y
(T, x, Ŷ (T, x),F(Ŷ (T, x)))Y(T, x)
+
∂g
∂y
(T, x, Ŷ (T, x),F(Ŷ (T, x)), û(T, x)) < ∇F(Ŷ (T, x)),Y(T, x) >L2(P) dx)
]
. (2.27)
The definition of the Hamiltonian H implies:
∂f
∂y
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x))) =
=
∂Ĥ
∂y
(t, x)−
∂b̂
∂y
(t, x)p̂(t, x)−
∂σ̂
∂y
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂y
(t, x, e)γ̂(t, x, e)ν(de) (2.28)
∂f
∂y
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x))) =
=
∂Ĥ
∂y
(t, x)−
∂b̂
∂y
(t, x)p̂(t, x)−
∂σ̂
∂y
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂y
(t, x, e)γ̂(t, x, e)ν(de) (2.29)
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∂f
∂u
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)))
=
∂Ĥ
∂u
(t, x)−
∂b̂
∂u
(t, x)p̂(t, x)−
∂σ̂
∂u
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂u
(t, x, e)γ̂(t, x, e)ν(de) (2.30)
∂f
∂ū
(t, x, Ŷ (t, x),F(Ŷ (t, x)), û(t, x),G(û(t, x)))
=
∂Ĥ
∂u
(t, x)−
∂b̂
∂u
(t, x)p̂(t, x)−
∂σ̂
∂u
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂u
(t, x, e)γ̂(t, x, e)ν(de) (2.31)
Using (2.27), (2.28), (2.29), (2.30), (2.31) we derive:
lim
y→0
1
y
(J(û+ yβ)− J(û))
= E
[∫ T
0
∫
D
(
∂Ĥ
∂y
(t, x)−
∂b̂
∂y
(t, x)p̂(t, x)−
∂σ̂
∂y
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂y
(t, x, e)γ̂(t, x, e)ν(de)
)
Y(t, x)dxdt
]
+ E[
∫ T
0
∫
D
(
∂Ĥ
∂y
(t, x)−
∂b̂
∂y
(t, x)p̂(t, x)−
∂σ̂
∂y
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂y
(t, x, e)γ̂(t, x, e)ν(de))
+ <∇F(Ŷ (t, x)),Y(t, x)>L2(P) dxdt]
+ E
[∫ T
0
∫
D
(
∂Ĥ
∂u
(t, x)−
∂b̂
∂u
(t, x)p̂(t, x)−
∂σ̂
∂u
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂u
(t, x, e)γ̂(t, x, e)ν(de)
)
β(t, x)dxdt
]
+ E[
∫ T
0
∫
D
(
∂Ĥ
∂u
(t, x)−
∂b̂
∂u
(t, x)p̂(t, x)−
∂σ̂
∂u
(t, x)q̂(t, x)−
∫
E
∂θ̂
∂u
(t, x, e)γ̂(t, x, e)ν(de))
+ <∇G(û(t, x)), β(t, x)> dxdt] + E[
∫
D
<p̂(T, x),Y(T, x)> dx].
Applying Itô formula to < p̂(T, x),Y(T, x) > and using the dynamics of the adjoint equa-
tions, we finally get
lim
y→0
1
y
(J(û+ yβ)− J(û)) = E
[∫ T
0
∫
D
E
[
< ∇uĤ(t, x), β(t, x) > |Et
]
dxdt
]
, (2.32)
where
< ∇uĤ(t, x), β(t, x) >=
∂H
∂u
(t, x)β(t, x) +
∂H
∂ū
(t, x) < ∇G(û), β(t, x) >L2(P) .
We conclude that
lim
y→0
1
y
(J(û+ yβ)− J(û)) = 0
if and only if
E
[∫ T
0
∫
D
E[<∇uĤ(t, x), β(t, x)> |Et]dxdt
]
= 0.
In particular this holds for all β ∈ AE which takes the form
β(t, x) = θ(ω, x)χ[s,T ](t); t ∈ [0, T ],
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for a fixed s ∈ [0, T ), where θ(ω, x) is a bounded Es-measurable random variable. We thus
get that this is again equivalent to
E
[∫ T
s
∫
D
E
[
< ∇uĤ(t, x), θ > |Et
]
dxdt
]
= 0.
We now differentiate with respect to s and derive that
E
[∫
D
E
[
<∇uĤ(s, x), θ> |Es
]
dx
]
= 0.
Since this holds for all bounded Es-measurable random variable θ, we can easily conclude
that
lim
y→0
1
y
(J(û+ yβ)− J(û)) = 0
is equivalent to
E
[
∂Ĥ
∂u
(t, x)|Et
]
+ E
[
∂Ĥ
∂ū
(t, x)
]
∇G(û(t, x)) = 0 a.s., for all (t, x) ∈ [0, T ]×D.

2.4 Application to the optimal harvesting example
We now return to the problem of optimal harvesting from a population in a lake D stated
in the motivating example. Thus we suppose the density Y (t, x) of the population at time
t ∈ [0, T ] and at point x ∈ D is given by the stochastic reaction-diffusion equation (1.1),
and the performance criterion is assumed to be as in (1.4). For simplicity, we choose d = 1
and Et = Ft. In this case the Hamiltonian gets the following form
H(t, x, y, ȳ, u, ū, p, q, γ) = log(yu) + [b(t, x)ȳ − yu]p+ σ(t, x)yq +
∫
R∗
θ(t, x, e)yγ(e)ν(de),
and the adjoint BSDE becomes
dp(t, x) = [−
1
2
∂2
∂2x
p(t, x) +
1
Y (t, x)
+ σ(t, x)q(t, x) +
∫
R∗
θ(t, x, e)γ(t, x, e)ν(de)
− u(t, x)p(t, x)− E[b(t, x)p(t, x)]]dt+ q(t, x)dWt +
∫
R∗
γ(t, x, e)Ñ(dt, de)
p(T, x) = α(x), x ∈ D,
p(t, x) = 0, (t, x) ∈ (0, T )× ∂D.
We now apply the necessary maximum principle which implies the fact that if u is an optimal
control then it satisfies the first order condition
u(t, x) =
1
Y (t, x)p(t, x)
.
We summarize our results as follows:
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Theorem 2.4 Assume that the conditions of Theorem 2.3 hold. Suppose a harvesting rate
process u(t, x) is optimal for the optimization problem (1.5). Then
u(t, x) =
1
Y (t, x)p(t, x)
, (2.33)
where p(t, x) solves the MFBSPDE
dp(t, x) = [−
1
2
∂2
∂2x
p(t, x) +
1
Y (t, x)
+ σ(t, x)q(t, x) +
∫
R∗
θ(t, x, e)γ(t, x, e)ν(de)− E[b(t, x)p(t, x)]
− u(t, x)p(t, x)]dt+ q(t, x)dWt +
∫
R∗
γ(t, x, e)Ñ(dt, de)
p(T, x) = α(x), x ∈ D.
p(t, x) = 0, (t, x) ∈ (0, T )× ∂D.
3 Existence and uniqueness results for general forward
mean-field SPDEs with Lévy noise
We address here the problem of existence and uniqueness of the solution of forward mean-
field SPDE (2.6) with general mean-field operator, introduced in Section 2. In order to do
this, we first describe the general framework. Let V,H be two separable Hilbert spaces such
that V is continously, densely imbedded in H . Identifying H with its dual we have
V ⊂ H ≅ H∗ ⊂ V ∗,
where we have denoted by V ∗ the topological dual of V . Let L be a bounded linear operator
from V to V ∗ satisfying the following coercivity hypothesis: There exist constants χ > 0
and ζ ≥ 0 such that
2 < −Lu, u > +χ|u|2H ≥ ζ ||u||
2
V for all u ∈ V, (3.34)
where < Lu, u >= Lu(u) denotes the action of Lu ∈ V ∗ on u ∈ V and | · |H (resp. || · ||V )
the norm associated to the Hilbert space H (resp. V ).
Let us introduce the notation adopted in this section.
• P is the predictable σ-algebra on [0, T ]× Ω;
• L2ν(H) is the set of measurable functions k : (E,B(E)) 7→ (H,B(H)) such that
||k||L2
ν
(H) :=
(∫
E
|k(e)|2Hν(de)
) 1
2 <∞;
• L2(Ω, H) is the set of measurable functions k : (Ω,F) 7→ (H,B(H)) such thatE[|k|2H ] <
∞;
• L2(Ω,L2ν(H)) is the set of measurable functions k : (Ω,F) 7→ (L
2
ν(H),B(L
2
ν(H))) such
that E[||k||2
L
2
ν
(H)
] <∞
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• L2(Ω× [0, T ], H) (resp. L2(Ω× [0, T ], V )) is the set of Ft-adapted H-valued (resp. V -
valued) processes Φ : Ω×[0, T ] 7→ H (resp.V) such that ‖Φ‖2
L
2(Ω×[0,T ],H)
:= E[
∫ T
0
|Φ(t)|2Hdt] <
∞ (resp. ‖Φ‖2
L
2(Ω×[0,T ],V )
:= E[
∫ T
0
‖Φ(t)‖2V dt] <∞).
• L2(Ω × [0, T ] × E, H) is the set of all the P × B(E)-measurable H-valued maps θ :
Ω× [0, T ]×E 7→ H satisfying ‖θ‖L2(Ω×[0,T ]×E,H) := E[
∫ T
0
∫
E
|Φ(t, e)|2Hν(de)dt] <∞.
• S2(Ω × [0, T ], H) denotes the set of Ft-adapted H-valued cadlag processes Φ : Ω ×
[0, T ] 7→ H such that ‖Φ‖2
S
2(Ω×[0,T ],H)
:= E
[
sup0≤t≤T |Φ(t)|
2
H
]
<∞.
The mean field SPDE under study is:
dYt = [LYt+b(t, Yt,F(Yt))]dt+σ(t, Yt,F(Yt))dWt+
∫
E
θ(t, Yt,F(Yt), e)Ñ(dt, de); (t, x) ∈ (0, T )×D.
We recall that this equation should be understood in the weak sense.
Before giving the main result of this section, we make the following assumption on the
coefficients b, σ, θ and the operator F which appear in the above mean-field SPDE.
Assumption 3.1 The maps b : Ω × [0, T ] × H × H 7→ H, σ : Ω × [0, T ] × H × H 7→ H
are P × B(H) × B(H)/B(H)-measurable. The map θ : Ω × [0, T ] × H × H × E 7→ H is
P × B(E)× B(H)× B(H)/B(H)-measurable. There exist a constant C <∞ such that
|b(t, y1, ȳ1)− b(t, y2, ȳ2)|H + |σ(t, y1, ȳ1)− σ(t, y2, ȳ2)|H +
∫
E
|θ(t, y1, ȳ1, e)− θ(t, y2, ȳ2, e)|
2ν(de)
≤ C(|y1 − y2|H + |ȳ1 − ȳ2|H) a.s. for all (ω, t) ∈ Ω× [0, T ].
We also assume that there exists C <∞ such that:
|b(t, y, ȳ)|2H + |σ(t, y, ȳ)|
2
H +
∫
E
|θ(t, y, ȳ, e)|2Hν(de) ≤ C(1 + |y|
2
H + |ȳ|
2
H), ∀(ω, t) ∈ Ω× [0, T ], y, ȳ ∈ R.
Finally, we assume that the operator F : L2(Ω;H) 7→ H is Fréchet differentiable.
Theorem 3.1 Under Assumption 3.1, there exists a unique H-valued progressively measur-
able process (Yt)t≥0 satisfying the mean-field SPDE:
(i) Y ∈ L2(Ω× [0, T ], V ) ∩ S2(Ω× [0, T ], H);
(ii) Yt = h+
∫ t
0
[LYs + b(s, Ys,F(Ys))] ds+
∫ t
0
σ(s, Ys,F(Ys))dWs+
∫ t
0
∫
E
θ(s−, Ys−,F(Ys−), e)Ñ(dt, de);
(iii) Y0 = h ∈ H.
Proof. I. Existence of the solution
Let Y 0t := h, t ≥ 0. For n ≥ 0, we define Y
n+1 ∈ L2([0, T ];V ) ∩ S2([0, T ];H) to be the
unique solution to the following equation:
dY n+1t = LY
n+1
t dt+ b(t, Y
n+1
t ,F(Y
n
t ))dt+ σ(t, Y
n+1
t ,F(Y
n
t ))dWt +
∫
E
θ(t−, Y
n+1
t−
,F(Y nt−), e)Ñ(dt, de).
(3.35)
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The solution Y n+1 of this equation follows by Proposition 3.1 in [17]. Let us now show
that the sequence {Y n, n ≥ 1} is a Cauchy sequence in the spaces L2(Ω × [0, T ], V ) and
S2(Ω× [0, T ], H). By applying Itô formula, we get
|Y n+1t − Y
n
t |
2
H = 2
∫ t
0
< Y n+1s − Y
n
s , L(Y
n+1
s − Y
n
s ) > ds
+ 2
∫ t
0
< Y n+1s − Y
n
s , b(s, Y
n
s ,F(Y
n
s ))− b(s, Y
n−1
s ,F(Y
n−1
s )) >H ds
+ 2
∫ t
0
< Y n+1s − Y
n
s , σ(s, Y
n+1
s ,F(Y
n
s ))− σ(s, Y
n
s ,F(Y
n−1
s )) >H dWs
+
∫ t
0
|σ(s, Y ns ,F(Y
n
s ))− σ(s, Y
n−1
s ,F(Y
n−1
s ))|
2
Hds
+
∫ t
0
∫
E
[|θ(s, Y ns−,F(Y
n
s−), e)− θ(s, Y
n−1
s− ,F(Y
n−1
s− ), e)|
2
H ]Ñ(ds, de)
+ 2
∫ t
0
∫
E
< Y n+1
s−
− Y ns−, θ(s, Y
n
s−,F(Y
n
s−), e)− θ(s, Y
n−1
s−
,F(Y n−1
s−
), e) >H Ñ(ds, de)
+
∫ t
0
∫
E
[|θ(s, Y ns−,F(Y
n
s−), e)− θ(s, Y
n−1
s− ,F(Y
n−1
s− ), e)|
2
Hν(de)ds.
Using Burkholder-Davis-Gundy and Cauchy-Schwarz inequalities and the coercivity assump-
tion (3.34) on the operator L, we obtain that
E
[
sup
0≤s≤t
|Y n+1s − Y
n
s |
2
H
]
≤ −χE[
∫ t
0
|Y n+1s − Y
n
s |
2
V ds] + CE[
∫ t
0
[|Y n+1s − Y
n
s |
2
Hds]
+
1
2
E[ sup
0≤s≤t
|Y n+1s − Y
n
s |
2
Hds] + CE[
∫ t
0
[|b(s, Y ns ,F(Y
n
s ))− b(s, Y
n−1
s ,F(Y
n−1
s ))|
2
Hds]
+ CE[
∫ t
0
[|σ(s, Y ns ,F(Y
n
s ))− σ(s, Y
n−1
s ,F(Y
n−1
s ))|
2
Hds]
+ CE[
∫ t
0
∫
E
[|θ(s, Y ns ,F(Y
n
s ), e)− θ(s, Y
n−1
s ,F(Y
n−1
s ), e)|
2
Hν(de)ds]. (3.36)
By the Lipschitz properties of b, σ and θ, we deduce
E
[
sup
0≤s≤t
|Y n+1s − Y
n
s |
2
H
]
≤CE[
∫ t
0
[|Y n+1s − Y
n
s |
2
Hds] + CE[
∫ t
0
[|Y ns − Y
n−1
s |
2
Hds]
+ CE[
∫ t
0
|F(Y ns )− F(Y
n−1
s )|
2
Hds]. (3.37)
We use the mean theorem and obtain the existence for each n ∈ N, t ∈ [0, T ] of a random
variable Ỹ n(t) ∈ L2(Ω, H) such that
|F(Y nt )− F(Y
n−1
t )|H ≤ ‖∇F(Ỹ
n(t))‖‖Y nt − Y
n−1
t ‖L2(Ω;H). (3.38)
The two above relations (3.37) and (3.38) lead to:
E
[
sup
0≤s≤t
|Y n+1s − Y
n
s |
2
H
]
≤ CE[
∫ t
0
[|Y n+1s − Y
n
s |
2
Hds] + CE[
∫ t
0
|Y ns − Y
n−1
s |Hds]. (3.39)
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Let us now define
ant = E
[
sup
0≤s≤t
|Y ns − Y
n−1
s |
2
Hds
]
Ant =
∫ t
0
ansds.
Using (3.39), we obtain:
an+1t ≤ CA
n+1
t + CA
n
t . (3.40)
We multiply the above inequality by e−Ct and derive
d(An+1t e
−Ct)
dt
≤ Ce−CtAnt ,
which allows us to conclude that
An+1t ≤ Ce
Ct
∫ t
0
e−CsAns ds ≤ Ce
CttAnt .
This inequality together with (3.40) gives
an+1t ≤ C
2eCttAnt + CA
n
t ≤ CT
∫ t
0
Ansds,
where CT is a given constant. By iteration for all n, we finally obtain
E[ sup
0≤s≤T
|Y n+1s − Y
n
s |
2
H ] ≤ C
(CTT )
n
n!
.
This implies that we can find Y ∈ S2(Ω× [0, T ];H) such that
lim
n→∞
E[ sup
0≤s≤t
|Y ns − Ys|
2
Hds] = 0.
By (3.36), we remark that Y n also converges to Y in L2(Ω× [0, T ], V ). Passing to the limit
in (3.35), we obtain that Y satisfies this equation.
II. Uniqueness of the solution
Let Y1 and Y2 be two solutions in S
2(Ω × [0, T ], H) ∩ L2(Ω × [0, T ], V ). Applying Itô
formula, we have
|Y 1t − Y
2
t |
2
H =− 2
∫ t
0
< Y 1s − Y
2
s , L(Y
1
s − Y
2
s ) > ds
+ 2
∫ t
0
< Y 1s − Y
2
s , b(s, Y
1
s ,F(Y
1
s ))− b(s, Y
2
s ,F(Y
2
s )) >H ds
+ 2
∫ t
0
< Y 1s − Y
2
s , σ(s, Y
1
s ,F(Y
1
s ))− σ(s, Y
2
s ,F(Y
2
s )) >H dWs
+
∫ t
0
|σ(s, Y 1s ,F(Y
1
s ))− σ(s, Y
2
s ,F(Y
2
s ))|
2
Hds
+
∫ t
0
∫
E
[
|θ(s, Y 1s−,F(Y
1
s−), e)− θ(s, Y
2
s−,F(Y
2
s−), e)|
2
H
+2 < Y 1s− − Y
2
s−, θ(s, Y
1
s−,F(Y
1
s−), e)− θ(s, Y
2
s−,F(Y
2
s−), e) >
]
Ñ(ds, de)
+
∫ t
0
∫
E
|θ(s, Y 1s−,F(Y
1
s−), e)− θ(s, Y
2
s−,F(Y
2
s−), e)|
2
Hdsν(de).
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Using now the coercivity assumption on the operator L, the Lipschitz property of b, σ, θ and
the boundness of the Fréchet derivative of the operator F, we finally obtain:
E[|Y 1t − Y
2
t |
2
H ] ≤ −αE[
∫ t
0
|Y 1s − Y
2
s |
2
V ds] + CE[
∫ t
0
|Y 1s − Y
2
s |
2
Hds]
+
1
2
E[ sup
0≤s≤t
|Y 1t − Y
2
t |
2
H ] + CE[
∫ t
0
|b(s, Y 1s ,F(Y
1
s ))− b(s, Y
2
s ,F(Y
2
s ))|
2
Hds]
+CE[
∫ t
0
|σ(s, Y 1s ,F(Y
1
s ))− σ(s, Y
2
s ,F(Y
2
s ))|
2
Hds]+
CE[
∫ t
0
∫
E
|θ(s, Y 1s ,F(Y
1
s ))− θ(s, Y
2
s ,F(Y
2
s ))|
2
Hν(de)ds]
≤ CE[
∫ t
0
|Y 1s − Y
2
s |
2
Hds].
We thus deduce that Y 1t = Y
2
t .
4 Existence and uniqueness results for general mean-
field backward SPDEs with Lévy noise
In this section we give an existence and uniqueness result for mean-field backward SPDEs
with jumps. The analysis will be carried out in a general case, where there exists a general
mean-field operator acting on each composant of the solution.
We consider the same framework as in the previous section. Let A be a bounded linear
operator from V to V ∗ satisfying the following coercivity hypothesis: There exist constants
α > 0 and λ ≥ 0 such that
2 < Au, u > +λ|u|2H ≥ α||u||
2
V for all u ∈ V,
where < Au, u >= Au(u) denotes the action of Au ∈ V ∗ on u ∈ V .
Assumption 4.2 Let f : [0, T ] × Ω × H × H × H × H × L2ν(H) × L
2
ν(H) → H be a
P ×B(H)×B(H)×B(H)×B(H)×B(L2ν(H))×B(L
2
ν(H))/B(H) measurable. There exists
a constant C <∞ such that
|f(t, ω, y1, ỹ1, z1, z̃1, q1, q̃1)− f(t, ω, y2, ỹ2, z2, z̃2, q2, q̃2)|H ≤ C(|y1 − y2|H + |ỹ1 − ỹ2|H
+ |z1 − z2|H + |z̃1 − z̃2|H + |q1 − q2|L2
ν
(H) + |q̃1 − q̃2|L2
ν
(H))
for all t, y1, ỹ1, z1, z̃1, q1, q̃1, y2, ỹ2, z2, z̃2, q2, q̃2. We also assume the integrability condition
E[
∫ T
0
|f(t, 0, 0, 0, 0, 0, 0)|2Hdt] <∞. (4.41)
We now give our main result of existence and uniqueness.
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Theorem 4.1 Assume Assumption 4.2 holds. Let ξ ∈ L2(Ω;H). Let H : L2(Ω;H) 7→ H,
J : L2(Ω;H) 7→ H and K : L2(Ω,L2ν(H)) 7→ L
2
ν(H) be Fréchet differentiable operators.
There exists a unique H × H × L2ν(H)-valued progressively measurable process (Yt, Zt, Ut)
such that
(i) E[|Yt|
2
H ] <∞, E[
∫ T
0
|Zt|
2
H ] <∞, E[
∫ T
0
|Ut|
2
L2
ν
(H)dt] <∞.
(ii) ξ = Yt+
∫ T
t
AYsds+
∫ T
t
f(s, Ys,H(Ys), Zs,J (Zs), Us,K(Us))ds+
∫ T
t
ZsdWs+
∫ T
t
∫
E
Us(e)Ñ(ds, de),
for all 0 ≤ t ≤ T .
The equation (ii) should be understood in the dual space V ∗.
Proof. I. Existence of the solution
Set Y 0t = 0;Z
0
t = 0;U
0
t = 0. We denote by (Y
n
t , Z
n
t , U
n
t ) the unique solution of the mean-field
backward stochastic equation:
{
dY nt = AY
n
t dt+ f(t, Y
n
t ,H(Y
n−1
t ), Z
n
t ,J (Z
n−1
t ), U
n
t ,K(U
n−1
t ))dt+ Z
n
t dWt +
∫
E
Unt (e)Ñ(dt, de)
Y nT = ξ.
The existence and the uniqueness of a solution (Y nt , Z
n
t , U
n
t ) of such an equation has been
proved in [13]. By applying Itô’s formula, we get
0 = |Y n+1T − Y
n
T |
2
H
= |Y n+1t − Y
n
t |
2
H + 2
∫ T
t
< A(Y n+1s − Y
n
s ), Y
n+1
s − Y
n
s > ds
+ 2
∫ T
t
< f(s, Y n+1s ,H(Y
n
s ), Z
n+1
s ,J (Z
n
s ), U
n+1
s ,K(U
n
s ))
− f(s, Y ns ,H(Y
n−1
s ), Z
n
s ,J (Z
n−1
s ), U
n
s ,K(U
n−1
s )), Y
n+1
s − Y
n
s >H ds
+
∫ T
t
∫
E
[
|Y n+1
s−
− Y ns− + U
n+1
s − U
n
s |
2
H − |Y
n+1
s−
− Y ns−|
2
H
]
Ñ(ds, de) +
∫ T
t
∫
E
[|Un+1s (e)− U
n
s (e)|
2
H ]ν(de)
+ 2
∫ T
t
< Y n+1s − Y
n
s , d(Z
n+1
s − Z
n
s ) >H +
∫ T
t
|Zn+1s − Z
n
s |
2
Hds,
where Znt :=
∫ t
0
Zns dWs.
We thus get, by taking the expectation and using the coercivity assumption on the
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operator A
E[|Y n+1t − Y
n
t |
2
H ] + E[
∫ T
t
|Zn+1s − Z
n
s |
2
Hds] + E[
∫ T
t
∫
E
|Un+1s − U
n
s |
2
Hν(de)ds] = (4.42)
− 2E[< A(Y n+1s − Y
n
s ), Y
n+1
s − Y
n
s > ds]
− 2E[
∫ T
t
< f(s, Y n+1s ,H(Y
n
s ), Z
n+1
s ,J (Z
n
s ), U
n+1
s ,K(U
n
s ))
− f(s, Y ns ,H(Y
n−1
s ), Z
n
s ,J (Z
n−1
s ), U
n
s ,K(U
n−1
s )), Y
n+1
s − Y
n
s > ds] ≤
≤ λE[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds]− αE[
∫ T
t
|Y n+1s − Y
n
s |
2
V ds]−
− 2E[
∫ T
t
< f(s, Y n+1s ,H(Y
n
s ), Z
n+1
s ,J (Z
n
s ), U
n+1
s ,K(U
n
s ))
− f(s, Y ns ,H(Y
n−1
s ), Z
n
s ,J (Z
n−1
s ), U
n
s ,K(U
n−1
s )), Y
n+1
s − Y
n
s >H ds].
By using the Cauchy Schwarz inequality and the Lipschitz property of the generator f , for
each (t, ω) ∈ [0, T ]× Ω, we obtain:
< f(s, Y n+1s ,H(Y
n−1
s ), Z
n+1
s ,J (Z
n−1
s ), U
n+1
s ,K(U
n−1
s ))
− f(s, Y ns ,H(Y
n−1
s ), Z
n
s ,J (Z
n−1
s ), U
n
s ,K(U
n−1
s )), Y
n+1
s − Y
n
s >H
≤ |f(s, Y n+1s ,H(Y
n−1
s ), Z
n+1
s ,J (Z
n−1
s ), U
n+1
s ,K(U
n−1
s ))− f(s, Y
n
s ,H(Y
n−1
s ), Z
n
s ,J (Z
n−1
s ), U
n
s ,K(U
n−1
s ))
· |Y n+1s − Y
n
s |H
≤ C
(
|H(Y ns )−H(Y
n−1
s )|H + |J (Z
n
s )−J (Z
n−1
s )|H + |K(U
n
s )−K(U
n−1
s )|L2
ν
(H)
)
|Y n+1s − Y
n
s |H
+ C
(
|Y n+1s − Y
n
s |H + |Z
n+1
s − Z
n
s |H + |U
n+1
s − U
n
s |L2
ν
(H)
)
|Y n+1s − Y
n
s |H . (4.43)
We now appeal to the mean theorem in Hilbert spaces and obtain the existence for
each t ∈ [0, T ] of some random variables Ỹ n(t) ∈ L2(Ω, H), Z̃n(t) ∈ L2(Ω, H), Ũn(t) ∈
L2(Ω,L2ν(H)) such that
|H(Y nt )−H(Y
n−1
t )|H ≤ ‖∇H(Ỹ
n(t))‖‖Y nt − Y
n−1
t ‖L2(Ω,H)
|J (Znt )−J (Z
n−1
t )|H ≤ ‖∇J (Z̃
n(t))‖‖Znt − Z
n−1
t ‖L2(Ω,H)
|K(Unt )−K(U
n−1
t )|H ≤ ‖∇K(Ũ
n(t))‖‖Unt − U
n−1
t ‖L2(Ω,L2
ν
(H)). (4.44)
Using (4.42), (4.43), (4.44) together with the boundness of the Fréchet derivatives of the
operators H,J ,K and the inequality 2ab ≤ εa2 + 1
ε
b2, we obtain:
E[|Y n+1t − Y
n
t |
2
H ] + E[
∫ T
t
|Zn+1s − Z
n
s |
2
Hds] + E[
∫ T
t
∫
E
|Un+1s (e)− U
n
s (e)|
2
Hν(de)ds] ≤
≤ λE[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds]− αE[
∫ T
t
|Y n+1s − Y
n
s |
2
V ds]−
+ CεE[
∫ T
t
(
|Y ns − Y
n−1
s |
2
H + |Z
n
s − Z
n−1
s |
2
H + |U
n
s − U
n−1
s |
2
L
2
ν
(H)
)
ds] +
1
ε
E[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds]
+ CβE[
∫ T
t
(
|Y n+1s − Y
n
s |
2
H + |Z
n+1
s − Z
n
s |
2
H + |U
n+1
s − U
n
s |
2
L
2
ν
(H)
)
ds] +
1
β
E[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds],
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where C is a constant dependind on the Lipschitz constant of f and the bounding constants
of the Fréchet derivative operators of H,J ,K.
Let us choose ε ≤ 1
4C
and β ≤ 1
2C
. We set γ := λ + Cβ + 1
ε
+ 1
β
+ 1
2
and then multiply the
previous inequality by eγt. We thus get
−
d
dt
(
eγtE[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds]
)
+
1
2
eγtE[
∫ T
t
|Zn+1s − Z
n
s |
2
Hds]
+
1
2
E[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds]e
γt +
1
2
eγtE[
∫ T
t
|Un+1s − U
n
s |
2
L
2
ν
(H)ds] + αe
γtE[
∫ T
t
|Y n+1s − Y
n
s |
2
V ds]
≤
1
4
E[
∫ T
t
|Y ns − Y
n−1
s |
2
H]e
γt +
1
4
E[
∫ T
t
|Zns − Z
n−1
s |
2
H ]e
γt +
1
4
E[
∫ T
t
|Uns − U
n−1
s |
2
L
2
ν
(H)ds]e
γt.
(4.45)
We now integrate between 0 and T and obtain:
E[
∫ T
0
|Y n+1s − Y
n
s |
2
Hds] +
1
2
∫ T
0
E[
∫ T
t
|Y n+1s − Y
n
s |
2
Hds]e
γtdt+
1
2
∫ T
0
E[
∫ T
t
|Zn+1s − Z
n
s |
2
Hds]e
γtdt
+
1
2
∫ T
0
eγtE[
∫ T
t
|Un+1s − U
n
s |
2
L
2
ν
(H)ds] +
∫ T
0
αE[
∫ T
t
|Y n+1s − Y
n
s |
2
V ds]e
γtdt
≤
1
4
∫ T
0
E[
∫ T
t
|Y ns − Y
n−1
s |
2
Hds]e
γtdt+
1
4
∫ T
0
E[
∫ T
t
|Zns − Z
n−1
s |
2
Hds]e
γtdt
+
1
4
∫ T
0
E[
∫ T
t
|Uns − U
n−1
s |
2
L
2
ν
(H)ds]e
γtdt.
(4.46)
From the above inequality it follows that
∫ T
0
E[
∫ T
t
|Y ns − Y
n−1
s |
2
H ]e
γtdt+
∫ T
0
E[
∫ T
t
|Zns − Z
n−1
s |
2
H ]e
γtdt+
∫ T
0
E[
∫ T
t
|Uns − U
n−1
s |
2
L
2
ν
(H)ds]e
γtdt
≤
1
2n
C.
From (4.46) one can deduce
E[
∫ T
0
|Y n+1s − Y
n
s |
2
Hds] ≤
1
2n
C.
We now appeal to (4.45) and derive
1
2
E[
∫ T
0
|Y n+1s − Y
n
s |
2
Hds] +
1
2
∫ T
0
E[
∫ T
0
|Zn+1s − Z
n
s |
2
Hds] +
1
2
∫ T
0
E[
∫ T
0
|Uns − U
n−1
s |
2
L
2
ν
(H)ds]
≤ γ
1
2n
C +
1
4
E[
∫ T
0
|Y ns − Y
n−1
s |
2
Hds] +
1
4
E[
∫ T
0
|Zns − Z
n−1
s |
2
Hds] +
1
4
E[
∫ T
0
|Un+1s − U
n
s |
2
L
2
ν
(H)ds],
which implies that
E[
∫ T
0
|Y n+1s −Y
n
s |
2
Hds]+
∫ T
0
E[
∫ T
0
|Zn+1s −Z
n
s |
2
Hds]+
∫ T
0
E[
∫ T
0
|Uns −U
n−1
s |
2
L
2
ν
(H)ds] ≤
1
2n−1
Cγn.
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This leads to
E[
∫ T
0
|Y n+1s − Y
n
s |
2
V ds] ≤ (
1
2
)n−1(n+ 1)Cγ.
Hence, we can conclude that the sequence (Y n, Zn, Un), n ≥ 1 is a Cauchy sequence in the
Banach space L2(Ω× [0, T ], V )×L2(Ω× [0, T ], H)×L2(Ω× [0, T ], L2(ν)), and thus converges
in the corresponding spaces to (Y, Z, U). The limit (Y, Z, U) satisfies:
Yt+
∫ T
t
AYsds+
∫ T
t
f(s, Ys,H(Ys), Zs,J (Zs), Us,K(Us))ds+
∫ T
t
ZsdWs+
∫ T
t
∫
E
UsÑ(ds, de) = ξ a.s.
II. Uniqueness of the solution
The proof of the uniqueness of the solution is classical, but we give it for convenience of the
reader. Suppose (Yt, Zt, Ut) and (Ỹt, Z̃t, Ũt) are two solutions. By applying Itô formula, we
obtain
E[|Yt − Ỹt|
2
H ] + E[
∫ T
t
|Zs − Z̃s|
2
Hds] + E[
∫ T
t
|Us − Ũs|
2
L
2
ν
(H)]ds] =
−E[< A(Ys − Ỹs), Ys − Ỹs > ds]
− 2E[
∫ T
t
< f(s, Ys,H(Ys), Zs,J (Zs), Us,K(Us))
− f(s, Ỹs,H(Ỹs), Z̃s,J (Z̃s), Ũs,K(Ũs)), Ỹs − Ỹs >H ds]
≤ λE[
∫ T
t
|Ys − Ỹs|
2
Hds]− αE[
∫ T
t
|Ys − Ỹs|
2
V ds] +KE[
∫ T
t
|Ys − Ỹs|
2
Hds]
+
1
2
E[
∫ T
t
|Zs − Z̃s|
2
Hds] +
1
2
E[
∫ T
t
|Us − Ũs|
2
L
2
ν
(H)ds].
We thus derive that
E[|Yt − Ỹt|
2
H ] ≤ (λ+K)E[
∫ T
t
|Ys − Ỹs|
2
H ]
Hence, by Gronwall lemma, we get
Yt = Ỹt.
This also implies that Zt = Z̃t and Ut = Ũt.
A Some results on Banach theory
We recall here some basic concepts and results from Banach space theory. Let V be an open
subset of a Banach space X with norm ‖ · ‖ and let F : V 7→ R.
(i) We say that F has a directional derivative (or Gâteaux derivative ) at x ∈ X in the
direction y ∈ X if
DyF (x) := lim
ε→0
1
ε
(F (x+ εy)− F (x))
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exists.
(ii) We say that F is Fréchet differentiable at x ∈ V if there exists a linear map L : X 7→ R
such that
lim
h→0;h∈X
1
‖h‖
|F (x+ h)− F (x)− L(h)| = 0.
In this case we call L the gradient (or Fréchet derivative) of F at x and we write
L = ∇F.
(iii) If F is Fréchet differentiable, then F has a directional derivative in all directions y ∈ X
and
DyF (x) = ∇xF (y) =:< ∇xF, y > .
In particular, if X = L2(P ) the Fréchet derivative of F at X ∈ L2(P ), denoted by ∇F (X),
is a bounded linear functional on L2(P ), which we can identify by Riesz theorem with a
random variable in L2(P ). For example, if F (X) = E[φ(X)]; X ∈ L2(P ), where φ is a real
C1-function such that φ(X) ∈ L2(P ) and
∂φ
∂x
(X) ∈ L2(P ), then ∇F (X) =
∂φ
∂x
(X) and
∇F (X)(Y ) =
〈
∂φ
∂x
(X), Y
〉
L
2(P )
= E
[
∂φ
∂x
(X)Y
]
, for Y ∈ L2(P ).
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