We consider the well-known stochastic reserve estimation methods on the basis of generalized linear models, such as the (over-dispersed) Poisson model, the gamma model and the log-normal model. For the likely variability of the claims reserve, bootstrap method is considered. In the bootstrapping framework, we discuss the choice of residuals, namely the Pearson residuals, the deviance residuals and the Anscombe residuals. In addition, several possible residual adjustments are discussed and compared in a case study. We carry out a practical implementation and comparison of methods using real-life insurance data to estimate reserves and their prediction errors. We propose to consider proper scoring rules for model validation, and the assessments will be drawn from an extensive case study.
Introduction
Every non-life insurance company is obligated to compensate its policy holders for claims that meet the terms of the policy. In order to meet and administer its contractual obligations to policyholders, the insurance company has to set up loss reserves. Since loss events with the number and amount of claims are random, it is important to calculate the claims reserve carefully, as underestimation would lead to solvency problems, and overestimation unnecessarily holds the excess capital instead of using it for other purposes. The claims estimation is one of the basic actuarial tasks in the insurance industry, because it gives the certainty to be solvent at any time moment in the future. There is a variety of methods for the actuary to choose amongst for reserving purposes. The focus has mainly been on aggregate reserving techniques, where models perform analysis with aggregate claims data. In recent years, considerable attention has been given to stochastic micro-level models, which use claims-related data on an individual basis, rather than aggregating by underwriting year and development period (for a reference, see [1] [2] [3] ). Despite the fact that stochastic micro-level models have emerged in an increasing steam of academic literature, these models are not substantially used by practitioners.
The most widely-used models are non-stochastic macro-level models, which are merely deterministic algorithms using aggregate claims data. The basic chain-ladder model is the flagship of macro-level models (see for details [4, 5] ). The simplest assumption of chain-ladder method is that payments will emerge in a similar way in each accident year. The proportionate increases in the known cumulative payments from one development year to the next can then be used to calculate the expected cumulative payments for future development years. Despite its well-known limitations, the chain-ladder remains as the most widely-applied claim reserving method, and several extensions of the model have been developed, for example the double chain-ladder method ( [6] ), which simultaneously uses a triangle of paid losses and a triangle of incurred claim counts, and the stochastic macro-level models, which will be used in the analysis. For a general introduction to GLM, we refer to [20] .
Stochastic macro-level models use aggregate claims data, and some of the main advantages over non-stochastic macro-level models are the possibilities to obtain first two moments or the predictive distribution of the reserve estimate. Several often-used and traditional actuarial methods to complete a run-off triangle can be described by GLM. The actuarial literature has also shown a close connection between the chain-ladder method and the multiplicative Poisson model.
Without loss of generality, we assume that the data that have been collected for i = 1, ..., n and j = 1, ..., n consist of a triangle of incremental claims:
C ij : i = 1, ..., n; j = 1, ..., n − i + 1 , where the row index i refers to the year of origin and, depending on a particular situation, indicates the accident year, reporting year or underwriting year. The column index j refers to the development year, indicating the delay, more precisely loss disbursal, reporting year or accident year. Claims data are given as a run-off triangle as shown in Table 1 . The cumulative claim amounts with accident year index i reported up to, and including, the delay index j are defined as:
Thus, D ij is the total claims amount of accident year i, i = 1, . . . , n, either paid or incurred up to development year j, j = 1, . . . , n. The development factors of the chain-ladder technique are estimated as:
, j = 1, . . . , n − 1.
Generalized linear modeling is a methodology for modeling the relationships between variables. It generalizes the classical normal linear model, by relaxing some of its restrictive assumptions, and provides methods for the analysis of non-normal data. GLM is important in the analysis of insurance data, because with insurance data, the assumptions of the normal model are often not applicable. See [21] for a detailed description of generalized linear models for insurance data.
Following [11, 19] , the structure of the stochastic models for claim reserving in the terminology of GLM can be given by:
(1) incremental claim amounts C ij belong to the exponential family, (2) E(C ij ) = µ ij , (3) η ij = g(µ ij ), where g(·) is the link function, (4) linear predictor η ij = c +α i +β j with an intercept c and factor effectsα i andβ j .
The given structure of GLM can be used to describe several often used actuarial methods. We consider the following multiplicative model ( [9] ), with a parameter for each row i, each column j and each diagonal k = i + j − 1:
where parameter α i describes the effect of year of origin i, parameter β j corresponds to development year j and γ k describes the effect of calendar year k = i + j − 1. The approximation sign in Equation (1) expresses a difference caused by a chance, i.e., there is a possible deviation of the observation on the left-hand side from its mean value on the right-hand side. The model involves three time scales, which give rise to the well-known identification problem. Parametrization using three time scales has been introduced for instance by [22] . The identification problem has been revisited by several authors; see, for example, [23, 24] , who have proposed a canonical parametrization that is uniquely identified. In the framework of three time scales, we also face a problem with extrapolating the calendar estimates. Namely, we have no data on the values of γ k for the future calendar years, e.g., if k > n. This can be overcome by assuming that the γ k have a geometric pattern, with γ k ∝ γ k for some real number γ. Typically, the model (1) is simplified by taking γ k ≡ 1, and the condition ∑ n j=1 β j = 1 is imposed. If the parameters α i > 0 and β j are estimated by using the maximum likelihood method, then the simplified model is a multiplicative GLM with log-link.
In the terminology of GLM, to linearize the multiplicative model (1), the logarithm is chosen as a link function (log-link). Hence:
Parameters of the given model are estimated by using the maximum likelihood method. After obtaining the estimates of the parameters, it is easy to complete the run-off triangle, simply by taking:
This simple model allows one to generate quite a few reserving techniques, depending on the assumptions set on the distribution of C ij . It is common in claim reserving to consider the Poisson, gamma or log-normal distribution for the variable C ij . We proceed with reviewing the following methods from Model (1).
The (over-dispersed) Poisson model: Already in 1975, a stochastic model corresponding to the Poisson model, which leads to the chain-ladder technique, was proposed. This model works on the incremental amounts C ij from a Poisson distribution, where E(C ij ) = α i β j with unknown parameters α i and β j . Here, α i is the expected ultimate claims amount (up to the latest development year so far observed), and β j is the proportion of ultimate claims to emerge in each development year with the restriction ∑ n k=1 β k = 1. The restriction immediately follows from the fact that β j is interpreted as the proportion of claims reported in development year j. Obviously, the aggregate proportion over all periods has to be one.
We estimate the unknown parameters α i and β j from the triangle of known data with the maximum likelihood method. In the following, we use the notation ∆ for the triangle of known data, i.e., the set of all (i, j), where C ij is known. We also distinguish ∆ i = {j : (i, j) ∈ ∆} and ∆ j = {i : (i, j) ∈ ∆}. The estimation procedure and results are given in the following lemma. The initial idea of the lemma is attributed to [12] .
Lemma 1.
Assume that all C ij are independent with a Poisson distribution, and E(C ij ) = α i β j holds. Then, the maximum likelihood estimators α i and β j are given by:
and:
Proof of Lemma 1. We derive the maximum likelihood estimates for the unknown parameters α i and β j with the likelihood function:
Therefore, the log likelihood function is:
where the summation is for all i, j where C ij is known. The maximum likelihood estimator consists of values of α i , β j , which maximize L or equivalently ln(L). They are given by the equations:
. . , n and:
Thus, the likelihood estimator α i and β j is given, respectively, by Formulas (4) and (5) , and the lemma is proven.
Thus, the proportion factors β j express the ratio of the sum of observed incremental values for certain development year j with respect to certain ultimate claims, i.e., β i denotes the proportion of claims reported in development year j. The parameters α i refer to the ratio of the sum of observed incremental values for a certain origin year i to corresponding proportion factors. In other words, if the incremental claim amounts and respective proportions factors are known, it is simple to derive the corresponding ultimate claim α i for origin year i. One can note the principal similarities with the chain-ladder technique, where development factors are also the outcomes of certain ratios.
The Poisson model can be cast into the form of a GLM, and to linearize the multiplicative model, we need to choose the logarithm as a link function, η ij = ln(µ ij ), so that:
where the structure of linear predictor (6) is still a chain-ladder type, because parameters for each row i and each column j are given. Hence, the structure (6) is defined as a GLM in which the incremental values C ij are modeled as Poisson random variables with a log-link. Reparametrizing (6) gives us a structure of Property (4) defined in a GLM setting, i.e., we obtain a linear predictor:
where parameter c can be considered as an intercept, which corresponds to the incremental amount in the cell (1, 1). This is obtained by taking:α 1 =β 1 = 0 to avoid over-parametrization. The Poisson model was studied in further detail by [25] , where also a new canonical parametrization was proposed. We recall that the only distributional assumptions used in GLMs are the functional mean-variance relationship and the fact that the distribution belongs to the exponential family. When defining a GLM, we can omit the distribution of C ij 's and use only the most elementary information about the response variable, namely the relationship between variance and mean. This introduces a quasi-likelihood as an alternative, and using this elementary information alone can be often sufficient to stay close to the full efficiency of maximum likelihood estimators. Therefore, we can estimate the parameters by the maximum quasi-likelihood ( [20] ) instead of the maximum likelihood, and the estimators remain consistent. However, it is necessary to impose the constraint that the sum of the incremental claims in every row and column has to be non-negative. This means that quasi-likelihood could not be used, for instance, when modeling incurred data with a large number of negative incremental claims in the later development periods.
In the case of the Poisson distribution, the mentioned relationship is Var(C ij ) = E(C ij ), and allowing for more or less dispersion in the data can be generalized to Var(C ij ) = φE(C ij ) without any change in form and solution of the likelihood equations. This kind of generalization allows for more dispersion in the data, and one speaks of an over-dispersed Poisson (ODP) model. It is shown ( [26] ) that every ODP model can be transformed into the Poisson model by dividing all incremental claims by a certain parameter. The general form for the ODP model can be given as follows:
where:
The over-dispersion is introduced through the parameter φ, which is unknown and estimated from the data. Considering a single incremental payment C ij with the origin year i and claim payments in development year j (yet to be observed), we obtain the estimates of future payments from the parameter estimates by inserting them into Equation (6) and exponentiating, resulting as:
Given Equation (10), the reserve estimates for any origin year can be derived by:
and the reserve estimate for the total amount can be easily derived by summation:
The negative binomial model can be derived from the Poisson model, and thus, these models are very closely related, but with a different parameterization. The model was first derived by [13] , by integrating out the row parameters from the Poisson model. The predictive distributions of both models are basically the same and give identical predicted values. Log-normal model: When considering the log-normal distribution to describe claim amounts (see for a reference [14] ), we can still continue to use GLM for the logs of the incremental claim amounts. The log-normal class of models are given as:
Now, the identity link function is used, and the normal responses ln(C ij ) are assumed to decompose (additively) into a deterministic non-random component with mean µ ij = η ij and normally-distributed random error components with zero mean.
Following [8] , the fitted values on a log scale, given the estimates for the parameters in the linear predictor η ij and the process variance σ 2 , are obtained by forming the appropriate sum of estimates. Obtaining the estimates for the mean on the untransformed scale is not that simple. We cannot just exponentiate the linear predictor, since that would give an estimate of the median. Therefore, the fitted values on the untransformed scale are given by:
which is in the standard form of the expected value of a log-normal distribution and where:
are the prediction variance of the linear predictor. With already familiar notation (from the ODP subsection), we denote the triangle of predicted claims contributing to the reserve estimates by . The reserve estimate in origin year i is given by summing the predicted values in row i of , i.e., R i = ∑ j∈ i C ij , and the total reserve estimate, summing the predicted values in row i and in column j of , is given by R = ∑ i,j∈ C ij . The log-normal model is also referred to as the geometric chain-ladder model; see this additional analysis in [27] .
Gamma model: A further model was proposed by [12] with a multiplicative parametric structure for the mean incremental claims amounts, which are modeled as gamma response variables. As noted in [11] , the same model can be fitted using the GLM described in over-dispersed Poisson model, but in which the incremental claim amounts are modeled as independent gamma response variables with a logarithmic link function and the same linear predictor and require a change in (9) . As with the log-normal model, the predicted values provided by the gamma model are usually close to the chain-ladder estimates, but it cannot be guaranteed. The gamma model implemented as a generalized linear model gives exactly the same reserve estimates as the gamma model implemented by [12] . The gamma model is given with the mean:
and with the variance:
To obtain reserve estimates with the gamma model for any origin year or for the overall amount, the same formulas as defined in the ODP model, (11) and (12), respectively, can be used. The limitation of both the gamma and ODP model is that each incremental value should be nonnegative.
The Bootstrap Technique
Bootstrapping is a popular technique in stochastic claims reserving because of the simplicity and flexibility of the approach. We are using bootstrapping to estimate the prediction error and to approximate the predictive distribution. An analytical derivation of the prediction error of the total reserve estimate may be preferable from a theoretical perspective, but it is often impracticable due to complex reserve estimators. For the classical chain-ladder method, [15] derived an analytical expression of the MSEP within an autoregressive formulation of the claims development using a second-moment assumption. The first order Taylor approximation of the corresponding MSEP within the GLM framework was derived by [17] . As said, known theoretical estimators are difficult to calculate and are still merely approximate values.
For both the classical and generalized linear model, it is common to adopt either a paired bootstrap where resampling is done directly from the observations or the residuals bootstrap where resampling is applied to the residuals of the model. The paired bootstrap is more robust than the residual bootstrap, but only the residual bootstrap can be implemented in the context of the claim reserving, given the dependence between some observations and the parameter estimates. If the type of residuals adopted is the same, then mixing GLMs with bootstrapping is similar to combining the chain-ladder method with bootstrapping. The residuals obtained from applying a GLM to the past claims data are used in the resampling process of bootstrapping. With each re-sampled set of residuals, an upper triangle can be constructed, and the stochastic chain-ladder can be applied again. The lower triangle is then simulated from the assumed distribution with the first two moments determined by the stochastic chain-ladder. Thereafter, an empirical distribution is formed, from which the required inferences can be drawn.
Residuals
The process of creating a distribution for the reserve can be done by bootstrapping, either parametric bootstrapping or non-parametric. It is common to use the residuals to bootstrap a claims reserves distribution, which is a non-parametric bootstrapping method. For GLMs, the main reason for not simply examining the raw residuals is the difficulty of checking the validity of the assumed mean-variance relationship from the raw residuals.
One of the most used residuals in model diagnostics are the Pearson residuals and the deviance residuals. Furthermore another residual, the Anscombe residual, is often mentioned as a possible residual to consider, but is rarely applied in further work due to being known as a less commonly-used residual. However, following [21] , the Anscombe and the deviance residuals are mathematically different, but numerically, they give similar results. The Anscombe residual tries to make the residuals "as close to normal as possible", and given that the response distribution has been correctly specified, the deviance residuals are also approximately normally distributed. Thus, contrary to the usual practice, we explore in the following the use of the Anscombe residuals. A version of the deletion residual is also available under the GLM setting, which is related to the Pearson residual, but their forms are rather complicated and, thus, omitted.
The Pearson residuals are just rescaled versions of the raw or response residuals and are defined as:
, where V(·) is a variance function. The Pearson residuals need to be adjusted in order to obtain (approximately) equal variance, and there are different adjustments suggested by several authors. It was proposed by [8, 17] to adjust the residuals by multiplying them by a correction factor:
where n is the sample size and p is the number of estimated parameters. In correspondence with the classical linear model, often the "hat" matrix of the model is used to standardize the Pearson residuals, which are given as:
where φ is a scale parameter estimated from the data, and the factor h ij is the corresponding element of the diagonal of the "hat" matrix. This matrix is given for classical linear models by H = X(X T X) −1 X T , and it can be generalized for GLM as follows:
where X is a design matrix and W is a diagonal matrix with elements:
on the diagonal (see [20] for details). The distribution of Pearson residuals for non-normal distributions is often markedly skewed and, thus, may fail to have properties similar to those of a normal-theory residual. Then, the Anscombe residual can be a good alternative to the Pearson residual. The Anscombe residuals do not use the variable C ij directly, but instead a transformation A(C ij ). The function A(·) is chosen to make the distribution of A(C ij ) as normal as possible and in the context of GLM the Anscombe residual is defined as
, where A (µ) is the derivative of A(µ) and V(t) is the variance function. For the Poisson model, the Anscombe residuals are defined by:
and for the gamma model the residuals are defined as:
It is easy to see that in case of the normal model, the Anscombe residuals are equivalent to the classical residuals, and thus, for the log-normal model the residuals are defined as:
For a detailed overview of residuals, see [21] .
Prediction errors with the bootstrapping method are compared based on the type of residuals used and if or how we have adjusted the residuals. It is important to notice that the residuals of the calculated values of the first column in the last row and of the first row in the last column are always equal to zero, i.e., µ 1n − C 1n = 0 and µ n1 − C n1 = 0. These are zeros due to the defined linear structure adopted in the models implying the estimates for some of the parameters depend on one observation only. The reason for the correction of zeros is that the bootstrap method assumes the random variables (in this case, residuals) to be i.i.d. random variables, but in this case, there are two non-random residuals, which are always fixed as zeros. Thus, we remove zero-residuals and replace them with residuals resampled from the remaining ones. In this paper, we consider the Pearson and Anscombe residuals first without corrections, then with the zeros corrected and lastly standardized versions of residuals.
Prediction Error and Confidence Limits
A commonly-used measure of variability is the prediction error. In this context, we use the expected value as the prediction. The prediction error consists of two parts: the process variance and the estimation variance. The mean squared error of the prediction (MSEP) C ij is given by:
where Var(C ij ) denotes the process variance and Var( C ij ) denotes the estimation variance. Equation (15) is valid for the over-dispersed Poisson, the gamma and the log-normal reserving models. Both terms have explicit expressions depending on which prediction model is used; see for instance [17, 28] . The reserve estimate for origin year i is given by the sum of the predicted values in row i of ∆, i.e., R i = ∑ j∈∆ i C ij , and for the estimate of the total, reserve Formula (12) can be used. The calculation of prediction errors for origin year reserve estimates and overall reserve estimates require more effort. Predicted values in each row are based on the same parameters, and predicted values in the same column are based on the same parameters; thus, we need to handle dependency. The variance of the sum of predicted values is considered, taking into account any covariances between predicted values. Under certain assumptions, we need to consider only covariances arising in the estimation variance. For detailed derivations of prediction errors for different models, we refer to [17] . All of these components can be rather difficult to calculate analytically, whereas the bootstrap procedure is practically prudent and does not require the summation of a large collection of terms, unlike the analytic and distribution-free approaches. One possible bootstrap prediction approach takes the advantage of the central limit theorem by approximating the distribution of the reserve by means of a normal distribution with the expected value given by the initial forecast (with the original data) and the standard deviation given by the standard error of prediction, which is an estimate of the square root of the estimation variance. However, it cannot be compared directly with the analytic equivalent since the bootstrap standard error does not take into account the number of parameters used in fitting the model, i.e., the bootstrap process simply uses the residuals with no regard as to how they are obtained. As suggested by [17] , the appropriate adjustment to the bootstrap estimation variance to take account of the number of parameters estimated is to multiply the bootstrap estimation variance by n n−p .
The analytic estimates of the estimation variance involve variance and covariance terms, which implicitly include the scale parameter φ in their calculation. The scale parameter can be estimated, for example, as the Pearson chi-squared statistic divided by the degrees of freedom:
where n is the number of data points in the sample and p is the number of parameters estimated, and the summation is over the number of residuals. The bootstrap prediction error is the square root of the sum of the squares of estimation variance and process variance,
where R stands for the total reserve (but the formula can be applied analogously in case of origin year reserves). SE bs (R) is the bootstrap standard error of the reserve estimate, and process variance Var(C ij ) has an explicit form depending on the considered model. In the case of the ODP model and gamma model, the process variance would be:
respectively. In the case of the log-normal model, the process variance is simply σ 2 . Following [19, 29] , we consider an alternative bootstrapping procedure to obtain an upper confidence limit for the forecasts of the aggregate values. This approach (in the following named the PPE-method) includes two resampling procedures in the same bootstrap "iteration", but the results should be more robust against deviations from the hypothesis of the model. The idea is to define an adequate prediction error as a function of the bootstrap estimate and a bootstrap simulation of the future reality and to record the value of this prediction error for each bootstrap "iteration". Then, use the desired percentile of this prediction error, and combine it with the initial prediction to obtain the upper limit of the prediction interval. See [19] for the step-by-step explanation of this alternative approach.
Case Study
To enable a comparison with previously-discussed methods in the framework of bootstrapping with defined residuals, we use the real-life dataset from an Estonian insurance company. The data considered describe the paid out claims and are shown here in incremental form. We are interested in the impact of the choice of the models and, mainly, in the effect of the choice of residuals and its adjustments.
We use both the Pearson and the Anscombe residuals first without corrections, then with the zeros corrected and lastly standardized residuals together with the zero correction. It is clear that using just standardized residuals will lead to the same results as obtained with the zero-corrected residuals; thus, we do not consider standardized residuals independently in the comparative study. In addition, we compare the obtained prediction errors and obtain the upper limits using both bootstrap approaches, i.e., the regular SEP-method based on the standard error of prediction and the alternative (using pseudo-reality) PPE method. We present PPE prediction errors only for the total reserve. When comparing SEP and PPE prediction errors, we have to take into account that different units are used: SEP prediction error equals one standard deviation, and PPE prediction error equals (approximately) 1.645 standard deviations (95%-quantile of normal distribution). This means that we have to multiply the prediction error obtained with SEP method by 1.645 and add it to the reserve estimate to obtain an upper confidence limit for the total reserve with the SEP method. In the case of the PPE method, we simply sum the prediction error and the mean to obtain the upper limit.
Reserve estimates provided by the over-dispersed Poisson model, the gamma model and log-normal model using the GLM implementation in the framework of bootstrapping with residuals outlined in this paper are shown in Tables 3-7 below. As one can see, the data considered are rather inconvenient (see Table 2 ), i.e., the large fluctuation of the values in the triangle is obvious: the smallest incremental value is 1022, and the largest one is 10,660,074, which is a 10,430-fold difference. The second column in Tables 3-7 shows a point estimate for the reserve. These estimates are obtained directly from the defined model (not depending on the bootstrap procedure), and the point estimates do not depend on the choice of residual or on its correction.
The most problematic stage in the bootstrap method is the formation of the pseudo-data. If the magnitudes of the incremental values differ significantly, it is quite likely that the values of simulated residuals (simulated from the initial set of residuals) are sufficiently high compared to the predicted incremental values to cause the negative values to appear in the (pseudo-)data due to the use of the inverse function. Most of the probability distributions used in loss reserving are non-negative (or positive) valued; thus, the problem with negative values in the (pseudo-)data can often appear. For example, in the case of the Poisson distribution, the negative incremental values are often replaced by zeros in practice. Since incremental values in Table 2 have a high volatility, we experienced some negative incremental values in the pseudo-data when using the gamma model with the Pearson residuals. We also tried to replace the appearing negative values with ones, but that caused non-convergence of the parameters. Thus, we could not present the results of the gamma model and the Pearson residuals with the given dataset. There were no problems in the case of the Anscombe residuals. See Table 8 for an overview of the experienced negative values in the pseudo-data for each considered model and residual adjustment with the given dataset in Table 2 . We first have a look at the results obtained by ODP model with using the Pearson residuals (see Table 3 ) and the Anscombe residuals ( Table 4) . The tables present the point estimates along with the standard errors of prediction for the three situations considered, as well as the upper limits for a confidence level of 95%. The standard errors of prediction grow up if we introduce the zero corrections, and consequently, the same happens to the upper limits, but the same estimates drop if we use the standardization (see Formula (14)) with zero correction. The prediction errors (SEP) in the case of the Poisson model with Pearson residuals are varying from 1.6 million-1.94 million, depending on the residual adjustment, whereas in the case of the Anscombe residuals (see Table 4 ), the prediction errors vary from 1.47 million-1.76 million. This means that the 95% confidence limits for the total reserve prediction are between 16 million and 16.6 million in the case of the Pearson residuals and 15.8 million and 16.3 million in the case of the Anscombe residuals, given the Poisson model and residual adjustments. Using the Anscombe residuals, the same pattern of changes of prediction errors (and also upper limits) can be seen, but the prediction errors, as previously said, are smaller than the Pearson residuals. We see that the zero corrections do not effect the prediction errors significantly. The prediction errors without any corrections with the Anscombe residuals are 13% smaller than with the Pearson residuals. The corresponding numbers with zero correction and zero correction with standardization are 10% and 8%, respectively.
To compare the behavior of two bootstrapping approaches, we have the last two lines of each table presenting the prediction errors and the upper confidence limits of the total reserve obtained by the PPE method and the ratio of the results by the PPE method and SEP method. We can see that the upper confidence limits for the total reserve are lower with the PPE method (all of the ratios PPE SEP are smaller than one). On the other hand, the prediction errors (depending on the residual adjustments) obtained by the PPE method are higher than the estimates obtained by the SEP method. However, the ratios seem to decrease if we correct the residuals. In the case of Pearson residuals with zero correction and standardization, the corresponding ratio is slightly over one, and in the case of the Anscombe residuals, it is slightly below one. Fitting the gamma model gives similar, but not identical, reserve estimates (see Table 5 ) compared to the results obtained by ODP. The point estimate for the total reserve with the gamma model is 12.1 million, whereas with the Poisson model it was 13.4, which is 10.7% higher. If we compare the reserve estimates by origin year, then the biggest difference can be seen on the third year, where the difference is 55.8%. In the case of the gamma model and the Anscombe residuals, the prediction errors for the total reserve vary from 3.35 million-5.04 million. The upper limit for the total reserve in the case of the gamma model reaches 20.43 million. In a nutshell, when comparing the Poisson and the gamma model in this particular dataset, the latter gives us a smaller total reserve estimate, but higher prediction errors and, thus, higher upper limits for the reserve. In the case of both models, the PPE method tends to give higher prediction errors, except the case when the residuals are zero-corrected and standardized. Tables 6 and 7 , we can see the results of the log-normal model. The point estimate among all of the considered models is the lowest with the log-normal model, namely 10.8 million. However, we note a high increase in the prediction errors, especially in the case of residual's zero correction. The prediction errors for the total reserve with the log-normal model with the Pearson residuals vary from 2.7 million-10.7 million, depending on the residual's adjustments. The upper limits for the total reserve with the Pearson residuals vary from 15.2 million-28.47 million; this shows a great fluctuation of the estimates. The prediction errors with the Anscombe residuals are between two million and 6.8 million; thus, the 95% confidence limit for the total reserve is between 14.2 million and 22 million, depending on the residual's adjustments. However, higher values of the prediction errors should not be surprising, as the log-normal model is a more "conservative" model than, for example, the Poisson model or the gamma model. The prediction errors as the % of the total reserve estimates obtained by the Pearson residuals without corrections, with zeros corrected and then with zero correction with standardization are 81%, 99% and 25%, respectively. The corresponding % of prediction errors in the case of the Anscombe residuals are 53%, 63% and 19%, respectively. We see that the same pattern follows as before; if we use zero correction, then the prediction errors (and consequently, the upper limits, as well) are the highest. The lowest prediction errors are obtained by the zero correction together with using standardization. Furthermore, in case of the log-normal model, we see that the PPE method gives smaller upper limits than the SEP method for the total reserve. Note that when it comes to the prediction errors, the PPE method does not continue to give higher prediction estimates than the SEP method, which was the case with the Poisson and the gamma models. We see from the Tables 3-7 that on the 10th year, the estimated reserve is the highest and is approximately three-times higher than the estimated reserve on the previous year. The reserve estimate on the 10th year makes nearly 56.4% of the total reserve estimate in the case of the Poisson model, 59.9% in the case of the gamma model and 63.4% in the case of the log-normal model, which is the highest percentage. This high proportion of the reserve estimate on one particular year can be explained by having a look at the initial dataset, Table 2 , where we see that on the last year, 2009, we have the largest value in the whole dataset.
We can draw four main conclusions from analyzing this dataset:
1. The over-dispersed Poisson model produces the highest estimated claim reserve, and the log-normal model produces the smallest estimated claim reserves. The figures of the gamma model are not that different from the ODP model.
2. The standard errors of prediction are quite different and consequently the estimated upper limits. These differences tend to be greater especially on the first years, since estimations are based on few predictions. The highest prediction errors are produced by the log-normal model, and the lowest prediction errors were obtained by the over-dispersed Poisson model.
3. With this particular dataset, the prediction errors are the lowest with the Anscombe residuals. Furthermore, no matter which residual of the two is used, the lowest prediction errors are obtained by using the zero correction with standardization.
4. When comparing the two bootstrap procedures, we can conclude that using the (alternative) PPE method, the upper confidence limits for the total reserve are lower with each considered model.
As we mentioned beforehand the possible problem associated with the negative values in the pseudo-data, we present Table 8 , which gives an overview of the amount of the negative values appearing in the procedure of creating a pseudo-data in the case of 1000 iterations. Roughly speaking, we observe that with the Poisson Models 1-2, negative pseudo-incremental values appeared with every iteration step. This is rather expected since the incremental values in the data differ largely. Note that using the Pearson residual caused more negative values than using the Anscombe residuals. There were no negative values in the pseudo-data in the case of the gamma, nor the log-normal model. The presented prediction errors in the Tables 3-7 above helped us to compare the variability of the mean of the total reserve. However, it can be also helpful to have an idea of the upper limit of the total reserve in general. The quantiles for a random total reserve and for the mean of the total reserve in the case of the Poisson model are presented in the tables below, Tables 9 and 10. As expected, the upper limits of the mean of the total reserve are lower than the upper limit of the random total payment (reserve). The adjustments of the residual have a great influence on the results: standardized residuals with zero corrections tend to lower the estimates. 
Comparative Analysis with the Schedule P Database
In the previous section, we carried out a case study with different reserving methods in the bootstrap framework where we assessed the impact of the considered predictive models and residuals. Apart from the analytical perspective of the methods, it is also essential to compare and rank competing forecasting methods. One of the main weak points of the comparative studies in the published actuarial science-related papers is the lack of actual knowledge for which considered model is the most precise. In most of the comparative studies, to our knowledge, the chain-ladder mean is often kept as a benchmark, but in the end, this should not be the only requirement when deciding which model is the best (or the most precise). There are enough statistical tools and methods to measure the prediction accuracy.
Schedule P Database
We apply the defined models, residuals and their adjustments to the run-off triangles from practice. We extracted 10 real datasets from the Schedule P -Analysis of Losses and Loss Expenses in the National Association of Insurance Commissioners (NAIC) database, which is available on the website of the Casualty Actuarial Society. The data include major personal and commercial lines of business from U.S. property and casualty insurers. The database contains data on six lines of business, and we chose to use the workers' compensation. The triangle data correspond to the claims of the accident years 1988-1997 with a 10-year development lag. Not all of the datasets there were applicable; some of them contained too many negative values in the upper triangle, which lead to a problem in the parameter estimation procedure with the given models, and many triangles contained a high number of zeros both in the upper and the lower triangle. Thus, we had to carefully extract the datasets, which would fulfill the requirements of the models' assumptions. Both upper and lower triangles are included, so that we can use the data to test the models' performance retrospectively, i.e., the validation process is based on the back-testing idea, and all of the methods provide reserve estimates by predicting in the same lower triangle. We used the full triangles with the identifiers 337; 1767; 2135; 2712; 7080; 8672; 34,576; 21,172; 18,767; 14,176. Anyone interested could easily find these chosen datasets from the corresponding website.
Model Validation
This subsection describes the validation process for the three methods discussed in Section 2 in combination with the possible residual definitions in the bootstrap procedure discussed in Section 3. We consider the scoring rule to measure the accuracy of probabilistic predictions. There are many scoring rules available to apply, including entire parametrized families of proper scoring rules. In accordance with the [30] prequential principle, the evaluation of probabilistic forecasts is required to be based only on the predictive distributions and the observations. Scoring rules provide summary measures of predictive performances, by assigning numerical scores to the probabilistic forecasts and on the value that materializes. Sharpness and calibration are combined here in one measure. Sharpness refers to the concentration of the predictive distributions and is a property of the forecasts only. The less variability in the predictions, the more concentrated the predictive distributions are. Consequently, forecasts will be more sharper, and subject to the calibration, the sharper the forecasts are the better. Following [31] , we denote s(P, x) as the assigned score for the issued predictive distribution P and materialized observation x drawn from Q. We take scores to be penalties that the forecaster wishes to minimize. A scoring rule is proper if the expected value of the penalty s(P, x) for an observation x is minimized if P = Q. We talk about a strictly proper scoring rule if the minimum is unique. For an introduction to scoring rules, we refer to [32, 33] .
We consider scoring rule that depends on first and second moments only. This type of proper scoring rule was studied by [34] . In this paper, we use the Dawid-Sebastiani scoring rule (DSS), which is defined as:
where x is the observation that realizes, µ P is the mean and σ P is the standard deviation of the predictive distribution. To assess the predictive performance of each model with different residual adjustments discussed in this paper, we obtain an overall performance measure by averaging the DSS scores over all of the cells in the lower triangle and over each considered dataset. Let k = 1, . . . , m denote the number of datasets used. Then, the DDS scoring rule specifies to:
where C ij , i, j ∈ denote the cells in the lower triangle, i.e., the observation that realizes (true observation in the lower triangle), µ ij is the estimate of the corresponding mean obtained by the predictive model and σ ij is the estimate of the corresponding standard deviation obtained by bootstrapping. The first term focuses on calibration and the second term on sharpness. As the goal is to maximize the sharpness, we look for the model that would minimize the penalty.
Results
In this section, we present the model assessment results obtained by the scoring rule (16). In Table 11 below, we present the overall performance measure for the over-dispersed Poisson model, the gamma model and the log-normal model with the considered residuals adjustments, i.e., using residuals without corrections, zero correction and zero correction with taking into account the influence of the observation (i.e., using the standardized residuals). Thus, we have 18 different setups and combinations. As we are interested in which model minimizes the score the most, we pointed out in bold three setups with the smallest numerical value; see Table 11 . In general, we can draw five main conclusions from validating the considered models: In Section 4, the results showed that the lowest prediction errors were obtained with the Anscombe residual; thus, we can suspect that the Anscombe residual suffered from a considerable underestimation. The highest values of the measures are obtained strictly with the standardized residuals adjusted by zero correction. Recall that in the previous section with the given particular dataset, we saw that the lowest prediction errors were obtained by the zero-corrected and standardized residuals. This is a good example to show that in the comparative study, the focus should not be only on which model gives the lowest errors, but which method actually fits the data the best. An the actuary has to be always ready to use his/her own expertise and experience in addition to well-known or most-used models in the estimation problems, as every dataset is different, we considered 18 different setups in the model validation, and as we wanted to rank the models, then we rank the first three models based on the used scoring rule: the ODP model with the Pearson residual without the correction; the ODP model with the Pearson residuals with the zero correction; and the ODP model with the Anscombe residual with the zero correction. This also shows that in some situations, the Anscombe residuals could be considered as an alternative to the Pearson residuals.
According to this case study and comparative analysis, we can say that given the obtained results in Sections 4 and 5, the method that gives the lowest prediction errors should not be confused with being the best model. Like in our case study, methods that result in the lowest variability may be, for instance, strongly suffering from the underestimation and do not fit the data after all. We considered only one scoring rule, but more investigation is required in the model validation part.
Discussion
In this paper, we studied the impact of the methods and the residuals on the reserve estimates and their predictive distributions. Caution is necessary when dealing with the latest development periods of the earlier accident years. The residuals of the tail are often volatile, and adjustment is hence required if they are used in the bootstrapping process. Therefore, we implemented and compared the (over-dispersed) Poisson, the gamma and the log-normal distributions in combination with the residual adjustments in the bootstrapping framework. We saw that the (over-dispersed) Poisson model and the gamma model tend to give similar point estimates, as expected, but there are bigger differences in the estimates of the prediction errors. In our case study (Section 4), we obtained the smallest errors using standardized residuals with the zero correction, but in the model validation (Section 5), we saw the methods performing somewhat contrary to the results obtained in the case study. In general, based on the case study and the model validation part, we could conclude that the over-dispersed Poisson model with the Pearson residual fits the data the best, and it looks that the best option would be to consider zero correction for the residuals. The Poisson model with the Pearson residuals appears to be a good choice in the sense that it yields the most reliable results, based on the scoring rule, whereas the Anscombe residuals with the zero correction and standardization leading to the lowest prediction errors in the first case study showed the poorest fit with the data in the model assessment section.
We can conclude that there are many different possibilities that we have to take into account before applying the bootstrap method as the prediction errors obtained by using different combinations of possible options are quite different. It is up to an actuary which result should be taken into account when making decisions in setting up the fund for reserves. The choice of a particular model remains the main struggle, but based on our research, we can draw the following conclusions:
• The large fluctuation of the values in the data substantiates the use of the over-dispersed Poisson model. The gamma model and the ODP model tend to give similar point estimates, whereas the log-normal model produces the smallest estimated claim reserves. Here, the expertise of an actuary would help to finalize a decision in model selection, depending on the company's balance of hazard and conservatism.
• When the emphasis is on prediction errors, then the ODP model should be used for the lowest prediction errors. The log-normal model tends to give irrationally high errors.
•
The choice of residuals matters in bootstrapping. The Pearson residual should be preferred, but in some cases (see Table 11 ), the Anscombe residual could be considered.
The adjustment of residuals is not less important than the choice of the residual; the most precise predictions are obtained with either zero-corrected residuals or without any corrections.
The proposed model validation and assessment ideas are generic and do not depend on a particular dataset, thus constituting a useful tool in reserve estimation.
The analysis between the estimates and the actual future payments has to be carried out by the expert in the long run, in order to validate the functionality of a reserving method and identify any needed modifications. It is contended in [8] that the effectiveness of a particular reserving method and modeling can be completely tested only with an extensive case study with data from various lines of business and companies. Then, the estimated results are compared with how the claims develop over time, and only then, we can get closer to the best choice of the reserving models. Comparative studies could have a higher value when the model validation is included in the analysis. The model assessment should become a default procedure when deciding on (reserving) models. In this paper, we considered only one scoring rule, but other statistical approaches for the model assessment could be considered in the future.
