ABSTRACT Web service recommendation based on the quality of service (QoS) is important for users to find the exact Web service among many functionally similar Web services. Although service recommendations have been recently studied, the performance of the existing ones is unsatisfactory because: 1) the current QoS predicting algorithms still experience data sparsity and cannot predict the QoS values accurately and 2) the previous approaches fail to consider the QoS variance according to the users and services' locations carefully. A Web service recommendation method based on the QoS prediction and hierarchical tensor decomposition is proposed in this paper. The method is called QoSHTD that is based on location clustering and hierarchical tensor decomposition. First, the users and services of the QoSHTD cluster into several local groups based on their location and models local and global triadic tensors for the user-service-time relationship. The hierarchical tensor decomposition is then performed on the local and global triadic tensors. Finally, the predicted QoS value through local and global tensor decomposition is combined as the missing QoS values. The comprehensive experiment shows that the proposed method achieves a high prediction accuracy and recommending quality of Web service, and can partially address data sparsity.
I. INTRODUCTION
With the advancement of the Internet economy and the reform of information in all industries, additional requirements for the extensibility, reusability, and reliability of software applications have been proposed. Meanwhile, the maturity and perfection of service-oriented architecture (SOA) has caused remarkable changes in traditional software development. As the main way of implementing an SOA, web services have received extensive attention and development in recent years. Now web services combine the business process in a new approach to create novel value-added solutions and render software application to quickly adapt to the dynamic, changeable, and complex computing environments [1] , [2] .
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At present, an increasing number of web services exist, which changes people's production and lifestyle. The problem of service information overload is becoming critical [3] . Therefore, finding the service that can best meet the demand of users in many web services with similar functions has become challenging. As an intelligent feature, web service recommendation can effectively alleviate the problem of information overload. Different from traditional recommendations, Web service recommendations are based on objective service quality. As a non-functional attribute, quality of service (QoS) describes the services, including the response time (RT), throughput, and reliability. QoS is an important indicator for measuring the quality of web services [4] , [5] . However, researchers have found several problems in web service recommendation that utilizes QoS attributes. These problems include data sparsity of QoS attributes, lack of prediction accuracy and cold-start problem. Web service recommendation technology on the basis of QoS attributes directly depends on the prediction accuracy of the attribute value. Only the accurate prediction of QoS data can recommend the appropriate service. Meanwhile, simple user-service data cannot meet the user demand for recommendation system in various situations. Hence, high-dimensional data, including user attributes and user context, are introduced to predict the QoS attribute value. However, the introduction of high-dimensional data can lead to relatively critical data sparsity, which severely affects the QoS accuracy.
On the basis of the research on existing web service recommendation systems, we analyzes the problems of web service recommendation and proposes the personalized Web service recommendation algorithm based on location clustering and layered tensor decomposition. The effectiveness of the proposed algorithm is verified through simulation experiments. The proposed method integrates the location information of the users and web services into layered tensional modeling and decomposition, which effectively improves the effectiveness of the recommendation and increases user satisfaction. The main contributions of this study are as follows.
1) A web service QoS attribute value prediction algorithm based on location clustering and layered tensor decomposition is proposed. The algorithm initially clusters users and services into multiple local group based on the location of the users and the service attributes. Then, the tensor decomposition model is applied to the local groups and global sets of users, services, and time context respectively. Finally, the weight of the locally and globally predicted QoS values are combined through tensor decomposition, considering the local and global factors to achieve the final QoS prediction value.
2) A web service recommendation algorithm called QoSHTD is proposed based on the location and tensor decomposition to validate the real web service data sets WSDream. The experimental results show that the proposed algorithm has higher QoS prediction accuracy compared with other current web service recommendation algorithms and can address the data sparsity problem to a certain extent.
The rest of this paper is organized as follows. Section 2 reviews the related works. Section 3 describes the proposed QoSHTD approach. Section 4 evaluates the proposed method through extensive experiments. Finally, Section 5 concludes the paper.
II. RELATED WORK
In recent years, personalized recommendation systems have proven effective tools in addressing information overload. Personalized recommendation systems can use the users, items, and previous browsing or transaction history, as well as other various types of knowledge to guide the users in finding new items according to their needs [6] , [7] . At present, personalized recommendation technology has been extensively used in various fields of the Internet. For example, Amazon uses personal recommendation technology to recommend books for users; Netflix, YouTube, and other video websites provide personalized video services for users through recommendation technology.
At present, the Internet economy continues to develop and increasing personalized recommendation scenarios are emerging; thus, many effective recommendation algorithms have been established since the recommendation system was proposed, including collaborative filtering [6] , [8] , content-based [9] , social network-based [10] , and contextaware recommendation algorithms [7] , [11] . Goldberg first introduced the collaborative filtering algorithm to the personalized recommendation field. The advantage of this algorithm is its capability to handle music, movies, and objects that cannot be presented with text structure. However, with the continuous increase of new Internet users, the collaborative filtering method might also encounter cold-start problem [9] . Moreover, the computational efficiency is not high and the memory required is extremely inadequate. In recent years, with the development of machine and deep learning, the model-based collaborative filtering algorithm is currently the focus of academic research. Common collaborative filtering models include matrix decomposition, neural network, and Bayesian network. Collaborative filtering based on the models is through the training of user-item scoring matrix data that establish user-item missing value prediction models [12] . In comparison with collaborative filtering algorithm models, model-based algorithms only need to use offline data to train predictive models, and then they can be applied to real-time recommendation scenarios. However, problems, such as low recommendation accuracy, sparse data, and severe cold start, remain.
To alleviate data sparsity and cold-start problems, content-based recommendation technologies are proposed [9] . These technologies mainly establish a user interest preference file according to the current user's behavior history and the user's personal attributes. At present, the main research directions of content-based recommendation technology are semantic analysis and label system.
With the development of mobile Internet, recommendation technologies based on social networks and contextual awareness have become the new research hotspots. multi-dimensional data recommendation algorithms based on trust, location, emotional context, and time context are successively proposed to predict user preferences in different environments and contexts, which considerably improves user satisfaction of the recommendation system in the mobile environment. Tensile modeling and decomposition techniques are increasingly used in social and contextual awareness recommendation systems due to their capability to handle high-dimensional data [13] .
As a non-functional attribute, QoS describes services, such as the RT, throughput and reliability. It is an important tool for measuring the quality of web services. However, the prediction accuracy of QoS value considerably affects the recommendation results. Accurately predicting the QoS value has become the focus of researchers. Reference [14] first introduced the collaborative filtering algorithm in predicting the QoS attribute values of web services, thus remarkably improving the prediction precision of the QoS values. Many scholars have improved the original collaborative filtering algorithm and proposed advanced methods, which improve the prediction accuracy to a certain extent and eliminate the cold-start problem of the original method. QoS properties that describe the web service index of non-functional attributes are highly susceptible to users and relative location of the service, access time, and other contextual information; thus, by combining user and service attributes or the contextual information, web service recommendation algorithm is successively proposed [15] - [20] to address the problem of low prediction accuracy and the data sparsity in simple collaborative filtering algorithm. Reference [16] proposed the combination of service location attribute and the relative position information of users and services to improve prediction accuracy. To address the cold-start problem of web service recommendation, a collaborative filtering recommendation algorithm based on location information was proposed in [17] . Reference [18] proposed a web service recommendation algorithm based on time attenuation model and combined the access time with the prediction of the QoS attribute value of web services. In References [19] , [20] , tensor decomposition model was introduced into the prediction of QoS attribute values based on the context of access time, which enables the prediction of the QoS attribute value of different web services at different times by various users. However, all these methods consider only the location attribute or the time context but not the combination of attribute and contextual information in the web service recommendation. On the basis of the above analysis, the present work proposes a preliminary calculation method of QoS attribute value, namely, QoSHTD, which combines the user and service position with the service invocation time. The algorithm adopts the location information to cluster the user and service, thereby combining the service call time and tensor decomposition model while considering the local and global factors. These factors can influence the prediction of QoS attribute value in the tensor decomposition model, which not only can accurately predict the QoS attribute values of the web services of users in different access times and contexts but also address the data sparsity problem to a certain extent.
III. THE PROPOSED METHODS
The web service recommendation model based on location clustering and hierarchical tensor decomposition is presented in Figure 1 , which first obtains the location attributes and access time of users and services. Subsequently, the latitude and longitude positions of the users and services are used to cluster them into multiple user-service groups. Between each user and service groups, the third-dimensional tensor decomposition model is established by using the tensor modeling and decomposition of users, services, and access time to obtain the QoS attribute values of the web services of local groups at different times and reconstruct a new tensor. Then, the global tensor decomposition process is combined into the local prediction of tensor decomposition to predict the QoS attribute values of the web services of a user accessing in different times. Finally, the web services are sorted according to the predicted QoS attribute values, and the former web services are recommended to the corresponding users.
A. LOCATION-BASED CLUSTERING
We use K -means algorithm to cluster users and services. K -means is a well-known clustering algorithm with fast clustering speed and simple algorithm structure, also easily forms circular cluster based geographical location clustering. Therefore, K -means algorithm is selected as the clustering method of user and service positions. The longitude and latitude information based on the user and the service position is considered a standard of clustering because users and services are determined by only one IP in web services. The accurate location information (longitude and latitude) of users can be obtained through their IP address. Moreover, the QoS attribute values of web services, such as RT, are affected by the relative position of users and services to a certain extent, whereas latitude and longitude information can effectively quantify the influence of relative positions. In the clustering process, the user and the service can be regarded as the longitude and latitude points of the coordinate system, and the distance between two points is measured using spherical distance, which is expressed as follows:
where a i L 0 is the longitude location of the user or service, a i La is the latitude location of the user or service. R is the radius of the earth. The K -means efficiency of the clustering algorithm depends on the selection of the initial mass center.
To determine a suitable initial center of the mass, we position all the data set of users and services according to their latitude and longitude tags in a two-dimensional coordinate system. Our observation and experience reveal that people select the k-centroid; then, we cluster the users and services into k clusters. Given the scattered distribution of users and services, two types of clusters exist in the k clusters. The first cluster consists of only the user or only the service; thus, the model of tensors cannot be conducted. The number of users and services in the second cluster is relatively small, and less training data of tensor decomposition will result in severe deviation of the predicted and observed values of the local QoS attribute. For these two types of cluster, local tensors are not modeled and decomposed and only global tensors are used. 
B. PROCESS OF HIERARCHICAL DECOMPOSITION
Solve the global factor matrix and global core tensor using the gradient descent method; 7: Repeat Steps 5 and 6 to reduce the loss function and reconstruct the final prediction tensorR ijk
C. LOCAL TENSOR DECOMPOSITION
As mentioned above, time context has been widely used in recommendation of Web services in recent years. Research and experience show that Web service selection of users is often affected by access time, such as users tend to select news services in the morning, and entertainment services in the night. Traditional time-based recommendation system research also proves that time context can help improve the performance of web services. Therefore we choice the time context to build the tensor model. After introducing the three-order tensor to model the k-group clustering of local users, service, and access time, the tensor of the local three-order model is decomposed, and the tensor is then reconstructed to obtain the missing QoS properties. Two typical methods of tensor decomposition are the CP and Tucker decomposition methods. In this work, we adopt a good approximation of the Tucker decomposition method. Figure 2 shows the model of local tensor decomposition. In the local tensor decomposition, the local three-order tensor R Local ∈ n×m×p is decomposed into U Local ∈ n×d U , W Local ∈ m×d W and T Local ∈ p×d T , which represent the user, service, and access time, respectively. The core tensor is expressed as 
R Local
where n is the number of users; m is the number of services; p is the number of hours; R Local is the tensor value of the QoS attribute, the element of which is expressed as follows:
The ultimate goal of QoS attribute value prediction is to minimize the gap between the predicted and observed values. We introduce the loss function to define the gap as follows:
The function definition uses references to define the matrix decomposition loss function. Among them, . 1 is the norm of l 1 , which is the sum of the absolute value of the core tensor in the local tensor decomposition. If the element r ijk in the local tensor is empty, then B ijk is 0; otherwise, B ijk is 1. l(r ijk , r ijk ) is the point loss function of the local tensor decomposition and is generally defined as the square or absolute error. We use the square error as the point loss function. Square error and the derivative of the corresponding form are defined as follows: To alleviate the fitting problem and minimize the loss function solution min L(R Local , R) existing in the process, we use the local tensor and the core factor of the decomposed matrix tensor of Frobenius norm as the regularization term; thus, the above minimization problem is converted as the objective function of the minimization problem, as shown as follows:
where . and core tensor is expressed by G Local . Each input vector is mapped into another vector in the new space. We denote the input vector by x, the output vector by y, the intermediate hidden layers by l i , i = 1, . . . , N − 1, the i th weight matrix by W i , the i th bias term by b i , and the final output latent representation by h. We have
where we use the ReLU as the activation function at the output layer and the hidden layers l i , i = 1, . . . , N − 1:
In our framework, we use four multi-layer networks mapping and tensor kernel G Local to low-dimensional vectors in latent spaces, respectively. 
D. GLOBAL TENSOR DECOMPOSITION
The tensor decomposition model has been extensively used in context-aware web service recommendation systems. The traditional tensor decomposition model only focuses on the global tensor decomposition and cannot integrate the location and other attributes into the tensor model. Local tensor decomposition model can be used in predicting the QoS attribute values in the aspects of cluster consumer-access time-service group. Global tensor decomposition model blends with the local QoS attribute predictive value into global tensor decomposition by using linear weighting, thereby obtaining high prediction accuracy. According to these analyses, the tensor elements of global tensor in this study are expressed as follows:
Local ijk (14) where α is the weight of global tensors, 1-α is the weight of local tensors, andr Local ijk is the value obtained from the analyses of the local tensor. According to the definition of local tensor, we can obtain the loss function of the global tensor (Formula (15)) and point-by-point loss function and its derivative (Formula (16)).
L(R, R)
If the corresponding element in the global tensors is not null, then B ijk is 1; otherwise, B ijk is 0. Clustering based on the location mentioned above exists, although users and services do not belong to any local group. In this situation, we only predict the QoS attribute value through global tensor decomposition. Hence, for different users and services, the value of α in Formula (14) varies. If the users and services do not belong to any local group, then α is 1.
The factor matrix of the global tensor decomposition and the Frobenius norm of the tensor core are added into the function to solve the overfitting problem of Formula (15) using the iterative solution process, thereby forming the final loss function formula of the global tensor.
The iterative solution of this loss function is obtained by using the gradient descent; thus, the iterative formula is also obtained, as shown as follows, where η 2 is the iterative learning rate of the global tensor.
Solving the partial derivatives of the loss function for U Global , W Global , T Global and G Global in Formula (18), Formulas (19)-(22) are the partial derivative formulas, where
According to the global factor matrix and core tensors obtained by iteratively solving Formula (18), the global tensor
Global is reconstructed, the missing value in the original tensor is predicted, and the QoS attribute values related to users' access of web services at different times are obtained.
IV. EXPERIMENT AND RESULT ANALYSIS A. COLLECTION OF EXPERIMENTAL DATA
This study uses the QoS data sets of web service WSDream, which was collected and released by Zheng et al. This data set is the real web service QoS data set that has the largest scale and currently has the most users. It contains the QoS attribute values of 142 users at 64 different access times to 4,532 web services. QoS attributes include RT and throughput capacity (TP). The data set and user-related information contain users' ID, IP address, and location (longitude and latitude), whereas relative service information includes service ID and IP address. However, the location (longitude and latitude) is unavailable; thus, we use web service location (longitude and latitude) by researching the IP address. After handling the original data, we obtain the user table U <user ID, user longitude, user latitude>, service table W <service ID, service longitude, service latitude>, RT WUrt <user ID, service ID, access time, RT>, and TP WUtp <user ID, service ID, access time, TP>. Tables U and W are the location cluster, whereas tables WUrt and WUtp are the tensor modeling access time context. In this experiment, the data set is divided into training and test sets, with the ratio of 8:2.
B. EVALUATION INDEX
We use the common mean absolute error (MAE) and root mean square error (RMSE). Recall and nDCG are the indices of evaluation that measure the validity of the QoS attribute prediction algorithm. The calculation formula of MAE is
where R ijk is the real QoS attribute value,R ijk is the QoS predicted value that user i predicted by stratified tensor decomposition model at time j access to web service k, and N is the number of the missing QoS attribute value of web service to be predicted. The RMSE squares each absolute error and then renders the entire square operation. The MAE and RMSE indices are used to evaluate the accuracy of the predicted QoS value. However, in the actual recommendation situation, the recommendation system suggests the top-ranked k web services to users; thus, we use the Recall and nDCG indices to evaluate the hit rate and sort the accuracy of the proposed method in this study.
Formula (25) calculates the Recall, where N relike is the number of web services recommended in table K and preferred by users, N urelike is the number of web services preferred by users but not recommended in table K , and N like is the number of all web services preferred by users.
nDCG measures the sorting accuracy of top K recommendation, and is obtained as follows:
where r ijk is the real QoS value of user i at time j access to k-th service, K is the length of the recommended list, U denotes the user set, T represents the time set, iDCG is the normalized parameter, and DCG is the value of the expected number.
C. EXPERIMENT SETTINGS
To verify the effectiveness of the proposed algorithm, this study contrasts the QoS prediction algorithm as follows: WSRec: This algorithm was proposed by Zheng et al. in 2009. It combines collaborative filtering algorithm based on user and web service through linear weighting to predict the QoS attribute values of web services.
HMF: HMF is a hierarchical matrix decomposition algorithm based on location cluster. First, the algorithm clusters the users and services based on the location attribute, forms many user-service groups, and then decomposes the local and global user-service matrices. Subsequently, the weighted array of the result of group matrix and global matrix decomposition are used to predict the QoS attribute value.
TD: This algorithm models and decomposes user-access time-service by using the tensor. It can effectively predict the QoS attribute of different users at different time context access to web services.
In this study, we adopt the algorithm based on location cluster; we divide users and services into six groups to avoid sparse data. Thus, in the final process, the local tensor is decomposed into only four groups. In the experiment, the local tensor decomposition adopts the core tensor C 5×5×5 Local regularization parameter of local and global tensor decompo-
001. In the actual service situation, a user can only use relatively limited number of web services; thus, the user, all time, service tensor is sparse. By rendering the experiment close to an actual situation, a part of the QoS attribute value is randomly removed to render the tensor sparse. The experiment verifies the MAE and RMSE values of the algorithm, with density of 1%, 5%, 10%, and 25% data sets.
To verify the effectiveness of service recommendation, we use all types of algorithm to contrast the experiment of Recall and nDCG values in different lengths of 
D. EXPERIMENTAL ANALYSES
This study uses the parameter in QoSHTD algorithm as the influence grade of global factors to the final QoS attribute prediction. To study the effects of global and local factors of the QoS predictive accuracy, we calculate the MAE and RMSE values of QoSHTD algorithm in different data densities. Figures 3(a) and 3(b) show the different values of parameter α and the MAE and RMSE values of the RT of web services in different data densities. To index the RT, the values of MAE and RMSE are the smallest when the data densities are 1%, 5%, and 10%, and α = 0.7, and when the data density is 25% and α = 0.8. Figures 3(c) and 3(d) list the different values of parameter α and the TP of web service values of MAE and RMSE in different data densities. For the index of TP, the smallest MAE and RMSE values can be obtained under data densities of 1%, 5%, 10%, and 25% when α = 0.8. The results show that when the data is sparse, partial tensor decomposition prediction occupying the proportion is relatively higher than when the data are dense. Take RT as an example. When the data density is 1%, the predicted proportion of the local tensor decomposition is 0.3. When the data density is 25%, the proportion reduces to 0.2; thus, the local tensor decomposition renders remarkable contribution to address the sparse data problem. Meanwhile, the consequence of local tensor decomposition prediction has different effect on various QoS attribute values. When α = 0.7, the RT can obtain the optimal prediction results when data densities are 1%, 5%, and 10%. When α = 0.8, the TP can obtain the optimal prediction results. Therefore, Figure 4 indicates that the MAE and RMSE values of all types of algorithms decrease with the increase of data density. Therefore, more QoS data of user, access time, and service implies higher precision of the algorithm. Evidently, the MAE and RMSE values of QoSHTD in indices RT and TP, are lower than TD and HMF algorithms. Therefore, the precision of the proposed algorithm is considerably higher than the other algorithms. Figure 5 shows the value and changeable tendency of Recall in all types of algorithms when the length of the recommended list is from 2 to 20. From the figure, the Recall value of all types of algorithms increase with the length of the recommended list. When K < 10, Recall values in TD, HMF, and QoSHTD are close. When K is nearly 10, TD and QoSHTD based on tensor decomposition behave well in the index of Recall. Generally, the Recall value of the QoSHTD algorithm is better than those of the others. Figure 6 presents the value of nDCG when the length of the recommended list changes from 5 to 20. From the table, the four algorithms behave well in the index of nDCG. The value of nDCG is more than 0.7 and has a slight discrepancy. Noticeably, QoSHTD and HMF behave well. As a result, HMF is better than QoSHTD, but the difference is not great. When K is equal to 14, the effect of QoSHTD even exceeds HMF. As K is increasing, QoSHTD decreases more smoothly than HMF, and the recommendation results are more stable. The result is in contrast with the other three algorithms. The algorithm proposed in this study has better behavior in the index of Recall and nDCG in top K recommendation and has stable performance. The proposed algorithm also produces better recommended results.
V. CONCLUSIONS
QoS attribute value prediction is considerably important in Web recommendation systems for accurately predicting the QoS attribute values of context web services at different times. To alleviate the problem of data sparsity, this study proposes a web service QoS attribute value prediction algorithm, namely, QoSHTD, which combines the local cluster and stratified tensor decomposition model. The experimental results show that the proposed algorithm can improve the level of accuracy of prediction and alleviate the problem of data sparsity. QoSHTD combines the users, service location, and context attribute but does not consider the use of web services as a hobby and the social relationship involved. Hence, room for improvement exists. Thus, the recommendation list, which includes users' and hobbies and social relationship, will be the key point of future works.
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