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た．棋譜の評価においては，MCTS のみ用いた囲碁プログラムと，Alpha Go の探索手法




の 15 級から 8 段までのプレイヤーの棋譜を分析し，段級位-評価指標間の線形近似式を
求めた．また，実際にオンライン囲碁サーバーの一般プレイヤーの棋譜を用いて，将棋の
先行研究と同様に回帰分析を行った．この線形近似式を用いて“幽玄の間”のプレイヤー
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囲碁 AI の棋力は大幅に向上した[1]．そして 2017 年 5 月，Google 傘下の DeepMind 社が開
発した Alpha Go (Master)は当時世界レーティング 1 位の囲碁プレイヤーである柯潔を破っ


















































































この評価指標を用いてオンライン将棋サーバー（将棋倶楽部 24）のレーティング 300 点





















を行った[9]．誤謬度の測定実験の結果，5 つのオセロ AI の棋力の推定を試みたが予想に反
した結果となっている． 


































 19 路盤を対象としたプレイヤーの棋力推定を行う． 
 複数の囲碁 AI（モンテカルロ木探索のみの AIと DNN も含んだ AI）を比較する． 
 棋力推定では将棋やオセロで行われた棋力と評価指標の線形近似の手法を用いる． 






































































本論文では黒番白番含めて計測を行うため，便宜上 Moudřik が定めた 64 手目以前と 64 手
目以降という表現を扱う． 
 64 手目以前の評価指標を算出する際の一致率・好手率・悪手率・平均好手・平均悪手の















Tab. 3-1 棋譜の分析によって得られる数的データ 
 
 
 本研究では，これらの囲碁 AI の評価値と変動量および着手を取得するために，sgf の読
み込み機能を有する棋譜再生ソフト“Gogui”[14]に改良を施した（以下，改良 Gogui）．主
な変更点は以下のとおりである． 
 GTP シェルに表示される囲碁 AIの評価値をテキスト形式で出力する． 
 囲碁 AIに着手を着手選択させたのちに，本来の棋譜の手順に戻す． 
 
 この改良 Goguiを用いて評価指標を sgfから抽出する．棋譜から評価指標を取得する流
れを Fig. 3-1に示す． 
 
 
Fig. 3-1 評価指標抽出までの流れ  
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が決定される．18級から 8 段までは一定の公式により RP が変動する．RP の計算式を以下
に記す． 
𝑅𝑃(𝑛𝑒𝑤) = 𝑅𝑃 (𝑜𝑙𝑑) + 𝐶(𝑆 − 𝑃) (4.1) 
𝑅𝑃(𝑛𝑒𝑤)はレーティング対局後の RP であり，𝑅𝑃 (𝑜𝑙𝑑)はレーティング対局前の RP であ
る．C は各棋力別に値の異なる常数，S は勝つと 1，負けると 0，無勝負の場合は 0.5 とな
る．Pは自分が勝つ確率であり，対戦相手と自分の RP の差によって計算される． 

















































載することができる． “幽玄の間”から入手できる sgfの例を Fig. 4-1に示す．また，対局
情報についての詳細を Tab. 4-2 に示す． 
 
 




Tab. 4-1 sgfのサンプルの読み方 
 
 







PB[■■■ 7段*] 対局者黒[プレイヤー名 7段*]







第 5 章 
囲碁 AI概要 
 





















行うかが重要となる．AlphaGo はこの探索部分に 2 つのニューラルネットワークを組み込
むことで大幅に棋力を向上させた． 
 
5.2 policy network 
 AlphaGo では現在の局面からどの着手に焦点を当ててプレイアウトを行うのが良いのか
を絞るため，policy network と呼ばれる「次の一手」を予測する Convolutional Neural Network
（以降，CNN）を構築した．AlphaGoはこの policy networkの学習データとしてオンライン
囲碁サーバー“KGS”の六段以上のプレイヤーによる棋譜を約 16万局学習した．このネッ
トワークを強いプレイヤー同士の手を用いて学習させた Supervised leaning of policy network
（以降，SL policy network）と呼ぶ．SL policy network は強いプレイヤーの着手と 57%の一
致率を示し，従来 44%程度だった予測精度を上回った．また，AlphaGo はこの SL policy 
network 同士を対局させることでより良い手を打つ Reinforcement learning of policy network
（以降，RL policy network）を作成した．RL policy networkの学習には 50台の GPUを使っ
て一日に 128 万局の対戦数をこなしている．この RL policy network を用いた囲碁 AI を SL 
policy network を用いた囲碁 AI と対戦させた結果 RL policy network が 80%の確率で勝てる
ようになり，より強い policy networkが生まれた． 
 
 
5.3 value network 
 AlphaGo のもう一つの特徴が value networkである．value networkは局面の特徴をもとに，
盤面の勝率を予測する CNN であり，従来では困難とされていた囲碁における評価関数に当
たる．また，この value networkを MCTSに組み込むことによりノードの選択や展開を高速
化させることを可能とした． 
 
5.4 Rayと AQ 
 本研究におけるプレイヤーの棋譜を分析する囲碁 AI として，オープンソースの Ray と
AQ を用いた．本節ではこれらの囲碁 AIの概要について説明する． 
 
 Ray 
Ray は小林佑樹氏が電気通信大学に在学中から開発してきた囲碁 AI である．基本的な思
考部はMCTSが利用されている[18][19]．13路盤と 19路盤においては,オープンソースソフ
トウェアで最強と言われる Fuegoや Pachiよりも強く, 19 路盤は“KGS”では 2段程度の強
さである[].  
主な戦績は以下のとおりである． 
2014年 CGFオープン 9路盤部門 6位 19路盤部門 5位 
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2014年 GPW杯 9路盤部門 7位 13路盤部門 7位 
第 8回 UEC 杯コンピュータ囲碁大会 8位 
2015年 CGFオープン 9路盤部門優勝 19路盤部門 3位 
2015年 GPW杯 9路盤部門 5位 13路盤部門 3位 
The 1st World Computer Weiqi Tournament 4 位 
第 9回 UEC 杯コンピュータ囲碁大会 7位 
2016年 CGFオープン 19路盤部門準優勝 
第 10 回 UEC 杯コンピュータ囲碁大会 3 位(松崎憲介氏(Rn の開発者)と組んで Rayn とし
て出場)  
AI竜星戦 2018 5 位 
 
 AQ 
 AQ は山口祐氏が開発した AlphaGo の手法に倣って作られたオープンソース囲碁 AIであ
る[20]．その実力は“幽玄の間”において 8 段程度であり（KGS での棋力はわからないが，
少なくともMCTSのみの Rayよりは圧倒的に強い），2018年 12月 20日 時点での対戦結果
は 2113勝 132敗となっており，人間のトッププレイヤーよりも十分に強いといえる． 
主な戦績は以下のとおりである． 
 2017年 3月 第 10回 UEC杯 4位 
2017年 8月 中信証券杯 8強 
2017年 12月 AI竜星戦 4位  
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験について述べる．棋譜のデータ計測には棋力の異なる 2つの囲碁 AIを用いた． 
 
6.1 Rayを用いた計測実験 
6.1.1  実験目的 







① 棋譜を改良 Gogui に読み込ませる．評価対象プレイヤーが黒番の場合初期盤面にセッ
トし，評価対象プレイヤーが白番の場合黒が一手指した盤面にセットする． 
② 囲碁 AI に評価対象プレイヤーと同じ色の石を 1 手打たせ，その際の勝率を計測する． 
③ 1手戻して本来の棋譜の手順に戻し，その後 2 手進める． 



















 着手及び勝率を出力する囲碁 AI として小林らが開発したオープンソース囲碁 AI の Ray
を用いた．今回の計測実験において一手当たりのプレイアウト数の上限は 10000回とした．
1 手の探索にかかる探索時間は 5秒程度であった（Intel®CoreTM i7-4790 CPU @ 3.60GHz, 4ス
レッド使用）． 
 実験に用いた棋譜は，“幽玄の間”より提供していただいた 15K(15級)~8D(8 段)の棋譜各
60 局（勝:30局，負:30局）の計 1380局であった．棋譜選定の条件は 
 19×19 路盤 









各級位・段位の一致率，好手率，悪手率の結果を Fig. 6-1-1, Fig. 6-1-2, Fig. 6-1-3に，平均
好手，平均悪手，平均損失の結果を Fig. 6-1-4, Fig. 6-1-5, Fig. 6-1-6に示す．好手率（1％），







Fig. 6-1-1 MCTS による一致率の計測データの散布および平均値の推移 
 





Fig. 6-1-3 MCTSによる悪手率の計測データの散布および平均値の推移 
 
 





Fig. 6-1-5 MCTS による平均悪手の計測データの散布および平均値の推移 
 
 





Fig. 6-1-7 MCTS による好手率（+1％）の計測データの散布および平均値の推移 
 
 
Fig. 6-1-8 MCTS による悪手率（-1％）の計測データの散布および平均値の推移 
 
 各評価指標の各段級位における平均値を Tab. 6-1-1に示す．各評価指標における最大値を
赤，最小値を緑で強調する． 
 






に見える．特に Tab. 6-1-1 の結果から，平均好手・平均悪手・平均損失・好手率（1％）・悪






一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
8段 42.957 29.518 27.373 0.452 -0.400 0.852 15.494 13.633
7段 42.885 29.092 27.781 0.510 -0.459 0.969 16.333 14.820
6段 43.518 29.884 26.107 0.536 -0.445 0.981 17.038 14.155
5段 45.183 27.763 26.425 0.507 -0.434 0.940 16.080 14.241
4段 42.371 29.746 27.369 0.529 -0.474 1.004 16.947 15.436
3段 41.437 29.908 28.529 0.530 -0.466 0.996 16.941 15.407
2段 42.690 29.395 26.998 0.519 -0.433 0.952 16.832 14.649
初段 43.393 29.358 26.662 0.561 -0.468 1.029 16.764 14.884
1級 41.404 30.953 27.643 0.556 -0.469 1.025 17.591 15.175
2級 40.556 31.554 27.838 0.638 -0.537 1.175 18.950 15.584
3級 39.598 30.877 29.525 0.547 -0.503 1.050 17.305 15.833
4級 40.062 30.047 29.891 0.538 -0.520 1.058 17.888 16.050
5級 38.772 32.240 28.988 0.609 -0.554 1.163 18.515 16.311
6級 41.350 30.644 28.006 0.591 -0.500 1.091 18.186 15.292
7級 38.912 31.333 29.755 0.626 -0.548 1.174 18.707 16.141
8級 39.400 32.111 28.490 0.606 -0.508 1.114 18.478 15.477
9級 42.831 29.874 27.294 0.582 -0.504 1.086 17.347 14.873
10級 40.912 31.302 27.786 0.506 -0.451 0.957 16.867 14.710
11級 42.265 30.925 26.810 0.573 -0.476 1.049 17.725 14.765
12級 38.301 32.680 29.019 0.594 -0.518 1.112 18.742 16.438
13級 37.365 32.876 29.729 0.640 -0.556 1.195 19.185 16.584
14級 36.713 32.521 30.624 0.642 -0.594 1.236 19.545 17.622















一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
8段 差がある 差がある 差はない 差はない 差はない 差はない 差がある 差はない
7段 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
6段 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
5段 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
4段 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
3段 差がある 差はない 差はない 差がある 差はない 差がある 差がある 差はない
2段 差はない 差はない 差はない 差はない 差はない 差はない 差はない 差はない
初段 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
1級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
2級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
3級 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない
4級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
5級 差がある 差がある 差がある 差がある 差はない 差はない 差がある 差がある
6級 差はない 差がある 差がある 差がある 差はない 差はない 差がある 差はない
7級 差がある 差がある 差はない 差がある 差はない 差はない 差がある 差はない
8級 差はない 差はない 差はない 差がある 差はない 差はない 差はない 差はない
9級 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
10級 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
11級 差はない 差はない 差はない 差がある 差はない 差はない 差がある 差はない
12級 差はない 差がある 差がある 差がある 差がある 差はない 差がある 差がある
13級 差がある 差がある 差はない 差がある 差はない 差がある 差がある 差はない
14級 差はない 差がある 差はない 差がある 差はない 差はない 差がある 差はない




 各評価指標と級位・段位の相関分析の結果を Tab. 6-1-3に示す．分析範囲は 15K（15級）
から 8D（8段）までの区間（n = 23）および，用いた囲碁 AI “Ray”の“幽玄の間”におけるお
およその棋力である 3Dを境にした 15K~3D の区間（n = 18）と 3D~8D の区間（n = 6）であ




Tab. 6-1-3 各評価指標の相関係数（全着手） 
 
 
Tab. 6-1-4 各評価指標の相関係数（64手目以降） 
 
 










分析範囲 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
15K~8D 0.77 -0.82 -0.62 -0.76 0.76 -0.77 -0.81 -0.72
15K~3D 0.66 -0.75 -0.48 -0.60 0.63 -0.63 -0.67 -0.58
3D~8D 0.32 -0.12 -0.29 -0.72 0.72 -0.75 -0.70 -0.79
分析範囲 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
15K~8D 0.76 -0.76 -0.64 -0.61 0.61 -0.62 -0.80 -0.71
15K~3D 0.68 -0.71 -0.48 -0.43 0.47 -0.45 -0.63 -0.62
3D~8D 0.19 -0.18 -0.34 -0.12 0.10 -0.11 -0.80 -0.29
分析範囲 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率（1％） 悪手率（-1％）
15K~8D 0.74 -0.83 -0.49 -0.78 0.76 -0.79 -0.82 -0.69
15K~3D 0.62 -0.74 -0.37 -0.67 0.66 -0.69 -0.75 -0.60





標の平均値を説明変数 x とし，最小二乗法によって算出する．説明変数 x となる評価指標
を以下の文字記号で示す． 
xm:一致率, xG:好手率, xB:悪手率, xAve.G:平均好手, 
xAve.B:平均悪手, xAve.l:平均損失, xG :好手率（1％）, xB :悪手率（− 1％） 
線形近似する際は段級位を Tab. 4-1の初期 RP に割り当てることで回帰式を求めた．回帰
式と同時に寄与率の算出も行った．各評価指標の各段級位における平均値を用いた線形近
似式を Tab. 6-1-6に示す．また勝利時の平均値を用いた線形近似式を Tab. 6-1-7に，敗北時
の平均値を用いた線形近似式を Tab. 6-1-8に示す． 
 
Tab. 6-1-6 MCTS による各評価指標の回帰式と寄与率 
x:評価指標 回帰式 寄与率 
xm:一致率 y = 2193xm − 67004 (7) 0.59 
xG:好手率 y = −3932xG + 143213 (8) 0.67 
xB:悪手率 y = −3199xB + 112786 (9) 0.39 
xAve.G:平均好手 y = −89278xAve.G − 73309 (10) 0.57 
xAve.B:平均悪手 y = 93888xAve.B + 69216 (11) 0.57 
xAve.l:平均損失 y = −47415xAve.l + 73077 (12) 0.59 
xG :好手率（1％） y = −4796xG + 107419 (13) 0.65 
xB :悪手率（− 1％） y = −4575xB + 93348 (14) 0.51 
 
Tab. 6-1-7 MCTS による各評価指標の回帰式と寄与率（勝利時） 
x:評価指標 回帰式 寄与率 
xm:一致率 y = 1999xm − 63579 (15) 0.57 
xG:好手率 y = −2726xG + 97995 (16) 0.38 
xB:悪手率 y = −3135xB + 113548 (17) 0.52 
xAve.G:平均好手 y = −71216xAve.G + 55201 (18) 0.26 
xAve.B:平均悪手 y = 89763xAve.B + 70720 (19) 0.64 
xAve.l:平均損失 y = −47768xAve.l + 70095 (20) 0.51 
xG :好手率（1％） y = −3298xG + 72597 (21) 0.30 




Tab. 6-1-8 MCTS による各評価指標の回帰式と寄与率（敗北時） 
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x:評価指標 回帰式 寄与率 
xm:一致率 y = 1970xm − 53497 (23) 0.50 
xG:好手率 y = −2548xG + 108767 (24) 0.51 
xB:悪手率 y = −1691xB + 68802 (25) 0.12 
xAve.G:平均好手 y = −74301xAve.G + 72995 (26) 0.68 
xAve.B:平均悪手 y = 71452xAve.B + 55243 (27) 0.35 
xAve.l:平均損失 y = −47415xAve.l + 73077 (28) 0.59 
xG :好手率（1％） y = −3957xG + 102528 (29) 0.71 









𝒚 = 𝟏𝟓𝟏𝟒𝒙𝒎 − 𝟐𝟐𝟖𝟏𝟕𝒙𝑨𝒗𝒆.𝑮 + 𝟒𝟔𝟗𝟒𝒙𝑨𝒗𝒆.𝑩 − 𝟐𝟑𝟖𝟔𝒙𝑮𝟏 + 𝟐𝟎𝟓𝟑𝒙𝑩𝟏 − 𝟏𝟑𝟓𝟑𝟕 (𝟑1) 
 
y = 1212 𝑚 + 53460 𝐴𝑣𝑒.𝐺 + 117938 𝐴𝑣𝑒.𝐵 + 49 𝐺 + 1981 𝐵 − 23976 (32) 
 
y = 447 𝑚 − 59716 𝐴𝑣𝑒.𝐺 + 64299 𝐴𝑣𝑒.𝐵 − 1221 𝐺 + 1963 𝐵 + 69834 (33) 
 








提案した評価指標の算出式の評価値として policy network を用いた評価値（以後，評価値







 本実験は以下の手順で棋譜から評価値 P，評価値 V を計測した． 
① 棋譜を Goguiに読み込ませる．評価対象プレイヤーが黒番の場合初期盤面にセットし，
評価対象プレイヤーが白番の場合黒が一手指した盤面にセットする． 
② 囲碁 AI に評価対象プレイヤーと同じ色の石を 1 手打たせ，その際の評価値 P，評価値
V を計測する． 
③ 1手戻して本来の棋譜の手順に戻し，その後 2 手進める． 
④ ②，③を最終着手の手番に到達するか，または AQ が投了するまで繰り返す． 
 
 評価値 P，評価値 Vを計測後，囲碁 AIの着手が付与された棋譜及び，評価値の変動デー
タから，提案した評価指標を算出した． 
 一つの棋譜を分析する際，評価値 P，評価値 Vの両方の計測を行った． 
 評価値 P，評価値 Vにおいて一致率，好手率，悪手率，平均好手，平均悪手，平均損失の
計 6 個の評価指標を算出した．一致率はどちらも同じ値となるため結果を評価値 P に寄せ




 着手及び勝率を出力する囲碁 AI として小林らが開発したオープンソース囲碁 AI の AQ
を用いた． 1手の探索にかかる探索時間は 7秒程度であった（Intel® CoreTM i7-4790 CPU @ 
3.60GHz, 4スレッド使用）． 
 実験に用いた棋譜は，“幽玄の間”より提供していただいた 15K~8D の棋譜各 40局（勝:20









実験 6.2における評価値 P を用いた各級位・段位の一致率，好手率，悪手率の結果を Fig. 
6-2-1, Fig. 6-2-2, Fig. 6-2-3 に，平均好手，平均悪手，平均損失の結果を Fig. 6-2-4, Fig. 6-2-5, 
Fig. 6-2-6に示す．  
 
Fig. 6-2-1 AQ による一致率の計測データの散布および平均値の推移 
 
 





Fig. 6-2-3 評価値 P による悪手率の計測データの散布および平均値の推移 
 
 





Fig. 6-2-5 評価値 P による平均悪手の計測データの散布および平均値の推移 
 
Fig. 6-2-6 評価値 P による平均損失の計測データの散布および平均値の推移 
 












で 57%の平均値を示しており，AlphaGo の論文[2]と一致している．評価値 P の評価指標が
勝敗によって平均値に差があるのかどうかを次節で説明する． 
 
一致率 好手率 悪手率 平均好手 平均悪手 平均損失
8段 57.399 20.670 18.005 2.870 -2.530 5.400
7段 53.950 21.042 20.545 3.139 -3.013 6.152
6段 50.050 23.010 21.482 3.493 -3.475 6.968
5段 47.815 23.409 23.750 3.504 -3.585 7.089
4段 46.751 23.815 23.068 3.519 -3.652 7.171
3段 45.106 25.609 22.968 3.547 -3.601 7.148
2段 43.742 25.264 24.606 3.994 -4.102 8.095
初段 41.135 25.538 25.574 3.845 -4.138 7.982
1級 41.238 25.898 25.267 3.904 -3.872 7.776
2級 41.275 27.074 25.014 4.117 -4.031 8.149
3級 44.498 24.020 24.834 3.732 -4.093 7.825
4級 41.079 26.475 23.991 3.849 -3.796 7.645
5級 37.946 28.360 24.797 4.027 -3.904 7.932
6級 38.120 27.083 26.230 3.952 -3.944 7.896
7級 41.043 25.661 25.078 3.975 -4.349 8.324
8級 38.560 26.841 26.682 4.093 -4.287 8.380
9級 41.205 25.143 25.289 3.606 -3.914 7.520
10級 38.960 27.681 25.277 4.653 -4.604 9.256
11級 37.810 25.875 26.598 4.505 -4.961 9.466
12級 35.156 28.191 26.125 4.142 -4.046 8.188
13級 35.872 27.302 24.504 3.951 -3.983 7.934
14級 33.233 27.161 27.254 4.085 -4.790 8.875
15級 32.777 29.004 28.579 4.686 -4.781 9.467
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次に実験 6.2における評価値 Vを用いた各級位・段位の好手率，悪手率の結果を Fig. 6-2-
7, Fig. 6-2-8 に，平均好手，平均悪手，平均損失の結果を Fig. 6-2-9, Fig. 6-2-10, Fig. 6-2-11に
示す．  
 
Fig. 6-2-7 評価値 V による好手率の計測データの散布および平均値の推移 
 
 




Fig. 6-2-9 評価値 V による平均好手の計測データの散布および平均値の推移 
 
 




Fig. 6-2-11 評価値 Vによる平均損失の計測データの散布および平均値の推移 
 
 















好手率 悪手率 平均好手 平均悪手 平均損失
8段 14.949 15.130 5.038 -5.119 10.156
7段 17.091 17.633 5.244 -5.398 10.642
6段 19.744 19.100 5.962 -5.611 11.573
5段 20.355 20.372 5.926 -5.618 11.544
4段 21.285 20.370 6.143 -5.640 11.783
3段 22.305 22.816 6.681 -6.534 13.214
2段 23.029 22.484 6.918 -6.111 13.029
初段 24.394 23.284 6.957 -5.996 12.953
1級 24.771 23.899 7.036 -6.342 13.379
2級 23.941 24.318 6.748 -6.328 13.076
3級 21.366 23.221 6.312 -6.189 12.500
4級 24.504 23.963 6.826 -6.368 13.195
5級 26.446 25.234 6.985 -6.517 13.502
6級 25.676 25.826 6.631 -6.405 13.036
7級 23.963 23.968 6.629 -5.800 12.429
8級 25.164 25.252 6.875 -6.693 13.569
9級 25.124 23.676 6.492 -5.976 12.468
10級 25.464 24.945 6.598 -6.430 13.027
11級 26.241 25.672 6.814 -6.382 13.196
12級 27.564 26.466 7.065 -6.831 13.896
13級 27.270 26.624 7.139 -7.066 14.204
14級 28.063 29.402 7.098 -7.099 14.197






仮説は“2群間の平均値に差はない”である．評価値 P を用いた分析の検定の結果を Tab. 6-
2-3に示す．評価値 Vを用いた分析の検定の結果を Tab. 6-2-4に示す．なお，有意水準は 1%
とした． 






一致率 好手率 悪手率 平均好手 平均悪手 平均損失
8段 差はない 差はない 差はない 差はない 差がある 差はない
7段 差はない 差はない 差はない 差はない 差はない 差はない
6段 差はない 差はない 差はない 差はない 差はない 差はない
5段 差がある 差はない 差がある 差はない 差がある 差はない
4段 差はない 差はない 差はない 差はない 差はない 差はない
3段 差はない 差はない 差はない 差はない 差はない 差はない
2段 差はない 差はない 差はない 差はない 差はない 差はない
初段 差はない 差はない 差はない 差はない 差はない 差はない
1級 差がある 差はない 差はない 差はない 差はない 差はない
2級 差はない 差はない 差はない 差はない 差はない 差はない
3級 差がある 差はない 差はない 差はない 差がある 差がある
4級 差がある 差はない 差はない 差はない 差はない 差はない
5級 差がある 差はない 差はない 差はない 差はない 差はない
6級 差はない 差はない 差はない 差はない 差はない 差はない
7級 差はない 差はない 差がある 差はない 差はない 差はない
8級 差はない 差はない 差はない 差はない 差はない 差はない
9級 差はない 差はない 差はない 差はない 差はない 差はない
10級 差がある 差はない 差がある 差はない 差はない 差はない
11級 差がある 差はない 差はない 差はない 差はない 差はない
12級 差はない 差はない 差はない 差はない 差はない 差はない
13級 差がある 差がある 差がある 差がある 差がある 差がある
14級 差はない 差はない 差はない 差はない 差はない 差はない
15級 差がある 差がある 差はない 差はない 差はない 差はない
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好手率 悪手率 平均好手 平均悪手 平均損失
8段 差はない 差はない 差はない 差はない 差はない
7段 差はない 差はない 差はない 差はない 差はない
6段 差はない 差はない 差はない 差はない 差はない
5段 差はない 差はない 差はない 差はない 差はない
4段 差はない 差はない 差はない 差はない 差はない
3段 差はない 差はない 差はない 差はない 差はない
2段 差はない 差はない 差はない 差はない 差はない
初段 差はない 差はない 差はない 差はない 差はない
1級 差はない 差はない 差はない 差はない 差はない
2級 差はない 差はない 差はない 差はない 差はない
3級 差はない 差はない 差はない 差はない 差はない
4級 差はない 差はない 差はない 差はない 差はない
5級 差はない 差はない 差はない 差はない 差はない
6級 差はない 差はない 差はない 差がある 差はない
7級 差はない 差はない 差はない 差がある 差はない
8級 差はない 差はない 差はない 差はない 差はない
9級 差はない 差はない 差がある 差はない 差はない
10級 差がある 差はない 差がある 差はない 差がある
11級 差はない 差はない 差はない 差はない 差はない
12級 差はない 差はない 差はない 差はない 差はない
13級 差はない 差はない 差はない 差はない 差はない
14級 差はない 差はない 差はない 差はない 差はない




 評価値 P を用いた分析の各評価指標と級位・段位の相関分析の結果を Tab. 6-2-5 に示す．
分析範囲は実験 6.1 と同じ区間である．また，同様の分析範囲で 64 手目以前の評価指標の
相関分析の結果を Tab. 6-2-6，64手目以降の評価指標の相関分析の結果を Tab. 6-2-7に示す．  
  
Tab. 6-2-5 評価値 P による各評価指標の相関係数（全着手） 
 
 
Tab. 6-2-6 評価値 P による各評価指標の相関係数（64手目以前） 
 
 
Tab. 6-2-7 評価値 P による各評価指標の相関係数（64手目以降） 
 
 
 評価値 P の相関分析の結果，全評価指標どの分析範囲であっても相関係数の符号は一致
していることが確認できた．全着手と 64手で分割した 2つの範囲で共通して高い相関が確







全着手 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.914 -0.813 -0.815 -0.798 0.810 -0.822
15K~3D 0.877 -0.581 -0.682 -0.592 0.646 -0.655
3D~8D 0.975 -0.972 -0.869 -0.872 0.882 -0.879
64手以前 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.822 -0.764 -0.708 -0.789 0.726 -0.776
15K~3D 0.712 -0.526 -0.342 -0.622 0.491 -0.621
3D~8D 0.975 -0.985 -0.913 -0.962 0.788 -0.897
64手以降 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.920 -0.727 -0.847 -0.741 0.812 -0.807
15K~3D 0.843 -0.463 -0.773 -0.546 0.634 -0.625
3D~8D 0.961 -0.759 -0.863 -0.624 0.973 -0.930
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 評価値 Vを用いた分析の各評価指標と級位・段位の相関分析の結果を Tab. 6-2-8に示す．
分析範囲は実験 6.1と同じ区間である．  
 
Tab. 6-2-8 評価値 V による各評価指標の相関係数（全着手） 
 
 
Tab. 6-2-9 評価値 V による各評価指標の相関係数（64手目以前） 
 
 
Tab. 6-2-10 評価値 V による各評価指標の相関係数（64手目以降） 
 
 
 相関分析の結果，全着手と 64手で分割した 2つの範囲で共通して高い相関が確認できた







全着手 一致率 好手率 悪手率 平均好手 平均悪手 平均損失
15K~8D 0.914 -0.896 -0.902 -0.736 0.802 -0.795
15K~3D 0.877 -0.840 -0.849 -0.351 0.552 -0.525
3D~8D 0.975 -0.968 -0.970 -0.964 0.878 -0.947
64手以前 一致率 一致率 好手率 悪手率 平均好手 平均損失
15K~8D 0.822 -0.800 -0.821 -0.629 0.751 -0.708
15K~3D 0.712 -0.622 -0.706 -0.062 0.454 -0.283
3D~8D 0.975 -0.950 -0.967 -0.925 0.954 -0.954
64手以降 一致率 一致率 好手率 悪手率 平均好手 平均損失
15K~8D 0.920 -0.885 -0.875 -0.677 0.531 -0.666
15K~3D 0.843 -0.778 -0.725 -0.302 0.374 -0.376




評価値 P を用いた各評価指標の線形近似式を Tab. 6-2-11に示す．評価値 Vを用いた各評
価指標の線形近似式を Tab. 6-2-12 に示す． 
 
Tab. 6-2-11 評価値 P による各評価指標の回帰式と寄与率 
x:評価指標 回帰式 寄与率 
xm:一致率 y = 1003xm − 19550 (34) 0.83 
xG:好手率 y = −2324xG + 87249 (35) 0.66 
xB:悪手率 y = −2421xB + 82020 (36) 0.66 
xAve.G:平均好手 y = −12528xAve.G + 71082 (37) 0.64 
xAve.B:平均悪手 y = 9962xAve.B + 62111 (38) 0.66 
xAve.l:平均損失 y = −5788xAve.l + 67954 (39) 0.68 
 
Tab. 6-2-12 評価値 V による各評価指標の回帰式と寄与率 
x:評価指標 回帰式 寄与率 
xG:好手率 y = −1771xG + 64650 (40) 0.80 
xB:悪手率 y = −1878xB + 66690 (41) 0.81 
xAve.G:平均好手 y = −8604xAve.G + 79125 (42) 0.54 
xAve.B:平均悪手 y = 10574xAve.B + 88262 (43) 0.64 
xAve.l:平均損失 y = −5111xAve.l + 87928 (44) 0.63 
 
 続いて，複数の評価指標による重回帰分析を行う．重回帰分析は各説明変数同士が独立で
ある必要があることから評価値 P と評価値 V については一致率，好手率，悪手率，平均好
手，平均悪手を説明変数として用いる．線形近似する際は段級位を Tab. 4-1の初期 RP に割
り当てることで回帰式を求めた．回帰式と同時に寄与率の算出も行った．各段級位における






𝐲 = 𝟐𝟑𝟒𝟔𝒙𝒎 + 𝟑𝟏𝟔𝟗𝒙𝑮 + 𝟏𝟔𝟑𝟏𝒙𝑩 − 𝟖𝟐𝟒𝟓𝒙𝑨𝒗𝒆.𝑮 − 𝟐𝟗𝟏𝟖𝒙𝑨𝒗𝒆.𝑩 − 𝟏𝟕𝟔𝟗𝟓𝟏 (𝟒𝟓) 
 



















標である．そして Fig. 6-1-2, Fig. 6-1-4, Fig. 6-1-7から勝利時の散布が平均よりも低く敗北時
の散布が平均より高いことが確認できた．このことから，MCTS の勝率による好手の判定自
体は困難であると考えられる．一方で評価値 P と評価値 V ではほぼすべての評価指標にお
いて平均値に差は認められなかった． 
 












200 回の着手のある棋譜を分析するよりも 64 手を分析するほうが明らかに早くなると考え
られる． 
 












 実験結果から評価値 P と評価値 V の重回帰分析を用いることが，棋力推定に最も有効で















① 特定のプレイヤーの棋譜 10局（勝利時 5局，敗北時 5局）を実験 6.1，実験 6.2の手順
で勝率，評価値 P，評価値 V を計測する． 
② 得られた評価指標の平均値を算出する．（全体局の平均値，勝利時の対局の平均値，敗
北時の対局の平均値） 
③ 評価指標を実験 6.1，実験 6.2で得られた回帰式(7)～(46)に代入し RP を算出する． 
④ 算出した RP から Tab. 4-1を参照し，段級位を求める． 
 
棋力推定対象プレイヤーは“幽玄の間”より無作為に 10人抽出した．また，分析を行う
棋譜は実験 6.1,実験 6.2と異なるものとした．Tab.6-3-1に被験者のリストを示す．  
 




 19×19 路盤 











被験者 A B C D E F G H I J




実験 6-3における勝率を評価値として用いた棋力推定実験の結果を Tab. 6-3-2に示す．  
勝利時の評価指標から棋力推定を行った結果を Tab. 6-3-3，敗北時の評価指標から棋力推定




Tab. 6-3-2 MCTS による評価値を用いた棋力推定（勝利時 5局，敗北時 5局） 
 
 




Tab. 6-3-2 MCTS による評価値を用いた棋力推定（敗北時 5局） 
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率(1％) 悪手率(-1%) 重回帰
A 7D 4D 8D 1D 8D 2D 5D 1D 10K 8D
B 5D 1K 8D 6K 1D 2K 1K 8D 1D 3D
C 2D 4D 6D 4D 1K 5D 3D 8D 4D 3D
D 1D 4D 6D 4D 7K 1D 4K 8D 4K 3K
E 2K 2K 8D 6K 2D 3K 1K 8D 2K 1K
F 4K 9K 4D 12K 8K 10K 9K 8D 1K 10K
G 6K 8K 2D 10K 8K 18K 13K 9K 19K 4K
H 8K 7K 1K 6K 2D 2D 2D 8D 2K 4K
I 10K 15K 14K 14K 7K 8K 8K 2K 12K 9K
J 15K 19K 16K 16K 7K 14K 10K 7K 17K 16K
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率(1％) 悪手率(-1%) 重回帰
A 7D 4D 7D 1D 3D 1D 4D 1K 13K 6D
B 5D 5K 3D 9K 5K 5K 5K 5K 5K 5K
C 2D 8D 8D 3D 6D 5D 7D 8D 1D 6D
D 1D 1D 4D 1K 4K 2K 3K 4K 1K 1D
E 2K 6K 3K 5K 1K 1D 1D 3K 2K 3K
F 4K 14K 14K 3K 6K 1D 3K 6K 4K 4K
G 6K 10K 5K 5K 8K 17K 13K 6K 16K 16K
H 8K 6K 3K 5K 1K 1D 1D 3K 2K 3K
I 10K 13K 9K 9K 1K 9K 5K 3K 12K 15K





次に実験 6-3における評価値 P を用いた棋力推定実験の結果を Tab. 6-3-5に示す．  
評価値 V を用いた棋力推定実験の結果を Tab. 6-3-6 に示す． 
 








Tab. 6-3-6 評価値 V を用いた棋力推定（勝利時 5局，敗北時 5局） 
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 好手率(1％) 悪手率(-1%) 重回帰
A 7D 3D 4D 2K 8D 1D 3D 8D 6K 8D
B 5D 2D 7D 4K 6D 2K 1D 3D 1K 6D
C 2D 4K 7K 1D 8K 3D 6K 12K 3D 10K
D 1D 2K 8D 8K 4D 3K 2K 8D 2K 5D
E 2K 7K 1K 5K 3D 1D 1K 1D 3K 4D
F 4K 11K 5K 7K 7K 1K 8K 13K 4K 10K
G 6K 5K 4D 7K 6K 15K 16K 9K 14K 12K
H 8K 5D 8D 4K 7K 13K 15K 3K 3K 14K
I 10K 16K 12K 6K 13K 6K 15K 6K 9K 14K
J 15K 15K 3K 12K 4D 6K 4K 4K 8K 1K
被験者 段級位 一致率 好手率 悪手率 平均好手 平均悪手 平均損失 重回帰
A 7D 7D 8D 4D 5K 4K 4K 4D
B 5D 2D 1D 4D 5K 3K 4K 5D
C 2D 2K 2D 1K 4D 5D 5D 1D
D 1D 4D 4D 5D 10K 8K 9K 2D
E 2K 3K 5D 2K 5D 2K 2D 2K
F 4K 2K 4D 5K 2K 5K 4K 1D
G 6K 5K 1K 9K 6K 8K 7K 1K
H 8K 6K 2D 11K 16K 19K 18K 9K
I 10K 11K 3K 9K 1K 2K 1K 11K






6-3-7に実験 6. 3における回帰分析の性能を示す．また，分析方法ごとに RMSEが最も小さ
い値を示したものについて赤で強調する． 
 




被験者 段級位 好手率 悪手率 平均好手 平均悪手 平均損失 重回帰
A 7D 5D 6D 5D 4D 5D 6D
B 5D 2K 6D 6K 2D 3K 7D
C 2D 4K 2K 3K 1D 1K 1K
D 1D 1D 5D 2D 13K 5K 2K
E 2K 8K 2K 3K 8D 3D 2K
F 4K 2K 2K 5D 8D 7D 7K
G 6K 6K 7K 2K 5K 3K 9K
H 8K 5K 11K 3D 3D 3D 11K
I 10K 15K 12K 11K 8K 11K 12K
J 15K 8K 11K 4K 5K 4K 15K
全体局 勝利時 敗北時
一致率 3.435 5.541 5.559 2.702 2.702
好手率 5.710 4.615 7.629 6.140 4.604
悪手率 5.158 5.404 5.030 2.828 2.608
平均好手 5.282 5.187 6.716 7.537 7.014
平均悪手 5.967 6.008 5.459 7.273 8.276
平均損失 5.000 5.320 6.301 7.335 7.148
好手率（1％） 8.758 5.348 6.921
悪手率（-1％） 7.169 8.050 5.604

















 AQ を用いた棋力推定実験について 
 評価値 P の重回帰分析の結果，RMSE が 2.510程度の誤差で棋力を推定できた．被験者 F
以外については段位者と級位者についても分類できている． 
評価値 V の重回帰分析の結果，RMSE が 2.324 と本実験において最も小さい誤差を示し
ている．被験者 C，D以外については段位者と級位者についても分類できており推定精度の





 10人のプレイヤーの棋力推定実験の結果．特に評価値 Vでの棋力推定については実験 6.1
と実験 6.2の結果から予測した通り，RMSE が 2.324 で段級位を測定することができた． 
この棋力推定手法は本来，将棋やチェスにおける評価関数を用いたものであるが，本研究































付録 A 実験 6.1における 64手目以前の評価指標の散布及び平均値 
実験 6.1 における 64 手目以前の各級位・段位の一致率，好手率，悪手率の結果を Fig. A-
1, Fig. A-2, Fig. A-3に，平均好手，平均悪手，平均損失の結果を Fig. A-4, Fig. A-5, Fig. A-6に
示す．好手率（1％），悪手率（-1％）の結果を Fig. A-7, Fig. A-8に示す．  
 
 





Fig. A-2 MCTSによる好手率の計測データの散布，平均値の推移（64手目以前） 
 
 







Fig. A-4 MCTSによる平均好手の計測データの散布，平均値の推移（64手目以前） 
 
 







Fig. A-6 MCTSによる平均損失の計測データの散布，平均値の推移（64手目以前） 
 
 












付録 B 実験 6.1における 65手目以降の評価指標の散布及び平均値 
実験 6.1 における 65 手目以降の各級位・段位の一致率，好手率，悪手率の結果を Fig. B-
1, Fig. B-2, Fig. B-3に，平均好手，平均悪手，平均損失の結果を Fig. B-4, Fig. B-5, Fig. B-6に
示す．好手率（1％），悪手率（-1％）の結果を Fig. B-7, Fig. B-8に示す．  
 





Fig. B-2 MCTSによる好手率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. B-3 MCTS による悪手率の計測データの散布，平均値の推移（65手目以降） 
 
 





Fig. B-5 MCTSによる平均悪手の計測データの散布，平均値の推移（65手目以降） 
 
 














付録 C 実験 6.2 における 64 手目以前の評価指標の散布及び平均値（評価値 P） 
実験 6.2 における評価値 P を用いた際の 64 手目以前の各級位・段位の一致率，好手率，
悪手率の結果を Fig. C-1, Fig. C-2, Fig. C-3に，平均好手，平均悪手，平均損失の結果を Fig. 
C-4, Fig. C-5, Fig. C-6に示す．  
 
Fig. C-1 AQ による一致率の計測データの散布，平均値の推移（64手目以前） 
 
 





Fig. C-3 評価値 P による悪手率の計測データの散布，平均値の推移（64手目以前） 
 
 





Fig. C-5 評価値 P による平均悪手の計測データの散布，平均値の推移（64手目以前） 
 
 





付録 D 実験 6.2 における 65 手目以降の評価指標の散布及び平均値（評価値 P） 
実験 6.2 における評価値 P を用いた際の 65 手目以降の各級位・段位の一致率，好手率，
悪手率の結果を Fig. D-1, Fig. D-2, Fig. D-3に，平均好手，平均悪手，平均損失の結果を Fig. 
D-4, Fig. D-5, Fig. D-6に示す．  
 
Fig. D-1 AQによる一致率の計測データの散布，平均値の推移（65手目以降） 
 
 





Fig. D-3 評価値 P による悪手率の計測データの散布，平均値の推移（65手目以降） 
 
 













付録 E 実験 6.2 における 64 手目以前の評価指標の散布及び平均値（評価値 V） 
実験 6.2における評価値 V を用いた際の 64手目以前の各級位・段位の好手率，悪手率の
結果を Fig. E-1, Fig. E-2 に，平均好手，平均悪手，平均損失の結果を Fig. E-3, Fig. E-4, Fig. E-
5 に示す．  
 
Fig. E-1 評価値 V による好手率の計測データの散布，平均値の推移（64手目以前） 
 
 





Fig. E-3 評価値 V による平均好手の計測データの散布，平均値の推移（64手目以前） 
 
 









付録 F 実験 6.2 における 65 手目以降の評価指標の散布及び平均値（評価値 V） 
実験 6.2における評価値 V を用いた際の 65手目以降の各級位・段位の好手率，悪手率の
結果を Fig. F-1, Fig. F-2 に，平均好手，平均悪手，平均損失の結果を Fig. F-3, Fig. F-4, Fig. F-
5 に示す．  
 





Fig. F-2 評価値 V による悪手率の計測データの散布，平均値の推移（65手目以降） 
 
 
Fig. F-3 評価値 V による平均好手の計測データの散布，平均値の推移（65手目以降） 
 
 

























[1] I. Coulom, R.: Efficient selectivity and backup operators in Monte-Carlo tree search, Proceedings 
Computer and Games 2006 (2006). 
[2] D. Silver et al., ‘‘Mastering the game of go with deep neural networks and tree search,’’ Nature, 
vol. 529, pp. 484-489, (2016).  
[3] D. Silver et al., ‘‘Mastering the game of go without human knowledge,’’ Nature, vol. 550, no. 
7676, pp. 354–359, (2017).  
[4] T. Nakamichi and T. Ito, “Adjusting the Evaluation Function for Weakening the Competency 
Level of a Computer Shogi Program,” ICGA Journal, vol. 40, no. 1, pp. 15–31, 2018. 
[5] T. Ito, “Game Learning Support System Based on Future Position, Computer and Games 2018, 
International Computer Game Association 2018 in Taiwan, 2018. 
[6] 望月正行,景山充人,桑門昌太郎,日本バックギャモン協会:バックギャモンブック,河出書
房新社,(2017) 
[7] M. Guid, I. Bratko: “Computer Analysis of World Chess Champions.” JCGA Journal, 29(2), 
pp.65-73, (2006). 
[8] 山下 宏:将棋名人のレーティングと棋譜分析, The 19th Game Programming Workshop 
2014, pp9-16, (2014). 
[9] 濱野 航汰，松原 仁: 棋譜解析によるプレイヤーのレーティング推定, The 23th Game 
Programming Workshop 2018, pp95-100, (2018).  
[10] M. Guid and I. Bratko: “Using Heuristic-Search Based Engines for Estimating Human Skill at 
Chess,” ICGA journal, Vol. 34, No.2, pp. 71-81, 2011. 
[11] J. Moudrik, P. Baudis, R. Neruda: “Evaluating Go Game Records for Prediction of Player 
Attributes,” Computational Intelligence and Games, 2015 IEEE Conference on, pp. 162–168, 
2015. 
[12] 「The KGS Go Server」<https://www.gokgs.com/index.jsp?locale=ja_JP>, (2019年 12月 23
日アクセス). 
[13] 荒木 信夫: 囲碁に対する 2つの情報工学的アプローチ, 電気通信大学 平成 29年工
学博士の学位申請論文 
[14] 「SGFファイル形式」，<http://www.geocities.jp/nakamiya_town/SGF.html>, 2018 年 12月
23 日アクセス. 
[15] 「Gogui」，<https://sourceforge.net/projects/gogui/files/> (2018年 12月 23日アクセス). 
[16] 「日本棋院ネット対局 幽玄の間」，<https://u-gen.nihonkiin.or.jp/> (2018年 12月 23日
アクセス). 




[18] 小林 祐樹: モンテカルロ木探索を用いた強い囲碁プログラムの設計と開発, 電気通信
大学平成 28年修士論文.  
[19] 「Rayについて」，<http://computer-go-ray.com/> (2018年 12月 23日アクセス). 
[20] 「AQ」，<https://github.com/ymgaq/AQ> (2018年 12月 23日アクセス). 
