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We study a connection between chemical thermodynamics and information geometry. We clarify a
relationship between the Gibbs free energy of an ideal dilute solution and an information-geometric
quantity called an f -divergence. From this relationship, we derive information-geometric inequal-
ities that give a speed limit for a changing rate of the Gibbs free energy and a general bound of
chemical fluctuations. These information-geometric inequalities can be regarded as generalizations
of the Crame´r–Rao inequality for chemical reaction networks described by rate equations, where
unnormalized concentration distributions are of importance rather than probability distributions.
They hold true for oscillatory reaction networks and systems where the total concentration is not
conserved so that the distribution cannot be normalized. Our results apply to both closed and
open chemical reaction networks, so they are widely useful for thermodynamic analysis of chemical
systems from the viewpoint of information geometry.
I. INTRODUCTION
The history of chemical thermodynamics originates
around the middle of the 19th century [1, 2]. The chem-
ical reaction in an ideal dilute solution is one of the
main subjects in chemical thermodynamics. For exam-
ple, the static nature of an ideal dilute solution under
near-equilibrium condition has been well studied [3]. Af-
ter the invention of mathematics called chemical reac-
tion network theory (CRNT) around the 1970s [4, 5], its
dynamic properties have also been well investigated [6].
One of the most important results of CRNT is that a class
of chemical reaction networks called a complex balanced
network has a Lyapunov function, which can be associ-
ated with thermodynamic quantities such as the Gibbs
free energy [4, 7, 8]. This Lyapunov function is called
the pseudo-Helmholtz function, and its time derivative is
connected to the entropy production rate [9, 10].
On the other hand, thermodynamics for stochastic pro-
cesses have been well studied as stochastic thermody-
namics [11–14]. In stochastic thermodynamics, physical
quantities are given by probabilities, and we can dis-
cuss relationships between thermodynamics and infor-
mation theory [15–27] because probability plays a cru-
cial role in information theory [28]. For example, in
recent years, stochastic thermodynamics met a branch
of information theory called information geometry [29–
35], and its importance has been verified in recent
studies of thermodynamic uncertainty relations [36–44].
An information-geometric quantity called the Fisher in-
formation gives several geometric bounds such as the
Crame´r–Rao bound [28–30] and these bounds indicate
thermodynamic uncertainty relationships in stochastic
thermodynamics [34, 45–49].
Although analogy between stochastic thermodynam-
ics and chemical thermodynamics has been studied [9,
10, 12, 50–58], connections between chemical thermody-
namics and information theory are still vague because
rate equations which govern chemical reactions are based
on unnormalized concentration distributions rather than
probability distributions. Nevertheless, a few researches
have been conducted from the perspective of a connec-
tion between chemical thermodynamics and information
theory [10, 59], focusing on the fact that the pseudo-
Helmholtz function has a similar form to the Kullback–
Leibler divergence, which plays a fundamental role in in-
formation theory.
In this paper, we clarify a connection between chemical
thermodynamics and information theory from the view-
point of information geometry. In information geometry,
f -divergence is well studied as a measure of the differ-
ence between two positive measures. The two positive
measures do not have to be necessarily normalized like
probability distributions and the Kullback–Leibler diver-
gence may not be well defined for them. We show that the
pseudo-Helmholtz function is not given by the Kullback–
Leibler divergence, but by an f -divergence. Because the
pseudo-Helmholtz function is a representative quantity of
a chemical reaction system, this connection reveals how
an information-geometric concept plays a fundamental
role in chemical thermodynamics. Introducing a gener-
alization of the Fisher information from an f -divergence
and an average-like quantity which is more suitable to
chemical reaction networks than the ordinary average,
we obtain a generalization of the Crame´r–Rao inequality
to CRNT. This generalized Crame´r–Rao inequality indi-
cates the speed limit for the changing rate of the Gibbs
free energy in terms of the fluctuation of the chemical
potential. We numerically confirm the inequalities for an
oscillatory reaction network, specifically the Brusselator
model [60], and a system where the sum of concentra-
tions is not conserved so that the distribution cannot be
normalized.
This paper is organized as follows. In Sec. II, we
formulate chemical reaction networks and introduce the
pseudo-Helmholtz function. Sec. III is an introduction
to information geometry of both probability spaces and
positive measure spaces. We discuss mathematical prop-
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2erties of an f -divergence and the connection between
the Fisher information and an f -divergence. Sec. IV
gives information-geometric inequalities, which are the
main results of this paper. We show that a general-
ized Crame´r–Rao inequality gives the speed limit for the
changing rate of the Gibbs free energy in both subsys-
tems and the total system. In Sec. V, we confirm our
main results through two characteristic models of chem-
ical reaction networks. A conclusion and a further per-
spective of researches in Sec. VI. Appendix. A extends
our results to open chemical reaction networks.
II. THERMODYNAMICS OF CHEMICAL
REACTION NETWORKS
A. Kinetics of chemical reaction networks
In this paper, we consider the thermodynamics of a
dilute solution with the temperature and pressure kept
constant. Since the solvent is dominant, the volume is
regarded as a constant. We focus on closed systems, but
our results can be extended to open systems (see Ap-
pendix A).
We consider a chemical reaction network (CRN) con-
sisting of N species of molecules {Xi}i=1,2,...,N in a closed
vessel. A CRN is defined as a set of M reactions
N∑
i=1
νiρXi
k+ρ

k−ρ
N∑
i=1
κiρXi, (1)
where reactions are labled with ρ = 1, 2, . . . ,M , stoi-
chiometric coefficients νiρ, κiρ are nonnegative integers,
and k±ρ are rate constants. The reactions are assumed to
be reversible. In the closed CRN, the time evolution of
Xi’s concentration [Xi] is described by the following rate
equation
d[Xi]
dt
=
M∑
ρ=1
(κiρ − νiρ)Jρ, (2)
where Jρ is the reaction rate of the ρ-th reaction. Ac-
cording to Waage–Guldberg’s law of mass-action [61], the
reacion rate Jρ is given by
Jρ = J+ρ − J−ρ , (3)
with J+ρ = k+ρ
N∏
i=1
[Xi]νiρ , J−ρ = k−ρ
N∏
i=1
[Xi]κiρ , (4)
where J±ρ is the forward/reverse reaction rate. By the
coefficients in Eq. (2), we define the stoichiometric ma-
trix of the CRN as a N×M matrix with its (i, ρ)-element
Siρ := κiρ − νiρ, which corresponds to the change of [Xi]
when one unit of ρ-th reaction proceeds. The rate equa-
tion can be written briefly in vector notation as
d[X]
dt
= SJ . (5)
The rate equation Eq. (2) has a priori conserved quan-
tities. If ` ∈ RN satisfies
`TS = 0T, (6)
i.e., ` ∈ ker ST = {v | STv = 0}, the time derivative of
` · [X] is zero
d
dt
(` · [X]) = `TSJ = 0, (7)
where the superscript T means transposition. Thus ` · [X]
is conserved. We call a left null vector of a stoichiomet-
ric matrix a conservation law. Note that a closed CRN
has at least one conservation law, corresponding to the
conservation of the total mass.
B. Equilibrium conditions
In thermodynamics, it is postulated that a closed sys-
tem relaxes to equilibrium, at which a certain free energy
is minimized depending on the condition. In the present
case, the function to be minimized is the Gibbs free en-
ergy, so the equilibrium distribution [X]eq is defined as a
distribution that minimizes the Gibbs free energy.
Since the solution is supposed to be dilute, the Gibbs
free energy per unit volume G and the chemcal potentials
µi are expressed as
G =
N∑
i=1
µi[Xi]−RT
N∑
i=1
[Xi] +G0, (8)
µi =
∂G
∂[Xi]
= µ◦i (T ) +RT ln[Xi], (9)
where G0 is a constant, R is the gas constant, and µ◦i are
the standard chemical potentials, which are independent
of the concentration [2, 9, 10]. It is plausible to call G the
Gibbs free energy because the volume does not change.
Possible value of the concentration is restricted be-
cause the concentration changes obeying the rate equa-
tion. That can be seen by integrating the rate equation.
Let sρ be the ρ-th column vector of the stoichiometric
matrix, S = (s1, . . . , sM ). Then [X] at t is obtained as
[X] = [X]0 + S
∫ t
0
dt J (10)
= [X]0 +
M∑
ρ=1
(∫ t
0
dt Jρ
)
sρ, (11)
where [X]0 is the initial concentration. Thus a change of
concentration [X] − [X]0 must be a linear combination
of sρs. So a set of concentrations that [X] may reach is
given by
{[X]0 + Sξ | ξ ∈ RM} ∩ RN≥0, (12)
3where RN≥0 is the set of N -dimensional vectors with non-
negative elements. This set is called the stoichiometric
compatibility class [6], and ξ the extent of reaction.
A necessary condition for equilibrium can be obtained
as that the derivative of the Gibbs free energy with re-
spect to ξρ vanishes for all ρ,
∂G
∂ξρ
=
N∑
i=1
∂[Xi]
∂ξρ
∂G
∂[Xi]
=
N∑
i=1
Siρµeqi = ((µeq)TS)ρ = 0.
(13)
So the equilibrium distribution [X]eq satisfies
N∑
i=1
(µ◦i +RT ln[Xi]eq)Siρ = 0. (14)
Note that it means that the equilibrium chemical poten-
tial µeq is a conservation law.
On the other hand, an equilibrium state is often char-
acterized by the detailed balance, which is based on ki-
netics,
J+ρ = J−ρ . (15)
The consistency between the thermodynamic condition
of equilibrium (13) and this detailed balance condition
leads to a relation
k+ρ
k−ρ
= exp
(
− (µ
◦TS)ρ
RT
)
, (16)
which is called the local detailed balance property. It
can be regarded as a bridge between thermodynamics
and kinetics.
C. Gibbs free energy with divergence
From Eq. (13), µeq is a conservation law, therefore
µeq · [X] is time invariant
d
dt
(µeq · [X]) = (µeq)TSJ = 0. (17)
So the Gibbs free energy at equilibrium Geq can be ex-
pressed as
Geq = µeq · [X]eq −RT
N∑
i=1
[Xi]eq +G0 (18)
= µeq · [X]−RT
N∑
i=1
[Xi]eq +G0 (19)
for a concentration [X](6= [X]eq) of an arbitrary time,
namely, in the same stoichiometric compatibility class as
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FIG. 1. Schematic of a stoichiometric compatibility class and
the f -divergence. This f -divergence gives the difference of
the Gibbs free energy (G−Geq)/RT .
[X]eq. As a result, we obtain the expression
G−Geq
= (µ− µeq) · [X]−RT
N∑
i=1
[Xi] +RT
N∑
i=1
[Xi]eq (20)
= RT
N∑
i=1
(
[Xi] ln
[Xi]
[Xi]eq
− [Xi] + [Xi]eq
)
, (21)
by which a function is usually defined as
D([X]‖[X]eq) :=
N∑
i=1
(
[Xi] ln
[Xi]
[Xi]eq
− [Xi] + [Xi]eq
)
.
(22)
This suggestive form has been known for more than a half
century, and D([X]‖[X]eq) called the pseudo-Helmholtz
function [4], Shear’s Lyapunov function [7, 8] or the rel-
ative entropy [10] (see Fig. 1). In terms of information
geometry [29], it is regarded as an f -divergence of a posi-
tive measure space. As we see in Sec. III, an f -divergence
is nonnegative and equal to zero if and only if the two
arguments coincide. So G is greater than or equal to Geq,
and G = Geq only in equilibrium, [X] = [X]eq.
It is also known that the Gibbs free energy of a closed
system never increases under the mass-action kinetics,
i.e., it is a Lyapunov function of a closed CRN. To show
this fact, we calculate the time derivative of the Gibbs
4free energy
dG
dt
= µ · d[X]
dt
= µTSJ . (23)
From the local detailed balance property Eq. (16), µTS
can be transformed as
(µTS)ρ = (µ◦TS)ρ +RT ln
N∏
i=1
[Xi]Siρ
= −RT ln k
+
ρ
∏N
i=1[Xi]νiρ
k−ρ
∏N
i=1[Xi]κiρ
= −RT ln J
+
ρ
J−ρ
. (24)
By substituting it into Eq. (23), we have
dG
dt
= −RT
M∑
ρ=1
(J+ρ − J−ρ ) ln
J+ρ
J−ρ
≤ 0. (25)
The last inequality follows from the fact that the signs
of J+ρ − J−ρ and ln
(
J+ρ /J
−
ρ
)
are always the same for all
ρ. Since dG/dt is negative unless the detailed balance
is satisfied, and G is always not less than Geq, hence G
decreases to Geq monotonically. It should be noted that
using the f -divergence D between J+ and J−, Eq. (25)
can be expressed as
dG
dt
= −RT (D(J+‖J−) +D(J−‖J+)). (26)
III. INFORMATION GEOMETRY
Information geometry deals with a manifold of proba-
bility distributions p = (pi)i=1,2,...,N ∈ RN>0 that satisfy
the normalization condition
∑N
i=1 pi = 1, or a manifold of
positive measures on a discrete set m = (mi)i=1,2,...,N ∈
RN>0, which does not have to be normalized [29]. The
former manifold is called a probability simplex, and the
latter a positive measure space. We use the term ”distri-
bution” for either a probability distribution or a positive
measure in this section.
A. f-divergence
A divergence D(·‖·) is a measure of the separation be-
tween two distributions m and n that satisfies the fol-
lowing conditions [29]:
1. D(m‖n) ≥ 0
2. D(m‖n) = 0 ⇐⇒ m = n
3. D(m‖m+ dm) = 12
N∑
i,j=1
gijdmidmj + o(dm2),
and the matrix (gij) 1≤i,j≤N is positive definite.
Note that a divergence is similar to a distance func-
tion but actually not so because it is not symmetric
D(m‖n) 6= D(n‖m).
One of well-known divergences is an f -divergence [62],
which has the following form
D(m‖n) =
N∑
i=1
mif
(
ni
mi
)
. (27)
The function f has to fulfill some conditions. For both
kinds of manifold, f should be a convex differentiable
function which satisfies f(1) = 0. If one chooses f(x) =
− ln x, D becomes the Kullback–Leibler divergence. For
positive measure spaces, the condition f ′(1) = 0 is im-
posed additionally. f is called a standard convex function
when f ′′(1) = 1 holds.
The nonnegativity of an f -divergence is easily proved.
Let p and q be probability distributions in a probability
simplex. From Jensen’s inequality, we have
N∑
i=1
pif
(
qi
pi
)
≥ f
(
N∑
i=1
pi
qi
pi
)
= f(1) = 0. (28)
So an f -divergence on a probability simplex is nonnega-
tive and equal to zero if and only if p = q. On the other
hand, for a positive measure manifold, since f is convex
and f ′(1) = 0, f takes the minimum value 0 at x = 1.
Thus f is nonnegative, and so is an f -divergence since
the all coefficients of f are positive. An f -divergence is
zero if and only if f(ni/mi) = 0 for all i. It is equivalent
to that two distributions are the same.
B. Fisher information
Letting θ be the parameter of distributions and D a
divergence, the Fisher information I(θ) [29] is defined as
I(θ) :=
N∑
i,j=1
gij
dmi
dθ
dmj
dθ
, (29)
gij =
∂
∂mi
∂
∂mj
D(n‖m)
∣∣∣∣
n=m
. (30)
In information geometry,
ds2 :=
N∑
i,j=1
gijdmidmj ' 2D(m‖m+ dm) (31)
is interpreted as the square of the line element be-
tween two close distributions. So if the distributions are
parametrized by the time t, the Fisher information be-
comes the square of the speed on the manifold ds/dt,
I(t) =
N∑
i,j=1
gij
dmi
dt
dmj
dt
= ds
2
dt2
. (32)
5An f -divergence with a standard convex function leads
to gij = m−1i δij , where δij is Kronecker’s delta, then the
Fisher information always has the unique form
I(θ) =
N∑
i=1
1
mi
(
dmi
dθ
)2
. (33)
A significant fact related to the Fisher information is
the Crame´r–Rao inequality for a probability distribution
p(θ) [30]
Var(θˆ) ≥ 1I(θ) , (34)
where θˆ is an unbiased estimator of θ, that is, 〈θˆ〉θ :=∑N
i=1 pi(θ)θˆi = θ holds, and Var(θˆ) is the variance of θˆ,
〈(θˆ − 〈θˆ〉θ)2〉θ.
IV. INFORMATION GEOMETRY IN
CHEMICAL THERMODYNAMICS
A. Speed limit on the Gibbs free energy
A set of concentrations can be interpreted as a positive
measure space. The measures are concentrations [X], and
the measurable set is the index set of species. This space
is thought to have the a priori f -divergence, with its
standard convex function f(x) = − ln x+ x− 1,
D([X]‖[Y]) =
N∑
i=1
[Xi]f
(
[Yi]
[Xi]
)
=
N∑
i=1
(
[Xi] ln
[Xi]
[Yi]
− [Xi] + [Yi]
)
, (35)
because the Gibbs free energy is given by the following
form
G = Geq +RTD([X]‖[X]eq). (36)
Let us confirm that f is a standard convex function. It is
obviously smooth, and convex because f ′′(x) = 1/x2 > 0.
It is readily seen that the values at x = 1 are f(1) =
f ′(1) = 0 and f ′′(1) = 1. Hence, f is a standard convex
function.
The square of the line element between the equilibrium
concentration and a concentration close to it is related
to the Gibbs free energy. If a concentration is close to
equilibrium [X] = [X]eq + δ[X], the Gibbs free energy is
expressed as G = Geq + δG with a small deviation δG.
From Eq. (36), we obtain the expression of the square of
the line element ds2 = 2D([X]‖[X]eq) by the Gibbs free
energy
ds2 = 2
RT
δG. (37)
So the Gibbs free energy difference corresponds to the
square of the distance from the equilibrium concentration
in the near-equilibrium condition.
To state our main results, we define the concentration
integral 〈〈·〉〉 of a quantity q = (q1, q2, . . . , qN )T as
〈〈q〉〉 :=
N∑
i=1
qi[Xi]. (38)
A concentration integral coincides with an average if
the weight is normalized. It might be possible to use
not the concentration but the normalized concentration
[Xi]/
∑N
i=1[Xi] or the mole fraction as the weight. How-
ever, usually both of them do not obey any tractable
differential equations like the rate equation. Since we
would like to consider time evolution, we use a concen-
tration integral.
We further define the chemical variance of a chemical
potential
〈〈
∆µ2
〉〉
as
〈〈
∆µ2
〉〉
:=
〈〈
(µ− µeq)2〉〉 = N∑
i=1
(µi − µeqi )2[Xi], (39)
where (µ−µeq)2 means the vector ((µi − µeqi )2)i=1,2,...,N .
It is a variance-like quantity, but differs from a variance
in two aspects. One is that the weight is not normalized,
namely, it is defined by the concentration integral. The
other is that what is subtracted from the chemical po-
tential µ is not an average but the equilibrium chemical
potential µeq.
One of our main results is the fact that the time deriva-
tive of the Gibbs free energy is bounded above by the
product between the Fisher information and the chemi-
cal variance of a chemical potential∣∣∣∣dGdt
∣∣∣∣ ≤√I(t)√〈〈∆µ2〉〉, (40)
where |·| means the absolute value, and the Fisher infor-
mation I(t) is given by
I(t) =
N∑
i=1
1
[Xi]
(
d[Xi]
dt
)2
, (41)
because the divergence Eq. (35) is an f -divergence with
a standard convex function. This inequality gives an up-
per bound of the speed at which the Gibbs free energy
decreases with the information geometric quantity, the
Fisher information I(t). It is represented equivalently as
1
I(t)
(
dG
dt
)2
≤ 〈〈∆µ2〉〉 , (42)
which is similar to the Crame´r–Rao inequality Eq. (34).
We define a function of a quantity q, a reference value q¯,
and the time t as
vq(t, q¯) :=
√
I(t)
√
〈〈(q − q¯)2〉〉, (43)
6where (q− q¯)2 = ((qi − q¯i)2)i=1,2,...,N , then Eq. (40) can
be rewritten as ∣∣∣∣dGdt
∣∣∣∣ ≤ vµ(t,µeq). (44)
The proof of Eq. (40) is straightforward. From
Eq. (36), we have
dG
dt
= RT
N∑
i=1
d[Xi]
dt
ln [Xi][Xi]eq
(45)
=
N∑
i=1
d[Xi]
dt
(µi − µeqi ), (46)
then, using the Cauchy–Schwarz inequality, the inequal-
ity is obtained as follows∣∣∣∣dGdt
∣∣∣∣ =
∣∣∣∣∣
N∑
i=1
1√
[Xi]
d[Xi]
dt
√
[Xi](µi − µeqi )
∣∣∣∣∣ (47)
≤
√√√√ N∑
i=1
1
[Xi]
(
d[Xi]
dt
)2√√√√ N∑
i=1
[Xi](µi − µeqi )2. (48)
The above discussion can be extended to subsystems.
If we are concerned with some specific speices S =
{Xi}i∈AS ⊂ {X1,X2, . . . ,XN}, where AS is the index
set of S, we can define the partial Gibbs free energy GS
as
GS := RT
∑
i∈AS
(
[Xi] ln
[Xi]
[Xi]eq
− [Xi] + [Xi]eq
)
. (49)
The inequality Eq. (40) also holds for this partial Gibbs
free energy∣∣∣∣dGSdt
∣∣∣∣ ≤√IS(t)√〈〈∆µ2〉〉S =: vµ,S(t,µeq), (50)
where
IS(t) :=
∑
i∈AS
1
[Xi]
(
d[Xi]
dt
)2
(51)
〈〈
∆µ2
〉〉
S
:=
∑
i∈AS
(µi − µeqi )2[Xi]. (52)
The partial Gibbs free energy can show nontrivial be-
havior, e.g., oscillation, even in a closed CRN, while the
Gibbs free energy of a total system decreases monoton-
ically. So this bound Eq. (50) also becomes a nontrivial
one. The proof is almost the same as of Eq. (40).
B. Generalized Crame´r–Rao inequality for
chemical reaction networks
We consider the result in the previous section further.
If we use the original definition of the Gibbs free energy
???????????????
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FIG. 2. Geometric picture of q and other quantities appear-
ing in Sec.IV B for N = 3. q¯min, which makes the right hand
sides of the inequalities Eq. (55) and Eq. (56) smallest, is
obtained as a projection of q onto kerST, which is perpendic-
ular to the stoichiometric compatibility class. It is not the
orthogonal projection in the Euclidean space. Instead, X1/2q
is orthogonally projected to X1/2q¯min.
Eq. (8), the time derivative of G is given by
dG
dt
=
N∑
i=1
d[Xi]
dt
µi, (53)
while in Eq. (46) there is the additional term
−∑Ni=1(d[Xi]/dt)µeqi . This is because µeq satisfies
Eq. (13), thus is orthogonal to d[X]/dt = SJ . So it is
crucial for the speed limit Eq. (40) that µeq is a con-
servation law. This suggests that we can make use of
conservation laws to evaluate the time derivative of a
concentration integral.
For example, letting q¯ be a conservation law, we can
add 0 = −q¯ · (d[X]/dt) to the time derivative of 〈〈q〉〉
d
dt
〈〈q〉〉 = q · d[X]
dt
= (q − q¯) · d[X]
dt
. (54)
Then, we obtain the following inequality in the same way
as the proof of Eq. (40)∣∣∣∣ ddt〈〈q〉〉
∣∣∣∣ ≤√I(t)√〈〈(q − q¯)2〉〉 = vq(t, q¯), (55)
or equivalently
1
I(t)
(
d
dt
〈〈q〉〉
)2
≤ 〈〈(q − q¯)2〉〉 . (56)
7We may call this inequality the generalized Crame´r–Rao
inequality for a CRN.
We can construct the q¯(=: q¯min) that minimizes
vq(t, ·). We introduce a diagonal matrix X
Xij := δij [Xi], (57)
then we can rewrite
〈〈
(q − q¯)2〉〉 as
N∑
i=1
(qi − q¯i)2[Xi] =
∥∥∥X1/2(q − q¯)∥∥∥2 (58)
=
∥∥∥X1/2q − X1/2q¯∥∥∥2, (59)
where ‖·‖ is the Euclidean norm. Since the linear space
that X1/2q¯ belongs to is
X1/2 ker ST := {X1/2` | ` ∈ ker ST}, (60)
we see that Eq. (59) is smallest when X1/2q¯ is the or-
thogonal projection of X1/2q onto X1/2 ker ST (see Fig. 2).
Therefore, letting {X1/2`λ}λ=1,2,...,Λ be an orthonormal
basis of X1/2 ker ST, q¯min is given by
q¯min = X−1/2
Λ∑
λ=1
(X1/2`λ · X1/2q)X1/2`λ (61)
=
Λ∑
λ=1
((`λ)TXq)`λ. (62)
These results can be restricted to subsystems as
Eq. (50). For a subset of species S, we have∣∣∣∣ ddt 〈〈q〉〉S
∣∣∣∣ ≤ vq,S(t, q¯) (63)
:=
√
IS(t)
√∑
i∈AS
(qi − q¯i)2[Xi]. (64)
The right-hand side is minimized when q¯i = q¯mini for all
i ∈ AS .
In the near-equilibrium condition, it can be proved that
µeq coincides with µ¯min in the first order of the deviation
∆[X] := [X]− [X]eq. For any ` ∈ ker ST,(
X1/2(µ− µeq)
)
· X1/2` (65)
= RT
N∑
i=1
[Xi] ln
[Xi]
[Xi]eq
`i (66)
= RT
N∑
i=1
`i([Xi]− [Xi]eq) +O(∆[X]2) (67)
= RT∆(` · [X]) +O(∆[X]2), (68)
and ` · [X] does not change in time, so that X1/2(µ−µeq)
is orthogonal to X1/2 ker ST. This means that X1/2µ is
orthogonally projected to X1/2µeq ∈ X1/2 ker ST, there-
fore we see µeq ' µ¯min. Then the speed limit Eq. (40) is
the tightest Crame´r–Rao bound near equilibrium in the
first order of the concentration deviation.
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FIG. 3. The time evolutions of X and Y’s concentrations
obtained by integrating Eq. (70) with the parameters k+1 =
1× 10−3, k−1 = k+2 = k−2 = 1, k+3 = 1× 10−2, k−3 = 1× 10−4,
[X]0 = 1, [Y]0 = 6, [A]0 = [B]0 = 1× 103. They oscillate, then
relax to the equilibrium.
V. EXAMPLES
Through two characteristic examples of CRN, we check
the inequalities Eq. (40), (50), and (55).
A. Brusselator
The first example is the Brusselator [60, 63], which
is a notable model of oscillating reactions such as the
Belousov–Zhabotinsky reaction. We consider the follow-
ing CRN
A
 X
2X + Y
 3X
X + B
 Y + A
(69)
Then the concentrations obey the rate equation below
d[X]
dt
= J1 − J3
d[Y]
dt
= −J2 + J3
d[A]
dt
= −J1 + J3
d[B]
dt
= −J3,
(70)
where
J1 = k+1 [A]− k−1 [X] (71)
J2 = k+2 [X]2[Y]− k−2 [X]3 (72)
J3 = k+3 [X][B]− k−3 [Y][A]. (73)
In a usual Brusselator model, the change of two species,
X and Y, are of interest, so the others are assumed to be
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FIG. 4. The speed limit Eq. (40) with respect to the reac-
tion system (69). The speed of the Gibbs free energy change
cannot exceed vµ(t,µeq).
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FIG. 5. The speed limit Eq. (40) for a subset S = {X,Y}.
The speed of the partial Gibbs free energy change also does
not exceed the corresponding function vµ,S(t,µeq).
constant because of the abundance. On the other hand,
we consider the system as closed, so we do not set [A]
and [B] constant, but sufficiently large to observe the
oscillation of [X] and [Y].
While the Brusselator exhibits an oscillation of concen-
tration as in Fig. 3, |dG/dt| is suppressed by vµ(t,µeq) as
shown in Fig. 4. The speed limit Eq. (40) is verified for
the oscillating case. Also the inequality for the partial
Gibbs free energy Eq. (50) can be confirmed. Focusing
on S = {X,Y}, we show its appearance in Fig. 5.
B. A model in which the total concentration does
not conserve
We confirm the validity of Eq. (55) furthermore by
observing the following CRN.
2A
 B
A + B
 B + C (74)
This CRN is simple but sufficient to break the conserva-
tion of total concentration as shown in Fig. 6. Note that
the preceding Brusselator model looks complicated but
preserves the total concentration, [X] + [Y] + [A] + [B],
so the concentration can be normalized by deviding this
constant.
The stoichiometric matrix is
S =
−2 −11 0
0 1
 , (75)
so that the conservation law is only
` =
12
1
 (76)
up to a scale factor. Therefore [A] + 2[B] + [C] =: L
becomes a constant instead of the total concentration.
If we set q = (1, 1, 1)T, 〈〈q〉〉 is the total concentration
〈〈q〉〉 = [A] + [B] + [C]. (77)
The projection q¯min is given by
q¯min = `
TXq
`TX` ` =
L
[A] + 4[B] + [C]`. (78)
Then the change of the total concentration is bounded as
in Fig. 7. To compare with the tightest bound vq(t, q¯min),
the bound given by the trivial conservation law q¯ = 0,
vq(t, 0), is presented together.
VI. CONCLUSION
We have studied thermodynamics of chemical reaction
networks in terms of information geometry. We have
derived the information-geometric inequalities Eq. (40),
(55) that give universal speed limits for relaxation. The
inequalities hold even if the system is oscillating or does
not conserve the total number of molecules. It has been
revealed that the Crame´r–Rao-like inequality Eq. (56)
holds out of probability space. These results are mainly
based on the form of the Gibbs free energy that in-
cludes the f -divergence D([X]‖[X]eq) and the conserva-
tion quantities dwelling in a CRN. Our study provides a
new perspective on chemical thermodynamics in terms of
information geometry. It would be useful for further in-
vestigations in biophysics because chemical reactions are
one of the most important components of life.
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FIG. 6. The time evolution of the concentrations in the CRN
Eq. (74) calculated with the parameters k+1 = k−1 = k+2 =
1, k−2 = 1× 10−5, [A]0 = 1, [B]0 = [C]0 = 1× 10−5. The total
concentration [A] + [B] + [C] (dashed line) is not constant.
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FIG. 7. Bounds on the changing rate of the total concentra-
tion 〈〈q〉〉. The bound given by q¯min is much tighter than that
given by q¯ = 0.
Positive measure spaces considered in information ge-
ometry are usually just the positive orthant of RN in
fact, so they are less nontrivial than probability spaces.
However, the stoichiometric compatibility class, which is
given for an initial concentration, is reminiscent of a prob-
ability simplex. In the latter, distributions are confined
due to the normalization condition
∑
i pi = 1, while in
the former, due to the conservation laws
∑N
i=1 `
λ
i [Xi] =
const.. Further studies on the differential geometry of a
stoichiometric compatibility class would lead to interest-
ing discoveries in chemical thermodynamics.
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Appendix A: Open CRN
We have already seen the connection between the
Gibbs free energy and the f -divergence in a closed CRN.
On the other hand, in an open CRN, the Gibbs free en-
ergy is not directly related to the f -divergence, even in
a CRN called a complex balanced network where the f -
divergence becomes a Lyapunov function. This is because
the chemical potential at a steady-state is not a conserva-
tion law in general. However, we can associate the Gibbs
free energy with the f -divergence in two ways of trans-
formation. In this appendix, we formulate open CRNs,
associate the Gibbs free energy with the f -divergence in
two ways, then discuss the speed limit on the transformed
Gibbs free energy and the concentration integrals of gen-
eral quantities.
1. Setup for open CRNs
Let {Yj}j=1,2,...,N ′ be the chemical species that are ex-
changed with the environment, and {Xi}i=1,2,...,N be the
other internal species [10]. The former is assumed to be
chemostatted, that is, their concentrations are constant.
The CRN consisting of them is expressed as
N∑
i=1
νiρXi +
N ′∑
j=1
ν(N+j)ρYj
k+ρ

k−ρ
N∑
i=1
κiρXi +
N ′∑
j=1
κ(N+j)ρYj . (A1)
The stoichiometric matrix S = (κiρ − νiρ)ρ=1,...,Mi=1,...,N+N ′ can
be decomposed into an N rows of X part and an N ′ rows
of Y part
S =
(
SX
SY
)
, (A2)
where SXiρ = κiρ − νiρ (i = 1, 2, . . . , N) and SYjρ =
κ(j+N)ρ − ν(j+N)ρ (j = 1, 2, . . . , N ′). Hereafter, for an
N + N ′ row quantity Q, we let QX be the first N rows
and QY the remainder as the above case. Since the con-
centrations of the chemostatted species are assumed to
be constant, the dynamics are expressed by the following
rate equation
d[Z]
dt
:= d
dt
(
[X]
[Y]
)
=
(
SXJ
0
)
, (A3)
where [Z]T =
(
[X]T [Y]T
)
. A steady-state is defined as
a state at which the concentration does not change in
time, SXJ = 0.
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In an open CRN, `·[Z] is not necessarily conserved even
if ` is a conservation law, i.e., `TS = 0T holds. Since we
have
d
dt
(` · [Z]) = (`X)TSXJ , (A4)
` · [Z] is conserved if `X belongs to ker(SX)T. So a con-
servation law ` leads to a conserved quantity if ` is an
element of the linear space
(
ker(SX)T × RN ′
)
∩ker ST =:
LX, where × means the direct product between two lin-
ear spaces.
2. One way to associate G with D
One way to associate the Gibbs free energy with the
f -divergence is to decompose a basis of the space of con-
servation laws ker ST, used in Ref. [10]. This method can
be used only when the steady-state is detailed balanced.
To construct the desired basis, we exploit the lin-
ear space LX. Let {`λu}λu=1,2,...,Λu be a basis of LX,
then we obtain a basis of ker ST by adding some vec-
tors {`λb}λb=1,2,...,Λb . The former vectors lead quantities
`λu · [Z] that are conserved, so are called unbroken con-
servation laws. Then, the latter are broken conservation
laws. Note that `λb · [Z] might be invariant even though
`λb is named broken.
From the local detailed balanced condition Eq. (16),
we have the following relation (see Eq. (24))
(µTS)ρ = −RT ln
J+ρ
J−ρ
. (A5)
So if we suppose the steady-state to be detailed balanced,
i.e., be an equilibrium, the chemical potential at equi-
librium µeq becomes a conservation law. Then we can
expand it with the prepared basis as
µeq =
Λu∑
λu=1
fλu`
λu +
Λb∑
λb=1
fλb`
λb . (A6)
We define a function G1 by
G1 := G−
Λb∑
λb=1
fλb`
λb · [Z], (A7)
which is called the transformed Gibbs free energy in
Ref. [10]. From Eq. (8) and the expansion of µeq
Eq. (A6), we see
G1 =
N+N ′∑
i=1
([Zi]µi −RT [Zi]) +G0
−
(
µeq · [Z]−
Λu∑
λu=1
fλu`
λu · [X]
)
.
(A8)
Since the concentrations of the chemostatted species are
constant, [Yj ] coincide with [Yj ]eq. Therefore we have
G1 =
N∑
i=1
([Xi](µi − µeqi )−RT [Xi]) + const. (A9)
= RT
N∑
i=1
(
[Xi] ln
[Xi]
[Xi]eq
− [Xi] + [Xi]eq
)
+ const.,
(A10)
where we use the fact that RT [X]eq is constant. The last
constant term is equal to G1 at the equilibrium, so we
write it Geq1 . We finally obtain the following equation as
in the closed CRN
G1 = Geq1 +RTD([X]‖[X]eq). (A11)
The transformation from G to G1 Eq. (A7) looks like
the Legendre transformation, so it might have a physical
meaning. On the other hand, we should note that G1 has
an arbitrariness regarding the way to choose the basis.
3. Another way to associate G with D
Another way of association is simpler than the preced-
ing one. Letting [Z]ss be the concentration at a steady-
state and µss = (µ◦i +RT ln[Zi]ss)i=1,...,N+N ′ the chemi-
cal potential, we define
G2 := G− µss · [Z]. (A12)
Since [Yj ] coincide with [Yj ]ss as in the detailed balanced
case, we have
G2 =
N∑
i=1
([Xi](µi − µssi )−RT [Xi]) + const. (A13)
=
N∑
i=1
([Xi](µi − µssi )−RT [Xi] +RT [Xi]ss) + Gss2
(A14)
= Gss2 +RTD([X]‖[X]ss), (A15)
where Gss2 is G2 at the steady-state. By removing the
arbitrariness that the other association has, this method
can give the form of the f -divergence for any steady-
state, while the other one can be used only for equilibrium
states.
G2 coincides with G1 up to a constant if the steady-
state is detailed balanced because
G2 = G− µeq · [Z] (A16)
= G1 −
Λu∑
λu=1
fλu`
λu · [Z] (A17)
and `λu · [Z] are constants. Thus G2 is a generalization of
G1, then we denote G2 as G and call it the transformed
Gibbs free energy.
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4. Speed limit and generalized Crame´r–Rao
inequality
We can derive a speed limit for the transformed Gibbs
free energy of an open CRN. The following inequality is
obtained in the same way as Eq. (40)∣∣∣∣dGdt
∣∣∣∣ ≤√ISX(t)√〈〈(µ− µss)2〉〉SX , (A18)
where SX = {X1, . . . ,XN}, hence
ISX(t) =
N∑
i=1
1
[Xi]
(
d[Xi]
dt
)2
(A19)
〈〈
(µ− µss)2〉〉
SX
=
√√√√ N∑
i=1
(µi − µssi )2[Xi]. (A20)
Other speed limits in open CRNs are obtained by using
quantities pertaining to the internal species as above. For
a quantity q ∈ RN+N ′ , a speed limit on the change of 〈〈q〉〉
is given by
∣∣∣∣ ddt〈〈q〉〉
∣∣∣∣ ≤√ISX(t)√〈〈(q − q¯)2〉〉SX , (A21)
where q¯ is an element of ker(SX)T × RN ′ , and 〈〈·〉〉 is the
concentration integral with respect to [Z]. The gener-
alized Crame´r–Rao bound for an open CRN is also ob-
tained as
1
ISX(t)
(
d
dt
〈〈q〉〉
)2
≤ 〈〈(q − q¯)2〉〉
SX
. (A22)
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