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An accurate representation of molecular association is a vital ingredient of advanced equations of state (EOSs), providing a
description of thermodynamic properties of complex fluidswhere hydrogen bonding plays an important role. The combination
of the first-order thermodynamic perturbation theory (TPT1) of Wertheim for associating systems with an accurate descrip-
tion of the structural and thermodynamic properties of the monomer fluid forms the basis of the statistical associating fluid
theory (SAFT) family of EOSs. The contribution of association to the free energy in SAFT and related EOSs is very sensitive
to the nature of intermolecular potential used to describe the monomers and, crucially, to the accuracy of the representation of
the thermodynamic and structural properties. Here we develop an accurate description of the association contribution for use
within the recently developed SAFT-VRMie framework for chain molecules formed from segments interacting through aMie
potential [T. Lafitte, A. Apostolakou, C. Avendan˜o, A, Galindo, C. S. Adjiman, E. A. Mu¨ller, and G. Jackson, J. Chem. Phys.
139, 154504 (2013)]. As the Mie interaction represents a soft-core potential model, a method similar to that adopted for the
Lennard-Jones potential [E. A. Mu¨ller and K. E. Gubbins, Ind. Eng. Chem. Res. 34, 3662 (1995)] is employed to describe
the association contribution to the Helmholtz free energy. The radial distribution function (RDF) of the Mie fluid (which is
required for the evaluation of the integral at the heart of the association term) is determined for a broad range of thermody-
namic conditions (temperatures and densities) using the reference hyper-netted chain (RHNC) integral-equation theory. The
numerical data for the association kernel of Mie fluids with different association geometries are then correlated for a range of
thermodynamic states to obtain a general expression for the association contribution which can be applied for varying values
of theMie repulsive exponent. The resulting SAFT-VRMie EOS allows for a much improved description of the vapour-liquid
equilibria and single-phase properties of associating fluids such as water, methanol, ammonia, hydrogen sulphide, and their
mixtures. A comparison is also made between the theoretical predictions of the degree of association for water and the extent
of hydrogen bonding obtained from molecular simulations of the SPC/E and TIP4P/2005 atomistic models.
Keywords: hydrogen bonding; complex associating fluids; statistical mechanics; integral equation theory; perturbation
theory
1. Introduction
One of the principal motivations for the development of the
statistical associating fluid theory (SAFT) [1,2] in the late
1980s was the need for a rigorous and reliable equation of
state (EOS) for the thermodynamic properties and phase
equilibria of associating fluids; these systems could not be
described in an adequate manner with the more traditional
cubic EOSs available at the time. The most important class
of associating fluids involves the formation of hydrogen
bonds. Since the inception of the idea of hydrogen bond-
ing (HB) as a specific interaction in the early part of the
twentieth century, numerous studies have been devoted to
understanding the various forms of hydrogen bonds, re-
sulting in a wealth of literature (see, e.g., references [3–6]
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and citations therein). This is due to both the specificity of
the hydrogen bond, which makes it scientifically intrigu-
ing and challenging to describe, and its ubiquitous nature
particularly in biological systems. In the early days of quan-
tum mechanics, Lennard-Jones and Pople [7,8] described
molecular association in terms of a ‘crude’ but chemically
intuitive representation based on the hybridisation of atomic
orbitals into molecular orbitals. In the case of water, the
molecule can be pictured as an oxygen atom with two hy-
droxyl (OH) bonds and two orbitals corresponding to the
‘lone pairs’ of electrons; the interaction of the slight posi-
tive charge at the centre of the OH bond with the negative
charge of the lone-pair orbitals leads to a localised, and
therefore directional, HB interaction. The precise nature of
C© 2015 The Authors. Published by Taylor & Francis
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the hydrogen bond has been the subject of long-standing de-
bate. It is rather surprising that even as recently as 2011 two
complementary review articles [5,6] were devoted entirely
to the definition of the hydrogen bond; the first of these [5]
contains a fascinating historical overview of the subject. In
the context of our current contribution, the subtleties of dif-
ferent definitions are not of prime importance; we consider
HB simply in terms of the specific interactions exhibited
predominantly by molecules with a hydrogen atom directly
linked to an electronegative atom, found in compounds such
as alcohols, carboxylic acids, amines, thiols, or halides.
The challenging aspects of modelling the effect of HB
and association in fluids at the molecular level have also
been recognised for a long time. One of the first rigor-
ous treatments of associating fluids within a continuum
statistical-mechanical framework was proposed by Hill
[9–12] 60 years ago following a description based on phys-
ical clusters; there had been some earlier studies with lat-
tice models (see, e.g., references [13] and [14]) but these
are not discussed here as our focus is on a continuum
representation of the system. Hill’s approach has subse-
quently been reformulated as cluster expansions of the free
energy and EOS in terms of the density or the fugacity
(activity) of the fluid; representative examples include the
work of Andersen and co-workers [15–18], Chandler and
Pratt [19], Hirata [20], and Høye and Olaussen [21], to
name but a few. Along an alternative vein, simple models
of associating fluids have been examined with traditional
integral-equation theories, including the work of Ben-Naim
[22–25], Carnie and co-workers [26,27], Stell and co-
workers [28–32], and Nezbeda and co-workers [33–36].
Of particular relevance to our current work is the seminal
theory of Wertheim [37–40] for associating fluids which is
based on a highly-convergent cluster expansion in terms of
both the density of the monomer (un-associated) species
and the overall density. Wertheim put forward an elegant
formalism (for molecules modelled as hard cores with di-
rectional, off-centre bonding sites) cast both as an integral-
equation theory and as a first-order thermodynamic pertur-
bation theory (TPT1); the latter form is particularly conve-
nient for the development of algebraic EOSs for associating
fluids [41,42] and is now firmly at the heart of the SAFT
family of EOSs [1,2,43–48].
An accurate representation of the structure and ther-
modynamic properties of the reference monomer fluid is
required for the implementation of Wertheim’s perturbative
approach. In the case of a TPT1 treatment, one assumes that
bonding at a given site is independent of bonding at another,
and furthermore only single bonding is permitted (a reason-
able assumption if the range of the bonding interaction is
small compared to the size of the molecular cores [49]); as a
consequence, the contribution to the free energy due to site-
site association can be determined simply from a knowledge
of the pair (two-body) radial distribution function (RDF) of
the reference un-associated fluid. The three-body distribu-
tion function is required to extend the perturbation theory
to second order (TPT2), allowing for an explicit description
of higher-order steric effects on the bonding and hence of
the molecular geometry/flexibility [50–56]. A key feature
of the Wertheim formalism is that by taking the limit of
complete association, one can further develop expressions
for the contributions to the free energy due to the formation
of fully bonded dimers [57] or flexible molecular chains
comprising bonded monomeric segments [42,50,58]. The
Wertheim TPT1 treatment therefore provides a route to the
separate contributions to the EOS for both reversible as-
sociation (e.g., resulting from intermolecular HB) and for
molecules formed from bonded segments. A consideration
of mixtures of associating monomers can also be employed
to provide a reliable description of the thermodynamic prop-
erties of heteronuclear dimers [59,60], trimers [61,62], and
generic molecules formed from segments of different type
[55,62–71]; such a formalism has been invaluable in the
recent development of group-contribution approaches for
heteronuclear molecules based on the SAFT EOS, allow-
ing for the separate chemical moieties to be considered
explicitly [72–78].
Wertheim’s theoretical framework has now been ex-
tended to deal with association into ring-like structures
[53,54,79–85], double bonding [85,86], and the effects of
cooperative bonding on the energetics of the association
interactions [84,87,88]. A number of recent developments
have been made to increase the scope and general appli-
cability of Wertheim’s approach [89–96], largely motivated
by a new found interest in the theory as applied to the de-
scription of the effect of association on the properties and
phase behaviour of proteins and patchy colloids (e.g., see
references [97–108]).
It is clear from the preceding discussion that a rigorous
statistical mechanical treatment of all manner of bonding
schemes in continuum fluids is now available. However, a
sophisticated (and computationally costly) numerical pro-
cedure is generally required for its implementation. The aim
of our current work is the provision of an algebraic plat-
form for the accurate treatment of associating fluids (at the
Wertheim TPT1 level) interacting via the generic Mie (gen-
eralised Lennard-Jones) potential. We examine the impor-
tance of incorporating an accurate representation of the pair
distribution function of the Mie reference fluid in the de-
velopment of a reliable TPT1 description of the association
contribution to the Helmholtz free energy for associating
molecules represented as Mie cores with off-centre square-
well (SW) bonding sites. The various approximate method-
ologies commonly employedwith the SAFT family of EOSs
to obtain tractable expressions for the integrated associa-
tion strength (which characterises the degree of association
and its effect on the free energy and other thermodynamic
properties of the fluid) are discussed, and a critical assess-
ment of the respective advantages and disadvantages of each
approach is provided. A detailed analysis of the adequacy
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of the expressions for the integrated association strength
developed at the different levels of approximation is made
based on a comparison of the performance of the description
of the degree of association and thermodynamic properties.
Novel generic algebraic expressions for the integrated as-
sociation strength of associating fluids are proposed for use
with the SAFT EOSs based on the Mie reference system.
As a final assessment of our new treatment of the associa-
tion contribution, the expressions are coupled to a version
of the SAFT EOS for interactions of variable range (SAFT-
VR) [109,110] which has been developed recently to allow
for a generic description of non-associative molecular seg-
ment interactions with a Mie potential form (SAFT-VR
Mie) [111]. The SAFT-VR Mie EOS with our improved
treatment of the association contribution is then used to
represent the thermodynamic properties, fluid-phase equi-
libria, and degree of association of real associating fluids,
including water, methanol, ammonia, hydrogen sulphide,
and aqueous mixtures. Although the focus of our current
work is on the use of the Mie potential as the underlying
molecular model, it is important to emphasise that much
of the analysis is completely general, and that our method-
ology will be of direct relevance to fluids described with
other intermolecular interactions, such as the ubiquitous
Lennard-Jones (LJ) (12-6) potential (which is but a specific
form of the Mie interaction).
2. Intermolecular potential model and theory
2.1. Models of associating fluids
Any rigorous statistical mechanical treatment of associ-
ating fluids should of course be based on a well-defined
intermolecular potential model which is appropriate for
the representation of the particular interactions between
molecules, including HB. The models must be sufficiently
simple to accommodate the development of the theory, yet
must allow one to capture key aspects of the essential
physics to provide a satisfactory description of the ther-
modynamics of the association.
The earliest models of associating fluids are based on
a classical description of the molecular interactions where
a Lennard-Jones core (which represents the intermolecular
repulsions and London-dispersion attractions) is decorated
with a number of distributed point charges (to account for
the polarity and the specific directional interactions that
give rise to the association). The ever-increasing prolif-
eration of distributed-charge LJ potentials for water (the
omnipresent associating molecule) widely employed in di-
rect molecular simulation (including, e.g., the BNS [24,25],
ST2 [112,113], SPC [114,115], and TIP [116–120] families
of models) are descendants of the intermolecular models
proposed early on by Bernal and Fowler [121], Rowlinson
[122,123], Pople [8], and Bjerrum [124]. Unfortunately, the
development of tractable and, more particularly, analytical,
statistical-mechanical theories of distributed-charge mod-
els of this type still remains elusive, and the corresponding
theoretical description of the structural and thermodynamic
properties is at best only qualitative.
On the other hand, simpler intermolecular models of
associating fluids allow one to develop a statistical me-
chanical platform (e.g., integral-equation or perturbation
theories) for an accurate representation of the structural
and thermodynamic properties of the systems. These sim-
pler intermolecular potentials not only provide a route to
an amenable description of real associating fluids, but also
allow one to gain physical insight into the effect of asso-
ciation on the behaviour of the system at a fraction of the
computational cost. As may have become apparent from
the introductory section, a variety of different prototypi-
cal intermolecular potential models have been employed
in the development of theories for associating molecules
(see the review of Nezbeda [125] for further details). The
models introduced by Ben-Naim [23–25] are based on a
Lennard-Jonesium molecular core with directional attrac-
tive sites characterised by an angular-dependent Gaussian
cutoff; this type of model has been used to study the anoma-
lous properties of pure water, including the maximum in
the liquid density close to the triple point, the minimum
in the isothermal compressibility, and its large heat capac-
ity [126–128]. Related models incorporating association
sites with an angular-dependent SW conical cutoff have
also been used in a number of studies [18,41,98,129], as
have models with an internal SW bonding region which
can be used to mimic chemical association [28,29]. Al-
ternatively, one can employ models comprising molecular
cores with embedded off-centre (but now spherically sym-
metrical) SW bonding sites [20,33,37,41,130] where the
centre-to-centre distance between the molecular cores and
the site-site distances fully define the intermolecular po-
tential. The latter representation of associating molecules
is the generic model of choice with the SAFT family of
EOSs which are based on the Wertheim TPT1 description
of association: the model corresponds to molecules formed
from a number of spherical monomeric segments (e.g., rep-
resented by hard-sphere (HS), SW, LJ, Yukawa, or Mie
potentials), incorporating off-centre SW bonding sites dis-
tributed on the monomer cores to mediate the association
interactions.
As wasmentioned earlier, our current work is motivated
by the recent development of versions of the SAFT-VR
EOS [111] and its group-contribution cousin the SAFT-
γ EOS [77] which are based on the Mie interaction. We
develop explicit forms of the Wertheim TPT1 associative
contribution to the Helmholtz free energy for molecules
formed from segments characterised by the Mie potential
decorated with SW HB sites:
 = Mie + HB . (1)
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The Mie [131] intermolecular potential Mie is a gener-
alised LJ potential [132–136] with adjustable attractive and
repulsive exponents that characterise the softness/hardness
and the range of the interaction. The form of the pair-
interaction energy between two monomeric segments is
given as a function of the inter-segment distance r by
Mie(r) = Cε
[(σ
r
)λr − (σ
r
)λa]
, (2)
where, in line with the common notation, σ is the segment
diameter (at which the potential is zero), ε is the depth of
the potential well, λr and λa are the repulsive and attractive
exponents, respectively, and the prefactor C ensures that the
minimum of the interaction is −ε:
C = λr
λr − λa
(
λr
λa
) λa
λr−λa
. (3)
The association interaction HB between two segments is
represented as a sum of the interactions between the SW
sites a on a given segment and the sites b on the other
segment with which it associates:
HB =
∑
ab
HBab , (4)
where each site-site bonding interaction is given by
HBab (rab) =
{−εHBab if rab ≤ rcab ,
0 if rab > rcab ,
(5)
and rab is the centre–centre distance between sites a and
b, εHBab is the depth of the association energy well, and r
c
ab
the cutoff range of the SW interaction between sites a and
b. To fully characterise the geometry of the intermolecular
potential model, the distance rdaa of each association site
a from the centre of the corresponding segment is also
specified.
The molecular model of water commonly employed in
a SAFT description provides a useful illustration of the
simplified representation of association interactions [137]:
a single spherical molecular core with a number of bonding
sites (typically four), as depicted in Figure 1.
The original TPT1 treatment of Wertheim is based on
a number of assumptions that can limit its applicability but
greatly simplify the theoretical treatment by taking advan-
tage of the steric incompatibility between the molecular
cores. The key assumptions are that: two molecules cannot
bond to each other at more than one site; each site can bond
only with one other site; and ring structures are not consid-
ered in the basic treatment. In order to implement the TPT1
description of associating fluids, one requires the RDF of
the underlying model potential. A formal procedure for an
Figure 1. A generic illustration of the prototypical model of wa-
ter commonly used in a SAFT treatment [137]. This particular
example features four off-centre SW sites, two nominally repre-
senting the electron lone pairs on the oxygen atom (often referred
to as type ‘e’ sites) and two representing the hydrogen atoms (type
‘H’ sites); in common with the usual Wertheim TPT1 description,
only interactions between unlike sites are allowed. The site-site in-
teraction corresponds to the SW form illustrated on the right-hand
side of the figure: εHBab characterises the strength of association,
rab represents the distance between sites a and b, and rcab the
range of the interaction. One should note that significant portions
of the hydrogen-bonding association configurations correspond-
ing to site-site overlaps are precluded by the steric interactions
between the molecular cores.
appropriate implementation of the TPT1 association contri-
bution within SAFT-VR Mie is developed in the remainder
of our paper.
2.2. Wertheim first-order thermodynamic
perturbation theory (TPT1) of associating
fluids
As we have already mentioned, the Wertheim TPT1 contri-
bution to the thermodynamic properties of molecules that
associate is employed within SAFT EOSs. The contribution
Aassoc. to the Helmholtz free energy due to association can
be expressed in compact form as [41,42]
Aassoc.
NkBT
=
s∑
a=1
(
lnXa − Xa
2
)
+ s
2
, (6)
where N represents the number of molecules, kB is the
Boltzmann constant, T is the temperature, and s represents
the number of association sites per molecule. The fraction
of molecules Xa with given sites a not bonded is obtained
from the following mass–action relation:
Xa = 1
1 + ρ∑sb=1 Xbab , (7)
where
ab =
∫
gmono.(12)fab(12)d(12), (8)
and ρ = N/V is the number density. The integrated asso-
ciation strength ab is expressed as an integral over the
relative positions and orientations of the two molecules,
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denoted here by (12). The RDF gmono.(12) of the refer-
ence non-associated monomers (or, in the case of chain-
like molecules, the molecular segments) describes the cor-
relations between particles in the fluid and is specific
to the potential chosen to represent the interactions be-
tween the molecular segments (e.g., the Mie potential in
our current work); the RDF generally depends on both
the temperature and the density (as well as the form of
the potential). The Mayer function of the association po-
tential, fab(12) = exp[−HBab (12)/(kBT )] − 1, which rep-
resents the probability that sites a and b on two isolated
monomers will bind if the sites are within a certain cutoff
distance of each other (for a given relative orientation), de-
pends on the temperature (through the Boltzmann factor),
the specific association interaction HB, and the geometry
(the type, position, and size) of the sites (see, e.g., Figure 1).
The correlations between particles can be neglected in
the zero-density limit (corresponding to gmono.(12) = 1),
and the mass–action relation defined in Equation (7) es-
sentially reduces to the form introduced by Hill [9–12] for
an associating ideal gas. Guggenheim [138] has discussed
the significance of incorporating the Mayer function in the
definition for the degree of association (which he refers to
as ‘sociation’) rather than the Boltzmann factor more com-
monly employed in the description of chemical equilibria.
The Mayer function also enters the definition of the inte-
grated association strength ab in Wertheim’s treatment of
associating fluids, as can be seen from Equation (8).
Owing to the marked structural correlations in a dense
fluid, the RDF is not a simple monotonic function and it is
therefore apparent that the evaluation of the integral char-
acterising ab is not a trivial task. In order to facilitate the
integration, the form of association potential and geome-
try of the sites are usually chosen to provide an algebraic
description, hence the predominance of simple off-centre
SW association sites. The integration is carried out over
the range of distances for which the site-site association
potential is non-zero, and for finite values of the monomer–
monomer interaction. The major difficulty in evaluating the
integral lies in its functional dependence on the RDF, which
must be known over the appropriate range of inter-particle
separations and thermodynamic states; unfortunately, the
RDF is readily available only for the simplest of models.
2.3. Radial distribution function of the reference
monomer fluid
An analytical description of the RDF is available in some
cases: for example, the Carnahan–Starling EOS [139] for
HS fluids yields accurate contact values of the RDF for
densities up to the fluid–solid transition, while the expres-
sion developed by Boublı´k [140] for the chemical potential
of HS dimers as a function of the intramolecular separa-
tion between the two segments can be used to represent the
RDF over a moderate range of distances. These algebraic
relations are based on well-founded theoretical considera-
tions and their accuracy has been amply demonstrated by
comparison with molecular simulations. The empirical ex-
pression for the contact value of the LJ fluid developed
by Johnson et al. [141] also deserves a particular men-
tion; it was obtained by correlating an extensive set of
computer-simulation data with a polynomial expression in
density and temperature. Perturbation theories [142–144]
can also be employed to obtain the RDF of a fluid based
on the structure of a simpler reference system; for exam-
ple, the Barker–Henderson high-temperature perturbation
theory [142,143], used in the development of the SAFT-
VR EOS [109], can provide a reasonable description of
the RDF for a wide range of simple fluids, including the
Yukawa, SW, Sutherland, or Mie potentials, based on the
RDF of the well-known HS reference system. However,
the representation of the RDF obtained with perturba-
tion approaches is not generally of the required accu-
racy to provide a faithful description of the integrated
association strength (cf. Equation (8)) and an alternative
route for the RDF is necessary.
Monte Carlo (MC) or molecular dynamics (MD) sim-
ulations can be performed for systems with arbitrary inter-
molecular interactions at the conditions of interest to obtain
an essentially exact representation of the full RDF. The use
of molecular simulation with an EOS is, however, imprac-
tical: for each state point, one would require the RDF and,
though computing power is increasing every day, the nu-
merical algorithms are still too computationally intensive
to be integrated directly within the EOS.
Another popular route to the RDF of simple fluids is
integral-equation theory, which involves the solution of
the Ornstein–Zernike (OZ) equation [145]. The OZ equa-
tion for a pure (single-component), isotropic, homogeneous
fluid of spherical particles can be expressed as
g(r) − 1 = c(r) + ρ
∫
(g(r ′) − 1)c(|r − r′|)dr′. (9)
In theOZ equation there are two unknowns, the direct corre-
lation function c(r) and the RDF g(r), making it impossible
to solve without specifying a closure relation relating the
two functions to the potential. There are a number of differ-
ent closures that can be employed, including the traditional
Percus–Yevick (PY), hypernetted chain (HNC), and the
mean-spherical approximation (MSA) [146]. For our cur-
rent work we use the reference hypernetted chain (RHNC)
closure [147–150]. Though the MSA integral-equation ap-
proach provides an analytical framework for the representa-
tion of the pair distribution function and the thermodynamic
properties, it is not as accurate as the RHNC closure, par-
ticularly in the case soft-core potentials. For example, in
the case of the LJ fluid, the description of the vapour-liquid
coexistence obtained with the RHNC approach [151] is
seen to be highly superior to the corresponding description
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obtained with theMSA approach [152]. The RHNC closure
can be expressed as
c(r) = −u(r)
kBT
+ g(r) − 1 − ln (g(r) − 1) + B(r) , (10)
where B(r) is the bridge function, taken to be that of a
reference fluid of HSs of diameter σHS. The parametrisation
of Malijevsky´ and Labı´k [153] can be used to describe the
HS bridge function, and σHS is obtained from a solution of
[148,149]
∫ (
g(r) − gHS(r))σHS ∂BHS(r, σHS)
∂σHS
dr = 0. (11)
The OZ relation with the RHNC closure has to be solved
numerically as no general analytical form of the solution is
available, due in part to the presence of the variable diam-
eter for the HS fluid used to represent the bridge function.
The nature of the numerical procedure hampers the direct
application of the OZ solution within an EOS, as it requires
extensive iterative calculations for each state point. On the
other hand, the RHNC integral-equation theory has been
shown to provide a very good representation of the RDF
and thermodynamic properties of various systems, includ-
ing the Yukawa [154,155], SW [156], and LJ [151] fluids.
The difference between RDF values obtained for simple po-
tential models from the RHNC approach and from molec-
ular simulation is negligible (essentially within the level of
accuracy of the simulation). An example of the remarkable
agreement is illustrated in Figure 2 for two different Mie
fluids characterised by the relatively soft (8-6) and hard
(50-6) potential forms.
The RHNC integral-equation theory is not, however,
without its shortcomings: there are stable thermodynamic
states of the fluid for which RHNC does not have a solu-
tion, and, conversely, there are metastable fluid states for
which RHNC provides a solution. The region of failure of
the RHNC approach does not coincide with the metastable
(spinodal) region associatedwith vapour-liquid equilibrium
(VLE); for example, in the case of the LJ model, the region
where the RHNC theory fails incorporates super-critical
states just above the critical temperature [151]. However,
as we shall demonstrate, this will not prove to be overly
problematic for our applications: the RHNC solution for
the RDF is used first to assess the accuracy of previous
approximations within the TPT1 framework; in the case of
Mie fluids, we are able to locate the vapour-liquid bound-
ary accurately using the SAFT-VR Mie EOS and the solid-
fluid boundary using additional information frommolecular
simulation and perturbation theory [157], and can thereby
identify and ignore erroneous solutions.
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Figure 2. RDFs obtained for fluids comprising Mie particles
across the range of liquid densities for relatively (a) soft (8-6) and
(b) hard (50-6) forms of the potential. The curves represent the
solution of the OZ integral equation with the RHNC closure, and
the symbols the corresponding MD data. The temperatures and
densities characterising the state of the fluid (T∗ = kBT/ε, ρ∗ =
ρσ 3) are: (a) blue curve and crosses (1.0, 0.01), red curve and
squares (10.0, 0.01), green curve and circles (1.0, 0.9), and black
curve and diamonds (10.0, 0.9) for the Mie (8-6) fluid; (b) blue
curve and crosses (1.0, 0.01), red curve and squares (10, 0.01),
green curve and circles (1.0, 0.75), and black curve and diamonds
(10.0, 0.75) for the Mie (50-6) fluid (colour online).
3. Application of the Wertheim TPT1 association
contribution in SAFT
3.1. Simplification for associating hard-sphere
fluids: SAFT-HS
The success of the SAFTEOS can be attributed in large part
to its ability to treat associating fluids using the Wertheim
TPT1 formalism within an analytical framework. Early
on in the development of the SAFT methodology [41],
Wertheim’s TPT1 was successfully applied to describe the
thermodynamic properties and degree of association in sys-
tems of associating HSs with one and two bonding sites and
comparisons were made with the corresponding molecular-
simulation data. Both conical and spherical SW sites were
considered as simple models for the association interac-
tions with geometries specifically chosen to provide an
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analytical expression for the angle-averaged Mayer func-
tion of the potential. The model with two sites extended the
description of dimer formation inherent with the one-site
model to a treatment of chain aggregates, paving the way
towards realistic models for real associating fluids.
In the remainder of our work, we will consider SW
bonding sites as this representation of the association in-
teraction is the most prevalent in the context of the SAFT
approach. The integrated association strength for off-centre
spherical SW sites is obtained as (cf. Equation (8)) [41]
ab = 4π
24(rd)2
Fab
×
∫ 2rd+rc
2rd−rc
gmono.(r)(2rd + rc − r)2(2rc − 2rd + r)rdr,
(12)
where the (temperature-dependent) magnitude of theMayer
function of the site-site SW association is denoted as
Fab = exp
[
εHBab /(kBT )
]− 1. (13)
In the case of the HS fluid, the lower bound of integration
corresponds to the HS diameter σ , since gHS(r) = 0 for
r < σ . It was recognised in reference [41] that for short
distances outside the HS core, i.e., for short ranges of the
site-site interaction, gHS(r) decreases roughly as 1/r2, so that
the RDF can be represented in terms of its contact value
over a range of distances:
gHS(r) = σ
2gHS(σ )
r2
. (14)
This approximation simplifies the equations for the inte-
grated association strength by allowing one to factorise the
RDF out of the integral:
ab = 4πσ
2
24(rd)2
Fab g
HS(σ )
×
∫ 2rd+rc
σ
(2rd + rc − r)2(2rc − 2rd + r)
r
dr.
(15)
The integral is now solely a function of the geometrical
parameters of the sites and the quadrature can be carried
out to give a compact algebraic expression:
ab = Fab gHS(σ )KHSab (rc, rd, σ ) , (16)
where
KHSab = 4πσ 2[ln((rc + 2rd)/σ )(6rc3 + 18rc2rd − 24rd
3
)
+ (rc + 2rd − σ )(22rd2 − 5rcrd − 7rdσ − 8rc2
+ rcσ + σ 2)]/(72rd2) (17)
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Figure 3. RDF of a HS fluid at a reduced density of
ρ∗ = ρσ 3 = 0.45 obtained with the RHNC integral-equation
theory gHS(r) (blue curve) and with the approximate relation
σ 2gHS(σ )/r2 in terms of the contact value (red curve); the dashed
line represents the range of the site-site interaction employed in
the study of the associating HSs of reference [41]. A close-up of
the region of interest is shown in the inset; the approximation is
seen to provide a very good description of the RDF of the fluid
for these separations (colour online).
captures the specific geometric nature of the association
interaction and is commonly referred to as the bonding
volume.
The compressibility factor, internal energy, and fraction
of molecules not bonded for HS fluids with one and two
bonding sites obtained with this approximate description
of the association integral (involving the factorisation of
the RDF) have been found to be in very good agreement
with the result of the full numerical integration (using the
accurate PY solution for gHS(r)) and with the simulation
data [41]. The accuracy of the factorisation of the RDF from
the association integral suggests that the approximation that
the RDF decays as 1/r2 over short to moderate distances is
reasonable for the HS fluid, as can be seen from Figure 3 in
the case of the RHNC closure.
The simplification proves to be very accurate and sim-
ple, but is limited to HS fluids at low to intermediate densi-
ties for systems with short-ranged association interactions.
As a consequence of the success and algebraic simplicity of
this approximation for the integrated association strength, it
has been subsequently used without modification in differ-
ent versions of the SAFTEOSs,whether or not the reference
system is (or can be approximated as) a HS fluid. The prin-
cipal applications can be found in: the original SAFT EOS
[2], where the LJ monomer is treated as a reference HS
of diameter d(T), the Barker–Henderson diameter, in or-
der to evaluate the association contribution; the SAFT-HS
EOS [158] with a van der Waals treatment of the dispersion
attractive contribution; the PC-SAFT EOS [159] where,
because the dispersion interactions are added as a perturba-
tion contribution to the HS chain term, the monomer fluid
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is effectively the HS fluid; and the cubic-plus-association
(CPA) EOS [160], though in this particular case the under-
lying pair potential is not sufficiently well characterised to
obtain a physically representative expression for the inte-
grated association strength.
3.2. Inadequacy of the simplified description for
associating square-well fluids: SAFT-VR SW
In the development of the SAFT-VR EOS [109], ab is
obtained with the same approximate factorisation as de-
scribed in the previous section, the main difference being
that the monomer system is a SW rather than a HS fluid.
Expressions for other intermolecular potentials were also
developed in the original paper [109], but the most widely
used to date within the SAFT-VR methodology has been
the SW potential. In the case of an associating SW fluid,
the integrated association strength is approximated as
ab = Fab gSW(σ )KHSab (rc, rd, σ ). (18)
Although an accurate algebraic expression for the contact
value of the RDF of the HS fluid is available from the
Carnahan–Starling EOS, a corresponding relation is not as
forthcoming for the SW system, and hence a first-order
Barker–Henderson perturbation expansion (which is con-
sistent with a second-order expansion for the Helmholtz
free energy) was used in the SAFT-VR description [109]:
gSW(σ ) = gHS(σ ) +
(
ε
kBT
)
gSW1 (σ ). (19)
It has been demonstrated that g(r) ≈ g(σ )σ 2/r2 is a
good approximation for the HS fluid over short to moderate
separations. Unfortunately, such a representation does not
turn out to be as reliable for the SW fluid, with the RDF
decreasing more rapidly than the assumed inverse quadratic
dependence, as is apparent from Figure 4. The use of this
approximation for the SW RDF leads to an overestimation
of the integrated association strength; as a consequence, the
degree of association is enhanced, resulting in an underes-
timation of the fraction of molecules not bonded, which is
apparent from Figure 5.
As the approximate representation of the RDF of the
SW fluid is not very good, one could be led to as-
sume that the EOS would not provide an accurate de-
scription of the thermodynamic properties of real associ-
ating fluids. The approximate treatment of the integrated
association strength has, nevertheless, been shown to pro-
vide a very good description of the fluid-phase equilibria for
different associating fluids and fluid mixtures [47], includ-
ing challenging systems such aswater [137], polyethyleneg-
lycols [161], alkanols, and alkanolamines [162]. Two fac-
tors can help to explain this apparent contradiction. In the
first instance, the representation of real molecules as chains
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Figure 4. RDF gSW(r) of a SW fluid of range λ = 1.7889σ
(corresponding to the range of the associating SWmodel of water
described in reference [137]) at a reduced temperature of T∗ =
kBT/ε = 2.2 and a reduced density of ρ∗ = ρσ 3 = 0.8 obtained
with the RHNC integral-equation theory (blue curve) and with the
approximate relation σ 2gSW(σ )/r2 in terms of the contact value
(red curve); the dashed line represents the cutoff range of the site-
site interaction employed for the SWmodel of water [137] (colour
online).
of spheres with associating sites is an approximation, and
discrepancies in the theory are compenated by refining the
intermolecular parameters of the model to the properties of
the real fluid. The other reason that can explain why a good
description of the fluid-phase behaviour of real systems can
be obtained despite the inaccuracy in the evaluation of the
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Figure 5. Fraction X of unbonded molecules for an associating
SW fluid as a function of the reduced density ρ∗ = ρσ 3 at a re-
duced temperature of T∗ = kBT/ε = 2.5. The range of the SW is
λ = 1.7889; the model incorporates one off-centre SW associ-
ation site placed at rd/σ = 0.25 with a cutoff of rc/σ = 0.69
(corresponding to parameters of the SWmodel of water described
in reference [137]). A comparison is made between the descrip-
tion obtained using the essentially exact RHNC integral-equation
theory to evaluate the integrated association strength (blue curve)
and that obtained from the approximation gSW(r) ≈ σ 2gSW(σ )/r2
(red curve) (colour online).
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integrated association strength lies in the nature of the prop-
erties being examined: phase equilibria involve the equal-
ity of pressure and chemical potential of each component
in each phase. The pressure and chemical potential corre-
spond to partial derivatives of the Helmholtz free energy
with respect to the volume and the number of particles,
respectively. A Wertheim TPT1 treatment of these ther-
modynamic quantities therefore essentially depends on the
derivative of the degree of association (through the variable
X). As can be seen in Figure 5, the difference between the
approximate and exact representation of X is almost con-
stant, resulting in very similar derivatives ∂X/∂ρ and thus
commensurate thermodynamic properties.
3.3. Correlation of simulation data for
associating Lennard-Jones fluids: SAFT-LJ
and soft-SAFT
In 1995 Mu¨ller and Gubbins [163] developed a dipolar
SAFT-LJ EOS, using a Stockmayer (a dipolar LJ sphere)
model with a focus on describing the properties of wa-
ter. An association contribution for the monomer reference
fluid, which was treated as a LJ system, was developed with
the aid of computer-simulation data, and the dipolar con-
tribution was considered with a separate perturbation term
[164,165]. For an associating LJ fluid, the integrated asso-
ciation strength can be expressed as (cf. Equation (12))
ab = 4πFab
24(rd)2
×
∫ 2rd+rc
2rd−rc
gLJ(r)(2rd + rc − r)2(2rc − 2rd + r)rdr .
(20)
This expression is characterised by five variables: the
temperature and density of the thermodynamic state; the
strength of the SW site-site interaction εHB; and the geo-
metrical parameters of the sites rc and rd. To reduce the
complexity, Mu¨ller and Gubbins assumed a particular ge-
ometry of the sites by setting rd = 0.4σ and rc = 0.2σ . As
a result, the integrated association strength is given as
ab = 4πFab
3.84σ 2
∫ σ
0.6σ
gLJ(r)(σ − r)2(r − 0.4σ )rdr . (21)
Equation (21) can be written in compact form as
ab = 4πFabKLJabI, (22)
with KLJab = σ 3 and
I = 1
3.84σ 5
∫ σ
0.6σ
gLJ(r)(σ − r)2(r − 0.4σ )rdr; (23)
we shall refer to the dimensionless integral I as the asso-
ciation kernel. The kernel I can be written in terms of the
dimensionless distance r∗ = r/σ as
I = 1
3.84
∫ 1
0.6
(1 − r∗)2(r∗ − 0.4)r∗gLJ(r∗)dr∗ . (24)
The integral depends only on the temperature and den-
sity through the state dependence of the RDF, g(r; T, ρ).
Confronted with the need for an accurate representation
of the RDF of the LJ fluid, Mu¨ller and Gubbins chose to
use molecular simulations to obtain structural data over a
wide range of conditions; the resulting integral was eval-
uated numerically and correlated using a two-dimensional
polynomial,
I =
4∑
i=0
4∑
j=0
aij [ρ
∗]i[T ∗]j , (25)
where the 25 aij coefficients were adjusted to give the best
correlation of I. In subsequent work with the SAFT-LJ
EOS [166,167], and in the closely related soft-SAFT EOS
[168–170], the constraint of a fixed geometry was relaxed
in an implicit manner by treating the effective bonding vol-
ume KLJab as an adjustable parameter; one should point out,
however, that when one employs this type of empirical ap-
proach the direct correspondence with the geometry of the
association site is lost. A very good description of the ther-
modynamic properties and fluid-phase equilibria of water
and other associating fluids can nevertheless be obtained in
thisway,making this type of approach particularly versatile.
4. Application of the Wertheim TPT1 for
associating Mie fluids: SAFT-VR Mie
We now consider associating fluids characterised by the
Mie potential treated using the Wertheim TPT1 methodol-
ogy within the SAFT-VR Mie EOS. In the SAFT-VR Mie
approach, molecules are modelled as chains formed from
m spherical segments, interacting through the Mie poten-
tial (Equation (2)). A principal objective of our work is
to develop the best possible description of the thermody-
namics and fluid-phase behaviour of associating fluids with
a particular focus on water, which is ubiquitous in many
mixtures of topical interest, including electrolytes and bio-
logical systems.
4.1. Factorisation of the integrated association
strength
As a first approximation, we follow the method developed
in reference [111], i.e., the approximate factorisation of the
contact value of the RDF used in the HS case. Follow-
ing the treatment presented in Section 3.1, the integrated
association strength can be expressed as
ab = Fab gHSd (d)KHSab (rc, rd, σ, d) , (26)
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where gHSd (d) is the contact value of the RDF of the ref-
erence HS fluid of diameter d(T) (the Barker–Henderson
diameter), andKHSab (r
c, rd, σ, d) is the corresponding bond-
ing volume. Models have been proposed for the first four
members of the n-alkanol homologous series, and a good
description of the VLE and single-phase second-derivative
properties was demonstrated [111].
In order to develop the best possible model for water, a
thorough grid-based parameter-estimation procedure [171]
is applied based on a detailed examination of the parameter
space by comparison of the computed properties with tar-
get experimental data for water from the National Institute
of Standards and Technology (NIST) [172]. The multidi-
mensional parameter space is examined in planes defined
by discrete pairs of individual parameters, using projections
onto contour plots of the percentage absolute average devia-
tion (%AAD = 1
np
∑np
i |Pi,SAFT − Pi,expt.|/|Pi,expt.|, where
P represents the set of properties of interest, and np the num-
ber of data points) of the theoretical description from the
experimental values for the vapour pressure and saturated-
liquid density from the triple point to 95% of the critical
temperature; each point on the grid corresponds to a spe-
cific model, while the value of its contour corresponds to
the predefined measure of the quality of the model. Closely
following the study with the SAFT-VR SW EOS [137], we
develop models of water consisting of a single spherical
Mie core (m = 1) with four association sites (two of type
‘e’ to represent the electron lone pairs on the oxygen and
two of type ‘H’ to represent the hydrogen atoms, where
only ‘e –H’ bonding is permitted), corresponding to seven
adjustable parameters: σ , ε, λr, λa, rc, rd, and εHBab . In the
case of associating molecules such as water, it is useful to
examine models in the (ε, εHBab ) plane (cf. references [137]
and [173]), as this choice of variables clearly highlights the
balance between the dispersive and associative energetic
attractive contributions. To reduce the number of parame-
ters that need to be estimated, the exponent characterising
the attractive dispersive interaction is fixed to the London
value, λa = 6. For the geometry of the site, we fix rd =
0.4σ , the same value as used by Mu¨ller and Gubbins [163].
This means that for each pair of (ε, εHBab ) points on the grid
there are now only three adjustable parameters (σ , λr, rc) to
optimise, allowing for a more tractable assessment of the
optimal multi-dimensional parameter space. The resulting
surface is similar to that obtained for the associating SW
model of water [137], with the best models located along a
single valley, as can be seen in Figure 6.
The best overall representation of the vapour-liquid
equilibria is obtained with the model characterised by the
parameters given in Table 1. A comparison between the
description of the vapour pressures and saturated vapour
and liquid densities of water obtained with the SAFT-VR
Mie model and that obtained with the SAFT-VR SWmodel
developed in earlier work [137] is shown in Figure 7.
Figure 6. Contour plot in the plane of the dispersion ε and asso-
ciation εHBab attractive energies displaying the percentage absolute
average deviation %AAD from the experimental values for the
vapour pressure and saturated-liquid density [172], obtained with
four-site associating Mie models of water from the SAFT-VR
Mie EOS [111] with the approximate factorisation of the contact
value of the HS RDF in the evaluation of the integrated asso-
ciation strength, Equation (26). The dark blue areas correspond
to the lowest values of the %AAD; the diamond corresponds to
the ‘optimal’ model with the parameters given in Table 1 (colour
online).
It is rather surprising that though the SAFT-VR
Mie EOS is based on a more sophisticated theoretical
treatment and has been found to provide a very reliable
representation of the properties for a large number of
compounds [111,171], the SAFT-VR Mie description for
water illustrated here is clearly not as good as that provided
by the SAFT-VR SW approach [137]. In the SAFT-VR
EOS, the residual Helmholtz free energy is expressed as a
sum of three terms, Amono., Achain, and Aassoc., representing
the contribution of the monomer reference fluid, the con-
tribution of forming molecular chains of monomers, and
the contribution due to reversible association, respectively.
From the previous study of non-associating fluids [111],
the monomer and chain terms of SAFT-VR Mie are known
to be very accurate; moreover, since water is treated as a
spherical molecule (m = 1), the chain contribution is not
relevant. One is therefore left with the conclusion that the
association contribution as currently implemented is not
suitable to describe the degree of HB in water and its effect
on the thermodynamic properties.
The inaccuracy in the representation of the association
contribution stems from the inadequate treatment of the
RDF of the Mie fluids in the association contribution. The
factorisation of the contact value of the HS RDF from the
integrated association strength has been shown to be an
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Table 1. Optimal SAFT-VR Mie model parameters for the four-site associating water model obtained using the SAFT-VR Mie EOS
[111] with the approximate factorisation of the contact value of the HS RDF in the evaluation of the integrated association strength,
Equation (26).
m σ /A˚ λr λa (ε/kB)/K (εHBab /kB)/K r
c/σ rd/σ
1.0 3.1610 52.367 6.0 488.75 1210.0 0.58340 0.40
appropriate approximation for hard-core fluids; for the lat-
ter, the RDF is zero inside the core and the integration
domain of the association kernel starts at the contact value
(which is also the location of the maximum of the RDF)
and then decreases outside the repulsive sphere. By con-
trast, when considering a soft-core interaction like the Mie
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Figure 7. (a) The saturated vapour and liquid densities and (b)
the vapour pressure of water: the symbols represent smoothed
experimental data from NIST [172]; the blue curves represent
the description obtained using the four-site SAFT-VR SW model
[137]; and the red curves represent that obtained for the four-site
SAFT-VR Mie model presented in Table 1 using the SAFT-VR
Mie EOS [111] with the approximate factorisation of the contact
value of the HSRDF in the evaluation of the integrated association
strength, Equation (26) (colour online).
potential, the integration domain includes intermolecular
separations below the contact diameter σ with non-zero
values of the RDF in this range, while the maximum can be
either below or above σ . As a consequence, the assumption
that the RDF decreases as 1/r2 from the value at contact
fails, as can be seen in Figure 8. This approximation of
taking the HS contact value with Equation (14) to represent
gMie(r) over the range of the association is used for simpli-
city. A better description would clearly be obtained by using
the maximum value, gMiemax(r); unfortunately, the distance at
which the maximum occurs cannot easily be determined as
it depends on temperature, density, and the form of the Mie
potential.
The results illustrated in Figure 7 are obtained using the
contact value of the RDF of the reference HS fluid of diam-
eter d(T) in the factorisation of the integrated association
strength, Equation (26); the use of a similar factorisation
with the value of the RDF of the Mie fluid at contact σ
provides no improvement. It therefore appears that in order
to obtain the integrated association strength more reliably,
an accurate representation of the full RDF of the Mie fluid
is required.
0.0
0.5
1.0
1.5
2.0
2.5
3.0
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
gMie(r)
d2gd
HS(d)/r2
g(r
)
r / σ
Figure 8. RDF of the LJ (Mie 12-6) fluid at T∗ = kBT/ε =
1.273 and ρ∗ = ρσ 3 = 0.85: the blue curve represents the RDF
gMie(r) obtained using the RHNC integral-equation theory, while
the red curve represents the approximation corresponding to the
factorisation of the contact value gHSd (d) in the evaluation of the
integrated association strength, Equation (26) (colour online).
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Figure 9. Contour plot in the plane of the dispersion ε and as-
sociation εHBab energies displaying the percentage absolute average
deviation %AAD from the experimental values for the vapour
pressure and saturated-liquid density [172], obtained with four-
site associating SAFT-VR Mie models of water with the SAFT-
VR Mie EOS [111] using the SAFT-LJ associating contribution
of Mu¨ller and Gubbins [163], Equation (25). The dark blue ar-
eas correspond to the lowest values of the %AAD; the diamond
corresponds to the ‘optimal’ model with the parameters given in
Table 2 (colour online).
4.2. Incorporating the SAFT-LJ integrated
association strength into the SAFT-VR Mie
EOS for Mie fluids
As we have seen, the approximate expression for the in-
tegrated association strength based on the factorisation of
the contact value of the RDF is inadequate. We now assess
the quality of the description with the Mu¨ller and Gubbins
[163] association contribution developed for the LJ fluid,
cf. Equation (25), as implemented without modification in
the SAFT-VRMie EOS. The incorporation of the SAFT-LJ
association term is straightforward andwe develop four-site
(two ‘H’ and two ‘e’) models for water, once again using
the ‘grid’ method to locate the optimal representation of the
saturated-liquid density and vapour pressure. The model of
water is characterised by seven intermolecular parameters,
and the same assumptions are made as in Section 4.1, i.e.,
the molecule is near spherical so that m = 1 and the dis-
persion energy is assumed to be of the London form with
λa = 6. The optimal parameter surface for the%AAD of the
theoretical description from the experimental vapour pres-
sures and saturated-liquid densities is shown in Figure 9.
The models obtained with the SAFT-LJ association term
are found to provide a much improved description com-
pared with that corresponding to the factorisation of the
contact value of the RDF; of these, we single out the opti-
mal water model indicated by the white diamond in Figure 9
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Figure 10. (a) The saturated vapour and liquid densities,
and (b) the vapour pressure of water: the symbols represent
smoothed experimental data from NIST [172]; the blue contin-
uous curves represent the description obtained using the four-
site SAFT-VR SW model [137]; the red dashed curves repre-
sent the description obtained for the four-site SAFT-VR Mie
model of Table 1 using the SAFT-VR Mie EOS [111] with
the approximate factorisation of the contact value of the HS
RDF in the evaluation of the integrated association strength,
Equation (26); and the green dot-dashed curves represent the de-
scription for the four-site SAFT-VRMie model of Table 2 with the
SAFT-LJ association contribution of Mu¨ller and Gubbins [163],
Equation (25). In (b) the curves are essentially indistinguishable
as all models are developed to provide a good description of the
vapour pressure, the main difference being in the overshoot of the
critical point (colour online).
(see Table 2 for the specific values of the intermolecular pa-
rameters of the model).
The use of the SAFT-LJ association contribution within
the SAFT-VR Mie EOS provides a good description of the
vapour pressure and coexistence densities of water, better
overall than both the SAFT-VR Mie model with the fac-
torisation of the HS RDF at contact and the SAFT-VR SW
model, as can be seen in Figure 10.
Given that the use of the SAFT-LJ association con-
tribution improves the description of the VLE of water
significantly compared with the previous SAFT-VR Mie
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Table 2. Optimal SAFT-VR Mie model parameters for the four-site associating water model obtained using the SAFT-VR Mie EOS
[111] with the SAFT-LJ associating contribution of Mu¨ller and Gubbins [163].
m σ /A˚ λr λa (ε/kB)/K (εHBab /kB)/K K
LJ
ab/A˚
3
1.0 3.0661 19.697 6.0 170.00 2660.0 3309.2
model, one could be satisfied that the goal of developing
an accurate description of the thermodynamics of strongly
associating fluids has been achieved. However, a number
of important issues need to be emphasised. First of all,
the association term of Mu¨ller and Gubbins [163] is only
strictly applicable for LJ fluids and, as such, incorporating
it in the SAFT-VRMie EOS [111] without constraining the
potential to be of the LJ form is inconsistent; though this is
not problematic in practical applications, it is unsatisfying
from the perspective of a rigorous theoretical treatment. A
more important point to recognise is that in the treatment
of the association term with the SAFT-LJ approach, the
geometry of the association site is varied empirically by
using an adjustable bonding volume parameter KLJab , which
is found to be ∼115σ 3 for the model given in Table 2,
while the association term is strictly only applicable for the
geometry employed by Mu¨ller and Gubbins which implies
that KLJab = σ 3. The unrealistically large bonding volume
brings into question the physical nature of the model and
is a consequence of the original choice of geometry (with
rd = 0.4σ and rc = 0.2σ ) which corresponds to an associa-
tion site which is completely embedded within the spherical
molecular core. In order to free ourselves from both the re-
striction of the LJ association contribution and the use of an
implicit geometry, we proceed by developing an association
contribution specifically for Mie fluids.
4.3. Novel SAFT-VR Mie association
contributions for Mie fluids
It is apparent from the previous section that the incorpo-
ration of the SAFT-LJ association contribution into the
SAFT-VR Mie EOS provides a much improved descrip-
tion of water. This is because the treatment of Mu¨ller and
Gubbins [163] is tailored to the LJ soft-core (12-6) fluid,
which is a particular case of the Mie potential. In order to
improve on the good representation that such a treatment
provides, we follow a similar approach with the aim of
developing a generic Mie association contribution that is
appropriate for potentials of varying form.
We continue to consider off-centre SW association sites
to retain a tractable Mayer function, so that the integrated
association strength can still be expressed in a factorised
form as
ab = Fab Kab I , (27)
where Kab = σ 3, and the dimensionless association kernel
is
I = 4π
24(rd)2σ 3
∫ 2rd+rc
2rd−rc
gMie(r)(2rd + rc − r)2
× (2rc − 2rd + r)rdr . (28)
The RDF of the Mie fluid is obtained with the RHNC
integral-equation approach for a wide range of conditions;
this allows one to determine the kernel I numerically and
then correlate the resulting data with a convenient empirical
function. We opt not to correlate the RDF itself as the com-
plex oscillatory functional form required to obtain a good
description of the RDF, such as that proposed by Matteoli
and Mansoori [174], prevents a straightforward analytical
integration.
Two association contributions are developed in our cur-
rent work: in the first, more generic, form, we determine
the association kernel using the RDF of the Mie fluid with
a suitable fixed geometry of the association site; alterna-
tively, we take a leaf out of the Mu¨ller and Gubbins book
and employ the RDF of the LJ fluid to provide a simpler
representation of the association kernel, but using a differ-
ent fixed geometry of the association site from that used by
these authors (now chosen to allow more realistic values of
the bonding volume Kab).
In the case where we consider the RDF of the Mie fluid,
the variables that need to be taken into account are the ther-
modynamic state defined by the dimensionless temperature
T∗ = kBT/ε and density ρ∗ = ρσ 3, and four model pa-
rameters: the two exponents λr and λa that characterise the
Mie potential, and the geometrical parameters of the sites
rc and rd. The other SAFT-VR Mie molecular parameters
do not need to be considered explicitly as the association
term is developed as a perturbation from themonomer fluid,
whereby it is independent of the molecular chain length m;
the hydrogen-bonding energy can be factored out of the in-
tegral with theMayer function, and the size of the monomer
segment and dispersion energy are taken into account im-
plicitly, through T∗ and ρ∗. To simplify the correlation,
the dimensionality of the problem is reduced by fixing
the attractive exponent to its London-dispersion value of
λa = 6 and the position of the site is taken as rd = 0.4σ (cf.
Section 4.1). Broad intervals are considered in the deter-
mination of the association kernel I for the remaining four
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Figure 11. Values of the association kernel I as a function of the
range rc of the site-site association interaction for a Mie (20-6)
potential at T∗ = kBT/ε = 8.2 and ρ∗ = ρσ 3 = 0.75 calculated
using theMie RDF fromRHNC integral-equation theory; the lines
indicate the values of I corresponding to the particular cases rc =
0.2σ (the value adopted by Mu¨ller and Gubbins [163]; red) and
rc = 0.35σ (the value adopted in our current work; green) (colour
online).
variables:
T ∗ ∈ [0.1; 10] (100 values);
ρ∗ ∈ [10−10; 1.25] (30 values);
λr ∈ [8; 50] (22 values);
rc/σ ∈ [0.2; 0.6] (41 values). (29)
After removing all the thermodynamic states that fall within
the VLE envelopes of the corresponding Mie fluid from the
data-set, a total of 2050,000 data points are retained for I.
To make the problemmore manageable, one of the vari-
ables can be constrained. Since the temperature and density
need to be taken into account explicitly, one can fix either
the repulsive exponent of the Mie potential λr or the range
of the association interaction rc and use a bonding-volume
parameter following the SAFT-LJ/soft-SAFT approaches.
Fixing the repulsive exponent would sever the important
link between the generic reference-fluid contribution and
the association contribution, as we would no longer con-
sider the association of the general Mie fluids but that of
a particular form of potential. It is therefore preferable to
fix the geometry of the association sites, thus maintaining
consistency with the other contributions of the SAFT-VR
Mie EOS, to the detriment of the link between the asso-
ciation parameters and the explicit site geometry. For the
value of the range of the association interaction, we select a
value of rc = 0.35σ , which increases the magnitude of the
association kernel, as shown in Figure 11. This range of the
site-site interaction is larger than that used by Mu¨ller and
Gubbins [163] (rc = 0.2σ ), allowing us to obtain more real-
istic values of the bonding volume parameter by considering
a geometry for which the association site is more accessi-
ble. Note the logarithmic scale in Figure 11; although the
increase in rc is less than a factor of 2, the resulting increase
in I is between one and two orders of magnitude, whereby
a much smaller effective bonding volume is required to
represent the association kernel.
Following these simplifications, we now correlate the
remaining 50,000 data points with three variables. The as-
sociation kernel I is correlated with a general expression
based on a combination of polynomials:
I (T ∗, ρ∗, λr) =
i+j10∑
i=0
∑
j=0
aij (λr)[ρ
∗]i[T ∗]j . (30)
where aij(λr) are 66 adjustable coefficients. The dependence
of these coefficients on the repulsive exponent of the Mie
potential λr is
aij (λr) =
6∑
k=0
bi,j,k[λr]
k , (31)
where bi, j, k are 66 × 7 = 462 adjustable coefficients
given in Tables A2–A8 of Appendix 1. With these coef-
ficients, one reproduces very accurately the 50,000 values
of the association kernel obtained using the RHNC integral-
equation theory for the RDF of the Mie fluid, with a corre-
sponding %AAD of 0.155%.
In order to simplify further the representation of the as-
sociation contribution and reduce the number of coefficients
required for an accurate representation, one can employ the
RDF of the LJ (12-6) fluid (as obtained with the RHNC
approach) to evaluate the integral. The association kernel I
can then be represented as
I (T ∗, ρ∗) =
i+j10∑
i=0
∑
j=0
cij [ρ
∗]i[T ∗]j . (32)
The values of the corresponding 66 cij coefficients are given
in Table A1 of Appendix 1.
Once the association kernel has been determined using
either the generic Mie (Equation (30)) or the LJ (Equa-
tion (32)) forms, the integrated association strength for the
associating Mie fluid can be expressed in the usual fac-
torised form as
ab = Fab Kab I, (33)
where, in line with the treatment described in Section 4.2,
Kab can now be taken to represent an adjustable bonding-
volume parameter to allow one to consider different site ge-
ometries in an empirical manner. The association strength
ab is then used to determine the association contribution
to the Helmholtz free energy of the associating Mie fluid
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Figure 12. Contour plot in the plane of the dispersion ε and
association εHBab energies displaying the percentage absolute aver-
age deviation %AAD from the experimental values for the vapour
pressure and saturated-liquid density [172], obtained with four-
site associating SAFT-VRMiemodels of water with the SAFT-VR
MieEOS [111] using our novel LJ-based association kernel, Equa-
tion (32). The dark blue areas correspond to the lowest values of
the %AAD; the diamond corresponds to the ‘optimal’ model with
the parameters given in Table 3 (colour online).
in the usual manner with the Wertheim TPT1 formalism,
cf. Equations (6)–(8). Our improved and versatile repre-
sentation of the association thermodynamics can then be
combined with the monomer and chain contributions to the
Helmholtz free energy of the SAFT-VR Mie EOS [111]
for a reliable description of associating fluids and fluid
mixtures.
5. Representing the thermodynamic properties of
real associating fluids
5.1. Water
With this novel, generic, and accurate association contribu-
tion to the Helmholtz free energy for Mie fluids at hand, we
are now in a position to develop an optimal SAFT-VR Mie
description for water based on a four-site (two ‘H’ and two
‘e’) association model [137]. As in the previous sections,
we examine a grid of models in the plane of the dispersive
and associative attractive energies (ε, εHBab ). The contours of
Figures 12 and 13 are displayed representing the %AAD
of the theoretical description from the experimental data
[172] for the vapour pressure and saturated-liquid density
of water (from the triple point to 95% of the critical tem-
perature) using our novel LJ (Equation (32)) or generic Mie
(Equation (30)) association kernels, respectively; at each
point on the (ε, εHBab ) surface, the size σ , repulsive exponent
Figure 13. Contour plot in the plane of the dispersion ε and
association εHBab energies displaying the percentage absolute aver-
age deviation %AAD from the experimental values for the vapour
pressure and saturated-liquid density [172], obtained with four-
site associating SAFT-VRMiemodels of water with the SAFT-VR
Mie EOS [111] using our novel generic Mie association kernel,
Equation (30). The dark blue areas correspond to the lowest values
of the %AAD; the diamond corresponds to the ‘optimal’ model
with the parameters given in Table 3 (colour online).
λr, and bonding-volume Kab parameters are estimated to
optimise the representation of the vapour-liquid equilibria,
treating the molecular core as spherical (corresponding to
m = 1 in the SAFT description) and keeping the attractive
exponent fixed at its London-dispersion value (i.e., λa = 6).
The intermolecular potential parameters for the best overall
generic Mie model obtained on the surface are reported in
Table 3, while the performance of the model for the VLE
of water can be assessed in Figure 14.
It is apparent from Figure 14 that the SAFT-VR Mie
model with the new generic Mie association contribution
provides an improved representation of the vapour-liquid
equilibria ofwater compared to thatwith themodel obtained
using the Mu¨ller and Gubbins [163] association contribu-
tion or our novel LJ kernel. The improvement is rather mod-
est, however, leading to the conclusion that the quality of the
description obtained using an association integral based on
the LJ RDF is at least in part due to a decoupling of the ref-
erence fluids used to describe the dispersive and associative
contributions of the EOS. This introduces an extra degree of
freedom: when the repulsive exponent λr is changed, only
the dispersive free-energy contribution is affected with the
Mu¨ller and Gubbins association term remaining of the LJ
form,whilewith our new treatment of the association kernel
both the reference monomer and association contributions
to the free energy of the associating Mie fluid are impacted
simultaneously. On the other hand, the generic Mie model
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Table 3. Optimal SAFT-VR Mie model parameters for the four-site associating water model obtained using the SAFT-VR Mie EOS
[111] with our novel LJ (Equation (32)) or generic Mie (Equation (30)) association kernels.
Kernel m σ /A˚ λr λa (ε/kB)/K (εHBab /kB)/K Kab/A˚
3
LJ 1.0 3.0063 17.020 6.0 266.68 1985.4 101.69
Mie 1.0 3.0555 35.823 6.0 418.00 1600.0 496.66
of water is more rigorous as it retains a variable repulsive
exponent, a key feature of the SAFT-VR Mie EOS; more-
over, by selecting a large range rc = 0.35 for the association
interaction as the basis for our correlation, the optimal value
of the bonding volume parameter is significantly reduced,
corresponding to Kab ∼ 17σ 3.
An overshoot of the predicted critical temperature can
still be observed with the Mie formulation of the theory;
the overshoot is less significant than that obtained with the
SAFT-VR SW model of water [137]. In the development
of the SAFT-VR Mie EOS, the perturbation expansion of
the monomer reference contribution is taken to third or-
der to capture some of the higher-body near-critical fluc-
tuations in a semi-empirical manner [111]. Although the
resulting algebraic expression does not, of course, yield
universal values of the critical exponent (but rather leads
to the usual quadratic mean-field form close to the critical
point), a marked improvement of the shape of the phase en-
velope is obtained for non-associating compounds. On the
other hand, the association contribution is developed using
the Wertheim TPT1 two-body description, and as a con-
sequence, does not incorporate these additional fluctuation
contributions. It is therefore not surprising to find a small
overshoot in the critical temperature for strong associat-
ing fluids such as water. A proper renormalisation-group
treatment would have to be employed in this regard (e.g.,
as implemented in a number of studies within the SAFT
formalism [175–178]), but this is beyond the scope of our
current work.
The use of the generic Mie model leads to a clear im-
provement in the quality of the description of other thermo-
dynamic properties, such as the single-phase density, the
Joule–Thomson coefficient, and the isobaric heat capacity
(see the five isobars depicted in Figure 15). Our SAFT-VR
Mie model provides a good description of the heat capacity
and Joule–Thomson coefficient. A deterioration of the de-
scription of some other thermodynamic properties such as
the isothermal compressibility and speed of sound is, how-
ever, found at lower temperatures, partly due to omission
of single-phase densities in the parameter-estimation pro-
cedure and partly due to the well-known and challenging
anomalous behaviour of water. We did not include single-
phase properties when developing the models for water
to enable a direct comparison of the parameter-estimation
procedure using a similar objective function for all mod-
els, including models based on the SW potential [137]. A
detailed assessment of the description of the isothermal
compressibility, speed of sound, isothermal heat capacity,
and other derivative properties of water and associating flu-
ids with the SAFT-VR Mie EOS is the subject of on-going
work.
Due to the additional number of adjustable intermolec-
ular parameters necessary to describe associating compo-
nents, an increased degeneracy of the model parameter
space is found. A number of studies of water using EOSs of
the SAFT family based on the Werthiem TPT1 have been
undertaken to assess the description of additional proper-
ties in order to discriminate between models or to con-
firm the physical validity of the underlying interactions.
A property that is widely considered in this regard is the
degree of HB association of the fluid: the fraction of non-
bonded OH groups in water obtained experimentally by
Luck [179] using overtone infrared (IR) spectroscopy has
been assessed with different versions of SAFT and related
EOSs [137,163,170,180–191]. This property is particularly
appealing when dealing with theories of associating fluids
because the monomer fraction is obtained directly with a
Wertheim TPT1 description from Equation (7) and its mag-
nitude is sensitive to the specific model used.
The degree of association in water can be determined
directly from molecular simulations of the popular atom-
istic models of water, including the SPC/E [115] and
TIP4P/2005 [119] intermolecular potentials. A comparison
of the main thermodynamic properties provided by these
force fields has been presented in reference [120], and their
performance in describing the VLE of water has already
been assessed [192–195]. Here, we undertake additional
canonical (NVT) MC [196] simulations of N = 360 wa-
ter molecules represented with the SPC/E and TIP4P/2005
models for states along the vapour-liquid coexistence enve-
lope [192–195] to determine the OH distribution function
gOH(r) and assess the extent of HB. In the case of the liquid
phase, 50,000 equilibration cycles (each corresponding toN
separateMC trial displacements and reorientational moves)
are carried out, followed by 50,000 cycles to accumulate the
averages; of the order of 100,000 cycles are required to ob-
tain reasonable statistics for the distribution functions of
the vapour phase. The Ewald summation technique [196] is
employed to account for the long-range electrostatic inter-
actions: the range of the cutoff of the Ewald sum is taken as
REW = 0.4L, where L is the density-dependent dimension
of the simulation cell, and the width of the compensating
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Figure 14. (a) The saturated vapour and liquid densities, (b) the
vapour pressure, and (c) the enthalpy of vaporisation of water: the
symbols represent smoothed experimental data from NIST [172];
the red dashed curves represent the description obtained for the
four-site SAFT-VRMie model of Table 1 using the SAFT-VRMie
EOS [111] with the approximate factorisation of the contact value
of the HS RDF in the evaluation of the integrated association
strength, Equation (26); the green dot-dashed curves represent
the four-site SAFT-VR Mie model of Table 2 with the SAFT-LJ
association contribution of Mu¨ller and Gubbins [163], Equation
(25); the purple dotted curves represent the four-site SAFT-VR
Mie model of Table 3 with the newly developed association kernel
based on the LJ RDF, Equation (32); and the blue continuous
curves represent the four-site SAFT-VR Mie model of Table 3
with the newly developed association kernel based on the generic
Mie RDF, Equation (30) (colour online).
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Figure 15. Single-phase isobaric properties of water, including
(a) the density, (b) the Joule–Thomson coefficient, and (c) the
isobaric heat capacity, at pressures of P = 10 (blue curves and
pluses), 20 (red curves and crosses), 50 (green curves and aster-
isks), 75 (black curves and squares), and 100 (purple curves and
circles) MPa: the symbols represent smoothed experimental data
from NIST [172]; the curves represent the description obtained
with the SAFT-VR Mie EOS [111] for the SAFT-VR Mie model
of Table 3 using the newly developed association kernel based on
the generic Mie RDF, Equation (30) (colour online).
screening charge is αEW = 3/REW. This choice provides a
compromise between the accuracy of the Ewald sum and
speed of the computation.
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The number of hydrogen bonds nOH associated with
each H2O molecule can be extracted directly from the co-
ordination number which is determined by integrating the
OH distribution function gOH(r) up to a specified cutoff
distance rc:
nOH = 4πρ
∫ rc
0
r2gOH(r)dr . (34)
If one assumes that a single water molecule can mediate
a maximum of four (two acceptor and two donator) hy-
drogen bonds, then, because each hydrogen bond is shared
between two water molecules, there can be a maximum of
two hydrogen bonds per molecule. In the limit of complete
association, the maximum number of hydrogen bonds in
water is thus NHBmax = 2N . The total number of OH hydro-
gen bonds per water molecule nHB can be obtained as
nHB = N
HB
N
= 2nOH , (35)
where the factor of 2 is a consequence of the need to con-
sider both the O and H atoms as the origin in the transcrip-
tion of the coordination numbers obtained from gOH(r). The
fraction of the total possible number of OH hydrogen bonds
that are free is then simply given by
f OHfree =
2N − NHB
2N
= 1 − nOH . (36)
In a Wertheim TPT1 description, the fraction of free OH
groups for the four-site SAFT models of water is obtained
directly as an output of the theory from the fractions of
molecules not bonded at the H or e site, cf. Equation (7):
f OHfree = XH = Xe ; (37)
the reader is directed to the thorough analysis of reference
[137] for further details.
Mountain [197] has suggested a unique geometrical
definition of the extent of HB for use in the simulation of
atomisticmodels by setting the integration limit of Equation
(34) to rc = 2.4 A˚. In the case of the TIP4P model [197],
nHB ∼ 1.8 at 273 K and 0.999 g cm−3. This geometric
measure is broadly consistent with the degree of HB de-
termined using an alternative energetic definition: nHB ∼
1.7 at 298 K, 0.958 g cm−3, and 0.101 MPa (see reference
[198]) and nHB ∼ 1.8 at 298 K, 1.006 g cm−3, and 0.1
MPa (see reference [199]). Both Kalinichev and Bass [200]
and Chialvo and Cummings [201] have concluded that the
geometric definition proposed by Mountain successfully
represents the degree of HB in the system under normal
conditions (away from the critical region). Kalinichev and
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Figure 16. Fraction of free OH hydrogen bonds for the vapour
and liquid states of water along the coexistence curve: the purple
squares represent the values obtained from the IR spectroscopic
data of Luck [179]; the black symbols are our new molecular sim-
ulation data for the SPC/E (circles) and TIP4P/2005 (diamonds)
force fields; and the curves represent the corresponding theoreti-
cal description obtained with the SAFT-VR SWmodel [137] (blue
dotted curve), and the predictions with the SAFT-VRMie models
of Table 3 using the association kernels based on the LJ (green
dashed curve) and Mie (red continuous curve) RDFs (colour
online).
Bass [200] have also shown that the typical energetic cri-
terion for a hydrogen bond corresponding to a cutoff of
−10 kJ mol−1 coincides with the simple geometric crite-
rion of Mountain for water under ambient conditions.
The fractions of non-bonded OH groups obtained from
our simulations of the SPC/E and TIP4P/2005 force fields
are compared in Figure 16 and Table 4 with the values ob-
tained from the analysis of the IR spectroscopic data by
Luck [179] and from the representation of the degree of as-
sociation obtained with the SAFT-VR SWmodel [137] and
the SAFT-VR Mie models of Table 3 using the association
kernels based on the LJ (Equation (32)) and generic Mie
RDFs (Equation (30)). At ambient conditions the number of
hydrogen bonds per water molecule in the saturated-liquid
phase predicted with the generic SAFT-VR Mie descrip-
tion of the association is nHB ∼ 1.85, which is in very good
correspondence with the simulation data for the SPC/E and
TIP4P/2005 models and with the experimental value of
nHB ∼ 1.9 obtained by Soper and Phillips [202] from an
analysis of the structure determined by neutron scattering.
On the other hand, the corresponding value of nHB ∼ 1.7
obtained by Luck [179] from IR spectroscopic data appears
to suggest a slightly lower degree of association.
The agreement between the previously developed
SAFT-VR SW model and the experimental data of Luck
[179] is not surprising as these data were used to discrimi-
nate between models that provided a very similar descrip-
tion of the vapour pressure and saturated-liquid density
[137]. It is evident that the degrees of HB obtained from
the MC simulations of the SPC/E and TIP4P-2005 force
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Table 5. Optimal SAFT-VR Mie model parameters for methanol, ammonia, and hydrogen sulphide obtained using the SAFT-VR Mie
EOS [111] with our novel generic Mie (Equation (30)) association kernel.
Compound m σ /A˚ λr λa (ε/kB)/K (εHBab /kB)/K Kab/A˚
3
CH3OH 1.7989 3.1425 16.968 6.0 276.92 2156.0 222.18
NH3 1.0 3.3309 36.832 6.0 323.70 1105.0 560.73
H2S 1.0 3.7820 31.311 6.0 243.28 585.72 1880.4
fields and the predictions with our novel SAFT-VR Mie
models are in remarkable agreement, and that the values
from neither approach are consistent with those reported
by Luck. The issue about possible inconsistencies in the
values for the degree of association in water, methanol,
and ethanol estimated by Luck from IR spectroscopic data
has been raised before [186,189,191]. We reiterate that the
neutron scattering data of Soper and Phillips [202], though
only available for limited thermodynamic conditions, is
consistent with the corresponding values predicted theo-
retically with the SAFT-VR Mie models of water and by
simulation with the SPC/E and TIP4P/2005 models, but is
not in line with the IR data of Luck.
The basic features of the degree of association are qual-
itatively similar, with a very high fraction of free OH hy-
drogen bonds in the vapour phase and a much lower one in
the liquid phase increasing rapidly up to the critical point.
The fraction of monomers at the critical point is, however,
quite different where the spectroscopic data of Luck sug-
gest f OHfree > 0.8, while the simulation data and SAFT-VR
Mie models are consistent with a lower value of ∼0.6.
The discrepancy between the extent of association obtained
here with the SAFT-VR Mie models and simulation data,
on one hand, and the spectroscopic data of Luck, on the
other, echoes the conclusions of Liang et al. [191], who
used water + alkane liquid-liquid equilibrium (LLE) data
to discriminate between parameter sets for the PC-SAFT
EOS and found that models developed to provide a good
description of the LLE phase envelope lead to an overes-
timate of the degree of association. The optimal models
obtained by Liang et al. [191] result in a very similar de-
gree of association to that predicted with our SAFT-VR
Mie models. Though it is generally inadvisable to con-
tradict the evidence of experimental findings, the striking
similarity of the description obtained using two different
techniques (a rigourous perturbation theory for associat-
ing fluids and molecular simulation for well-established
atomistic force fields) with very different approaches for
the characterisation of the degree of association (the treat-
ment of association in the SAFT-VR Mie EOS is based on
theWertheim TPT1 statistical mechanical formalism, while
structural/geometric information is employed in the molec-
ular simulation), coupled with the non-trivial nature of the
experimental analysis of the spectroscopic data, leads one
to question whether the estimates of Luck are an accurate
quantification of the degree HB in water.
5.2. Other associating compounds: methanol,
ammonia, and hydrogen sulphide
Having assessed our novel methodology for the treatment
of association with the SAFT-VR Mie EOS using the as-
sociation kernel based on the generic Mie RDF, Equation
(30), in the specific case of water as a prototypical associ-
ating fluid, we now turn our attention to other associating
fluids: methanol (CH3OH), ammonia (NH3), and hydrogen
sulphide (H2S). Methanol is modelled as a dimer of chain
length m = 1.7989 with three association sites (two sites
of type ‘e’ representing the lone pairs of electrons on the
oxygen atom and a site of type ‘H’ to represent the hy-
drogen atom); ammonia is modelled as a spherical core
corresponding to m = 1 with four association sites, three
of type ‘H’ and one of type ‘e’; and hydrogen sulphide is
described with the same scheme as water, a spherical core
with m = 1 and four association sites, two of type ‘H’ and
two of type ‘e’; in each case, only ‘e–H’ bonding is allowed.
The SAFT-VR Mie intermolecular parameters devel-
oped for these three associating molecules are reported in
Table 5, with the corresponding vapour-liquid equilibria
and thermodynamic properties represented in Figures 17–
22. The SAFT-VR Mie EOS [111] is employed with the
newly developed association kernel based on the generic
Mie RDF, Equation (30) to describe the associating com-
pounds in this instance. The SAFT-VR Mie model of
methanol provides an excellent description of the VLE,
although, as expected for any treatment with a classical
Table 6. Intermolecular potential parameters for the model LJ
(12-6) binarymixture of components 1 and 2,with thermodynamic
states corresponding to the van der Waals one-fluid (vdW1) and
two-fluid (vdW2) mixing rules under consideration at T = 400 K
and ρ = 1.0 A˚3. The corresponding reduced temperature and den-
sity are defined as T ∗vdW1,x = kBT/εvdW1,x and ρ∗vdW1,x = ρσ 3vdW1,x
for the vdW1 recipe; and T ∗vdW2,ij = kBT/εij and ρ∗vdW2,ij = ρσ 3ij
for the vdW2 recipe.
i-j σ ij/A˚ (εij/kB)/K T ∗vdW2,ij ρ
∗
vdW2,ij
1–1 0.928 160 2.50 0.800
2–2 0.843 250 1.60 0.600
1–2 0.886 200 2.00 0.695
σ vdW1, x/A˚ (εvdW1, x/kB)/K T ∗vdW1,x ρ
∗
vdW1,x
0.897 189 2.12 0.723
968 S. Dufal et al.
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Figure 17. (a) The saturated vapour and liquid densities, (b) the
vapour pressure, and (c) the enthalpy of vaporisation of methanol:
the symbols represent smoothed experimental data from NIST
[172]; the curves represent the description obtained with the
SAFT-VRMie EOS [111] for the SAFT-VRMie model of Table 5
using the newly developed association kernel based on the generic
Mie RDF, Equation (30).
EOS, there is again a slight overshoot of the critical point
(corresponding to∼4% in temperature). The description of
the VLE of ammonia is also of high quality, as shown in
Figure 19; the overshoot of the critical temperature is very
small (2 K, or 0.5%), and there is a small consistent un-
derestimate in the enthalpy of vaporisation of ∼1 kJ mol−1
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Figure 18. Single-phase isobaric properties of methanol, includ-
ing (a) the density, (b) the Joule–Thomson coefficient, and (c) the
isobaric heat capacity, at pressures of P = 1 (blue curves and
pluses), 2 (red curves and crosses), 5 (green curves and aster-
isks), 10 (black curves and squares), and 20 (purple curves and
circles) MPa: the symbols represent smoothed experimental data
from NIST [172]; the curves represent the description obtained
with the SAFT-VR Mie EOS [111] for the SAFT-VR Mie model
of Table 5 using the newly developed association kernel based on
the generic Mie RDF, Equation (30) (colour online).
from the experimental values. The single-phase density and
isobaric heat capacity of ammonia are well described with
the SAFT-VR Mie EOS, while the representation of the
Joule–Thomson coefficient is less accurate (see Figure 20).
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Figure 19. (a) The saturated vapour and liquid densities, (b) the
vapour pressure, and (c) the enthalpy of vaporisation of ammonia:
the symbols represent smoothed experimental data from NIST
[172]; and the curves represent the description obtained with the
SAFT-VRMie EOS [111] for the SAFT-VRMie model of Table 5
using the newly developed association kernel based on the generic
Mie RDF, Equation (30).
The SAFT-VR Mie model of hydrogen sulphide provides a
description of the VLE which is quite similar to that ob-
tained for ammonia, with a good representation of the
experimental data, a very small overshoot of the critical
point, and a slight underestimate of the enthalpy of vapor-
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Figure 20. Single-phase isobaric properties of ammonia, includ-
ing (a) the density, (b) the Joule–Thomson coefficient, and (c)
the isobaric heat capacity, at pressures of P = 1 (blue curves
and pluses), 2 (red curves and crosses), 5 (green curves and as-
terisks), 10 (black curves and squares), 20 (purple curves and
circles), and 50 (brown curves and triangles) MPa: the sym-
bols represent smoothed experimental data from NIST [172]; the
curves represent the description obtained with the SAFT-VR
Mie EOS [111] for the SAFT-VR Mie model of Table 5 using
the newly developed association kernel based on the generic Mie
RDF, Equation (30) (colour online).
isation. In Figure 21 we also include, for comparison, the
description obtained with a non-associating model of hy-
drogen sulphide. (A non-associating model is physically
reasonable for H2S as this is a weakly HB substance, while
a non-associating model of water or ammonia would be
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Figure 21. (a) The saturated vapour and liquid densities, (b)
the vapour pressure, and (c) the enthalpy of vaporisation of hy-
drogen sulphide: the symbols represent smoothed experimental
data from NIST [172]; the blue continuous curves represent the
description obtained with the SAFT-VR Mie EOS [111] for the
SAFT-VR Mie model of Table 5 using the newly developed as-
sociation kernel based on the generic Mie RDF, Equation (30),
and the red dashed curve the corresponding description with an
non-associating model (colour online).
inappropriate.) The associating SAFT-VR Mie model of
hydrogen sulphide performs better for the VLE, providing
a better description of the vapour pressure and a smaller
overshoot of the critical point; as can be seen in Figure 22,
the associating model of H2S also offers a very good repre-
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Figure 22. Single-phase isobaric properties of hydrogen sul-
phide, including (a) the density, (b) the Joule–Thomson coeffi-
cient, and (c) the isobaric heat capacity, at pressures of P= 5 (blue
curves and pluses), 10 (red curves and crosses), 20 (green curves
and asterisks), and 50 (black curves and squares)MPa: the symbols
represent smoothed experimental data from NIST [172]; and the
curves represent the description obtained with the SAFT-VR
Mie EOS [111] for the SAFT-VR Mie model of Table 5 using
the newly developed association kernel based on the generic Mie
RDF, Equation (30) (colour online).
sentation of the single-phase densities and derivative prop-
erties, with an accuracy similar to that obtained with the
SAFT-VR Mie EOS for non-associating fluids.
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6. Application to mixtures of associating Mie fluids:
SAFT-VR Mie
A key goal of our research is the representation of the
fluid-phase equilibria of mixtures. A reliable descrip-
tion of the thermodynamic properties of mixtures of
associating molecules is therefore a prerequisite. The first
task at hand is to extend the treatment of the association
contribution to the Helmholtz free energy, which we for-
mulated for pure fluids in Section 4.3, to mixtures. This
involves the development of an appropriate mixing rule for
the association term of the mixture (characterised by the
association strength) and combining rules for the parame-
ters that define the corresponding association interactions
between the different molecular species. In the case of a
mixture of associating fluids, the association strength abij
between SW sites a and b on components i and j can be
expressed as a simple generalisation of Equation (33) for
the pure component:
abij = Fabij Kabij Iij , (38)
where the correspondingMayer function of the site-site SW
association is
Fabij = exp
[
εHBabij /(kBT )
]− 1 , (39)
Kabij is the empirical bonding volume parameter, and Iij is
the generalisation of the association kernel which can be
determined using expressions based on either the generic
Mie form (Equation (30)) or the LJ (Equation (32)) form.
As the association kernel is based on an integral over the
RDF of the reference fluid (cf. Equation (8)), a mixing
rule that best describes the RDF gMieij (rij ) between the i
and j components of mixtures of Mie particles is also ex-
pected to provide the most appropriate representation of
the association strengthabij described with the association
kernels Iij.
6.1. Mixing rules for the association contribution
We first compare the van der Waals one-fluid (vdW1) and
two-fluid (vdW2) mixing rules by describing the RDF be-
tween the various species of the mixture with that of an
equivalent pure-component system; for more information
on the use of van der Waals mixing rules to describe mix-
tures, we direct the reader to the books of Lee [146], and of
Rowlinson and Swinton [203].
In order to assess the adequacy of the mixing rules for
the structure of a mixture of LJ (12-6) particles, we per-
formMD simulations [196], comparing the resulting RDFs
to those obtained using the RHNC integral-equation theory
with the different mixing rules. The MD simulation con-
sists of a binary mixture of N1 = 5000 particles of type 1
and N2 = 3000 of type 2, in a V = 8000 A˚3 cubic box at
T= 400 K; the specific values of the intermolecular param-
eters defining the LJ particles are given in Table 6, together
with a characterisation of the thermodynamic states, chosen
such that the mixture is supercritical and thereby will not
phase separate at these conditions.
The composition-dependent van der Waals one-fluid
parameters σ vdW1, x and εvdW1, x for the effective single-
component system are defined as
σ 3vdW1,x =
∑
i
∑
j
xixjσ
3
ij (40)
and
εvdW1,x =
∑
i
∑
j xixjσ
3
ij εij
σ 3vdW1
, (41)
where xi = Ni/N is the mole fraction of component i. A
detailed discussion of the treatment of the unlike size σ ij
and energy εij parameters is made in Section 6.2.
For the particular binarymixture being considered (with
a mole fraction of x1 = 5000/8000 = 0.625 and x2 =
3000/8000= 0.375), the effective one-fluid particle diame-
ter is obtained as σ vdW1, x = 0.897 A˚, and the well depth as
εvdW1, x/kB = 189 K, corresponding to an effective dimen-
sionless number density of ρ∗vdW1,x = ρσ 3vdW1,x = 0.723
and temperature of T ∗vdW1,x = kBT/εvdW1,x = 2.12. In the
case of the van der Waals two-fluid mixing rule, the di-
mensionless number density and temperature are defined
directly in terms of the individual pair parameters as
ρ∗vdW2,ij = ρσ 3ij and T ∗vdW2,ij = kBT/εij , respectively.
An analysis of the structure of the binary mixture is
made by comparing the like 1–1 and 2–2 RDFs, g11(r11)
and g22(r22), obtained by molecular simulation with the
corresponding functions obtained with the RHNC integral-
equation theory using the reduced variables definedwith the
different van der Waals mixing rules. It is apparent from
Figure 23 that the description obtained for both g11(r11)
and g22(r22) using a combination of the one-fluid mixing
rule for the size parameter σ vdW1, x and the two-fluid rule
for the energetic parameter εvdW2, ij is superior to that pro-
vided by using one-fluid mixing rules for both σ vdW1, x
and εvdW1, x, or by using two-fluid mixing rules for both
σ vdW2, ij and εvdW2, ij, or by using the two-fluid mixing rule
for σ vdW2, ij and the one-fluid rule for εvdW1, x. We therefore
opt for the combined one-fluid/two-fluid mixing rules for
the size/energy parameters to represent the thermodynamic
properties of the associatingmixtures. It is important to note
at this stage that the combined use of a one-fluid description
of size parameters and a two-fluid description of the energy
parameters is consistent with the treatment employed for
the first- and second-order perturbation contributions at the
core of the SAFT-VR Mie [111] and SAFT-γ [77] EOSs.
In summary, the appropriate dimensionless temper-
ature and density which enter the association kernels
Iij(T∗, ρ∗, λr, ij) (Equation (30)) and Iij(T∗, ρ∗) (Equation
972 S. Dufal et al.
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Figure 23. Comparison of the pair RDFs of a binary mix-
ture of LJ species 1 and 2 (characterised by the parameters
given in Table 6) for a composition of x1 = 0.625 obtained
from MD simulations at a temperature of T = 400 K (sym-
bols) with the corresponding RDFs from the RHNC integral-
equation theory (curves). (a) g11(r11) and (b) g22(r22) determined
from the RHNC theory with the various mixing rules: the blue
continuous curves corresponds to g(r; T ∗vdW1,x , ρ
∗
vdW1,x); the red
dashed curves to g(r; T ∗vdW2,ij , ρ
∗
vdW1,x); the purple dotted curves
to g(r; T ∗vdW1,x , ρ
∗
vdW2,ij ); and the green dot-dashed curves to
g(r; T ∗vdW2,ij , ρ
∗
vdW2,ij ) (colour online).
(32)) are
T ∗ = T ∗vdW2,ij = kBT/εij , (42)
and
ρ∗ = ρ∗vdW1,x = ρσ 3vdW1,x . (43)
If one employs the association kernel developed for the
generic Mie associating fluid, the exponent characterising
the unlike repulsive interactions between theMie cores also
has to be specified explicitly to evaluate Iij(T∗, ρ∗, λr, ij).
6.2. Combining rules for the unlike parameters
It is common practice to employ combining rules for the
unlike intermolecular potential parameters for use within
EOSs to simplify the representation of multicomponent
mixtures. A general discussion can be found in reference
[203]; for a particular application to mixtures of compo-
nents with interactions of the SW or Mie forms, see refer-
ences [110,111].
The unlike size parameters are invariably obtained from
a simple arithmetic mean (Lorentz combining rule) as
σij = σii + σjj
2
. (44)
This formulation corresponds to the conventional additive
treatment of the particle diameters.
In the case of molecules represented with the Mie po-
tential, the values of the repulsive λr, ij and attractive λa, ij
exponents for the i–j unlike interaction have to be specified;
a geometric criterion (Berthelot-like combining rule) for the
van der Waals attractive constants of the Mie potential can
be used to express the exponents as [111]
λk,ij = 3 +
√
(λk,ii − 3)(λk,jj − 3) , k = a, r, (45)
though a London-dispersion form is commonly chosen for
the attractive exponents, whereby λa, ij = λa, ii = λa, jj = 6.
It should also be noted that occasionally it may be fruitful
to refine the value of the unlike repulsive λr, ij exponents
between the different species to improve the treatment of
challenging mixtures where the fluid-phase behaviour is
very sensitive to the precise form of the potential. In this
case, the repulsive exponent can be estimated directly from
experimental data of the mixture.
The unlike attractive dispersive energy parameters εij
can be characterised with an expression of the Berthelot
geometric-mean form:
εij =
√
σ 3iiσ
3
jj
σ 3ij
√
εiiεjj . (46)
For non-ideal mixtures, however, one often finds that the
energetic interactions between unlike species exhibit large
deviations from the Berthelot-like combining rule. In or-
der to improve the description of the fluid-phase behaviour
of the mixture, a binary correction parameter kij can be
introduced as
εij = (1 − kij )
√
σ 3iiσ
3
jj
σ 3ij
√
εiiεjj , (47)
where kij for each binary interaction is estimated from the
data of the appropriate mixture. In essence, one is deter-
mining the unlike energetic interaction of the mixture in-
dependently from the like interactions which are estimated
from pure-component data.
In the case of mixtures of associating molecules treated
within the Wertheim TPT1 approach, one has to specify
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the unlike energetic and bonding-volume parameters for
the various site-site interactions. The association-energy
parameters for the SW interactions of sites a on component
i and sites b on component j can be expressed in terms of
the corresponding Berthelot combining rule as
εHBabij =
√
εHBaaiiε
HB
bbjj . (48)
As for the unlike dispersive energies, deviations from the
geometric mean can be found for the association interac-
tions, and in this case these can be estimated from exper-
imental data for the corresponding mixture of associating
molecules.
The unlike site-site bonding-volume parameters have
to be determined in order to complete the specification of
the unlike interactions for associating mixtures. A simple
arithmetic-mean rule can be employed for size parameters
of this type. In the case of the bonding volumes between
sites a on component i and sites b on component j, one can
average the cube root of the corresponding values for the
like interactions:
Kabij =
(
3Kabii + 3Kabjj
2
)3
. (49)
In certain cases, however, it is also necessary to refine the
Kabij bonding-volume parameters between different asso-
ciating species to improve the description of the thermo-
dynamic properties and phase behaviour of the associating
mixture.
In the final part of our paper, the combining rules devel-
oped here are used to describe the fluid-phase equilibria of
mixtures of real associating fluids with the SAFT-VR Mie
EOS [111] using our novel association kernel, Equation
(38). The choice of combining rule and any required unlike
deviation parameter will be specified where appropriate.
7. Representing the thermodynamic properties of
mixtures of real associating fluids
7.1. Binary aqueous mixtures of methanol,
methane, carbon dioxide, or hydrogen
sulphide
Once the mixing and combining rules have been specified,
the SAFT-VR Mie EOS can be used to represent the fluid-
phase equilibria of mixtures of real associating molecules.
Binary mixtures of the compounds represented with the
association models developed in Sections 5.1 and 5.2 are
assessed using the association contribution with the newly
developed kernel Iij(T∗, ρ∗, λr, ij) based on the generic Mie
RDF, Equation (30), with the mixing rules for the dimen-
sionless temperature and density defined in Equations (42)
and (43), respectively. Aqueous mixtures comprising non-
associating components such as methane and carbon diox-
 330
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 380
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xCH3OH
Figure 24. Isobaric temperature-mole fraction representation of
the vapour-liquid equilibria of the water + methanol binary mix-
ture at P = 1 atm: the symbols represent the experimental data
[205–210], and the curves the description obtained using the
SAFT-VR Mie EOS with our novel treatment of the association
contribution based on the generic Mie kernel, Equation (30).
ide are also considered in view of their key relevance to
natural gas reservoirs and significant topical interest.
We start with an examination of the water +
methanol binary mixture, as it is one of the few ex-
amples of aqueous mixtures that exhibit a near-ideal
type I vapour-liquid phase behaviour with a continu-
ous critical locus, according to the classification of van
Konynenburg and Scott [203,204]. An isobaric slice of
the temperature-composition VLE of this mixture at
P= 1 atm calculated with the SAFT-VRMie EOS is shown
in Figure 24. Themodel adopted for water is that fromTable
3 (with the generic Mie association contribution), and that
formethanol is specified in Table 5. In this case, only a small
deviation from the geometric-mean combining rule for the
unlike dispersive energy is required, corresponding to a bi-
nary parameter of kij = 0.04 in Equation (47), to provide
good agreement with the experimental data [205–210] for
the vapour-liquid envelope; the ‘standard’ combining rules
defined in Section 6.2 are employed for all other unlike
interaction parameters.
More challenging non-ideal binary mixtures compris-
ing water as a component exhibit type III fluid-phase be-
haviour, according to the van Konynenburg and Scott [204]
classification; these systems are characterised by large re-
gions of vapour-liquid and liquid-liquid fluid-phase equilib-
ria with a discontinuous vapour-liquid critical locus. Typ-
ical examples of type III behaviour include binary mix-
tures of: water + methane; water + hydrogen sulphide; and
water + carbon dioxide. The pure-component model pa-
rameters for methane and carbon dioxide are developed
in reference [171], and are reproduced in Table 7 for
completeness.
It has been demonstrated [211] that for the extreme
phase separation exhibited by such systems, a single binary
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Table 7. Optimal SAFT-VR Mie model parameters for methane
and carbon dioxide obtained using the SAFT-VR Mie EOS.
Compound m σ /A˚ λr λa (ε/kB)/ K
CH4 1.0 3.7366 12.319 6.000 151.45
CO2 1.6936 3.0465 18.067 6.000 235.73
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Figure 25. Isothermal pressure-mole fraction representation of
the vapour-liquid equilibria of the water +methane binary mixture
at T = 298.11, 303.11, and 318.12 K: (a) water-rich phase; (b)
methane-rich phase. The symbols represent the experimental data
[212], and the curves represent the description obtained using the
SAFT-VR Mie EOS with our novel treatment of the association
contribution based on the generic Mie kernel, Equation (30), and
the binary interaction parameters kij given in Table 8; the dashed
green curves represent the results obtained for the T = 318.12 K
isotherm with kij = 0 (colour online).
interaction parameter kij cannot be used to describe both
phases adequately. Accordingly, we estimate separate kij
values to describe the unlike interactions for each phase.
For the water + methane system, the SAFT-VR Mie
models characterised by the parameters in Tables 3 (the
genericMie association model), 7, and 8 provide a good de-
scription of the experimental data [212] for the fluid-phase
equilibria, as can be seen in Figure 25. While judging the
physical relevance of a binary parameter is not easy, requir-
ing a detailed analysis to obtain a theoretically sound esti-
Table 8. Binary interaction parameters kij for the unlike disper-
sive energy, Equation (47), of the water + methane binary mixture.
kij
Phase 298.11 K 303.11 K 318.12 K
H2O rich −0.083 −0.069 −0.053
CH4 rich 0.080 0.080 0.080
Table 9. Binary interaction parameters kij for the unlike disper-
sive energy, Equation (47), of the water + carbon dioxide binary
mixture; the unlike repulsive exponent is set to λr, ij = 13 in all
cases.
kij
Phase 323.2 K 348 K 373.2 K
H2O rich −0.594 −0.554 −0.530
CO2 rich −0.454 −0.443 −0.445
Table 10. Binary interaction parameters kij for the unlike dis-
persive energy, Equation (47), and the unlike associative energy
εHBabij and the unlike bonding volume Kabij of the water + hydrogen
sulphide binary mixture.
Phase kij (εHBabij /kB)/ K Kabij/A˚
3
H2O rich −0.004 1080.0 870.00
H2S rich 0.219
mate [211], it is clear from the values reported inTable 8 that
the optimal kij for the methane-rich phase is small and posi-
tive,with no discernible temperature dependence,while that
for the water-rich phase is small, negative, and is evidently
sensitive to temperature. (We note in passing that a tempera-
ture dependence is also to be expected for the methane-rich
phase [211]; that one is not seen is probably due to the
relatively narrow range of temperatures considered here.)
Although themagnitudes of kij are found be relatively small,
the impact on the fluid-phase behaviour is significant, espe-
cially in the aqueous phase, as can be seen from the dashed
curves in Figure 25, which represent the results obtained for
T = 318.12 K for the Berthelot-like geometric combining
rule, corresponding to kij = 0.
In the case of the water + carbon dioxide binary mix-
ture, we refine the unlike repulsive exponent λr, ij to im-
prove the quality of the representation of the fluid-phase
behaviour, as this is a crucial mixture of interest. The opti-
mal description is obtained by using a value of λr, ij = 13,
which is used for both phases at all temperatures to keep
the number of adjustable parameters at a tractable level.
The estimated values of the binary energetic parameters
kij given in Table 9 are found to be negative, quite large,
and temperature-dependent for both phases. A good de-
scription of the experimental fluid-phase equilibrium data
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Figure 26. Isothermal pressure-mole fraction representation of
the vapour-liquid equilibria of the water + carbon dioxide binary
mixture at T = 323, 348, and 373 K: (a) water-rich phase, (b)
carbon dioxide rich phase. The symbols represent the experimental
data [213–221], and the curves represent the description obtained
using the SAFT-VR Mie EOS with our novel treatment of the
association contribution based on the genericMie kernel, Equation
(30), and the binary interaction parameters kij given in Table 9.
[213–221] is obtained with the SAFT-VR Mie EOS using
these intermolecular potential models: as can be seen from
Figure 26, the maximum in the solubility of water in the
carbon dioxide rich phase can be accurately reproduced.
Hydrogen sulphide is an associating fluid which ex-
hibits a strong non-ideality when mixed with water. This
leads to deviations for the standard combining rules, and
as a consequence, there are more mixture parameters to
estimate. We choose to estimate the value of kij for the de-
viation of the unlike dispersive energy along with the unlike
associative energy εHBabij and bonding-volume Kabij parame-
ters. The optimal values of the parameters estimated from
a comparison of the description obtained using the SAFT-
VRMie EOSwith the experimental fluid-phase equilibrium
data [220,222] are reported in Table 10. This SAFT-VRMie
model provides a good description of both the vapour-liquid
and liquid-liquid equilibria exhibited by this mixture, as can
be seen in Figure 27.
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Figure 27. Isothermal pressure-mole fraction representation of
the fluid-phase equilibria of the water + hydrogen sulphide sys-
tem: (a) water-rich phase, (b) hydrogen sulphide-rich phase. The
symbols represent experimental data [220,222], and curves repre-
sent the SAFT-VRMie description with our novel treatment of the
association contribution based on the generic Mie kernel, Equa-
tion (30), and the binary interaction parameters kij given in Table
10; the region around the three-phase line is enlarged in the inset.
The overall description of mixtures of associating fluids
with the SAFT-VR Mie EOS is found to be very satisfy-
ing, and our novel generic association contribution and the
corresponding mixing rules are seen to be appropriate for
the accurate representation of the fluid-phase equilibria of
these systems.
8. Conclusions
In this paper, we have provided a detailed assessment of
the implementation of the Wertheim first-order perturba-
tion theory of associating fluids for reference interactions
based on the Mie (generalised LJ) potential. A central goal
of our work has been the implementation of an accurate,
yet algebraic, Wertheim TPT1 treatment of the association
contribution to the Helmholtz free energy within the latest
version of the statistical associating fluid theory for Mie
potentials of variable repulsive/attractive range (SAFT-VR
Mie) [111]. We have shown that a proper description of the
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RDF of the reference fluid is a prerequisite for the faithful
treatment of the effect of the association interactions on
the thermodynamic properties of the associating fluid. A
high-fidelity representation of the structure of the generic
Mie fluid (obtained with the RHNC integral-equation
theory) was incorporated in the integral for the associa-
tion strength which is at the heart of the Wertheim TPT1
approach. By choosing a physically reasonable geometry
for the sites which mediate the association interactions, we
obtained a semi-empirical algebraic representation of the
association contribution appropriate for generic Mie flu-
ids with a varying form of interaction over a wide range
of thermodynamic conditions. A more compact expression
has also been formulated by using the structure of a refer-
ence LJ fluid to evaluate the association integral, without a
significant loss of accuracy in the description of the fluid-
phase equilibria of real associating fluids. A key advantage
of the algebraic formulation developed here is that the ex-
pressions can be incorporated in a straightforward manner
within other commonly used versions of the SAFT EOS,
such as soft-SAFT, PC-SAFT, and SAFT-γ , as well as the
CPA implementation of the Wertheim TPT1 approach in a
cubic EOS.
Our generic treatment of the Wertheim TPT1 associa-
tion contribution in the SAFT-VR Mie EOS was used to
determine the fluid-phase behaviour and other derived ther-
modynamic properties of real associating fluids to a high
level of reliability. In the particularly challenging case of
water, one can represent the vapour-liquid equilibria very
accurately; though some of the anomalies exhibited by wa-
ter (such as the density and compressibility maximum) are
not reproduced by the SAFT-VR Mie EOS, the overall de-
scription of the thermodynamic properties was found to be
very good considering that the theory is fully algebraic.
We have also reported a detailed comparison of the de-
gree of HB obtained by using the SAFT-VR Mie EOS for
a four-site association model of water and that obtained
by direct molecular simulation for the popular SPC/E and
TIP4P/2005 distributed-charge models: the extent of asso-
ciation obtained from the theory with our new association
contribution was found to be in remarkable agreement with
that obtained by molecular simulations from an analysis
of the coordination number using the accepted geometric
definition of the hydrogen bond. The degree of association
obtained with the SAFT-VRMie EOS and molecular simu-
lations is consistent with that obtained from neutron scatter-
ing data at ambient conditions, but not with the analysis of
IR overtone spectroscopy of water along vapour-liquid co-
existence. The description of vapour-liquid equilibria and
single-phase thermodynamic properties of other real asso-
ciating fluids such as methanol, ammonia, and hydrogen
sulphide was also found to be very good.
In the final part of our paper, the novel treatment of
the association contribution in the SAFT-VR Mie EOS
was generalised to mixtures. A combined one-fluid and
two-fluid description of the thermodynamic and structural
properties of the mixtures was found to be the most ap-
propriate. The fluid-phase (vapour-liquid and liquid-liquid)
equilibria of some representative mixtures of associating
molecules were determined with the theory and compared
with the corresponding experimental data. The reliable
description of the phase behaviour obtained for aqueous
mixtures of methanol, methane, carbon dioxide, and hydro-
gen sulphide clearly demonstrates that our novel associa-
tion contribution is also appropriate for the thermodynamic
properties of mixtures.
We are currently using the SAFT-VR Mie and SAFT-
γ Mie EOSs with the enhanced treatment of the associa-
tion contribution to study a wide variety of complex mul-
ticomponent mixtures comprising associating molecules.
The SAFT-γ algebraic platform is also being employed to
develop course-grained force fields based on the Mie po-
tential for a variety of systems [223–226], including water
[227], which can be used reliably in large-scale molecular
simulations.
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Appendix 1. Correlation coefficients for LJ-based
and Mie-based association kernels
The values of the correlation coefficients that appear in the as-
sociation kernels equations (30) and (32) are presented in the
subsequent tables.
A downloadable file with the coefficients conveniently for-
matted for computer code is available as Supplemental Material
(follow the Supplemental Material link from the article home
page).
Ta
bl
e
A
1.
c i
,j
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
ke
rn
el
co
rr
el
at
io
n
in
th
e
L
J-
ba
se
d
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
2)
.
i
j
c i
,j
i
j
c i
,j
i
j
c i
,j
i
j
c i
,j
0
0
7.
56
42
51
83
02
04
31
×
10
−2
1
6
−4
.8
48
63
99
76
51
45
1
×
10
−4
3
4
3.
17
17
15
22
10
49
23
×
10
−2
6
0
−6
.2
10
28
06
57
19
19
4
0
1
−1
.2
86
67
13
70
50
96
1
×
10
−1
1
7
4.
35
26
24
91
51
64
24
×
10
−5
3
5
−2
.9
13
68
91
58
45
69
3
×
10
−3
6
1
−1
.9
28
83
36
03
42
57
3
0
2
1.
28
35
06
32
31
60
55
×
10
−1
1
8
−2
.0
77
89
18
16
40
06
6
×
10
−6
3
6
1.
30
19
37
10
01
17
06
×
10
−4
6
2
2.
84
10
97
61
06
65
70
×
10
−1
0
3
−7
.2
53
21
78
09
70
29
2
×
10
−2
1
9
4.
13
74
93
49
34
48
02
×
10
−8
3
7
−2
.1
45
05
50
07
86
53
1
×
10
−6
6
3
−1
.5
76
06
76
73
72
36
4
×
10
−2
0
4
2.
57
78
25
47
51
14
52
×
10
−2
2
0
−5
.6
51
16
42
89
42
89
3
×
10
−1
4
0
2.
13
71
31
80
91
17
97
6
4
3.
68
59
90
73
25
66
15
×
10
−4
0
5
−6
.0
11
70
05
52
21
68
7
×
10
−3
2
1
1.
00
93
06
92
22
67
92
4
1
−2
.0
27
98
46
01
33
02
1
7
0
11
.6
08
35
32
81
80
29
0
0
6
9.
33
36
31
47
19
19
78
×
10
−4
2
2
−6
.6
01
66
94
59
15
60
7
×
10
−1
4
2
3.
36
70
92
55
68
26
93
×
10
−1
7
1
7.
42
21
55
44
51
11
97
×
10
−1
0
7
−9
.5
56
07
37
71
43
66
7
×
10
−5
2
3
2.
14
49
22
12
29
43
01
×
10
−1
4
3
1.
18
10
65
07
39
37
22
×
10
−3
7
2
−8
.2
39
76
53
12
46
11
7
×
10
−2
0
8
6.
19
57
60
39
90
08
37
×
10
−6
2
4
−3
.8
84
62
99
01
66
79
2
×
10
−2
4
4
−6
.0
00
58
42
33
01
50
6
×
10
−3
7
3
1.
86
16
76
50
09
82
54
×
10
−3
0
9
−2
.3
04
66
60
82
13
62
8
×
10
−7
2
5
4.
06
01
69
82
98
50
30
×
10
−3
4
5
6.
26
34
39
52
58
44
15
×
10
−4
8
0
−1
0.
26
32
53
55
42
42
7
0
10
3.
74
60
57
18
43
55
40
×
10
−9
2
6
−2
.3
95
15
56
63
73
14
2
×
10
−4
4
6
−2
.0
36
36
39
56
99
81
9
×
10
−5
8
1
−1
.2
50
35
68
90
35
08
5
×
10
−1
1
0
1.
34
22
82
18
27
65
65
×
10
−1
2
7
7.
25
48
83
68
83
14
68
×
10
−6
5
0
−3
.0
05
27
49
47
95
52
4
×
10
−1
8
2
1.
14
29
91
44
83
18
67
×
10
−2
1
1
−1
.8
26
82
16
85
04
88
6
×
10
−1
2
8
−8
.5
89
04
64
02
81
92
8
×
10
−8
5
1
2.
89
92
07
14
51
22
43
9
0
4.
65
29
74
46
83
72
97
1
2
7.
71
66
24
12
95
92
62
×
10
−2
3
0
−3
.8
73
36
38
26
87
01
9
×
10
−1
5
2
−5
.6
71
34
83
96
86
49
8
×
10
−1
9
1
−1
.9
25
18
06
71
37
03
3
×
10
−3
1
3
−7
.1
74
58
64
11
64
56
5
×
10
−4
3
1
−2
.1
16
14
57
01
09
50
3
×
10
−1
5
3
5.
18
08
51
25
42
34
94
×
10
−2
10
0
−8
.6
72
96
21
96
39
94
0
×
10
−1
1
4
−8
.7
24
27
34
42
83
17
0
×
10
−3
3
2
4.
50
44
28
94
49
05
09
×
10
−1
5
4
−2
.3
93
26
77
67
60
41
4
×
10
−3
1
5
2.
97
97
18
36
05
12
87
×
10
−3
3
3
−1
.7
69
31
75
25
38
90
7
×
10
−1
5
5
4.
15
10
73
62
64
38
44
×
10
−5
Molecular Physics 981
Ta
bl
e
A
2.
b i
,j
,k
=
0
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
ke
rn
el
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
0
i
j
b i
,j
,k
=
0
i
j
b i
,j
,k
=
0
i
j
b i
,j
,k
=
0
0
0
1.
32
97
07
02
18
20
68
×
10
−2
1
6
−5
.8
19
66
17
32
16
05
1
×
10
−4
3
4
−5
.7
79
09
16
05
09
18
5
×
10
−2
6
0
−2
.4
64
82
41
61
79
79
6
0
1
−1
.7
71
99
12
29
35
44
3
×
10
−2
1
7
3.
83
60
81
67
08
90
24
×
10
−5
3
5
5.
39
94
19
35
09
89
40
×
10
−3
6
1
−1
.4
53
70
32
29
73
41
6
0
2
2.
93
73
67
47
69
49
74
×
10
−2
1
8
−1
.5
03
05
40
99
53
98
3
×
10
−6
3
6
−2
.4
95
22
54
16
31
11
5
×
10
−4
6
2
−4
.4
88
27
08
09
21
15
4
×
10
−1
0
3
−2
.0
55
27
30
44
04
42
3
×
10
−2
1
9
2.
66
74
92
57
81
11
43
×
10
−8
3
7
4.
36
32
45
00
07
25
86
×
10
−6
6
3
−5
.6
62
29
17
91
36
72
2
×
10
−3
0
4
8.
61
68
34
20
90
76
05
×
10
−3
2
0
1.
64
97
24
99
63
33
66
×
10
−1
4
0
6.
97
48
11
73
73
59
12
×
10
−1
6
4
−1
.8
08
70
02
92
00
99
8
×
10
−4
0
5
−2
.2
85
05
27
53
03
60
0
×
10
−3
2
1
−9
.7
48
98
72
53
77
83
0
×
10
−1
4
1
−1
.2
78
02
31
91
97
57
2
×
10
−1
7
0
8.
78
38
86
94
04
73
69
0
6
3.
90
17
11
33
20
00
72
×
10
−4
2
2
9.
19
08
25
50
77
26
66
×
10
−1
4
2
2.
38
55
94
96
98
53
44
×
10
−1
7
1
3.
23
80
73
84
51
32
05
0
7
−4
.2
60
35
88
88
69
94
2
×
10
−5
2
3
−3
.6
79
78
44
36
60
28
4
×
10
−1
4
3
−1
.2
43
64
95
49
74
36
0
×
10
−1
7
2
2.
81
81
61
42
69
51
78
×
10
−1
0
8
2.
86
24
69
20
51
94
87
×
10
−6
2
4
7.
88
05
41
56
98
39
51
×
10
−2
4
4
1.
83
58
30
32
37
03
54
×
10
−2
7
3
3.
40
16
91
05
53
90
79
×
10
−3
0
9
−1
.0
73
15
32
09
63
93
7
×
10
−7
2
5
−9
.8
11
02
79
98
31
72
5
×
10
−3
4
5
−1
.3
39
46
36
13
88
12
7
×
10
−3
8
0
−1
.3
51
78
08
97
81
88
0
×
10
1
0
10
1.
70
91
29
76
77
23
29
×
10
−9
2
6
7.
17
90
18
35
77
20
44
×
10
−4
4
6
3.
68
88
86
49
11
86
14
×
10
−5
8
1
−2
.4
82
17
55
16
06
28
1
1
0
−4
.6
55
04
52
88
47
43
2
×
10
−2
2
7
−2
.9
11
91
05
29
89
12
5
×
10
−5
5
0
−6
.8
22
58
59
85
93
20
5
×
10
−3
8
2
−7
.8
33
34
04
02
33
51
1
×
10
−2
1
1
3.
32
59
73
25
54
93
52
×
10
−1
2
8
5.
17
20
70
32
02
67
79
×
10
−7
5
1
−2
.9
67
68
59
70
44
26
5
×
10
−1
9
0
9.
42
41
56
49
94
39
17
1
2
−3
.2
65
75
31
62
41
19
3
×
10
−1
3
0
−5
.5
30
80
05
43
04
10
8
×
10
−1
5
2
3.
46
07
77
51
70
12
31
×
10
−1
9
1
6.
87
36
36
80
16
30
44
×
10
−1
1
3
1.
44
65
36
71
54
14
51
×
10
−1
3
1
1.
07
12
40
21
91
45
24
5
3
1.
22
49
65
82
16
36
78
×
10
−2
10
0
−2
.4
61
51
45
31
73
01
6
1
4
−3
.6
31
93
31
52
89
49
6
×
10
−2
3
2
−9
.1
49
15
28
17
34
47
1
×
10
−1
5
4
−8
.0
59
51
61
10
68
98
4
×
10
−4
1
5
5.
69
93
42
20
11
55
37
×
10
−3
3
3
3.
28
13
23
91
30
97
41
×
10
−1
5
5
5.
01
77
55
24
37
87
00
×
10
−5
Ta
bl
e
A
3.
b i
,j
,k
=
1
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
in
te
gr
al
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
1
i
j
b i
,j
,k
=
1
i
j
b i
,j
,k
=
1
i
j
b i
,j
,k
=
1
0
0
5.
56
47
94
63
56
45
48
×
10
−4
1
6
1.
13
48
50
41
04
44
46
×
10
−4
3
4
1.
92
70
24
66
50
44
44
×
10
−2
6
0
−1
.2
75
12
69
68
74
71
4
0
1
−2
.8
29
32
52
46
93
84
3
×
10
−4
1
7
−5
.9
75
90
02
76
89
90
9
×
10
−6
3
5
−1
.6
92
64
43
88
76
77
4
×
10
−3
6
1
4.
21
04
81
18
71
39
17
×
10
−1
0
2
−2
.1
21
56
86
27
28
69
1
×
10
−3
1
8
1.
73
11
28
88
67
02
22
×
10
−7
3
6
7.
20
47
03
94
80
71
55
×
10
−5
6
2
1.
22
79
22
63
12
11
20
×
10
−1
0
3
2.
24
19
73
88
05
86
98
×
10
−3
1
9
−2
.0
18
31
27
40
82
93
4
×
10
−9
3
7
−1
.1
28
95
78
60
20
72
0
×
10
−6
6
3
−1
.5
83
86
41
22
95
99
8
×
10
−3
0
4
−1
.1
53
85
07
52
60
20
0
×
10
−3
2
0
−1
.5
84
47
25
12
65
29
6
×
10
−1
4
0
−6
.7
87
84
04
90
01
05
8
×
10
−2
6
4
1.
98
37
06
89
43
48
91
×
10
−4
0
5
3.
45
26
13
05
02
15
41
×
10
−4
2
1
4.
30
57
66
56
79
08
14
×
10
−1
4
1
−1
.5
97
16
52
11
55
96
5
×
10
−1
7
0
2.
69
95
77
85
72
35
10
×
10
−1
0
6
−6
.3
67
72
70
24
54
55
7
×
10
−5
2
2
−3
.4
23
86
65
89
99
54
2
×
10
−1
4
2
−4
.0
82
60
24
40
06
86
6
×
10
−2
7
1
−8
.9
94
01
83
53
59
30
1
×
10
−1
0
7
7.
32
53
83
16
17
16
51
×
10
−6
2
3
1.
26
31
88
19
45
00
03
×
10
−1
4
3
3.
97
26
16
99
37
79
44
×
10
−2
7
2
−5
.9
39
34
56
79
46
63
5
×
10
−2
0
8
−5
.1
08
81
83
12
59
87
3
×
10
−7
2
4
−2
.5
70
89
02
81
69
03
7
×
10
−2
4
4
−6
.6
88
53
45
84
52
26
1
×
10
−3
7
3
−1
.1
09
77
33
52
39
39
5
×
10
−3
0
9
1.
97
04
92
47
69
28
37
×
10
−8
2
5
3.
10
74
00
70
59
38
76
×
10
−3
4
5
4.
90
51
59
78
81
89
42
×
10
−4
8
0
1.
49
37
96
16
94
09
16
0
10
−3
.2
12
85
62
22
52
69
5
×
10
−1
0
2
6
−2
.2
62
47
70
27
97
06
0
×
10
−4
4
6
−1
.2
66
40
90
43
45
95
2
×
10
−5
8
1
6.
28
45
94
98
67
01
59
×
10
−1
1
0
4.
92
33
21
22
69
66
42
×
10
−2
2
7
9.
40
33
74
71
99
99
22
×
10
−6
5
0
6.
11
67
21
46
14
78
09
×
10
−1
8
2
1.
77
03
22
59
42
77
76
×
10
−2
1
1
−1
.3
44
56
18
31
91
71
9
×
10
−1
2
8
−1
.7
59
27
01
16
26
45
2
×
10
−7
5
1
2.
57
96
37
55
04
03
60
×
10
−1
9
0
−1
.5
09
13
78
13
96
60
6
1
2
1.
08
51
71
85
63
22
99
×
10
−1
3
0
1.
30
96
15
41
59
70
78
×
10
−1
5
2
−1
.5
02
06
37
65
68
02
0
×
10
−1
9
1
−1
.6
66
24
38
83
01
13
5
×
10
−1
1
3
−4
.2
54
01
43
15
13
95
6
×
10
−2
3
1
−3
.5
81
37
80
60
97
00
4
×
10
−1
5
3
3.
87
68
37
16
56
36
04
×
10
−3
10
0
4.
44
94
24
67
42
41
75
×
10
−1
1
4
9.
54
40
98
05
56
43
29
×
10
−3
3
2
3.
23
52
12
60
71
15
48
×
10
−1
5
4
1.
13
88
74
48
05
25
91
×
10
−4
1
5
−1
.3
14
79
85
98
39
03
5
×
10
−3
3
3
−1
.1
38
20
80
30
61
65
8
×
10
−1
5
5
−2
.6
72
12
36
15
39
35
5
×
10
−5
982 S. Dufal et al.
Ta
bl
e
A
4.
b i
,j
,k
=
2
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
in
te
gr
al
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
2
i
j
b i
,j
,k
=
2
i
j
b i
,j
,k
=
2
i
j
b i
,j
,k
=
2
0
0
4.
68
75
38
36
98
56
61
×
10
−5
1
6
−9
.3
12
05
11
74
58
79
0
×
10
−6
3
4
−2
.0
47
36
82
22
70
41
2
×
10
−3
6
0
2.
60
82
29
91
45
43
04
×
10
−1
0
1
−2
.0
15
34
02
92
76
56
9
×
10
−4
1
7
4.
07
19
81
79
41
64
16
×
10
−7
3
5
1.
71
67
25
01
04
10
56
×
10
−4
6
1
−6
.2
64
32
52
78
52
68
4
×
10
−2
0
2
4.
08
97
16
40
19
61
16
×
10
−4
1
8
−7
.2
40
02
26
38
50
39
9
×
10
−9
3
6
−6
.9
19
18
52
89
95
77
9
×
10
−6
6
2
−9
.5
98
39
25
46
36
27
4
×
10
−3
0
3
−3
.3
44
28
22
13
92
10
3
×
10
−4
1
9
−2
.8
50
54
81
77
86
79
2
×
10
−1
1
3
7
1.
02
23
41
51
25
60
19
×
10
−7
6
3
2.
23
34
17
27
28
53
68
×
10
−4
0
4
1.
54
95
10
71
29
10
61
×
10
−4
2
0
2.
11
01
49
84
42
46
21
×
10
−2
4
0
2.
67
15
78
84
35
06
82
×
10
−2
6
4
−2
.7
88
86
52
64
75
73
2
×
10
−5
0
5
−4
.3
92
72
54
76
33
53
3
×
10
−5
2
1
−4
.9
53
82
44
52
19
10
6
×
10
−2
4
1
6.
04
02
21
82
90
01
32
×
10
−3
7
0
−1
.7
97
06
75
25
93
97
3
×
10
−1
0
6
7.
86
87
78
04
62
63
15
×
10
−6
2
2
3.
71
90
94
93
53
49
14
×
10
−2
4
2
8.
22
45
04
12
68
08
41
×
10
−3
7
1
9.
89
21
24
84
45
11
87
×
10
−2
0
7
−8
.9
25
38
36
53
55
00
1
×
10
−7
2
3
−1
.3
26
62
35
99
74
17
8
×
10
−2
4
3
−5
.0
21
24
88
99
94
98
0
×
10
−3
7
2
3.
88
19
71
87
43
98
71
×
10
−3
0
8
6.
20
54
11
26
31
70
64
×
10
−8
2
4
2.
64
25
23
48
90
63
71
×
10
−3
4
4
8.
03
63
02
65
79
68
84
×
10
−4
7
3
1.
51
51
15
50
19
98
90
×
10
−4
0
9
−2
.4
09
04
01
97
97
94
0
×
10
−9
2
5
−3
.1
67
20
39
87
60
11
1
×
10
−4
4
5
−5
.5
52
80
74
66
86
63
4
×
10
−5
8
0
−3
.1
59
00
58
81
87
11
2
×
10
−2
0
10
3.
99
22
57
53
39
22
96
×
10
−1
1
2
6
2.
32
68
22
69
10
92
26
×
10
−5
4
6
1.
30
40
26
95
73
52
87
×
10
−6
8
1
−6
.0
76
81
43
85
66
11
5
×
10
−2
1
0
−6
.3
61
42
80
40
34
12
5
×
10
−3
2
7
−9
.9
39
69
22
81
61
76
7
×
10
−7
5
0
−1
.3
10
04
40
14
10
04
2
×
10
−1
8
2
−1
.4
19
08
35
45
21
81
5
×
10
−3
1
1
1.
48
87
00
88
79
35
84
×
10
−2
2
8
1.
93
24
77
31
97
32
46
×
10
−8
5
1
−9
.8
51
63
50
92
26
62
2
×
10
−3
9
0
9.
26
90
88
32
41
90
59
×
10
−2
1
2
−1
.1
29
30
08
89
40
55
4
×
10
−2
3
0
−2
.0
45
22
54
68
81
70
8
×
10
−2
5
2
1.
28
54
42
54
81
88
12
×
10
−2
9
1
1.
51
50
60
77
04
34
58
×
10
−2
1
3
4.
23
53
70
18
03
21
77
×
10
−3
3
1
4.
56
62
78
41
73
36
61
×
10
−2
5
3
−2
.1
69
12
93
06
42
02
6
×
10
−4
10
0
−3
.1
27
17
01
10
22
24
8
×
10
−2
1
4
−9
.0
96
33
13
60
25
82
2
×
10
−4
3
2
−3
.7
52
41
58
87
12
11
4
×
10
−2
5
4
−4
.5
57
21
39
76
31
02
4
×
10
−5
1
5
1.
18
40
64
67
16
84
96
×
10
−4
3
3
1.
25
88
85
72
11
65
24
×
10
−2
5
5
4.
78
47
23
96
44
24
76
×
10
−6
Ta
bl
e
A
5.
b i
,j
,k
=
3
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
in
te
gr
al
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
3
i
j
b i
,j
,k
=
3
i
j
b i
,j
,k
=
3
i
j
b i
,j
,k
=
3
0
0
−1
.5
27
50
75
55
40
61
2
×
10
−6
1
6
2.
92
85
07
82
90
54
53
×
10
−7
3
4
1.
07
39
13
47
80
12
78
×
10
−4
5
5
−3
.4
02
26
87
15
07
60
8
×
10
−7
0
1
6.
65
73
46
16
24
47
50
×
10
−6
1
7
−5
.6
72
55
53
77
11
21
6
×
10
−9
3
5
−8
.6
92
54
97
73
10
80
0
×
10
−6
6
0
−1
.9
53
58
88
42
82
32
7
×
10
−2
0
2
−1
.4
91
63
45
78
56
16
2
×
10
−5
1
8
−3
.5
01
55
34
71
87
56
6
×
10
−1
0
3
6
3.
38
63
27
87
32
47
14
×
10
−7
6
1
4.
20
14
34
44
23
70
83
×
10
−3
0
3
1.
28
25
17
15
83
64
63
×
10
−5
1
9
1.
64
31
99
46
68
15
37
×
10
−1
1
3
7
−4
.9
04
36
06
54
38
31
0
×
10
−9
6
2
2.
97
76
66
52
42
74
10
×
10
−4
0
4
−6
.1
33
63
50
26
20
89
2
×
10
−6
2
0
−1
.2
78
35
41
65
13
71
0
×
10
−3
4
0
−2
.9
65
74
64
94
89
36
1
×
10
−3
6
3
−8
.3
64
98
13
12
44
47
5
×
10
−6
0
5
1.
77
37
48
28
28
94
99
×
10
−6
2
1
2.
72
63
18
87
42
14
59
×
10
−3
4
1
7.
37
34
08
18
58
45
80
×
10
−4
6
4
1.
51
04
40
87
02
12
39
×
10
−6
0
6
−3
.2
17
19
27
83
38
96
9
×
10
−7
2
2
−1
.9
58
76
15
23
74
92
4
×
10
−3
4
2
−7
.6
20
65
78
89
26
24
0
×
10
−4
7
0
1.
64
36
23
61
73
71
92
×
10
−2
0
7
3.
67
81
65
71
47
50
73
×
10
−8
2
3
6.
80
17
02
19
61
92
46
×
10
−4
4
2
−9
.2
70
89
41
09
62
24
9
×
10
−5
7
1
−5
.2
76
06
73
78
24
62
5
×
10
−3
0
8
−2
.5
70
70
86
02
78
20
0
×
10
−9
2
4
−1
.3
31
71
44
94
66
01
1
×
10
−4
4
3
3.
15
09
70
78
45
53
67
×
10
−4
7
3
−9
.3
29
30
11
97
68
76
8
×
10
−6
0
9
1.
00
18
78
48
11
14
17
×
10
−1
0
2
5
1.
58
50
81
91
73
11
09
×
10
−5
4
4
−4
.6
46
83
97
51
20
55
6
×
10
−5
8
0
−4
.3
96
66
31
81
31
19
3
×
10
−3
0
10
−1
.6
66
15
68
12
24
87
8
×
10
−1
2
2
6
−1
.1
71
19
94
50
08
33
4
×
10
−6
4
5
3.
00
94
28
02
76
41
89
×
10
−6
8
1
2.
87
82
90
11
56
63
85
×
10
−3
1
0
3.
52
70
71
12
75
32
63
×
10
−4
2
7
5.
09
01
49
96
52
23
37
×
10
−8
4
6
−6
.4
78
08
06
64
43
91
1
×
10
−8
8
2
5.
24
10
30
94
97
50
34
×
10
−5
1
1
−7
.6
14
94
02
27
00
99
3
×
10
−4
2
8
−1
.0
11
09
17
17
28
22
9
×
10
−9
5
0
1.
04
31
98
73
44
76
75
×
10
−2
9
0
−1
.5
95
66
36
56
17
16
5
×
10
−3
1
2
5.
51
12
61
14
93
85
43
×
10
−4
3
0
1.
64
25
81
40
84
37
64
×
10
−3
5
1
−7
.7
54
29
45
91
16
35
5
×
10
−4
9
1
−6
.6
77
64
80
74
50
44
2
×
10
−4
1
3
−1
.9
71
94
09
92
29
22
3
×
10
−4
3
1
−2
.9
43
60
80
33
06
56
8
×
10
−3
5
2
−3
.7
90
64
01
47
23
98
1
×
10
−4
10
0
8.
61
40
74
43
43
02
05
×
10
−4
1
4
3.
97
62
33
27
83
97
60
×
10
−5
3
2
2.
15
65
98
10
73
66
63
×
10
−3
5
3
−1
.6
07
83
83
38
98
33
1
×
10
−5
1
5
−4
.6
58
36
27
68
73
80
7
×
10
−6
3
3
−6
.8
53
70
48
22
91
31
5
×
10
−4
5
4
4.
71
88
00
61
36
66
60
×
10
−6
Molecular Physics 983
Ta
bl
e
A
6.
b i
,j
,k
=
4
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
in
te
gr
al
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
4
i
j
b i
,j
,k
=
4
i
j
b i
,j
,k
=
4
i
j
b i
,j
,k
=
4
0
0
−3
.6
72
01
23
09
32
92
0
×
10
−8
1
6
−3
.0
51
75
47
70
78
06
1
×
10
−9
3
4
−3
.0
14
58
97
29
×
10
−6
6
0
6.
72
07
83
59
17
62
32
×
10
−4
0
1
6.
65
43
31
23
49
22
97
×
10
−8
1
7
−2
.5
12
06
22
75
50
09
4
×
10
−1
0
3
5
2.
38
07
65
82
×
10
−7
6
1
−1
.3
80
31
32
06
36
18
7
×
10
−4
0
2
8.
09
75
32
53
02
64
81
×
10
−8
1
8
2.
85
88
83
37
54
45
68
×
10
−1
1
3
6
−9
.1
21
37
23
55
×
10
−9
6
2
−3
.1
48
94
39
60
08
51
2
×
10
−6
0
3
−1
.2
93
49
63
67
96
98
1
×
10
−7
1
9
−8
.3
57
13
69
16
99
93
0
×
10
−1
3
3
7
1.
33
29
87
81
4
×
10
−1
0
6
3
5.
76
78
56
92
86
27
02
×
10
−8
0
4
7.
75
03
49
42
36
42
71
×
10
−8
2
0
3.
98
28
98
26
66
09
23
×
10
−5
4
0
1.
24
81
06
38
7
×
10
−4
6
4
−3
.8
87
10
15
03
87
34
2
×
10
−8
0
5
−2
.5
04
42
44
95
53
80
0
×
10
−8
2
1
−7
.9
20
66
14
73
84
54
1
×
10
−5
4
1
−5
.1
36
12
05
21
×
10
−5
7
0
−6
.0
91
45
83
75
54
26
1
×
10
−4
0
6
4.
81
96
97
64
88
64
44
×
10
−9
2
2
5.
49
06
68
41
15
78
59
×
10
−5
4
2
3.
09
43
28
53
7
×
10
−5
7
1
1.
48
27
55
94
79
04
38
×
10
−4
0
7
−5
.6
83
35
86
40
91
98
2
×
10
−1
0
2
3
−1
.8
64
02
73
53
97
85
0
×
10
−5
4
3
−1
.0
20
09
75
12
×
10
−5
7
2
2.
61
35
36
77
75
56
75
×
10
−7
0
8
4.
02
54
46
52
60
57
31
×
10
−1
1
2
4
3.
59
64
06
11
23
92
94
×
10
−6
4
4
1.
39
71
44
13
6
×
10
−6
7
3
2.
91
08
70
61
12
78
25
×
10
−7
0
9
−1
.5
70
57
13
57
89
18
8
×
10
−1
2
2
5
−4
.2
51
36
58
32
33
79
8
×
10
−7
4
5
−8
.5
50
34
27
9
×
10
−8
8
0
2.
52
72
41
06
81
91
34
×
10
−4
0
10
2.
59
01
80
65
15
01
87
×
10
−1
4
2
6
3.
14
70
18
85
58
90
44
×
10
−8
4
6
1.
71
15
00
44
9
×
10
−9
8
1
−7
.3
60
76
39
68
64
78
8
×
10
−5
1
0
−1
.0
05
33
09
81
86
31
2
×
10
−5
2
7
−1
.3
79
42
01
07
63
25
4
×
10
−9
5
0
−3
.7
40
44
09
91
×
10
−4
8
2
−1
.0
06
42
76
86
27
40
0
×
10
−6
1
1
2.
04
97
37
85
45
52
68
×
10
−5
2
8
2.
76
62
58
94
83
31
52
×
10
−1
1
5
1
5.
60
79
60
50
4
×
10
−5
9
0
−2
.4
92
55
86
77
87
54
8
×
10
−5
1
2
−1
.4
23
64
52
55
55
26
2
×
10
−5
3
0
−6
.2
26
06
15
26
03
80
0
×
10
−5
5
2
1.
84
62
61
27
1
×
10
−6
9
1
1.
59
72
00
37
81
73
41
×
10
−5
1
3
4.
84
85
96
26
53
37
17
×
10
−6
3
1
9.
78
66
18
59
35
57
05
×
10
−5
5
3
1.
34
28
85
28
6
×
10
−6
10
0
−7
.7
03
41
61
71
55
42
4
×
10
−6
1
4
−9
.0
32
87
39
45
21
53
5
×
10
−7
3
2
−6
.5
47
11
12
75
44
11
4
×
10
−5
5
4
−1
.9
46
14
65
52
×
10
−7
1
5
8.
95
40
39
85
25
65
19
×
10
−8
3
3
1.
98
39
47
92
30
39
55
×
10
−5
5
5
1.
14
15
78
63
7
×
10
−8
Ta
bl
e
A
7.
b i
,j
,k
=
5
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
in
te
gr
al
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
5
i
j
b i
,j
,k
=
5
i
j
b i
,j
,k
=
5
i
j
b i
,j
,k
=
5
0
0
1.
88
04
81
56
94
43
27
×
10
−9
1
6
−1
.7
80
97
00
63
14
27
7
×
10
−1
1
3
4
4.
32
65
23
79
7
×
10
−8
6
0
−1
.0
80
48
26
41
12
28
6
×
10
−5
0
1
−5
.2
00
41
75
02
95
70
9
×
10
−9
1
7
8.
46
17
33
87
25
89
07
×
10
−1
2
3
5
−3
.3
62
77
86
84
×
10
−9
6
1
2.
17
36
69
00
82
13
65
×
10
−6
0
2
4.
35
88
16
92
09
46
47
×
10
−9
1
8
−6
.2
94
68
78
90
21
33
9
×
10
−1
3
3
6
1.
28
21
66
01
4
×
10
−1
0
6
2
−1
.5
30
22
51
55
38
30
3
×
10
−8
0
3
−1
.9
09
67
91
70
25
46
4
×
10
−9
1
9
1.
62
91
49
75
39
72
06
×
10
−1
4
3
7
−1
.9
17
02
97
34
×
10
−1
2
6
3
2.
11
50
02
80
83
32
61
×
10
−9
0
4
4.
36
09
87
84
93
92
88
×
10
−1
0
2
0
−6
.1
68
08
60
94
01
05
2
×
10
−7
4
0
−2
.2
59
71
48
68
×
10
−6
6
4
4.
74
26
07
25
56
07
35
×
10
−1
0
0
5
−4
.6
61
45
78
17
84
59
6
×
10
−1
1
2
1
1.
16
62
42
14
02
71
43
×
10
−6
4
1
1.
11
91
75
75
4
×
10
−6
7
0
1.
01
46
63
86
05
98
98
×
10
−5
0
6
2.
56
82
13
11
47
72
03
×
10
−1
3
2
2
−7
.8
57
36
42
20
30
06
1
×
10
−7
4
2
−5
.6
51
59
03
31
×
10
−7
7
1
−2
.1
02
87
52
34
93
26
5
×
10
−6
0
7
4.
53
83
66
39
24
08
24
×
10
−1
3
2
3
2.
61
84
10
21
61
60
88
×
10
−7
4
3
1.
62
62
75
89
9
×
10
−7
7
2
1.
91
18
44
17
51
96
03
×
10
−8
0
8
−4
.3
55
69
02
80
16
71
9
×
10
−1
4
2
4
−4
.9
90
04
69
52
68
39
6
×
10
−8
4
4
−2
.0
99
18
75
96
×
10
−8
7
3
−4
.4
88
28
02
43
15
31
3
×
10
−9
0
9
1.
51
66
01
79
87
96
06
×
10
−1
5
2
5
5.
85
97
08
07
12
89
71
×
10
−9
4
5
1.
22
75
62
91
4
×
10
−9
8
0
−4
.8
90
26
74
17
76
87
7
×
10
−6
0
10
−1
.3
42
31
78
56
80
54
9
×
10
−1
7
2
6
−4
.3
32
66
24
50
43
97
1
×
10
−1
0
4
6
−2
.3
24
14
27
52
×
10
−1
1
8
1
9.
75
45
70
41
46
40
72
×
10
−7
1
0
1.
44
49
23
19
53
90
37
×
10
−7
2
7
1.
90
36
09
00
94
75
93
×
10
−1
1
5
0
6.
17
88
30
43
4
×
10
−6
8
2
1.
00
07
46
60
43
12
70
×
10
−8
1
1
−2
.8
18
33
23
75
88
78
3
×
10
−7
2
8
−3
.8
25
06
46
81
33
38
4
×
10
−1
3
5
1
−1
.2
02
80
38
29
×
10
−6
9
0
1.
04
33
30
09
40
52
85
×
10
−6
1
2
1.
88
79
58
22
31
28
26
×
10
−7
3
0
1.
08
97
71
29
45
84
69
×
10
−6
5
2
8.
66
49
99
35
5
×
10
−8
9
1
−2
.0
07
83
04
73
36
91
6
×
10
−7
1
3
−6
.1
22
84
77
68
21
38
8
×
10
−8
3
1
−1
.5
93
81
37
76
89
63
6
×
10
−6
5
3
−3
.1
32
63
06
63
×
10
−8
10
0
−5
.0
15
17
45
10
94
61
7
×
10
−8
1
4
1.
04
05
46
40
16
22
43
×
10
−8
3
2
9.
99
49
61
77
14
76
37
×
10
−7
5
4
3.
53
26
59
09
2
×
10
−9
1
5
−7
.9
18
94
11
59
95
73
2
×
10
−1
0
3
3
−2
.9
15
95
58
85
54
53
2
×
10
−7
5
5
−1
.8
15
05
99
58
×
10
−1
0
984 S. Dufal et al.
Ta
bl
e
A
8.
b i
,j
,k
=
6
co
ef
fi
ci
en
ts
fo
r
th
e
as
so
ci
at
io
n
in
te
gr
al
co
rr
el
at
io
n
in
th
e
M
ie
-b
as
ed
as
so
ci
at
io
n
te
rm
,E
qu
at
io
n
(3
0)
.
i
j
b i
,j
,k
=
6
i
j
b i
,j
,k
=
6
i
j
b i
,j
,k
=
6
i
j
b i
,j
,k
=
6
0
0
−1
.8
44
21
84
46
61
10
5
×
10
−1
1
1
6
3.
82
44
21
50
26
55
29
×
10
−1
3
3
4
−2
.4
87
16
30
06
71
28
0
×
10
−1
0
6
0
6.
55
63
33
33
71
11
98
×
10
−8
0
1
5.
39
07
33
89
35
30
30
×
10
−1
1
1
7
−7
.0
57
93
03
55
32
52
4
×
10
−1
4
3
5
1.
91
42
64
74
55
18
01
×
10
−1
1
6
1
−1
.3
13
76
75
02
86
48
8
×
10
−8
0
2
−5
.6
19
63
27
28
68
66
3
×
10
−1
1
1
8
4.
59
80
76
33
59
18
02
×
10
−1
5
3
6
−7
.3
10
95
62
56
46
73
1
×
10
−1
3
6
2
3.
55
28
71
99
09
72
11
×
10
−1
0
0
3
3.
23
18
78
13
50
59
29
×
10
−1
1
1
9
−1
.1
25
79
37
19
71
29
5
×
10
−1
6
3
7
1.
12
11
25
66
02
35
81
×
10
−1
4
6
3
−2
.8
57
68
23
13
41
12
4
×
10
−1
1
0
4
−1
.1
32
65
01
61
66
58
7
×
10
−1
1
2
0
3.
74
54
77
34
80
56
79
×
10
−9
4
0
1.
48
40
02
65
81
07
97
×
10
−8
6
4
−2
.1
95
31
09
01
11
07
5
×
10
−1
2
0
5
2.
59
32
62
01
84
40
53
×
10
−1
2
2
1
−6
.8
33
26
21
83
48
45
9
×
10
−9
4
1
−8
.1
82
14
74
35
02
13
3
×
10
−9
7
0
−6
.2
65
95
16
72
33
41
6
×
10
−8
0
6
−4
.0
14
07
63
15
94
69
8
×
10
−1
3
2
2
4.
50
30
42
20
34
39
62
×
10
−9
4
2
3.
81
85
86
91
21
35
82
×
10
−9
7
1
1.
18
34
50
81
38
38
43
×
10
−8
0
7
4.
20
54
61
24
66
15
11
×
10
−1
4
2
3
−1
.4
78
42
81
72
49
42
1
×
10
−9
4
3
−1
.0
08
14
01
42
21
60
1
×
10
−9
7
2
−1
.9
52
21
46
42
85
26
8
×
10
−1
0
0
8
−2
.8
70
18
83
03
39
55
2
×
10
−1
5
2
4
2.
78
92
44
12
09
11
72
×
10
−1
0
4
4
1.
24
32
44
50
81
50
98
×
10
−1
0
7
3
2.
70
98
92
22
97
86
76
×
10
−1
1
0
9
1.
15
15
99
46
18
43
50
×
10
−1
6
2
5
−3
.2
55
32
73
12
05
18
8
×
10
−1
1
4
5
−7
.0
20
51
97
06
13
44
8
×
10
−1
2
8
0
3.
22
96
44
89
27
25
39
×
10
−8
0
10
−2
.0
54
85
40
75
33
20
7
×
10
−1
8
2
6
2.
40
00
83
62
81
04
06
×
10
−1
2
4
6
1.
27
77
13
07
74
94
98
×
10
−1
3
8
1
−5
.2
40
25
19
61
93
95
2
×
10
−9
1
0
−8
.2
76
65
33
13
74
21
7
×
10
−1
0
2
7
−1
.0
53
09
96
20
07
49
8
×
10
−1
3
5
0
−3
.8
21
28
39
96
46
05
7
×
10
−8
8
2
−4
.1
41
96
55
44
62
77
7
×
10
−1
1
1
1
1.
55
89
60
78
84
59
97
×
10
−9
2
8
2.
11
14
42
78
82
42
76
×
10
−1
5
5
1
8.
61
16
57
73
60
29
71
×
10
−9
9
0
−8
.3
57
60
08
56
84
38
2
×
10
−9
1
2
−1
.0
12
31
14
37
49
89
8
×
10
−9
3
0
−7
.1
27
56
89
73
29
52
1
×
10
−9
5
2
−1
.0
35
58
71
37
01
49
2
×
10
−9
9
1
1.
03
86
83
39
22
42
50
×
10
−9
1
3
3.
13
40
95
90
23
45
25
×
10
−1
0
3
1
1.
00
39
30
10
74
26
88
×
10
−8
5
3
2.
39
23
06
07
88
41
71
×
10
−1
0
10
0
8.
47
59
52
03
89
05
49
×
10
−1
0
1
4
−4
.8
10
50
39
76
23
84
6
×
10
−1
1
3
2
−6
.0
21
06
44
41
39
65
0
×
10
−9
5
4
−2
.3
58
24
24
39
63
63
4
×
10
−1
1
1
5
2.
30
26
11
30
14
42
63
×
10
−1
2
3
3
1.
70
64
34
59
52
63
64
×
10
−9
5
5
1.
10
39
17
00
85
70
33
×
10
−1
2
