Abstract
Innovation
T he economic crisis in Russia and its aftermath led to a significant fall in the rate of growth. In such circumstances, diversification of the Russian economy is required, including significant changes in manufacturing processes and the creation of new products [Gokhberg, Kuznetsova, 2010; 2011] . Borrowing new technologies is limited in the current climate of sanctions between Russia and Western countries, so studying the factors determining innovation becomes more relevant and necessary. To date, Russia has created a significant number of support instruments for innovation and the necessary infrastructure in the majority of regions [Barinova et al., 2014] . Spending on innovation has increased year on year, and yet we see a strong divergence between regions in terms of results. A common, yet often criticized, indicator of innovation is the number of registered intellectual property (IP): patents, utility models, industrial prototypes, etc. Patents have been used as an indicator of IP for many decades [Griliches, 1979 [Griliches, , 2007 . Yet although patents can be considered a result of inventions, not all patents will be commercialized and become an innovative product or process. Initially, the need for a regional analysis of innovation was disputed and there are still debates about which territorial level is preferable to study when looking at innovation [Brenner, Broekel, 2009] . The need to study regional factors of innovation is justified by ideas about knowledge spillovers and tacit knowledge. By this, we mean the particularities of different types of knowledge, the opportunity to use knowledge an infinite number of times, and limited chances to stop other agents from using this knowledge. Thus, innovation by one agent leads to positive, spillover effects for others, i.e., knowledge spillovers [Acs et al., 2009; Feldman, 1999; Meissner, 2012; Pilyasov, 2012; Dettmann et al., 2014] .
1 Besides, tacit knowledge cannot be fully formalized and is transferred 'from teacher to student' [Polanyi, 1966] . Localization and creation of knowledge occur on both local and regional levels. In this paper, we aim to assess the main factors of innovation at a regional level in Russia between 1998 and 2011 using official regional statistics and datasets of the Organization for Economic Cooperation and Development (the OECD). Data on patents, as with all statistics on innovation in Russia, are not always reliable [Bortnik et al., 2013; Baburin, Zemtsov, 2013] . Hence, our first hypothesis is: H1: innovation activity in Russia is hard to model econometrically. Second, we hypothesize that human capital is a more important factor affecting innovation in Russia than R&D spending because of the ineffectiveness of R&D funding. However, in the 2000s the significance of human capital declined because of researchers' increasing average age [HSE, 2014] and the decline in the quality of education. Thus:
H2: Human capital is more important as a factor affecting innovation in Russia than R&D spending because of the ineffectiveness of R&D funding.
Third, we investigate the relationship between inter-regional (i.e. between sub-national regions) knowledge transfer and innovation. Thus we posit that: H3: Inter-regional knowledge transfer in Russia has a positive effect on innovation.
Literature review and conceptual framework of the study
In the present study, we use the model of the knowledge production function (KPF). The KPF model describes the linkages between R&D spending, human capital, and innovation output. The KPF was first developed by Paul Romer, Zvi Griliches, and Adam Jaffe in the late 1980s. According to [Romer, 1986] , new knowledge is produced as a result of using concentrated human capital H and the existing stock of knowledge A. The resulting new knowledge takes the form of new technologies:
(1) where δ is the coefficient of the productivity H, and v and s are the empirical coefficients. The coefficient s is positive if the knowledge generated from previous research increases the productivity of the research sector. Romer's model theoretically sets out the influence of endogenous factors on economic growth, although several of its assumptions (for example, innovation only occurs in the R&D sector, and identifying total factor productivity, TFP, only with innovation) are not supported by empirical evidence. Griliches defined a knowledge production function based on a simple model of 'inputs-outputs' [Griliches, 1984] . He showed that R&D expenditures influence the production of certain unobservable knowledge that has economic value. Yet only some of this knowledge can be identified and measured. Besides, a significant amount of knowledge determines TFP, and hence cannot be identified with TFP. Griliches measures innovation output as patents: (2) where: Patent is the number of patents; RnD_exp -spending on R&D.
Griliches pointed out that both current and historical spending on R&D influence knowledge accumulation. The process of doing research and development is protracted and includes the acquisition, adaptation, and use of production factors. Indeed, much literature in innovation studies emphasize the cumulative effect of R&D spending in previous periods of time. Another determinant of the process of raising the technological level in a given economic sector is the positive externalities from knowledge in other sectors i.e. knowledge transfer. An expanded version of the KPF model includes human capital either operationalized as the number of years of education or the number of employed in R&D. In this paper, we use this expanded version with Romer's specification (equation 1 above). In this case, innovation depends on the number of R&D employees and R&D expenditure.
2
Many empirical studies have used a KPF approach. The majority of these studies find that R&D spending, knowledge spillovers, the level of economic diversification, and human capital have significant effects on innovation output (Table 1) . Brenner and Broekel suggest an alternative model that departs from the main assumptions of the KPF approach [Brenner, Broekel, 2009] . Their critique of the knowledge production function is that innovation processes are clearly probabilistic in nature, in contrast to deterministic production processes. Knowledge -used to create innovation -never decreases, contrary to the supply of natural resources. They underline that a region is not an innovator by itself but rather part of a regional community of separate individuals that participates in innovation processes. It is impossible to generate more innovation only by increasing funding and hiring new researchers because innovation processes are, to a large extent, cumulative and involve much tacit knowledge. Thus, a long time is needed for sufficient scientific information, knowledge, and skills to accumulate and enable a sustainable, innovation-generating centre to form in a given location. With time, the corresponding institutional structures that can store, absorb, transfer, and reproduce knowledge and competencies will be created (e.g. universities). Moreover, given sufficient time research centres will be able to take root in the region. All these institutions help in producing knowledge spillovers, although the presence of institutional and cross-disciplinary barriers reduce any possible positive externalities and spillovers of knowledge. Brenner and Broekel's alternative model highlights the key role of human capital, entrepreneurial spirit, and related traits for innovation.
Таble 1. Summary of key empirical studies examining the factors of innovation Zemtsov S., Muradov A., Wade I., Barinova V., 2 Empirical models use either the first or the second variable, not both as they are often strongly correlated with each other [Fritsch, Franke, 2003 ]. [Feldman, Florida, 1994] [Baburin, Zemtsov, 2013] . In other regions of Russia, patent activity is very low and is likely random in nature. Using PCT-applications data (Patent Cooperation Treaty) can give more reliable information about the level and quality of inventive activity. PCT patents protect the rights of inventors in the territory of countries that have signed up to the Paris Convention. Applying for a PCT patent is generally considered much harder than for a Russian or domestic patent because the verification process and registration of the patent can take several years. The costs at different stages of the checking process can add up to USD 3000. Despite the fact that PCT patents have greater potential to be commercialized, 4 a significant drawback of using PCT-Patent statistics is the very low levels of PCT patenting in most Russian regions. In this paper, we carry out a series of regression analyses to identify the determinants of regional innovation activity. We use panel data from 67 regions of the Russian Federation in the period from 1998 to 2011. The source of these data is the official statistical handbooks entitled 'Russian Regions: social and economic indicators' 5 as well as datasets of the OECD (Table 2) . We excluded regions from our sample where the variation coefficients for the number of granted patents was more than 0.4 because this indicates unstable patenting activity. We assumed that if the dynamics of patenting in the region during the 2000s dramatically changed, these shifts were likely caused by errors in statistical accounting of regional patent offices. In reality, it is virtually impossible to hugely increase the number of patent applications in a region in a single year without an accompanying rise in R&D spending and researcher numbers. Hence we excluded these regions from our analysis. +щепочкина&hl=ru&as_sdt=0,5, accessed 30.04.2015) . Some of the most significant inventions include: ' A method to produce composites for preparing drinks' (RF №2497416), 'Flying apparatus' (RF №2387574), and 'Billiard ball' (RF №2546478). 4 Some studies show that the quality of PCT patents is sometimes questionable For example, the Chinese state actively encourages patenting and it is a criterion for giving employees salary raises and for career promotions [Lei et al., 2012] . 5 Available at: http://www.gks.ru/wps/wcm/connect/rosstat_main/rosstat/ru/statistics/publications/catalog/doc_1138623506156, accessed 12.09.2015.
Because of our concerns about the reliability of Russian patent data and their inconsistencies with innovation regionally, we developed a new indicator reflecting the number of potentially commercializable patents (Innov) ( Figure 2 ):
Where:
Pat_rus is the number of submitted patent applications registered by agencies of the Federal Service for Intellectual Property (Rospatent); PCT -the number of submitted PCT patent applications. The coefficients here reflect the rate of commercialization for each type of patents. For Russian patents, the average coefficient rate does not exceed 8%, while for PCT patents it is about 50% on average. 6 The disadvantage of this approach is that it assumes all regions have the same commercialization rates. It is clear that this is far from reality but there are no accessible and accurate patent commercialization data disaggregated to the regional level in Russia. The majority of innovations are generated in the largest regional research centres. The Innov indicator over the time period examined had a positive trend in the majority of Russia's regions. Figure 3 shows nominal R&D expenditures by region relative to gross regional product (GRP)() in 1998 prices: ,
Where: Rnd_any * t -real internal spending in 1998 prices on all types of R&D for the period t; Rnd_any t -nominal spending on all types of R&D in the period t; Y 1998 -gross regional product at the end of 1998; Y t -GRP over the period t; phc t -index of the volume for the period t relative to the previous year.
Internal current spending on basic research are actual expenditures expressed in monetary form for experimental or theoretical research that aims to produce new knowledge without any mention of possible future applications of this resulting knowledge. Applied research seeks ways to use the results from basic research, and methods to address specific, existing problems. Given their largely academic nature, we expect basic and applied research to have less influence on our dependent variable than spending on development. The latter is systematic work based on cumulative knowledge (both basic and applied) that strives to create new products, services, processes, and systems, or improve existing ones. (Figure 4 ). We calculate this indicator using the following equation:
(5) Where: Econ _ Act -the number of economically active population (thousand people); Urban -the share of urban population (%); High _ empl -the proportion of employees with a higher education (%). The main advantage of this new indicator is that it factors in all potential innovators. These are people who have sufficient knowledge to carry out systematic research when there are well-developed infrastructures. The indicator does, however, tend to understate the level of human capital in less urbanized regions, and overestimate it in the innovation-leading regions. This may be because of the links between the indicator's components: for example, a large proportion of employees with a higher education is closely correlated with a greater share of the urban population. However, we argue that this limitation is not very significant because the heterogeneity unaccounted for in the indicator only acts on the outcome measure in one direction and does not lead to the crowding together of regions. We also employ another indicator of human capital to assess regional innovation: the number of economically active urban residents, calculated as per equation (5) without the factor High _ empl. To measure potential knowledge spillovers related to interactions between researchers from different regions, we developed the indicator Know_spill, based on gravity models:
The creative class as defined broadly [Florida, 2002] is what Zubarevitch calls residents of the 'first Russia' [Zubarevitch, 2010 [Zubarevitch, , 2013 . This is where human capital is concentrated. 8 It is assumed that there is an inverse dependence between the potential interactions and distance between regions. Examples of calculating market potential using gravity models can be found in [Hanson, 2005; Head, Mayer, 2004] . Where: RnD_empl i -number of R&D staff of region i; RnD_empl j -number of employees in regions j, located at a distance of R ij 9 ; α -the coefficient of resistance from the environment (measures the extent to which the geographical distance reduces interactions among researchers). We also assumed a known critical distance Dist crit , beyond which the interaction between researchers in two, statistically average regions (Mean(RND_empl)) becomes insignificant (δ -the threshold number of interactions below which the interaction is insignificant, e.g. one):
Based on existing studies on knowledge spillovers, we expect that researchers from two, statistically average regions situated 120km 10 apart cannot produce more than one interaction, while α for Russian regions is equal to:
The advantages of this indicator are its universality, straightforward nature, and positive experiences of using it in gravity models. As another measure of potential inter-regional knowledge spillovers, we also use the average level of patenting activity in neighbouring regions. To assess the impact of agglomeration effects, we used indicators of population density and the share of the urban population. We employed a fixed effects model, and specified it to take account of the non-random sample. We also ran the F, LM, and Hausman tests to specify the model in each of the cases studied. The test model took the form: (8) Where: i -region of Russia in time t; Rnd_any -all types of R&D expenditures; Hum_Cap -indicators of human capital; KSpill -measures of potential knowledge spillovers; Agglom -indicators of potential agglomeration effects. Because all the above factors were expressed by several variables, we carried out thorough checks to detect possible multicollinearity using the coefficient of increased dispersion and pair-wise correlation matrices. 9 We measured the distance by the length of railway tracks between the regional capital cities. Where there was no railway line, we used the length of highways, and occasionally we used the length of rivers. 10 The numbers of joint patents, articles, and patent citations decreases quite quickly with increasing geographical distance. [Jaffe et al., 1992; Adams, Jaffe, 2002; Adams et al., 2005; Maurseth, Verspagen, 2002; Belenzon et al., 2013] show that beyond 120-150 miles (approx. 190-240km), researchers practically never cite each other's patents (although these are average distances), which means that they are neither in practice nor virtually collaborating. In Russia, we argue that the critical distance for interregional knowledge spillovers is lower because of lesser mobility and the closed (inward) nature of the various scientific schools. 
Таble 3. Innovation production (Innov) in regions of Russia by number of potentially commercializable patents

Results and discussion
Evaluating the factors of regional innovation
In our first model, the dependent variable is an indicator of the number of potentially commercializable patents. This indicator can also be described as innovation production as all commercialized patents will eventually be made into new products. 11 The primary rationale for using absolute values in the model is the concentration of production and employment in the regional capital cities of Russia [Perret, 2014] . The sample is quite diverse in terms of the absolute values of patents (Table 3) . We see a big difference between the 'leading regions' of the cities of Moscow and St Petersburg, with their large concentrations of human capital and R&D funding, and the other regions. However, when we exclude Moscow and St Petersburg, the coefficient of variation decreases significantly. The particularities of the sample mean we need to carefully check for heteroskedasticity and construct scatter plots. We then ran several models to test our hypotheses. Table 4 gives the final results of the regressions. All variables were logged according to the KPF and dependencies. Figure 5 shows the scatter plots of the key dependencies. We find that the factor most positively and significantly associated with innovative production is human capital, which we operationalize as the number of economically active urban population with a higher education (HC_ urb) . Other significant variables with positive effects are real internal spending on the purchase of equipment, and basic and applied research. Moreover, the purchase of equipment is the most important factor for innovation production, which testifies to the highly degraded state of equipment in research institutes and laboratories and to their need for upgrading.The insignificance of developmental R&D expenditures (RnD_dev) in contrast to the significance of spending on basic (RnD_basic) and applied research (RnD_appl) may indicate their low effectiveness in Russia and, consequently, the low returns on investment. However, this result may also be explained by the fact that patents are not the main way of registering the results of R&D. Note: As a result of the evaluation, we rejected the standard hypotheses about the nature of residual distribution in regressions. As the p-values show from the Wald test to check for heteroskedasticity and normality tests, there is non-uniform distribution in the model, and no Gaussian distribution. This should be considered when interpreting the results given the specificities of the sample (the presence of outliers). Significance of the coefficients in the regressions: * -10%; ** -5%; *** -1%. Standard errors in brackets. Number of observations: 67i*15t=1005. Source: compiled by the authors.
Таble 4. Regression results from fixed effects model 1 (dependent variable: number of potentially commercializable patents)
Innovation Our analysis found an unexpectedly significant and negative coefficient (-0.36 and -0.27 in columns 4 and 6 of Table 1 respectively, both significant at a 99% confidence level) for the inter-regional knowledge spillovers factor, expressed in terms of the interaction potential of researchers (Pat_ potential). In other words, a one-unit increase in the potential for interactions between researchers had a small but very statistically significant, negative average effect on the number of potentially commercializable patents after controlling for fixed effects. This result contradicts our third hypothesis (H3) about the positive influence of inter-regional knowledge spillovers from neighbouring regions on innovation. Using the average patenting level in neighbouring regions as an indicator of knowledge transfer may lead to the opposite conclusion, which is evidence of the distribution of knowledge and trends to equal out the level of technological development. Russia's innovation system is characterized by a strong centre-periphery structure (Figure 3) , which means that knowledge and highly skilled researchers tend to cluster in the 'leader regions' that have high scientific-technical potential and a developed innovation ecosystem. Thus, proximity of 'donor' regions to the innovative core areas has a negative effect on the levels of innovation in the former. Yet at the same time, given the fewer limitations on knowledge spillovers in the form of patents, proximity to the 'centre' can become a positive factor. In line with our expectations, population density and the share of urban population did not have any effects in our model. This is consistent with the assumption about high concentrations of human capital and fixed assets in the regional capital cities (estimates of these models not given). Figure 6 shows a scatter plot of real and imputed indicators of regions' innovation activity.
We conclude that our model one is quite good at characterizing patenting outputs in regions of Russia between 1998 and 2011.
Evaluating the factors and the dynamics of regional innovation of economically active urban citizens
Our dependent variable here is the number of potentially commercializable patents in the region (Innov) per economically active urban citizen to understand what determines innovation activity of urban residents (Figure 4 ; Table 5 ). We found that human capital -operationalized as the share of employed with higher education -had a large and statistically significant effect on innovation in regions. People who have graduated from a higher education institution and who thus have the necessary skills, are more likely to create innovative technologies or processes. Spending on basic and applied R&D also had small, positive, and statistically significant effects, as in the previous model (Table 4) . Surprisingly, spending on researchers' salaries per economically active urban citizen was not statistically significant, although we expected this to stimulate the most likely innovators (researchers) to apply for patents. This may indicate the ineffectiveness of Russia's system of researchers' salaries , or that Russian researchers are not incentivized to apply for patents in light of the cumbersome application procedure. We observe a negative correlation between average geometrical growth rates of innovation in regions now and in 1998 (Figure 7) . Overall, Russian regions tend to show a convergence of rates of innovation activity. This finding contradicts several other studies [for example , Baburin, Zemtsov, 2013] , which found that innovation tended to concentrated in a handful of regions and that patenting was polarized. We should point out that the dependence was relatively weak in our model (R 2 of approx. 0.5), and hence Note: Checks for the influence of regional structures and temporary dynamics showed that the model accurately and effectively assesses the differences between regions, although only weakly takes temporary effects into account. The distribution over time is the same and normal for every region. A consequence of this is that when evaluating the between models, we can expect the standard suppositions about the distribution of residuals of the regression. Significance of the coefficients in the regressions: * -10%; ** -5%; *** -1%. Standard errors in brackets. Number of observations: 67i*15t=1005.
Source: compiled by the authors. In relation to the unstable coefficient estimates over time that we identified above, we are particularly interested in the dynamics of the effects of human and physical capital. We can investigate this using the model of Mankiw-Romer-Weil [Mankiw et al., 1992] :
Where: EAU -economically active urban population (EAU);
Innovation
High_ empl -the proportion of employees with a higher education; Rnd_infra -spending on R&D; n -the growth rate of the economically active urban population (EAU) in the region; 12 α and β -the elasticity of innovation output by human and physical capital respectively. A straightforward system of equalizations gives the following estimates for α and β:
Where: θ 1 and θ 2 -the resulting regression coefficients using the logged values of the share of employees with a higher education and R&D spending per economically active urban resident (EAU), respectively. We regressed the data for 14 years (1998-2011) using the ordinary least squares method to identify the dynamics per year (Figure 8 ). From the start of the 2000s decade, we see that human capital has played an increasingly important role in innovation in Russia. In contrast, the role of physical capital (resources spent on equipment and materials for R&D) has slowly declined in the same period. This either indicates the ineffectiveness of R&D funding or the low priority attached to patenting by R&D expenditures. Moreover, in the first few years of this period, the role of spending on physical capital (equipment and R&D materials purchases) was higher than that on human capital. Then over the 2000s decade, patenting activity was increasingly concentrated in regions with a high level of human capital in a context of growing importance of human capital for innovation in Russia. These findings complement the results of other studies modelling economic growth in Russian regions [Komarova, Pavshok, 2007; Komarova, Kritsyna, 2012] .
Conclusions
The database we have collected on social and economic indicators for regions of Russia between 1998 and 2011 enabled us to evaluate the effectiveness of various kinds of R&D spending and test our hypotheses. We were able to overcome data issues associated with the low quality of Russian patenting statistics and Russian patents themselves by developing a new indicator that incorporates both Russian and international patent applications. This indicator assesses the rate of commercialization of these patent applications. This new indicator enabled us to evaluate the real level of innovation performance as reliably as possible given the data limitations. We argue that our indicator for human capital -the economically active urban population with higher education -is a substantial factor of innovation as it takes into account the significance of agglomeration effects. Our most significant finding here is that human capital is key for innovation, thus confirming Brenner and Broekel's hypotheses with empirical data from Russia. The economically active urban population with a higher education -the so-called 'creative class' or inhabitants of the 'first Russia' -has the potential to become the foundation of innovative development and economic diversification in Russia. Moreover, we found that human capital has become an increasingly significant factor of Russian innovation activity over the 2000s. The process of creating regional innovation systems is a lengthy and cumulative process. Much time is thus needed for such systems to take root and for human capital to produce maximum returns. Our econometric analyses showed that a 1% increase in the quality and quantity of human capital leads to an average rise of innovation output of 0.5%. At the same time, a 1% increase of various kinds of R&D spending leads only to a 0.05% growth in innovation. Thus, greater spending on R&D in regions of Russia with weak human capital does not lead to a proportional increase in innovation. This conclusion does not deny the fact that funding for various kinds of R&D does affect innovation performance. We found that spending on basic R&D (related to the most significant research in the Russian Academy of Sciences) and on acquiring new equipment (linked to the high rate of wear and tear of equipment in Russia) had the most positive and significant effects on innovation performance. Funding for researchers' salaries was insignificant. Although in contrast to much of economic theory, this result may suggest that the Russian system of researchers' salaries is ineffective. We found it hard to assess the effects of basic economic stimuli on R&D productivity and further research on the effects of different kinds of R&D funding is needed. Our suggested new indicator for inter-regional knowledge spillovers -expressed by calculating the potential for researchers to interact -enables us to assess the importance of this factor for innovation in Russian regions. Our results confirm the presence of a strong centre-periphery structure of the Russian national innovation system [Baburin, Zemtsov, 2013] . Moreover, the observed 'brain drain' of researchers to more developed neighbouring regions leads to greater human capital in the largest scientific centres and contributes to a widening technological gap between the leading and 'donor' regions. Nevertheless, we do see a positive influence of patenting in neighbouring regions on innovation output in a given region. These two, seemingly contradictory, findings may be linked: consider the migratory nature of knowledge spillovers through which researchers go to the innovation leading regions, learn from them about advanced technologies, and then return to 'innovation lagging' regions and subsequently help to build up the technological potential of these regions. This trend could certainly be linked to various regional specializations, through which you witness the outflow of experts in one sector, and simultaneously the in-migration of other kinds of specialists who are more suitable for that region. This issue is ambiguous and merits further study. Our paper confirms the conclusions of previous studies that in Russia, the market for innovation is insufficient, funding for innovation is ineffective, and the quality of registered applications of intellectual property (patents) remains low. Finding solutions to this situation may lie in creating favourable conditions for innovative entrepreneurship. It is also necessary to attract more private investment in R&D (including venture capital) alongside more effective state funding, and develop the market for intellectual property. As experiences in other countries beyond Russia have shown, these factors contribute to an innovation-friendly climate at the national level.
