This paper was prepared for publication after the death of the author by T. Lewis, M.Sc. Professor R. A. Milne, F.R.S., has also seen the manuscript and makes the following observation: " This paper should be published not only as an act of piety in Schott's memory, but because it is done with intense care and skill and is throughout critical. Quantum physicists of the type who write the fashionable papers in the Proceedings may despise it; but ultimately a rational basis must be found for what at present appears irrational, and Schott's paper may well show the limit of what can be achieved in a particular direction and close up avenues which might otherwise remain to be tested. I think Schott's paper shows not that the classical theory cannot account for the radiation of atoms, but that the radiation properties associated with the classical theory are wrongly based."
The time r of transit between two states is quite definite and depends upon those two states only. The field a t any point can be expanded in a Fourier series with r as fundamental period while the radiation is passing through th at point. This period determines the period, and hence the frequency, of the radiation measured by an observer a t th a t point, which is supposed distant from the atom. The period observed, however, is not the fundamental period (vQ = 1/r) but some multiple of high order, i.e. v = 2Nv0, where N is a large integer. This is necessary in order to allow for the possibility of interference. The greater part of the energy must be concentrated in frequencies near v in order to account for the small width of the spectrum lines. The Planck-Einstein hypothesis is also satisfied qualitatively, for the radiated energy turns out to be proportional to the fundamental frequency v0 and hence to the dominant frequency v.
In order to satisfy the fourth requirement the radiation must in certain cases be concentrated in a sufficiently small solid angle to make possible the ionization of atoms in its path. This means th a t if the field is expanded in terms of surface harmonics, harmonics of high order must be present in sufficient strength.
The theory gives qualitative agreement with facts even if it is not satis factory from a quantitative point of view. This in itself is rather remarkable because the theory is consistent with classical electromagnetism. The existence of stationary states or radiationless orbits must no longer be regarded as pure hypothesis in view of Schott's discovery regarding the radiationless orbits of the electrified sphere.
The first eleven paragraphs are what appears to have been the last draft of the paper by Schott, whilst the remaining paragraphs have been taken from two previous drafts but they fit in quite naturally with the main paper.
I t is obvious from the expression (2-1) for E and H th a t effects of accelera tion are neglected when the electron is moving in a radiationless orbit. Schott would no doubt have explained this in his introductory paragraph had he written it. This paper should be made available because it represents the final effort on behalf of the classical theory of one who devoted his life to the study of radiation as it was conceived before the quantum theory started to replace the older theory, and who was undoubtedly an authority on this subject.
2.
In accordance with the assumptions of § 1 * we shall treat the transiting electron as a point-charge e, located a t its centre C a t the time t and moving with the velocity c/3 in a direction making an angle x with the radius vector R drawn from C to the field-point P; then the Doppler factor in the expressions for the electric and magnetic forces d and h a t due to the electron (Schott 1912, p. 23 ) is equal to 1 -/?eos;\\ I I (i^, 2?2> ^3) and (Hv H% , H3) are the components of d and h respectively in the direction R and two orthogonal right-handed directions we have El = JP (l-/? e o g X)»' = K = ^ (2' !)
During its transition from the initial to the final stationary state the electron describes some path, which is entirely unknown except th a t it is known to be of atomic dimensions a t most; we shall choose any convenient point O within the atom to which the electron belongs, such as the centre of the atom, as pole of a system of spherical polar co-ordinates so th a t OC is of the order 10-8 cm., whilst OP = is of the order of 1 cm. or more. If p is the projection of OC on OP, and q the length of the perpen dicular let fall from C on OP, we have B = V { (r-p )2 + g2} = r If in (2-1) we were to neglect p and q altogether we should make two kinds of error: (1) geometrical, (2) phase errors. In the first kind we should replace Rby r and y, the angle between the direction of motion and CP, by the angle between the direction of motion and OP] in these cases we should neglect quantities of the orders p/r,qjr, i.e. of the order 10~8, and the er arising therefrom would be quite negligible. B ut the second kind of error might be much more serious; for in (2-1) the co-ordinates (g,ij,£) of the electron C, its velocity c/3 and the angle x must all be taken at the time r, where cr = ct-B = ct -r + p (2-3)
by (2-2) to a first approximation. I f A is the wave-length of one of the waves due to the transition of the electron with which we are concerned, so th a t the phase is 2n(ct -B ) / X in angular measure, the error made in neglecting p in (2*3) will be 2npjX] for the red line of hydrogenA = 6 x 10~5 cm. approximately, so th a t the error in phase will be about one-thousandth of a radian and still very small, but for X-rays it will be very serious. Consequently we can replace R in (2-1) by r and let x denote the angle between the direction of motion a t the time r and the radius vector OP = r, but in calculating [3 and x we must use the value of r given by (2-3) retaining only the first power of p .To the same approximation we can let {Ex, E2, Ez and (Hv Hv Hz) denote components of the electric and magnetic forces at time t at P in the directions of (r, 6, < j> ) respectively, the resulting errors being only of the order of one in a hundred million. Moreover, we have, assuming th a t the velocity of the electron is always less than th at of light, so that /?< 1 (Whittaker 1902, p. 230) ,
where Pt, Qt denote Legendre coefficients of the first and second kinds. Then we obtain from (2-1) and (2-4) i.e.
ct-r+ p by (2-3), and of the direction cosines (l,m ,n) of r, i.e. of (cos6, sin6 cos< j> , sin 6s in0 ); the latter occur not only in cosy but a p = l£ + mrj + n^, where the co-ordinates (£, rj, £) of the centre C of the electron, as well as /? and k, are functions of r, which in p can be put equal to t -rjcto a first approximation where p 2 and q2 are neglected.
3. We must now consider the effect of the initial and final stationary states, distinguished by indices 0 and 1 attached to all symbols appertaining to them respectively, between which the transition of the electron takes place. To an observer stationed at the field-point P at the distance r from 0 in the direction (1, m, n) the resulting disturbance appears to be contained in the region bounded by two surfaces of discontinuity, viz. concentric spheres centred on 0 and travelling outwards with the velocity c of light. The outer one passes him at the time t° and separates the outer region corresponding to the initial stationary state from the region of the dis turbance, whilst the inner sphere passes him at the time t1 and separates the region of disturbance from the inner region corresponding to the final stationary state; we shall let L denote the radial distance between the two spheres of discontinuity, so th at we have Then L is the length of the wave-train carrying the disturbance. We shall adopt the usual assumption of quantum theory th at the whole excess of the energy of the initial stationary state above the energy of the final stationary state is radiated in the wave-train, so that the velocity of the (1 -/? cos y )2 dfi 11fi-cos y i t 0
(3-1) electron a t the beginning of its transition is c/3°, corresponding to the initial stationary state and to t°, and its velocity at the end of the transition is c/?1, corresponding to the final stationary state and to t1, no energy being lost or gained by it, nor any change in the direction of its motion taking place a t either discontinuity. Then the corresponding values of the time variable r are given by
by (2*3) and (3-1), and the values of the quantities p, fi, k and x are deter minate functions of r, though we do not know them during the transition, so th a t we cannot determine the value of r corresponding to assigned values of (r, 6, ( / > ) , the spherical polar co-ordinates of the field-point and a par ticular value of the time of observation t during the passage of the wave-train across P, i.e. between t° and t1. Actually all we do know about the motion of the electron during the transition amounts to the given initial and final values, and fi1, of its speed and the orbits of its centre C in the initial and final stationary states, assumed to be classical; we do not even know the actual position of C on either of these orbits.
In addition we know th a t the electric and magnetic forces due to the transition of the electron a t the time t and at the field-point P satisfy Maxwell's electromagnetic equations for em pty space everywhere within the region of the disturbance and Love's boundary conditions at the spherical surfaces of discontinuity bounding this region, viz. th a t E2 -H3 and E3 + H2 inside this region are continuous with their values in the initial and final stationary states just outside the boundaries (Love 1903, pp. 37-62) . B ut as the field is due to the same electron in each of the three regions, we see from (2*5) th a t the last three quantities, viz. Hx, E 2 -and E3 + H2, vanish in each of the three regions, so th a t the last three pairs of boundary conditions are satisfied identically.
By choosing the origin for the time t suitably we can express the remaining pair of boundary conditions for the radial component Ex inside the region of disturbance by means of (2-5) in the form to our approximation, i.e. with errors of the order of one part in a hundred million for values of r of the order of a centimetre. Actually the error (3-3)
be greater on the average, though still small, for we cannot observe the radiation due to a single atom, but only the cumulative radiation due to a whole group of similar atoms close together, in which the transitions occur independently of one another and a t different times, so th a t their respective radiations are incoherent, and consequently their total radiation is the sum of the separate radiations. Consequently the origin 0 cannot be chosen so th a t the p 's and dimensions simultaneously. Similarly, although the values of and fi1, and the stationary orbits are the same for all the atoms, the initial and final positions on those orbits of the various centres G will not be the same, so th a t the initial and final directions of motion of the various electrons will be different and so also will be values of y° and y1 in (3*3), but these differences will be smoothed out in the averaging over the various atoms. This will become clearer if we imagine our initial line 0 = 0 for our particular electron to be chosen along the bisector of the acute angle, 2a say, between the initial and final directions of motion of the electron, and the initial half-plane < }> = 0 to be chosen so as to contain this bisector and the initia direction of motion of the electron; its final direction of motion will then lie in the half-plane < j> = n. As the initial and final directions of motion are unknown, all references to the unknown value of a and the positions of the initial fine and half-plane may be expected to be absent from the results. Then we find cosy0 = cos a cos 6 + sin a sin 6 cos <p, cos y1 = cos a cos 6 -sin a sin 6 cos 0 . Thus we see th a t i^(cosy°) and P^cosy1) in (3-3) are spherical surface harmonics of order i in the variables 6 and < j), involving in addition the constant but unknown parameter a. Equations (3*3) and (3*4) enshrine all the information we can extract from the boundary conditions. 4. Turning now to Maxwell's equations for the disturbance inside the wave-train we shall find it convenient to work with the form given by Riemann-Weber (1901, p. 340) , in which we must use (j) as our independent variables. Since the disturbance is to be treated as due to a moving point charge, so th at Hx ^ 0, H and Hz = the divergence conditions for the electric and magnetic forces give
The second of these equations gives Then the first equation (4-1) gives
Moreover, rEx satisfies th e wave equation, so th a t we get (4-4)
Equations (4*2)-(4*4) contain all the m form ation th a t can be extracted from Maxwell's equations; when we have obtained a value of satisfying (4*4) and th e boundary conditions, (4*3) determines the corresponding value of V, and (4*2) then gives th e transverse components of the electric and magnetic forces, and from these we can determ ine the radiation of energy and m om entum in th e w ave-train. The radial component of the magnetic force is zero throughout. I t is im portant to notice th a t, although the boundary conditions (3-3) involve the radial electric force E x alone, which is of order r~2, nevertheless the disturbance in the w ave-train involves transverse components, 1 E2 = Hz and E s = -H2, also, which will from (4-2) and (4*3) to be of th e order r~x and therefore give rise to finite radiation.
U nfortunately (3-3) and (4-4) together are insufficient to determine r2E x completely between th e limits t = for a complete determ ination we should need (2-5) w ith a complete know ledge of ft, x and p , which we do not possess. In the absence of this knowled we m ust make th e best use we can of (3*3) and (4-4), together w ith any inform ation we can obtain from other sources regarding the properties which the radiation to be represented by th e w ave-train possesses, such as its monochromatic character, its capacity for interference w ith long dif ferences of p ath and its power of ionizing atom s and molecules, for which a considerable degree of concentration of energy is necessary.
In the wave-train a t a given field-point (r, 0, < j> ) the function r2E x is defined for all values of t between £° and t1 as a function of r in virtue of (2-5), where r is given by (2*3) in term s of ct -r and 0, < f> , which last are involved in p = + = £ co s0 + ?/sin0 eos0 + £ sin 0 sin 0 ; moreover, t only enters into the boundary conditions in virtue of the boundary values ct°-r and ctx -r of ct -r.Consequently it is convenient to replace as a variable by ct-r , which we shall denote by Lp, and whose boundary values are zero and L , the observed length of th e wave-train, so th a t we have by (2*3)
Lp -ct-r, p°= 0 , = 1, cr = L p + p = Z/> + £cos0 + i/sin 0 co s0 + £ sin 0 sin 0 .
(4-5)
If we knew (£, £), the co-ordinates of the centre C of the electron, as a function of r, the last equation (4-5) would determine r as a function of p, 0, (j> with an error of the order of one in a hundred million or so. With p, r, 6, < f > as independent variables (4*4) becomes
~ Ldrdp ' sin ddd' Now we can regard r2Ex as a function of p defined betwee p = 0 and p = 1 with r, 6, < j> as independent parameters, so th at we can expand it in a Fourier series, most conveniently of imaginary exponentials, valid between these limits. Moreover, since Pi(cosy°) andP^cos y1) in (3*3) are spherical surface harmonics of order i in the variables 6 and 0 , we can expand r2Ex also in a series of such harmonics. Thus we write
where Sy for all values of j is a real spherical surface harm in 6 and (f> , Ri f is a function of r alone, generally complex, and R means th at the real part only of the sum must be taken; moreover, i and j take all positive integral values from 1 to oo; the zero values are omitted because both lead to static Coulomb fields which do not give rise to any radiation.
In order to determine Rti we substitute the expression (4-7) in (4-6) and equate coefficients of S{j exp ijnp to zero for all values of i and j ; then we obtain in succession
where an arbitrary coefficient has been chosen so as to make the first term in the sum equal to unity, for m = 0 ; the second solution equation is irrelevant to our problem because it becomes infinitely great as r is increased without limit.
5.
To complete the solution so far as this is possible we substitute the expression (4-7) in the two boundary conditions (3-3) for 0 and 1 respectively, and thus obtain two equations in each of which we have spherical surface harmonics of the same order i on each side, and these must be equal each to each. Hence we obtain a pair of equations for each value of i from 1 to oo, viz.
We see from (4-8) th a t for every value of is a polynomial of the degree i in 1 fijr with real coefficients independent of j, b u t depending on i and also on m, the index of the power of 1/ijr concerned, the first term being unity, corresponding to m = 0, whilst each of the functions is a sp surface harmonic of the same order i as i*(cos ^°) and cos on the right with the same variables d and < j> . On the right-hand sides r does not occur a t all, so th a t they m ust be equal to the corresponding terms on the left for which m = 0, whilst all terms on the left, for which m is even and which are real, m ust vanish. Thus we find
where 21 = i, when i is even, and 21 = -1 when i is odd. I t will be convenient to express the Sy for a given i in terms of a complete set of 2 i +1 m utually orthogonal spherical surface harmonics Tik, 1, 2,..., 2i+ 1, of the same order i, all normalized to unity, so th a t where dQ = sin 6d0d<f> is an element of solid angle, and the integration is over the whole of angular space. We cannot take both P^(cos ^°) and Pi(cos ^x) as members of this set because they are not generally orthogonal to one another, but we have
since 2a is the angle between the axes of P^(cos ^°) and P^cos;^1); hence we can put
We now write
where the aijk are constants; then we obtain from (5-2)-(5-6) (5*9) This is the most general expression for the radial electric force in the wave-train due to the transition of the electron; in order to determine the radiation of energy and momentum we must determine the corresponding expressions for the transverse components of the electric and magnetic forces, which can be done by means of (4*2) and (4*3).
6. Substituting the expression (5*11) in (4*3) and bearing in mind th a t r occurs in pa s well as in Ry we obtain
<«>
We deduce the transverse force components by means of (4*2), so th a t E2 = H3 and Ez = -H2 are given by (6-1) with Tik replaced by dTik/dd and dTik/amdd<f) respectively. In order to determine the radiation, whether of energy or of momentum, we only need their values as far as the order 1/r, since terms of higher order disappear in the integration over a sphere of radius r when r is allowed to increase without limit. The first term in Rif is seen from (4-8) to be unity, the second of order 1/r and so on, so th a t the first term in dRi}/dr is already of order 1/r3. Hence (4-2) and (6-1) give with R^ = 1 and dR^/dr = 0 to the order 1/r
Similarly (5*11) gives with = 1 to the order 1/r2
The radial and transverse components of the Poynting vector II are given by 4:71 IIi = c(E l + E l), 4n II2 = -cExE 2, 4ttIIz = -cE 1E z (6-4) the first being of the order r~2 and the others of the order r~3; the com ponents of the electrokinetic momentum are got by omitting c. In order to determine R, the total energy radiated in the wave-train, we m ust inte grate IIX over the surface of a large sphere of radius r, and again integrate the result with respect to the time t from = <° to = t1, or, w hat is the same thing, multiply by L/c and integrate with respect to p from 0 to 1. The first integration annuls all products of spherical harmonics with different values of ior ko wing to the orthogonal property of the Tik, the second annuls all products of sines with different values of j. Hence we obtain from (6-2) and (6*4)
\T\,cd<J by integrating by parts and using the partial differential equation for Tik. We now use the normalization condition (5*4) and introduce the frequency v0 of the fundamental wave and the fine-structure constant a by means of the equations
Thus we obtain 2 L '
j 2ahh-( 6-6) i,i,k i ( i + 1) As regards the angular momentum about the origin O, which is equal to r aII/c, clearly the radial component TIX contributes nothing; on the other hand, we see from (6*2)-(6*4) th a t the transverse components 772 and IJ3 only involve products of the type cos jnsinj'np, wh and all such products disappear in the integration with respect to p from 0 to 1. Hence there is no radiation of angular momentum at all in the wave-train considered here. This negative result need not surprise us, since we have neglected the displacement of the electron and treated it as if it remained at 0 during the whole of the transition; in other words, we have treated the radiation of angular momentum as a second-order effect, to be taken into account in a second approximation in which the distances OC and p° and p 1 have been determined. Consequently, everything of interest that can be learned is to be found from (6*6) together with (5-8)-(5-10), and afterwards we may be able to find out something about the motion of the electron during the transition by comparing (5-11) with (2*5).
7.
In order to make the best possible use of our equations we must consider briefly some of the chief requirements to be demanded of our wave-train if it is to represent the radiations found in our experience, such as that which produces the red hydrogen line Ha. We may list them as follows:
(1) The radiation must be highly monochromatic with a well-defined frequency v and wave-length A, the natural half-width of the corresponding spectrum length being at most of the order of a few. thousandths of an Angstrom unit.
(2) The frequency v must be determined entirely by the Planck-Einstein law, R = hv, in terms of the energies of the initial and final stationary states. In Bohr's model this amounts to the same thing as prescribing the initial and final velocities by relations of the type /?° = ocZjm, f}1 -where Z is the effective atomic number, and m, n are the effe numbers of the initial and final stationary states.
(3) The radiation must be capable of interference with large path dif ferences, according to Michelson up to differences of the order of a metre or more for the best spectrum lines. This means th at L, the length of the wave-train, must amount to some hundreds of thousands, or even to millions of wave-lengths in favourable cases. In our case, if where N is a large number of the order just stated,
where J is the value of the integer j corresponding to the preponderant harmonic in (6*2) and (6-3).
(4) The radiation must include constituent vibrations of sufficient energy concentrated practically within cones of sufficiently small solid angle to render it capable of ionizing actual atoms and molecules. W hen we examine (6-6) and (5*8)-(5-10) in the light of these requirements we notice first th a t the energy radiated is the sum of an infinite number of essentially positive terms, each one of the infinitely numerous upper partials of frequency jv 0 contributing an infinite num ber of terms, viz. 2 i+ l for each spherical surface harmonic of order i, b u t of each of these sets of 2i + 1 term s only two, given by (5*8) and (5-9), necessarily depend on and /?*, the velocities of the electron a t the end of the initial and beginning of the final stationary states; the others, corresponding to values of k from 3 upwards and satisfying (5* 10), have no necessary connexion with these stationary states a t all, although they contribute positive amounts to the energy radiated. Moreover, (5*8) and (5-9) each consist of 21+2, i.e.
i+ 2, or i+ 1, equations according as i is an even, or an odd, integer, and therefore ju st suffice to determine 21 + 2 pairs of coefficients and aij2 in term s of /?° and /?*; the remaining coefficients of this type are superfluous, so far as the satisfaction of the boundary conditions is concerned, although they contribute positive am ounts to the radiation. Both kinds of super fluous coefficients also contribute to the radial electric force (5' 11) and therefore arise from a suitable motion of the electron during the transition, so th a t their omission may very well cause the motion deduced from our wave-train, so far as it can be deduced a t all, to differ from th a t which actually takes place. In view of our ignorance of this motion we shall for the sake of simplicity omit all the superfluous coefficients and so seek to obtain a solution which is determinate and depends only on the initial and final velocities of the electron, so th a t it satisfies the latter p art of our second requirement. A considerable element of arbitrariness remains as regards our choice of the particular values of j and corresponding frequencies jv 0 to be represented in this particular solution, b ut we see from (6-6) th a t however this choice be made, and whatever coefficients aijk be omitted, the radiation will always be proportional to the first power of the funda mental frequency v0, so th a t there will always be a possibility of satisfying the Planck-Einstein law quantitatively as well as qualitatively. The first and third requirements demand th a t one of the upper partials of frequency J vq shall be very strongly predominant, where J = 2N by (7-1) and must therefore be of the order one hundred thousand or even more for a spectrum line capable of interference with long path differences; moreover, for a fine spectrum line, whose half-width is of the order of a few thousandths of an Angstrom unit or a few millionths of its wave-length, only a very few neighbouring upper partials will have to possess an appreciable in tensity, but for many spectrum lines these requirements need not be so stringent.
The fourth requirement is more difficult to satisfy than the others; it is necessary, if a classical explanation is to be possible at all on the basis of our determinate wave-train, th a t the predominant upper partial of fre quency J vq and its immediate neighbours, so far as they are effective, shall be associated with a large number of effective spherical surface harmonics of sufficiently high order i to generate something equivalent to Oseen's " needle radiation" (Howell 1936, p. 391) . That there is a possibility of satisfying this requirement follows from the fact th a t in (6-2) each value of? is associated with an infinite number of sets of spherical surface harmonics of orders i ranging from 1 to 00, and th a t each of these sets involves 1 independent constituents of the same order i, so th a t we have a doubly infinite number available. B ut the problem is rendered more difficult because we have been practically compelled to reject all but two of the harmonics in each set, as we have no means of determining the coefficients of the remainder, so th a t we have only two singly infinite series of har monics Tix and Ti% left. On the other hand, the problem is rendered somewhat easier from the fact th a t by (5*6) all these harmonics are biaxial and have the same two axes, viz. those of the zonal harmonics cos %°) and cos x 1) coinciding with the initial and final directions of motion of the electron. When we consider the composite radiation obtained by summing the incoherent radiations from each of a group of atoms, we see th a t the pairs of axes belonging to the various atoms will be distributed a t random throughout angular space, and we can expect th a t the wave-fronts of the composite radiation will be " speckled" , to use J. J. Thomson's term, and capable of producing ionization in every direction from the source.
8. In order to find the determinate solution consistent so far as possible with the requirements just detailed we shall find it convenient to change our notation, isolating even and odd values of,? in (5-8) and (5-9). Let Pp qj denote even and odd values respectively of ji of the order 2N and write for even values of j This expression satisfies our second requirement in so far as it depends only on the initial and final velocities, cj3° and c/?1, of the electron and the angle 2a between their directions, i.e. only on the initial and final stationary states, b u t not a t all on the acceleration or any other quantity determining the motion of the electron during the transition between them; such quantities can only occur in a second approximation taking into account its displacement. In this respect our radiation differs fundamentally from all the radiations hitherto envisaged in classical electrodynamics, which are ascribed to hypothetical atomic oscillators and depend primarily on their accelerations, so th at their frequencies are determined entirely by the properties of these oscillators, whilst the frequency in our radiation is determined by L/c, the duration of the transition. In both respects our radiation agrees better with quantum theory. In order to clarify our ideas still further and satisfy our other require ments we will investigate briefly a simple special case as an illustration.
Illustrative example. So far ourp,-and qi are any two sets of even and odd integers, each l + 1 in number; we shall choose them so that, with a cha meaning of ^ pj and q$ denote neighbouring intege
where N is the number of wave-lengths of the supposed predominant frequency v in the wave-train, supposed large, so th a t v = 2Nv0 by (7-1), and the predominant frequency is given
Then we obtain from (-8-5)
9 ijlf+1 is got by replacing 2N by 2 N + 1 in (8-8 equal to fijP f* 1 without appreciable error in view of the assumed large value of N, so th at we may double the first set of terms in the first line of (8*6) and omit the second set. Thus the radiation becomes independent of a altogether and reduces to the sum of similar functions of fl° and (P-.
Moreover, we use a new variable ^ in the Q functions, where (Hobson I93i, P-113 (49))
As i increases without limit, the first factor approaches the limit %J(ni) by Wallis's formula, and F approaches the limit (1-7?)-* from above; moreover, when i = 0, Fr educes to (1 -its greatest v find from (8-9) (ik rge) (i small), (8-10)
). Direct calcu lation shows th a t as i increases gt diminishes from gx -1-70 through g10 = 1-07 to gm = 1, so th a t we can replace the middle term in (8-10) by grf, where gi s a numerical factor of the order unity, which varies very slowly with 7], reducing to 1 -vj for very large i. Lastly, to every value of l corre spond two values of i, 21 and 21+1, which can be grouped together, and the (8-10) gives a factor g (l+ y )y 21 for the two when 0, b u t only gij when l = 0, because i = 0 is excluded. I t is convenient also to take a factor %N2 outside the double sum and replace a by its value 1/137 and v0 by its value vf2N from (7*1); thus we obtain from (8*6)-(8*10)'
where M -N -n , i = n + j, k = exclusion of zero-order harmonics, for the double sum reduces to unity when i, k, n are zero; i (not to be confused with the old i, the order of a surface spherical harmonic) and k are new integers introduced in order to simplify the double sum, and g° and g1 are average values of the g{, appropriate to 7j° and tj1 and of order unity. Since n was to be chosen so as to make the predominant upper partial correspond to 0 and have the frequency v -2N vq,the new large integer M will have to be chosen so as to make the largest term in the sum with respect to i correspond to = = -9. Consider the sum with respect to (8*11) viz.
Elementary considerations show th a t the general term is greatest when
Thus l -n -j must be the greatest integer in
where (i = siny, k = cosy, ij = tan 2\ y by (8 factor sec |y -1 is |/?2, and as ft increases it increases through 0*0353 for ft -\ and 0*155 for ft -^3 to 0*414 for ft -l. Thus the greatest integer in question changes very little w ith j for small values of ft, whilst for larger Vol. 171. A.
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values the change is greater, but only a small fraction of the value of the greatest integer itself. Hence we can for the sake of simplicity neglect the change and write
where G I stands for " greatest integer in " . This is correct for the pre dominant upper partial^' = 0 and nearly correct for all the upper partials th a t m atter. Then the maximum value of e2w is |J ! ( 2 tf + / + 2j)!) '
We put in e2u l -n -j = I + k , treat & as a continuous variable and repla the summation in (9*1) by an integration with respect to k from to oo by means of the Euler-Maclaurin summation formula. W ith the usual notation of gamma functions we find u -u0 -\ W ( I +1 (9-4) since k -0 gives the maximum value u0 of u, and quantities of order 1 can be neglected. Also by (9*1) and (9*4) 8, = [ V i t t + KI1 -K ) e aV -/~ = e2"*/(/), (9*5) with /( / ) = y^( 7 T T ) ( 1+ 0 [ v F f c n ] where <P(x) is the probability integral (2 f e~xidx.
Jo Substituting from (9-4) and (9-5) in (8-11) we find th a t the double sum in (8*11) reduces to a single sum with respect to j, viz.
The greatest value of the general term e2v is to be given by^' = 0; hence it is
Comparison with the neighbouring values for = ± 1 shows th at, sinoe N is assumed very large, we m ust have very nearly
where we have neglected quantities of the order 1/N in comparison with unity, except in powers with the unknown exponent n + 1 ; to the same approximation we see from (9-2) th a t 2 is the greatest integer in JV[V(1 + 7f) + 1] and can be identified with it and we find th a t n l l^<1 + ») -1 ( l | 3 n 't-4 /+ -, / ( ! + ?) + ! I 2 so th a t n, like I, is a small fraction of N , except for values of /? near unity, and we can p u t approximately
We proceed as before and write with neglect of 1 by (9*7) and (9*8) where/ ( / ) and f ( n )are given by (9*6), whilst (8*11) gives
W hen I is zero, W \ I + 1) = ^'( l ) = 1-645, 0 = 0, an d /(7 ) = M 91; when I and n are both zero, 8t = 0-355 N 2 by (9*10). In order th a t <f){rj) may vanish for 7j = 0, (9-11) requires th a t St = 0-250 the difference between these two values is due to the approximations adopted in determining Sj in (9*7) and St in (9-10), mainly due to the neglect of powers of k and j higher than the second in (9-4) and (9-10) and to the substitution of integrations for summations with respect to k and J in (9-5) and (9-10). I t is essential th a t <p(7j) shall vanish when r\ = 0 owing to the exclusion of the t from (6-6) and the consequent absence of simultaneous zero values of n and j from (8-11), and in view of the rough nature of our approximations the presence of the factor 0-355 in place of the correct 0-25 in 8t is as much as we have a right to expect. Consequently in order to secure the satis faction of this essential condition we shall correct St by multiplying it by 0-25/0-355 = 0-70; moreover, in view of the roughness of our approximation we shall replace each of the factors g° and g1 in (8-11) by its approximate value unity. We shall also take the factor \ N 2 outside the sum in (9-11) and replace the fine-structure constant a in (8-11) by its approximate value 1/137; thus we obtain §v = m {^{v°)+l/r{vl)~2 ] > *9'12) where by (9-2), (9-6) and (9-9)-(9-11) we have
= GIW[V(l + ^) -l ] , W = G I 2 i \ r A ± | t i (9-15)
I t must be borne in mind th a t I0, n0 and the pairs of values of corresponding to y° and y1 will usually be d (9*12)-(9-15) constitute our working equations; in order to secure quanti tative as well as merely qualitative agreement with the Planck-Einstein law it is necessary to find a value of N which shall make the right-hand member of (9-12) equal to unity and at the same time satisfy our other requirements so far as possible with reasonable values of and y1.
10.
Exceptional case: I, n both zero for both stationary states. We can dispose of this case at once by proving th at at least one of the two pairs of quantities I and n must be different from zero if the Planck-Einstein law is to be satisfied quantitatively. If possible suppose th a t both pairs vanish; then we have seen th at ftiv) reduces to 1 -I-and (9-12) gives Since y is at most equal to unity,
N y(l+ y)-l]and 2 N y ( l + y)-l]fy(l+y) + l]
exceed 0-414 iV?/ and 0-334 N yr espectively, and we get If N0, n0 and W1} n x are the values of N, n for the initial and final stationary states respectively, we see from (9-15) and (10-1) th at one or other pair m ust exceed 23, 18 according as tj° or t/1 is the greater; usually it is the second. Thus our provisional assum ption leads to a contradiction, and hence we cannot ensure q uantitative agreem ent w ith th e Planck-Einstein law if both pairs vanish.
11.
Case of small velocities. Here we can replace t) by its approxim ate value l /?2 by (8*9) and then we obtain from (9*15)
so th a t I and w are equal and small compared w ith N , though not necessarily small themselves. Since either I0 or I x differs from zero neglect ij in th e factor 1 + 7] in (9-13); we can also replace (2N -w -1)! and (2 N + I )! by their asym ptotic values and their ratio by 1/ (4iV2 -I 2)1 (2 -/) , or approxim ately by (2N)~^2I+1\ Taking the factor 0*70 outside th e bracket in (9*13) we obtain from (9*12)
The values o f /( /0) a n d /(I^ are given by (9*14) or by th e table: If, however, we p u t I = n = 1 and take /? to be 10-2, N m ust be 105, and we find from (11*2) th a t R/hv is of order 103 a t least.
These results are not altogether discouraging. In another draft, Schott adopts a slightly different method of evaluating the double summation in (8*11) and obtains results which he appears to have regarded as fairly satisfactory. The relevant paragraphs of this draft have been numbered so as to be continuous w ith th e preceding paragraphs.
12.
The double sum in either of the forms given in (8*11) is much too complicated to be evaluated directly so th a t some simplification will be necessary, which m ust take account of the fact th a t N and M have been assumed to be large integers. I f we consider first the single sum obtained by keeping i fixed and varying k, viz.
(12*1)
we note th a t it converges u ltim ately m ore rap id ly th a n an exponential series and th a t th e function inside th e curly b rack et has a m axim um w hen
so th a t it is g reatest w hen
where G I stands for " th e g reatest integer i n " . U nless tj, an d therefore also /?, approach th e ir u p p er lim it u n ity , k is n o t v ery large an d we can w ith o u t any great error replace (2M + 2i + k)\ in (9*1) b y (2M + 2i)k (2M + 2 i)!; th e n we ob tain
with the usual notation for a Bessel function w ith an imaginary argument. We substitute the expression in the double sum in (8*11), which we shall denote by S ik for the sake of brevity, and we replace the factorials (2M + i -1)! and (2 M + 2 i )! by their asym pto value assumed for M . Then we find th a t 8 ik satisfies the inequation
I f % denotes the general term of the sum, then for very large i m^ <i2-5)
ultimately, since the asymptotic value of I 0 is e^i+M^/^J[2n7)(i + ilf)]. The ratio increases rapidly as ij, and therefore /? also, increases and attains the value unity when = 0*557,/? = 0*958. Hence the series (12*4) converges when fi is less than 0*958 and very rapidly when it is small. I t may well be th a t the limit for convergence of 8ik is given by /? equal to unity and th a t the method of approximation used has lowered the limit, b u t this is im material as we shall only use the modified expression for comparatively small values of ft.
The ratio u x\u^ is practically equal to since M is very large; when \M rj is greater than unity, the general term of the series (12*4) increases a t first, reaches its greatest value when i -I say, and then diminishes. I t is im portant for our purpose to determine I when it exists, and then M m ust be taken equal to N -I in order th a t th e greatest term m ay spond to th e frequency v = 2Nv0 as we saw above. The values of I and M will of course be different for th e two values and tj1 of rj, which occur in (8*11), b u t th e m axim a will coincide in th e frequency scale as they should.
W hat follows is from y et another draft. I t is not difficult in the light of th e present paragraph to obtain from (8*11) th e approxim ate formula (12*6). The full calculation need not be given. There is a slight change of notation in (12*7) as compared w ith (8-11). The letter b in (12-6) and (12-7) stands for th e (M -t-i) or (N + j) of (8-11), whilst t h e j of (12*7) corresponds to th e i of (8-11).
By means of (8*4) we can analyse R into contribution th e upper partials whose order is given by ; we obtain
The contribution to th e to tal radiation depending on tj°, or tj1, as the case m ay be, is greatest for th a t order j for which \brjQ , or ^brj1 lies between j and j + 1.
13.
Application to Bohr's model of hydrogen-like atoms. In (12*6) and (12*7) b is an arbitrary integral param eter, is known, as to its order a t least, from interferom eter determ inations of the capacity for interference w ith considerable p ath differences for the given monochromatic radiation, and tj° and j/1 can be calculated from the initial and final velocities, which m ust be supposed given. F or th e sake of definiteness we shall adopt the values given by Bohr's model, viz.
= Z a/m 2, ft1 -Z a /n 2, where a is the fine-structure constant 1/137, Z is the atomic number and m, n are integers w ith m < n for hydrogen and ionized helium. We may also obtain rough values for other elements by using non-integral values of m, n, provided th a t Z is not too large. W ith Z less th an 20 we obtain a 1 % accuracy by taking f = HA1)2 = a 2Z2/4w2, tj° = f 2a2Z 2/4n2, f = m/n. (13-1)
Adopting these values for rj° and tj1 we shall now investigate the consequences of putting the right-hand member of (12-6) equal to unity so as to satisfy the Planck-Einstein law quantitatively as well as qualitatively.
We shall begin with the special case in which and therefore also is small enough to justify the neglect of all terms of order higher than ( ibv1)2; then we need only take the upper partials 0 and j -l into account and expand Ioibrj1) to the same order, retaining only the terms k -0 and k = 1, and lastly on account of the smallness of and r/° we ca replace I^brj1) and I0{bij°) by unity when they are multiplied by rj1 or rj°. All this is justifiable for small values of Z, i.e. for hydrogen, ionized helium and perhaps lithium. Using (12*7) together with (8*10) for the appropriate values of g° and g1 we obtain from (13*1) the following partial intensities: These equations do not involve Z except in so far as it (13*5); if
Ui s large and N n ot too small, brj1 and bij0 are small enough to justify our neglect of higher powers th an squares. We can also determ ine th e relative intensities R 0 and of th e two upper partials j -0 and^* = 1; by means of (13*2)-(13'7) we find
R^. R^ U + N : U -N .
(13-9)
I f we could compare these intensities by experiment, we could calculate N from U and then determine b by (13*7). Experim ent shows th a t the series lines of the light elements hydrogen, ionized helium and lithium are singlets, ap art from th e fine-structure, whose p attern varies from line to line and therefore cannot be described by our assumptions. Hence th e more refrangible line of each of our doublets m ust disappear, and N = Ub y (13*9); thus b vanishes, and th e line j due entirely to the odd harmonics.
The least value of U given by (13*5) occurs for the lim it m -co of th e series n -1 and is equal to 4-86 x 10®/Z2, 4*86 x 106 for hydrogen, 1*22 x 10® for ionized helium and 5-4 x 105 for lithium , th e last being only rough owing to doubt about the applicability of B ohr's model to lithium . These values leave sufficient margin for agreement w ith interferom eter measurements.
In these cases we have j = 0, k = of the only effective spherical harmonic is far too low to give appreciable concentration of radiation anywhere in the wave-front, and therefore our radiation cannot account for th e power of ionization possessed by the quantum I t is worth while to glance a t the case of the heavier elements such as sodium, for which the atomic num ber 11 is well w ithin the limit Z = 20 perm itted by our approxim ation, although it is doubtful how far we can apply Bohr's model to such an element, even when we do not confine our selves to integral values of m and n, and so replace the series formulae of the Balmer type by th e more general ones of the Rydberg type. In this case (13-5) gives 4000 as the least value of the upper lim it of whilst experiments on the D lines lead to a value of the order of half a million. Consequently our solution cannot possibly represent the lines of the prin cipal series of sodium, b u t it might conceivably represent the much less fine lines of the subsidiary series for which no interferometer measurements appear to have been made. All these lines are really doublets, ap art from relativistic fine structure, and are explained by means of orbital and electronic spin on the quantum theory; nevertheless, we may enquire how far these doublets can be represented by our solution. I t is well known th a t the more refrangible line of each doublet of the principal series of sodium is the stronger of the two, which is ju st the opposite of the behaviour of our doublets according to (13*9), so th a t for this reason also our repre sentation fails in the case of the principal series. B ut exactly th e reverse holds for the doublets of the subsidiary series in qualitative agreement with (13-9).
Let us consider the first line of the first subsidiary series, for which we have m -3, n = 2, v -1 2,203 cm. This result is unsatisfactory because th e value of N is almost certainly too small even for such a broad line as this is; besides it leads to the wrong pattern, viz. four nearly equal components instead of a doublet. We conclude th a t the doublets of the alkalis cannot be represented by our solution, b u t only singlets by taking N -U nearly as for the lightest elements. The components of doublets, triplets, etc., m ust be represented each by its own wave-train, and then the value of N is sufficiently large even for an element as heavy as sodium.^ = ~ = 785, whence N = 1334, and v/N=9*15 cm.-1.
