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Abstract
In this work we construct a numerical method specially designed for perturbed oscillators without explicit rst deriva-
tives. The new method, which generalizes the classical Stormer and Cowell codes for second-order equations, is useful
when the calculation of the rst derivative is not needed because this derivative is not computed. Some numerical examples
of the articial satellite problem show the good behaviour of the methods when they compete against classical multistep
and Runge{Kutta{Nystrom codes. c© 1999 Published by Elsevier Science B.V. All rights reserved.
Keywords: Numerical integration; Multistep method; Perturbed oscillator
1. Introduction
Let us consider a perturbed oscillator of the form
y00(t) + y(t) = f(t; y(t)); y(t0) = y0; y0(t0) = y00: (1)
The solution of this problem can be written as its Taylor series
y(t0 + h) =
1X
k=0
y(k)(t0)
hk
k!
; (2)
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supposing the regularity of the solution y. In 1971, Scheifele [11] rewrote the solution of (1) as
a series of a set of functions, the G-functions, more adequate to be perturbed oscillators than the
classical monomials of the Taylor expansion. The Scheifele method consists in the truncation of
the series of G-functions of the solution, but this method has the problem of the calculation of the
derivatives of the function f, that can be very costly. Later Martn and Ferrandiz [10] solved this
problem by constructing a multistep formula (SMF) like the Adams or Falkner [2] codes, and Lopez
and Martn [7] generalize all these multistep codes for systems of linear equations. Recently, Lopez
and Martn [8] have given to the SMF method a structure of VFVO algorithms and Gonzalez et al.
[6] have modied the classical Runge{Kutta{Nystrom methods for perturbed oscillators, but in all
the cases the numerical method needs the calculation of the rst derivative of the solution, in spite
of the derivative y0(t) does not appear in (1).
This diculty was solved years ago by Stiefel and Bettis [12] and Bettis [1]. In these works
they modied the coecients of the Stormer (for the explicit) and Cowell (for the implicit) codes
to obtain a multistep method integrating exactly trigonometric functions and polynomials. In our
work we want to modify the SMF methods to nd a multistep scheme (we call the new method
SMFL method), adequate for perturbed oscillators and that does not involve the derivative of the
solution of (1). An important item is to compare the behavior of the new method versus the Bettis
code.
2. Construction of the SMFL methods
In order to obtain the new method we can start with the Scheifele G-functions method. The
solution of (1) can be written as follows:
y(t0 + h) = y0G0(h) + y00G1(h) + 
1X
k=0
f(k)(t0)Gk+2(h): (3)
The G-functions are dened as the solution of the problems
G00k (t) + Gk(t) = 0; Gk(0) = 1− k; G0k(0) = k if k = 0; 1;
G00k (t) + Gk(t) =
tk−2
(k − 2)! ; Gk(0) = G
0
k(0) = 0 if k > 1:
(4)
Some properties of this set of functions can be found in [11]. It is essential to our purpose the fact
that Gk is an odd function for k odd, and an even function if k is even. To avoid the calculation
of the rst derivative of the solution in (3) we can add this expression with positive and negative
stepsize to obtain
y(t0 + h)− 2G0(h)y(t0) + y(t0 − h) = 2
1X
k=0
f(2k)(t0)G2k+2(h): (5)
The SMF methods can be written by means of a product of matrices as will be seen later, but rst
of all we need to dene the Rn vectors
Vn(h) = (h−2G2(h); h−3G3(h); : : : ; h−(n+1)Gn+1(h)); (6)
3 []n;m = (fm+;3fm+; : : : ;3n−1fm+) (7)
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with  = 0 for the explicit method and  = 1 for the implicit one. Note that all the components of
Vn(h) are even functions in h. Then, using the BDF formulae, we can construct the upper triangular
matrix A[]n 2MR(n) dened using the recursive relation
a[]i; j =
j−1X
k=1
a[]i−1;k
j − k if i> 1 (8)
with the initial values
a[]1;1 = 1; a
[]
1;2 =−; a[]i; j = 0 if j> 2: (9)
The nth-order SMF method shows that
y(tm+1) = y(tm)G0(h) + y0(tm)G1(h) + h2Vn(h)A[]n (3 []n;m)t + O(hn+2): (10)
Now we can proceed like in (5), adding the last expression with positive and negative stepsize.
Dening
[]n;m = (fm−;−fm−; : : : ; (−1)n−1n−1fm−) (11)
as the vector of the progressive dierences we obtain the relation
y(tm+1) = 2G0(h)y(tm)− y(tm−1) + h2Vn(h)A[]n (3 []n;m + []n;m)t + O(hn+2): (12)
To remove the progressive dierences in (12) we can use the equality
(f(tm); hf(tm); : : : ; hn−1f(n−1)(tm))t = A[]n (3 []n;m)t + O(hn) (13)
(see [10]) with negative stepsize. Dening the diagonal matrix
Jn = diag(1;−1; : : : ; (−1)n−1) (14)
is easy to check the relation
A[]n (
[]
n;m)
t = JnA[]n (3 []n;m)t + O(hn): (15)
Substituting (15) in (12) we obtain the nth-order SMFL method
ym+1 = 2G0(h)ym − ym−1 + h2Vn(h)(In + Jn)A[]n (3 []n;m)t: (16)
This method can be expressed in the form
ym+1 = 2G0(h)ym − ym−1 + h2Wn(h)A[]n (3 []n;m)t (17)
with the aid of the new Rn vector
Wn(h) =Vn(h)(In + Jn)
=
 
2G2(h)
h2
; 0;
2G4(h)
h4
; 0; : : : ;
(1 + (−1)n−1)Gn+1(h)
hn+1
!
: (18)
The small parameter  is a common factor of the truncation error of the SMF code (see [10]), so
the new code keeps this property, and it can integrate exactly the unperturbed problem, that is, the
problem with = 0.
The nth-order SMFL codes are also exact when f(t; y(t)) is a polynomial of degree less than
n, because the function O(hn) in (13) is null in this case, and all the \big oh" functions in (10),
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(12) and (15) can be obtained from that, so the codes coincide with the adapted methods by Franco
et al. [13]. It follows from (4) that f(t; y(t)) is a polynomial of degree less than n if and only if
the solution y(t) is a linear combination of the Scheifele G-functions G0; : : : ; Gn+1.
It is easy to see that the SMFL method is the same as that of the Stormer (for the explicit) and
the Cowell (for the implicit) ones if = 0, because from (4) Gk(t) = tk =k! in this case. A proof of
this item can be obtained with the help of the generating functions in the following section.
3. Generating functions
We can write our numerical code in the form
ym+1 = 2G0(h)ym − ym−1 + h2
n−1X
k=0
[]k (h)3kfm+: (19)
The coecients of the SMFL method have to be obtained before the rst step of the integration,
and they do not need to be recalculated. The coecient []k (h) is the (k + 1)th component of the
Rn vector Wn(h)A[]n , and they do not depend on the order n. Another way of obtaining the new
methods is with the help of their generating functions.
Let us dene the generating functions of the SMFL codes as the two-parameter functions
F[](h; s) =
1X
k=0
[]k (h)s
k : (20)
Let us denote by x[]k the solution of the IVP
x00(t) + x(t) = (−1)k
−(t=h) + 
k

(21)
with null initial values in the origin. Since the SMFL method of order k + 1 is exact when the
function is a polynomial of degree less than or equal to k we have that
x[]k (h) + x
[]
k (−h) = h2[]k (h); (22)
and, therefore
F[](h; s) =
1
h2
1X
k=0
(x[]k (h) + x
[]
k (−h))sk : (23)
Now we can dene an auxiliary function with the time t as a new parameter. Calling X[] to the
function
X[](t; h; s) =
1
h2
1X
k=0
(x[]k (t) + x
[]
k (−t))sk ; (24)
we obtain
@2X[]
@t2
(t; h; s) + X[](t; h; s)
=
1
h2
1X
k=0
(−1)k
−(t=h) + 
k

+

(t=h) + 
k

sk
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=
1
h2
((1− s)−t=h+ + (1− s)t=h+)
=
1
h2
(1− s)(at + a−t); (25)
where a= (1− s)−1=h. The initial values of x[]k give us the initial conditions for X[]
X[](0; h; s) =
@X[]
@t
(0; h; s) = 0: (26)
Solving the initial value problem we get that
X[](t; h; s) =
1
h2
(1− s) a
t + a−t − 2G0(t)
(log a)2 + 
; (27)
and substituting t for the stepsize h we obtain the generating functions of the method
F[](h; s) =X[](h; h; s) =
(1− s)2 − 2(1− s)G0(h) + 1
(1− s)1−((log(1− s))2 + h2) : (28)
If = 0 we obtain the generating functions
F[](h; s) =F[](s) =
s2
(1− s)1−(log(1− s))2 ; (29)
which correspond to the classical Stormer and Cowell methods. Then the SMFL methods generalize
both codes.
4. The leading term of the local truncation error
In order to determine the leading term of the local truncation error of the explicit and implicit
nth-order SMFL methods we can denote (19) for = 0 as
ym+1 = 2ym − ym−1 + h2
n−1X
k=0
[]k 3kfm+; (30)
which corresponds to the Stormer algorithm for  = 0 and to the Cowell one for  = 1.
The PLTE of the nth-order methods is the leading term of h2[]n (h)3nfm+. From (17) and (18)
the coecient []n (h) can be formulated as
[]n (h) =
nX
k=0

(1 + (−1)k)Gk+2(h)
hk+2
a[]k+1; n+1

: (31)
From Scheifele [11], the G-functions satisfy the property
Gk(h) =
hk
k!
+ O(hk+2) (32)
and it can be reduced to Gk(h) = hk=k! if = 0. Rewriting (31) we obtain
[]n (h) =
nX
k=0

(1 + (−1)k) 1
(k + 2)!
a[]k+1; n+1

+O(h2) = []n +O(h
2): (33)
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It is well known, supposing the regularity of f, that the factor 3nfm+ satises
3nfm+ = hnf(n)(tm) + O(hn+1); (34)
so the PLTE of the nth-order SMFL methods is
hn+2[]n f
(n)(tm) = hn+2[]n (y
(n+2)(tm) + y(n)(tm)): (35)
The Bettis code for the second-order equation y00(t)=g(t; y(t)) is based on (30), changing the values
[]n−2 and 
[]
n−1 by a couple of coecients 
[]
n−2(h) and 
[]
n−1(h), so the new method is exact if y(t) is
a linear combination of the trigonometric functions cos(!t) and sin(!t) and a polynomial of degree
less than n. Then the Bettis codes will be exact if y(t) is a linear combination of G0; : : : ; Gn−1 in
the case =!2, so this method and the SMFL one exactly integrate the same set of functions. The
pair of new coecients satisfy
[]n−2(h)Cn−2 + 
[]
n−1(h)Cn−1 = R1; n =
2(1− cos(!h))
!2h2
−
n−3X
k=0
[]k Ck ;
[]n−2(h)Sn−2 + 
[]
n−1(h)Sn−1 = R2; n =−
n−3X
k=0
[]k Sk
(36)
with Ck =3k(cos(!t)) and Sk =3k(sin(!t)). Using the LTE of the Stormer and Cowell methods
we can obtain the LTE of the Bettis code from
y(tm+1)− 2y(tm) + y(tm−1)− h2
n−3X
k=0
[]k 3kgm+
−h2[]n−2(h)3n−2gm+ − h2[]n−1(h)3n−1gm+
=y(tm+1)− 2y(tm) + y(tm−1)− h2
n−1X
k=0
[]k 3kgm+
−h2([]n−2(h)− []n−2)3n−2gm+
−h2([]n−1(h)− []n−1)3n−1gm+
=h2[]n 3ngm+ +O(hn+3)
−h2([]n−2(h)− []n−2)3n−2gm+
−h2([]n−1(h)− []n−1)3n−1gm+
=hn+2[]n g
(n)(tm)
−hn([]n−2(h)− []n−2)(g(n−2)(tm) + O(h))
−hn+1([]n−1(h)− []n−1)(g(n−1)(tm) + O(h)) + O(hn+3): (37)
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We need to remove []n−2(h) − []n−2 and []n−1(h) − []n−1 in the previous equation. Solving (36) we
obtain
[]n−2(h) =
Sn−1R1; n − Cn−1R2; n
Cn−2Sn−1 − Cn−1Sn−2 ;
[]n−1(h) =
−Sn−2R1; n + Cn−2R2; n
Cn−2Sn−1 − Cn−1Sn−2 :
(38)
Replacing in (38) R1; n and R2; n by
R1; n = 
[]
n−2Cn−2 + 
[]
n−1Cn−1 + 
[]
n Cn +O(h
n+1);
R2; n = 
[]
n−2Sn−2 + 
[]
n−1Sn−1 + 
[]
n Sn +O(h
n+1);
(39)
we nd out that
[]n−2(h) = 
[]
n−2 + 
[]
n
Sn−1Cn − Cn−1Sn
Cn−2Sn−1 − Cn−1Sn−2 + O(h
3);
[]n−1(h) = 
[]
n−1 + 
[]
n
−Sn−2Cn + Cn−2Sn
Cn−2Sn−1 − Cn−1Sn−2 + O(h
2):
(40)
From (34) we can formulate the dierences of cos(!t) and sin(!t) as
Cn =−!2h2Cn−2 + O(hn+1);
Sn =−!2h2Sn−2 + O(hn+1)
(41)
to get the required expression
[]n−2(h) = 
[]
n−2 − h2!2[]n +O(h3);
[]n−1(h) = 
[]
n−1 + O(h
2):
(42)
Now we can use (42) in (37) to obtain that the PLTE of the Bettis methods is
hn+2[]n g
(n)(tm)− hn(−h2!2[]n )g(n−2)(tm) = hn+2[]n (y(n+2)(tm) + !2y(n)(tm)): (43)
Then the Bettis methods and the SMFL ones are exact for the same set of functions and the leading
terms of their local truncation errors are the same for oscillators, so both methods must work with
similar behaviour. The numerical results on the following section show that both algorithms coincide
\in practice" for small stepsizes, but the SMFL methods lead to better results for bigger ones.
5. Numerical examples
We present here the results corresponding to the articial satellite problem. If the problem is
expressed in focal variables (see [4] or [9]) the equations of motion are reduced to a system of four
perturbed oscillators. In the particular case of an equatorial satellite three of these oscillators are
trivial to solve, so the problem is reduced to one perturbed oscillator. The equation of this oscillator
with the inclusion of the perturbation due to the Earth oblateness (the zonal harmonic J2 = 5  10−4)
is
u00(t) + u(t) =
1 + 12J2u2(t)
H (1 + e)
; u() =
1− e
H (1 + e)
; u0() = 0; (44)
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Fig. 1. Order 6: e = 0: H = 6:6. SMFL code with 3 steps per revolution. Bettis code with 6 steps per revolution.
Fig. 2. Order 6: e = 0: H = 6:6. SMFL and Bettis codes with 12 steps per revolution.
with the parameters e, the eccentricity of the orbit, and H , the perigee distance measured in Earth
radii. We consider in the rst example (Figs. 1{3) a geostationary satellite in a circular equatorial
orbit, with e=0 and H =6:6. For the second example (Fig. 4) we have chosen a low-Earth satellite
(perigee distance H=1:05) in a highly eccentric equatorial orbit (e=0:99). As reference solutions for
the satellite problem we have taken truncated expansions of the solution in powers of the perturbation
parameter J2. These reference solutions have been obtained by means of the techniques developed
by Farto et al. [3].
Figs. 1 and 2 represent the decimal logarithm of the error of the SMFL method and the Bettis
code in the explicit mode when integrating 1000 revolutions of the geostationary satellite. To integrate
the circular orbit big stepsizes are allowed for both methods, but we can see in Fig. 1 that the SMFL
algorithm leads to better results with only three steps per revolution than the Bettis code with six
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Fig. 3. e = 0: H = 6:6. Multistep methods with order 6.
Fig. 4. e = 0:99: H = 1:05. Multistep methods with order 6.
steps per revolution (the Bettis code obtained overow with three steps per revolution). With a
smaller stepsize (Fig. 2) the results of both codes are indistinguishable, just as we can expect from
the results about the PLTE of the methods in the previous section.
In the Figs. 3 and 4 we compare the maximum error after one thousand revolutions versus the
number of the function evaluations when the geostationary and the low-Earth satellites are integrated
with the SMFL and the Bettis methods. We have included the results of the Stormer code, that is,
the SMFL one with =0, and a Runge{Kutta{Nystrom variable stepsize code due to Dormand and
Prince, DOPRIN86. It can be seen that the SMFL method is the best of the compared algorithms
when we look for low precision, gives very similar results to the Bettis for high precision, and
both methods show to be superior to the rest of the compared algorithms. We must note using
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focal variables are adequate for highly eccentric satellites (see [5]), which explains the advantageous
behaviour of xed stepsizes methods over DOPRIN86.
6. Conclusions
We have developed a new way to nd a family of multistep methods, the SMFL methods, based
on the SMF codes, that avoid the calculation of the rst derivative of the solution for problems of
type (1). The SMFL codes can be programmed with a slightly change in the classical Stormer codes,
because the structure of both methods are analogous, and we only have to change the coecients.
The new methods also generalize the Stormer and Cowell codes, which make them a good choice
to integrate the second-order equations without the explicit rst derivatives.
We have found the leading terms of the SMFL and the Bettis codes, and we have proved their
coincidence, which explain the similar behaviour of these methods for small stepsizes. The numerical
experiences described above show that we are able to integrate with the SMFL method a perturbed
oscillator with stepsizes that lead to the Bettis code to overow, keeping this property from the SMF
code (see [10]). Moreover, to write the SMFL method in the form (19) suggests the possibility of
the construction of a variable stepsize code based on the SMFL methods (so very similar to the
Bettis code), as the authors hope to show in the future works.
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