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Abstract—Key challenges for the deployment of reinforce-
ment learning (RL) agents in the real world are the discovery,
representation and reuse of skills in the absence of a reward
function. To this end, we propose a novel approach to learn
a task-agnostic skill embedding space from unlabeled multi-
view videos. Our method learns a general skill embedding
independently from the task context by using an adversarial
loss. We combine a metric learning loss, which utilizes temporal
video coherence to learn a state representation, with an entropy
regularized adversarial skill-transfer loss. The metric learning
loss learns a disentangled representation by attracting simulta-
neous viewpoints of the same observations and repelling visually
similar frames from temporal neighbors. The adversarial skill-
transfer loss enhances re-usability of learned skill embeddings
over multiple task domains. We show that the learned embed-
ding enables training of continuous control policies to solve
novel tasks that require the interpolation of previously seen
skills. Our extensive evaluation with both simulation and real
world data demonstrates the effectiveness of our method in
learning transferable skills from unlabeled interaction videos
and composing them for new tasks.
I. INTRODUCTION
Intelligent beings have the ability to discover, learn and
transfer skills without supervision. Moreover, they can com-
bine previously learned skills to solve new tasks. This stands
in contrast to most current “deep reinforcement learning”
(RL) methods, which, despite recent progress [1]–[3], typi-
cally learn solutions from scratch for every task and often
rely on manual, per-task engineering of reward functions.
Furthermore, the obtained policies and representations tend
to be task-specific and generally do not transfer well to new
tasks.
The design of reward functions that elicit the desired
agent behavior is especially challenging for real-world tasks,
particularly when the state of the environment might not be
accessible. Additionally, designing a reward function often
requires the installation of specific sensors to measure as to
whether the task has been executed successfully [4], [5]. In
many scenarios, the need for manual, task-specific engineer-
ing of reward functions prevents us from end-to-end learning
from pixels, if the reward function itself requires a dedicated
perception pipeline. To address these problems, we propose
an unsupervised skill learning method that aims to discover
and learn transferable skills by watching videos, without
supervision, and that is useful for guiding an RL-agent to
solving a wide range of tasks by composing previously seen
skills.
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Fig. 1: Given the demonstration of a new task as input,
Adversarial Skill Networks yield a distance measure in skill-
embedding space which can be used as the reward signal for
a reinforcement learning agent for multiple tasks.
Prior work in visual representation learning for deriving
reward functions relied on self-supervised objectives [6]–[10]
and focused on single tasks. Not only is this inefficient, but
also limits the versatility and adaptivity of the systems that
can be built. Thus, we consider the problem of learning a
multi-skill embedding without access to a reward function
or human supervision.
In this paper, we present a novel approach called Adver-
sarial Skill Networks (ASN), which rely solely on unlabeled
multi-view observations to learn a task-agnostic skill em-
bedding space without any additional form of supervision or
instrumentation. To this end, we combine a metric learning
loss, which utilizes temporal video coherence to learn a state
representation, with an entropy regularized adversarial skill-
transfer loss. Our method relies solely on unlabeled videos
and does not require correspondences between frames and
task IDs. Our results indicate that the learned embedding
can be used not only to train RL agents for tasks seen during
the training of the embedding, but also for novel tasks that
require a composition of previously seen skills.
In extensive experiments, we demonstrate both qualita-
tively and quantitatively that our method learns transferable
skill embeddings for simulated and real demonstrations with-
out the requirement of labels. We represent the skill embed-
ding as a latent variable and apply an adversarial entropy
regularization technique to ensure that the learned skills are
task independent and versatile and that the embedding space
is well formed. We show that the learned embedding enables
training of continuous control policies with PPO [11] to solve
novel tasks that require the interpolation of previously seen
skills. Training an RL-agent to re-use skills in an unseen
tasks, by using the learned embedding space as a reward
function, solely requires a single video demonstrating the
novel task. This makes our method readily applicable in a
variety of robotics scenarios.
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II. RELATED WORK
Our work is primarily concerned with learning represen-
tations that enable a robot to solve multiple tasks by re-
using skills without human supervision, thus falling under the
category of self-supervised robot learning [6], [8], [10], [12].
There exists a large body of work for learning representa-
tions through autoencoders [13], [14], pre-trained supervised
features [10], spatial structure [13], [15] and state estimation
from vision [16]. Compared to these approaches, we take
multiple tasks into account to learn a skill embedding before
training a reinforcement learning agent with a self-supervised
vision-based training signal.
Further approaches attempt to derive data-driven reward
functions [8]–[10], [17], [18] by providing a label-free train-
ing signal from video or images to minimize human super-
vision. Related to our work, Sermanet et al. [10] provide
reward functions by identifying key intermediate steps for
one task from multiple video examples. Other methods [7],
[9], [13], [18] use images of goal examples to construct a task
objective for goal reaching tasks such as pushing. Atari video
games are solved in [17], [19] by constructing an objective
from human demonstration videos. However, it is unclear
whether the reward signal reflects a good performance when
transferring it to a real-world robotic task. Our model is
able to find task specific features and generalizes to unseen
objects, viewpoints and backgrounds.
Existing methods for learning reusable skill embeddings
make use of entropy-maximization of the policy [20]–[22]
and therefore allow for policy interpolation. Haarnoja et
al. [21] use a composition of soft Q-functions to create a
policy that reaches a new goal. Hausmann et al. [20] propose
a hierarchical reinforcement learning approach that utilizes
two embedding networks and an entropy regularization on
the policy to cover a latent space with different skill clusters.
Orthogonal to our work, these methods rely on previously
designed reward functions.
Most related to our approach is the work by Sermanet et
al. [6] that introduces Time-Constrative Networks (TCN) and
a triplet loss combined with multi-view metric learning to
increase the distance of embeddings for transitions far apart
in time. The learned metric can then be used as a reward
signal within a RL-setup by minimizing the distance to a
visual demonstration. However, TCN focuses only on the
single-task setting and does not leverage information from
previously learned skills. Dwibedi et al. [23] extend TCN
using multiple frames (mfTCN). In contrast to our approach,
the embedding is not used as a (label-free) reward signal.
In addition to the metric loss, we use an adversarial loss
term [24]–[28] as a regularization technique. The adversarial
loss was introduced for Generative Adversarial Networks
(GAN) [24] and domain adaptation [26]–[28]. Similar to
the problem of domain adaptation we have multiple videos
for different task domains. For domain adaptation, multiple
approaches [26], [27] use a gradient reversal layer and Tzeng
et al. [28] exploit a GAN-based loss. Springenberg et al. [25]
introduce an objective function for label free classification by
extending GANs to categorical distributions. Our approach
uses a similar adversarial loss to learn a reusable skill
embedding for different task domains.
In contrast to these previously described approaches, we in
this paper propose a method to learning skills from video by
a composition of metric learning and an entropy-regularized
adversarial skill-transfer loss. Our method not only allows for
the representation of multiple task-specific reward functions,
but also builds upon this information in order to interpolate
between learned skills, see Figure 1.
III. LEARNING A TRANSFERABLE SKILL EMBEDDING
The main incentive of our method is a more general
representation of skills that can be re-used and applied to
novel tasks. Since we approach this problem in an unsuper-
vised fashion, we do not need any labels describing relations
between different task videos or even for different examples
of the same task. In our approach, we are interested in the
following properties for a learned embedding space:
i) versatility: Multiple tasks can be represented in the same
embedding space.
ii) skill representation: A skill can be described by the
embedding of two sequential frames, with a time delay in-
between (stride).
iii) generality: The learned embedding space should gener-
alize to unseen objects, backgrounds and viewpoints.
iv) task independent skills: It should not be possible to
distinguish similar skills from different task domains, i.e., the
same skill executed in different environments should ideally
have an identical embedding.
A. Adversarial Skill Networks
We propose Adversarial Skill Networks (ASN) to achieve
a novel skill representation, which takes these properties into
account. We combine a metric learning loss, which utilizes
temporal video coherence to learn a state representation,
with an entropy regularized adversarial skill-transfer loss. An
overview can be seen in Figure 2.
To transfer similar skills without any label information to
unseen tasks, one needs to learn generalized skills that should
neither be task- nor domain-specific, following property iv).
Since the true class distribution over skills is not known, this
problem can naturally be considered as a “soft” probabilistic
cluster assignment task.
To solve this, our method introduces a novel entropy
regularization by jointly training two networks in an adver-
sarial manner: an encoder network E and a discriminator D.
Given two sequential frames (v, w), which are separated by
a temporal stride ∆t, we define an unlabeled skill embedding
x = (E(v), E(w)) and X = {x1, ...,xN}. The encoder
network embeds single frames of the dimension d1×d2 into a
lower-dimensional representation of size n, i.e. E: Rd1×d2 →
Rn. We compute Euclidean distances in the embedding
space to compare the similarity of frames. The discriminator
network takes two concatenated embedded frames that define
an unlabeled skill x as input and outputs yc, the probability of
the skill being originated from task c. Formally, we require
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Fig. 2: Structure of Adversarial Skill Networks: We learn a skill metric space in an adversarial framework. The encoding
part of the network tries to maximize the entropy to enforce generality. The discriminator, which is not used at test time,
tries to minimize the entropy of its prediction to improve recognition of the skills. Finally, maximizing the marginal class
entropy over all skills leads to uniform usage of all task classes. Please note that no information about the relation between
frames and the tasks they originated from is needed.
D(x) ∈ RC to give rise to a conditional distribution over
tasks
∑C
c=1 p(yc = c | x, D) = 1. Although we define this
hyper-parameter a priori as the number of tasks contained
in a training set, we observed little to no performance drop
when analyzing the robustness of our method to changes in
this parameter. Most importantly, ASN does not need a task
label for the demonstration videos.
The encoder parameters are updated using a metric learn-
ing loss and maximization of the entropy of the discriminator
output. In order to capture the temporal task information,
we use a modified version of the lifted structure loss [29].
Given two view-pairs (v1, v2), synchronized videos from
different perspectives, we attract frames that represent the
same temporal task state and repulse temporal neighbors,
given a constant margin λ, i.e.
(1)
Llifted asn =
N∑
i=1
log ∑
yk=yi
(
eλ−Sik + 1Sik>m · Sik
)
+ log
∑
yk 6=yi
eSik
 ,
for N frames (x1, x2...xn) and Sij = E(xi) · E(xj),
as a dense squared pairwise similarity distance matrix of
the batch and m a similarity threshold. Additionally, we
introduce a constraint that bounds the distance between two
positive view-pairs. This constraint is tailored to account for
high variance in the learned distance metric. By penalizing
large distances of positive view-pairs, we aim at smoother
transitions between similar states in a RL setting.
The discriminator network minimizes the entropy given
an unlabeled skill embedding x to be certain about which
task C the skill originated from. Note that the discriminator
D is utilized only during training. Without any additional
label information about the C classes, we cannot directly
specify which class probability p(yc = c | xi, D) should be
maximized for any given skill x. We make use of information
theoretic measures on the predicted class distribution to
group the unlabeled skills into well separated categories in
the skill embedding space without explicitly modeling p(x).
Specifically, if we want the discriminator to be certain for
the class distribution p(yc = c | xi, D), this corresponds
to minimizing the Shannon information entropy H[p(yc |
x, D)], as any draw from this distribution should most of
the times result in the same class. On the other hand, if we
want the encoder to learn generalized skill representations
to meet requirement iv), it should be uncertain of how
to classify the unlabeled skills. Thus, the encoder tries to
maximize the entropy H[p(yc | x, D)], which at the optimum
will result in a uniform conditional distribution over task
classes. Concretely, we define the empirical estimate of the
conditional entropy over embedded skill examples X as:
Ex∼X
[
H[p(yc | x, D)]
]
=
1
N
N∑
i=1
H
[
p(yc | xi, D)
]
=
1
N
N∑
i=1
−
C∑
c=1
p(yc = c | xi, D) log p(yc = c | xi, D).
(2)
With an additional regularizer we enhance the equal usage
of all task classes, corresponding to maximizing a uniform
marginal distribution:
Hx[p(yc | D)] = H
[
1
N
N∑
i=1
p(yc | xi, D)
]
, (3)
where N is set to the number of independently drawn
samples [25].
In order to disentangle the learned metric and the mapping
to task IDs, we add a sampled latent variable z = µ +
σ  E and E ∼ N(0, 1), where D estimates µ, σ of a
Gaussian distribution. We use the re-parameterization trick
to back-propagate through the random node [30]. With the
Kullback-Leibler divergence regularization for z we force D
to find similar properties describing the skills. Without this
objective, similar skills could end up represented far away
from each other in the skill embedding space.
This leads to the following objectives for the encoder E
and discriminator D:
LKL = DKL[p(z | x)||p(z)],
LD = −Hx
[
p(yc | D)
]
+ Ex∼X
[
H[p(yc | x, D)]
]
+ βLKL and
LE = Hx
[
p(yc | D)
]
+ Ex∼X
[
H[p(yc | x, D)]
]
− αLlifted asn.
(4)
We therefore optimize the discriminator and the encoder
according to:
min
D
LD (5)
and
max
E
LE . (6)
B. Implementation Details
The encoder network is inspired by Time-Contrastive
Networks (TCN) [6]. We use a Inception network as a
feature extractor [31], which is initialized with ImageNet
pre-trained weights. The feature extractor is followed by
two convolutional layers and a spatial softmax layer for
dimension reduction. Finally, after a Fully Connected (FC)
layer, the model outputs the embedding vector for a frame.
For all experiments, we use α = 0.1, β = 1.0, λ = 1.0 and
an embedding size of 32. The discriminator consists of two
FC layers to estimate µ and σ of a Gaussian distribution,
followed by two layers to output the task id. We use dropout
for regularization.
For the encoder and discriminator networks, the Adam
optimizer was used with a learning rate of 0.001, β1 = 0.9,
β2 = 0.999 and ε = 1×10−8. A training batch contained 32
frames from n = 4 different view pairs. Real-world data was
loaded from video files and the simulated data was sampled
from uncompressed image files. Training directly on images,
ensures that our model is not learning any bias introduced by
video compression techniques. For frames from the training
set, we randomly changed brightness, contrast and saturation
and randomly mirrored frames horizontally. For real-world
data, additional training frames were cropped randomly. We
train on images of the size 299 × 299 × 3 pixels. For
simulated data the discriminator network was only updated
with successful task demonstrations, since only they contain
the skills we want to transfer. After data augmentation, the
frames of a batch were normalized on each RGB channel
using the µ and σ of the ImageNet dataset, since we used
pre-trained network weights (µ = [0.485, 0.456, 0.406] and
σ = [0.229, 0.224, 0.225]).
IV. EXPERIMENTAL RESULTS
We evaluate the performance of our ASN model on two
data sets, see Figure 3.
pre-trained
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Fig. 3: Visualization of the multi-task datasets used in this
work.
The first data set consisted of three simulated robot tasks:
stacking (A), color pushing (B) and color stacking (C).
The data set contains 300 multi-view demonstration videos
per task. The tasks are simulated with PyBullet. Of these
300 demonstrations, 150 represent unsuccessful executions
of the different tasks. We found it helpful to add unsuc-
cessful demonstrations in the training of the embedding to
enable training RL agents on it. Without fake examples,
the distances in the embedding space for states not seen
during training might be noisy. The test set contains the
manipulation of blocks. Within the validation set, the blocks
are replaced by cylinders of different colors.
The second data set includes real-world human executions
of the simulated robot tasks (A, B and C), as well as
demonstrations for a task where one has to first separate
blocks in order to stack them (D). For each task, we have
60 multi-view demonstration videos, corresponding to 24
minutes of interaction. In contrast to the simulated data set,
the real demonstrations contain no unsuccessful executions
and are of varying length. The test set contains blocks of
unseen sizes and textures, as well as unknown backgrounds.
ImageNet weights TCN mfTCN ASN
t = 0 T
Fig. 4: t-SNE of an unseen color stacking video for models trained on block stacking and color pushing. Our ASN model
maintains the temporal coherence of the task better than the baselines. The colorbar indicates the temporal task progress.
A. Quantitative Evaluation
We measure the performance of our models based on the
alignment loss, following Sermanet et al. [6], to determine
how well two views of a video are aligned in time. We
take advantage of the fact that frames in both videos are
synchronized with each other to get alignment labels for free.
We try to sequentially align two view pairs by finding the
nearest neighbor in the embedding space normalizing the
distances by the demonstration length. After embedding the
two videos in our skill embedding space, we search for each
frame in the first video the nearest neighbour in the second
view and retrieve its time index tnn. Thus, for frame i the
aligment loss is defined by:
aligni =
|ti − tnn|
video length
. (7)
As Sermanet et al. [6] have shown, the alignment loss reflects
the quality of the reward signal within a RL setup. Instead
of evaluating the alignment loss on the same task as the
embedding was trained on, we measure how well view pairs
of novel, unseen tasks are aligned. This form of zero-shot
evaluation is very challenging, as it requires the combination
of previously seen skills. Adversarial Skill Networks yield
the best performance for transfer in the simulated robot
setting, which can be seen in Table I. Please note the lower
bound (0.081) of alignment loss for single-task TCN. In
contrast to TCN trained on multiple tasks, our model gets
very close (0.099) despite not being trained on the task.
Furthermore, our approach outperforms TCN in both the
real robot multi-task setup, as well as in the transfer task,
which is depicted in Table II. We also compare against
the different metric learning losses and show that the lifted
loss in combination with the bound for positive view-pairs
outperforms other methods.
Model Task Combination, Train→TestC→C A,B,C→A,B,C A,B→C
Inception-ImageNet [31] 0.29 0.31 0.29
TCN - lifted [6] 0.081 0.058 0.112
ASN - 0.056 0.099
TABLE I: Test alignment loss for the simulated robot multi-
task dataset, which includes fake examples, Tasks: A: 2 block
stack, B: 3 block color push sort, C: 3 block color stack sort
A visualization of the learned embedding space is depicted
in Figure 4. ASN can represent the temporal relations of an
unseen task better than TCN or multi-frame TCN, leading
to more meaningful distance measures in embedding space.
Our proposed multi-task setup is able to reflect skills needed
to solve the unseen task and thus can generalize better, while
maintaining the temporal coherence of the unseen task.
Model Task Combination, Train→TestA,B,C→C A,B→C A,B,D→C
TCN - triplet [6] 0.186 0.21 0.218
TCN - lifted [6] 0.171 0.20 0.187
TCN - npair [6] 0.221 0.209 0.221
mfTCN - lifted [23] 0.174 0.23 0.22
ASN - normal lifted 0.168 0.183 0.181
ASN 0.150 0.180 0.165
TABLE II: Test alignment loss real-world block tasks, Tasks:
A: 2 block stack, B: 3 block color push sort, C: 3 block color
stack sort, D: 4 block separate to stack
B. Ablation studies
To analyze the influence of our different building blocks on
the learned embedding, we conducted several experiments,
see Table III. Our results indicate that it is of benefit to
describe a skill with a growing stride, so as to cover macro-
actions describing events longer in time. In order to keep the
embeddings of these skill frames of higher stride aligned,
the KL-divergence is shown to be an effective regularization
technique, yielding the lowest alignment loss. Furthermore,
it seems to be enough to describe a skill by only the start
and end frames. A single frame seems to provide too little
information whereas using four frames proves to make the
state space too high dimensional.
Regularization #Domain frames Stride Real block tasksA,B,D→C
KL 1 - 0.187
KL 4 5 0.185
KL 2 5 0.168
KL 2 15 0.165
FC 2 15 0.1987
KL w/o encoder entropy 2 15 0.186
KL w/o entropy 2 15 0.177
TABLE III: Ablation studies: transfer loss for different
regularization techniques and skill definitions.
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Fig. 5: Reward plot for a novel color stacking task C for models trained on tasks A, B and D. The reward is based on the
distance to a single goal frame from a different perspective.
C. Learning Control Policies
Lastly, we integrate the learned metric within a RL-agent
to imitate an unseen task given a single video demonstration.
Concretely, for learning a continuous control policy on the
color stacking (C) task we train the embedding on the
tasks of two block stacking (A) and color pushing (B).
Thus, successfully imitating the previously never seen color
stacking task requires the interpolation of previously seen
skills. Additionally, we also learn a continuous control policy
for an unseen color pushing task, given an embedding trained
on stacking and color stacking. To train the agents, we use the
distance measure in embedding space of the agent view vta
and the demonstration frame vtd for timestep t as the reward
signal for the on-policy optimization algorithm PPO [11]:
r(t) =
{
10− d
(
E(vta), E(v
t
d)
)
if d
(
E(vta), E(v
t
d)
)
< ξ
0 otherwise,
(8)
where d is the euclidean distance and ξ a constant threshold.
The agent state consists of the embedding E(vta) and the
joint angle of the robot. We train the policy with Adam and
a learning rate of 10−5 and a batch size of 32. To alleviate
the problem of exploration and to focus on the quality of
reward signal, we take random samples along the given
demonstration as initial states and reset the environment
if the end effector vastly differs from the demonstration,
following Peng et al. [32]. The results are depicted in
Figure 6.
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Fig. 6: Results for training a continuous control policy with
PPO on the unseen Color Pushing and Color Stacking tasks
with the learned reward function. The plot shows mean and
standard deviation over five training runs.
Our method succeeds in solving the tasks, whereas the
baseline TCN approach converges to a local minima. This
demonstrates the effectiveness of our approach in reusing
skills for a novel task given a single video demonstration.
Please note that training RL agents on tasks which have never
been shown during the training of the embedding is very
challenging, as it requires the discovery and reuse of task-
independent skills.
Additionally, we evaluate the reward signal on an unseen
color stacking task (C) for the real-world dataset. We plot a
reward signal, which is based on the distance measurement
of the task state for each timestep and a single goal frame
from a different perspective, see Figure 5. The embedding of
all models are trained on tasks A, B and D. To compare the
different models we normalize the negative distance outputs
for timestep between zero and one. The baseline model
already give a similar reward for many initials states and
goal states, despite the states being visually different. Our
model shows a continuous and incremental reward as the
task progresses and saturates as it is completed.
V. CONCLUSION
We proposed Adversarial Skill Networks, a model to
leverage information from multiple label-free demonstrations
in order to yield a meaningful embedding for unseen tasks.
We showed that our approach is able to reuse learned
skills for compositions of tasks and achieves state-of-the-
art performance. We demonstrate that the learned embedding
enables training of continuous control policies to solve novel
tasks that require the interpolation of previously seen skills.
Our results show that our model can find a good embedding
for vastly different task domains. This is a first step towards
discovery, representation and reuse of skills in the absence
of a reward function.
Going forward, a natural extension of this work is the
application of the learned distance metric in a real-world re-
inforcement learning setting and in environments that require
a higher degree of interpolation for successful completion.
Another promising direction for future work is the evaluation
of the proposed approach in a sim-to-real setup.
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