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Abstract 
Sideridis, A.B. and T.E. Simos, A low-order embedded Runge-Kutta method for periodic initial-value 
problems, Journal of Computational and Applied Mathematics 44 (1992) 23.5-244. 
An embedded Runge-Kutta-Fehlberg method is developed. It should be noted that this embedded method is 
procuced using the Runge-Kutta-Fehlberg method with algebraic order four to estimate a truncation 
phase-lag error of algebraic order three. The numerical results indicate that this new method is efficient for the 
numerical solution of differential equations with periodic solution, using variable stepsize. 
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1. Introduction 
We consider the numerical solution of systems of ODES of the form 
Y’ =f(x, Y>, (1.1) 
with oscillating solution. Problems of this type have been recently studied by the authors [9], 
who proposed a method belonging to the class of Runge-Kutta with minimal phase-lag. 
It is worth noticing that the last few years new methods [15-171 have been developed for the 
numerical solution of (1.1) characterized by the phase-Zag property introduced by Brusa and 
Nigro [l]. To these methods should also be added multistep with minimal phase-lag methods, 
dealing with the numerical integration of the initial-value problem 
Y”=f(X, Y). (1.2) 
We refer to the pioneer works [l-3,5], as well as to [4,6,8,10-12,141. All these papers deal with 
methods of various order; recently papers were published [8,101 dealing with the treatment of 
the same problem but of orders up to infinity. 
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In the present paper an embedded Runge-Kutta-Fehlberg method with phase-lag of order 
either four or six is developed. It should be noted that this embedded method is produced using 
the Runge-Kutta-Fehlberg method with algebraic order four to estimate a trz~~cation phase-lug 
error of order three. 
2. Estimation of the phase-lag error 
2.1. Formulation of the method 
Conventional Runge-Kutta methods use small stepsize for the integration of equations 
describing free oscillations in order to obtain accurate approximations along the intervals used. 
In our case, the proposed method is suitable for long interval integration-step, not only when 
the oscillating equation is subject to free oscillations of high frequency, but also in the case of 
forced oscillations of low frequency. In general, these methods are much more accurate, 
compared with other classical ones, used in problems with periodic solution. 
To develop the new method we use the test equation 
dY . 
z = lUY, u real. (2.1) 
Due to the reasons fully described in [9] we shall confine our considerations to homogeneous 
phase-lag; based on its definition given in [15], we shall use a test equation with an exact 
solution of the form eiuX. However, as it is shown by the numerical results of Section 5, 
inhomogeneous problems can be successfully dealt with by increasing the order of homoge- 
neous phase-lag. By comparing the exact and the numerical solution for this equation, and by 
requiring that these solutions are in phase with maximal order in the stepsize h, we derive the 
so-called dispersion relation. 
For first-order equations we write the m-stage explicit Runge-Kutta method in matrix form: 
0 0 
a1 b 10 
a2 b b21 20 
anI h?lo ktll *** hn,m-1 
co Cl *** Cm-1 
Application of (2.2) to (2.1) yields the numerical solution 
P-2) 
y,=a”,y, and a, =A,(H2) + iHB,(H2), H= uh, (2.3) 
where A, and B, are polynomials in H2, completely defined by Runge-Kutta parameters ai, 
bij and ci, i = 1,. . . ,4, j = 1,. . . , i - 1. The amplification factor is a * = a *(HI, and y, denotes 
the approximation to y(x,>. 
A comparison of (2.3) with the solution of (2.11, i.e., y(x,) =yo exp(inH), leads to the 
following definition of the dispersion or phase error or phase-lag and the amplification error. 
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Definition 1. In the Runge-Kutta method (2.2) the quantities 
+)=H-arg[a,(H)l, a(H)=l- la*(H)1 (2.4) 
are respectively called the dispersion or phase error or phase-lag and the amplification error. If 
t(H) = O(H’+l) and a(H) = O(H’+‘), then the method is said to have phase-Zag order r and 
dissipative order s. 
Remark 2. From the definition (2.4) it follows that 
a(H) = 1- [AQH*) +H*B~(H’)] . 
Also we have the next theorem. 
Theorem 3. For the Runge-Kutta method given by (2.2), (2.3) we have 
tan H-H:\i’;i =cH’+’ +O(Hrf3), 
m 
where c is the phase-lag constant and r is the phase-lag order. 
Proof. From the definition we have that 
t(H) =H- arc tan H 
{ [ :::HH:;]). 
So, it follows that 
H K?zW2) 
47P2) 
= tan H - cH'+l + 0(Hr+3). 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
And then, 
t(H) = H - arc(tan[tan H + cH’+l + O(I-I’+~)]) = cH'+l + 0(Hr+3), 
and hence (2.6) follows. 0 
A full derivation of the coefficients ai, bi j, and cki, where i = 1,. . . , m, j = 1,. . . , i - 1, and 
k is the phase-lag order, of the approximating schemes of algebraic order three and four is 
given in the Appendix. 
3. The scheme with phase-lag of order six 
If we apply the method (2.2) with coefficients ai, b,, and cgi, i = 0, 1, 2, 3 and j = 1, 
2 ,***, i - 1, derived and given in the Appendix (case I>, to the test equation (2.1), we have (2.3) 
with m = 4, where 
A,(H*) = 1- iH*-H4a2 
3a,-2 
24(3az - 3a, + 1) 
and B,(H*) = 1 - bH*. (3.1) 
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From (2.6) we have that the phase-lag of the method is the leading term in the expansion of 
P(H)=tan H-H 
B4W2) 
A,(H2) . 
Applying (3.1) to (3.2) we have 
P(H) = - 
H5(27a$ - 27~ + 4) H7(969a; - 794a, + 148) 
5040(3az - 3a, + 1) - 120(3a; - 3a, + 1) ’ 
(3 4 
P-3) 
Obviously, for a third-order algebraic method with phase-lag of order six it must be 
27at - 27a, + 4 = 0 and 3ai - 3a, + 1 f 0, 
so (and from the order conditions) 
a2 = $(11+ m). (3.4) 
Now, from (3.3) and (3.4) it follows that the phase-lag of the method is - &H6. Also, from 
(2.4) we have 
a(H) = -AH4 + O(H6). (3.5) 
These results lead to the following theorem. 
Theorem 4. The method (2.2) with coefficients giuen in the Appendix (case I) is third-order 
algebraic, has phase-lag of order six and dissipative order four. 
4. The scheme with phase-lag of order four 
If we apply the method (2.2) with coefficients ai, b,, and cqi, i = 0, 1, 2, 3, 4 and j = 1, 
2 , . . . , i - 1, derived and given in the Appendix (case II), to the test equation (2.11, we have (2.3) 
with m = 5, where 
- 1 A,(H2) = 1- ;H2+ $H4 and B,(H2) = 1 +H2 - a2H4 2a, - 
4q3a; - 3a, + 1) * 
(4.1) 
From (2.6) we have that the phase-lag of the method is the leading term in the expansion of 
P(H)=tan H-H 
4W2) 
A,(H2) . 
Applying (4.1) to (4.2) we have 
P(H) = 
H5(16a$ - lla, + 2) 
240(3a; - 3a, + 1) 
+ H7(124a; - 89a, + 18) 
3360(3a; -3a,+l) * 
(4.2) 
(4.3) 
Obviously, for a fourth-order algebraic method with phase-lag of order six it must be 
16az- lla,+2=0 and 3az-3a,+ lf0, 
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so (and from the order conditions) it is impossible to have a method with phase-lag of order six 
because the roots of the polynomial 16a2 - 11 a + 2 are complex. 
So, the phase-lag of the method is (with a2 given by (3.4)) 
+P(1+ +Ji7j. (4.4) 
Also, from (2.4) we have 
a(H) = $P(l+ +JFj + O(P). (4.5) 
These results lead to the following theorem. 
Theorem 5. The method (2.2) with coefficients given in the Appendix (case II) is fourth-order 
algebraic, has phase-lag of order four and dissipative order six. 
5. Numerical illustrations and discussion 
There are a lot of problems in applied sciences and engineering which are expressed by 
differential equations with periodic solutions. These equations have highly oscillatory solutions 
and the methods described in the previous sections can be used for their numerical approxima- 
tion of the required accuracy. 
The method described in this paper is used for the solution of problem (1.11, for problems of 
higher order which can be analyzed on a set of first-order equations, and for inhomogeneous 
problems. 
The new method is an embedded method and thus is very useful in cases in which we want to 
use a variable step procedure. So, we consider the first scheme with phase-lag of order six to 
estimate the local phase-lug error of the scheme with phase-lag of order four. The calculations in 
each step are following a truncation error estimate TEC given by TEC = lCi(cgi - cqi) - c45 1, 
and our variable step procedure is the following: 
if TEC < TOL, then h, = 2h,_,; 
if TOL < TEC G 10 TOL, then h, = h,; 
if TEC > 10 TOL, then h, = ih,_,. 
5.1. A model problem 
Consider the equation 
y’= O 4 y, 
[ 1 -4 0 
with initial condition y(0) = (1, O)=. The exact solution is given by 
Y= 
co+bx) I 1 -sin(+x) . 
(5.1) 
(5 4 
In Table 1 we present the maximum absolute errors in y(l) in 1O-6 units in the integration 
interval [O, x,,,~], where x,,,_, = 20, for 4 = 5 and for various TOLs and stepsizes h. 
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Table 1 
Maximum absolute error in the range [O, 201 for 
problem (5.1) in units of 10P6; h, = initial stepsize = & 
Table 2 
Maximum absolute error in the range [O, 1001 for 
problem (5.3) in units of 10F6; h, = initial stepsize = & 
TOL Maximum Maximum 
stepsize absolute error 
10-4 1 T 152 795 
10-5 1 R 40751 
10-6 1 16 9392 
10-7 1 ?z 218 
10-s I ia 39 
TOL 
10-4 
10-5 
10-6 
10-7 
1OP 
Maximum 
stepsize 
1 z 
1 s 
1 B 
1 ii; 
1 ?5 
Maximum 
absolute error 
223 857 
41104 
8356 
723 
41 
5.2. Inhomogeneous equation 
Consider the equation 
y”= -$2y + (4’- 1) sin t, t 20, (5.3) 
with the exact solution 
y(x) = cos($x) + sin(+x) + sin X, 4 B 1. (5.4) 
The exact solution of this problem consists of a rapidly and a slowly oscillating function; the 
slowly varying function is due to the inhomogeneous term. The high-order phase-lag takes care 
of the rapidly oscillating function and the algebraic order takes care of the slowly varying 
component. In Table 2 we present the values of the maximum absolute errors in y in 10e4 for 
various TOLs and stepsizes. We call x,,~ the endpoint of integration. 
5.3. A nonlinear problem 
Consider the undamped Duffing equation 
y” fy +y3 =B cos(&), 
Table 3 
Maximum absolute error in the range [0, 1501 for 
problem (5.5) in units of 10m7; h, = initial stepsize = & 
TOL 
10-3 
10-4 
10-s 
10-6 
10-7 
10-g 
10-9 
Maximum 
stepsize 
4 
2 
1 
1 
+ 
I 2 
1 4 
Maximum 
absolute error 
263 837 
194 177 
106 341 
28 060 
275 
68 
4 
(5.5) 
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forced by the harmonic function where B = 0.002 and $ = 1.01. The exact solution computed 
by the Gale&in method with a precision lo-‘* of the coefficients is given by 
y(t) =A1 cos(&) +A2 cos(3@) +A5 cos(5@) +A7 cos(7@) +A9 cos(9&), 
(5.6) 
where 
Al = 0.200 179 477 536, A3 = 0.000246946 143, A5 = 0.000000304014, 
A7 = 0.000000000374, A9 = 0.000000000000. 
For this problem we take as endpoint tend = 150. In Table 3 we present the maximum of 
absolute errors in units of lop7 in y for various stepsizes and TOLs. 
All computations were carried out on a PC 386 with 387 numeric coprocessor in double-pre- 
cision arithmetic with 14 digits accuracy. 
Appendix. Derivation of the approximating schemes of the Runge-Kutta-Fehlberg method of 
algebraic order three and four 
The equations for a method of algebraic order four, are the following: 
2 C& - 1 = 0, 
i=O 
5 cqiui - + = 0, 
i=l 
4 
(Al) 
(A.2) 
2 c4iPjl - f = 0, 
i=2 
i=l 
(A.3) 
(A4 
; ; cqipi2 - & = 0, 
i=2 
i C4,UiPi1 - $ = 0 7 
i=2 
+ 5 cqia? - & = 0. 
i=l 
(A.6) 
(A.7) 
(A.8) 
The condition equations for the formula of algebraic order three can be obtained from 
(A. lMA.8) by omitting the equations (A.5)-(A.8) and replacing in the remaining equations cqi 
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by cgi and the upper limit 4 of the sums by 3. The remaining four equations for the third-order 
algebraic Runge-Kutta method are as follows: 
5 cgi - 1 = 0, (A.9) 
i=o 
5 cgiai - + = 0, (A.lO) 
i=l 
5 C6Jil - ; = 0, (A.ll) 
i=2 
(A.12) 
i=l 
where 
P,, = ia;, P,, = +a:, Pdl = ;. (A.13) 
Assuming the conditions of Fehlberg 
chl = 0, c41 = 0, ad= 1, (A.14) 
and that a2 and a3 are different from one another and from 0 and 1, we have from (A.lO) and 
(A.12) that 
1 3a,-1 1 3a,-2 
c -- 
62- 6 a2(a3 -a2) ’ c63= 6 a3(a2-ax) ’ 
and from (A.21, (A.41 and (A.8) that 
(A.15) 
1 2a, - 1 1 2a, - 1 
c - 
42 
--  = 
12 a3(a3 - a2)(1 - a2) ’ 
Cb3 
12 a3(a2 - a3)(1 - a3) ’ 
1 6a,a,-4(a,+a,)+3 
c 
44= 12 (l-a,)(l-a,) * 
(A.16) 
Fehlberg also made the following assumptions: 
C42b2, + C43b3, + C44b41 = O, (A.17) 
b4o=c6o, b,, = chl = 0, b42 = ‘62 ) b43 = c63a (A.18) 
From (A.131, (A.17), (A.18) and (A.6) it follows that 
cb3b3,ai + $44 = A, b,,a, = +a$, b,,a, + b,,a, = ia:, 
C42b21 + C43b3, = O. 
(A.19) 
From the second equation of (A.191 we find b,, as a function of a, and a*. From the first 
equation of (A.191 we find b,, as a function of a2 and a3, since c43 and c44 are given as 
functions of a2 and a3. From the third equation of (A.19) we find b,, as a function of a,, a2 
and a3. Finally, from the last equation of (A.191 we find a3 as a function of a2. 
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Table A.1 
The coefficients for the Runge-Kutta-Fehlberg method of algebraic order three (case I) and four (case II) 
3a, - 1 
3a2 
i=l j=() al 
2 Arbitrary constant i=2 j=O - 
3 
4 
a2 
=I 
j=l 
i=3 .j=O 
aA 
2(3a, -1) 
3a3, 
2(3a, - 1) 
a2S4 
8s; 
j=l 
j=2 
3a5(3a, -2) 
8s; 
- 
a,% 
8s; 
i=4 jx0 
j=l 
j=2 
- S, 
6az 
0 
S, 
6azS, 
j=3 
2(3a, -2)s: 
3a$S, 
Based on the above remark and from the equations (A.l)-(A.19) we have Tables A.1 and 
A.2. Here, 
S,=3L+3a,+l, S, = 6a; - 6a, + 1, S, = 3ai - 6a, + 2, 
S, = 12az - 15a, + 5, S, = 18ai - 36az + 21a, - 4, 
S, = 6ai - 12~; + 6a, - 1, S, = 12~~; - 15a, + 4. 
Table A.2 
The coefficients cki, where k is the order of the phase-lag 
‘6, 
5 
_- 
6az 
0 
C4r 
-- ‘6 
6ai 
0 
2 
3 
ST 
6a:S, 
2(3a, - 2)s: 
3a2,S2 
3a,-1 -- 
6azS, 
2s; 
3a2,S2(3a, - 2) 
2a,-1 
2(3a, - 2) 
4 
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