Abstract: A simple numerical argument is given that the minimal (Jones) index of an inclusion of (isomorphic) factors is strongly restricted if the square of the inclusion contains a sub-inclusion with index from the Jones series 4 cos 2 π m
Introduction
A most seminal recent result in the theory of von Neumann algebras was the observation due to V. Jones [6] that the index of an inclusion of type II 1 factors can take only restricted values: in particular, the range of the index below 4 consists of the Jones set X J = {j 2 n = 4 cos 2 π n | n = 3, 4, 5, . . .}.
The concept of index Jones used is based on the Murray-von Neumann notion of dimension dim M (H) of a representation of M on a Hilbert space H. The Jones index for the inclusion N ⊂ M is then
independent of the representation N ⊂ → M → B(H) chosen. In turn, the Murrayvon Neumann dimension relies on the unique traces tr on M and tr on its commutant M in B(H), and is given by
where E () ξ are the projections onto M () ξ ⊂ H. The quotient is independent of the vector 0 = ξ ∈ H. From the use of traces it is clear, that this type of index theory does only apply to finite factors.
Pimsner and Popa [11] , Kosaki [7] , Hiai [3] , and Longo [8, 9] have introduced and developed a complementary index theory taylored instead for infinite (and extending to general type) factors. This theory is based on conditional expectations. For every normal conditional expectation E : M → N one defines Ind E (N ⊂ M ) to be the smallest constant λ > 0 for which the estimate
holds. When there are several normal conditional expectations, the index is defined to be the minimal index
If the index is finite, then there is a unique faithful normal conditional expectation E which minimizes the index.
In contrast to the Jones index, the minimal index has an additivity property. For N ⊂ M a reducible inclusion, and 1 = i e i a partition of unity by projections within the relative commutant N ∩ M , let d resp. d i denote the square roots of the minimal index of the inclusion N ⊂ M resp. of the sub-inclusions e i N e i ⊂ e i M . Then
We call the square root of the minimal index the dimension of the inclusion.
That the Jones index shares no similar additivity property is well known from the example given in [6] of reducible inclusions with arbitrary Jones index r ≥ 4, which decompose into two trivial sub-inclusions of index 1.
Both the minimal index and the Jones index are multiplicative [6, 10] : if N ⊂ M and
The restriction of the values of the Jones index below 4 also holds for the minimal index [7] . For irreducible type II 1 inclusions, and in particular for the inclusions with Jones index < 4, both indices coincide. However, beyond 4 the two indices will in general give different results. In particular, the above-mentioned Jones inclusions with Ind J = r ≥ 4 all turn out to have Ind min = 4, as required by (1.1).
We shall in this note prove a simple theorem about the minimal index of inclusions which can be iterated, i.e. whenever N and M are isomorphic as abstract factors. Then the inclusion N ⊂ M together with an isomorphism gives rise to an endomorphism : M → (M ) ⊂ M , and the iterated inclusion is represented by 2 (M ) ⊂ (M ) ⊂ M . Our theorem states that whenever 2 (M ) ⊂ M (or for short: 2 ) is reducible and contains a sub-inclusion (in the sense explained in the context of (1.1)) with index from the Jones set X J , then there is a severe restriction on the value of the index of (M ) ⊂ M . This result turns out particularly interesting when applied to standard braided endomorphisms, i.e. when there is a unitary ε ∈ 2 (M ) ∩ M which satisfies the braid relation ε (ε)ε = (ε)ε (ε) and for which d · E(ε) is unitary (standardness). (d the dimension and E the minimizing conditional expectation.) Actually, without the standardness condition, every endomorphism is braided (with ε = 1), so we shall understand the term "braided" to mean "standard braided" in the sequel. Braided endomorphisms are of great interest in local quantum field theory, where they are known to describe superselection sectors with (finite) braid group statistics [2] . d( ) coincides with an observable quantum number known as the statistical dimension [8] .
Our results below qualify the quantization of the statistical dimension.
For braided endomorphisms one can exploit further knowledge about representations of the Temperley-Lieb-Hecke algebra [13] and of the Birman-Wenzl-Murakami algebra [14] , as well as a result due to Izumi [4] and Longo [10] pertaining to 2 having several sub-inclusions of index 1. Then, as a corollary, our result shows that the minimal index of cannot range between 4 and 5, and may take only five possible values 5 ≤ Ind min ≤ 6.
The proof of our main theorem and its corollaries proceeds entirely with numerical arguments exploiting the additivity (1.1) of the dimension. This type of argument fails for the index beyond 6. In this regime it would be desirable to have a similar result about 2 having a sub-inclusion with index from the Hecke set [13] X H = {h
or from the Birman-Wenzl set [14]
We shall therefore point out in the Appendix the algebraic reasoning which lies behind our numerical arguments, and which might be appropriate to the desired generalization. Yet, the actual analysis lies beyond the scope of this article, and also beyond the abilities of the author.
Preliminaries
Whenever N ⊂ M is an inclusion of factors, one may tensor N and M by the same type III factor to get an inclusion of isomorphic purely infinite factorsN ⊂M with the same index [10] . Choosing an isomorphism  :M →N , the inclusion map ı :N ⊂ →M turns into an endomorphism = ı •  ∈ End(M ). Therefore, we may restrict our analysis to endomorphisms of type III factors. (Remark that  and hence are determined only up to automorphisms not necessarily inner. Therefore the relation between inner equivalence classes of inclusions and of endomorphisms (sectors) is not 1:1.)
If M is type III and ∈ End(M ), then to every projection e ∈ (M ) ∩ M there is an isometry w ∈ M , ww * = e, such that the corresponding sub-inclusion e (M ) ⊂ M e = eM e is given by the endomorphism e ∈ End(M ), e (m) = w * (m)w. We shall write e ≺ . If 1 = e i is a partition of unity by projections within (M ) ∩ M and i = e i the corresponding endomorphisms, we write
For endomorphisms with finite index ( ∈ End 0 (M ), the case we shall assume throughout the sequel) Longo [9] constructed a canonical endomorphism (associated with a joint cyclic vector for M and (M )) γ : M → (M ). Then γ(M ) ⊂ (M ) has the same index as (M ) ⊂ M , and¯ := −1 • γ is a conjugate of in the sense that both ¯ = γ and¯ contain the identity, i.e. id ≺ ¯ and id ≺¯ . Also
The following will be used repeatedly. 
The main result
Theorem: Let N ⊂ M and L ⊂ N be irreducible subfactors with the same finite minimal index
l from the Jones set X J , then l = 2m + 1 is odd and the minimal index of N ⊂ M is given by
Index is any admissible minimal index.
The statement is empty for l = 3, j 3 = h 13 = 1. Its restrictivity increases with l since h m,2m+1 ≈ l/π.
Proof: Without loss of generality we may assume L, M, N to be isomorphic type III factors, and pick ∈ End 0 (M ) and σ ∈ End 0 (M ) such that N = σ(M ) and L = σ (M ). By assumption there are a projection e j ∈ σ (M ) ∩ M and an isometry w ∈ M , ww
If 2 is trivial then from the multiplicativity of indices we infer j · d = d, hence j l = 1, l = 3. Next, assume 2 were reducible: 2 (i) 2 . Among its components pick 2 ). Then the additivity of dimensions implies
2 , one has d ≤ δ · j. These estimates contradict each other since they imply
If, finally, 2 is nontrivial and irreducible, the previous argument can be iterated:
The complement 3 of¯ =: 1 inτ 2 is either trivial which allows to compute jd−d = d( 2 ) = d/j, or reducible, or irreducible. The reducible case will again be led to a contradiction below, while the latter case implies
and so on: τ
Here, d n := d( n ) are the dimensions of the successively found sub-endomorphisms, and in (3.2), τ + = τ (if n is odd) alternates with τ − =τ (if n is even); actually, τ is essentially self-conjugate, i.e. τ andτ differ only by an automorphism.
The iteration goes on until n is either trivial or reducible (the reducible case being ruled out below). Up to this point one can compute d n recursively from (3.2). The result is
Recall that l is given by the index j 2 = j 2 l of τ . Since for increasing ν, the difference [ν + 1] − [ν] becomes negative (for ν ≥ l/2), we conclude that the above iteration must come to an end at n < l/2. If this happens because n is trivial, then [n + 1] = [n] implies l = 2n + 1 and
This is the claim (3.1) of the Theorem. If on the other hand the iteration stops because
n is reducible, we proceed as for n = 2 above to find a contradiction:
But by inspection, the fraction is ≤ 1 contradicting j < 2. This rules out n to be reducible. Thus, the iteration stops because n becomes trivial, and d can be computed as a multiple of d n−1 .
This completes the proof of our main result. Actually, we can give models for each of the possibilities admitted by (3.1). One can choose τ self-conjugate with index j 
Index of braided endomorphisms
Let us first list the constraint (3.1) about the index d 2 of an endomorphism whose square contains a Jones sub-inclusion, as long as d is not too large. E.g., for d 2 ≤ 8 and j = 1, one has either j = j 5 and Index = 1, 2, j 2 5 or 3, or j = j 7 and Index = 1. Next, we proceed to general endomorphisms . If the index is not too large, then either 2 must contain some Jones sub-inclusion, or it cannot have too many "channels" (i.e. irreducible components). Thus, if one exploits the available classifications for braided few-channel endomorphisms [13, 14, 1, 9, 12] , one can derive interesting results for general braided endomorphisms.
The results we shall use here are the following. Else, because ε is non-trivial, 2 is reducible. We list the possible decomposition schemes of 2 into irreducibles by displaying only the dimensions of the components. There are the following possibilities.
In case (i), Lemma 2 applies. In case (ii), Lemma 3 applies. In case (iii), the Theorem applies. In case (iv), is essentially self-conjugate and Lemma 4 applies. In the specified range of the index, r = 3, 4 in Lemma 4 are excluded. In case (v), d 2 = 5. One can therefore easily list all indices 4 < Ind min < 6.
Corollary:
The minimal index of a braided endomorphism can take only the following values in the open interval ]4, 6[:
In the last column we have also listed by which scheme (i) − (v) the index may arise. Actually, since there are models for all values in the sets X J , X H , X BW , one can easily find models for every entry in the list. E.g.,
2 is (1 + 1) ⊗ (1 + j 5 ) = 1 + 1 + j 5 + j 5 which complies with both (iii) and (iv).
Clearly, the next admissible value is d 2 = 2j 2 6 = 6. We remark that the present type of reasoning fails for the index beyond 6, because there is no control over the decomposition scheme
Also, one cannot apply the Corollary to restrict the values of d i below √ 6, since there is no guarantee that a sub-endomorphism of a braided endomorphism is again braided. The situation is better in the theory of superselection sectors in local quantum field theory, where the monoidal category of braided endomorphisms is closed under decomposition [2] . ¿From the above list, as well as from the lists of dimensions of irreducible subinclusions arising within powers of Jones, Hecke, or Birman-Wenzl inclusions one is tempted to conjecture that the dimension of any braided endomorphism is a sum of products of Jones, Hecke, or Birman-Wenzl dimensions. Counterexamples to this conjecture were pointed out to the author by Izumi [5] who constructed braided endomorphisms of arbitrary integer index r.
2 decompose into r automorphisms α i . These models exhibit also relative braiding among and α i , but do not give rise to a braided monoidal category since the braiding is not compatible with the monoidal product of intertwiners (arrows). Therefore, the statistical dimensions d( ) of superselection sectors in local quantum field theory might still be quantized as just conjectured.
We could directly solve this system recursively. However, in order to make contact with Sect. 3, it is more convenient to introduce
(e n ), such that the previous computations yield
Eliminating x n in favour of d n yields the recurrence (3.2)
as before, leading to the constraint of the Theorem, since d n must be non-negative.
In order to obtain a generalization for Hecke or Birman-Wenzl sub-inclusions τ ≺ 2 one may proceed analoguously. Exploiting the unitary ε (and its Jones (eigen-) projection h in the BW case) ∈ τ 2 (M ) ∩ M additionally available and the relations they fulfil [1, 9, 12] , one should be able to construct finer projectionsẽ n ∈ A n which apart from the "reduction channel" (as e n above) also control the spectrum of the braiding operators. Evaluating the corresponding conditional expectations should yield stronger recursive relations (cf. [13, 14] ) for the dimensions involved.
