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a b s t r a c t
A principal component analysis (PCA) neural network is developed for online extraction of
the multiple minor directions of an input signal. The neural network can extract the mul-
tiple minor directions in parallel by computing the principal directions of the transformed
input signal so that the stability-speed problem of directly computing theminor directions
can be avoided to a certain extent. On the other hand, the learning algorithms for updating
the net weights use constant learning rates. This overcomes the shortcoming of the learn-
ing rates approaching zero. In addition, the proposed algorithms are globally convergent
so that it is very simple to choose the initial values of the learning parameters. This paper
presents the convergence analysis of the proposed algorithms by studying the correspond-
ing deterministic discrete time (DDT) equations. Rigorous mathematical proof is given to
prove the global convergence. The theoretical results are further confirmedvia simulations.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Minor component analysis (MCA) is a statistical method for extracting the eigenvectors (called minor directions)
associated with the smallest eigenvalues of the covariance matrix of the input signal, contrary to principal component
analysis (PCA) which extracts the eigenvectors (called principal directions) associated with the largest eigenvalues of the
covariance matrix of the input signal. MCA has been widely applied in many fields, especially in adaptive signal processing,
such as frequency estimation [22,23], bearing estimation [31], digital beamforming [13], moving target indication [15] and
clutter cancelation [1]. It has also been applied to total least squares parameters estimation [11], curve fitting and surface
fitting [35], computer vision [12], etc.
Many MCA neural networks have been developed for online extraction of the minor directions of an input signal. The
corresponding learning algorithms are proposed to update the net weights (see examples [8–10,19–21,23,25,27,33–35]).
Among all the learning algorithms, Oja+’s algorithm [25], Ojan’s algorithm [35], Wang and Karhunen’s algorithm [33] can
be used to extract multiple minor directions. However, these algorithms assume that the smallest eigenvalue is less than
unity [27]. Luo and Unbehauen’s algorithm [21] overcomes the shortcoming. Unfortunately, for these algorithmsmentioned
above, there is no equilibrium point under the persistent excitation condition [27,34]. Mathew and Reddy’s algorithm [23]
and Chiang and Chen’s algorithm [8] can also be used to extract multiple minor directions in parallel. However, these
algorithms cannot be applied to the case where several smallest eigenvalues are distinct [27]. Recently, the AMEX algorithm
[27] and Feng’s OJAm algorithm [10] are proposed to extract the minor subspace under the condition that the initial weight
vectors are chosen to be mutually orthonormal vectors. Obviously, it is inconvenient to apply the algorithms.
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Fig. 1. A PCA neural network model extracting them principal directions of input signal sequence µI − Ck , which are the minor directions of input signal
sequence Ck .
Furthermore, the realistic properties of these algorithms are analyzed by studying the corresponding deterministic
continuous time (DCT) equations (called DCT method). In [25,26], Oja and Karhunen analyzed the convergence of some
PCA and MCA algorithms via DCT method. This method requires that the original stochastic discrete time (SDT) algorithms
be transformed into DCT equations by using well-known stochastic approximation theorems [16]. To apply the stochastic
approximation theorems, rather restrictive conditions are required (see examples [5,9,10,14,21,24,27,29,30,32,36,37,39]).
One important condition is that the learning ratesmust converge to zero. However, this is unrealistic in practical applications
because of computational round-off limitations and tracking requirements [40,41]. On the other hand, learning rates
approaching to zero could make the evolution of the learning algorithms evolution very slow with time. More discussions
about these problem on the DCT method can be found in [7,17,18,28,38,40,41].
In addition, the convergence speed ofmost ofMCA algorithms is associatedwith the eigenvalues of the covariancematrix
of input data. The stability-speed problem results in the MCA algorithms converging slowly [24].
To overcome the shortcomings mentioned above, based on a conversion mechanism by which any PCA algorithm can be
converted to an equivalent MCA algorithm[4,6], this paper presents PCA learning algorithms with constant learning rates
for online extraction of themultiple minor directions by computing themultiple principal directions in parallel. To a certain
extent, the stability-speed problem of directly computing the minor directions can be avoided. Because learning rates are
constants, this not only satisfies the computational and tracking requirements in practical applications, but also speeds up
the learning evolution considerably with time. In addition, the algorithms are globally convergent so that the orthonormal
condition of initial vector is not required.
This paper also presents the convergence analysis of the proposed algorithms by studying the corresponding determin-
istic discrete time (DDT) equations (called DDTmethod). Unlike the DCTmethod, the DDTmethod does not require learning
rates to converge to zero. The DDT equations preserve the discrete time nature of the original algorithm and gathered more
realistic dynamic behavior of the learning rates [41]. The rigorous mathematical proof about the proposed algorithms is
given in this paper.
The rest of this paper is organized as follows. Section 2 describes the problem formulation and proposes the learning
algorithms. Convergence results are given in Section 3. Simulation results and discussions are presented Section 4.
Conclusions are drawn in Section 5.
2. A PCA model and preliminaries
Suppose the input sequence X = {x(k)|x(k) ∈ Rn(k = 0, 1, 2, . . .)} is a zero mean stationary stochastic process. Denote
by C = E x(k)xT (k) the covariance matrix of the input signal X , let C˜ = µI − C , where µ is a large enough constant and
I is a unit matrix. In [4,6], Chen has shown a conversion mechanism by which any PCA algorithms extracting the principal
components of the matrix C can be converted to an equivalent MCA algorithm extracting the minor components of the
matrix C˜ . Based on the idea, this paper presents a PCA neural network (Fig. 1) for online extraction of the multiple minor
directions from the input signal X . Let l be the neuron index and k the time step. Denote Ck = x(k)xT (k), and
Rl(k) =

(µI − Ck)−
l−1
i=1
wi(k)wTi (k)
‖wi(k)‖2 (µI − Ck)

,
the learning algorithms for updating the net weights are described as follows:
wl(k+ 1) = wl(k)+ η
[
Rl(k)wl(k)
‖wl(k)‖2 − wl(k)
]
, (l = 1, 2, 3, . . . ,m), (m ≤ n), (1)
where 0 < η < 1 is the learning rate andµ is a sufficiently large constant. These algorithms can extractmminor directions
of input signal in parallel, i.e.,wl(l = 1, . . . ,m)will converge to the lth minor eigenvector of the covariance matrix C of the
input signal X . The convergence is studied in the next section. Here, some preliminaries are given.
Directly studying the convergence of (1) is very difficult since the algorithms are described in SDT equations [40]. To
indirectly study the convergence of (1), in this paper, we use the DDTmethod [38,40,41]. Taking the conditional expectation
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E{wl(k+ 1)/wl(0), wl(i), i < k} on both sides of (1), the corresponding DDT equations can be given as:
wl(k+ 1) = wl(k)+ η
[
Cl(k)wl(k)
‖wl(k)‖2 − wl(k)
]
, (l = 1, 2, 3, . . . ,m), (m ≤ n), (2)
where
Cl(k) = (µI − C)−
l−1
i=1
wi(k)wTi (k)
‖wi(k)‖2 (µI − C), C = E{x(k)x
T (k)}.
0 < η < 1 is the learning rate and µ is a sufficiently large constant. The DDT equations preserve the discrete time form of
the original algorithms and gather a more realistic behavior of the learning rates [41].
The covariance matrix C given in (2) is a symmetric nonnegative definite matrix. Let λi(i = 1, . . . , n) be all the
eigenvalues of the matrix C ordered by λ1 > λ2 > · · · > λn ≥ 0, and let vi be the unit norm eigenvector of C associated
with the eigenvalue λi. Then, {vi|i = 1, 2, . . . n} forms an orthonormal base of Rn. Denote by Vλi the eigensubspace of the
eigenvalue λi, and let V⊥λi be the subspace perpendicular to Vλi . Since the vector set {v1, . . . , vn} is an orthonormal basis of
Rn, for k ≥ 0,w(k) ∈ Rn can be represented as
wl(k) =
n−
i=1
z(l)i (k)vi, (3)
where z(1)i (k)(i = 1, . . . , n) are some coefficients.
In the following section, it will be proven that starting from the any initial vectors except those in the subspace V⊥λn−l+1 ,
the algorithms (2) will converge to the subspace Vλn−l+1 . Since the dimension of V
⊥
λn−l+1 is less than n, the measure of V
⊥
λn−l+1
is zero so that any unstable behavior cannot be observed in practical applications. From this point of view, the algorithms
(2) are globally convergent. For convenience of analysis, some lemmas are given first.
Lemma 1. If 0 < c < d and 0 < η < 1, it holds that
ηc + (1− η)s
ηd+ (1− η)s <
ηc + (1− η)D
ηd+ (1− η)D ,
for 0 < s < D, where D is a constant.
See the Appendix for the proof.
Lemma 2. Suppose 0 < η < 1 and µ > λ1, it holds that[
1− η + η(µ− λn)
s
]2
s ≥ 4(1− η)η(µ− λn) > 0,
for s > 0.
See the Appendix for the proof.
3. Convergence analysis
Convergence is very important for learning algorithms to be used in applications. However, while learning rates are
constants, convergence results cannot usually be obtained by using the DCT method. So, it seems more reasonable to study
the convergence of the proposed algorithms (2) by using DDTmethod. In this section, details associated with a convergence
analysis of (2) will be provided systematically.
3.1. Main theorem
Themain result of this paper is to prove the global convergence of (2). From (2), it is easy to get that the DDT Eq. (2) exists
with a set of all equilibrium points as:
±µ− λ1 · v1,±µ− λ2 · v2, . . . ,±µ− λn · vn .
Clearly, they are not unity norm. It is because we only consider the minor direction, not the size of its norm. We will prove,
from the any initial vectors except those in the subspace V⊥λn−l+1 , i.e.,wl(0) /∈ V⊥λn−l+1 , the algorithms (2) will converge to the
subspace Vλn−l+1 . That is
lim
k→∞wl(k) = ±

µ− λn−l+1 · vn−l+1, (1 ≤ l ≤ m),
where 0 < η < 1 and µ > λ1. This proof will be completed using mathematical induction.
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3.2. Case 1: l = 1
In this subsection, we study the convergence of (2) in the case that l = 1. From (2), it follows that
w1(k+ 1) = w1(k)+ η
[
(µI − C)w1(k)
‖w1(k)‖2 − w1(k)
]
,
for k ≥ 0. Then, we have
w1(k+ 1) = (1− η)w1(k)+ η (µI − C)w1(k)‖w1(k)‖2 , (4)
for k ≥ 0. Substituting (3) into (4), we obtain
z(1)i (k+ 1) = (1− η)z(1)i (k)+ η
(µ− λi)z(1)i (k)
‖w1(k)‖2 , (i = 1, . . . , n), (5)
for all k ≥ 0. We first give a lemma to prove that ‖w1(k)‖ is bounded.
Lemma 3. Suppose thatw1(0) /∈ V⊥λn and µ > λ1. Then, there must exist a constant H˜1 so that
0 <

4(1− η)η(µ− λ1) < ‖w1(k+ 1)‖ < H˜1,
for all k ≥ 0, where 0 < η < 1.
Proof. w1(0) /∈ V⊥λn meansw1(0) ≠ 0. Since λ1 ≥ λi(i = 1, . . . , n), it can be checked that[
1− η + η(µ− λi)‖w1(k)‖2
]2
≥
[
1− η + η(µ− λ1)‖w1(k)‖2
]2
> 0, (1 ≤ i ≤ n),
for k ≥ 0. From (4) and (5), it follows that
‖w1(k+ 1)‖2 =
n−
i=1

z(1)i (k+ 1)
2
=
n−
i=1
[
1− η + η(µ− λi)‖w1(k)‖2
]2 
z(1)i (k)
2
≥
[
1− η + η(µ− λ1)‖w1(k)‖2
]2
· ‖w1(k)‖2
≥ min
s>0
[
1− η + η(µ− λ1)
s
]2
· s

,
for k ≥ 0. Using Lemma 2, it follows that
‖w1(k)‖2 ≥ 4(1− η)η(µ− λ1) > 0, (6)
for k ≥ 0. Then, from (4), it follows that
‖w1(k+ 1)‖ ≤ (1− η)‖w1(k)‖ + η‖(µI − C)‖ ‖w1(k)‖‖w1(k)‖2 ,
for k ≥ 0. Thus, there exists a constant d1 > 0 so that
‖w1(k+ 1)‖ ≤ (1− η)‖w1(k)‖ + d1‖w1(k)‖
= (1− η)k‖w1(0)‖ + d1
k−
r=1
(1− η)r−1
‖w1(k− r)‖ ,
for all k ≥ 0, where d1 = η‖µI − C‖. By (6), it holds that
‖w1(k+ 1)‖ ≤ (1− η)k‖w1(0)‖ + d1√
4(1− η)η(µ− λn) ·
k−
r=1
(1− η)r−1
< lim
k→∞

(1− η)k‖w1(0)‖ + d1√
4(1− η)η(µ− λn) ·
k−
r=1
(1− η)r−1

= H˜1,
where H˜1 = d1η√4(1−η)η(µ−λn) . Obviously, H˜1 is a constant. The proof is completed. 
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From (5), it follows that
z(1)i (k+ 1) =
[
1− η + η(µ− λi)‖w1(k)‖2
]
z(1)i (k), (i = 1, 2, . . . , n− 1) (7)
and
z(1)n (k+ 1) =
[
1− η + η(µ− λn)‖w1(k)‖2
]
z(1)n (k), (8)
for k ≥ 0. Then, given any H1 > 0, we define S(H1) = {w1| ‖ w1 ‖≤ H1}.
Lemma 4. Suppose thatw1(0) /∈ V⊥λn , µ > λ1 and 0 < η < 1. Given any H1 ≥ H˜1, ifw1(0) ∈ S(H1), then there exist constants
θ1 > 0 andΠ1 ≥ 0 such that
n−1
j=1
(z(1)j (k))
2 ≤ Π1 · e−θ1k,
for all k ≥ 0, where
θ1 = ln

(1− η)H21 + η(µ− λn)
(1− η)H21 + η(µ− λn−1)
2
> 0.
Proof. Sincew1(0) /∈ V⊥λn , then z(1)n (0) ≠ 0. Given any i(1 ≤ i ≤ n), it holds that
1− η + η

(µ− λi)
‖w1(k)‖2

≥ (1− η) > 0,
for k ≥ 1, where 0 < η < 1 and µ > λ1. Then, from (7) and (8), for each j(1 ≤ j ≤ n− 1), it follows that

z(1)j (k+ 1)
z(1)n (k+ 1)
2
=
 1− η +
η(µ− λj)
‖w1(k)‖2
1− η + η(µ− λn)‖w1(k)‖2

2
·

z(1)j (k)
z(1)n (k)
2
=
[
(1− η)‖w1(k)‖2 + η(µ− λj)
(1− η)‖w1(k)‖2 + η(µ− λn)
]2
·

z(1)j (k)
z(1)n (k)
2
.
By Lemma 1, we have
z(1)j (k+ 1)
z(1)n (k+ 1)
2
≤
[
(1− η)H21 + η(µ− λj)
(1− η)H21 + η(µ− λn)
]2
·

z(1)j (k)
z(1)n (k)
2
≤
[
(1− η)H21 + η(µ− λn−1)
(1− η)H21 + η(µ− λn)
]2
·

z(1)j (k)
z(n)1 (k)
2
=

z(1)j (0)
z(1)n (0)
2
· e−θ1(k+1),
for all k ≥ 1.
Sincew1(k) ∈ S(H1), by Lemma 3, z(1)n (k)must be bounded, i.e., there exists a constant b1 > 0 such that (z(1)n (k))2 ≤ b1
for all k ≥ 0. Then,
n−1
j=1
(z(1)j (k))
2 =
n−1
j=1

z(1)j (k)
z(1)n (k)
2
· (z(1)n (k))2 ≤ Π1e−θ1k,
for k ≥ 0, where
Π1 = b1
n−
j=2

z(1)j (0)
z(1)n (0)
2
≥ 0.
This completes the proof. 
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Lemma 5. Suppose thatw1(0) /∈ V⊥λn , µ > λ1 and 0 < η < 1. Given any H1 ≥ H˜1, ifw1(0) ∈ S(H1), then it holds that
lim
k→+∞ z
(1)
n (k) = (z(1)n )∗,
where (z(1)n )∗ is a constant.
Proof. From (8), it follows that
z(1)n (k+ 1) = (1− η)z(1)n (k)+ η

(µ− λn)z(1)n (k)
‖w1(k)‖2

,
for all k ≥ 0. Since w1(0) /∈ V⊥λn , then z(1)n (0) ≠ 0. From (8), z(1)n (k) > 0 for all k ≥ 0 if z(1)n (0) > 0 and z(1)n (k) < 0 for all
k ≥ 0 if z(1)n (0) < 0. While z(1)n (0) > 0, by Lemma 3, there must exist a constant N1 so that
0 <
(µ− λn)z(1)n (k)
‖w1(k)‖2 < N1.
It follows that
z(1)n (k+ 1) ≤ (1− η)z(1)n (k)+ ηN1
= (1− η)kz(1)n (0)+ (1− (1− η)k)N1,
for all k ≥ 0. Since 0 < η < 1, it holds that
lim
k→∞

(1− η)kz(1)n (0)+ (1− (1− η)k)N1
 = N1.
Thus, there must exist a constant (z(1)n )∗ so that
lim
k→+∞ z
(1)
n (k+ 1) = (z(1)n )∗.
While z(1)n (0) < 0, the result can be obtained similarly. The proof is completed. 
Theorem 1. Suppose thatw1(0) /∈ V⊥λn , µ > λ1 and 0 < η < 1. Ifw1(0) ∈ S(H1), then
lim
k→∞w1(k) = ±

µ− λn · vn.
Proof. By Lemmas 4 and 5 and (3), we have limk→∞w1(k) = (z(1)n )∗vn. Thus, after the system (4) becomes stable, it follows
that
lim
k→∞
(µI − C)w1(k)
‖w1(k)‖2 = limk→∞w1(k).
Thus, it is easy to see that
(z(1)n )
∗2 = ±µ− λn.
The proof is completed. 
3.3. Case 2: 1 < l ≤ m
Assume that there exist some constants δi,Hi(i = 1, . . . , l− 1) so that
A1. 0 < δi ≤ ‖wi(k)‖ < Hi, (i = 1, . . . , l− 1),
A2. lim
k→∞wi(k) = ±

µ− λn−i+1 · vn−i+1, (i = 1, . . . , l− 1).
We will prove limk→∞wl(k) = ±√µ− λn−l+1 · vn−l+1. Denote ξ = ±√µ− λn−i+1, according to the assumption A2, it
follows that
wi(k) = ξ · vn−i+1 + ϕi(k), (i = 1, . . . , l− 1),
for all k ≥ 0, where limk→∞ ‖ϕi(k)‖ = 0. So, we have
wi(k)wTi (k)
‖wi(k)‖2 = vn−i+1v
T
n−i+1 + ψi(k),
ψi(k) = ξvn−i+1ϕ
T
i (k)+ ξϕi(k)vTn−i+1 + ϕi(k)ϕTi (k)− vn−i+1vTn−i+1(2ξvTn−i+1ϕi(k)+ ϕTi (k)ϕi(k))
‖wi(k)‖2 .
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Clearly, limk→∞ ψi(k) = 0. Thus, it follows that
Cl(k) = (µI − C)−
l−1
i=1
vn−i+1(k)vTn−i+1(k)
‖wi(k)‖2 (µI − C)−
l−1
i=1
ψi(k)(µI − C).
From (2), we have
wl(k+ 1) = wl(k)+ η


(µI − C)−
l−1
i=1
(vn−i+1)(vn−i+1)T (µI − C)

wl(k)
‖wl(k)‖2 − wl(k)
+ φl(k), (9)
for all k ≥ 0, where
φl(k) = −η
l−1
i=1
ψi(k)(µI − C)wl(k)
‖wl(k)‖2 .
Let φli(k) = vTi φl(k). Substituting (3) into (9), the following can be obtained
z(l)i (k+ 1) =

1− η + η µ− λi‖wlk‖2

z(l)i (k)+ φli(k), (i = 1, . . . , n− l+ 1), (10)
z(l)i (k+ 1) = {(1− η)} z(l)i (k)+ φli(k), (i = n− l+ 2, . . . , n), (11)
for all k ≥ 0, where φli(k) = vTi φl(k).
Since
Cl(k) = (µI − C)−
l−1
i=1
wi(k)wTi (k)
‖wi(k)‖2 (µI − C),
for all k ≥ 0, according to the assumption A1, there must exist a constant Ml so that 0 ≤ ‖Cl(k)‖ < Ml for all k ≥ 0.
Denote by V (l)0 (k), the null subspace associated with the eigenvalue 0 of the matrix Cl(k) andΛ
(l)
min(k) the smallest nonzero
eigenvalue of Cl(k)TCl(k), i.e.,Λ
(l)
min(k) > 0 for all k ≥ 0. From (2), it follows that
wl(k+ 1) = (1− η)wl(k)+ ηCl(k)wl(k)‖wl(k)‖2 , (12)
for k ≥ 0.
Lemma 6. Suppose that wl(k) /∈ V (l)0 (k) for all k ≥ 0 and 0 < η < 1. ‖wl(k + 1)‖ is ultimately bounded, i.e., there must exist
constants Kl > 0 so that
2η(1− η)

Λ˜ < ‖wl(k+ 1)‖ < H˜l,
for all k ≥ Kl, where Λ˜ = min{Λ(l)min(k), k ≥ 0} and H˜l = Ml
2η(1−η)
√
Λ˜
.
Proof. From (12), it follows that
‖wl(k+ 1)‖2 = wl(k+ 1)Twl(k+ 1)
= (1− η)2‖wl(k)‖2 + 2η(1− η)wl(k)
TCl(k)Twl(k)
‖wl(k)‖2 + η
2wl(k)
TCl(k)TCl(k)wl(k)
‖wl(k)‖4 ,
for k ≥ 0. Sincewl(k) /∈ V (l)0 (k) for all k ≥ 0 and the assumption A2, there must exist a constant Kl such that
wl(k)TCl(k)wl(k)
‖wl(k)‖2 ≥ 0,
for all k > Kl. It follows that
‖wl(k+ 1)‖2 ≥ (1− η)2‖wl(k)‖2 + η2wl(k)
TCl(k)TCl(k)wl(k)
‖wl(k)‖4
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≥ (1− η)2‖wl(k)‖2 + η2 Λ˜‖wl(k)‖2
≥ 2η(1− η)

Λ˜, (13)
for k > Kl, where Λ˜ = min{Λ(l)min(k), k ≥ 0}.
Then, from (12), it follows that
‖wl(k+ 1)‖ ≤ (1− η)‖wl(k)‖ + η Ml‖wl(k)‖
= (1− η)k‖wl(0)‖ + ηMl
k−
i=1
(1− η)i−1
‖w1(k− i)‖ .
Since 0 < η < 1, from (13), we have
‖wl(k+ 1)‖ ≤ lim
k→+∞
(1− η)k‖wl(0)‖ + η Ml
2η(1− η)

Λ˜
k−
i=1
(1− η)i−1

≤ Ml
2η(1− η)

Λ˜
= H˜l,
for k ≥ Kl, where H˜l = Ml
2η(1−η)
√
Λ˜
. The proof is completed. 
This lemma requires wl(k) /∈ V (l)0 (k) for all k ≥ 0. This condition can be usually satisfied. It is because C˜l(k) will change
with time and V (l)0 (k) is only a varying subspace.
By Lemma 6, we have
‖φl(k)‖ =

η
l−1
i=1
ψi(k)(µI − C)wl(k)
‖wl(k)‖2

≤ η ‖µI − C‖
2η(1− η)

Λ˜
 l−1
i=1
ψi(k)
 ,
for k > Kl. By assumption A2, limk→∞ ‖φl(k)‖ = 0. Clearly, limk→∞ φli(k) = 0, (i = 1, . . . , n).
Lemma 7. Suppose that limk→∞ φli(k) = 0, (i = n− l+ 2, . . . , n). It holds that
lim
k→∞ z
(l)
i (k) = 0, (i = n− l+ 2, . . . , n).
Proof. From (11), given any i(i = n− l+ 2, . . . , n), it follows that
z(l)i (k+ 1) = (1− η) z(l)i (k)+ φli(k),
= (1− η)kz(l)i (0)+
k−
r=1
(1− η)r−1φli(k− r),
for all k ≥ 0. Since 0 < η < 1 and limk→∞ φli(k) = 0, it holds that
lim
k→∞ z
(l)
i (k+ 1) = limk→∞

(1− η)kz(l)i (0)+
k−
r=1
(1− η)r−1φli(k− r)

= 0.
The proof is completed. 
Given any Hl > 0, we define S(Hl) = {wl| ‖ wl ‖≤ Hl}}.
Lemma 8. Suppose that limk→∞ φli(k) = 0, (i = 1, . . . , n). Given any Hl ≥ H˜l, if wl(0) ∈ S(Hl), there must exist a constant
δl > 0 so that
lim
k→+∞ z
(l)
n−l+1(k) = (z(l)n−l+1)∗
and |(z(l)n−l+1)∗| > δl, where (z(l)n−l+1)∗ is a constant.
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Proof. From (10), if i = n− l+ 1, it follows that
z(l)n−l+1(k+ 1) =

1− η + η(µ− λn−l+1)‖wl(k)‖2

z(l)n−l+1 + φl(n−l+1)(k),
for all k ≥ 0. Since limk→∞ φli(k) = 0, (i = 1, . . . , n), there exists a K˜l so that
z(l)n−l+1(k+ 1) > 0, if z(l)n−l+1(K¯l) > 0 for all k ≥ K¯l,
z(l)n−l+1(k+ 1) < 0, if z(l)n−l+1(K¯l) < 0 for all k ≥ K¯l.
While z(l)n−l+1(K¯l) > 0, by Lemma 6, these exists a constant Nl so that
η(µ− λn−l+1)
‖wl(k)‖2

z(l)n−l+1(k)+ φl(n−l+1)(k) < Nl,
for all k ≥ max{K¯l, Kl}. Thus, it holds that
z(l)n−l+1(k+ 1) ≤ (1− η)z(l)n−l+1(k)+ Nl
= (1− η)kz(l)n−l+1(0)+ (1− (1− η)k)Nl,
for all k ≥ Kl. Since 0 < η < 1, it holds that
lim
k→∞

(1− η)kz(l)n−l+1(0)+ (1− (1− η)k)Nl

= Nl.
Thus, there must exist a constant (z(l)n−l+1)∗ so that
lim
k→+∞ z
(l)
n−l+1(k) = (z(l)n−l+1)∗,
where (z(l)n−l+1)∗ is a constant. While z
(l)
n−l+1(K¯l) < 0, the result can be obtained similarly.
Next, we will prove that there exists a constant δl > 0 so that |(z(l)n−l+1)∗| > δl. If this is not true, it means
limk→+∞ |z(l)n−l+1(k)| = 0. We will prove that it leads to a contradiction.
Since limk→∞ φli(k) = 0, (i = 1, . . . , n− l+ 1), from (10), it follows that
|z(l)n−l+1(k+ 1)| =
(1− η)‖wl(k)‖2 + η(µ− λn−l+1) z(l)n−l+1(k)+ φl(n−l+1)(k)‖wl(k)‖2 ,
= (1− η)‖wl(k)‖2 + η(µ− λn−l+1) |z(l)n−l+1(k)| + φ′l(n−l+1)(k),
for all k ≥ Kl, where limk→+∞ φ′l(n−l+1)(k) = 0. For i(i = 1, . . . , n− l), we have
|z(l)i (k+ 1)| =
(1− η)‖wl(k)‖2 + η(µ− λi) z(l)i (k)+ φli(k)‖wl(k)‖2 ,
= (1− η)‖wl(k)‖2 + η(µ− λi) |z(l)i (k)| + φ′li(k),
for all k ≥ Kl, where limk→+∞ φ′li(k) = 0. Since
(1− η)‖wl(k)‖2 + η(µ− λn−l+1) ≥ (1− η)‖wl(k)‖2 + η(µ− λi) > 0, (i = 1, . . . , n− l),
it follows that |z(l)n−l+1(k + 1)| ≥ |z(l)i (k + 1)|, (i = 1, . . . , n − l) as k is sufficiently large. Thus, if limk→+∞ |z(l)n−l+1(k)| = 0,
then limk→+∞ |z(l)i (k)| = 0(i = 1, . . . , n− l). By Lemma 7,
lim
k→∞ ‖wl(k+ 1)‖
2 = lim
k→∞
n−
i=l
(z(l)i (k))
2 = 0.
This contradicts Lemma 5. It shows that there must exist a constant δl > 0 so that |(z(l)n−l+1)∗| > δl. This completes the
proof. 
Lemma 9. Suppose that limk→∞ φli = 0, (i = 1, . . . , n) and wl(0) /∈ V⊥λn−l+1 . Given any Hl ≥ H˜l, if wl(0) ∈ S(Hl), then there
exist constants θl > 0,Πl ≥ 0 and K˜l > 0 such that
n−l−
j=l
(z(l)j (k))
2 ≤ Πl · e−θlk,
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for all k > K˜l, where
θl = ln

(1− η)H2l + η(µ− λn−l)
(1− η)H2l + η(µ− λn−l+1)
2
> 0, (0 < η < 1 and µ < λ1).
Proof. Sincewl(0) /∈ V⊥λn−l+1 , then z(l)n−l+1(0) ≠ 0. Then, from (11), for each j(1 ≤ j ≤ n− l), it follows that

z(l)j (k+ 1)
z(l)n−l+1(k+ 1)
2
=


1− η + η(µ− λj)‖wl(k)‖2

z(l)j (k)+ φlj
1− η + η(µ− λn−l+1)‖wl(k)‖2

z(l)n−l+1(k)+ φl(n−l+1)

2
=
 1− η +
η(µ− λj)
‖wl(k)‖2
1− η + η(µ− λn−l+1)‖wl(k)‖2

2
·

z(l)j (k)
z(l)n−l+1(k)
2
+ ψl(k),
for all k ≥ 1, where
ψl(k) =
[
2

1− η + η(µ− λn−l+1)‖wl(k)‖2

1− η + η(µ− λj)‖wl(k)‖2

z(l)j (k)z
(l)
n−l+1(k)
+

1− η + η(µ− λn−l+1)‖wl(k)‖2

z(l)n−l+1(k)φlj +

1− η + η(µ− λj)‖wl(k)‖2

z(l)j (k)φll
]
·
[
Pl(k)
Ql(k)2
]
.
Meanwhile,
Pl(k) =
[
1− η + η(µ− λn−l+1)‖wl(k)‖2

z(l)n−l+1(k)
]
φlj −
[
1− η + η(µ− λj)‖wl(k)‖2

z(l)j (k)
]
φll,
and
Ql(k) =
[
1− η + η(µ− λn−l+1)‖wl(k)‖2

z(l)n−l+1(k)
]2
+
[
1− η + η(µ− λn−l+1)‖wl(k)‖2

z(l)n−l+1(k)
]
φll
2
,
for all k ≥ 0. Since limk→∞ φli = 0, (i = 1, . . . , n), by Lemma 6, it follows that limk→∞ Pl(k) = 0. By Lemma 8,
limk→∞ Ql(k) > δ2l . So, it is easy to see that limk→∞ ψl(k) = 0.
Given any i(1 ≤ i ≤ n), since 0 < η < 1 and µ > λ1, it can be checked that
1− η + η

µ− λi
‖wl(k)‖2

≥ (1− η) > 0,
for k ≥ 1. By Lemma 1, there must exist a constant K˜l so that
z(l)j (k+ 1)
z(l)n−l+1(k+ 1)
2
≤
[
(1− η)H2l + η(µ− λj)
(1− η)H2l + η(µ− λn−l+1)
]2
·

z(l)j (k)
z(l)n−l+1(k)
2
≤
[
(1− η)H2l + η(µ− λn−l)
(1− η)H2l + η(µ− λn−l+1)
]2
·

z(l)j (k)
z(l)n−l+1(k)
2
=

z(l)j (0)
z(l)n−l+1(0)
2
· e−θl(k+1),
for k > K˜l.
Since wl(0) ∈ S(Hl), by Lemma 6, z(l)n−l+1(k) must be ultimately bounded, i.e., there exists a constant bl > 0 such that
(z(l)n−l+1(k))2 ≤ bl for all k ≥ Kl. Then,
n−l−
j=1
(z(l)j (k))
2 =
n−l−
j=1

z(l)j (k)
z(l)n−l+1(k)
2
· (z(l)n−l+1(k))2 ≤ Πl e−θlk,
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for k ≥ K˜l, where
Πl = bl
n−l−
j=1

z(l)j (0)
z(l)n−l+1(0)
2
≥ 0.
This completes the proof. 
Theorem 2. Suppose that limk→∞ |φli| = 0, (i = 1, . . . , n) andwl(0) /∈ V⊥λn−l+1 . Given any Hl ≥ H˜l, ifwl(0) ∈ S(Hl), then
lim
k→∞wl(k) = ±

µ− λn−l+1 · vn−l+1,
where 1 ≤ l ≤ m.
Proof. By Lemmas 7–9, it follows that
lim
t→+∞ z
(l)
i (k) = 0, (i = n− l+ 2, . . . , n)
lim
t→+∞ z
(l)
n−l+1(k) = (z(l)n−l+1)∗,
lim
t→+∞ z
(l)
i (k) = 0, (i = 1, . . . , n− l).
Then,
lim
k→+∞wl(k) = (z
(l)
n−l+1)
∗vn−l+1. (14)
From (2), after the system (12) becomes stable, it follows that
lim
k→∞
(µI − C)−
l−1
i=1
vi(k)vi(k)T (µI − C)wl(k)
‖wl(k)‖2 = limk→∞wl(k). (15)
Substituting (14) into (15), we get
(z(l)n−l+1)
∗
2 = µ− λn−l+1.
The proof is completed. 
4. Simulations and discussion
Two sets of experiments in this section will be provided to illustrate the convergence of the proposed algorithms.
4.1. Example 1
By using Gaussian data with zero mean and variance 1, which is generated randomly, we construct a covariance matrix
as
C =

0.1681 −0.0664 0.0111 0.0237 0.1064 −0.0262
−0.0664 1.3960 −0.0165 −0.0187 0.0311 0.0170
0.0111 −0.0165 1.1345 −0.0262 0.0051 −0.0016
0.0237 −0.0187 −0.0262 1.0156 −0.0045 0.0213
0.1064 0.0311 0.0051 −0.0045 0.9240 −0.0700
−0.0262 0.0170 −0.0016 0.0213 −0.0700 1.9574
 .
Its eigenvalues and eigenvectors vi, (i = 1, . . . , 6) are calculated in advance usingMatlab. Its eigenvalues are 1.9637, 1.4026,
1.1397, 1.0091, 0.9321, 0.1487. In order to assess the validity of the proposed algorithm, we will computer the Norm of
weights, Direction Cosine and Orthogonality of weights in the learning process of (2). Direction Cosine is used to measure
the accuracy of convergence direction, which is defined as [3]:
DirectionCosinel(k) = |w
T
l (k) · vl|
‖wl(k)‖ · ‖vl‖ .
Clearly, if DirectionCosinel(k) converges to 1,wl converges to the right direction.
Let µ = 2 and η = 0.5. The number of iterations is 200. The initial vectors are arbitrarily chosen apart from the origin.
Table 1 gives the evolution result of (2). It shows that starting from the initial vectors arbitrarily chosen, the algorithms (2)
converge to the right directions.
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Table 1
The global convergence of (2) with different initial vectors.
Initial value ‖w‖2 Orthogonality Direction Cosine
‖w1(0)‖ = 3.9454 1.8513 w′1 ∗ w2 = −9.7145e− 017 1‖w2(0)‖ = 3.9454 1.0679 w′1 ∗ w3 = 0 1‖w3(0)‖ = 3.9454 0.9909 w′2 ∗ w3 = 0 1
‖w1(0)‖ = 3.9454 1.8513 w′1 ∗ w2 = 1.0452e− 016 1‖w2(0)‖ = 35.5088 1.0679 w′1 ∗ w3 = 0 1‖w3(0)‖ = 0.3551 0.9909 w′2 ∗ w3 = 0 1
‖w1(0)‖ = 39454.225 1.8513 w′1 ∗ w2 = 6.2884e− 017 1‖w2(0)‖ = 355508802.5 1.0679 w′1 ∗ w3 = 0 1‖w3(0)‖ = 3945422.5 0.9909 w′2 ∗ w3 = 0 1
‖w1(0)‖ = 2.919e− 011 1.8513 w′1 ∗ w2 = −4.4235e− 017 1‖w2(0)‖ = 2.0453e− 10 1.0679 w′1 ∗ w3 = 0 1‖w3(0)‖ = 0.000000024 0.9909 w′2 ∗ w3 = 0 1
Fig. 2. The evolution of the direction cosine of the three minor directions: (left) µ = 2, η = 0.5, (right) µ = 5, η = 0.7.
Fig. 3. The evolution of the norm of the three minor directions: (left) µ = 2, η = 0.5, (right) µ = 5, η = 0.7.
It is required that the parameter µ be sufficiently large. Table 2 gives the results with different µ. It is noted that an
excessively large µmay slow down the evolution. However, the value of µ does not affect the global convergence. Thus, it
is easy to choose the initial values of the learning parameters.
Figs. 2–4 show the evolution results of (2) with the initial vectors ‖w1(0)‖2 = ‖w2(0)‖2 = ‖w3(0)‖2 = 3.9454. The
left pictures are with µ = 2 and η = 0.5. In this case where µ = 2 and η = 0.7, the results are shown in right pictures,
respectively. clearly, a larger η can accelerate the convergence speed of (2).
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Fig. 4. The orthogonality of the three minor directions: (left) µ = 2, η = 0.5, (right) µ = 5, η = 0.7.
Table 2
The convergence of (2) with different µ.
µ = 5, η = 0.5, The number of iterations= 500
Initial value ‖w‖2 Orthogonality Direction Cosine
‖w1(0)‖2 = 5.6814 4.8513 w′1 ∗ w2 = 4.944e− 17 1‖w2(0)‖2 = 15.7817 4.0679 w′1 ∗ w3 = −5.5511e− 17 1‖w3(0)‖2 = 1.9333 3.9909 w′2 ∗ w3 = 2.9094e− 04 1
µ = 10, η = 0.5, The number of iterations= 800
Initial value ‖w‖2 Orthogonality Direction Cosine
‖w1(0)‖2 = 5.6814 9.8513 w′1 ∗ w2 = −2.4182e− 15 1‖w2(0)‖2 = 15.7817 9.0679 w′1 ∗ w3 = 5.5511e− 17 0.9996‖w3(0)‖2 = 1.9333 8.9910 w′2 ∗ w3 = 0.0011 0.9995
µ = 50, η = 0.5, The number of iterations= 2000
Initial value ‖w‖2 Orthogonality Direction Cosine
‖w1(0)‖2 = 5.6817 49.8513 w′1 ∗ w2 = 4.2007e− 08 1‖w2(0)‖2 = 15.7817 49.0653 w′1 ∗ w3 = 1.1060e− 10 0.9830‖w3(0)‖2 = 1.9333 48.9824 w′2 ∗ w3 = −0.0072 0.9398
4.2. Example 2
The algorithm (1) will be used to online extract the threeminor directions from the input signal. The input data sequence
X corresponds to 10-dimensional Gaussian data with zero mean and unit variance, generated randomly. In order to cater to
the tracking capability of the adaptive algorithm, the Ck is redefined as follows [2,3]:
Ck = βCk−1 + 1k

x(k)xT (k)− βCk−1

, (k > 0)
where β is a forgetting factor, which ensures that the past data samples are down-weighted. Since each Ck contains some
history information of the input data, it can accelerate the convergence speed and reduce the oscillation of the algorithm.
Since {x(k)} comes from a stationary process, as [3], we take β = 1.
The initial vectors are generated randomly. The evolution results of (1) withµ = 3 and η = 0.5 are shown in the pictures
on the left in Figs. 5–7. Respectively, the pictures on the right show the evolution process with µ = 8 and η = 0.9.
Simulations can show that GHA algorithm can compute the multiple minor directions simultaneously. The posterior
direction extracted can converge to the right direction with the previously directions converging to the right ones with
time.
5. Conclusions
This paper develops a PCA neural network model for online extraction of the multiple minor directions. The multiple
minor directions can be computed in parallel by computing the principal directions of the transformed input signal. The
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Fig. 5. The evolution of the direction cosine of the three minor directions: (left) µ = 3, η = 0.5, (right) µ = 8, η = 0.8.
Fig. 6. The evolution of the norm of the three minor directions: (left) µ = 3, η = 0.5, (right) µ = 8, η = 0.8.
Fig. 7. The orthogonality of the three minor directions: (left) µ = 3, η = 0.5, (right) µ = 8, η = 0.8.
corresponding learning algorithms use constant learning rates so that the convergence speed becomes very fast with time.
Since the algorithm is globally convergent, it is very simple to identify the initial values of the learning parameters. The
convergence is studied rigorously via the DDTmethod. Extensive experiments have confirmed that the algorithm is suitable
for online learning with high performance.
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Appendix
Proof of Lemma 2. Define a differentiable function
f (s) =
[
1− η + η(µ− λn)
s
]2
· s
for s > 0. It follows that
f˙ (s) =
[
1− η + η(µ− λn)
s
]
·
[
1− η − η(µ− λn)
s
]
for s > 0. Denote
s∗ = η(µ− λn)
1− η .
Then,
f˙ (s)

< 0, if 0 < s ≤ s∗
= 0, if s = s∗
> 0, if s∗ ≤ s.
So, it shows that s∗ must be the minimum point of the function f (s) on the interval (0,+∞). Then, it holds that[
1− η + η(µ− λn)
s
]2
· s ≥ 4(1− η)η(µ− λn) > 0,
for s > 0. The proof is completed. 
Proof of Lemma 1. Define a differentiable function
f (s) = ηc + (1− η)s
ηd+ (1− η)s ,
for s > 0. It follows that
f˙ (s) = η(1− η)(d− c)[ηd+ (1− η)s]2 > 0,
where 0 < c < d. It holds that
ηc + (1− η)s
ηd+ (1− η)s <
ηc + (1− η)D
ηd+ (1− η)D ,
where 0 < s < D. The proof is completed. 
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