Abstract. Inspired by studies of cognitive psychology, we proposed a new dynamic similarity kernel for visual recognition. This kernel has great consistency with human visual similarity judgement by incorporating the perceptual distance function. Moreover, this kernel can be seen as an extension of Gaussian kernel, and therefore can deal with nonlinear variations well like the traditional kernels. Experimental results on natural image classification and face recognition show its superior performance compared to other kernels.
Introduction
Researchers on computer vision and pattern recognition, regularly confront the problem of nonlinearity in high-dimensional data, such as variation in image due to the change of illumination and viewpoint. Generally speaking, there are two schemes to solve the problem. The first one is to extend the existing linear method by so-called kernel trick [1] , such as extensions of Principal Component Analysis (PCA) [2] and Linear Discriminant Analysis (LDA) [3] . Recently, these kernel methods attract much attention and show promising performance in many applications, such as image retrieval [4, 5, 6] , face recognition [7, 8] and object recognition [9, 10] . Using nonlinear functions to model or to transform the nonlinear data is the second solution, such as neural network [11] and manifold learning [12, 13, 14] . We focus on the kernel methods in this paper.
The basic idea of the kernel methods is first mapping data into an implicit feature space with a nonlinear function, and then analyzing the image of data. Instead of explicitly computing the mapping, a kernel function is adopted to calculate the inner product of implicit feature vectors. This function determines the nonlinear mapping implicitly. If the solution of a linear method is able to be expressed by the inner products of its input samples, this method can be extended to the nonlinear version. The kernel trick is first introduced into Support Vector Machine (SVM) in [15] . Similar to SVM, PCA and LDA are extended to their nonlinear forms, i.e. Kernel PCA (KPCA) [16] and Generalized Discriminant Analysis (GDA) [17, 18] . PCA generates a set of orthonormal projections which maximizes the covariance over all samples, while LDA seeks a linear transformation which maximizes the inter-class scatter and minimizes the intra-class scatter. Their nonlinear extensions, i.e. KPCA and GDA, do the same thing in feature space.
To measure (dis)similarity between images, Minkowski distance functions are commonly used, in which all coordinates of image feature vector are employed. But studies of cognitive psychology [19, 20] show that this approach does not model human perception well, which actually infers overall similarity based on the aspects that are similar among the compared objects, rather than based on the dissimilar ones. From this point of view, Dynamic Partial Function (DPF) [21, 22] is proposed, which can be seen as an extension of Minkowski distance. By dynamically selecting features with minimum differences in a pairwise fashion, DPF works similarly to human process of similarity judgement. Extensive experiments in [21, 22] show its effectiveness.
A modified kernel function based on geodesic distance [12] is proposed in [23] , and experimental results show its promising performance. But it still has some difficulties modeling human perception, because the estimation of geodesic distance is based on Minkowski distance. In this paper, we present a new kernel based on DPF, which has great consistency with human visual similarity judgement. Moreover, this kernel can be seen as an extension of Gaussian kernel, and therefore can deal with nonlinear variations well like the traditional kernels. By using KPCA and GDA on Corel and FERET database, we test this kernel and compare it with other traditional kernels, such as Gaussian and polynomial kernels. The experimental results show that the proposed kernel outperforms the others.
The rest of this paper is organized as follows. In Section 2, we describe Dynamic Partial Function for measuring image similarity. Dynamic Similarity Kernel is proposed in Section 3. Section 4 presents the experimental results on natural image classification and face recognition, followed by conclusions in Section 5.
Dynamic Partial Function
Minkowski distance is widely used for measuring similarity between images. Let X = (x 1 , x 2 , · · · , x n ) and Y = (y 1 , y 2 , · · · , y n ) be two image feature vectors, the distance under Minkowski metric is defined as
where Δd i = |x i − y i |, and r is the norm factor. When we set r = 2, the above is the well known Euclidean or L2 distance. When we set r = 1, it is the City-block or L1 distance. Studies of cognitive psychology [20] show that human perception of similarity is the process that determines the respects for measuring similarity. Human infers overall similarity based on the aspects that are similar among the compared objects, rather than based on the dissimilar ones. [21] verifies this notion by extensive experiments on natural image database. From this point of view, the similarity based on Minkowski distance which incorporates all aspects of the compared objects is questionable.
Dynamic Partial Function is proposed in [21, 22 ] to solve the above problem. It is a modified version of Minkowski distance. For the sake of clarity, we first assume Δd i s to be ordered as
where m ≤ n is the number of aspects activated in similarity measurement. Different from Minkowski distance, DPF dynamically selects the subset of features that are most similar for a given pair of images, and computes the similarity based on it. Hence, it works in a similar way as human visual perception system does. Empirical studies in [21] show its performance to be superior to other widely used distance functions, such as fractional function, histogram cosine distance function and Minkowski distance.
Dynamic Similarity Kernel
Kernel function is important for the kernel based methods. One can compute inner product in feature space efficiently by kernel function. Some kernels are based on Minkowski distance, such as Gaussian kernel and exponential kernel [24] . The former is defined as
where σ 2 is the bandwidth, and n is the dimensionality of X and Y . [23] substitutes geodesic distance for Euclidean distance in (3), and shows promising results. But the estimation of geodesic distance is based on Euclidean distance, and also employs all coordinates of the feature vector. So, it doesn't model human visual perception well, either.
To overcome this defect, we proposed a new kernel based on DPF as follows.
A kernel dot product can be seen as a similarity measure. The similarity measured by the proposed kernel is more accurately than Gaussian kernel, because of DPF's consistency with human perception. It dynamically activates the most similar aspects when evaluating the similarity of image pair. For its dynamic nature, we call it Dynamic Similarity Kernel (DSK for short). Since DPF is an extension of Minkowski distance, Gaussian kernel can be seen as a special case of DSK. We set r = 2 for DP F in (4) for analogue with Gaussian kernel.
Experiments
To examine the effectiveness of the proposed kernel, we compare it with other traditional kernels in some classic kernel methods, i.e. KPCA and GDA. The results are also compared with state-of-the-art. Two types of experiments are conducted. One is natural image classification, and the other is face recognition. They are both current hot topics in computer vision and pattern recognition.
Natural Image Classification
The WANG dataset [25, 26] is commonly used in the literature to evaluate image retrieval and classification methods. It consists of 10 image categories, each of which contains 100 images. The themes of these categories are African people and villages, beach, buildings, buses, dinosaurs, elephants, flowers, horses, mountain and glaciers, and food. Three types of features are used to represent image: color histogram, color moment and wavelet based texture. Color histogram is taken in HSV space with quantization of 8×8 = 64 bins on H and S channels. The first three moments from each of the three color channels are used as color moment. Mean and variance of each channel in a 4-level PWT decomposition form the wavelet based texture feature. In total, a 105-dimensional feature vector is extracted for each image. Each feature component is normalized such that the variance of which equals We use a leave-one-out cross-validation as the testing protocol. That is, choose one image one time and use the rest 999 images as training set, then test the image left out. The classification accuracy is averaged on the whole dataset. Nearest neighbor classifier is used for classification.
There are two parameters in DSK, i.e. m and σ 2 . For the latter one, we first compute pair-wise distances for all images in the dataset, and then adaptively set σ 2 to the mean of the distances' square. Different values of m are investigated, and the results are shown in Table 1 . It can be seen that m = 80 gives the best classification accuracy, which means about 25 dimensions are dissimilar aspects for pair-wise matching. We set m = 80 in the following experiment. Next, we compare DSK with Gaussian kernel and polynomial kernels in KPCA. By investigating values in [0.01, 1], we find that Gaussian kernel with σ 2 = 0.27 achieves the best result of 78.3%, and use this setting in the following comparison. There are two forms of polynomial kernels,
and
noted as PolyI and PolyII, respectively. We set p = 2 for both because it gives the best results among {2, 3, 4, 5}. Nearest neighbor classifier using DPF directly has been investigated, too. It is found that m = 89 gives the highest accuracy, i.e. 83.9%.
In Fig. 1 , the recognition accuracies of four kernels are plotted versus the number of dimensions used by the classifier, and the best result of direct DPF is also plotted as the baseline. Except for the accuracy of 85.4% achieved by DSK, the best results of Gaussian kernel, PolyI and PloyII are 78.3%, 74.0% and 75.5%, respectively. Gaussian kernel is better than polynomial kernels. Because of similarity to human visual perception, DPF gets better result than traditional kernels. DSK outperforms all other kernels with large margins. It is noticeable that DSK can get even better result than DPF by incorporating Gaussian function to deal with nonlinearity. The best result in the literature is 84.1% [26, 27] , while DSK breaks this record. 
Face Recognition
We conduct face recognition experiments on the FERET database. The experimental data include 1002 front view face images selected from the training CD, the FA set of 1196 subjects and the FB set of 1195 subjects. There's only one image per person in the FA and FB sets. Images from the training CD are used as training set. FA is used as gallery image set, and FB is taken as probe set. All images are normalized to 48 × 54 by eye locations, and histogram equalization is performed as preprocessing. The appearance of image, i.e. raw pixel value, is taken directly as the feature. Each feature component is normalized such that the variance of which equals 1.
GDA is adopted this time, for its popularity and excellent performance in face recognition [8, 28] . We compare DSK with Gaussian kernel and PolyI, while PloyII is excluded according to [28] . We set σ 2 = 3.3 in Gaussian kernel for the best performance, and set PolyI's parameter p = 2 as in [28] . σ 2 in DSK is set to 10 by investigating values from 0.1 to 20. Classification results under different values of m are listed in Table 2 . It shows that m/n = 0.8 gives the best accuracy. These settings are used in the following experiment. Fig. 2 shows the comparison of the three kernels. DSK gets the highest recognition rate of 97.41%, and best result of Gaussian kernel and PolyI are 96.65% and 95.9%, respectively. Once again, the superior performance implies that DSK is more consistent to human vision.
Conclusion
A kernel for visual recognition is proposed. By incorporating Dynamic Partial Function, the kernel has great consistency with human visual similarity judgement. Moreover, the kernel can be seen as an extension of Gaussian kernel. The adoption of Gaussian function enables its capability to deal with nonlinear variations effectively. Experimental results on natural image classification and face recognition show its superior performance compared to other classic kernels.
