Abstract-In general, a power amplifier utilizes battery energy more efficiently with a higher transmission power. For a given message, a given bandwidth constraint and a given performance constraint, different allocations of the bandwidth among source coding, channel coding and modulation result in different amounts of battery usage. We propose a method to optimize the bandwidth allocation and minimize the battery consumption due to transmission. Our results show that with the optimal allocation, significant reduction in battery consumption can be achieved without sacrificing the system performance.
I. INTRODUCTION

B
ATTERY usage for portable devices in mobile communications has been studied from various aspects. For example, [1] proposed to exploit the networking infrastructure, by shifting part of the computation off the mobile unit, thus conserving the battery consumption of the mobile. In [2] , a battery conservation management method is proposed to minimize the battery consumption by switching the battery to different operational modes depending on the network packet transmission properties. These two examples minimize the battery consumption from an algorithmic and protocol point of view. Battery consumption optimization utilizing properties of the hardware are also proposed as in [3] , where the CPU of the mobile is scheduled to run at different frequencies according to the load; and also as in [4] , where the charge recovery properties of the battery under bursty discharge conditions are exploited. In this paper, we exploit a characteristic of the power amplifier of the mobile units. By optimally allocating the bandwidth to source coding, channel coding and the modulation constellation, the power amplifier can work more efficiently and thus reduce the battery consumption of the mobile unit.
II. SYSTEM OVERVIEW
The system block diagram is given in Figure 1 . The system consists of a uniform source (a scalar source uniformly distributed on [0, 1)), a source coder, a channel coder, and a modulator.
There are W source symbols that need to be transmitted. The source encoder codes each of the W symbols into r s bits, where r s , in bits-per-symbol, is the source code rate. These W r s bits are coded to k -ary modulation scheme, where k is the alphabet size. At the receiver, noise corrupted symbols are recovered and then decoded to the best source code points. The performance of the system is measured by the endto-end distortion, D, between the transmitted symbols and the decoded symbols.
There are two constraints on the system. First, the bandwidth is limited toC 0 Hz, which translates to a transmission rate that is upper bounded by C symbols per second after pulse shaping. Second, the system has to achieve an end-to-end distortion D ≤ D 0 . We would like to find the optimal source code rate,r s , the optimal channel code rate,r c , and the optimal alphabet size, M = 2k, that minimize the battery drain, B d , in coulombs.
III. ANALYSIS
A. System Performance
We assume that the source symbols are scalars uniformly distributed over [0, 1) , and that the source encoder is an r s -bit uniform quantizer concatenated with a random index assignment. From [5] , we know that the system performance, i.e., end-toend distortion, is
where P out is the output power of the amplifier, i.e., the power of the transmitted symbol, and P e is the index error rate. In (1), note that here we have explicitly expressed the probability of error as a function of P out .
B. Battery Drain
We make the following assumptions: • The battery drain primarily comes from the power amplifier of the transmitter, meaning the computation power consumption from the system is negligible.
• The power amplifier is operating in its linear region.
• The battery is ideal, i.e., it has a constant voltage and a constant capacity, where neither of them depend on the value of the load [6] . Here the battery capacity refers to the amount of energy a battery can deliver under normal operating conditions, usually expressed in ampere-hours, watt-hours, or similar units. With these assumptions, the battery drain is given by
where P out is the instantaneous output power of the amplifier, P sat is the saturation power of the amplifier, I Batt is the instantaneous battery discharge current, and
is the total transmission time.
The properties of the power amplifier play a crucial role in formulating this optimization problem. Reference [7, Fig.2] gives the battery discharge current, I Batt , as a function of the output power of the amplifier, P out (in dBm), for a typical cellular band system. The figure given in [7] , as well as other similar amplifier figures in the literature, can be modeled by
The coefficients f i , i = 0, 1, 2, 3, can be determined for specific amplifiers, and f 3 = 10f2 ln 10 . For example, in [8] , we modeled the measured results in [7, Fig. 2] as
where f 0 = 0.0321, f 1 = 0.638. Both the original measured data and the fitted curve are plotted in Figure 2 . It is worth noting that in the area of amplifier design, a good amplifier should be as linear as possible, corresponding to a smaller f 2 . The output power region shown in Figure 2 gives the normal output power range of a wireless unit [7] . From this curve, we can see that for every 3dB increase, or doubling, of the output power P out , the battery current I batt increases less than a factor of two. In other words, with this amplifier, a higher transmission power utilizes the battery more efficiently. This is true in general for amplifiers. More explicitly, if P 1 > P 2 and P 1 · T 1 = P 2 · T 2 , transmitting with power P 1 for T 1 seconds uses less charge from the battery than transmitting with power P 2 for T 2 seconds. This property of the power amplifier directly affects the optimization results. For example, with a higher alphabet size, there are fewer symbols to transmit for the given message, thus each symbol can be transmitted with a higher power for the same transmission energy, and consequently uses the amplifier more efficiently. On the other hand, a higher order two-dimensional constellation results in a larger probability of error for a given E b /N o , which counterbalances the advantage given by the amplifier. Thus, there exists an optimal k for the system.
The battery consumption is given by
whereĪ Batt is the equivalent constant battery current, and I Batt,avg is the battery current averaged over the i-th symbol duration, defined as
Assume a) most of the energy of the shaping pulse resides in the time duration [0, T s ], so that the energy of the shaping pulse outside of the symbol duration can be ignored, and, b) there is no filtering in the amplifier, so the transition between the symbols does not cause significant distortion to the shape of the pulse in each symbol duration. Then we have
where P i is the average power of the ith transmitted symbol, and h(t) is the shaping pulse which has energy 1 over [0,
Substituting (9) into (8), we have, using (4), 
where
is a constant determined by the shaping pulse, h(t).
With the assumptions that the symbols in the constellation are equally probable, and that the number of symbols transmitted, T x /T s , is much larger than the constellation size 2 k , we havē
Batt,avg is the average battery current in the interval [0, T s ], assuming the jth point in the constellation is transmitted during that interval. LetP be the average power of the constellation, and assume the jth symbol of the constellation has power P (j) = a jP . Then, from (12),
Together with Equation (7), we have
or
Note that M 0 is determined by the constellation. For example, for all PSK modulations, a j = 1, and therefore M 0 = 1. The values of M 0 for some QAM constellations for the model in Figure 2 , where f 2 = 0.1, are listed in Table I . We call M 0 the constellation factor. For the same average power, a constellation with a smaller M 0 induces a smaller battery drain. For example, for the same transmission power, 64QAM will induce a smaller battery drain than 32QAM, 16QAM, and QPSK. In general, the higher the order of the constellation, the smaller is M 0 , i.e., the more efficiently the battery works. On the other hand, from the performance point of view, for the same average power, the higher the order of the constellation, the smaller is the Euclidean distance between different symbols, and the larger is the error rate. To meet the system performance requirement, a higher order constellation requires a larger average transmission power.
In summary, (15) or (16) gives the battery consumption for a given constellation and a given shaping pulse, subject to the following assumptions:
• The symbols in the constellation are equally probable.
• The number of transmitted symbols is much larger than the constellation size.
• The energy of the shaping pulse in the intervals (−∞, 0) and (T s , +∞) can be ignored.
• The distortion of the signal at the signal boundaries, i.e., at iT s , where i is an integer, is negligible.
IV. OPTIMIZATION
Our goal is to optimize Equation (15), subject to the constraint given by (1) . The bandwidth constraint is embedded in the transmission time T x , as shown in Equation (3), and thus is in Equation (15).
In [9] , we show that for most practical systems, the source code rate that minimizes the battery consumption is eitherr s = r 0 orr s = r 0 + 1, where r 0 is the smallest integer that satisfies
With the optimal source code rate determined, we only need to find the optimal channel code and constellation size that produce the smallest B d and satisfy
For any given 2-tuple (r c , k), since P e is a continuous decreasing function of P out , the smallest transmission power that satisfies (17) satisfies it with equality. Also, since the battery consumption in (15) is an increasing function of P out , the smallest P out that satisfies (17) also gives the least battery consumption for a given (r c , k). Therefore, the inequality performance constraint is equivalent to the equality constraint given byD 0 = P e (r s , r c , k, P out ) .
The error performance of the concatenated convolutional code and the modulation is not a simple function of either the channel code rate, r c , or the modulation alphabet size, k. Also, the structure of the convolutional code and the mapping of the channel code bits to the modulation symbols are significant factors that determine the performance. These properties make it hard to obtain closed-form expressions for the error probability. In this section, we present an optimization procedure for arbitrary codes without going into the details of either the convolutional code structure or the mapping of the modulated signals. In the next section, we illustrate the optimization results for some specific systems.
Aside from the constellation factor, M o , defined in the previous section, there are two other properties of a code that are of importance to the optimization. The first one is the number of source bits per modulated symbol, α r c k, which directly determines the message duration T x when both W and r s are known. The larger α is, the shorter is the time needed to transmit the given message of length W .
In [10] , the effective coding gain is used to measure the reduction of E b /N o (or SN R) of coded modulation schemes for a given target error performance. It is used to compare the performance of different codes with the same information rate in [10] . In this paper, we define a similar concept, SNR coding gain, Γ, to compare the SN R requirement to achieve a target error performance. The difference between Γ and the effective coding gain defined in [10] is that Γ allows the comparison between codes with different information rates. This way, we can compare the energy usage among codes with these different rates. To elaborate, for a given error performance, if code 2 has a Γ dB gain over code 1, then the signal-to-noise ratios of these two codes that are needed to achieve this performance have the following relationship:
For a given noise figure of the receiver and a given transmission symbol rate, SN R ∝
Es
No ∝P T s , where E s is the average signal energy, N o /2 is the two-sided noise power density,P is the average transmission power, and T s is the symbol duration. Note that
It is easy to see that the SNR coding gain, Γ, indicates a level of power reduction. Or, more specifically, for a given error performance, if system 1 has an average powerP 1 , and system 2 has Γ dB SNR gain over system 1, then system 2 requires an average transmission power of
to achieve the same error performance. Our general optimization problem is formulated as follows: Assume system 1, with channel code rate r c and alphabet size k, satisfies the performance constraint given in (18). Its battery consumption is given by (15) with P out =P . If we change the channel code rate to r c and the alphabet size to k , what is the gain, Γ, of code 2 over code 1, that is needed in order for system 2 to consume at most the same battery charge as system 1?
Assume the constellation factors of code 1 and code 2 are M 0 and M 0 , respectively. Also, assumeP dB −P dB = Γ, α = r c k and α = r c k . From (16), we want
The right hand side of (22) shows how much gain the second system has to have in order to result in at most the same battery drain as the first system. If the gain is larger than Γ as given in (22), the second system consumes less battery charge, and vice versa. This equation can be used to find the optimal system among a set of possible codes, as long as we know the parameters M 0 , α and Γ.
V. RESULTS
In this section, we present examples of the optimization results for the trellis codes given in [11, Table III ]. There, for each binary convolutional code, Ungerboeck searched different mappings from the convolutionally coded bitstream to PSK, AMPM, and QAM signal constellations for the largest minimum distance. Simulation results of the error performance of these "good" codes are also given. For each row in [11, Table III] , the convolutional codes are the same for different modulations, so the number of states for each trellis is the same, which in turn provides the same channel decoding complexity for a fair comparison across different trellis codes. Figure 3 shows the constellations that are used in [11] , and are subsequently used in this section. The 8QAM and 32QAM constellations in Table I are also shown here. Note that the 8AMPM and 32AMPM constellations used in this section are different from the 8QAM and the cross 32QAM constellations shown in Figure 3 .
For fixed W and r s , Table II shows the tradeoffs between different trellis codes that are given on the second line of [11, Table III ]. In Table II , all transmission times are normalized to the transmission time of the uncoded BPSK constellation, T 0 = W r s ,Ī Batt is calculated fromP out by using Equation (13), where we assume h 0 from Equation (11) equals 0.9 , and Γ is the SNR gain compared to the coded 8AMPM constellation, whose average transmission power is assumed to be 6 dBm. The procedure for calculating Γ for each code is shown in Table III , where signal-to-noise ratios at a bit error rate of 10 −5 are used. Since the error rate curves for all constellations are virtually parallel for low bit error rate, these Γ values for a different bit error probability in the parallel region will remain unchanged. All values in the table are in dB.
The data in the first row are obtained from [11] , [12] , [13] , [14] . Note that the value of
Es
No uncoded for 32AMPM obtained from [11] is an approximation.
From Table II , 32AMPM with a channel code rate of 4/5 is the best trellis code among the four codes shown. We see that a higher order constellation needs to transmit the symbols with a higher power. But, since a) from the amplifier profile, the amplifier is more efficient for higher transmission power (e.g., I Batt only increases by a factor of two when the transmission power increases by 9.7 dB in going from 8AMPM to 64QAM), and, b) the transmission time T x for the higher order constellation is shorter, there exists an optimal code which results in the least amount of battery consumption. The final optimization result in this table is the combination of the effects of a) and b). Figure 4 shows the battery consumption for several different constellations. Each of the five curves corresponds to a different value of the average transmission power,P out,coded 8AMPM . For a given number of symbols per second, C, a given noise spectral density, N o , and a given channel code as well as the bits-to-symbols mapping, specifyingP out,coded 8AMPM is equivalent to specifying the error performance constraint, D 0 , since they have a one-to-one correspondence. Here, we usedP out,coded 8AMPM instead ofD 0 to parameterize each curve. This is because for different values of N o , the samē P out,coded 8AMPM corresponds to different values of D 0 , but as long asP out,coded 8AMPM and the SNR coding gains between these constellations are the same, the corresponding curve in Figure 4 will be exactly the same. For eachP out,coded 8AMPM value, the points in Figure 4 are calculated the same way as in Table III . The third curve from the bottom on Figure 4 shows the results from For the bottom three curves in Figure 4 , where the average transmission powers for all constellations are low compared with the other curves, the power amplifier is much more efficient for higher order constellations than for lower order constellations. The combined effect of the shorter transmission time and the more efficient power amplifier usage results in the 64QAM draining the least amount of battery charge among all four trellis codes.
As we move up to the fourth curve from the bottom, the transmission power increases for all constellations, and the amplifier becomes more efficient for all constellations, causing the advantage of the amplifier efficiency for higher order constellations to diminish. Even though the shorter transmission time advantage remains the same, the coded 64QAM is no longer the optimal code whenP out,coded 8AMPM increases to 6 dBm. When P out,coded 8AMPM increases to 12 dBm (the fifth curve from the bottom), the optimal code among the four is coded 16QAM, with a channel code rate r c = 3/4. In both Table II and Figure 4 , the amplifier profile in Equation (4), with f 0 = 0.0321, f 1 = 0.038, and f 2 = 0.10, is used.
From Figure 4 , we can see that as transmission power increases in going from the bottom curve to the top curve, the advantage of the larger transmission power of the higher order constellation diminishes. But the advantage for the second amplifier profile diminishes slower than that of the first amplifier profile. Therefore, the second amplifier favors a system with larger constellations more than the first amplifier does.
In this paper, the examples are given only for the trellis codes studied in [11] . However, the optimization can be carried out for any codes as long as we know the constellation factor, M 0 , the number of source bits-per-symbol, α = r c k, and the performance gain, Γ.
VI. CONCLUSIONS
For the system described in this paper with a given bandwidth constraint and an end-to-end distortion constraint, we can find the source code rate, the channel code (among a given set of codes) and the modulation alphabet size which results in the least amount of battery drain in order to transmit a given source.
In most practical systems, the optimal source code rate,r s will be either r 0 or r 0 + 1, where r 0 is defined as the smallest integer that satisfies 1 12 
2
−2r < D 0 as proved in [9] . With the optimal source code rater s , the concatenation of the convolutional code and the modulation can be characterized by three parameters: the constellation factor, M 0 , the number of source coded bits-per-modulated symbol, α, and the SNR coding gain, Γ. With these three parameters, we can find the optimal code among a set of given codes, and therefore the optimal channel code rater c and alphabet sizek among the set.
When the transmission powers of all systems are small, the coded modulation with a larger constellation size has a significant amplifier efficiency advantage over a coded modulation with a smaller constellation size. In these cases, a coded modulation with a large constellation, which has a shorter transmission time, tends to consume less battery charge than a coded modulation with a small constellation size. As the transmission powers of all coded modulation schemes increase, the systems with smaller constellations become more efficient with respect to battery usage. In these cases, a smaller constellation, which has a lower average transmission power, tends to win over a larger constellation.
