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Abstract
We discuss the existence of global or periodic solutions to the nonlinear wave equation
½utt  Du þ rðx; utÞ þ bðx; uÞ ¼ f ðx; tÞAO RþðRÞ with the boundary condition uj@O; where
O is a bounded domain in RN ; rðx; vÞ is a function like rðx; vÞ ¼ aðxÞgðvÞ with g0ðvÞX0 and
bðx; uÞ is a source term of power nonlinearity. aðxÞ is assumed to be positive only in a
neighborhood of a part of the boundary @O and the stability property is very delicate, which
makes the problem interesting.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper, we consider the nonlinear wave equation of the form
utt  Du þ rðx; utÞ þ bðx; uÞ ¼ f ðx; tÞ in O RþðRÞ ð1:1Þ
with the boundary condition uj@O ¼ 0; where O is a bounded domain in RN ; rðx; vÞ
is a function like rðx; vÞ ¼ aðxÞgðvÞ with aðxÞX0 and g0ðvÞX0: We also impose initial
condition
uðx; 0Þ ¼ u0; utðx; 0Þ ¼ u1ðxÞ ð1:2Þ
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or periodicity condition
uðx; tÞ ¼ uðx; t þ TÞ for tAR: ð1:3Þ
To explain the effect of the dissipative term rðx; utÞ we introduce the part of the
boundary following Russell [18] (see Lions [5]):
Gðx0Þ ¼ fxA@Ojðx  x0Þ  nðxÞX0g; ð1:4Þ
where x0ARN and nðxÞ is the outward normal vector at xA@O:
We make the following assumption on rðx; vÞ:
Hypothesis A. rðx; vÞ is almost everywhere differentiable and nondecreasing
function in v and satisﬁes
k0aðxÞjvjrþ2prðx; vÞvpk1aðxÞðjvjrþ2 þ jvj2Þ if jvjp1 ð1:5Þ
and
k0aðxÞjvjpþ2prðx; vÞvpk1aðxÞðjvjpþ2 þ jvj2Þ if jvjX1; ð1:6Þ
where k0; k140;  1oroN;  1opp2=ðN  2Þþð1opoN if N ¼ 1; 2Þ and
aðxÞ satisﬁes the conditions that there exists o; a relatively open set in %O; and x0ARN
such that
Gðx0ÞCo and aðxÞXe040 on o
with some e040:
A typical example of rðx; vÞ satisfying (1.5) and (1.6) is
rðx; vÞ ¼ aðxÞL
r1jvjrv if jvjpL;
aðxÞLp1jvjpv if jvjXL
(
ð1:7Þ
with L40:
Recently, in [12] we have derived decay estimates of energy EðtÞ of solutions to the
initial–boundary value problem (1.1) and (1.2) for the unperturbed case: bðx; uÞ 
f ðx; tÞ  0: Note that our dissipation rðx; utÞ is localized near a certain part of the
boundary, Gðx0Þ; the proof of such decay estimates is very delicate.
The ﬁrst object of this paper is to prove global existence and decay for the problem
with a perturbation bðx; uÞ such that jbðx; uÞjpk1jujaþ1: When rðx; vÞ is a
nonlocalized function like jvjrv; r40; similar problem was already considered in
[11] under an additional condition on b (see also [14,15]) and here we again employ a
technique used in [11]. In our case, however, the argument is more complicate. We
also note that if 0oap4=ðN  2Þþ we can apply the so-called ‘potential well’
method without use of the dissipation to prove global existence as in Sattinger [19],
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but here we treat the case 0oap2=ðN  4Þþð0oaoN if 1pNp4Þ which is more
general if 3pNp5: For a related work see also [3].
The second object is to show the existence of T periodic solution of problem (1.1)
and (1.2) in O R when the forcing term f ðx; tÞ is T periodic. When, rðx; vÞ is a
function like r ¼ jvjrv and bðx; uÞ  0 the periodicity problem was treated by Prodi
[17], Amerio and Prouse [1], Biroli [2], Haraux [4] and Nakao [7,9,10], etc., while here
we are interested in the case of nonlinear localized dissipation. From the argument in
[12], however, it seems difﬁcult to expect the existence of periodic solution when
rðx; vÞ is localized and super-(sub-) linear as v-N: So we make Hypothesis A with
p ¼ 0; that is, we assume that r have a linear growth as v-N: Under this additional
assumption, we show that a periodic solution of the problem exists. We further
consider the same problem for the perturbed case bðx; uÞa0 and give an existence
theorem, which is a generalization of some earlier result in [7].
It is also an interesting problem whether the initial–boundary problem (1.1) and
(1.2) with a nondecaying forcing term f ðtÞ admits a global solution or not. This was
considered again in [7] when rðx; utÞ is like rðx; vÞ ¼ jvjrv; 0prp4=ðN  2Þþ: We
ﬁnally discuss this problem under Hypothesis A with p ¼ 0: We note that the
potential well-method cannot be applied when the forcing term jjf ðtÞjjq; 1pqp2; is
not integrable on ½0;NÞ:
When rðx; utÞ ¼ aðxÞut; linear, we can discuss the existence of global or periodic
solutions even for the quasilinear wave equations [13,16].
2. Statement of the results
The function spaces we use are all familiar and we omit the deﬁnitions of them.
But, we note that jj  jj denotes L2 norm on O and for example, CTðR; H01 Þ denote the
set of H01 ¼ H01 ðOÞ valued continuous function on R with period T : Similar notation
on periodic functions will be freely used.
First, we consider the problem:
utt  Du þ rðx; utÞ þ bðx; uÞ ¼ 0 in O RþðRÞ ð2:1Þ
with
uðx; 0Þ ¼ u0; utðx; 0Þ ¼ u1ðxÞ and uj@O ¼ 0: ð2:2Þ
On nonlinear perturbation bðx; uÞ we make the following assumption.
Hypothesis B. bðx; uÞ is measurable in xAO for any uAR; differentiable in uAR for
a.e. xAO and satisﬁes
jbðx; uÞjpk1jujaþ1 and jbuðx; uÞjpk1juja ð2:3Þ
with k140 and 0oap2=ðN  4Þþ ð0oaoN if 1pNp4Þ:
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Theorem 1. We assume Hypotheses A and B with r; p; a satisfying the condition
*Z  að4 NÞ þ 2
4
Z41 if NX3
or
*Z  aþ 1
2
Z41 if N ¼ 1; 2;
where Z is defined as follows:
Z ¼
minf2
r
; 4ðpþ1Þ
pðN2Þþg if 0ppp2=ðN  2Þ
þ
and 0proN;
minf2
r
; 4
pðN2Þþg if  1opp0; and 0proN;
minf2ðrþ1Þr ; 4ðpþ1ÞpðN2Þþg if 0ppp2=ðN  2Þ
þ
and  1orp0;
minf2ðrþ1Þr ; 4pðN2Þþg if  1opp0; and  1orp0:
8>>>><
>>>>:
Then, for K40; there exists a certain open set SKCH2-H01  H01 including ð0; 0Þ
such that if ðu0; u1ÞASK ; problem (2.1) and (2.2) admits a unique solution uðtÞAX2 
W 2;Nð½0;NÞ; L2Þ-W 1;Nð½0;NÞH01 Þ-LNð½0;NÞ; H2Þ; satisfying
jjuttðtÞjj þ jjrutðtÞjj þ jjDuðtÞjjpK
and
EðtÞ  1
2
ðjjutðtÞjj2 þ jjruðtÞjj2ÞpfCEð0Þ1 þ qðK ; I0Þ1ðt  TþÞgZ;
where qðK ; I0Þ is some quantity depending on K and I0  jju0jj þ jju1jj and T40 is a
certain positive constant.
Remarks. (1) The precise deﬁnition of SK will be given in the course of the proof.
(2) When p ¼ r ¼ 0 the decay estimate should be EðtÞpCðEð0ÞÞð1þ tÞlt; l40:
(3) When N ¼ 2; 3; 4 and r ¼ p40 we see Z ¼ 2=r and the condition on r; a in
Theorem 1 becomes
að4 NÞ þ 242r:
When N ¼ 2; 3; 4 and 1or ¼ po0 we see Z ¼ 2ðr þ 1Þ=r and the condition on r; a
becomes
að4 NÞ þ 24 2r=ðr þ 1Þ:
(4) For the ordinary equation
u00ðtÞ þ uðtÞ þ ju0ðtÞjru0ðtÞ ¼ 0; r40
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we can easily show the lower estimates
C0ð1þ tÞ2=rpEðtÞ
if Eð0Þa0: From this we can conjecture that the decay rate Z ¼ 2=r corresponding to
the case p ¼ r40 is optimal. For the case 1or ¼ po0 the decay rate Z ¼
2ðr þ 1Þ=r comes from the technical reason and the optimality is completely open
problem.
Next, we consider the periodicity problem
utt  Du þ rðx; utÞ ¼ f ðx; tÞ in O R; ð2:3Þ
uðx; tÞ ¼ uðx; t þ TÞ and uðx; tÞj@O ¼ 0 for tAR: ð2:4Þ
Our result reads as follows.
Theorem 2. Let fAL2TðR; L2Þ: Then, under Hypothesis A with p ¼ 0; problem (2.3)
and (2.4) admits a solution uACTðR; H01 Þ-C1T ðR; L2Þ; satisfying
sup
0ptpT
EðTÞpdðM0Þ  CðM20 þ M2minfrþ1;1=ðrþ1Þg0 Þ;
where M0 ¼ jjf jjL2
T
ðR;L2Þ:
Further, if rðx; vÞ is strictly increasing in v for a.e. xAsupp aðÞ; the solution is
unique.
We can also treat the perturbed periodicity problem:
utt  Du þ rðx; utÞ þ bðx; uÞ ¼ f ðx; tÞ in O R; ð2:5Þ
uðx; tÞ ¼ uðx; t þ TÞ and uðx; tÞj@O ¼ 0 for tAR: ð2:6Þ
We make the following additional assumptions on bðx; uÞ and rðx; vÞ:
Hypothesis A. This is valid with p ¼ 0; and further
k0aðxÞjv1  v2jmaxfrþ2;2gpðrðx; v1Þ  rðx; v2ÞÞðv1  v2Þ
pk1aðxÞjv1  v2jminfrþ2;2g if jv1j; jv2jp1
with some r;1oroN; and
k0aðxÞjv1  v2j2pðrðx; v1Þ  rðx; v2ÞÞðv1  v2Þpk1aðxÞjv1  v2j2 otherwise:
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Hypothesis B. bðx; uÞ is measurable in xAO for all uAR and continuous in uAR for
a.e. xAO; and satisﬁes the growth estimate
jbðx; uÞjpk2jujaþ1 with 0oao2=ðN  2Þþ:
It is easy to see that example (1.7) satisﬁes Hypothesis A˜ if p ¼ 0:
Theorem 3. We make the assumptions of Hypotheses A˜ and B˜ with r; a satisfying
a4 r=ðr þ 1Þ if  1oro0 and a4r if rX0:
We let fAL2T ðR; L2Þ: Then there exists e140 such that if M0oe1; problem (2.5) and
(2.6) admits a solution uACTðR; H01 Þ-C1TðR; L2Þ with EðtÞpdðM0Þ  CðM20 þ
M
2minfrþ1;1=ðrþ1Þg
0 Þ: Further if r ¼ 0; then under Hypothesis B with 0oao2=
ðN  2Þþ; the solution is unique.
Finally, we consider problem (1.1) and (1.2) where nondecaying forcing term f ðtÞ
is allowed.
Theorem 4. Under Hypothesis A with p ¼ 0 and Hypothesis B with 0oap2=
ðN  2Þþ; there exists e140 such that if ðu0; u1ÞAH01  L2 and fAL2locðRþ; L2Þ satisfy
the condition
qðI0; M0Þ  maxfCðI20 þ M20 Þ; dðM0Þgoe1
problem (1.1) and (1.2) admits a unique solution uAX1; satisfying the boundedness
EðtÞpqðI0; M0ÞoN; tX0;
where M0  suptX0ð
R tþT
t
jjf ðsÞjj2 dsÞ1=2 with T40 fixed. Further, under Hypothesis A˜;
for any two solutions uðtÞ and vðtÞ with such small initial data we have
jjwtðtÞjj2 þ jjrwðtÞjj2pCð1þ tÞZ;
where we set wðtÞ ¼ uðtÞ  vðtÞ and
Z ¼ 2=r if 0oroN and Z ¼ 2ðr þ 1Þ=r if  1oro0:
When r ¼ 0 we obtain an exponential decay.
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3. Basic inequalities on the energy
Let us consider the initial–boundary value problem
utt  Du þ rðx; utÞ ¼ f ðx; tÞ in O ð0;NÞ; ð3:1Þ
uðx; 0Þ ¼ u0ðxÞ; utðx; 0Þ ¼ u1ðxÞ and uj@O ¼ 0: ð3:2Þ
It is a standard result (cf. [6,19]) that if ðu0; u1ÞAH01  L2 and fAL2locð½0;N; L2Þ
problem (3.1) and (3.2) admits, under Hypothesis A, a unique solution uðtÞ in
the class
X1  C1ð½0;NÞ; L2Þ-Cð½0;NÞ; H01 Þ:
Further, we know that if ðu0; u1ÞAH2-H01  H01 and fAW 1;2loc ð½0;NÞ; L2Þ the
solution uðtÞ belongs to the class:
X loc2  W 2;Nloc ð½0;NÞ; L2Þ-W 1;Nloc ð½0;NÞH01 Þ-LNlocð½0;NÞ; H2Þ:
For the solutions in X loc2 and also for ﬁnite-energy periodic solutions we prepare
basic inequalities on the energy EðtÞ:
Proposition 1. For a solution uAX loc2 of (3.1) and (3.2) we have for any t; T40;Z tþT
t
EðsÞ dspC
Z tþT
t
Z
O
jrðx; utÞjðjruj þ jujÞ dx ds

þ
Z tþT
t
Z
o
ðjutj2 þ juj2Þ dx ds þ
Z tþT
t
Z
O
ðrðx; utÞut þ jf j2Þ dx ds
	
; ð3:3Þ
where C is a positive constant independent of u and f :
Proof. When f  0 this is proved by multiplier technique in [13] and the argument is
applicable to the case fa0 without essential changes. Indeed, we employ ZðxÞu; ut
and hðxÞru as multipliers. Then, for example, we use the inequality
Z tþT
t
Z
O
jhðxÞrujjf ðx; tÞj dx ds
pe
Z tþT
t
Z
O
jruðtÞj2 dx ds þ Ce
Z tþT
t
Z
O
jf ðx; tÞj2 dx ds
pe
Z tþT
t
EðsÞ dx dt þ Ce
Z tþT
t
Z
O
jf ðx; tÞj2 dx ds
with 0oe51: &
M. Nakao / J. Differential Equations 190 (2003) 81–107 87
Applying Young’s inequality to (3.3) we have the following corollary.
Corollary 1. For u in Proposition 1 it holds that
Z tþT
t
EðsÞ dspC
Z tþT
t
Z
O
ðjrðx; utÞj2 þ jf j2Þ dx ds

þ
Z tþT
t
Z
o
ðjutj2 þ juj2Þ dx ds
	
: ð3:4Þ
We note that under Hypothesis A with p ¼ 0; the right-hand side of (3.4) is
meaningful for the solutions uðtÞAX1 and hence, by a standard density argument, the
inequality in fact holds for uðtÞAX1: This inequality is sufﬁcient to consider the
periodicity problem under our assumption and also we can get some satisfactory
results on the decay and global existence of the solutions uðtÞAX2 for the perturbed
equation. But, the following estimates as in [12] give a little better results concerning
decay and global existence.
Proposition 2. Assume that
jjrutðtÞjj þ jjDuðtÞjjpK ; 0pt;N:
Then the solutions uðtÞAX2 of (3.1) and (3.2) satisfyZ tþT
t
Z
O
jrðx; utÞjðjruj þ jujÞ dx dspCA2ðtÞ; ð3:5Þ
where A2ðtÞ is defined in the following way:
(1) When 0ppp2=ðN  2Þþ and 0proN; then
A2ðtÞ ¼ DðtÞ sup
tptptþT
EðsÞ1=2 þ Ky1DðtÞðrþ2Þðpþ1Þ=ðpþ2Þ sup
tptptþT
EðsÞð1y1Þ=2
with y1 ¼ pN=2ðp þ 2Þ:
(2) When 1opp0; and 0proN; then
A2ðtÞ ¼ DðtÞ sup
tpsptþT
EðsÞ1=2 þ KmDðtÞ2ðrþ2Þ=ð4pNþ2pÞ sup
tptptþT
EðsÞ1=2
with m ¼ pN=ðpN þ 2p þ 4Þ:
(3) When 0ppp2=ðN  2Þþ and 1oro0; then
A2ðtÞ ¼ DðtÞrþ1 sup
tpsptþT
EðsÞ1=2 þ Ky1DðtÞðrþ2Þðpþ1Þ=ðpþ2Þ sup
tpsptþT
EðsÞð1y1Þ=2:
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(4) When 1opp0 and 1oroN; then
A2ðtÞ ¼ DðtÞrþ1 sup
tpsptþT
EðsÞ1=2 þ KmDðtÞ2ðrþ2Þ=ð4pNþ2pÞ sup
tptptþT
EðsÞ1=2:
In the above we set Z tþT
t
Z
O
rðx; utÞut dx ds  DðtÞrþ2: ð3:6Þ
Proof. The proof is given in [12]. For convenience of the readers, we derive the
above inequality for case (3) 0ppp2=ðN  2Þþ and 1orp0; which would suggest
the proofs of other cases.
We set
O1 ¼ O1ðtÞ  fxAOjjutðx; tÞjp1g and O2 ¼ O2ðtÞ  fxAOjjutðx; tÞjX1g:
Then, under the assumptions in (2),
Z tþT
t
Z
O2
rðx; tÞðjruj þ jujÞdx dspC
Z tþT
t
Z
O2
aðxÞjutjpþ1ðjruj þ jujÞdx ds
pC
Z tþT
t
Z
O2
aðxÞjutjpþ2 dx ds

 ðpþ1Þ=ðpþ2Þ

Z tþT
t
Z
O2
ðjruj þ jujÞpþ2 dx ds

 1=ðpþ2Þ
pCDðtÞðrþ2Þðpþ1Þ=ðpþ2Þ sup
tpsptþT
ðjjruðsÞjj1y1 jjDuðsÞjjy1 þ jjruðsÞjjÞ
and
Z tþT
t
Z
O1
rðx; tÞðjruj þ jujÞ dx dspC
Z tþT
t
Z
O1
aðxÞjutjrþ1ðjruj þ jujÞ dx ds
pC
Z tþT
t
Z
O1
aðxÞjutjrþ2 dx ds

 ðrþ1Þ=ðrþ2Þ

Z tþT
t
Z
O
ðjruj þ jujÞrþ2 dx ds

 1=ðrþ2Þ
pCDðtÞðrþ1Þ sup
tpsptþT
jjruðsÞjj
which gives the estimate in case (3). &
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We note that
sup
tpsptþT
EðsÞ
p2
T
Z tþT
t
EðsÞ ds þ 2
Z tþT
t
Z
O
rðx; tÞut dx ds þ 2
Z tþT
t
Z
O
jf ðx; tÞj2 dx ds:
Then, from Propositions 1 and 3 we obtain, instead of Corollary 1.
Proposition 3.
sup
tpsptþT
EðsÞ
pC A˜2ðtÞ þ
Z tþT
t
Z
o
ðjutj2 þ juj2Þ dx ds

þ
Z tþT
t
Z
O
ðrðx; utÞut þ jf j2Þ dx ds
	
;
where A˜2ðtÞ is given as follows:
(1) When 0ppp2=ðN  2Þþ and 0proN; then
A˜2ðtÞ ¼ D2ðtÞ þ K2y1=ð1þy1ÞDðtÞ4ðrþ2Þðpþ1Þ=ðpNþ2pþ4Þ
with y1 ¼ pN=2ðp þ 2Þ:
(2) When 1opp0; and 0proN; then
A˜2ðtÞ ¼ D2ðtÞ þ K2mDðtÞ4ðrþ2Þ=ð4pNþ2pÞ
with a certain m ¼ pN=ðpN þ 2p þ 4Þ:
(3) When 0ppp2=ðN  2Þþ and 1oro0; then
A˜2ðtÞ ¼ DðtÞ2ðrþ1Þ þ K2y1DðtÞ4ðrþ2Þðpþ1Þ=ðpNþ2pþ4Þ:
(4) When 1opp0 and 1oroN; then
A˜2ðtÞ ¼ DðtÞ2ðrþ1Þ þ K2mDðtÞ4ðrþ2Þ=ð4pNþ2pÞ:
To treat the second term of the right-hand side of (3.3) we need the
following:
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Proposition 4. Under the assumption in Proposition 2, there exists T040 such that if
T4T0; then the solutions uAX2 satisfyZ tþT
t
Z
o
juj2 dx ds
pC A˜2ðtÞ þ
Z tþT
t
Z
o
jutj2 dx ds

þ
Z tþT
t
Z
O
ðrðx; utÞut þ jf j2Þdx ds
	
; t40; ð3:7Þ
where C ¼ CðT ; KÞ is a constant independent of u:
Proof. When f ðtÞ  0 the proof is given in [12] by use of ‘unique continuation
property’ of the wave equation and this applies to the case f ðtÞa0 without any
essential changes, (cf. the proof of Proposition 8). &
Similarly we can prove (see Proposition 8 in Section 6):
Proposition 5. Let uAX loc2 be a solution of the problem. Then, there exists T040 such
that if t4T0; it holds thatZ tþT
t
Z
o
juj2 dx ds
pC
Z tþT
t
Z
O
ðjrðx; utÞj2 þ jf j2Þ dx ds þ
Z tþT
t
Z
o
jutj2 dx ds
 	
; t40; ð3:8Þ
where C is a constant independent of u and K :
Remark. We note that the constant C in (3.8) is independent of K : By this fact a
standard density argument shows that under Hypothesis A with p ¼ 0 estimate (3.8)
is valid for the solutions uAC1ðRþ; L2Þ-CðRþ; H01 Þ:
Now, combining estimates (3.3), (3.5) and (3.7) we obtain:
Proposition 6. Under the assumptions in Proposition 2 it holds that for T4T0;Z tþT
t
EðsÞ dspC A˜2ðtÞ þ
Z tþT
t
Z
o
jutj2 dx ds

þ
Z tþT
t
Z
O
ðrðx; utÞut þ jf ðtÞj2Þ dx ds
	
; t40: ð3:9Þ
For periodic solution we have:
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Proposition 7. We assume Hypothesis A with p ¼ 0: Then for T-periodic solution
uðtÞAC1ðR; L2Þ-CðR; H01 Þ of problem (2.3) and (2.4), it holds thatZ
T
EðsÞ dspC
Z
T
Z
O
ðjrðx; utÞj2 þ jf j2Þ dx ds þ
Z
T
Z
o
jutj2 dx ds
 	
; ð3:10Þ
where
R
T
denotes the integration on ½t; t þ T :
Proof. First, note that Proposition 5 is valid for our solutions. Then, we can apply
inequalities (3.4), (3.6) and (3.8) to the periodic solution uðtÞ with T replaced by
nT4T0 with some large natural number n; and in the resulted inequality we can
replace nT by T because appearing functions are all T periodic in t:
4. Proof of Theorem 1
It is standard that for any ðu0; u1ÞAH2-H01  H01 problem (1.1) and (1.2) admits a
unique solution uðtÞAX2ðT˜Þ for some T˜40: For a moment we assume T˜4T0 and ﬁx
T40 such that T˜4T4T0:
Let K ; e40 and we assume for a moment
jjruðtÞjjpe1 and jjrutðtÞjj þ jjDuðtÞjjpK ; 0ptoT˜: ð4:1Þ
First, we see
E˜ðtÞ þ
Z t
0
Z
O
rðx; utÞut dx ds ¼ E˜ð0Þ; ð4:2Þ
where
E˜ðtÞ ¼ EðtÞ þ
Z
O
Z uðx;tÞ
0
bðx; ZÞ dZ dx:
Hence, under (4.1),
Z
O
Z uðx;tÞ
0
bðx; ZÞ dZ dx


pk1ðaþ 2Þ1
Z
O
juðx; tÞjaþ2 dx
pCjjuðtÞjjðaþ2Þð1y0Þq jjDuðtÞjjðaþ2Þy0
pCeðaþ2Þð1y0Þ21 K ðaþ2Þy0 jjruðtÞjj2; ð4:3Þ
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where q ¼ 2N=ðN  2Þðq ¼ aþ 2 if N ¼ 1; 2Þ and y0 is deﬁned by
y0 ¼ N  2
2N
 1
aþ 2

 
2
N
 1
2
þ N  2
2N

 1
¼ N  2
2
 N
aþ 2
if 4=ðN  2Þþoap2=ðN  4Þþ or
y0 ¼ 0 if 0oap4=ðN  2Þþ:
Thus, under the assumption
Ck1e
ðaþ2Þð1y0Þ2
1 K
ðaþ2Þy0p1 ð4:4Þ
with some C40; we see
Z
O
Z uðx;tÞ
0
bðx; ZÞdZ dx

p12jjruðtÞjj2
and hence,
1
2
EðtÞpE˜ðtÞp3
2
EðtÞ: ð4:5Þ
In the above we note that
ðaþ 2Þð1 y0Þ  240;
which follows easily from the assumption ap2=ðN  4Þþðo4=ðN  4ÞþÞ:
Now, we want to apply (3.9) to uðtÞ; 0ptoT˜  T with f ¼ bðx; uÞ: For this we
observe Z tþT
t
Z
O
jbðuÞj2 dx dspk21
Z tþT
t
jjujj2ðaþ1Þ
2ðaþ1Þ ds: ð4:6Þ
Here, if NX3 and a42=ðN  2Þ; we see by Gagliardo–Nirenberg inequality,
jjujj2ðaþ1Þ
2ðaþ1ÞpCjjujj2ð1y1Þðaþ1Þ2N=ðN2Þ jjDujj2y1ðaþ1ÞpCe2ð1y1Þðaþ1Þ21 K2y1ðaþ1Þjjrujj2 ð4:7Þ
with
y1 ¼ ðaþ 1ÞðN  2Þ  N
2ðaþ 1Þ :
We note that since ap2=ðN  4Þþ;
ð1 y1Þðaþ 1ÞX1:
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Thus,
jjujj2ðaþ1Þ2ðaþ1ÞpCe2ð1y1Þðaþ1Þ21 K2y1ðaþ1Þjjrujj2: ð4:8Þ
When Np2 or ap2=ðN  2Þþ we see that (4.8) holds with y1 ¼ 0:
Thus, under a little more stronger assumption than (4.4)
Ck1ðe2ð1y1Þðaþ1Þ21 K2y1ðaþ1Þ þ eðaþ2Þð1y0Þ21 K ðaþ2Þy0Þp1 ð4:9Þ
with some C40; we obtain
C
Z tþT
t
Z
O
jbðuÞj2 dx dsp1
2
Z tþT
t
EðsÞ ds: ð4:10Þ
Recall that
DðtÞrþ2 ¼
Z tþT
t
Z
O
rðx; utÞut dx ds ¼ E˜ðtÞ  E˜ðt þ TÞ: ð4:11Þ
Then, by a similar argument proving Proposition 2 gives (see [13])
Z tþT
t
Z
o
jutj2 dx dspC
Z tþT
t
Z
O
aðxÞjutj2 dx ds
pC
Z tþT
t
Z
O1
aðxÞjutj2 dx ds þ
Z tþT
t
Z
O2
aðxÞjutj2 dx ds

 
pCB2ðtÞ;
where B2ðtÞ is deﬁned as follows:
(1) When 0ppp2=ðN  2Þþ and 0proN; then
B2ðtÞ ¼ DðtÞ2 þ DðtÞrþ2:
(2) When 1opp0 and 0proN; then
B2ðtÞ ¼ DðtÞ2 þ K2pN=ðpNþ2pþ4ÞDðtÞ4ðrþ2Þ=ðpNþ2pþ4Þ:
(3) When 0ppp2=ðN  2Þþ and 1orp0; then
B2ðtÞ ¼ DðtÞrþ2:
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(4) When 1opp0 and 1orp0; then
B2ðtÞ ¼ DðtÞrþ2 þ K2pN=ðpNþ2pþ4ÞDðtÞ4ðrþ2Þ=ðpNþ2pþ4Þ:
(In fact, for cases (2) and (4) with N ¼ 1; 2 we should replace B2ðtÞ by
B2ðtÞ þ e suptpsptþT EðsÞ; 0oe51:)
For convenience of the readers, we derive the estimate for case (2): 1opo0 and
0oroN: In this caseZ tþT
t
Z
O1
aðxÞjutj2 dx dspC
Z tþT
t
Z
O
aðxÞjutjrþ2 dx ds

 2=ðrþ2Þ
pCDðtÞ2
and Z tþT
t
Z
O2
aðxÞjutj2 dx dspC
Z tþT
t
Z
O2
aðxÞjutjpþ2 dx ds

 2y=ðpþ2Þ

Z tþT
t
Z
O
jutj2N=ðN2Þ dx ds

 12y=ðpþ2Þ
pCDðtÞ2yðrþ2Þ=ðpþ2Þjjrutjj2ð1yÞ
with y ¼ 2ðp þ 2Þ=ðpN þ 2p þ 4Þ: (When N ¼ 1; 2 a further device is necessary.)
Thus we obtain the estimate.
We assume (4.9). Then it follows from (3.9) with f ¼ bðx; uÞ; (4.5), (4.10) and
above estimates that:
(1) When 0ppp2=ðN  2Þþ and 0proN;
sup
tpsptþT
E˜ðsÞpCðKÞfDðtÞ2 þ K2pN=ðpNþ2pþ4ÞDðtÞ4ðrþ2Þðpþ1Þ=ðpNþ2pþ4Þg: ð4:12Þ
(2) When 1ppp0 and 0proN;
sup
tpsptþT
E˜ðsÞpCðKÞfDðtÞ2 þ K2pN=ðpNþ2pþ4ÞDðtÞ4ðrþ2Þ=ðpNþ2pþ4Þg: ð4:13Þ
(3) When 0ppp2=ðN  2Þþ and 1orp0;
sup
tpsptþT
E˜ðsÞpCfDðtÞ2ðrþ1Þ þ þK2pN=ðpNþ2pþ4ÞDðtÞ4ðrþ2Þðpþ1Þ=ðpNþ2pþ4Þg: ð4:14Þ
(4) When 1opp0 and 1orp0;
sup
tpsptþT
E˜ðsÞpCfDðtÞ2ðrþ1Þ þ K2pN=ðpNþ2pþ4ÞDðtÞ4ðrþ2Þ=ðpNþ2pþ4Þg: ð4:15Þ
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Thus, we obtain
sup
tpsptþT
E˜nðsÞpqðK ; I0ÞðE˜ðtÞ  E˜ðt þ TÞÞ; ð4:16Þ
where qðK ; I0Þ denotes certain constants continuously depending on K and I0 ¼
jjru0jj þ jju1jj and we set
n ¼
maxfrþ2
2
; pNþ2pþ4
4ðpþ1Þ g if 0ppp2=ðN  2Þþ and 0proN;
maxfrþ2
2
; pNþ2pþ4
4
g if  1opp0; and 0proN;
maxf rþ2
2ðrþ1Þ;
pNþ2pþ4
4ðpþ1Þ g if 0ppp2=ðN  2Þþ and  1orp0;
maxf rþ2
2ðrþ1Þ;
pNþ2pþ4
4
g if  1opp0 and  1orp0:
8>>><
>>>:
Applying a lemma in [8] to (4.16) we obtain
E˜ðtÞpðE˜ð0Þ1 þ qðK ; I0Þ1ðt  TÞþÞZ; 0ptoT˜ ð4:17Þ
with Z ¼ ðn 1Þ1 which coincides with the one deﬁned in Theorem 1.
Note that estimate (4.17) is valid even if T˜pT0 because E˜ðtÞpE˜ð0Þ; 0ptoT˜:
For the case p ¼ r ¼ 0 we should replace (4.17) by
E˜ðtÞpCE˜ð0Þelt; l ¼ lðK ; I0Þ40:
As is already mentioned, we have a unique local solution uðtÞAX2ðT˜Þ for each
ðu0; u1ÞAH2-H01  H01 : On the basis of the energy decay estimate (4.17) we next
derive the estimates for jjDðtÞjj  jjuttðtÞjj þ jjrutðtÞjj þ jjDuðtÞjj: We set
E1ðtÞ  12ðjjuttðtÞjj2 þ jjrutðtÞjjÞ:
Then, differentiating the equation with respect to t we have
uttt  Dut þ rvðx; utÞutt þ buðx; uÞut ¼ 0: ð4:18Þ
Multiplying (4.16) by utt and integrating we have
d
dt
E1ðtÞ þ
Z
O
rvjuttj2 dx ¼ 
Z
O
buðx; uÞututt dx
and, since rvX0;
d
dt
E1ðtÞpk1
Z
O
jujajutjjuttj dxpk1
Z
O
juj2ajutj2 dx

 1=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E1ðtÞ
p
: ð4:19Þ
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First, we assume NX3: Then, if ap2=ðN  2Þþ;
Z
O
juj2ajutj2 dx

 1=2
p
Z
O
juj2N=ðN2Þ dx

 aðN2Þ=2N
jjutjjg; g  2N=ðN  aðN  2ÞÞ;
pCjjrujjajjutjj1aðN2Þ=2jjrutjjaðN2Þ=2
pCKaðN2Þ=2EðtÞðað4NÞþ2Þ=4 ð4:20Þ
under assumption (4.1).
If 2=ðN  2Þþoa42=ðN  4Þþ;
Z
O
juj2ajutj2 dx

 1=2
pjjujjaNa
Z
O
jutj2N=ðN2Þ dx

 ðN2Þ=2N
pCjjrujjað1y3ÞjjDujjay3 jjrutjj
pCKaðN2Þ=2EðtÞðað4NÞþ2Þ=4Þ; ð4:21Þ
where y3 ¼ ðN  2Þ=2 1=a:
When N ¼ 1; 2 we can easily show that
Z
O
juj2ajutj2 dx

 1=2
p
CEðtÞðaþ1Þ=2 if N ¼ 1;
CK2eEðtÞðaþ1Þ=2e if N ¼ 2; 0oe51:
(
ð4:22Þ
Now we make the following assumption:
*Z  að4 NÞ þ 2
4
Z41 if NX3
and
*Z  aþ 1
2
Z41 if N ¼ 1; 2:
Then, it follows from (4.19) that
E1ðtÞpE1ð0Þ þ 2k1KaðN2Þ
þ=2þ1
Z t
0
ðE˜ð0Þ1 þ qðK ; I0Þ1ðt  TÞþÞ*Z dt
pE1ð0Þ þ qðK ; I0ÞI2ð*Z1Þ0 : ð4:23Þ
Here, we note that
E1ð0Þ ¼ 12ðjjDu0  rðx; u1Þ  bðx; uÞjj2 þ jjru1jj2Þ
p jjDu0jj2 þ jjrðx; u1Þjj2 þ jjbðx; u0Þjj2 þ jjru1jj2  I˜ 21 ð4:24Þ
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and similarly
jjDuðtÞjj2 ¼ jjutt þ rðx; utðtÞÞ þ bðx; uðtÞÞjj2
pCðE1ðtÞ þ jjrutðtÞjj2ðrþ1Þ þ jjrutjj2ðpþ1Þ þ jjruðtÞjj2Þ; ð4:25Þ
where we have used (4.9) at the estimation of the last term bðx; uÞ: (The term
jjrutðtÞjj2ðrþ1Þ in the last inequality can be dropped when r40:)
Thus we arrive at the estimate
jjD2uðtÞjjpCðI˜ 21 þ I˜ 2ðrþ1Þ1 þ I˜ 2ðpþ1Þ1 þ qðK ; I0ÞI2ð*Z1Þ0 þ I20 Þ  Q2ðI0; I˜1; KÞ: ð4:26Þ
Now, in addition to (4.9), we assume
I0oe1 and QðI0; I˜1; KÞoK : ð4:27Þ
Then, we conclude that the local solution uðtÞ with uð0Þ ¼ u0; utð0Þ ¼ u1 exists in
fact on ½0;NÞ and all of the estimates obtained for EðtÞ and jjD2uðtÞjj are all valid on
½0;NÞ: In other words, setting
SK ¼ fðu0; u1ÞAH2-H01  H01 j ð4:27Þ holdsg
for e1; K40 satisfying (4.9), we have proved that for ðu0; u1ÞASK ; the problem
admits a unique solution uðtÞAX2 which satisﬁes all of the above estimates on ½0;NÞ:
Note that SK contains a neighbourhood of (0,0).
5. Proof of Theorem 2
In this section, we consider the equation
utt  DuðtÞ þ rðx; utÞ ¼ f ðx; tÞ; ðx; tÞAO R ð5:1Þ
with the periodicity and boundary conditions
uðx; t þ TÞ ¼ uðx; tÞ and uðx; tÞj@O ¼ 0; ð5:2Þ
where f ðx; tÞ is a given T periodic function.
Let e40 and consider the modiﬁed problem with rðx; utÞ replaced by rðx; utÞ þ
eut: Then, by a standard argument based on Galerkin method, we know that the
problem admits a unique periodic solution ueðtÞ in XT  CTðR; H01 Þ-C1TðR; L2Þ:
The procedure of convergence of ﬁnite-dimensional approximate solutions uemðtÞ
constructed by Galerkin method to ueðtÞ as m-N is the same as the one below,
where we will consider the convergence of ue as e-0:
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Now, applying Proposition 5 we haveZ
T
EeðsÞ dspC
Z
T
Z
O
jreðx; utÞj2 dx ds þ
Z
T
Z
o
juet j2 dx ds þ
Z
T
Z
O
jf j2 dx ds
 	
; ð5:3Þ
where reðx; utÞ ¼ rðx; utÞ þ eut and EeðtÞ is deﬁned by EðtÞ with u replaced by ue:
We also see Z
T
Z
O
reðx; uetÞuet ¼
Z
T
Z
O
uet f dx ds;
which impliesZ
T
Z
O1
aðxÞjuet jrþ2 dx dt
þ
Z
T
Z
O2
aðxÞjuet j2 dx dt þ e
Z
T
Z
O
juet j2 dx dtpC
Z
T
Z
O
juet jjf j dx ds:
Thus, Z
T
Z
O1
jrðx; uetÞj2 dx dspC
Z
T
Z
O1
aðjuet j2ðrþ1Þ þ juet j2Þ dx ds
p
CðR
T
R
O1
ajuet jrþ2 dx dsÞ2=ðrþ2Þ if 0proN;
CðR
T
R
O1
ajuet jrþ2 dx dsÞ2ðrþ1Þ=ðrþ2Þ if  1oro0
8<
:
pC
Z
T
Z
O
juet jjf j dx ds
 	minf2=ðrþ2Þ;2ðrþ1Þ=ðrþ2Þg
ð5:4Þ
and also,
Z
T
Z
O2
jrðx; uetÞj2 dx dspC
Z tþT
t
Z
O2
rðx; uetÞuet dx dspC
Z tþT
t
Z
O
juet jjf j dx ds: ð5:5Þ
Similarly,Z
T
Z
O
aðxÞjuet j2 dx ds
pC
Z
T
Z
O
juet jjf j dx ds þ
Z tþT
t
Z
O
juet jjf j dx ds

 minf2=ðrþ2Þ;1g( )
: ð5:6Þ
Therefore, we obtainZ
T
EeðsÞ dspCðM20 þ M2minfrþ1;1=ðrþ1Þg0 Þ  dðM0Þ; ð5:7Þ
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where we set Z
T
jjf jj2 ds ¼ M20 :
We conclude from (5.7) and the standard energy identity that
sup
0ptpT
EeðtÞpdðM0Þ; ð5:8Þ
where we use the same notation dðM0Þ even if the constant C is changed.
From estimate (5.8) we see that ue converges, along a subsequence, to a function
uALNT ðR; H01 Þ-W 1;2T ðR; L2Þ in the following:
ueðtÞ-uðtÞ weaklyn in LNT ðR; H01 Þ;
uetðtÞ-utðtÞ weaklyn in LNT ðR; L2Þ
and
rðx; uetðtÞÞ-w weaklyn in LNðR; L2Þ:
Since rðx; vÞ is nondecreasing in v we seeZ
T
Z
O
ðrðx; utÞ  rðx; vtÞÞðut  vtÞ dx dsX0
for all vAX T1 and we can apply a standard monotonicity argument to show
w ¼ rðx; utÞ:
Thus, the limiting function is a solution of the problem. Further, by Strauss [20], we
see in fact uðÞACT ðR; H01 Þ-C1TðR; L2Þ:
Now, to show the uniqueness we assume that there exist two solutions u and v and
set w ¼ u  v: Then, we have
Z T
0
Z
O
ðrðx; utÞ  rðx; vtÞÞðut  vtÞ dx ds ¼ 0
which implies
rðx; utðx; tÞÞ  rðx; vtðx; tÞÞ ¼ 0 for a:e: ðx; tÞ:
This shows, by the additional assumption on rðx; vÞ; that
wtðx; tÞ ¼ 0 for a:e: ðx; tÞAo R: ð5:9Þ
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Further, we see
wtt  Dw ¼ 0: ð5:10Þ
It follows from (5.9) and (5.10) that wðx; tÞ  0 (cf. [21] or [12]).
6. Proof of Theorem 3
Here, we consider the perturbed periodicity problem:
utt  DuðtÞ þ rðx; utÞ þ bðx; uÞ ¼ f ðx; tÞ; ðx; tÞAO R ð6:1Þ
with the periodicity and boundary conditions
uðx; t þ TÞ ¼ uðx; tÞ and uðx; tÞj@O ¼ 0: ð6:2Þ
We set for M40;
BM ¼ fuACTðR; H01 Þ-C1T ðR; L2ÞjjjutðtÞjj2 þ jjruðtÞjj2pM2g:
For uABM we have bðx; uÞALNT ðR; L2Þ (note that ap2=ðN  2ÞþÞ; and hence by
Theorem 2 there exists unique solution UðtÞACTðR; H01 Þ-C1TðR; L2Þ of the
periodicity problem
Utt  DUðtÞ þ rðx; UtÞ ¼ bðx; uÞ þ f ðx; tÞ  Fðx; tÞ: ð6:3Þ
We know the estimates
sup
0ptpT
EˆðtÞpdðMˆ0Þ; ð6:4Þ
where Eˆ and Mˆ0 are deﬁned by E and M0 with u and f replaced by U and F ;
respectively.
Since
jjFðtÞjjpk0jjujjaþ12ðaþ1Þ þ jjf jjpCðjjruðtÞjjaþ1 þ M0Þ;
we have
jjUtðtÞjj2 þ jjrUðtÞjj2pdðMaþ1 þ M0Þ:
We recall the assumption
ðaþ 1Þðr þ 1Þ41 if  1oro0 and a4r if rX0:
Then, we see that there exists e140 such that if M0oe1 and 2e1oMo3e1; then
dðMaþ1 þ M0ÞpM: ð6:5Þ
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For such M0 and M we can deﬁne the map
K : BM-BM
by KðuÞ ¼ U :
We shall show that this map is completely continuous.
For u; vABM we set U ¼ KðuÞ and V ¼ KðvÞ: Then, W  U  V satisﬁes
Wtt  DW þ ðrðx; UtÞ  rðx; VtÞÞ ¼ ðbðx; uÞ  bðx; vÞÞ  F˜: ð6:6Þ
We ﬁrst note that by the periodicity,Z T
0
Z
O
ðrðx; utÞ  rðx; vtÞÞðut  vtÞ dx ds ¼
Z T
0
Z
O
F˜Wt dx dt: ð6:7Þ
Repeating the argument obtaining (5.4) (see Corollary 1) we have
sup
0pspT
EðsÞpC
Z T
0
Z
O
jrðx; UtÞ  rðx; VtÞj2 dx ds

þ
Z T
0
Z
o
ðjWtj2 þ jW j2Þ dx ds þ
Z T
0
Z
O
jF˜j2 dx ds
	
: ð6:8Þ
Further, as in Proposition 5, we can prove:
Proposition 8.Z T
0
Z
o
jW j2 dx dspC
Z T
0
Z
O
jrðx; UtÞ  rðx; VtÞj2 dx ds

þ
Z T
0
Z
o
jWtj2 dx ds þ
Z T
0
Z
O
jF˜j2 dx ds
	
for some C40 independent of U ; V :
Proof. We give an outline of the proof.
If this was false, there exist fUng; fVngCBM such thatZ T
0
Z
o
jW nj2 dx dsX n
Z T
0
Z
O
jrðx; Unt Þ  rðx; V nt Þj2 dx ds

þ
Z T
0
Z
O
jF˜j2 dx ds
	
where W n ¼ Un  V n:
Setting
l2n ¼
Z T
0
Z
o
jW nj2 dx ds and Zn ¼ Wn=ln
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we see
Z T
0
Z
O
ðjrðx; Unt Þ  rðx; V nt Þj2=l2njF˜j2=l2nÞ dx ds
þ
Z T
0
Z
o
jZnt j2 dx ds-0 as n-N
and hence, by (6.8),
sup
0pspT
ðjjZnt ðsÞjj2 þ jjrZðsÞjj2ÞpCoN:
Thus, along a subsequence, Zn tends to ZAL2TðR; H0Þ-W 1;2T ðR; L2Þ as follows:
Zn-W strongly in L2TðR; L2Þ;
Znt-Zt weakly
n in LNT ðR; L2Þ
and
Zn-Z weaklyn in LNT ðR; H01 Þ:
The limit function Z satisﬁes
Ztt  DZ ¼ 0 and Zðx; tÞ ¼ 0 for xAo; tAR
and we see Zðx; tÞ  0: This contradicts to R T0 Ro jZj2 dx ds ¼ 1:
Now, we conclude from (6.8) and Proposition 5 that
sup
0pspT
ðjjWtðsÞjj2 þ jjrWðsÞjj2ÞpC
Z T
0
Z
O
jrðx; Unt Þ  rðx; Vnt Þj2 dx ds

þ
Z T
0
Z
O
jF˜j2

dx ds þ
Z T
0
Z
o
jWtj2 dx ds
	
ð6:9Þ
with some C40:
Here, from (6.7) and the assumption of Hypothesis A˜ we see as in (5.6)
Z T
0
Z
o
jWtj2 dx dspC
Z T
0
Z
O
ajWtj2 dx ds
pC
Z
T
Z
O
jWtjjF˜j dx ds þ
Z tþT
t
Z
O
jWtjjF˜j dx ds

 minf2=ðrþ2Þ;1g( )
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and, as in (5.4), (5.5),
Z T
0
Z
O
jðrðx; UtÞ  rðx; VtÞÞj2 dx ds
pC
Z T
0
Z
*O1
ðrðx; UtÞ  rðx; VtÞÞðUt  VtÞ dx dsÞminf2ðrþ1Þ=ðrþ2Þ;2=ðrþ2Þg
 	
þ
Z T
0
Z
*O2
ðrðx; UtÞ  rðx; VtÞÞðUt  VtÞ dx ds
pC
Z T
0
Z
O
F˜Wt dx ds þ
Z T
0
Z
O
F˜Wt dx ds

 minf2ðrþ1Þ=ðrþ2Þ;2=ðrþ2Þg( )
where *O1 ¼ fxAOjjUtðx; tÞj; jVtðx; tÞjp1g and *O2 ¼ O=O1: Thus, we obtain from
(6.9) that
sup
0pspT
ðjjWtðsÞjj2 þ jjrWðsÞjj2Þ
pC
Z T
0
Z
O
jF˜j2 dx ds þ
Z T
0
Z
O
jF˜j2 dx ds

 minfðrþ1Þ;1=ðrþ1Þg( )
: ð6:10Þ
Now, bðx; uÞ is a Nemitsky operator and by the growth condition we know that this
is continuous from L2ðaþ1Þ to L2: Further, if ap2=ðN  2Þþ; H01 is continuously
embedded into L2ðaþ1Þ estimate (6.10) means that KðuÞ is continuous from BM to
BM : If ao2=ðN  2Þþ; the embedding H01CL2ðaþ1Þ is compact and hence we
conclude from (6.10) that the operator KðuÞ is also compact.
By Leray–Shauder’s ﬁxed point theorem K has a ﬁxed point uðtÞ in BM which is
the desired periodic solution of our problem.
When r ¼ 0; for possible two solutions u; v we set w ¼ u  v: Then, (6.10) implies
sup
0pspT
ðjjwtðsÞjj2 þ jjrwðsÞjj2ÞpC
Z T
0
Z
O
jF˜j2 dx ds: ð6:100Þ
Under, Hypothesis B with ap2=ðN  2Þþ we know
Z T
0
Z
O
jF˜j2 dx dspCk1e2a1 jjrwðsÞjj2:
Therefore, choosing e1 smaller if necessary we conclude wðtÞ  0; which proves the
uniqueness. &
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7. Proof of Theorem 4
We consider again the initial–boundary value problem
utt  Du þ rðx; utÞ þ bðx; uÞ ¼ f ðx; tÞ in O Rþ ð7:1Þ
with
uðx; 0Þ ¼ u0; utðx; 0Þ ¼ u1ðxÞ and uj@O ¼ 0: ð7:2Þ
We assume that rðx; vÞ satisﬁes Hypothesis A with p ¼ 0 and bðx; uÞ satisﬁes
Hypothesis B with ap2=ðN  2Þþ: For ðu0; u1ÞAH01  L2 the problem admits a
unique local in time solution uðtÞ; 0ptoT˜; and for this estimate (3.5), 0ptot þ
ToT˜; holds. We assume for a moment ToT˜:
As long as the solution uðtÞ satisﬁes
jjruðtÞjjpe1 ð7:3Þ
for a certain small e1 (see (4.4) with y0 ¼ 0), we see E˜ðtÞ is equivalent to EðtÞ (see
(4.5)) and
Z tþT
t
Z
O
rðx; utÞut ¼ E˜ðtÞ  E˜ðt þ TÞ þ
Z tþT
t
Z
O
utf dx ds  DðtÞrþ2:
Then, repeating a very similar argument obtaining (5.4) we can derive from
Corollary 1 and Proposition 5 that
Z tþT
t
E˜ðsÞ dspC
Z tþT
t
Z
O
ðjrðx; utÞj2 þ jf j2Þ dx ds þ
Z tþT
t
Z
o
jutj2 dx ds
 	
pCðDðtÞ2minfrþ1;1g þ DðtÞrþ2 þ M20 Þ ð7:4Þ
and hence,
sup
tpsptþT
E˜ðsÞpCðDðtÞ2minfrþ1;1g þ DðtÞrþ2 þ M20 Þ; ð7:5Þ
where we recall
M20 ¼ sup
t
Z tþT
t
jjf ðsÞjj2 ds:
To prove the boundedness of EðtÞ we use an idea due to Prouse (cf. [1]). Assume
that E˜ðtÞpE˜ðt þ TÞ for some t; then we have
DðtÞrþ2p
Z tþT
t
Z
O
jutjjf j dx dspC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E˜ðtÞ
q
M0
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and hence (7.5) implies (see (5.4) and (5.5))
sup
tpsptþT
E˜ðsÞpCðM20 þ M2minfrþ1;1=ðrþ1Þg0 Þ  dðM0Þ:
This means that
sup
0pt
E˜ðtÞpmax sup
0pspT
E˜ðsÞ; dðM0Þ
 	
and consequently, we obtain
E˜ðtÞpmaxfCðI20 þ M20 Þ; dðM0Þg  qðI0; M0Þ; 0ptoT˜: ð7:6Þ
Therefore, under the assumption
qðI0; M0Þoe1
the local solution uðtÞ is in fact continued to the whole interval ½0;NÞ and estimate
(7.6) is valid for 0ptoN:
Finally, letting uðtÞ; vðtÞ be two solutions and setting wðtÞ ¼ uðtÞ  vðtÞ we can
prove as in (6.5)
sup
0pspT
ðjjwtðsÞjj2 þ jjrwðsÞjj2ÞpC
Z T
0
Z
O
ðjrðx; utÞ  rðx; vtÞj2 dx ds

þ
Z T
0
Z
o
jwtj2 dx ds
	
ð7:7Þ
and further as in (7.5) we have
sup
tpsptþT
EwðsÞpCðDðtÞ2minfrþ1;1g þ DðtÞrþ2Þ: ð7:8Þ
where EwðtÞ is deﬁned by EðtÞ with u replaced by w and DðtÞ is deﬁned by
DðtÞrþ2 ¼
Z tþT
t
Z
O
ðrðx; utÞ  rðx; vtÞÞðuðsÞ  vtðsÞÞ dx ds ¼ EwðtÞ  Ewðt þ TÞ:
The difference inequality (7.8) implies the stability estimate in Theorem 4. The proof
of Theorem 4 is complete. &
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