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We propose a simple model consisting of a magnetic domain wall proximity-coupled to an s-wave
superconductor for realization of Majorana zero-energy modes. A spin-dependent gauge transfor-
mation translates the rotating magnetic profile through the domain wall to effective spin-orbit
and Zeeman terms. The Hamiltonian breaks time reversal and chiral symmetries, while preserving
particle-hole symmetry, placing itself into topological D class characterized by the Z2 topological
invariant for quasi one-dimensional system. The low-energy sector of the model maps to the one
isomorphic with Kitaev Hamiltonian. The existence and localization of Majorana zero modes in
the nontrivial phase are demonstrated explicitly and we obtain the topological phase diagram with
extended regime of nontrivial phase and surprising occurrence of a re-entrance phase transition. Our
calculation shows that the system can be easily tuned between trivial and topological ground states
and can be implemented experimentally to realize non-Abelian statistics.
PACS numbers: 75.60.Ch, 74.45.+c, 74.78.Na
Introduction.— Majorana fermions (MFs) are quan-
tum particles which are their own anti-particles.1–6 Be-
cause of their topological properties and the potential ap-
plications in fault-tolerant topological quantum computa-
tions, the search for MFs in solid state systems is thus of
big general interest.7,8 Topological quantum computation
is manipulation of the wave function within a degener-
ate many-body ground state of many non-Abelian anyons
and such topological quantum computation, in contrast
to ordinary quantum computation, would not require any
quantum error correction since the Majorana excitations
are naturally immune to errors.2 Many solid state materi-
als have been predicted to be candidates for realization of
MFs.9–13 Even though experimental progress in the solid
state systems has been made in the past few years, an
evidence of MFs is still lacking due to many factors influ-
encing the measurement results in solid state materials.
The first system that was predicted to show MFs con-
sisted of a quasi one-dimension semiconducting wire with
strong spin-orbit interactions in proximity to an s-wave
superconductor and with an applied Zeeman magnetic
field14 which effectively reduces to Kitaev’s model, known
to support Majorana modes at its end.2 There have
been several interesting proposals to realize MFs in one-
dimensional systems with an effective rather than intrin-
sic spin-orbit coupling.15–18 The search for MFs in these
systems is both rewarding and difficult as a definite ex-
perimental observation of the predicted MFs has so far
remained formidable.
Here, we describe a very simple model to realize MFs
using a ferromagnetic domain wall (DW) on top of an
s-wave superconductor (as Fig. 1), without requiring in-
trinsic spin-orbit coupling and an external magnetic field.
Domain wall is a structure with spatially-varying magne-
tization configuration which separates regions with uni-
form magnetization. It is widely studied and also easily
fabricated in magnets of submicrometer size.19–27 Elec-
S-wave Superconductor
Figure 1. (Color online) A schematic configuration of
proposed device for realizing Majorana fermions in one-
dimensional magnetic domain wall, with the length of L, prox-
imity coupled to a conventional s-wave superconductor.
tronic transport through ferromagnetic domain walls has
been currently a subject of extensive investigations, both
theoretically and experimentally.20,22,24,28–36 Now, such
a domain wall on an s-wave superconductor provides the
necessary ingredient to generate MFs. It will be shown
here that by putting a DW on top of an s-wave supercon-
ductor, MFs will be present at the ends of the DW.
Model.— We propose a setup for realizing Majorana
fermions in one-dimensional magnetic domain wall, with
length L, in proximity with an isotropic s-wave supercon-
ductor as shown in Fig. (1). The magnetic domain wall is
sandwiched between two ferromagnets with uniform mag-
netizations in opposite directions along x axis in the lab
frame. The electronic properties of the DW are modeled
by two-band s-d Stoner model, described by an effective
Hamiltonian of the form
H0 = p
2
2m∗
− µ−Vex(r) · σ (1)
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2where σ = (σx, σy, σz) is the vector of Pauli spin matrices
and m∗ and µ are the effective mass and chemical poten-
tial, respectively. The last term represents the exchange
coupling between the s conduction electron spin and the
d electron spin of the local magnetization Vex = Vexn(r),
where Vex is the spin splitting strength and n(r) the di-
rection of the local magnetization.
The functional form of the Vex(r) describes the shape
of magnetic domain wall. We consider a "Néel wall" with
magnetization vector parallel to the x axis in the leads far
from the domain wall center and turns by 180o in the xz
plane within the wall. We assume a trigonometric mag-
netization profile in the DW, Vex = (cos θ(x), 0, sin θ(x))
where θ(x) = νpix/L with ν being the winding number,
the total angle (phase) change along the system, and then
do a spin-dependent gauge transformation in spin space
from the fixed reference frame to the rotated frame, which
is in the direction of local magnetization vector Vex(r).
In our model, it is given by a rotation about the y axis
R = eiθσy/2. The DW Hamiltonian in the rotating frame
Hr takes the form
Hr = R−1y (θ)H0Ry(θ) = e−iθσy/2H0eiθσy/2
=
p2
2m∗
− µ+ ~
2ω2
2m∗
− ~
m∗
ωpσy + Vexσx (2)
where ω = ∂xθ(x)/2. Due to the gauge transformation
the electrons experience an effective spin-orbit interac-
tion (~ω/m∗)pσy, Zeeman field Vexσx and modified chem-
ical potential µ − ~2ω2/2m∗ in the rotated frame. The
wave function in the fixed reference frame (along the x
axis) can be obtained from the relation Ψσ(x) = RΦσ(x).
By inducing superconductivity into the DW via prox-
imity to a conventional s-wave superconductor described
within the effective BCS mean-field approximation, the
low-energy effective single-particle BdG Hamiltonian in
the basis Φ(x) = (u↑(x), u↓(x), v↓(x),−v↑(x)) can be
written as
HBdG = −
(
~2
2m∗
∂2x + µ
′
)
τz ⊗ σ0 + i ~
2
m∗
ω∂xτz ⊗ σy
+Vexτ0 ⊗ σx + ∆0τx ⊗ σ0 (3)
where µ′ = µ−~2ω2/2m∗ and the τi Pauli matrices act in
the particle-hole (Nambu) space. It can easily be verified
that the BdG Hamiltonian has a particle-hole symmetry
(PHS) ΞHBdGΞ−1 = −HBdG with respect to the particle-
hole anti-unitary operator Ξ = τyσyK, where K is the
complex conjugate operator, satisfying ΞΦ(x) = λΦ(x).
Both the time-reversal symmetry (TRS), represented by
the operator Θ = iσyK, and the chiral symmetry, rep-
resented by the operator C = −iτyK are broken. The
absence of TRS and chiral symmetry in the presence of
PHS ensures that the Hamiltonian is in the D symmetry
class characterized by the Z2 topological invariant for the
quasi one-dimensional system.37 This implies that, un-
der appropriate conditions, the system can support local-
ized Majorana modes that remain topologically protected
against local perturbations.
The spectrum of the bulk states is given by
ε2±(p) = ξ
2
p + V
2
ex + ∆
2
0 + (~ωp/m∗)2
±2
√
V 2ex(∆
2
0 + ξ
2
p) + (~ωpξp/m∗)2 (4)
where ξp = p2/2m∗−µ′ and the two ± branches are due
to the spin splitting as shown in Fig.(2). The minimum
gap is between the two excitation branches ε>,<− (p) at
p = 0 (measured from Fermi level) given by
εgap =
1
2
∣∣ε>−(0)− ε<−(0)∣∣ = ∣∣∣∣Vex −√∆20 + µ′2∣∣∣∣ (5)
which can be closed at the critical point V 2ex = ∆20 + µ′2,
where the superscript > (<) refers to the energy band
above (below) the Fermi level (E = 0). The spectrum
of the magnetic domain wall comprises two spin-splitted
bands, along with two non-gapped degenerate Kramer’s
pairs and the energy gap at the p = 0 point due to the bro-
ken time-reversal symmetry, for the electrons and their
particle-hole related partners with the negative energy
as indicated in Fig.2(a). Inducing the isotropic super-
conducting pair potential ∆0 via the proximity with an
s-wave conventional superconductor opens a gap at the
outer wings of the dispersion, which eliminates the pos-
sibility of high-momentum gapless excitations and leav-
ing only the chiral states near p = 0 as the low energy
excitations and modifies the gap forming near p = 0,
as demonstrated in Fig.2(b). The topological quantum
phase transition, specified by the closing and reopening
of the gap εgap with opposite sign is shown in the bot-
tom panels of Fig.(2), where the system goes from the
superconducting-dominated trivial gap Fig.2(c), to the
exchange field-dominated nontrivial gap Fig.2(e) while
pass the critical point Fig.2(d).16
While the full BdG Hamiltonian Eq. (3) is not that of
a spinless p-wave superconductor, if the Fermi energy lies
between the two bands ε>,<− (p), the system is effectively
an one-dimensional spinless system. The effective low en-
ergy physics of the BdG Hamiltonian Eq. (3) then ex-
actly maps to the one-dimensional spinless p-wave super-
conductor. To this end, we consider the effective Hamil-
tonian Eq. (2) without superconducting pair potential
∆0 = 0 and diagonalize it using a unitary transformation,
H0 = UΛU† where Λ = diag(ε+, ε−,−ε−,−ε+) with the
eigenvalues given by,
ε± = p2/2m∗ − µ′ ±
√
V 2ex + (~ωp/m∗)2 (6)
We then project the BdG Hamiltonian onto the Hilbert
space of the eigenstates of the Hamiltonian H0 without
superconductivity using the same unitary transformation,
Htr = U†HBdGU , which yields
Htr = Λ + ∆0 cosϑτx −∆0 sinϑτyσx (7)
where the angle ϑ is given by the relation√
V 2ex + (~ωp/m∗)2 sinϑ = ~ωp/m∗. To study the
Majorana zero modes of interest, it suffices to retain the
3ε
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Figure 2. (Color online) The bulk spectrum of the BdG Hamil-
tonian is shown where the blue (red) line is for ε>−(p) (ε
<
−(p)),
while dashed lines are the corresponding high energy excita-
tions ε>,<+ (p). (a) The spectrum with ∆0 = 0 contains an
energy gap at the p = 0 point. (b) The ∆0 opens a gap at
two degenerate points. The topological quantum phase transi-
tion characterized by the closing and reopening the gap εgap
(bottom panels).
ε−(p) branch of Htr to catch the low energy physics,
which gives an effective Hamiltonian,
Hpr =
∑
p
(
ε−(p)c†pcp + ∆˜(p)c
†
pc
†
−p + h.c.
)
(8)
where
∆˜(p) = ∆0
(~ωp/m∗)
[V 2ex + (~ωp/m∗)2]1/2
(9)
is an effective superconducting pair potential with the de-
sired p-wave symmetry. The above Hamiltonian is isomor-
phic to the Kitaev Hamiltonian,2 and is thus expected to
host localized Majorana states bound to defects in the
superconductor, where the effective order parameter am-
plitude vanishes.
Majorana Zero Modes Solution.— The full BdG Hamil-
tonian Eq. (3) can be diagonalized by using a Bo-
goliubov transformation with the quasiparticle opera-
tors α and α† satisfying the anti-commutation relations
for complex fermions. The corresponding self-adjoint
Majorana operators γ+ = (α† + α)/2 and γ− =
i(α† − α)/2 are given by γ+ =
∫
dx[u↑,+(x)Φ
†
↑(x) +
u↓,+(x)Φ
†
↓(x) + u↑,+(x)Φ↑(x) + u↓,+(x)Φ↓(x)], γ− =
i
∫
dx[u↑,−(x)Φ
†
↑(x) + u↓,−(x)Φ
†
↓(x) + u↑,−(x)Φ↑(x) −
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Figure 3. (Color online) The quasi-particle excitations spec-
tra where the mode number n labels the eigenvalues of the
BdG Hamiltonian. We have used µ˜ = −0.1 and ∆˜0 = 0.2 in
normalized units where E = (~2ω¯2)/m∗ = 1 with ω¯ = pi/(2L).
Inset: the midgap states in a nontrivial topological phase with
Majorana fermions.
u↓,−(x)Φ↓(x)] where uσ,±(x), vσ,±(x) are the solutions
to the BdG equations subject to boundary conditions
and ± denotes the solutions for the positive and negative
energy bands, respectively. It can easily be demonstrated
from the explicit expressions for the Majorana operators
given above that γ± = γ
†
±. In our particle-hole symmet-
ric system, these Majorana fermions can only occur from
zero-energy states.
The low-energy BdG excitations spectrum εn and their
hole equivalent of our proposal are shown in Fig. (3). The
induced superconducting gap gets suppressed by the ex-
change field for the lowest energy modes in the trivial
phase and eventually changes sign by transition to the
nontrivial phase where one clearly sees the existence of
zero-energy modes; this is the Majorana state we are look-
ing for. To show the localized nature of this state, the
corresponding wave function amplitudes for the lowest
mode n = 1 has been calculated in both side of the criti-
cal point as indicated in Fig. 4(a)-(b), showing extended
(localized) wave functions in the trivial (nontrivial) state.
In Fig. 4(c)-(d) the amplitude of the wave functions has
been plotted for different modes n, showing localized Ma-
jorana state (n = 1) and extended higher modes. The
Majorana wave function envelope decays exponentially
with distance into the the bulk from the boundaries with
localization length determined by the effective supercon-
ducting coherence length ξ ∼ ~vF /∆˜. The effective pair-
ing gap ∆˜ can be obtained by linearizing ∆˜(p) in Eq.(9)
around p = 0 which gives ∆˜ = ~vF (ω∆0)/Vex and hence
ξ ∼ Vex/(ω∆0) where ω = piν/(2L). The overlap of
the two Majorana states at both ends is proportional to
e−L/ξ, hence increasing the winding number ν makes the
end states to be more independent as indicated in Figs.
4(b)-(d).
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Figure 4. (Color online) The wave function amplitudes of the
lowest energy states with the same parameter set as in Fig.
(3), for the mode n = 1 versus Vex ((a) and (b)) and versus
n, showing localized Majorana state (n = 1) and extended
higher modes ((c) and (d)).
To gain deeper insight into the Majorana zero-energy
modes, we solve the BdG equation analytically with ε1 =
0. Using the particle-hole symmetry, the BdG equations
can be reduced to dimensionless 2× 2 matrix form as(− 12∂2x˜ − µ˜′ + V˜ex ν∂x˜ + λ∆˜0
−ν∂x˜ − λ∆˜0 − 12∂2x˜ − µ˜′ − V˜ex
)(
u↑(x˜)
u↓(x˜)
)
= 0
(10)
Decoupling this system of coupled second order differ-
ential equations yields a fourth order homogeneous dif-
ferential equation for each uσ(x˜), which in general has
solutions of the form uσ(x˜) ∼ emx˜ and the corresponding
characteristic equation for m reads,
m4 + 4(µ˜′ + ν2)m2 + 8νλ∆˜0m+ 4G = 0 (11)
where G = ∆˜20 + µ˜′2 − V˜ 2ex. The roots of the polynomial
should satisfy the following constraints,
4∏
n=1
mn = 4G,
4∑
n=1
mn = 0. (12)
It can be verified using Eq. (12) that for G > 0 (G < 0),
there are always an even (odd) number of solutions with
positive real part Re(m) > 0, implying an even (odd)
number of band crossings at the Fermi level. The bound-
ary and normalizability conditions for a localized Majo-
rana wave function solution can only be satisfied when
G < 0, permitting the zero-energy modes to exist. We
can thus conclude that G = 0 determines the topological
quantum phase transition indicated by the closing and
reopening the bulk gap at the topological critical point.
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Figure 5. (Color online) The topological phase diagrams of
the model as functions of microscopic parameters Vex, ∆0, µ,
and ν where the light blue (light brown) area corresponds to
the topologically nontrivial (trivial) phase with Q = −1(+1).
The phase boundary (black lines) correspond to G = 0.
The presence of the zero-energy self-adjoint eigenstate
thus relates directly to the sign of the gap εgap and thus
that of G. The sign of G then characterizes the topo-
logical nature of the system and defines the associated
topological invariant, which is a Z2 number. We com-
pute the Z2 topological invariant Q of our model, given
by Q = sign(G) = sign(Πnmn) = Pf(HBdG), where Pf
refers to the Pfaffian of the BdG Hamiltonian. We then
deduce the topological phase diagram in the space of mi-
croscopic parameters Vex, ∆0, µ, and ν. The results are
shown in Fig. (5). We note that the topologically nontriv-
ial phase exists within extended portion of the phase dia-
gram. Surprisingly, re-entrance phase transition occurs in
the phase diagram, where by varying appropriate parame-
ters, one can go from trivial to nontrivial and back to triv-
ial phase or vice versa. To have actually Majorana modes,
one should have both Q = −1 and gapped bulk states.
For the ferromagnetic limit ν = 0, in the whole range
where Q = −1 bulk is gapless so it does not have topo-
logical phase while in the antiferromagnetic limit ν =∞
the Q never changes sign and we thus never cross the
phase transition.
A stability analysis generalizing that in38 suggests
that in order for the Majorana bound states to be sta-
ble, we have to choose the parameters to be such that
0 < |Vex −
√
∆20 + µ
′2| < ∆0. This ensures that the cen-
tral gap (at p = 0) is nonzero and at the same time
smaller than the two outer gaps which, in the limit of
Vex  ~ωpF /m∗ where ±pF are the locations of the
two outer gaps, is given by ∆(pF ) ≈ ∆0. Considering
the regime of dominant exchange field energy, which fa-
vors the nontrivial topological phase hosting MFs, the
nonzero gap condition of the above criterion translates
into |µ′| <
√
V 2ex −∆20 or equivalently |Vex| >
√
∆20 + µ
′2
5or |∆0| <
√
V 2ex − µ′2 where µ′ = µ− (~2pi2ν2)/(8m∗L2).
It can be checked that these criteria agree with the phase
diagram Fig.(5). The braiding of Majorana fermions to
realize a non-Abelian statistics can be implemented by ad-
justing the gate voltage V in a wire networks formed by
the set-up shown in Fig. (1) in T-junction configuration
as the building block.39The exchange of Majoranas re-
quires the motion of domain walls, driven by the current
from the gate voltage.23 Experimentally, the Néel wall
with in-plane magnetization vector as shown in Fig.(1)
can be realized in a thin film of metallic ferromagnet
well below its Curie temperature with thickness smaller
than a critical value with easy-axis anisotropy along x
and very large xz easy-plane anisotropy. The pitch of the
domain wall λ = L/ν depends on the exchange stiffness A
and easy-axis anisotropy coefficient K as λ ∼ √A/K.40
Typical values of parameters in common metallic ferro-
magnets such as Co, Ni and Fe are A ' 10meV/Ao,
K ' 0.01 − 1µeV/Ao3, Vex ' 1 − 10meV, which give
λ ' 100−1000Ao.The ∆0 ' 1meV for elemental BCS su-
perconductors such as Nb and Pb. This estimate readily
puts our system to be within the MF-hosting nontrivial
phase, requiring just few 10 mV’s gate voltage to tune
the chemical potential and drive the system across the
topological phase transition.
Conclusion.— We propose a very simple and easy-to-
build system for realization of Majorana zero modes in a
magnetic domain wall in proximity with a conventional
superconductor. The Majorana fermions show themselves
as localized zero-energy states at the interfaces between
the domain wall and ferromagnets with uniform magneti-
zation in opposite directions. The effective spin-orbit and
Zeeman terms together with the isotropic superconduct-
ing pair potential lead to an effective anisotropic p-wave
pairing capable of harboring Majorana fermions. Our re-
sults indicate that the nontrivial phase with its MFs is
achievable in realistic situations without fine tuning while
the topological quantum phase transition from the triv-
ial phase with no Majorana zero mode to the topological
phase with its localized zero mode is attainable by vary-
ing the gate voltage, making the proposal very feasible
practically.
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