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Lossless State Detection of Single Neutral Atoms
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Max-Planck-Institut fu¨r Quantenoptik, Hans-Kopfermann-Strasse 1, 85748 Garching, Germany
We introduce lossless state detection of trapped neutral atoms based on cavity-enhanced fluo-
rescence. In an experiment with a single 87Rb atom, a hyperfine-state-detection fidelity of 99.4 %
is achieved in 85 µs. The quantum bit is interrogated many hundreds of times without loss of the
atom while a result is obtained in every readout attempt. The fidelity proves robust against atomic
frequency shifts induced by the trapping potential. Our scheme does not require strong coupling
between the atom and cavity and can be generalized to other systems with an optically accessible
quantum bit.
Current efforts in experimental physics aim at gain-
ing control over fundamental quantum systems. Single
neutral atoms are a prime example, reflected in ground-
breaking work on feedback control, quantum transport,
gate operations, and entanglement [1–5]. While optical
fields directed at the atoms provide excellent control of
atomic states, the retrieval of information about the in-
ternal state of a single atom is difficult. In this Letter,
we introduce a controlled readout channel by coupling a
single atom to an optical cavity. The cavity enhances the
matter-light interaction and allows efficient detection of
the internal atomic state. The feasibility of high-fidelity
state detection without loss of the atom establishes sin-
gle neutral atoms as truly stationary carriers of quantum
information.
In a single atom, quantum information is typically
encoded in or mapped onto electronic hyperfine states
which can be spectroscopically resolved in fluorescence
measurements. State readout based on fluorescence light
detection distinguishes two atomic states by detecting
either a high rate of scattered photons (identified as
“bright” state) or no scattered photons (“dark” state)
when the atom is state-selectively excited with a probe
laser. This method is the most powerful technique today
[6–9] and has been employed in all quantum computing
protocols with single ions in Paul traps. Recent exper-
iments report readout fidelities as high as 99.99% with
a single trapped calcium ion [10]. But despite its suc-
cess, fluorescence state detection alone has never been
realized with a trapped neutral atom. This is due to the
difficulty to detect a sufficient number of scattered pho-
tons from an atom in the bright state before it is ejected
from the trap. This state-dependent loss of the atom has
effectively been used for state detection. In such pushout
schemes [11–15], the loss of the atom signals one of the
internal states.
Here, we demonstrate lossless hyperfine-state readout
of a single trapped 87Rb atom based on cavity-enhanced
fluorescence. The atomic state can be interrogated many
hundred times without loss of the atom from an optical
dipole trap. We achieve a hyperfine state-detection fi-
delity of 99.4% in 85µs while an answer is obtained in
every readout attempt. In contrast to previous attempts
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FIG. 1: Calculated maximum fidelities for fluorescence state
detection of a single 87Rb atom with a cavity (η=20%) and
with a high numerical aperture (NA) objective (η=0.6%),
where η is the detection probability of a scattered photon.
Fidelities are limited by an insufficient number of detected
photons, optical pumping, and detector dark counts. Unidi-
rectional probe light expels the atom from an optical dipole
trap after scattering ≈ 100 photons (dashed line) for a typi-
cal trap depth of 2mK. The novel regime of cavity-enhanced
fluorescence readout introduced in this Letter is indicated by
a black circle. A state detection fidelity of 99.98% is feasible
with less than 100 scattered photons.
on cavity-assisted readout [16–18], we do not require the
strong-coupling regime of cavity QED or ground state
cooled atoms, which facilitates implementation in a wide
range of physical systems.
To appreciate the crucial role of the photon detection
efficiency in fluorescence state detection, we briefly ana-
lyze two detection scenarios. We contrast the achievable
state-detection fidelity for fluorescence photon collection
with a high numerical aperture objective and with an
optical cavity (Fig. 1). In our example, we choose the
87Rb 5S1/2 F = 2 state as a bright and the 5S1/2 F = 1
state as a dark state. Ideally, a σ+-polarized probe laser
could drive the |F = 2,mF = 2〉 ↔ |F
′ = 3,mF ′ = 3〉 cy-
cling transition such that off-resonant pumping into the
dark hyperfine state is suppressed. In practice, such a
2unidirectional laser beam quickly ejects the atom from an
optical dipole trap before scattering a number of photons
sufficient to identify the atomic hyperfine state. For this
reason, counter-propagating laser beams are necessary to
balance radiation pressure. Applying a lin⊥lin polar-
ization configuration avoids standing light wave effects
and can even cool the atom during probing [19]. How-
ever, off-resonant excitation of the nearby 5P3/2 F
′ = 2
state opens a decay channel to the dark F = 1 state.
Hence, high-fidelity atomic state readout requires a suffi-
cient number of fluorescence photons to be detected be-
fore pumping into the dark state and before atom loss
occurs—making the photon detection efficiency a deci-
sive parameter.
Assuming a total photon detection efficiency η=0.6%
with a high numerical aperture objective (best reported
value in a single-atom setup, [20]), the achievable fidelity
is limited to 99.0% and requires scattering of thousands
of photons (Fig. 1). However, η can be dramatically in-
creased with an optical cavity by means of the Purcell
effect [21, 22]. It not only enhances the total fluores-
cence scattering rate but also channels the photons into
a well-defined cavity output mode. This occurs with a
rate 2g2/κ where g denotes the coherent atom-cavity cou-
pling constant and κ the cavity-field decay rate. For the
setup considered in this work, this causes about 60% of
all scattered photons to be emitted into the cavity mode
resulting in a total detection probability of η=20% per
scattered photon. Moreover, the Purcell-enhancement of
the fluorescence transition leads to a relative suppres-
sion of off-resonant decay paths and therefore reduces
the effect of unwanted bright to dark state pumping. All
in all, a remarkably high atomic state readout fidelity
of 99.98% can be achieved with less than 100 scattered
photons (Fig. 1).
The calculation of achievable fidelities (Fig. 1) takes
into account the fluorescence photon detection efficiency
η, probe laser induced optical pumping [7], the full level
scheme of 87Rb and detector dark counts (25 s−1). The
probe laser is assumed to be retroreflected in a lin⊥lin po-
larization configuration with saturation parameter s=0.1.
We employ a conservative definition of the fidelity as the
minimum probability with which the correct atomic hy-
perfine state is inferred from any photon number detected
in a single readout attempt. Nonmonotonic behavior of
the achievable fidelity occurs at shifts of the discrimina-
tion level between bright and dark state signal due to
the trade-off between a sufficient bright state signal and
a tolerable number of dark counts [10].
Quantitatively, the rate of scattered photons Rscat at
the cavity output scales with the excitation probability
Pe of the intracavity atom as
Rscat = 2κ
g2
∆2c + κ
2
Pe, (1)
where the excitation probability of the atom in free
space Pe,free is affected by the presence of the cavity
as Pe = Pe,free/(|1− ν|
2
). The complex cooperativity
ν = g2/ [(∆a − iγ) (∆c − iκ)] includes the detuning of
atom ∆a and cavity ∆c with respect to the probe laser
[23], where γ is the atomic polarization decay rate. The
scattering rate enhancement only weakly depends on cav-
ity length l in the near-planar limit (2g2/κ ∝ l−1/2). This
greatly relaxes constraints on cavity parameters and fa-
cilitates implementation.
In our experiment (Fig. 2), a single 87Rb atom is
trapped for up to 30 sec at the focus of a standing-wave
laser beam (waist radius 16µm, power 2.5W, wavelength
1064nm, potential depth 2mK, linear polarization) in the
center of an optical cavity [24]. The cavity mirrors are
separated by 495µm with a TEM00-mode waist radius
of 30µm and a finesse of 56000. The cavity is optically
asymmetric (mirror transmissions 2 ppm and 101 ppm,
losses 10 ppm) such that 90% of the photons inside the
cavity exit the resonator through the higher transmission
mirror. The cavity output mode is coupled to a single
mode optical fiber which is connected to a single photon
counting module (quantum efficiency 50%). The total
detection efficiency for a photon which has been emitted
through the cavity output mirror is 40%. The average
atom-cavity coupling for the |F = 2〉 ↔ |F ′ = 3〉 transi-
tion is gav/2pi = 3MHz, including spatial averaging of g
along the cavity axis and over all Clebsch-Gordan coef-
ficients. The cavity and atomic decay rates κ and γ are
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FIG. 2: (a) Experimental apparatus. A single 87Rb atom is
trapped in an optical cavity at the focus of a standing-wave
dipole trap. A CCD-camera system monitors the position of
the atom (inset: CCD-camera image of a single intra-cavity
atom, image size 15µm × 25µm). For optical cooling and
state preparation of the atom, laser beams near resonant with
the 5S1/2 ↔ 5P3/2 transitions are applied orthogonal to the
cavity axis and retroreflected with a lin⊥lin polarization (λ/4:
quarter wave-plate). For atomic state detection, a probe laser
resonant with the F = 2↔F ′ = 3 transition is applied either
orthogonal to the cavity axis for fluorescence state detection
or along the cavity axis for differential transmission measure-
ments. Photons emitted into the cavity output mode are
detected by a single photon counting module (SPCM). (b)
Energy level diagram of the 87Rb D2-transition, not to scale.
3(κ, γ)/2pi = (2.8, 3.0)MHz, respectively. With a CCD-
camera system (numerical aperture 0.4, spatial resolu-
tion 1.3µm) we determine the position of single atoms
trapped in the cavity by collecting light scattered during
optical cooling of the atoms. For the data presented here,
we trap exactly one atom in the center (±10µm) of the
cavity mode.
To characterize cavity-enhanced fluorescence state de-
tection, we repeatedly apply a protocol of optical cooling,
atomic state preparation and atomic state readout at a
rate of 400Hz. The atom is first cooled (2ms), alter-
nately prepared in the F = 1 or F = 2 hyperfine ground
state by optical pumping (100µs) and finally probed dur-
ing a state-detection interval (85µs). We set the cavity
and probe laser frequencies equal (∆c = 0) and red-
detuned from the F = 2↔F ′ = 3 atomic resonance by
∆a/2pi = 30MHz, where ∆a refers to the detuning be-
tween probe laser and Stark-shifted atomic transition.
The detuning is chosen to avoid probe-light induced heat-
ing of the atom. The probe laser is applied orthogonal to
the cavity axis and retroreflected in a lin⊥lin polarization
configuration with a power of 40 nW and a beam waist
radius of ≈ 50µm.
Analyzing the number of detected fluorescence pho-
tons N during each probe interval, we find a clear dis-
tinction between the dark F = 1 and the bright F = 2
hyperfine state (Fig. 3). Identifying probe intervals with
N = 0 as the F = 1 state and intervals with N ≥ 1 as the
F = 2 state results in a hyperfine state detection fidelity
of 99.4±0.1% (uncertainty is statistical). The measured
fidelity is limited by state preparation errors (failure of
optical pumping, contribution to infidelity ≈0.1%) and
false counts (electronic dark counts 25 s−1, stray light
counts 25 s−1) of the photodetector (contribution to in-
fidelity ≈0.4%). In the presented data, the hyperfine
state of a single atom was typically interrogated 800 times
without loss of the atom.
Next, we investigate the dependence of state readout fi-
delity on atomic detuning (Fig. 4). This is important be-
cause neutral atoms are usually trapped in optical dipole
potentials and may experience significant ac-Stark shift
variations. In our experiment, we mimic this effect by
keeping the probe laser and cavity resonant (∆c = 0)
and by detuning them from the atomic resonance (probe-
atom detuning ∆a/2pi = 0...100MHz). The probe laser
power is increased with ∆a such that the mean photon
number detected from the bright state is kept constant
(N≈8 on average). Fidelities on the order of 99% are
maintained up to 40MHz detuning, decreasing to 91%
at ∆a/2pi = 100MHz due to off-resonant excitation of
the F ′ = 2 state as ∆a approaches the excited state hy-
perfine splitting (ωHFP/2pi = 267MHz).
The use of a cavity also allows for state detection
by differential transmission [16–18] and we now com-
pare the fluorescence and transmission techniques in
the same experimental setup. In the regime of small
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FIG. 3: Cavity-enhanced fluorescence state detection. Shown
are measured probability distributions for the number of de-
tected photons N per probe interval. The atom is either pre-
pared in the F = 2 (open red histogram) or in the F = 1 hy-
perfine ground state (filled blue histogram). The atom is il-
luminated with a 85µs pulse of probe light orthogonal to the
cavity axis and resonant with the F=2↔ F ′ = 3 transition.
Identifying probe intervals with N = 0 as the F = 1 state
and intervals with N ≥ 1 as the F = 2 state (dashed dis-
crimination line) yields a hyperfine state-detection fidelity of
99.4±0.1% (uncertainty is statistical), mainly limited by de-
tector dark counts and state preparation errors. The bright
state photon number distribution is nearly Poissonian, but
broadened because atomic position and Stark-shift uncertain-
ties lead to shot-to-shot variations of the mean number of
scattered photons (Mandel Q parameter Q=0.5).
probe laser powers, the cavity transmission is given by
T = 1/ |1− ν|2. Atomic hyperfine states can be distin-
guished because ∆a = 0 for an atom in state F = 2
(resonant case, minimum transmission) and ∆a/2pi ≈
6.8GHz for an atom in F = 1 (off-resonant case, high
transmission). The experimental sequence for differen-
tial transmission is equivalent to the fluorescence mea-
surement, but the probe laser is applied along the cavity
axis for 300µs and is σ+-polarized such that it drives
the |F = 2,mF = 2〉 ↔|F
′ = 3,mF ′ = 3〉 cycling transi-
tion. A magnetic field of ≈ 250mG along the cavity
axis provides a quantization axis. We set cavity and
probe laser frequencies equal (∆c = 0) and vary the de-
tuning ∆a. The measured probe transmission remains
at the empty cavity value (100%) with the atom pre-
pared in the F = 1 state. With the atom prepared in the
F = 2 state, the transmission reduces to approximately
40% for ∆a = 0MHz (Fig. 4) in agreement with the-
ory. This allows us to discern the hyperfine states with
a fidelity of 99.0±0.5% from a single 300 µs probe in-
terval (quoted error is statistical). While longer probe
intervals can theoretically increase the fidelity, this is ac-
companied by probe light induced heating and atom loss.
Moreover, the measured state detection fidelity reduces
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FIG. 4: Fidelity as a function of atomic detuning for state de-
tection by fluorescence and differential transmission. (a) The
state detection fidelity is robust against atomic detuning for
the fluorescence technique (black solid line: calculated fidelity
for on average N=8 detected photons for the F = 2 state,
black dots: measured fidelity). For the differential transmis-
sion technique, the fidelity decreases rapidly with detuning
(solid grey line: calculated fidelity for on average N=80 de-
tected photons for the F = 1 state, grey dots: measured fi-
delity). (b) Differential transmission histograms measured at
low (∆a = 0MHz) and higher (∆a/2pi = 20MHz) atomic de-
tuning for 300 µs transmission probe intervals. The atom is
prepared in the F = 2 (open red histogram) or F = 1 state
(filled blue histogram). We choose discrimination levels (ver-
tical dashed lines) which optimize the fidelity and measure a
state-detection fidelity of 99.0±0.5% at ∆a = 0MHz and a
fidelity of 64±2% at ∆a/2pi = 20MHz (uncertainty is statis-
tical).
dramatically when the atomic detuning is increased up
to ∆a/2pi = 40MHz (Fig. 4a).
In comparison, we find that cavity-enhanced fluores-
cence outperforms differential transmission. It achieves
higher fidelities over a large range of detunings while
operating at much higher readout speeds. In addition,
the required cavity parameters (moderate size, moderate
linewidth) are generally easier to implement.
By means of cavity-enhanced fluorescence, we have
thus introduced an efficient realization of DiVincenzo’s
requirement for qubit readout [25] for neutral atoms. The
elimination of atom loss at detection establishes trapped
neutral atoms as truly stationary qubits. Our scheme
proves robust against atomic detuning allowing opera-
tion in deep optical dipole traps. It does not require the
strong-coupling regime of cavity quantum electrodynam-
ics which simplifies technical implementation. The com-
bination of experimental robustness and readout speeds
which are fast compared to hyperfine qubit decoherence
times [26] makes cavity-enhanced fluorescence state de-
tection a useful tool for quantum protocols based on neu-
tral atoms [1, 3–5]. Using the existing capabilities for
deterministic atom transport in optical dipole traps [27–
29], the cavity can serve as a readout head into and out of
which neutral atom qubit registers are shifted. Lossless
atomic state detection can also improve the performance
of atomic clocks [30]. Finally, our scheme is applicable
to other physical systems with optically accessible qubits
such as trapped ions, quantum dots, diamond NV centers
or cold molecules, and can be used to speed up existing
protocols as is important for quantum error correction
[10].
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