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Abstract—As a training and analysis strategy for convolutional 
neural networks (CNNs), we slice images into tiled segments and 
use, for training and prediction, segments that both satisfy a 
criterion of information diversity and contain sufficient content to 
support classification.  In particular, we utilize image entropy as 
the diversity criterion.  This ensures that each tile carries as much 
information diversity as the original image, and for many 
applications serves as an indicator of usefulness in classification.  
To make predictions, a probability aggregation framework is 
applied to probabilities assigned by the CNN to the input image 
tiles.  This technique facilitates the use of large, high-resolution 
images that would be impractical to analyze unmodified; provides 
data augmentation for training, which is particularly valuable 
when image availability is limited; and the ensemble nature of the 
input for prediction enhances its accuracy. 
 
I. INTRODUCTION 
Effective training of neural networks, particularly convolutional 
neural networks (CNNs), depends critically on the availability of 
high-quality data.  While a robust architecture and adequate 
computational capacity (not to mention patience) are essential, a 
dearth of data can doom otherwise promising efforts.  One widely 
cited source estimates that achieving human-level classification 
performance requires training a neural network with about 5000 
labels per class [1].  As a result, various strategies for data 
augmentation and repurposing have been developed to do more with 
less, and heroic efforts have been made to hoard quality data into vast 
and expanding repositories for public use. 
Sometimes, however, the data simply isn’t there.  In our particular 
area of interest, artwork attribution and the detection of forgeries, the 
scope of the dataset cannot exceed a particular artist’s output.  But 
many other areas of interest have similar limitations — histology 
slides may be rare for unusual medical conditions, for example, and 
legal (e.g., patient privacy) restrictions can prevent widespread 
dissemination of imaging data that does exist. 
A second challenge is image size.  Convolution is a 
computationally expensive operation, and for large images, the 
number of convolutions performed (particularly by the first CNN 
layers) scales with the product of the resolution dimensions.  Training 
will be slow and the input and memory limits of a CNN architecture 
may be tested.  Conventional strategies of downsampling the image 
or simplifying the architecture sacrifice the ability of a CNN to 
classify based on fine or subtle features. 
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II. DOMAIN CHALLENGES 
Analyzing artwork for attribution or authenticity based solely on 
the visual characteristics of the work itself represents a demanding 
classification task.  Whereas physico-chemical analysis of canvas and 
paint can scientifically refute authenticity (e.g., due to inconsistencies 
between the analyzed work and materials available to the artist), art 
connoisseurs and historians often disagree over the stroke-level and 
stylistic features that characterize an artist’s true work.  No accepted 
methodology exists for identifying such features, which in any case 
can evolve over an artist’s career.  A century ago, Rembrandt’s total 
output was estimated at 711 works.  That number began to shrink, 
soon quite dramatically, following the establishment of the 
Rembrandt Research Project in 1968.  Members of this committee, 
Dutch art historians charged with the task of de-attributing dubious 
Rembrandts, often disagreed over stylistic criteria, and the very 
existence of such disagreement frequently resulted in de-attribution.  
Dozens of works were rejected, including a signed 1637 self-portrait 
and the Frick Collection’s beloved Polish Rider.  By 1989, only 250 
works had survived the committee’s judgment. 
 Although cooler heads later prevailed and the committee 
restored 90 or so works to the canon before disbanding in 2011, many 
Rembrandt paintings remain mired in controversy.  While The Polish 
Rider is now recognized as a Rembrandt, another painting, The Man 
with the Golden Helmet, is among those that have bounced from 
attribution to de-attribution, with the current scholarly consensus 
being that it isn’t a Rembrandt [2]. 
 With so much vigorous and evolving expert disagreement over 
a single artist’s work, the goal of identifying artist-specific (much 
less universal) indicia of authenticity seems hopeless — making the 
domain in many ways ideal for analysis with CNNs, which are 
adaptive and learn their own visual criteria.  Numerous researchers 
[3, 4, 5, 6, 7] have used CNNs to categorize art images by movement 
and style (in some ways a more formidable, if not intractable 
problem, since art styles resist formal definition and often overlap). 
These have generally involved whole-image classification and suffer 
from limited data. 
 A notable 2015 effort to perform artist attribution using a 
trained CNN (dubbed PigeoNET) claimed an accuracy in excess of 
70% using low-resolution (256×256 pixel) images [8]. 
 
III. METHODOLOGY 
Most studies of art images have used, for classification purposes, 
either entire (but small) images [3, 4, 5, 6, 7] or hand-engineered 
features [9].  A key objective in this work is to automate the 
generation and selection of image tiles precisely to avoid the need for 
artist-specific feature engineering and the attendant subjectivity. 
A. Image Entropy 
Image fragments, rather than whole images, have been employed 
in tasks ranging from object detection and classification [10] to 
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identification of lung carcinomas in histopathology images [11].  Our 
concern is identifying image fragments most likely to speed CNN 
training, i.e., which represent the most visually salient portions of an 
image for purposes of the ultimate classification task.   
The entropy of an image, from the purview of information theory, 
represents the degree of randomness (and therefore information 
content) of its pixel values, just as the entropy of a message denotes 
(as a base-2 log) the amount of useful, nonredundant information that 
the message encodes: 
 
 = −log	(

) 
 
In a message, pk is the probability associated with each possible 
data value k.  For an image, local entropy is related to the complexity 
within a given neighborhood, sometimes defined by a structuring 
element such as a circular or square region, or the entire image.  
Thus, the entropy of a grayscale image (or one channel of a color 
image) can be calculated at each pixel position (i,j) across the image 
or within the two-dimensional region defined by the structuring 
element, and centered at (i,j).  We measured entropies across the 
entire image or tile. 
For our purposes, we view image entropy as roughly 
corresponding to the diversity of visual information present in an 
image.  As indicated in Fig. 1, the amount of visual information in an 
image corresponds intuitively with the entropy and reflects its 
logarithmic character.  To the extent that increasing image entropy 
correlates with increasingly rich feature content captured in the 
convolutional layers of a CNN, it provides a useful basis for selecting 
image tiles.  Our approach is to divide an image into discrete but 
partially (50% or more along each dimension) overlapping tiles and 
retain only those tiles whose entropies equal or exceed the entropy of 
the whole image.  Although no subimage will contain as much 
information content as the original, our conjecture is that a subimage 
with comparable information diversity will pack a similar 
convolutional punch when processed by a CNN.
 
 
 
Fig. 1  Entropies of a Dutch still life, a diagonal bar, and a uniform field
That this may be so at least for representational art is suggested by 
Fig. 2, which shows a source image at relatively low (463×600 pixel) 
image resolution and 100×100 pixel tiles derived from it using our 
algorithm.  The retained subimages capture the most visually 
complex elements of a portrait — the hands, facial details, elaborate 
clothing features.  They’re the parts that attract our information-
hungry eyes and, it seems, drive the operation of a CNN. 
Because information diversity is not the same as information 
content, however, image entropy does not provide a useful basis for 
defining a minimum tile size; even very small tiles can have high 
entropies.  We tested several tile sizes to determine the optimal size 
for our task and discuss the results below.  Using larger tiles erodes 
the obtainable data-augmentation benefits. On the other hand, small 
tiles will miss big features that could be important for classification.  
For our domain, an excessively small tile may not only fail to capture 
important stylistic and even stroke-level elements, but also may 
potentially overemphasize spurious features such as wear marks and 
paint “craquelure.” 
 
IV. RESULTS AND DISCUSSION 
Our objective was to test whether a CNN could accurately 
distinguish Rembrandt from “Rembrandt-like” portraits using image 
fragments selected based on their entropies.  Training and use of a 
CNN using image fragments necessitates relative consistency among 
digitized image resolutions, i.e., image pixels per unit length (or 
height) of canvas in the case of paintings.  Candidate images were 
therefore screened to ensure that the maximum ratio of pixels to 
canvas length/height did not exceed the minimum by more than a 
factor of about five (to avoid excessive, and potentially distortive, 
downsampling); all images were resized to a consistent image 
resolution of 26.81 pixels per cm of canvas, and had an average size 
of about 2150×2700 pixels. 
For validation purposes, we tested our algorithm using three CNN 
architectures and three different tile sizes:  200×200 pixels for all 
models and, for the best of our three tested models, 100×100 pixels 
and 400×400 pixels.  We also tried 800×800 pixel tiles, but these 
were too large to produce a meaningful analysis: in all cases, all 
works were classified as Rembrandts with a probability of 1.0, 
suggesting an upper limit on feature size for classification of this 
artist’s portraits. 
The three architectures tested were a simple network with three 
convolutional layers and a single dropout regularization layer 
(probability = 0.5); a model with five convolutional layers and two 
dropout layers (probabilities 0.2, 0.3); and the VGG16 architecture 
pre-trained on the ImageNet dataset.  We used curated training and 
test image sets.  Although our technique deliberately avoids feature 
engineering, success depends on strategies for data curation.  We 
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Fig. 2  A source Rembrandt image at relatively low resolution  
and 100×100 pixel image tiles derived from it using our algorithm 
 
used a 50/50 split of Rembrandt portraits with non-controversial 
attributions and portraits selected for varying degrees of pictorial 
similarity to the Rembrandts.  Similarity judgments are necessarily 
subjective, but we made efforts to span the range of “very close” to 
“pretty close,” using paintings unambiguously assigned to the 
“school of Rembrandt” as well as other portraits having, to our eyes, 
pictorial characteristics similar to but readily distinguishable from 
Rembrandt. 
For initial comparative testing among models, our training set of 
200×200 pixel tiles were drawn from 20 Rembrandt and 15 non-
Rembrandt source images.2  Adjacent tiles overlapped with each 
 
2 The training Rembrandts were a large self-portrait and two additional 
self-portraits; Portrait of a Woman, Possibly Maria Trip; Marten Soolmans; 
Self-Portait as the Apostle Paul; Portrait of Dr Ephraïm Bueno; Man in 
Oriental Dress; Rembrandt’s Son Titus in a Monk’s Habit; Portrait of Haesje 
Jacobsdr van Cleyburg; Young Woman in Fantasy Costume; An Old Woman 
Reading, Probably the Prophetess Hannah; Man with a Sheet of Music; Saskia 
van Uylenburgh, the Wife of the Artist; A Polish Nobleman; Portrait of a 
Gentleman with a Tall Hat and Gloves; Portrait of a Lady with an Ostrich-
Feather Fan; A Woman Holding a Pink (1656); A Young Man Seated at a 
Table; and Portrait of a Man in a Tall Hat.  The non-Rembrandt works were 
Hendrick Berckman, Thomas Pots (1618-1689), Minister at Vlissingen; Carel 
Fabritius, Portrait of Abraham de Potter Amsterdam Silk Merchant; Govaert 
Flinck, Portrait of a Man thought to be Augustijn Wtenbogaert; Aert de 
Gelder, Portrait of Ernest de Beveren Lord of West-IJsselmonde and De 
other by 50% along both dimensions to increase tile numbers without 
excessive image redundancy.  This approach initially yielded 4000 
non-Rembrandt tiles and nearly 13,000 Rembrandt tiles that satisfied 
the image-entropy criterion described above.  Of these, we randomly 
selected about 1000 tiles from each set.  Another 100 tiles from each 
set were used for validation.  After discovering that overfitting could 
become a problem after even a few epochs, we trained each model 
with early stopping.  Using a non-Rembrandt classification labeled 
‘0’ and a Rembrandt classification labeled ‘1’, we obtained the 
results shown in Table I for 1724 tiles drawn from four test images:  
Gerard von Honthorst, Portrait of an Artist (“Honthorst”); circle of  
Rembrandt, Laughing Young Man (“Circle of Rembrandt”); and the 
Rembrandts Oopjen Coppit and Portrait of Johannes Wtenbogaert 
(“Rembrandt1” and “Rembrandt2”).  In all cases, false negatives 
outnumbered false positives by a margin of at least 7:1. 
 
                                                                                                     
Lindt; Frans Hals, Portrait of Maritge Claesdr Vooght and Portrait of Lucas de 
Clercq; Jan Lievens, Portrait of Constantijn Huygens; Nicolaes Maes, Portrait 
of a Young Woman; copy after Nicolaes Maes, Portrait of Hendrick 
Wijnands; Michiel Jansz van Mierevelt, Portrait of Caecilia van Beresteyn; 
workshop of Michiel Jansz van Mierevelt, Portrait of Johannes Wttenbogaert 
(Jan Uytenbogaert), Remonstrant Minister in The Hague Pastor of the Wallon 
Church; follower of Rembrandt, Portret van Rembrandt Harmensz. van Rijn; 
and copy after Rembrandt, Portrait of a Man perhaps Rembrandt's Father 
Harmen Gerritsz van Rijn. 
-4-                                                                                     
 
 
 
 
TABLE I 
MODEL COMPARISON (200×200 TILES) 
Model Honthorst Circle of Rembrandt 
 
Rembrandt 1 
 
Rembrandt 2 
 
3-layer 
Tile-level accuracy 
Overall prediction 
 
 
90% 
0.45 
 
 
90% 
0.43 
 
 
75% 
0.62 
 
 
69% 
0.68 
     
5-layer 
Tile-level accuracy 
Overall prediction 
 
96% 
0.12 
 
71% 
0.29 
 
59% 
0.59 
 
61% 
0.67 
 
VGG16 
Tile-level accuracy 
Overall prediction 
 
 
97% 
0.35 
 
 
57% 
0.48 
 
 
7% 
0.36 
 
 
72% 
0.60 
     
 
 
For each of the four test images examined, tile-level accuracy 
specifies the proportion of tiles correctly classified by the model, and 
the overall prediction refers to the image-level probability.  For the 
latter quantity, a value approaching 1 is strongly predictive of a 
Rembrandt, while a value approaching 0 strongly suggests a different 
artist.  Hence, while both the three-layer and five-layer models 
correctly classified all four images, the five-layer model delivered 
more decisive overall predictions.  The VGG16 model incorrectly 
classified Rembrandt1, and a residual network (the Keras ResNet50) 
classified all four images as Rembrandts.  These results suggest that a 
simple model is best suited this image-classification task. 
With the five-layer model achieving the best overall performance, 
particularly considered at the key level of prediction probabilities, we 
retrained and retested it with an expanded training and test set of, 
respectively, 22 Rembrandts/28 non-Rembrandts and 11 
Rembrandts/13 non-Rembrandts.  (The imbalance addressed the 
larger number of qualifying tiles obtained for Rembrandt works.)  We 
trained and tested at multiple tile sizes (50×50 to 600×600 in steps of 
50) and resolutions (50 pixels per canvas cm in addition to the initial 
resolution of 26.81).  Whereas our algorithm identified 19,458 
Rembrandt and 18,633 non-Rembrandt training tiles of size 50×50, it 
yielded only 290 Rembrandt tiles and 304 non-Rembrandt tiles from 
the same source images at size 600×600 — hence, we expected 
superior results at lower resolutions given the richer training set and 
the assumption, common among art connoisseurs, that an artist’s 
stroke has a signature quality to it [12, 13]; the smaller tile sizes 
confined CNN analysis to brushstroke-level features. 
  What we found, however, was quite different, as shown in Fig. 3.
 
 
Fig. 3  Classification accuracy vs. tile size with representative 
features from the same Rembrandt portrait shown for each size 
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Using the five-layer model and images scaled to 26.81 pixels per 
canvas cm, classification accuracy peaked at the 450×450 tile size 
corresponding, roughly, to a face-size feature.  Results were worse 
across the board for the larger resolution (50 pixels per canvas cm) — 
not surprising, because a larger resolution magnifies the image and 
consequently emphasizes smaller features.  Overfitting invariably set 
in short of 20 epochs and often much earlier.  For the best-performing 
450×450 tile size, accuracy peaked after 14 epochs at 83% and 
subsequently declined. 
One strategy for improving accuracy is to increase the amount of 
overlap among testing tiles.  We found that increasing tile overlap in 
the test set from 50% to 87.5% reduced the average image 
misclassification error by 15%, though it did not actually change any 
image classifications.  In addition, many of the misclassified non-
Rembrandts had prediction probabilities just over 0.5; averaging the 
probabilities of two models or, better, assigning weights based on 
nonlinear optimization can also enhance accuracy.  OpenSolver’s 
NOMAD nonlinear solver, for example, assigned approximately 
equal weights to the 300×300 and 450×450 tile sets to produce an 
overall accuracy of 92% (22/24 images correctly classified).  This 
approach seemed methodologically reasonable because, first, multi-
scale CNN training has been applied successfully to artwork 
classification [14], and second, any professional attribution exercise 
will consider a work at different feature scales. 
V. LIMITATIONS, STRATEGIES, EXTENSIONS 
We were encouraged by a prediction accuracy exceeding 90% 
using relatively small training sets drawn from a very small number 
of images.  Of course, for the Salient Slices technique to be useful in 
classifying art images, success based on small image sets is essential, 
as the corpus of available works may also be small.  (Only 36 
authentic paintings by Johannes Vermeer have been identified, for 
example.)  The works of Rembrandt provide a particularly 
challenging case study since they have stimulated scholarly debate 
for many decades, if not centuries.  Rembrandt had 100 recorded 
students, and as one Rembrandt scholar has noted, “It was the pupil’s 
business to look like the master.”3  Thanks to the effects of ensemble 
averaging, we were able to examine candidate works computationally 
at multiple feature scales and average out most of the classification 
errors. 
Perhaps the skill of many Rembrandt imitators accounts for the 
intriguing result that his signature feature size in portraits appears, in 
our tests, at the compositional rather than brushstroke level.  The 
mechanical act of brushing paint on a surface, constrained by motor 
skill and physics, is easier to duplicate than the more imaginative, 
dramatic, and communicative elements of an artist’s style. 
We put our approach to the test by evaluating four works that have 
been subject to significant attribution controversy:  the Polish Rider 
and Man with the Golden Helmet noted earlier, the Portrait of 
Elisabeth Bas — thought to be by Rembrandt until 1911 when 
Rembrandt expert Abraham Bredius re-attributed it to Ferdinand Bol, 
a judgment that has since prevailed — and the recently discovered 
Portrait of a Young Gentleman. 
Our 450×450 model classifies The Polish Rider and Portrait of a 
Young Gentleman as Rembrandt and Elisabeth Bas as not Rembrandt, 
which accords with expert consensus.  But it classifies Man with the 
Golden Helmet as a Rembrandt with decisive (.85) probability.  
Probing more deeply into the scholarship surrounding the Rembrandt 
 
3 Walter Liedtke, then curator of Dutch and Flemish paintings at the 
Metropolitan Museum of Art, quoted in [2]. 
Research Project’s de-attribution of this painting, we find this 
justification: “In particular the thick application of paint to the helmet 
in contrast to the conspicuously flat rendering of the face, robe and 
background, which are placed adjacent to each other without a 
transition, does not correspond to Rembrandt’s way of working.” [15] 
Given the attention paid by experts to such surface detail, we ran 
the image through our 100×100 model which also classified the 
painting as a Rembrandt — but just barely, with a classification 
probability of 0.51.  Considering the probabilities from each model 
separately, one almost hears echoes of the experts’ colloquy over the 
last century, and with the same wistful result.  Still, the 100×100 
model exhibits only 62% accuracy, and we wonder about the 
reliability of attributions based on features analyzed at small scales 
given the size-determined performance differences we observed. 
 
This exercise demonstrates that, while our approach avoids hand-
engineered features, it requires careful attention both to data curation 
and tile sizes.  Although it is possible to identify the best tile size 
through iterative optimization against test results, in practice there 
may well be more than one meaningful feature scale; too large a tile 
sacrifices training efficiency and architectural simplicity, since more 
training samples and more hidden units will be necessary to resolve 
small-scale features in large images, while too small a tile risks 
cropping out important features altogether.  Researchers developing a 
deep-learning system for classifying biopsy images, for example, 
recently discovered that the most predictive features for breast-cancer 
survival lie in the region surrounding tumor cells — not the cells 
themselves [16].  A tile size selected to resolve cells, therefore, would 
miss these essential larger-scale features. 
The training dataset must be well-curated to expose the CNN to 
salient visual elements that promote rapid learning and invite 
meaningful feature-level discrimination.  A Picasso dataset that 
mixed the artist’s very different style periods would not likely 
produce good CNN performance.  Indeed, pre-training with the 
ImageNet data library seemed to hurt rather than help us; generic 
images did not prime the CNN for the fine discrimination task at 
hand.  But a dataset limited to the works of Rembrandt and his 
students may not generalize well and could be difficult to train 
without overfitting.   
More broadly, we see the Salient Slices technique as useful for 
analyzing and classifying images having heterogeneous visual 
features and where feature richness correlates with classification 
accuracy.  Representational art strikes us as one such domain.  
Abstract art, by contrast, particularly where the trace of the artist’s 
hand is not necessarily manifest in visually rich image regions would 
not prove as good a candidate for this technique.  A compelling 
feature of Jackson Pollock’s drip paintings, for example, is the way 
the center is unified and organized by diminishing content toward the 
edges.  If sparse edges are key to identifying Pollocks, our technique 
would perform poorly — perhaps so poorly as to be useful, if the 
selection criterion were flipped from high to low image entropy.   
We hope that Salient Slices will prove useful as a tool to sharpen 
the expert’s eye; we know it will never be a replacement. 
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