Consistency of multi-time Dirac equations with general interaction
  potentials by Deckert, Dirk-André & Nickel, Lukas
ar
X
iv
:1
60
3.
02
53
8v
1 
 [m
ath
-p
h]
  8
 M
ar 
20
16
Consistency of multi-time Dirac equations
with general interaction potentials
Dirk-André Deckert∗ and Lukas Nickel†
Mathematisches Institut, Ludwig-Maximilians-Universität
Theresienstr. 39, 80333 München, Germany
February 14, 2018
Abstract
In 1932, Dirac proposed a formulation in terms of multi-time wave functions
as candidate for relativistic many-particle quantum mechanics. A well-known con-
sistency condition that is necessary for existence of solutions strongly restricts the
possible interaction types between the particles. It was conjectured by Petrat and
Tumulka that interactions described by multiplication operators are generally ex-
cluded by this condition, and they gave a proof of this claim for potentials without
spin-coupling. Under smoothness assumptions of possible solutions we show that
there are potentials which are admissible, give an explicit example, however, show
that none of them fulfills the physically desirable Poincaré invariance. We conclude
that in this sense Dirac’s multi-time formalism does not allow to model interaction
by multiplication operators, and briefly point out several promising approaches to
interacting models one can instead pursue.
Keywords: multi-time wave functions, relativistic quantum mechanics, Dirac equa-
tion, consistency condition, interaction potentials, spin-coupling, solution theory of
multi-time systems
1 Introduction
The absence of absolute simultaneity in the theory of relativity has consequences for the
formulation of relativistic quantum mechanics. Very elementarily, this can already be
observed when considering the Lorentz transformation of a simultaneous configuration
of N particles, (t,x1), ..., (t,xN ), which yields a configuration (t
′
1,x
′
1), ..., (t
′
N ,x
′
N ) with
N different times. This fact immediately poses the question of how a wave function or
quantum state ψ(t,x1, ...,xN ), which is usually described as dependent on one time t and
Euclidean positions x1, . . . ,xN , behaves under such a transformation. Dirac addressed
this issue already in 1932 and suggested to generalize the concept of the familiar wave
function ψ(t,x1, ...,xN ) to a multi-time wave function ψ(x1, ..., xN ), where now xj =
(tj ,xj) denote N space-time points in Minkowski space; see [1]. This idea led to the
fundamental works [2, 3] which provided the basis for the relativistic formulation of
quantum field theory. In his approach, Dirac defined the evolution of the multi-time state
ψ by requiring it to fulfillN Dirac equations, one for each each time variable tj. Although
this concept seems natural, it is very restrictive in admission of solutions because it is a
necessary condition for the existence of solutions, already discussed in [4] and henceforth
called consistency condition, that the N single-time evolutions commute. This condition
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becomes subtle when the N particles are allowed to interact. In this respect, Dirac’s
approach calls for a mathematical study of the corresponding solution theory, which was
initiated recently in a series of works by Petrat and Tumulka [5, 6, 7] and by Lienert
[8, 9, 10] and Lienert and Nickel [11]. As shown in [5], the consistency condition basically
rules out any interaction mediated by potentials without spin-coupling. In the following
we extend the results of [5] and prove that the consistency condition is also violated for
Poincaré invariant interaction potentials including spin-coupling.
This raises the question of how to introduce a sensible interaction in the multi-time
formalism, which led Dirac et al. [2] to consider second-quantized fields that mediate the
interaction; see also the recently studied multi-time models of quantum field theory in
[6, 7]. In one dimension, another way of introducing a consistent interaction between the
N particles was presented in [9, 11]. There, rigorous models of interaction by boundary
conditions have been constructed. There is some connection to the new concept of
interior-boundary conditions by Teufel and Tumulka, which has so far been used to
formulate certain non-relativistic QFT models without divergences [12, 13, 14]. It is an
open but very interesting question if the method of interior-boundary conditions can help
to formulate mathematically well-defined models of particle creation and annihilation in
the multi-time formalism.
A further strategy that has been pursued is to generalize the concept of a potential to
terms of the form V (x1, . . . , xN , p1, . . . , pn) that are no multiplication operators, but
also depend on the momenta, i.e. derivatives [15, 16]. Lastly, we consider the idea of
multi-time integral equations to be very promising. Instead of a system of differential
equations such as (1), one can impose a single integral equation for ψ(x1, ...xN ). This
avoids the problem of the consistency condition and makes a more general class of models
possible. A prominent example known from QED is the Bethe-Salpeter equation [17, 18],
whose mathematical features are not well-understood and would deserve further study
(see also [19]).
Definition of the model. The model for our investigation is given by the system of
evolution equations
i
∂
∂tk
ψ(x1, ..., xN ) = Hk(x1, ..., xN )ψ(x1, ..., xN ), k = 1, ..., N, (1)
where the partial Hamiltonians Hk are given by
Hk = H
0
k + Vk, (2)
with H0k being the free Dirac Hamiltonian of the k-th particle (see (6)) below). The
interaction shall be described by the operator Vk which is given in terms of a (self-
adjoint) spin-matrix valued multiplication operator Vk(x1, ...xN ) that depends on the
space-time coordinates x1, . . . , xN . For this model, as was first recognized by Bloch [4]
and further investigated by Petrat and Tumulka [5], a necessary condition for existence
of solutions to (1) is the aforementioned consistency condition(
[Hj,Hk]− i∂Vk
∂tj
+ i
∂Vj
∂tk
)
ψ = 0, ∀k 6= j. (3)
In [5], Petrat und Tumulka conjectured that interacting systems of the form (1) with
general non-vanishing potentials that lead to interaction between the particles are ex-
cluded as they would violate the consistency condition (3). They gave a proof of this
claim under the assumption that the potentials Vk depend on the spin-index of the k-th
particle only. This rules out a number of conceivable potentials, but not all of them:
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Potentials such as the one of the Breit equation [20, 21], which can be derived as an
approximation to the Bethe-Salpeter equation of QED (see [22]), contain a more com-
plicated spin-coupling, which poses the question whether more general potentials may
indeed comply with condition (3) and thereby to well-posedness of (1) in terms of an
initial value problem.
As main results of this paper, we present a concrete example of a spin-coupling inter-
action potential which satisfies the consistency condition. However, we will also show
that the class of potentials admitted by the consistency condition is rather small. In
particular, under certain smoothness conditions on possible solutions ψ, we identify this
class completely and show that it does not contain Poincaré invariant potentials. There-
fore, combining the mathematical consistency condition with the physical requirement
of Poincaré invariance, our results show that any type of potential acting as a multi-
plication operator must be excluded as possible candidates for modeling the interaction
between the N particles.
After the following paragraph about the employed notation and conventions, we present
our results in Section 2 and the proofs and more detailed derivations in Sections 3 and
4.
Notations and conventions. We consider 4-dimensional Minkowski space-time with
metric g = diag(1,−1,−1,−1), with the usual notation that Greek indices run from 0
to 3 and Latin indices a, b, ... only over the spatial components 1, 2, 3. The Einstein
summation convention is employed for Greek indices only. Particle labels are denoted
also by Latin indices, j, k, ... and run from 1 to the total particle number N . Space-time
points are denoted by x = (t,x). Throughout, the abbreviation ∂k,µ :=
∂
∂x
µ
k
will be used.
The gamma matrices are arbitrary 4 × 4-matrices that form a representation of the
Clifford algebra, i.e. fulfill the anti-commutation relation
{γµ, γν} = 2gµν1, µ, ν = 0, 1, 2, 3. (4)
Moreover, the matrix γ0 is hermitian, γk anti-hermitian, and a fifth gamma matrix is
defined as
γ5 := iγ0γ1γ2γ3. (5)
The free Dirac Hamiltonian for the k-th particle is given by
H0k = −i
3∑
a=1
γ0k γ
a
k∂k,a + γ
0
kmk, (6)
where mk is the mass of the k-th particle and we use the following convention for the
matrices: Since we are always working in the N -fold tensor product of C4, we write for
some 4× 4-matrix M :
Mk := 1⊗ · · · ⊗ 1⊗ M ⊗︸ ︷︷ ︸
k-th place
1⊗ · · · ⊗ 1. (7)
It is well-known that the Dirac operator (6) is self-adjoint on dom(H0k) = H
1(R3,C4);
see [23]. Furthermore, it will be convenient to use the notation αµk := γ
0
kγ
µ
k so that we
may write the multi-time system (1) as
(iαµk∂k,µ − γ0kmk)ψ(x1, ..., xN ) = Vk(x1, ...xN )ψ(x1, ..., xN ), k = 1, ..., N. (8)
Hence, the wave function ψ(x1, ..., xN ) takes values in (C
4)⊗N ∼= CK , K := 4N .
3
2 Results
In order to present the results two remarks are in order. First, we need to make precise
what is meant by the notion interaction potential. External potentials of the form Vk(xk)
that do not generate entanglement must be excluded, and also potentials that seemingly
depend on different coordinates, but that actually only arise from external potentials by
a change of coordinates in the spinor space CK . Therefore we define:
Definition 2.1 A collection of potentials Vk, k = 1, ..., N, given as spin-matrix valued
multiplication operators Vk(x1, ..., xN ) is called non-interacting iff there is a unitary map
U(x1, ..., xN ) : C
K → CK such that for all k = 1, . . . , N , ψ˜ := U(x1, ...xN )(ψ(x1, ...xN ))
satisfies a system of the form (1) where for each k, the potential Vk(xk) is independent
of all other coordinates x1, ...xk−1, xk+1, ...xN . In the other case, we call the collection
of potentials interacting.
Petrat and Tumulka called potentials that are connected via a unitary map U gauge-
equivalent [5], which means that interacting potentials in the sense of our definition are
exactly those that are not gauge-equivalent to external potentials.
Second, it has to be emphasized that the natural domain of a multi-time wave function
is not the whole configuration space-time R4N , but the subset
S
(N) :=
{
(t1,x1, ..., tN ,xN ) ∈ R4N
∣∣∣ ∀k 6= j : (tj − tk)2 < |xj − xk|2} , (9)
which contains the configurations where the N particles are space-like separated. A
detailed explanation of this fact is found in [9]. Here, we only state that there are at
least two reasons to consider a multi-time wave function only on S (N):
• Sufficiency: In order to interpret Born’s rule on any space-like hypersurface, it is
sufficient for ψ to have domain S (N). A Lorentz transformation of a simultaneous
configuration as presented above always yields a space-like configuration. Indeed,
the mere concept of “N -particle configuration” implies the use of S (N) because
the presence of N particles is always understood with respect to a frame, e.g. a
laboratory frame, which is represented by a space-like hypersurface.
• Necessity: In quantum field theory the left-hand side of the consistency condition
(3) generically contains commutators of field operators, such as [φ(xj), φ(xk)],
which are given in terms of the Pauli-Jordan distribution [3]. However, the latter
has only support for (xj−xk)2 ≥ 0, and hence, outside of S (N). This is the reason
why multi-time formulations of quantum field theory such as [2] as well as [6, 7]
are consistent on S (N), but not on R4N .
Therefore, all results will be proven mainly on S (N) and only besides on R4N . Lastly,
we have to make precise what is meant by Poincaré invariance of potentials. For Λ in the
proper Lorentz group and a ∈ R4, the Poincaré transformation maps x 7→ x′ = Λx + a
and the multi-time wave function transforms as
ψ′ (x1, ...xN ) = S(Λ)
⊗Nψ
(
Λ−1(x1 − a), ...,Λ−1(xN − a)
)
, (10)
with the spin transformation matrix S(Λ) that fulfills S(Λ)γS−1(Λ) = Λγ . We call a
potential Vk Poincaré invariant if it satisfies
Vk (x1, ...xN ) = S(Λ)
⊗NVk
(
Λ−1(x1 − a), ...Λ−1(xN − a)
)
S−1(Λ)⊗N , (11)
which is the condition for (1) to be Poincaré invariant. Our main result can then be
stated as follows:
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Theorem 2.2 Let N = 2, Ω = R4N or Ω = S (N). If Vk(x1, · · · , xN ) are interacting
potentials in C1(Ω,CK×K) and for all initial values ϕ ∈ C∞c (R3N ∩ Ω,CK), there is
a solution ψ ∈ C2(Ω,CK) to the multi-time system of Dirac equations (1), then the
potentials Vk are not Poincaré invariant.
We only formulate the theorem for the case N = 2, although we expect it to hold for
general N and we prove several intermediate results for any N . For larger numbers of
particles, however, some parts in the proofs which are based on a direct computation in
terms of gamma matrices quickly become very complex and hardly traceable. In several
partial results, we will also not restrict to Ω = R4N or Ω = S (N), but consider any open
set Ω ⊂ R4N . The strategy of proof is illustrated as follows:
(a) Existence =⇒ Consistency: If a solution to (1) exists, then the consistency
condition (3) has to hold.
(b) Consistency =⇒ Restrictions on potentials: If the consistency condition (3)
holds, then the admissible potentials are restricted and no Poincaré invariant ones
are possible.
Step (a): The consistency condition.
Let us first discuss why one expects the consistency condition (3) to be necessary for
existence of solutions. The condition can heuristically be understood as path indepen-
dence of the integration of the system of evolution equations (1): E.g. prescribing initial
values ψ(0,x1, ...0,xN ) at t1 = ... = tN = 0, it makes no difference if one decides to
evolve first in tj-direction and then in tk-direction or the other way around, one always
has to arrive at the same well-defined ψ(t1,x1, ..., tN ,xN ). Therefore, the actions of the
respective equations in our system (1) on the possible initial values have to commute.
Petrat and Tumulka have proven that the existence of a solution for every initial datum
in the Hilbert space necessitates the consistency condition (3) in two different cases [5,
Theorems 1 and 2]:
• for time-independent, possibly unbounded partial Hamiltonians Hk,
• for time-dependent, but smooth and bounded partial Hamiltonians Hk.
Here, we generalize the results of Petrat and Tumulka to the relevant case of unbounded
Hamiltonians that may include a time-dependence in the potentials. Our proposition
is a rather direct consequence of the differentiability of solutions and makes the idea of
Bloch [4, p. 304] mathematically precise.
Proposition 2.3 Let Ω ⊂ R4N be open. Suppose the multi-time system (1), with Vk
being a function in C1(Ω,CK×K), possesses a solution ψ ∈ C2(Ω,CK). Then the con-
sistency condition (3) holds for all (x1, ..., xN ) = X ∈ Ω.
The proof is given in Section 3.1, followed by some remarks about a more geometric way
of understanding the consistency condition in Section 3.2.
Step (b): Consistent potentials.
The consistency condition puts strong restrictions on the spin-coupling induced by the
potentials. The following example shows the inconsistency for one natural looking choice.
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Example: We consider a two-particle system (1) with V1 = α
µ
2Aµ(x1, x2) and V2 =
α
µ
1Bµ(x1, x2) for some smooth, compactly supported functions Aµ, Bµ. This is suggested
by the usual way of adding a 4-vector potential to the single-time Dirac equation, which
is by adding αµAµ to the Hamiltonian. One could think that interaction is achieved
by choosing the gamma matrices of the other particle, as done here. But then the
consistency condition is [
α
µ
2Aµ,−iαν2∂2,ν + γ02m2
]
= 0
⇐⇒ −2m2γµ2Aµ + iαν2αµ2 (∂2,νAµ) + iAµ[αν2 , αµ2 ]∂2,ν = 0. (12)
There is no possibility that the respective terms will cancel each other, so any Aµ
different from zero will make the equations inconsistent. In particular, the derivative
term with ∂2,ν has to vanish separately, which will be a crucial ingredient in the proof of
theorem 2.4. A similar calculation excludes potentials of the form Vk ∼ Fµν(x1, x2)γµ1 γν2 ,
too.
To have a chance of being consistent, the potentials may only depend on few matrices,
which are the identity matrix and γ5. To see this, we need to reformulate the consistency
condition to a more useful version. That the bracket in (3) applied to any solution ψ
ought to be zero implies that it must also be zero on every initial value ϕ = ψ|t1=...=tN=0.
The initial values will be defined on a 3N -dimensional set U , an intersection of Ω with the
time-zero hypersurface. The assumption that there are solutions for all initial values
in a certain class, e.g. the smooth compactly supported functions, allows us to draw
general conclusions.
Theorem 2.4 We assume:
(A) U ⊆ R3N is open and simply connected. For a multi-time Dirac system (1) with
continuously differentiable Vk, we have for each ϕ ∈ C∞c (U,CK),(
[Hj,Hk]− i∂Vk
∂tj
+ i
∂Vj
∂tk
)
ϕ = 0, ∀k 6= j. (13)
Then, for each k 6= j, the k-th spin component of the potential Vj is spanned by 1k and
γ5k.
The proof is given in Section 4.1. One can directly see that the above example is not in
the class of admissible potentials.
Theorem 2.4 allows us to proceed by a basis decomposition. All possible matrix struc-
tures that might appear in V1 and V2 can be listed and the consistency condition can
be explicitly evaluated, as will be done in Section 4.2. In Lemma 4.2, we show that the
consistency condition is equivalent to the system of equations (36a) to (36p), and that
only eight possibly interacting terms remain.
It turns out that these possibilities for interacting terms in the potentials can not be
excluded by general arguments. In fact, interacting potentials that fulfill the consistency
condition exist, for example the ones in the following lemma.
Lemma 2.5 Let Cν and cν be constants for ν = 0, 1, 2, 3 with at least one Cν and cν
different from zero, and define x := x2 − x1. Consider the multi-time Dirac system (1)
for two particles with potentials
V1 = γ
µ
1Cµ exp
(
2iγ51cλx
λ
)
−m1γ01
V2 = γ
5
1α
ν
2cν . (14)
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1. This system is consistent, i.e. (3) holds.
2. This system is interacting.
This is proven in Section 4.3. With this example at hand, it becomes clear that we cannot
prove inconsistency of arbitrary interacting potentials. But obviously, the potential V1 in
(14) is not Lorentz invariant. Since the use of multi-time equations aims at a relativistic
formulation of quantum mechanics, it is natural to require Poincaré invariance, i.e.
Lorentz invariance and translation invariance, of the potentials. We show that the
latter excludes the former by finding that every translation invariant potential has to
be of a certain shape.
Lemma 2.6 Suppose the assumptions (A) of theorem 2.4 hold. If, in addition, the
potentials are both interacting and translation invariant, i.e. satisfy
Vk(x1, x2) = Vk(x1 + a, x2 + a) ∀a ∈ R4, (15)
then they are necessarily of the form
Vk =M1e
ck,νx
ν
+M2e
−ck,νx
ν
+ const. (16)
for some M1,M2 ∈ CK×K and ck ∈ C4, where x = x1 − x2.
A slightly stronger version of this lemma will be formulated and proven in Section 4.4.
Our main theorem 2.2 can then be proven by a simple collection of facts:
Proof of Theorem 2.2:
• First case: Ω = R4N . Suppose a system (1) with potentials Vk ∈ C1(R4N ,CK×K)
that are interacting has a solution ψ ∈ C2(R4N ,CK) for all initial values ϕ ∈
C∞c (R
3N ,CK). Consequently, by Proposition 2.3, the consistency condition (13)
has to be true for all ϕ ∈ C∞c (R3N ,CK). Then, by Lemma 2.6, if the potentials
are translation invariant, they are of the form (16), which is not Lorentz invariant.
Therefore, the potentials cannot be Poincaré invariant.
• Second case: Ω = S (N). The proof for the domain S (N) goes through as above
because the necessary lemmas were all proven for general domains that are open
and simply connected, which is true for S (N).

Under the assumptions on higher regularity of solutions, we have thus generalized the
results of Petrat and Tumulka [5] in the sense that our theorem 2.2 covers arbitrary
multiplication operators with spin-coupling. The class of potentials that are consistent
and translation invariant (equation (16)) does not contain any physically interesting
potentials, but only potentials that oscillate with the distance of the particles. That
these are not Lorentz invariant further motivates to disregard them because multi-time
equations are intended for a fully and manifest Lorentz invariant formulation of quantum
mechanics. The implications of this result for the formulation of interacting relativistic
quantum mechanics were discussed above in the introduction.
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3 Proof of the consistency condition
3.1 Proof of Proposition 2.3
Proof of Proposition 2.3: Suppose ψ ∈ C2(Ω,CK) solves the equations (1). Let
j 6= k. By the theorem of Schwarz, the time-derivatives on ψ commute, which for
X ∈ Ω gives:(
i∂tk i∂tj − i∂tj i∂tk
)
ψ = 0⇒ i∂tk (Hjψ)− i∂tj (Hkψ) = 0 (17)
⇒ Hji∂tkψ + (i∂tkVj)ψ −
(
i∂tjVk
)
ψ −Hki∂tjψ = 0 (18)
⇒
(
HjHk + (i∂tkVj)−
(
i∂tjVk
)
−HkHj
)
ψ = 0. (19)
In (17) and (19), we used that ψ solves the multi-time equations (1), and (18) follows
by the product rule. As X ∈ Ω was arbitrary, equation (3) holds on Ω, as claimed. 
Remark:
1. The assumption that the solution ψ is at least twice differentiable in the time
direction seems unproblematic because the spatial smoothness of initial data is
usually inherited in the time direction due to the nature of physically relevant
evolution equations. E.g. for the one-particle Dirac equation with smooth external
electromagnetic potential Aµ, it was proven in [24] that solutions that are smooth
on one (space-like) Cauchy surface are indeed smooth on all of R4.
2. This theorem even covers relativistic Coulomb potentials because for the domain
Ω = S (N), a potential of the form
V ∼ 1
(tk − tj)2 − |xk − xj|2 (20)
is singular only outside of S (N), which ensures that V ∈ C∞(S (N),CK×K).
3.2 Geometric view of the consistency condition
In this section, we discuss on a non-rigorous level how the results on the consistency
condition can be reformulated with the help of differential geometry (compare Section
2.3 in [5]). For each multi-time argument (t1, ..., tN ), the multi-time wave function will
be an element of the Hilbert space H = L2(R3N ,CK). We can define a vector bundle
E over the base manifold RN with identical fibres H at every point. (This is therefore
a trivial vector bundle E = RN ×H ). A multi-time wave function is then a section of
E.
A natural notion of parallel transport on E can be given by the single-time evolution
operators Uk(tk) (which would be e
−iHktk for time-independent Hk). This means that
we define a connection ∇ on E with components ∇k = ∂tk + iHk, whereby the parallel
transport in direction tk is given by Uk. Solutions of (1) are then sections that are
covariantly constant, i.e. satisfy ∇ψ = 0.
The well-definedness of solutions requires that the parallel transport along a closed curve
does not change the vector. So we need that for any loop γ, Uγ = 1. This is equivalent
to saying that the vector bundle has a trivial holonomy group, Hol(∇) = {1}. By the
theorem of Ambrose and Singer [25], the holonomy group is in direct correspondence
to the curvature form F (∇); in particular: Hol(∇) = {1} ⇔ F (∇) = 0. Therefore, the
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existence of a well-defined solution implies that ∇ is a flat curvature for E. By the
formula for calculating the curvature from the connection, this means
0 = Fij =
∂Hi
∂tj
− ∂Hj
∂ti
− i[Hi,Hj], (21)
which is the consistency condition.
4 Spin-coupling potentials
4.1 Proof of Theorem 2.4
Proof of Theorem 2.4: We start with a system (8) and evaluate the consistency con-
dition (13). Let k 6= j, then:[
iα
µ
k∂k,µ − γ0kmk − Vk, iανj ∂j,ν − γ0jmj − Vj
]
(22)
=
[
iα
µ
k∂k,µ − γ0kmk,−Vj
]
+
[
−Vk, iανj ∂j,ν − γ0jmj
]
+ [Vk, Vj ] (23)
= [Vk, Vj ] +mk
[
γ0k, Vj
]
−mj
[
γ0j , Vk
]
− i [αµk∂k,µ, Vj]+ i [ανj∂j,ν , Vk] (24)
In (23), we used that the derivatives w.r.t. different coordinates commute by Schwarz.
We consider the last term in more detail:
i
[
ανj ∂j,ν, Vk
]
= iανj ∂j,νVk − iVkανj ∂j,ν
= iανj (∂j,νVk) + iα
ν
jVk∂j,ν − iVkανj ∂j,ν
= iανj (∂j,νVk) + i
[
ανj , Vk
]
∂j,ν
= iανj (∂j,νVk) + i
3∑
a=1
[
αaj , Vk
]
∂j,a, (25)
where in the last line, the summand with ν = 0 was dropped because α0 = 1 commutes
with everything. Doing the same for the second last term yields that the consistency
condition is equivalent to
0 = [Vk, Vj ] +mk
[
γ0k , Vj
]
−mj
[
γ0j , Vk
]
−iαµk (∂k,µVj) + iανj (∂j,νVk)
−i
3∑
a=1
[αak, Vj ] ∂k,a + i
3∑
a=1
[
αaj , Vk
]
∂j,a. (26)
The derivatives in (26) are in some sense linearly independent, which is made clear in
the following auxiliary claim.
Lemma 4.1 Let U ⊆ R3N be open. Let f : U → CK be a function and suppose there
are complex K ×K-matrices Λk,j(x1, ...,xN ) such that
f(x1, ...,xN ) + N∑
k=1
3∑
j=1
Λk,j
∂
∂x
j
k

ϕ(x1, .., .xN ) = 0, ∀(x1, ...,xN ) ∈ U, (27)
holds for all ϕ ∈ C∞c (U,CK). Then, for all j and k, Λk,j(x1, ...,xN ) = 0, and f must
be the zero function.
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Proof of the Lemma: We choose some fixed k and j and show that Λk,j = 0 first.
Pick some point (x1, ...,xN ) = X ∈ U . There exists ϕ ∈ C∞c (U,CK) with the property
that ϕ(X) = 0 and ∂l,mϕ(X) = δlkδmj . Thus, evaluating (27) at the point X, we have
0 = f(X)ϕ(X) +
N∑
l=1
3∑
m=1
Λl,m(X)δlkδmj = Λk,j(X) (28)
Because all factors Λk,j are equal to zero, eq. (27) directly implies that f is the zero
function. 
Applying this lemma to the consistency condition (26), we obtain that the prefactors of
the derivative terms have to vanish separately, which means[
αaj , Vk
]
= 0, ∀k 6= j, ∀a ∈ {1, 2, 3}. (29)
This will give us the desired constraint on the matrix structures that may appear in
each Vk. We note that the following matrices form a basis of the complex 4×4 matrices
(for a proof see e.g. [26, p. 53ff.]) :
αµ, γ5αµ, γµ, γ5γµ, µ = 0, 1, 2, 3. (30)
Although the matrix Vk is a tensor product of N 4 × 4-matrices, we can disregard all
factors of the tensor product apart from the j-th to check when the condition (29) can
be satisfied. We can express Vk in the above basis and just compute all commutators of
αa with basis elements. The following list, where we omit the index j, results:[
αa, α0
]
= 0[
αa, αb
]
= 2γaγb = −2iεabcγ5αc[
αa, γ5α0
]
= 0[
αa, γ5αb
]
= (2− 2δab)γ5γbγa = 2iεabcαc[
αa, γ0
]
= −2γa[
αa, γb
]
= −2δabγ0[
αa, γ5γ0
]
= −2γ5γa[
αa, γ5γb
]
= −2δabγ5γ0. (31)
If Vk contains combinations of α
0
j = 1j and γ
5
j , the commutators in (26) vanish. But the
commutators with all other elements of the basis give non-zero and linearly independent
matrices, which implies that other matrices cannot be present in Vk in order for condition
(29) to be fulfilled. 
4.2 Basis decomposition
By theorem 2.4, the consistency condition implies that Vk only depends on the spin of
the j-th particle via the identity matrix or γ5j . Therefore, we can expand the potentials
as
V1 = 12V11 + γ
5
2V15,
V2 = 11V21 + γ
5
1V25. (32)
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In the terms Vi1 and Vi5, all matrices depending on the i-th spin index may appear in
principle, so we have
V11 = α
µ
1W1,µ + γ
5
1α
µ
1Y1,µ + γ
µ
1Aµ + γ
5
1γ
µ
1Bµ
V15 = α
µ
1X1,µ + γ
5
1α
µ
1Z1,µ + γ
µ
1Cµ + γ
5
1γ
µ
1Dµ
V21 = α
ν
2W2,ν + γ
5
2α
ν
2X2,ν + γ
ν
2Eν + γ
5
2γ
ν
2Fν
V25 = α
ν
2Y2,ν + γ
5
2α
ν
2Z2,ν + γ
ν
2Gν + γ
5
2γ
ν
2Hν , (33)
where A0, Bk, C0,Dk, E0, Fk, G0,Hk,Wi,µ,Xi,µ, Yi,µ, Zi,µ are arbitrary real scalar func-
tions and Ak, B0, Ck,D0, Ek, F0, Gk,H0 are arbitrary functions with purely imaginary
values, such that the potentials are self-adjoint. It will soon become understandable
why this nomenclature makes sense, especially what W1,X1, Y1, Z1 have to do with
W2,X2, Y2, Z2.
Lemma 4.2 Consider a multi-time system (1) for two particles for which the assump-
tion (A) of Theorem 2.4 holds. Then the potentials can be expanded as
V1 = γ
µ
1Aµ + γ
5
1γ
µ
1Bµ + γ
5
2
(
γ
µ
1Cµ + γ
5
1γ
µ
1Dµ
)
+ V1,ext (34)
V2 = γ
ν
2Eν + γ
5
2γ
ν
2Fν + γ
5
1
(
γν2Gν + γ
5
2γ
ν
2Hν
)
+ V2,ext (35)
where Vi,ext is not interacting and the functions Aµ to Hµ, µ = 0, 1, 2, 3, are scalars.
Furthermore, the consistency condition is equivalent to the following system of equations:
∂1,µW2,ν = ∂2,νW1,µ (36a)
∂1,µX2,ν = ∂2,νX1,µ (36b)
∂1,µY2,ν = ∂2,νY1,µ (36c)
∂1,µZ2,ν = ∂2,νZ1,µ (36d)
BµY2,ν +DµZ2,ν =
i
2∂2,νAµ (36e)
(m1δ0µ +Aµ)Y2,ν +CµZ2,ν =
i
2∂2,νBµ (36f)
−BµZ2,ν −DµY2,ν = i2∂2,νCµ (36g)
−(m1δ0µ +Aµ)Z2,ν − CµY2,ν = i2∂2,νDµ (36h)
FνX1,µ +HνZ1,µ =
i
2∂1,µEν (36i)
(m2δ0ν +Eν)X1,µ +GνZ1,µ =
i
2∂1,µFν (36j)
−FνZ1,µ −HνX1,µ = i2∂1,µGν (36k)
−(m2δ0ν +Eν)Z1,µ −GνX1,µ = i2∂1,µHν (36l)
BµGν = CµFν (36m)
BµHν = Cµ(m2δ0ν + Eν) (36n)
(m1δ0µ +Aµ)Gν = DµFν (36o)
(m1δ0µ +Aµ)Hν = Dµ(m2δ0ν + Eν) (36p)
Proof of Lemma 4.2: Having used Theorem 2.4 already and expanded the potentials
as in (33), we now evaluate the missing part of the consistency condition:
0
!
= [Vk, Vj ] +mk
[
γ0k , Vj
]
−mj
[
γ0j , Vk
]
− iαµk∂k,µVj + iαµj ∂j,µVk (37)
We have
m1
[
γ01 , V2
]
= 2m1γ
0
1γ
5
1V25,
m2
[
γ02 , V1
]
= 2m2γ
0
2γ
5
2V15, (38)
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and
[V1, V2] =
[
V11, γ
5
1
]
V25 +
[
γ52 , V21
]
V15 +
[
V15γ
5
2 , γ
5
1V25
]
=
(
−2γ51γµ1Aµ − 2γµ1Bµ
)
V25
+
(
2γ52γ
ν
2Eν + 2γ
ν
2Fν
)
V15
+ 2αµ1γ
5
1X1,µ
(
γ52γ
ν
2Gν + γ
ν
2Hν
)
+ 2αµ1Z1,µ
(
γ52γ
ν
2Gν + γ
ν
2Hν
)
+ 2γµ1 γ
5
1Cµ
(
γ52α
ν
2Yν,2 + α
ν
2Z2,ν
)
− 2γµ1Dµ
(
γ52α
ν
2Yν,2 + α
ν
2Z2,ν
)
. (39)
The derivative terms are
− iαµ1∂1,µV21 − iαµ1γ51∂1,µV25 + iαν2∂2,νV11 + iαν2γ52∂2,νV15. (40)
As the 16 matrices in (30) are linearly independent, their tensor products give us
162 = 256 linearly independent matrices that appear in the consistency condition. Their
respective prefactors have to vanish separately. This gives the following table, in which
every of the 16 cells stands for 16 terms (for µ, ν = 0, 1, 2, 3) that have to vanish.
⊗ αν2 γ52αν2 γν2 γ52γν2
α
µ
1
−i∂1,µW2,ν +
i∂2,νW1,µ
−i∂1,µX2,ν +
i∂2,νX1,µ
2FνX1,µ +
2HνZ1,µ −
i∂1,µEν
(2m2δ0ν +
2Eν)X1,µ +
2GνZ1,µ−i∂1,µFν
γ51α
µ
1
−i∂1,µY2,ν +
i∂2,νY1,µ
−i∂1,µZ2,ν +
i∂2,νZ1,µ
2FνZ1,µ +
2HνX1,µ +
i∂1,µGν
(2m2δ0ν +
2Eν)Z1,µ +
2GνX1,µ +
i∂1,µHν
γ
µ
1
−2BµY2,ν −
2DµZ2,ν +
i∂2,νAµ
−2BµZ2,ν −
2DµY2,ν−i∂2,νCµ
−2BµGν +
2CµFν
−2BµHν +
2EνCµ +
2m2Cµδ0ν
γ51γ
µ
1
−(2m1δ0µ +
2Aµ)Y2,ν −
2CµZ2,ν+i∂2,νBµ
−(2m1δ0µ +
2Aµ)Z2,ν −
2CµY2,ν−i∂2,νDµ
−(2m1δµ0 +
2Aµ)Gν +
2DµFν
−(2Aµ +
2m1δ0µ)Hν +
(2m2δ0ν +
2Eν)Dµ
Setting every entry of this table equal to zero gives the required system of equations
(36a)–(36p).
It remains to show that the potentials can be expanded as in (34), (35). Let us add up
equations (36a) to (36d) with the respective matrices, factorizing αµ1α
ν
2 , which leads to
− ∂1,µW2,ν + ∂2,νW1,µ + γ52 (−∂1,µX2,ν + ∂2,νX1,µ)
+ γ51 (−∂1,µY2,ν + ∂2,νY1,µ) + γ51γ52 (−∂1,µZ2,ν + ∂2,νZ1,µ) = 0. (41)
The names we gave to the terms in the potential are suited to make the symmetry of
this equation visible. Defining
fj,µ :=Wj,µ + γ
5
2Xj,µ + γ
5
1Yj,µ + γ
5
1γ
5
2Zj,µ, (42)
equation (41) becomes
∂1,µf2,ν = ∂2,νf1,µ. (43)
Then, we adapt the argument of Petrat and Tumulka [5, p. 34]: Define
gj,µν = ∂j,µfj,ν − ∂j,νfj,µ. (44)
For i 6= j, we have
∂i,λgj,µν = ∂j,µ∂i,λfj,ν − ∂j,ν∂i,λfj,µ = ∂j,µ∂j,νfi,λ − ∂j,ν∂j,µfi,λ = 0. (45)
This implies that gj,µν is a function of xj only. Define for arbitrary fixed x˜1, x˜2 the
function f˜j,µ(xj) := fj,µ(xj , x˜i) and hj,µ(x1, x2) := fj,µ(x1, x2) − f˜j,µ(xj). Since (45)
implies
gj,µν = ∂j,µfj,ν − ∂j,νfj,µ = ∂j,µf˜j,ν − ∂j,ν f˜j,µ, (46)
we have
∂j,µhj,ν − ∂j,νhj,µ = 0, j = 1, 2. (47)
Moreover, eq. (43) gives us
∂1,µh2,ν − ∂2,νh1,µ = 0. (48)
These two equations together form the integrability condition, from which it follows that
a self-adjoint matrix-valued function M(x1, x2) exists such that hj,µ = ∂j,µM(x1, x2),
i.e.
fj,µ(x1, x2) = ∂j,µM(x1, x2) + f˜j,µ(xj). (49)
Therefore, the unitary map eiM(x1,x2) maps the potential fj to the purely external
potential f˜j, which shows that fj is not interacting according to our definition.
The generalization to the case where the consistency condition only holds on S (N) works
exactly like in [5, p. 35]. 
4.3 A consistent example
As a side remark before we prove Lemma 2.5, note that the connection of the consistent
potential with the above basis decomposition is more easily visible if the potential is
rewritten as V1 = −iγµ1Cµ sin(2cνxν) + γ51γµ1Cµ cos(2cνxν)−m1γ01 .
Proof of Lemma 2.5:
1. We have to evaluate the consistency condition[
iα
µ
1∂1,µ −m1γ01 − γµ1Cµ exp
(
2iγ51cλx
λ
)
+m1γ
0
1 , iα
ν
2∂2,ν −m2γ02 − γ51αν2cν
]
= 0
⇐⇒ −
[
γ
µ
1Cµ exp
(
2iγ51cλx
λ
)
, iαν2∂2,ν
]
+
[
γ
µ
1Cµ exp
(
2iγ51cλx
λ
)
, γ51α
ν
2cν
]
= 0
⇐⇒ γµ1Cµαν2
(
i∂2,ν exp
(
2iγ51cλx
λ
)
+ 2γ51cν exp
(
2iγ51cλx
λ
))
= 0,
which is indeed true. Note that in the case at hand the consistency condition is
satisfied identically, not only applied to certain functions.
2. Now we assume (for a contradiction) that there is a gauge transformation U(x1, x2) :
C
K → CK that yields non-interacting potentials. Such a map can be written as
U(x1, x2) = e
iM(x1,x2) with a self-adjoint K ×K-matrix M . We define the trans-
formed quantities
ψ˜ := Uψ, γ˜µ := UγµU †. (50)
If ψ is a solution of the system (1), it follows that ψ˜ satisfies
(iα˜µk∂k,µ − γ˜0kmk)ψ˜ = V˜kψ˜ − α˜µk(∂k,µM˜)ψ˜, (51)
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where V˜ and M˜ stand for the same expressions as V andM , but with all appearing
matrices replaced by the ones with a tilde1. Therefore, the condition that the
transformed potential only depends on xk amounts to the requirement that
Vk(x1, x2)− αµk∂k,µM(x1, x2) (52)
is in fact only a matrix-valued function of xk, so its derivative with respect to
another coordinate has to vanish. Using that V2 is constant, this implies the
following two equations:
∂1,λα
µ
2∂2,µM(x1, x2) = 0 (53)
∂2,δα
ν
1∂1,νM(x1, x2) = cδ2iγ
5
1γ
µ
1Cµ exp
(
2iγ51cνx
ν
)
(54)
Now consider the contraction
αλ1α
δ
2∂1,λ∂2,δM(x1, x2)
= αλ1
(
αδ2∂1,λ∂2,δM(x1, x2)
)
= 0
= αδ2
(
αλ1∂1,λ∂2,δM(x1, x2)
)
= αδ2cδ2iγ
5
1γ
µ
1Cµ exp
(
2iγ51cνx
ν
)
(55)
where we have used, after different regrouping of the summands, equation (53)
in the second line and (54) in the third line. This is a contradiction because the
Cµ, cµ are not all zero. Hence, a matrix M with the required properties does not
exist. We have therefore proven that the potential is not gauge-equivalent to a
non-interacting one, so it is interacting. 
4.4 Classification of consistent potentials
Instead of proving lemma 2.6 directly, we give a slightly stronger reformulation that
implies it, but uses the basis decomposition discussed in Section 4.2.
Lemma 4.3 Suppose the consistency condition is fulfilled (in the sense of (A) in the-
orem 2.4) for a two-particle Dirac system (1) for which the gauge transformation which
makes Wi,Xi, Yi, Zi purely external has already taken place. If the potentials are trans-
lation invariant, i.e. satisfy
Vi(x1, x2) = Vi(x1 + a, x2 + a) ∀a ∈ R4, (56)
then all terms Aµ, ...,Hµ in the potentials are necessarily of the form
C1 · eci,νxν +C2 · e−ci,νxν (57)
for some C1, C2 ∈ C and ci ∈ C4, where x = x1 − x2. In the case of A0 and E0, a
constant term −m1 resp. −m2 is added.
Proof of Lemma 4.3 After the gauge transformation, Wi,Xi, Yi and Zi are functions
of xi only. If we assume that the potentials are translation invariant, it follows that
these functions have to be constants. Therefore, we can derive second order differential
equations for the functions A toH. We show the steps for Bµ andDµ, the other cases are
analogous. Since Vk ∈ C1(Ω,CK×K), every scalar function Aµ, Bµ, ...,Hµ,Wi,µ, ..., Zi,µ
in the potentials has to be continuously differentiable. Equations (36e) to (36l) imply
1Since the gamma matrices are always only defined up to a similarity transformation, the tildes do
not really matter and can basically be omitted. Note that a gauge transformation just refers to a (local)
change of coordinates in the spinor space.
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that the terms A to H are in fact two times continuously differentiable, because the first
derivatives are expressible as a sum of continuously differentiable functions.
Therefore, we may differentiate equation (36f) once more. Inserting (36e) and (36g), we
obtain
1
4
∂2,ν∂2,λBµ = (Z2,λZ2,ν − Y2,λY2,ν)Bµ + (Y2,νZ2,λ − Y2,λZ2,ν)Dµ. (58)
Similarly for Dµ:
1
4
∂2,ν∂2,λDµ = (Z2,λZ2,ν − Y2,λY2,ν)Dµ + (Y2,νZ2,λ − Y2,λZ2,ν)Bµ (59)
Although the derivatives ∂2,ν and ∂2,λ need to commute, the right hand side of these
equations is apparently not invariant under exchange of ν and λ. This implies that
Bµ = Dµ = 0 ∨ Y2,νZ2,λ − Y2,λZ2,ν = 0. (60)
In the first case, we are already done (the potentials are of the desired form, with the
constants being equal to zero). So we go on with the second case, where the differential
equation becomes
∂2,ν∂2,λBµ = 4(Z2,λZ2,ν − Y2,λY2,ν)Bµ, (61)
and the same for Dµ. Using Y2,νZ2,λ = Y2,λZ2,ν , it can be rewritten as
∂2,ν∂2,λBµ = 2
√
Z22,ν − Y 22,ν · 2
√
Z22,λ − Y 22,λ ·Bµ. (62)
The square root is also defined for negative radicand as
√
x := i
√|x|. This has the
general solution
Bµ = C
+
µ exp
(
2
√
Z22,α − Y 22,αxα2
)
+ C−µ exp
(
−2
√
Z22,α − Y 22,αxα2
)
, (63)
with free constants C±µ that may depend on x1. Since the potential must be translation
independent, the constants must be such that Bµ has the form (57).
We thus have the required form for B and D, and the other terms work analogously.
In the case of A and E, one should derive the differential equations for the functions
(m1δ0µ +Aµ) and (m2δ0ν + Eν) instead. Then, the consistency condition poses several
additional constraints, eqs. (36m)–(36p) amongst others, that were not considered so
far. But we will not elucidate on that because we only want to show that the form (57)
is necessary. 
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