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Procedures for handling statistical problems with 
nuisance parameters are considered with special ref-
erence to problems in the three parameter generalized 
gamma distribution. Maximum likelihood estimation of 
the parameters of this density has been investigated. 
Properties of these estimates are established which 
ii 
make it possible to make inferences about the p8rameters. 
Discrimination between various models for life testing 
problems is discussed and the robustness of the Weibull 
model is advanced. The question of the existence of 
the maximum likelihood estimates of the parameters for 
all samples is raised. Empiric evidence is presented 
indicating that they may not exist for all small samples. 
iii 
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I INTRODUCTION AND REVIEW OF TilE LITERATURE 
Stacy [l] presented a generalization of the two para-
meter gamma distribution: 
f(x; a,d) = l d xd-1 e-x/a, 
r(d)a a,d>O, x>O 
by supplying a positive power parameter as an exponent of 
the exponential factor. He then studied properties of the 
resulting three parameter generalized gamma distribution 
with density given by: 




This family of distributions includes many well known 
distributions as special cases, such as the gamma, the ex-
ponential, the Weibull,and the half-normal distributions. 
Parr and Webster [2] suggested that the generalized 
gamma distribution can be of great use in the study of life 
distributions. The RADC Reliability Notebook [3] states 
" ... the heart of the reliability problem is that no distri-
bution can be safely assumed." Since the generalized gamma 
distribution includes the exponential, the gamma, and the 
Weibull distributions, which are commonly used in life testing 
problems, Parr and Webster assumed in their paper that this 
density correctly describes the failure density of a unit. 
Using the asymptotic distribution of the maximum likelihood 
estimators they developed a method for rejecting (with a 
known probability of false rejection) the Weibull and (or) 
the exponential densities when they do not appear to describe 
the failure density of a unit. They give the asymptotic 
2 
distribution of the maximum likelihood estimators of the 
parameters d and b. 
Stacy and Mirharn [4] have reparameterized the density 
by letting k = d/b and have allowance for the power para-
meter b to be negative. This density is given by: 
f(x ·a k b) = rffi-a x bk-1 e -(x)b 0 0 
' ' ' bk a ' x> ,a,k> , r k a b ri 0 
In addition to studying basic properties of the distribution 
they considered the estimation of the parameter a by the method 
of moments, maximum likelihood, and minimum variance, the 
other parameters being considered known. 
Bain and Weeks [5] developed one sided tolerance limits 
with one parameter at a time being unknown. 
Harter [6] further generalized the density by the 
addition of a location parameter. He then formulated an 
iterative procedure for maximum likelihood estimation from 
complete and censored samples for the four-parameter gener-
alized gamma distribution. In [7] he gives tables for the 
asymptotic variances and covariances of the maximum likelihood 
estimates. 
This work will deal with the three parameter density 
given by: 





a, b , k> 0 , x::_ 0 
Some special cases of this density are the following: 
1) k = l The two parameter Weibull 
2) k = b = l The one parameter exponential 
3) b = 1 The two parameter gamma. 
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The cumulative distribution function is ~ivon by: 
F(x; a,k,b) = rw(k)/r(k) 
where w = (x/a)b and rw(k) is the incomplete gamma function 
with arguments as indicated. 
Since the generalized gamma distribution contains as 
special cases distributions which are commonly used in life 
testing problems, it appears reasonable to assume, as did 
Parr and Webster, that the generalized gamma distribution is 
sufficiently general to describe the failure density of a 
unit in a life testing problem. This thesis will consider 
various problems of testing hypotheses about the parameters 
of the generalized gamma distribution. To a large extent 
these problems will be concerned with discriminating be-
tween the simpler models contained within the density and 
determining when the simpler models are not adequate. For 
example, rejection of the hypothesis 
would mean that, at some prescribed significance level, the 
Weibull model is not suitable. 
Drawing inferences in the generalized gamma distribution 
is difficult for two basic reasons. The first is due to the 
problem of drawing inferences about only some of the para-
meters with the other parameters unknown. This general 
problem will be treated from several viewpoints with spe-
cific application being made to the generalized gamma distri-
bution. The second reason is due to the natural complexity 
of the density function. The distributions of test 
statistics which are intractable mathematically, will 
be approximated by empirical results from Monte Carlo 
studies. 
4 
Finally a study will be made of the effect of choosing 
an incorrect model for the probability distribution of a 
life testing model. This study will examine, in particular, 
the effect of the choice of the model on the estimation of 
reliability. 
II STATISTICAL PROBLEMS WITH NUISANCE PARAMETERS 
A. Introduction. 
The survey of the literature presented in the first 
chapter indicates that very little has been done with 
5 
regards to drawing inferences with more than one parameter 
unknown in the generalized gamma distribution. A reason 
why this is so is the difficulty encountered when attempt-
ing to draw inferences about a subset of the parameters of 
the density, with the other parameters unknown. Hotelling [8] 
has called these remaining unknown parameters "nuisance 
parameters". The Behrens-Fisher problem of drawing an 
inference about the means of two normal populations with 
the variances unknown is a prime example of problems of 
this type. 
Linnik[8] has treated these problems from a very 
theoretical point of view; certain optimal procedures 
are contained in his discussion, but they are either 
too complex to be used practically or else are not 
applicable to the case being considered herein. In this 
chapter several methods of attempting to deal with this 
problem will be presented with specific application to 
problems regarding the generalized gamma distribution. 
B. The Concept of Sufficiency With Nuisance Parameters. 
An approach to the problem of drawing an inference 
about a parameter in the presence of one nuisance parameter 
is to obtain a statistic which has a known distribution that 
6 
depends only on the parameter of interest and not on the 
nuisance parameter. This statistic could then be used to 
make inferences about the desired parameters. However, 
there is usually a class of such statistics available and 
the problem is to find in this class an optimal statistic 
which contains all the information about the unknown para-
meter of interest. 
Fraser [9] has posed an extension of the concept of 
sufficiency to the nuisance parameter case. His concept 
is however, not too widely applicable. Another extension 
of the concept is presented through the following definitions: 
Definition 1. , xk denote a random 
sample from a population with density f(x;a,b). A 
statistic T = ttx 1 , x 2 , ... ,xk) is said to be a per-
missible (a) statistic if the distribution of T de-
pends only on a. 
Definition 2. Let x 1 , x 2 , , xk denote a random 
sample from the density f(x;a,b). Then a permissible 
(a) statistic T is said to be sufficient (a) if T is 
sufficient for a in the usual sense of sufficiency, 
relative to the class of permissible (a) statistics. 
A sufficient (a) statistic thus possesses desirable pro-
perties and should be a good statistic to use in making 
inferences about a. 
c. An Example. 
For an example of this concept of sufficiency consider 
the two parameter gamma density. Suppose x 1 , x 2 , 
is a random sample from the density 
X 
n 
f(x;a,k) l = 
r(k)ak 
k-1 X -x/a e 
'7 
a,k,x>O, 
Suppose further that a statistic which is sufficient (k) is 
desired. Since the nuisance parameter a is a scale para-
meter, ratios of observations will be permissible statistics. 
Consider the transformation: 
n n 
y, = X, 
l l 
I z: x. , i = l, 2 , ... , n-1; 
i=1 l 
z = Z: X 
i=l i 
with inverse transformation given by 
X. = Y. z, i = l, 2, 
l l 
whose Jacobian is n-1 z . 
... , n-1; X = Z ( l 
n 
The joint density of y1 , y 2 , ... , Yn-l' z is then 
given by 
where 0 <y.< 1 
l 
Y n -1 ' z ) = (r ( ~ ) a k)n(~; l Y i ( 1- ~ ~ l 
7 l=l l=l 
n-1 
i = l,2, .. :n-l and 0< z: Y. < l 
i=1 l 
~k-1 nk-1 -z/a Yi} z e 
and 0 < z < oo, Since z is independent of the yi (see 
Linnik [8]), the joint density of y1 , y 2 , ... , Yn-l is 
obtained by integration. 
g Yl' Y2' · · · ,yn-1 [r(k) Jn 'l! y. (1- z: Y.) ( ) = r(nk) (n-1 n-1 )k-1 
i=l l i=l l 
where 0 < yi < l 
n-1 
i = l, 2, ... , n-1; 0 < z: y i < l. 
i=l 
Thus theY. are indeed permissible (k) statistics. 
l 
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Furthermore if U = u(x 1 , x 2 , ... ,xn) is any permissible 
(k) statistic, it follows from a theorem by Basu given in 
Hogg and Craig [10] that U is stochastically independent 
of z,which is a complete sufficient statistic for a for any 
known value of k. 
Thus the distribution of U = u(x 1 , x 2 , ... ,xn) = 
n-1 
u(·y 1 z, y 2z, ... ,ynz) (where Yn = l- I yi) is independent 
i=l 
of Z. If we let z = l, the distribution of U=u(x 1 , x 2 , ... ,xn) 
is the same as the distribution of u(y 1 , y 2 , ... ,yn) so 
that attention may be restricted to functions of the yi. 
It can be seen that by applying the Neyman factori-
zation criterion the statistic 
n-1 n-1 
S(yl, Y2, · · · ,yn) = n ( ( l -I Yi) 'IT Yi)l/n 
i=l i=l 
is sufficient for k in the joint density of 
f(yl, Y2' · · ·' Yn-1; k) 
and is thus sufficient (k). In terms of the original 





which is the ratio of the geometric mean to the arithmetic 
mean. 
In a succeeding chapter this statistic will be dis-
cussed further with application to problems in the general-
ized gamma distribution. 
D. Invariant Sufficiency and Stein's Theorem. 
Hall, Wijsman, and Ghosh [11] have taken another 
approach to generalizing the concept of sufficiency with 
9 
the concept of invariant sufficiency. In this ~ection the 
concept will be generally described and its relation to 
sufficiency in the presence of nuisance parameters indicated. 
The following two definitions are essential to the 
development: 
Definition 1. Let G be a group of 1-l continuous 
transformations of a set X onto itself. A function 
t defined on X is said to be invariant on X under G 
if t( g(x)) = t(x) for all x in X and all gin G. 
Definition 2. A function t defined on X is said to 
be a maximal invariant function on X under G if it 
is invariant and if t(x) = t(x') implies that there 
exists aginG such that x = g(x'). 
Rather than using permissible statistics as defined 
previously, the concept of invariant sufficiency utilizes 
statistics which are invariant under some group G of trans-
formations on the sample space which leaves the family of 
densities unchanged. This group of transformations induces 
a group G on the parameter space. A theorem in Lehmann 
[12] states that any statistic which is invariant under G 
has the property that its distribution depends only on a 
function y of the parameters which is a maximal invariant 
function on the parameter space under G. An invariant 
10 
sufficient statistic is then defined as a statistic which is 
invariant under G and which is sufficient for y relative to 
the class of invariant statistics. Loosely speaking sufficient 
statistics may be used instead of the entire sample without 
loss of information about the parameters. An invariant 
sufficient statistic may be used instead of the entire 
sample without loss of information about y. 
If for the density f(x; a,b) it is possible to define a 
group G of transformations such that a maximal invariant 
function of the parameter space under the induced group G 
is defined by 
y(a,b) = a 
we have from the result given by Lehmann that a statistic 
which is invariant under G is also a permissible (a) 
statistic. Under certain general conditions it may also be 
shown that a permissible (a) statistic is invariant under G, 
and that the two concepts are equivalent. 
The added utility in the concept of invariant sufficiency 
follows from the theorem due to Stein presented in [11], 
which states that under certain assumptions, if t 1 and t 2 
are jointly sufficient for a and b, and if u(t 1 , t 2 ) is a 
maximal invariant on the space of the sufficient statistics 
under the group Gt of transformations induced by G on that 
space, then u(t1 , t 2 ) is invariantly sufficient for y (a,b). 
Hence an entirely different route has been presented for 
arriving at an optimal statistic. 
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E. An Example. 
To illustrate the concept of invariant sufficiency, an 
invariant sufficient statistic for k in the two parameter 
gamma distribution will be obtained. The resulting statistic 
will be the same one obtained in section III, but it is hoped 
that the example will serve to illustrate the procedure made 
available by Stein's Theorem. 
To follow the route of Stein's Theorem it is necessary 
that joint sufficient statistics exist for a and k and that 
there exist a group of transformations on the sample space 
such that a maximal invariant function y on the parameter 
space under the induced group G is given by y (a,k) = k. 
Applying the Neyman factorization criterion it is seen 
that 
are jointly sufficient for a and k. 
Let G = { g: g(x) = hx, h>O } . Each g in G induces a 
transformation g on the parameter space defined by 
g(a,k) = (ha,k). 
Under this transformation 
P(a,k) ( g(x) < c) = Pg (a,k) ( x < c) 
for all c, where ~~ 0 ) denotes the probability with the 
V'-'1' 2 
density with parameters 01 and 0 2 . This equality holds since 
12 
c/h c 
p(a,k)[g(x)<c] ~ k-1 1 ) = J l x e-x a 1 
0 r(k)ak dx= 0 r(k)(ha)k 
k-1 -x/ha 
x e dx 
= pg(a,k)[x<c] 
Thus the group G leaves the family of densities unchanged. 
Let y(a,k) = k. Now y is a maximal invariant on the 
parameter space under G for 
y[ (g(a,k))] = y[ (ha,k)] = k = y( a,k) , and 
if y (a,k) = y (a' ,k') then k = k'; let g* (x) = (a'/a) x; 
then g* (a,k) =(a' ,k) = (a',k') so there does exist a 
mapping in G such that g* (a,k) == (a' ,k') whenever 
y (a,k) = y(a',k'). 
Hence the second requirement for the application of 
Stein's Theorem has also been satisfied and an invariant 
sufficient statistic for k may be found by finding a max-
imal invariant function on the space of the sufficient 
statistics under the group of transformations induced on 
that space by G. 
Under certain assumptions that hold in all cases of 
interest known to Hall, Wijsman, and Ghosh, G induces a 
group Gt of transformations on T x T the space of suff-
1 2' 
icient statistics t 1 and t 2 , where gt' an element of Gt is 
defined by 
13 
= { t 1 [ g (X 1 ) ' g (X 2 ) ' • • • 'g (X n) J ' t 2 [ g (X 1) ' g (X 2) ' • • • 'g (X n) ]} 
In the case being studied u(t 1 ,t 2 ) = t 1 1 t 2 is a maximal 
invariant of T1 x T2 under Gt for 
U ( gt ( t 1' t 2) ) = t 1 ( g (X 1) 'g (X 2) ' • • • 'g (X n) ) 
t2(g(xl) ,g(x2) ' ... ,g(xn)) 
n 
= 'II (hx. ) 
i=l l 
n 
L: ( hx. ) 
i=l l 
n 
= ('II x. )lin 
i=l l 
n 




and if u(t 1 , t 2 ) = u(t 1 ', t 2 ') then t 11t 2 = t 1 '1 t 2 ' and 
so there exists h* such that t 1 ' = h*t 1 and t 2 ' = h* t 2 . 
so there does exist a mapping in Gt such that 
Thus by Stein's Theorem u(t 1 , t 2 ) 
n 
= ( 'llx{lln 
i=l 
14 
is invariantly sufficient for y (a,k) = k. 
F. Pivotal Functions. 
Another approach for handling problems with nuisance 
parameters is through pivotal functions. A pivotal function 
is a function of a statistic and the parameter of interest 
which is distributed independently of all parameters. 
Thus, for the family of normal distributions, ns 2/ cr2 
is a pivotal function; here s2 is the sample variance and 
cr 2 is the population variance. In densities where the 
parameters are location and scale parameters a and b 
respectively, Antle and Bain [13] have shown that o/b, 
(~ - a)/b, and (a - a)/B are distributed independently 
of the parameters, where a and B denote the maximum 
liklihood estimators of a and b. An additional result 
given by them asserts that for a non-negative random 
variable whose distribution is of the form 
P(y) = K( (y/a)b), a>O, b>O 
then D/b, A 6 (a/a) , and (a/a) bare pivotal functions. This 
approach will also be used in dealing with the general-
ized gamma distribution. 
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III MATHEMATICAL PRELIMINARIES 
A. Basic Properties· 
In this section certain basic properties of the 
generalized gamma distribution 
f(x; a,k,b) = b bkxbk-le-(X)b 
r(k)a a 1 
which were developed by Stacy and Mirham [4] are pre-
sented. If the random variable x has the density 1, 
then the random variable w = (x/a)b has a density which is 
independent of a and b, namely 
1 k - 1 -w 
f(x;k) = r(k) w e 
The rth moment of x is given by: 
E (xr) = arr (bk + r) 
b 
r (k) for r > -bk 
= "" , otherwise. 
Furthermore, where w is defined as above, it may be seen that 
E{log w) = ljJ (k) 
E[(log w) 2 ] = l}J' (k) + [l}J(k)]2 
where l}J(y) = d 
dy 
log r (y) and lJJ' (y) = dl}J(y) 
dy 
B. Properties of the Maximum Likelihood Estimates of the 
Parameters. 
---
If x 1 , x 2 , ... ,xn is a random sample from the density 
1, the likelihood function is given by 




and the logarithm of the likelihood function is 
16 
L = L(x1 , x 2 , ... ,xn) = n log b- nbklog a-n log r(k) 
n n 
+ (bk-1) E log xi - E (x 1 /a)b. 
i=l i=l 
The maximum likelihood estimates of the parameters are then 
obtained by solving the system of equations obtained by set-
ting the partials of L with respect to a, b, and k equal 
to zero. The maximum likelihood estimates will be de-
noted by a, b, and k and must satisfy the following system 
of equations: 
n (xi)6 




-n + k E log 
s i=l 
n 





log (xi) = 0 
a 
log X• 0 l= 
a. 
The following result gives distributional properties of 
functions of the maximum likelihood estimates similar to 
that discussed in the section on pivotal functions. 
THEOREM 1. 
The functions "' "' "' b k, b/b, and (a/a) are distributed 
independently of the parameters a and b. 
Proof: Equation 2 may be rewritten as 
-nR + .E (:i/a)b = 0 n ( )b/b 
1=l (a/a)b 
and letting wi = (xi/a)b 






Equation 3 may be rewritten after multiplying through by 
b as 




and letting wi be defined as before 
n wi 
n ~ 16/b _n + H: E log - L: W· (5/b) i=l (a/a)b i=l (a~a)b 
Similarly equation 4 may be rewritten 
n 
-n ~ ·(K)·+ b E log 
b i=l 
and in terms of the w. becomes 
l 
n 






Since the distribution of the w. depends only on k it 
l 
follows that the distribution of K, 6/b, and (a/a)b 
does not depend on a and b. 
,.. 
= 0 
Corollary. (a/a)b is distributed independently of a 
and b. 
Proof: From equation 2 
" 
n 
a_b = L: 6 
i=l xi 
nK 






But the (xi/a)b are distributed independent of a and b 
" " 
and by the theorem b/b and k are distributed independent 
of a and b, and the desired result is obtained. 
" " Let bh and ah denote the solution of the following 
system of equations: 
n 






Since these equations may be rewritten as were 2 and 3 
the following result is established. 
THEOREM 2. 
For samples from the density 1, the distribu-
tions of 6h/b, ~&h/a)b, and c&h/a) 6 h do not depend 
on a and b. It should be noted that if k is known 
in the density 1, then &k and 6k are the maximum 
likelihood estimates of a and b in that density. 
Equation 5 may be solved for ah and substituted into 
equation 6 yielding the following system: 
n n 6h n log nh log 
bh + 
















C. Numerical Solution For a, b, k. 
The maximum likelihood estimates of ~' 6, and ~ are 
obtained by solving the system of equations denoted by 
2, 3, and 4 of the preceding section. Equation 2 may 
be solved for a, yielding 
a = a(K,o) 
A If this expression for a is substituted into equation 3 
the resulting equation is linear in K and may be solved 
for ~: 
~ = K( 6) = l 
b[~ log xi_ ~xi6 log xi] 
n ~x·6 l 
A A 
When these expressions for a and k are substituted into 
A 
equation 4, an equation in the single unknown b results, 
and the problem is reduced to solving the equation 
H(6) A = 0 for b where 
H(b) = -~(k) + b ~log xi - log ([xib) + log nk 
n 
A 
and k is given as above. 
The function H(b) was tabled for 50 samples of size 
50 generated with a = l, b = l, and k = 2. Out of 50 
samples studied, 45 times the graph of H(b) was sub-
stantially of the form pictured in figure l. 
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Figure 1. Graph of H(b); Case I 
There was one zero of the function H(6) at b 0 . As 6 
approached zero, H(6) also became very close to zero. 
An examination of the likelihood function showed that a 
maximum did occur at a= a(k,bo), b=bo, k = k(bo). 
However in the r~maining samples studied the graph 
of H(b) was of the followi·ng form. 




In these cases it was not possible to determine if H(b) 
had a zero or not. The study was complicated in that as 
A 
b approaches zero, k becomes quite large. In one such 
sample when b was .1, k = 189.2 and H(b) = .00001. For 
these samples the likelihood function was also observed 
in the following manner. A value was assigned to k and 
values of aK and bR were obtained which yielded a max-
imum of the likelihood function for k = k. The maximum 
values of the likelihood function were then computed for 
increasing values of k. As k advanced from 5 to 85, the 
likelihood function showed a slow but constant increase. 
Thus the study did not completely answer the ques-
tion as to whether the maximum likelihood estimates 
actually exist for such a sample or not. It did indicate 
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that if the likelihood function does have a maximum value, 
K must be at least 85 in the one sample mentioned when 
the true value of k was 2. It was observed that the sam-
ples which produced an H(o) that behaved as pictured in 
Figure 2, were samples in which the value of E log xi I n 
was somewhat less than its expected value. It was expected 
that this problem would occur less frequently with larger 
values of n and this was borne out in an empirical study. 
Difficulty in obtaining the maximum likelihood 
estimates has also been reported by R. K. Wysocki [14] 
who indicated that there were unexplainable pathologies 
in the surface generated by the partial derivatives of the 
log-likelihood function. 
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When H(b) behaves as pictured in Figure 1, the equation 
may be solved by a simple search procedure. Difficulty was 
encountered with the Newton-Raphson method as this procedure 
frequently converged towards b = 0. 
D. Numerical Solution for ak, bk. 
Thoman, Bain, and Antle [15] have considered in great 
detail the maximum likelihood estimates of the parameters 
of the two-parameter Weibull distribution 
f(x;a,b) = b xb-1 e-Cx/a)b 
ab 
This density is a special case of the generalized gamma 
distribution where k = 1. Thoman [16] presents a computer 
program for the solution of equations 7 and 8 for the case 
k = l using the Newton Raphson method. This program may 
be easily altered to provide for solutions of ak and ok 
for any given value of k for the generalized gamma distri-
but ion. 
Starting values for the numerical procedure can be 
obtained by a slight modification of a procedure for ob-
t~ining estimates of the Weibull parameters given by 
Menon [17]. 
This is accomplished by considering w = (x/a)b. 
Then log w = b logx - b log a and the variance of log w 
is given by 
var (log w) = b 2 var (log x). 
But from the relations given in section B 
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var (log w) = E[(log w) 2] - [E(log w)] 2 = ~'(k). 
Thus 
b = ( lj! I ( k) )1/2 
var (log x) 
and var (log x) may be estimated by 
l:(log xi)2 - (L:log xi)2/n 
n - l 
and ~'(k) is tabulated in various books of tables, for 
example [18]. Thus an initial estimate is quickly available 
for bk. 
h h 
E. The Asymptotic Distribution of a, k, and b. 
The maximum likelihood estimates are asymptotically 
normally distributed with means a, k, and b, and the 
matrix of the quadratic form of the distribution is given 
by: 
a 2 L a 2 L a 2 L 
aaz- --aaak aaab 
M(n) = -n E a 2 t a 2 L a 2 L 
aaak 31(2" akab 
a2 L a 2 L a 2L 
--- 31)7 aaab akab 
Parr and Webster [2] have considered a similar matrix 
when examining the asymptotic distribution of the parameters 
in a reparameterized version of the generalized gamma given 
by the density 
f*(x;a,d,b) b d-1 X 
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They give as the matrix of the quadratic form of the 
asymptotic distribution of a, d, and b 
kb 2/a 2 1/a -l[l+k+ktJ;(k)] 
a 
M*(n) = n 1/a 1/b 21jJ' ( k) -l[ljJ(k)+kljJ' (k)] 
b2 
-l[l+k+kljJ(k)] -1 [ 1jJ ( k) + kljJ ' ( k) J l 
a b2 b 2D 
where D = l + 2k ljJ(k) + k2 ljJ'(k) + k[ljJ'(k+l) + [1jJ(k+l)]2] 
and k = d/b. 
M(n) may be obtained from their result by considering the 
relations existing between the partial derivatives of L 
and L* where L* is the logarithm of the likelihood func-




a 2 L = b a 2L* 
aaak aaad 
a 2L = b -a 2L* + a 2 L* k + aL* 
akab <adab ad2 ) aa-
further that 
kb 2 /a 2 
b/a 
= n 
a 2L = a 2 L* 
aaz- aa 2 
E(aL*) = 0, the 
aa-
b/a 
1jJ ' ( k) 









where D* = l+kljJ'(k+l) = k[1jJ(k+l)] 2 
is seen 
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The 2-2 element of [M(n)]-l is the asymptotic variance of 
~ 
k and is given by 
var 
where D1 = k~'(k) - 1 and n2 = k D*- [l+k~(k)] 2 
A 
The fact that the asymptotic variance of k is independent 
of a and b may be observed in some tables given by Harter 
[7] although the fact was not specifically noted. 
F. Maximum Likelihood Estimation of Reliability. 
The reliability R(t) is defined 





The maximum likelihood estimate of R(t) will be denoted by 
R(t) and is obtained by replacing a~ b~ and k in the above 
expression by a, b~ and k. The asymptotic variance of R(t) 
is given by 
var ( R(t) ) = 
2 A 2 ~ [ aR] var a + [aR] var u + 
aa ab 
[ aRJ 2 var K + 2 cov (a,B) aR aR 
ak aa ab 
+ 2 cov (a,k) aR 
a a 






where the variance and covariance terms are the asymptotic 
variances and covariances found by inverting the matrix 
M(n) of the previous section [16]. 
Furthermore it may be seen that the distribution of 
R(t) depends on k, and on a~ b~ and t only through R(t). 
This is the case for R(t) may be written as 
R(t) = l l g[(~)b, k] fTk) a 
where t b k] = s(~)b k-1 -v g[ ( _) ' v e dv 
a 
0 
and this equation defines (t/a)b as a function of R(t) 
and k, say 
(t/a)b = h ( R(t),k). 
Similarly R(t) l 
= 1 - rOc) 
which may be rewritten as 
~ ( t ) = l - _l_ g ~( ( t 1 a) b\l) /b l 
r(k) ~(a/a)~ , ~ 
= 1- l 
fTIT 
g [(h(R(t),k))o/b R] (a/a) 0 
but ~' (;/a)b and £/b hav~ been shown to be distributed 
independent of a and b, and so the distribution of R(t) 
depends only on R(t) and k. 
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IV INFERENCES ABOUT k 
A. Introduction. 
This chapter will consider the problem of testing a 
hypothesis about the parameter k in the generalized gamma 
distribution. This problem is of practical interest in 
that the test of H0 : k = l corresponds to the test of the 
hypothesis that a random sample follows the Weibull 
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distribution, for when k = l in the generalized gamma, the 
simpler Weibull density results. 
B. The Case When b = l and a is unknown. 
With the parameter b = l, the generalized gamma sim-
plifies to the two parameter gamma. From the work in 
chapter 2, an "optimal" statistic for drawing inferences 
about k is 
The distribution of this statistic can be obtained from 
results of Nayer [19] and Nair [20]. These papers have 
considered the distribution of the Neyman-Pearson L1 
criterion p 





where s 1 , s 2 , ... ,sp are the sample standard deviations 
of samples of size m from p normal populations with a 
common variance a 2 • Nayer [19] uses a Type I curve to 
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approximate the distribution of L1 and [~ive0 tables of 
percentage points of L1 . Nair developed the true distri-
bution of L1 in the form of an infinite series and calcu-
lations made by him show that the probability limits given 
in Nayer's tables are in excellent agreement with the true 
values. 
For the gamma variable x, 2x/a follows a gamma dis-
tribution with parameters k* = k and a* = 2. Also 
ns. 2 / 0 2 has a gamma distribution with parameters k* = 
l 
(m-1)/2 and a* = 2. Thus the distribution of M can be 
obtained from the distribution of L1 by letting m= 2k + l. 
Nayer's tables give lower 5 percent and 1 percent 
points for the distribution so upper confidence bounds can 
be obtained for k at these levels of confidence. For 
example, suppose for a sample of size n = 10, an observed 
value of M is .776. For n = 10 the value of m corres-
ponding to .776 in the 5% table is 8. Thus ku = 
(8- 1)/2 = 3.5 is the upper 95% confidence limit fork. 
Linhart [21] has considered the problem of confidence 
limits for the coefficient of variation of the gamma dis-
tribution. The coefficient of variation for the gamma is 
lk. Thus the above procedure can be utilized for setting 
confidence intervals on the coefficient of variation. In 
his approach to the problem, Linhart used a different 
approximation for the distribution of M. 
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The test of the hypothesis H0 : k=l in this setting is 
of special interest in that it corresponds to the problem 
of discriminating between the exponential and gamma dis-
tributions. This particular problem will be considered 
in greater detail in VI. In this connection the distri-
bution of M under the null hypothesis was obtained by Monte 
Carlo methods. The percentage points obtained in this 
manner were in substantial agreement with those tabled 
by Nayer. 
C. The Case When b is Known (Not Necessarily One) and a 
is Unknown. 
If x is distributed according to the density 
b bk-1 -(X)b f(x;a,k,b) = x e a 
r(k)abk 
and if b is known, the observations x 1 , x 2 , • • • 'X n may 
b be transformed by Yi = xi and the density of each y is 
given by 
g(y;a,k) = 1 
r(k) (ab)k 
k-1 y -y/ab e 
and hence M = n(~yi)l/n is sufficient (k) in this density. 
EYi 
In terms of the original observations 
M = n(~xib)l/n 
Ix.b 
l 
and this statistic may be used in an identical fashion to 
that of the special case of the preceding section for drawing 
inferences about k with b known, but a unknown. 
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D. The Case When a and b are Both Unknown. 
1. General Approach. 
This is perhaps the case of most interest as here lies 
the problem of discriminating between the Weibull and 
generalized gamma distributions. One would naturally 
try to extend the work of II to find a statistic which is 
sufficient (k) in the three-parameter density. Thus,if 
x1 , x 2 , ... ,xn is a random sample from the generalized 
gamma distribution yi = xi;x1 , i = 2,3, ... ,n will be n-1 
statistics distributed independently of a. The joint den-
sity of the y's is 
= r(nk)bn-1 
[r(k)]n 
The problem,then;is to find statistics which are distri-
buted independently of b and to find a statistic in this 
class which is sufficient (k). Ratios of logarithms of 
the y's are permissible (k) statistics since 
log ~i xi rX·; )b ,i=3,4, ... ,n yi log b log log' l a 
- - (xl/a)b 
zi =log y2 
xl xl 
= = = 
log x2 b log x2 (x2/a)b 
- log -
xl xl (Xl/a)b 
and the distribution of (x./a)b depends only on k as has l 
been observed previously. 
It was not possible, however, to obtain the joint den-
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sity of the z's, let alone a sufficient statistic in their 
joint density. In lieu of this, the distributions of two 
permissible (k) statistics under H0 : k = 1, were obtained 
by Monte Carlo methods. The statistics studied in this 
manner were 
s2 = 
n 1/n-1 (n-1) (~ log yi) 
2 
n 
E log Y. 
2 l 
n 





The forms of these statistics chosen were patterned after 
the form of the sufficient (k) statistic with b = 1. Tests 
of the above hypothesis were simulated and the powers 
based on s 1 and s 2 were found to be extremely small even 
for an alternative of k = 10 with sample size 50. 
known 
The form of the sufficient (k) statistic when b is 
M = n ( 'II xi b ) 1/ n 
Exib 
suggests replacing b by an estimate of b, provided the 
estimate used would have the property that the revised M 
will be distributed independent of a and b, and hence 
permissible (k). 
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Let b be the maximum likelihood estimate of b. Then 
M* = n('!lx.6)l/n l 
l: xib 
is permissible ( k) . This is the case since 
= n('!l[(xi)b]blb}/n 
a 
and by the theorems in III, M* is permissible (k). 
It also follows,in a like manner,that 
is also a permissible (k) statistic. 
2. The Use of k and M* as Test Statistics. 
From Theorem l of IIr, k is a permissible (k) 
statistic. Furthermore it may be seen from the relations 
existing between a,6, and K that 
M* = n('llxi6)l/n = e 
M* is a monotone increasing function of k, so that tests 
based on k and M* are equivalent. From properties of max-
A 
imum likelihood estimates it follows tl1at k is asymptotically 
normally distributed with mean k. An expression for the 
variance was ~ivcn in III and Table l gives values of 
this variance for several values of k. Similarly M* is 
asymptotically normally distributed with mean e~(k)/k 
and variance [~ (e~(k))]2 kA var . 
dk k 
Table 1 also gives 
values of the asymptotic mean and variance of M*. 


















For large values of n, the asymptotic distribution 
A 
of either k or M* may be used in determining a critical 
region for the test of H0 : k = 1. Thus, for example, H0 
would be rejected in favor of the alternative H1 : k > 1 
if k > kc where . 
k = 1 + 1.645 127.0219/n c 
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in a test at significance level .05. The crucial question 
is here,however; when does the asymptotic distribution hold. 
Preliminary empirical evidence indicates that the nor-
mal approximation may not yet be good at sample size 400. 
Table 2 presents empirically calculated percentage points 
A 
for k and M* and percentage points based on the asymptotic 
distributions of the two statistics for k = 1 and 2. The 
variances of the two statistics as estimated from 500 sam-
ples also differ significantly from the asymptotic variances. 
Table 2. Percentage Points for k and M*, n = 400 
.01 .025 .05 .10 .20 .so .so .go 
k = 1 
k er:1piric . 54 .60 .66 .69 .76 .95 1.15 l. 22 
k asyoptotic .40 . 49 .57 .67 .79 1.00 l. 21 l. 33 
fvl * eopiric .31 .36 .40 . 42 .46 .54 .61 .63 
r1* asymptotic .34 .38 .41 .44 .48 .56 .64 .68 
k = 2 
k empiric .97 l. 04 1.11 l. 24 l. 39 1. 74 2.23 2.52 
K asymptotic .40 .64 .86 1.12 l. 42 2.00 2.58 2.88 
M* empiric 
.55 . 57 .59 .63 .67 .74 .79 .81 
M* asymptotic 
.59 .61 .64 .67 .70 .76 .83 .86 
.95 .975 
l. 27 l. 30 



















It does appear that M* is closer to its asymptotic distri-
~ 
bution at sample size 400 than is k. It does not appear 
safe to use the asymptotic distribution to determine a 
critical region for a test without further extensive study. 
In the test of H0 : k = 1 against H1 : k > 1, on the 
basis of the Monte Carlo study k and M* had a power of 
.41 at k = 2 and n = 200, while at k = 2 and n = 400 a 
power of .89. 
3. The Use of M1 * as a Test Statistic. 
As an alternative toM*, it was indicated that Mh* 
is also a possible test statistic. A Monte Carlo study 
was carried out on this statistic with h = 1. The distri-
bution of M1 * was determined empirically and percentage 
points of its distribution are given in Table 3. The 
power of the test against alternatives k = 2 and k = 3 
was also empirically calc~lated and is given in Table 4. 
~ 
It may be observed that M1 * compares favorably with k at 
size 200 while the latter seems to be superior at size 400. 
Table 3. Percentage Points ty: P[M1* < tylk = 1] = y 
n/ y • 01 . 0 25 . 0 5 . 1 • 2 . 5 . 8 . 9 .95 .975 .99 
10 .489 .499 .510 .523 .536 .559 .582 .594 .604 .611 .619 
20 .509 .517 .524 .532 .542 .561 .578 .587 .595 .602 .609 
30 .517 .524 .530 .537 .542 .561 .576 .585 .591 .596 .603 
50 .525 .532 .537 .542 .548 .561 .573 .580 ~585 .590 .594 
100 .537 .541 .544 .548 .552 .561 .570 .575 .578 .581 .586 
200 .543 .547 .550 .552 .555 .561 .568 .571 .574 .576 .579 
400 .550 .551 .553 .555 .557 .561 .566 .568 .570 .572 .574 
Table 4 . Power of Test Based on M1* 
n/a .05 .10 .20 .05 .10 .20 
10 .075 .152 .286 .092 .173 .315 
30 .128 .220 .380 .181 .298 .466 
50 .180 .282 .467 .280 .415 .585 
100 .308 .429 .606 .480 .603 .751 
200 .472 .606 .767 .763 .822 .922 
400 .752 .850 .930 1.00 1.00 1.00 
k = 2 k = 3 
4. Likelihood Ratio Tests. 
In testing Ho: k = 1 against Hl: k ;1. l, one is 
to consider the ratio 
Ak = L ca.1, 1, ol) 
(ak, ok) ' L k, 
rejecting H0 for small values of Ak. This ratio is 
tributed independently of a and b for 
~ 
Ak =(~~6l)n (~xi)Ol-1 e 
0 Cak~bk)n (r(k))-n (~xi)kbk-1 e -L(yi)bk 




and from previous results the quantities are distributed 
free of parameters. 
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The distributions of A and A were empirically 
2 3 
derived and the power of the test calculated. Both 
statistics performed approximately the same and were 
equally robust in application against a different alter-
native. The resulting powers using A are given in 
2 
Table 5. 
Table 5. Power of Test Based on A 
2 
n/a .05 .10 .20 .05 .10 .20 
10 .07 .15 .28 .09 .17 .30 
30 .13 .21 .38 .18 .29 .47 
50 .17 .27 .42 .28 .40 .58 
100 .30 .42 .60 .48 .61 .76 
Alternative: k = 2 Alternative: k = 3 
The powers obtained using A are approximately that 
2 
obtained when M1* were used, and so no further investi-
gation was carried out with these statistics. 
The statistic A = L(a1 , 1, b1 ) 
L(a, rc, b) 
was also considered as a test statistic. Through an 
ar~ument similar to that used for Ak' A may be seen to 
37 
be distributed independent of a and b and can thus be used 
as a test statistic for the problem under consideration. 
The quantity -2 log A will be asymptotically distri-
buted as a chi squared variable with one degree of freedom. 
Ilowever in this instance also, the Monte Carlo study indi-
cated that this approximation is not necessarily good at 
sample sizes 200 and 400. This same study showed that A 
had power of .27 and .77 at sample sizes 200 and 400 at 
k = 2 in the test of H0 : k = 1 against H1 : k = 1 at the 
.05 level. 
E. Conclusions. 
In this Chapter a number of test statistics have 
38 
been proposed for testing whether a random sample follows 
the Weibull distribution or the generalized gamma distri-
bution. It is evident that a large sample will be 
necessary if the test is to have reasonable power. The 
simplest statistic that was considered was 
M * 1 = 
n(~xibl)l/n 
Exibl 
and this statistic performed as well as any up to sample 
size 200. 
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V PROBLEMS WITH k KNOWN 
A 
From a theorem in III, bk/ b and (ak/a)bk are 
distributed independent of parameters when k is known. 
The distribution of these pivotal functions may be ob-
tained empirically for any value of k, and these functions 
may then be used to set confidence intervals or test 
hypotheses about a or b. Any previous attempt to do 
this for the generalized gamma has required that two 
parameters be known in order to make inferences about 
the remaining parameter. The case where k = l (the 
Weibull Distribution) has been extensively treated in 
the above manner by Thoman, Bain, and Antle [15]. 
Percentage points for In (ok/b - l) and In 
(ok log (ak/a)) have been obtained for n = 10, 30, 50, 
and 100, and for·k = 2, 3 and are presented in Tables 6 
and 7. 
As an example of the use of these tables, suppose 
k = 3 and a lower .95 confidence limit is desired for b. 
Suppose from a sample of size 50, b 3 = 2.17. Since 
P[ In (b3/b - l) < 1.56] = .95 
b = 2.17/(l + 1.56/ 150 ) = 1.78 is .95 lower confidence 
l 
limit for b. 
For another example suppose a .9 upper confidence 
limit is desired for a with k = 2. Suppose from a sample 
of size 100, a2 = 5.41 and b2 = 2.16. Since 
Table 6. 
k = 2 n/y .01 .025 
10 -l. 09 -.94 
30 -l. 30 -1.13 
50 -l. 40 -1.22 
100 -1.49 -1.29 
00 
-1.74 -1.46 
k = 3 
10 -1.08 -.94 
30 -1.32 -1.11 
50 -1.40 -1.16 
100 -1.42 -1.24 
00 
-1.71 -1.44 
Percentage Points ty: P[ln (bK/b - 1) < ty] = y 
.05 .10 .20 .50 .80 .90 .95 
-.79 -.61 -.33 .32 l. 26 l. 87 2.47 
-.95 -.72 -.45 .16 .93 1.32 1.70 
-.99 -.76 -.49 .14 .85 l. 27 1.62 
-1.09 -.84 -.52 .10 .74 1.13 l. 67 
-:1.23 -.96 -.63 .00 .63 .96 1.23 
-.78 -.49 -.32 . 32 1.14 1.77 2.34 
-.93 -.72 -.46 .16 8R . -' 1.32 l. 70 
-.97 -.76 -.47 .14 .85 l. 20 l. 56 
-l. 03 -.80 -.52 .09 .74 1.11 1.45 


























k = 2 
n/y .01 .025 
10 -1.94 -1.65 
30 -2.06 -1.77 
50 -2.13 -1.80 
100 -2.20 -1.80 
00 
-2.30 -1.94 
k = 3 
10 -1.89 -1.61 
30 -2.13 -1.86 
50 -2.14 -1.89 
100 -2.20 -1.87 
00 
-2.53 -2.13 
Percentage Points ty: P[ln ok log (ak/a) < ty] = y 
.05 .10 .20 .50 .80 .90 .95 
-1.35 -1.05 .... 66 .17 1.19 l. 87 2.52 
-1.49 -1.14 -.73 .07 .96 l. 46 l. 93 
-1.51 -1.20 -.77 .06 .93 1.44 l. 88 
-1.56 -1.18 -.80 .01 .86 1.34 1.70 
-1.63 -1.27 -.83 .00 .83 1.27 1.63 
-1.34 -1.02 -.63 .26 1.47 2.24 3.06 
-1.54 -1.16 -.73 .13 1.15 l. 75 2.27 
-1.54 -1.18 -.78 .12 1.10 1.67 2.18 
-1.60 -1.24 -.82 .08 1.05 1.56 2.07 


























P(ln n2 log (a2/a) > -1.18)= .9 
au= (.541) e .118/2.16 = 5.69 is .90 upper confidence 
limit for a. 
From the work in III, the asymptotic variance-
covariance matrix of ak and bk is 
1 
n 
a(l + kw(k)) 
D** 
where D* = 1 + k1JJ' (k) + 2 1jJ (k) + k[1)J(k)] 2 and D** 
= k + k 2 ljl 1 (k) - 1. The asymptotic variance of 
In (bk/b - 1) is thus given by k/D** and that of 
·** Table 8 gives some values 
for these two variances. 
Table 8. Asymptotic Variances of In (bk/b-1) and 
In bk log (ak/a) 
k = 1 k = 2 k = 3 k = 6 k = 10 
rn <ok/b-1) .6079 .5578 .5401 .5200 .5124 
In ok (log(ak/a) 1.1087 .9758 1.1855 1.9922 2.9353 
It may be observed that the asymptotic variance of 
In (bk/b-1) is relatively constant with k. This is also 
reflected in the table of percentage points for ln(bk/b-1) 
in that there is little difference in percentage points 
for different values of k. 
VI PROCEDURES FOR TESTING DEPARTURE FROM THE EXPONENTIAL 
DISTRIBUTION. 
A. Introduction 
The exponential distribution has enjoyed wide use as 
a model in many failure studies. This wide usage is 
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perhaps due more to the simplicity of the exponential den-
sity than to its actual appropriateness as a model. Under 
the assumption of an exponential model, the failure rate 
is constant. There are however, situations in which the 
assumption of a constant failure rate is not realistic. 
There is an extensive lit0rature on testing whether a 
random sample is consistent with an exponential form for 
the population. This Chapter will review some of this 
literature, Jlropose new tests for determining departure 
from a exponential distribution, and compare several 
tests in a ~onte Carlo study. 
B. Review of the Literature. 
One of the first results in this area was that of 
P.A.P. Moran [22]. In 1951 he showed that 
M = - 2 {E log xi - n log x} 
was the asymptotically most powerful test of k = 1 in the 
two parameter gamma referred to previously. The hypothesis 
k = 1 corresponds to the density actually being exponential. 
It is interesting to note that 
M = - 2 n log M' 
where M', the ratio of the geometric mean to the arithmetic 
mean, is the sufficient (k) statistic derived in II. 
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D. J. Bartholomew [23] in 1957 considered Mas de-
fined above, and two other test statistics: 
In comparing M, S, and W by means of asymptotic relative 
efficiency, he showed that M is better than S or W for 
either a gamma or Weibull alternative. Bartholomew also 
pointed out a shortcoming in the statistic M. It can be 
used in practice only if small values of x are recorded 
to high accuracy. Often,however,this is not the case, and 
it may be that very small values are recorded as zero, 
making M infinite. The significance of M can then depend 
to a large extent on inaccuracies in recording data. 
In 1960 B. Epstein [24] described and gave detailed 
examples of 12 analytic and graphical procedures. Zelen 
and Dannemiller [25] considered four life testing pro-
cedures based on the exponential and showed that these pro-
cedures are strikingly non-robust with respect to Weibull 
alternatives. Their thesis was that without a careful 
verification of the assumption that failure times follow 
the exponential distribution, the dogmatic use of exponen-
tially based procedures may result in a high probability of 
accepting "poor quality equipment". 
P. Lewis [26] in 1965 proposed the test statistic 
S' = 2n - 2 E i x(i) I nx 
where x(i) is the ith order statistic in a sample of size 
n. Lewis used the concept of asymptotic relative efficiency 
(ARE), which is discussed in section D. He showed that 
ARE ( s I : M) = . 6 9 4 • 
O.A.Y. Jackson [27] in 1967 suggested the use of 
where t. is the expected value of the ith order ln 
statistic in a sample of size n from a standard exponential. 
Jackson showed that 
ARE ( T ; M) = . 3 8 8 • 
However, from am empirical study he concluded that for 
sample sizes up to about 35, that T is a better statistic 
than Lewis'S'. 
C. Some Alternate Tests For Departure From Exponentiality. 
1. The test based on the maximum likelihood estimate 
of the Weibull Shape parameter. 
Thoman, Bain, and Antle [15] in their work on the 
two parameter Weibull 
f(x;a,b) 
have considered the general problem of the test of 
Their solution is through the use of the pivotal function 
b/b which is distributed independently of the parameters. 
The distribution of b/b has been determined empirically 
by Monte Carlo methods, and their paper gives percentage 
points and power curves for a test on b. In particular 
here, the test of 
H0 : b = 1 
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may be considered a test of departure from the exponential. 
Since the test is based on the maximum likelihood estimate, 
it is expected that the test will possess desirable pro-
perties, especially against Weibull alternatives. This 
test will be compared with the test based on M by means of 
the concept of asymptotic relative efficiency in section 
~ 
D. Results of a Monte Carlo study using b as a test sta-
tistic will be given in section E with both gamma and 
Weibull alternatives considered. 
2. A Likelihood ratio type test. 
Haas [28] and Dumonceaux [29] have considered a like-
lihood ratio type test in the problem of discriminating 
between two densities. In particular in testing the hypo-
thesis that a random sample comes from density f 1 (x;a1 ,b1 ) 
against the alternative that it comes from f 2 (x; a 2 ,b 2 ) 
they consider the statistic 
A = 
max ~ fl(xl.;al,bl) 
al,bl 
max 
a2,b2 ~ f2(xi;a2,b2) 
If a 1 , b 1 and a 2 ,b 2 are respectively location and scale 
parameters they show that A is distributed independently of 
parameters under both hypotheses. 
Consider herethe test whether a sample is from an 
exponential population or from a Weibull population. Thus 
-x/a f 1 = (1/a) e 
b 





= (l)n e-Exi 
A a. a. 
cL>n 6-1 
ab 'ITXi 
a, a., and 0 are the maximum 
A 






Thus A may be simplified as follows: 
l 
A = c=>n e-n X 
( o ) n ~ 1f xi b-1 e -n 
= ( ~)n (Xi) 'If X a 
J3 
(xi)b (~)n 'II Ab 
a a 
(~)n X• = 'IT (~) X . a 
( J3) n ca)b 'II Cxi)S 
a. a 
estimates 
Now, under the null hypothesis that the sample is from 
an exponential density, x/a and xi/a are distributed 
independently of a.Since the exponential density is 
of 
actually a special case of the Weibull density, where the 
shape parameter b = l, it follows from the theorems in III 
A 
A A b 
that b, (a/a) 
A 
, and (x./a)b 
l. 
are also distributed indep-
endently of a. Hence the distribution of the statistic A 
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does not depend on any parameters under the null hypothesis 
and thus may be used as a test statistic. Results using 
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this statistic in a Monte Carlo study against both Weibull 
and gamma alternatives are presented in Section E. 
D. Asymptotic Relative Efficiency of 6 compared to M. 
Several references mentioned in Section B used the 
concept of asymptotic relative efficiency (ARE) in com-
paring two tests. This concept is due to Pitman [30] 
and the approach that will be used here in calculating 
ARE (M;o) follows the summarization of Pitman's work as 
given by Bartholomew [23]. 
Suppose 
lim 
0 1 and 0 2 are 
Then ARE (01; 
R2 
consistent test statistics of 
02) is defined as 
provided r satisfied lim R2 (0i) n-r = Ri where R1 
n~oo 
is a constant independent of n, and where 0 1 and 02 
both have limiting normal distributions under H0 and H1 . 
Consider the test of H0 : b = 1 in the Weibull den-
sity and consider tests based on M = -2 (Elog xi - n log x) 
and 6 the maximum likelihood estimate of b. ForM, 
Bartholomew gives that 
lim E(M) = 2n { log r (1 + 1/b) - ~ (1)/a } 
and 
a lim E(M) 
ab lb=l = 2n (w(l) - w (2)) = -2n 
He also gives the limiting variance under H0 as 
4n[ljl'(l) - 1]. 
Thus lim R~ = 4n 2 /{4n[w' (1)- 1]} = n/[w'(l) - 1.] 
For b, lim E(b) = b and a lim E(b) 
ab 1 
Thoman, Bain, and Antle [15] give as the limiting variance 
under H0 .608/n. Thus lim R~ = n/.608. b 
In both cases r = 1 so 
n 





Thus utilizing the concept of asymptotic relative efficiency, 
6 is seen to be slightly superior to M against a Weibull 
alternative. 
E. Monte Carlo Comparison of Tests. 
In this Section results of a Monte Carlo comparison 
of four test statistics are given. The following four 
statistics are studied: 
M' = n ('II xi)l/n 
E xi 
~ 
b = maximum likelihood estimate of the 
= 
Weibull shape parameter 
(1/x)n 
6-1 ( _j_) n 
a_b 11 xi 
(where a,6 are the maximum likeli-
hood estimates of the Weibull 
parameters.) 
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(where t. is the expected value of ln 
the ith order statistics in a sam-
ple of size n from a standard expon-
ential and x(i) is the ith order 
statistic in the sample of size n.) 
Lower percentage points for M' may be obtained from 
the tables of Nayer [lg]. However in this study, upper 
percentage points were needed so the distribution of M' 
was empirically derived. The obtained percentage points 
are given in Table g. 
Table g. Percentage points t : P [M' < t ] = y y y 
n/y = .go .g5 .g8 .gg 
10 .5g43 .6041 .6140 .6201 
20 .5874 .5g47 .6041 .6og2 
30 .5846 .5gll .5g70 .6033 
50 .57g8 .5854 .5gl3 .5g44 
100 -574g .5783 .5826 .5861 
Percentage points for 6 may be found in the paper by 
Thoman, Bain, and Antle. Percentage points for A have 
been empirically obtained and are given in table 10. T 
is the statistic proposed by O.A.Y. Jackson [27] and 
percentage points of its distribution may be found in his 
paper. 
Table 10. Percentage Points t . P[A < t J = y . y y 
n/y = .01 .02 .05 .10 
10 .oJg8 .037g .og41 .1g34 
20 .0248 .0462 .1161 .2143 
30 .028g .0584 .1335 .2387 
50 .o3gg .0657 .0135 .2525 
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In this study 5000 samples were Generated under an 
alternative hypothesis and the number of times that the 
exponential hypothesis could be rejected was calculated. 
The empiric powers are given in Table 11. 
~ 
From this study b is seen to perform slightly better 
than M' against Weibull alternatives while the opposite is 
the case against gamma alternatives. Since percentage 
~ 
points for b are available, use of b appears to provide 
an appropriate procedure for this problem, at least 
against possible Weibull or gamma alternatives. 
52 
Table lla. Empiric Power Against Weibul1 Alternatives 
b = 1.5 b = 2 b = 2.5 
a = .02 .05 .02 .05 .02 .05 
n = 10 
A 
b .223 
-372 -595 -797 .875 -959 
M' .206 . 3 56 -552 .740 .829 -931 
A .191 .330 .546 .701 .841 .941 
T .151 .311 .461 .698 -771 .920 
n = 20 
A 
b .492 .672 .949 .986 
M' .469 .624 .926 . 972 
A .422 .607 .923 -978 
n = 30 
6 . 7 52 .846 -997 1.000 
M' .670 .826 -993 -998 
A .659 .803 -995 .999 
T .551 . 753 .982 .998 
n = 50 
b .933 .975 
M' .917 .972 
A .913 .963 
T .810 .930 
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Table llb. Empiric Power Against Gamma Alternatives 
k = 2 k = 3 
a = .02 .05 .10 .02 .05 .10 
n = 10 
M' .217 .383 .513 .717 
b .210 .380 .490 .706 
A .19 3 .337 .473 .668 
T .142 .292 .338 .570 
n = 30 
M' .744 .886 .952 .992 .998 1.000 
A 
.698 .848 .931 .984 .997 .999 b 
A .675 .818 .904 .984 .996 .998 
T .454 .669 .896 .967 
n = 50 
M' .953 .984 .994 
A 
.930 .972 .991 b 
A .918 .962 .986 
T .690 .852 
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VII RELIABILITY ESTIMATION 
A. Introduction. 
As was mentioned in I, the core of the problem of 
the estimation of reliability lies in the selection of a 
probability density function for the actual failure den-
sity of the unit under study. The exponential density 
is frequently used as a model and the maximum likelihood 
estimate of reliability is easily obtained. If the 
exponential density 
f(x·a) = l e-x/a } a 
is assumed, then the reliability is given by 
R(t) = 1 - F(t) = e -t/a 
Since the maximum likelihood estimate of a is x, it follows 
from the invariance property of maximum likelihood esti-
mators that the maximum likelihood estimate of R(t) is 
~ 
R(t) = e -t/x 
The Weibull density is also used as a failure density. 
The density function is 
f(x;a,b) = (b/ab) b-1 X 
and the maximum likelihood estimate of R(t) is 
~ 
RCt) = e -Ct/a)b 
where a and b are the maximum likelihood estimates of 
a and b. 
Thoman, Bain, and Antle [31] have investigated the 
distribution of R(t) and have found R(t) to be nearly an 
unbiased estimator of R(t) and to have a variance nearly 
equal to the Cramer-Rao lower bound for the variance of 
an unbiased estimator. 
In this Chapter three empirical studies will be 
considered. The studies will show the effect of using a 
parametric estimation procedure when the density sampled 
from is not the density for which the procedure was dev-
eloped. In particular exponential procedures will be 
applied to Weibull data, and Weibull procedures will be 
applied to generalized gamma data. It will be seen in 
the first instance that the results are highly unsatis-
factory, but in the second good estimates result. A 
third study will examine the distribution of the actual 
maximum likelihood estimate of reliability in the 
generalized gamma. 
B. Procedures for Estimating Reliability. 
1. Weibull procedures in the generalized gamma 
distribution. 
This section will consider the procedure of esti-
mating reliability for data from a generalized gamma 
sample by acting as if the sample was from a Weibull 
density. Let a1 and 61 be the estimates of a and b 
with k = 1 in the generalized gamma as defined in III. 
al and bl are then respectively the maximum likelihood 
estimates of the Weibull scale and shape parameters. 
Define 
R* (t) = e 
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R* may be rewritten as follows: 
a 
In III it was A b1 observed that (a1/a) and 6 1/b 1 
are distributed independent of a and b. If R* is cal-
culated from a sample from a generalized gamma distri-
bution with parameters a, b, and k, the distribution of 
R*(t) depends on k and on a, b, and t only through (t/a)b. 
Furthermore from III, R(t) is a function of k and (t/a)b. 
Thus the distribution of R* depends only on k and R(t). 
This result makes it feasible to study the distribution 
of R* for a given k by generating samples with a = 1, 
b = 1, and k = k and computing values of R*. In Section 
C the effect of using R* as an estimate of R(t) will 
be studied. 
2. The maximum likelihood estimate of reliability. 
The maximum likelihood estimate of reliability 
R(t) was given in III. 
R.Ct) = 1 - 1 
--
r(K) 
~ (i)6 J v:K-l e-v dv 
0 
Due to the questions raised in III concerning the 
existence of a, 6, and :K for small samples, the distri-
bution of fi(t) was only studied empirically at sample 
sizes 200 and 400. The integration in the estimate was 
performed by expanding the integrand in a power series 
and integrating the series term by term. The results 
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given in C are from 500 samples at size 200 and 250 san1ples 
at size 400. 
C. Empirical Studies. 
Table 12 gives the results obtained in estimating 
reliability by assuming an exponential density when the 
data was really Weibull. Re denotes the estimate using 
exponential procedures and Rw the Weibull estimate. 
Table 13 gives the results when the procedure de-
scribed in the previous section is employed on general-
ized gamma data with k = 1. The results presented are 
based on 5000 samples at sizes 10 and 30 and 2500 samples 
at sizes 50, 100, 200. In Table 13 the mean square error 
of the estimator and.the Cramer-Rae lower bound for the 
variance of an unbiased estimator of R(t) are also given. 
These lower bounds are available from the work in III 
where the asymptotic variance of the maximum likelihood 
estimate of reliability was considered. This variance is 
also the Cramer-Rao lower bound. 
It is seen that R* is a biased estimator of R(t), 
however in absolute value the bias is less than .023 for 
the range of values considered. Furthermore the bias is 
relatively constant with respect to both k and n. The 
formula 
R** = l.0657R* - .047 
reduces the bias to less than .007 in absolute value for 




Reliability estimation from Weibull data U~jing exponent lal 
procedures and Weibull procedures. 
b = 1.5 
Var MSE Var 
n R(t) E Re(t) Re(t) Re(t) E Rw(t) I{w ( t) CHLB 
10 . 8 .654 .00387 .02517 .810 .0103 .01035 
. 9 .772 .00210 .01845 .904 .0047 .00480 
.95 .852 .00118 .01085 .950 .0019 .00190 
30 . 8 .661 .00122 .02041 .803 .0034 .00344 
. 9 .778 .00067 .01554 .901 .0016 .OOlGO 
.95 .856 .00050 .00935 .950 .0006 .00063 
50 . 8 .663 .J0074 .01949 .802 .0020 .00207 
. 9 .779 .00042 .01499 .901 .0009 .00096 
.95 .857 .00039 .09080 .9SO .0004 .00038 
b = 2 
10 . 8 .580 .00289 .05149 
. 9 .687 .00199 .04748 
.95 .769 .00127 .03404 
30 . 8 .584 .00094 .04749 
. 9 .776 .00066 .04434 
.95 .855 .Cl0043 .03192 
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'fable l3a 
Results of Empirical Study of Estimation of Reliability, 
k = 2, using R* 
n = 10 R(t) E(R*) Var R* MSE CRLB 
. 5 .521 .01856 .01898 .01818 
. 6 .620 .01640 .01680 .01757 
. 7 .717 .01300 .01329 .01468 
. 8 .809 .00885 .00892 .01100 
. 9 .897 .00463 .00464 .00589 
.95 .941 .00244 .00252 .00307 
.975 .965 .00137 .00146 .00145 
.99 .982 .00082 .00088 .00047 
n = 30 
. 5 .518 .00537 .00570 .00606 
. 6 .612 .00495 .00510 .00586 
. 7 .706 .00418 .00422 .00489 
. 8 .798 .00306 .00306 .00367 
. 9 .889 .00189 .00200 .00196 
.95 .937 .00116 .00133 .00102 
.975 .963 .00077 .00091 .00049 
.99 .982 .00054 .00060 .00016 
n = 50 
. 5 .518 .00325 .00358 .00364 
. 6 .611 .00303 .00316 .00351 
. 7 .705 .00260 .00262 .00294 
. 8 .796 .00193 .00194 .00220 
. 9 .888 .00106 .00120 .00118 
.95 .937 .00056 .00074 .00061 
.975 .963 .00032 .00045 .00029 
.99 .982 .00018 .00025 .00009 
n = 100 
. 5 .518 .00158 .00191 .00181 
. 6 .610 .00147 .00159 .00175 
. 7 .704 .00128 .00129 .00146 
. 8 .795 .00098 .00101 .00110 
. 9 .887 .00057 .00073 .00059 
.95 .936 .00033 .00051 .00031 
.975 .963 .00021 .00034 .00014 
.99 .982 .00014 .00021 .00004 
n = 200 
. 5 .520 .00080 .00120 .00090 
. 6 .612 .00075 .00089 .00088 
. 7 .704 .00066 .00068 .00073 
. 8 .795 .00051 .00053 .00055 
. 9 .887 .00032 .00048 .00029 
.95 .936 .00021 .00040 .00015 
. 97 5 .963 .00015 .00029 .00007 
.99 .982 .00012 .00019 .00002 
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Table l3b 
Results of Empirical Study of Estimation of Reliability, 
k = 3, using R* 
R(t) E(R*) Var(R*) MSE CRLB 
n = 10 
. 5 .520 .01860 .01900 .01869 
. 6 .621 .01610 .01655 .01760 
. 7 .716 .01258 .01283 .oi474 
. 8 .805 .00854 .00856 .01068 
. 9 .891 .00459 .00467 .00586 
-95 -936 .00252 .00273 .00305 
-975 .960 .00149 .00171 .00146 
-99 -978 .00090 .00104 .00048 
n = 30 
. 5 .522 .00528 .00576 .00623 
. 6 .617 .00470 .00500 .00587 
. 7 .708 .00389 .00396 .00491 
. 8 
-796 .00285 .00286 .00356 
. 9 .884 .00184 .00209 .00195 
-95 -931 .00118 .00153 .00102 
-975 .958 .00083 .00112 .00049 
-99 -977 .00078 .00095 .00016 
n = 50 
. 5 
-5.23 .00298 .00352 .00374 
. 6 .617 .00270 .00300 .00352 
. 7 .707 .00228 .00234 .00295 
. 8 
-798 .00172 .00174 .00214 
. 9 .883 .00100 .00128 .00117 
-95 .931 .00056 .00094 .00060 
-975 .958 .00034 .00064 .00029 
-99 -977 .00020 .00036 .00010 
n = 100 
. 5 .523 .00149 .00203 .00187 
. 6 .616 .00136 .00163 .00176 
.7 .706 .00117 .00120 .00147 
. 8 .793 .00090 .00095 .00107 
. 9 .882 .00054 .00088 .00059 
.95 -930 .00034 .00075 .00031 
-975 -957 .00022 .00054 .00015 
-99 -977 .00015 .00032 .00005 
n = 200 
. 5 .523 .00076 .00128 .00093 
. 6 .615 .00070 .00093 .00088 
. 7 .705 .00061 .00063 .00074 
. 8 .792 .00049 .00056 .00053 
. 9 .881 .00032 .00069 .00029 
-95 .929 .00022 .00066 .00015 
.975 -957 .00016 .00049 .00007 
.99 .977 .00012 .00030 .00002 
Table 14. Values of E(R**) 
n = 100, k = 2 R(t) E(R**) 
. 5 .505 
. 6 .603 
. 7 .703 





n = 100, k = 3 . 5 .510 
. 6 .609 
.7 .705 
. 8 .798 
.9 .893 
.95 . 9 ~~ 4 
.975 Ci 17 • ./ I 
.99 .994 
Table 15 gives the results of the empirical study 
of R. For the case k = l, the Cramer-Rao lower bound has 
been calculated in two ways. CRLBW indicate~ the bound 
obtained by assuming the simpler Weibull model and 
CRLBGG indicates the bound obtained by using the gene-
ralized gamma model. 
The variance of R*, and also that of R**, is nearly 
equal to the Cramer-Rae lower bound, and in fact is some-
times less than the lower bound. The mean square error 
of R* is also quite comparable to the lower bound. 
Furthermore R* is also easier to calculate than the max-
imum likelihood estimate R(t) for the generalized gamma. 
In addition for small samples there is the question of 
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whether the maximum likelihood estimates of the parameters 
exist for all samples smaller than 200. It thus appears 
that R* and R** are very good estimators of reliability 
in the generalized gamma distribution, particularly for 
samples of size less than 200. 
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Table 15 
Result~ of Empirical Study of Estimation of Reliability 
using R 
R(t) E(F{) " var R CRLBW CRLBGG 
k = 1, n = 200 
.90 .900 .00040 .000240 .00030 
.95 .950 .00022 .000095 .00015 
-99 .990 .00008 .000008 .00002 
k = 1, n = 400 
.90 .900 .00017 .000120 .00015 
-95 .950 .00009 .000047 .00008 
.99 .990 .00002 .000004 .00001 
k = 2, n = 400 
.90 .900 .00016 .00014 
-95 .949 .00009 .ooco8 
.975 .974 .00005 .00004 
.99 .989 .00002 .00001 
VIII SUMMARY, CONCLUSION~, fiND FUH'l'l!EH I'fWHLEMS 
The ability to make statistico.l inference~; about the 
po.ramet ers of the three-parameter gc nc~ra 1 :L zcJ 1~amr:10 cJ i :; t r i-
bution has been increo.sed throur;h thi;; work. All that had 
been done previously in the way of interval c~tlmation was 
for the case where two of the three puro.meters were known. 
Through this work it is possible to make inferences ubout 
the parameter k with b known or with no other parameter~; 
known. For this latter co.se additional work rw• .. ·d:; to be 
done in clearine.; up the que:Jtion vJhich ha:~ br:cn r·:li:_;ed 
concerning the existence or non-exi~;tence of the maximum 
likelihood estimates of the parameters for :tll ::_;amples. 
Improvements could be made in :Jolving for the maximum 
likelihood estimates so that larger Monte Carlo studies 
would be more feasible. In this way more precise infor-
mation about the distribution of k can be r;ained. When 
the parameter k is known, inferences mo.y be made about either 
of the other two parameters throuch the use of the pivotal 
functions which were derived. 
This work has investigated the robustness of the 
Weibull model and has raised the question is it ever 
really necessary to assume the more general model. These 
developments have come about through the inability to dis-
criminate between the two models, e:Jpecially at small 
sample sizes, and through the success of the Weibull 
estimation procedure in estimating reliability in the 
generalized gamma distribution. 
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The problem of discriminating between the exponential 
model and the Weibull and gamma models has been reviewed 
and two test procedures have been introduced. The pro-
blem of discriminating between the Weibull and generalized 
gamma models is investigated by testing the hyposthesis 
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