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ABSTRACT
DAVID T. FRAZIER: ESSAYS ON ITERATIVE AND TWO-STEP
ESTIMATORS WITH APPLICATIONS TO FINANCIAL ECONOMETRICS.
(Under the direction of Eric Renault.)
This dissertation consists of essays on iterative and two-step estimators, with particular
emphasis on the application of these estimators within financial econometrics. In the first es-
say, I develop a new iterative estimator for bundled parameter models, which contain both
finite-dimensional parameters, often called parameters of interest, and infinite-dimensional pa-
rameters, often called nuisance parameters, particularly in a likelihood context. Applications
to semiparametric GARCH-in-mean models and a semiparametric extension of Mertons’ credit
risk model highlight the usefulness of this new procedure. In the second essay, I propose a new
semiparametric multivariate GARCH-in-mean model to analyze risk return dynamics across
cross-sections of asset returns. The iterative estimation procedures discussed in the first essay
are employed to obtain robust estimates of the risk return tradeoff. This essay demonstrates
that, at least across the four different portfolios discussed in the empirical example, the rela-
tionship between risk and return is linear. The empirical results obtained in this essay differ
substantially from existing semiparametric studies of the risk return tradeoff, which have gener-
ally uncovered a nonlinear relationship between risk and return. In the final essay, which is joint
work with my advisor Eric Renault, we develop a new two-step extremum estimation procedure
and compare this new procedure with existing iterative alternatives. In the confines of Gaussian
copula models, we demonstrate that this new two-step procedure obtains much more precise
parameter estimates, according to various loss measures, at nearly the same computational cost
as existing iterative estimators commonly used in applications.
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CHAPTER 1
MAXIMIZATION BY PARTS IN SEMIPARAMETRIC MODELS
1.1 Introduction
Many economic models depend on functions that are known up to a vector of finite dimensional
parameters and other functions that are unknown but which are generally assumed to satisfy
some smoothness conditions. The resulting models are called semiparametric since they combine
parametric forms for certain components of the model with weaker nonparametric restrictions
for other model components (Powell, 1994).
In this essay we investigate Maximum Likelihood estimation in semiparametric models where
the log-likelihood function contains unknown finite dimensional parameters θ and an unknown
function, which we will often refer to as an infinite dimensional parameter, η that can depend
on data and θ (or a subvector of θ). Throughout this research we illustrate the infinite dimen-
sional parameter’s dependence on θ as η(·, θ). This specification for the model parameters is
encountered in situations where η depends on θ through some initial profile step and in situa-
tions where η depends on covariates that are generated according to a parametric model, which
depends on the parameters θ. There are many situations in economics and finance where η de-
pends on covariates that are generated according to an underlying parametric model. Examples
include GARCH-in-mean models and many dynamic models with latent covariates; see Section
1.3 for two specific examples. Additional examples of semiparametric models with generated
covariates can be found in Mammen et al. (2012) and Escanciano et al. (2013).
Regardless of the particular situation, an initial profile step or models with generated co-
variates, directly maximizing the log-likelihood function to obtain the Maximum Likelihood
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estimator (MLE) of θ can be computationally difficult, and in some cases infeasible. A po-
tential means of bypassing this issue is to instead estimate θ using the well-known backfitting
approach, which optimizes over the simple occurrences of θ in the log-likelihood and iterates
over the complicated occurrences of θ in the log-likelihood. However, in the settings we are in-
terested in analyzing the resulting backfitting estimator of θ will be less efficient than the MLE
of θ. This research proposes a new semiparametric estimation procedure that is as computa-
tionally simple as backfitting but yields estimators that are always asymptotically equivalent
to those obtained by Maximum Likelihood.
To clarify ideas, assume, for simplicity, we have some preliminary nonparametric estimator
of η(·, θ) denoted ηˆ(·, θ). Given the log-likelihood function
Lηˆn(θ) =
n∑
i=1
`i(θ, ηˆ(·, θ)),
where `i is the log-likelihood contribution for the i-th observation, the MLE of θ, denoted θˆn, can
be obtained by solving the first-order conditions: ∂Lηˆn(θ)/∂θ = 0. The computational complex-
ity associated with obtaining θˆn can be seen by noting that even if a nonparametric estimator
ηˆ(·, θ) exists this estimator will depend on the parameters θ, potentially in a highly nonlinear
fashion, and so directly solving the first-order conditions ∂Lηˆn(θ)/∂θ = 0 by simultaneously
searching over every occurrence of θ may be cumbersome or impractical.
Because analytical solutions to these first-order conditions are not generally available θˆn
must be calculated numerically. Popular numerical methods to obtain θˆn include: Newton-
Raphson (NR), quasi-Newton and Fisher scoring. The NR algorithm requires calculating and
evaluating the Hessian matrix of Lηˆn(θ). When L
ηˆ
n(θ) is complicated, as is often the case for many
economic models, analytical expressions for the Hessian may be difficult or impossible to obtain.
If the Hessian is analytically intractable finite-difference methods can be used to approximate
the Hessian. Unfortunately, numerical approximations to the Hessian can be computationally
costly and estimation algorithms incorporating these numerical approximations often encounter
difficulties in invertibility and/or positive definiteness at updated values. As an alternative to
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the NR algorithm, quasi-Newton algorithms could instead be used to estimate θ. While quasi-
Newton algorithms are not required to calculate the full Hessian matrix, quasi-Newton methods
are complicated by issues such as problem scaling and algorithm parameter selection. The Fisher
scoring algorithm is yet another alternative. Fisher scoring works well so long as the sample
size is reasonably large and the initial starting point is a consistent estimator, but for smaller
sample sizes this method can be unstable because of variation in the estimated information
matrix (Song et al., 2005).
If directly maximizing Lηˆn(θ) is difficult or infeasible an alternative is to estimate θ using a
backfitting approach. Unlike Maximum Likelihood, backfitting does not directly maximize over
every occurrence of θ in Lηˆn(θ). Instead, backfitting maximizes over the simple occurrences of θ
in Lηˆn(θ) and iterates over the complex occurrences of θ in L
ηˆ
n(θ), most often the occurrence of θ
in ηˆ(·, θ). Compared with other estimation methods, such as Maximum Likelihood, backfitting
can yield estimators that are substantially simpler to compute. The relative simplicity of the
backfitting approach and its favorable computational properties have made backfitting one of
the dominant estimation methods in semiparametric and nonparametric statistics. However,
backfitting is not without its pitfalls. Because backfitting does not maximize over all occurrences
of θ in Lηˆn(θ) the estimator for θ obtained upon convergence of the backfitting iterations is
generally inefficient (see Pastorello et al., 2003 and Hu et al., 2004 for examples). Simulation
results also demonstrate that even in simple semiparametric models backfitting estimators can
perform poorly in finite samples compared to Maximum Likelihood estimators (see, e.g., Hu
et al., 2004 and Bravo and Jacho-Cha´vez, 2012).
The semiparametric estimation setting considered herein is similar, in some respects, to the
classical literature on estimating the parameter of interest from a log-likelihood function that
depends on a large number of nuisance parameters, such as the case of incidental parameters
(see, e.g., Neyman and Scott (1948) and Kiefer and Wolfowitz (1956) among many others).
Therefore, it is important to point out that when the nuisance parameters are finite dimensional
but grow with the sample size, a situation that is germane to our semiparametric estimation
setting, Kalbfleisch and Sprott (1970) argue that log-likelihood functions with a similar structure
to Lηˆn(θ) “can give a poor measure of the uncertainty in θ when the dimension of η is large
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because this method effectively assumes that, for a fixed θ, the parameter η is known” and
so estimates of θ obtained by maximizing Lηˆn(θ) “can be misleading in both precision and
location.” Consequently, obtaining an accurate estimator of θ in this setting may require more
than just computing power; i.e., even if we have large amounts of computing power at our
disposal existing estimation methods may still deliver a poor estimate of the true θ.
The difficulties in obtaining a computationally simple and accurate estimator of θ stem from
the infinite dimensional parameters dependence on θ. If an estimator for θ could be devised
that somehow mitigates this dependence, either through a factorization of the log-likelihood
function or by other means, it may be possible to obtain a more accurate and computationally
simple estimate of θ.
The main goal of this research is to provide an accurate, computationally simple and efficient
alternative to existing Maximum Likelihood and backfitting estimators. Given the similarities
between the situations discussed in Kalbfleisch and Sprott (1970) and the situation analyzed
herein, to achieve our stated goal it is beneficial to first consider the solution proposed by
Kalbfleisch and Sprott (1970). To deal with situations where the number of nuisance pa-
rameters increase with the sample size Kalbfleisch and Sprott (1970) consider factorizing the
log-likelihood function into two separate log-likelihood functions: a log-likelihood function that
depends only on the parameter of interest and a log-likelihood function that can depend on the
parameter of interest and the nuisance parameters. Essentially, this construction implies that
the log-likelihood function can be factored into a portion that is independent of the nuisance
parameters and a portion that requires additional information about the nuisance parameters,
such as a preliminary consistent estimator, to obtain an estimate of θ. Given this particular
factorization, inference for θ can be carried out using only first log-likelihood function. Such
an estimation procedure would be valid if the second log-likelihood function satisfies certain,
rather restrictive, assumptions concerning the relationship between the parameter of interest
and the nuisance parameters.
Unfortunately, the solution proposed by Kalbfleisch and Sprott (1970) is too ambitious to
be generalized to the semiparametric estimation setting we analyze herein. Indeed, we are pre-
cisely interested in situations where the finite dimensional parameters and infinite dimensional
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parameters can not be disentangled to yield such nice partitions of the log-likelihood function.
Nevertheless, the idea of estimating θ by using only a portion of the log-likelihood function
remains an attractive proposition and has been used effectively in many settings (see, e.g., Shih
and Louis (1995), Joe and Xu (1996) and Song et al. (2005), among others).
In this research we construct an estimator for θ using a similar idea to that of estimating
θ from a portion of the log-likelihood function. Namely, we consider estimating θ by actively
searching over a portion of the score equations 0 = ∂Lηˆn(θ)/∂θ. This new estimator of θ is
obtained by actively searching over the simple portions of the score equations and iterating
over the remaining portions. Such an estimation procedure still utilizes the entire set of score
equations but in a computationally light manner.
To implement the estimation procedure described above we propose an iterative optimiza-
tion algorithm. This new estimation algorithm is essentially an extension of existing Maxi-
mization by Parts (MBP) algorithms. In a parametric setting with an additive log-likelihood
function, where one portion of the log-likelihood is much simpler than the other portion, Song
et al. (2005) propose MBP algorithms to overcome computational difficulties associated with
obtaining Maximum Likelihood estimators. The MBP algorithms of Song et al. (2005) were sub-
sequently extended to general extremum estimation problems with (potentially) non-additive
criterion functions by Fan et al. (2012). In this research we extend the MBP approach to situa-
tions where the log-likelihood function depends on finite dimensional parameters and an infinite
dimensional parameter, which depends on data and the finite dimensional parameters. Similar
to Fan et al. (2012), in this research we analyze situations where the log-likelihood function is
non-additive.1
In comparison with existing Maximum Likelihood estimators, which actively search over the
entire set of score equations ∂Lηˆn(θ)/∂θ = 0, this new MBP algorithm only actively searches over
the simplest portions of the score equations and iterates over the more cumbersome portions.
By only searching over a portion of the score equations, each iteration of the algorithm is no
more complicated than a simple backfitting iteration. However, unlike backfitting, this new
1The case of additive log-likelihood functions can also be handled by this new algorithm but is not explicitly
considered in this essay.
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MBP algorithm utilizes all of the information contained in the score equations and therefore
yields upon convergence the MLE θˆn, or an asymptotically equivalent estimator. In short, this
new MBP algorithm yields the MLE at the same computational cost as backfitting.
Convergence of this new MBP algorithm requires the satisfaction of an identification con-
dition, which is often called an information dominance condition (Song et al., 2005 and Fan
et al., 2012). The information dominance condition is a condition on the information contained
in different portions of the Hessian. Intuitively, the information dominance condition is satis-
fied when the portions of the Hessian matrix used within estimation are more informative for
estimating θ than the portions that are ignored.
The remainder of this essay proceeds as follows. Section two details our general framework,
discusses existing estimation algorithms and presents the new MBP algorithm. Section three
illustrates this new algorithm in two examples. The first example is the GARCH-in-mean
model of Christensen et al. (2012) and the second example is a semiparametric extension of
the Merton (1974) credit risk model.2 Section four discusses asymptotic properties, including
conditions guaranteeing convergence of the algorithm. Section five concludes. Technical results
and additional details are relegated to the appendix.
1.2 Framework and Estimators
1.2.1 Framework
The observed data z1, ..., zn are independent vectors of random variables with support Z ⊂ Rdz
and the density of zi belongs to the family of semiparametric models indexed by θ and η:
{Pθ,η : θ ∈ Θ, η ∈ H},
where Θ is a compact subset of Rp and H is an infinite dimensional set. In many applications
it is useful to denote a component of zi as xi, where xi ∈ X ⊂ Rdx and 1 ≤ dx ≤ dz. The
2Both the GARCH-in-mean model and the credit risk model illustrate situations where η depends on θ through
the underlying structure of the model.
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true finite dimensional parameters are θ0 ∈ Θ and the true infinite dimensional parameters are
η0 ∈ H. Following Severini and Wong (1992), Newey (1994), Ai and Chen (2003), Chen et al.
(2003), Ichimura and Lee (2010), Mammen et al. (2012), Escanciano et al. (2013) and many
others, we are interested in situations where the unknown function η0 ∈ H can depend on both
finite dimensional parameters θ (or some subset of θ) and data z.
Often, to illustrate the explicit dependence of η on θ, we will denote the infinite dimensional
parameter as η(·, θ) and through a slight abuse of notation we will state the unknown parameters
as (θ, η(θ)), where (θ, η(θ)) is short-hand notation for (θ, η(·, θ)). Using this notation denote
by `i(θ, η(θ)) the log-likelihood for observation i and `(θ, η(θ)) the log-likelihood for a general
observation. Our goal is to obtain estimators of the true parameters (θ0, η0) = (θ0, η0(·, θ0)).
This setup is fairly general and contains many popular semiparametric models, exam-
ples include (weakly) separable models and conditionally parametric models. Severini and
Wong (1992) introduce the class of conditionally parametric models and give several examples.
Rodriguez-Poo et al. (2003) discuss semiparametric Maximum Likelihood estimators for the
class of (weakly) separable models, which includes many semiparametric discrete choice models
and multiple index models. This setup also includes many dynamic semiparametric models
with latent or filtered data. Specific examples are given in Section 1.3.
1.2.2 Existing Estimators
Assume we observe a sample {zi}ni=1 from Z and suppose for each θ there is an initial non-
parametric estimator ηˆ(·, θ) of η0(·, θ). Many different nonparametric methods could be used
to obtain ηˆ(·, θ) including sieves or kernel smoothing (for a brief discussion of kernel smoothing
estimation in this context see Section 1.8). However, to simplify the exposition and maintain
generality we will not explicitly discuss estimation of η0(·, θ) in the main text. To simplify the
exposition we will often use the short-hand notation ηˆ(θ) = ηˆ(·, θ) discussed in the previous
sub-section.
Consider the log-likelihood function
Lηˆn(θ) =
n∑
i=1
`i(θ, ηˆ(θ))
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and the Maximum Likelihood estimator (MLE) for θ0 given by
θˆn = arg max
θ∈Θ
Lηˆn(θ).
The MLE θˆn can be obtained by solving the score equations
Sn(θ) =
n∑
i=1
∂`i(θ, ηˆ(θ))
∂θ
+
∂ηˆ(zi, θ)
∂θ
∂`i(θ, ηˆ(θ))
∂η
= 0, (1.1)
where all derivatives exist and are continuous and the derivatives with respect to η are Fre´chet
derivatives.
In this research we are interested in situations where solving (1.1) using existing methods
is computationally difficult or impractical.3 This typically occurs because (1.1) contains many
occurrences of θ and/or calculation of ηˆ(·, θ), or its derivative, is difficult or time consuming.
If the difficulty in obtaining θˆn stems from maximizing over every occurrence of θ within
Lηˆn(θ) a backfitting approach could instead be implemented (see Hastie and Tibshirani, 1990
for a discussion of backfitting estimators). The backfitting estimation approach is based on
iteration. The backfitting estimator of θ0 is computed as the limit of an iterative procedure,
θˆBFn = limk→∞ θˆ
(k)
n , where the estimator θˆ
(k)
n solves:
n∑
i=1
∂`i(θ, ηˆ(θˆ
(k−1)
n ))
∂θ
= 0.
In contrast to the MLE, there is generally no guarantee that θˆBFn will be asymptotically
efficient (see, e.g., Pastorello et al., 2003, Hu et al., 2004, Bravo and Jacho-Cha´vez, 2012, Fan
et al., 2012 for specific examples). To understand why let η(·, θ) denote the probability limit of
ηˆ(·, θ) and note that under certain regularity conditions the asymptotic variance of θˆBFn can be
3See Section 1.3 for two such examples.
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deduced from the sample counterparts of the limit-first-order conditions4
E
[
∂`(θ, η(θ0))
∂θ
] ∣∣∣∣
θ=θ0
= 0. (1.2)
On the other hand the asymptotic variance of θˆn can be deduced from the sample counterparts
of the limit-first-order conditions
E
[
∂`(θ, η(θ0))
∂θ
+
∂η(Z, θ)
∂θ
∂`(θ, η(θ))
∂η
] ∣∣∣∣
θ=θ0
= 0. (1.3)
Taken jointly equations (1.2) and (1.3) yield the additional equations
E
[
∂η(Z, θ)
∂θ
∂`(θ, η(θ))
∂η
] ∣∣∣∣
θ=θ0
= 0.
Given that the variance of θˆBFn is defined from (1.2), θˆBF will be less efficient than θˆn so long
as (1.2) and (1.3) are not equivalent; i.e., so long as
E
[
∂η(Z, θ)
∂θ
∂`(θ, η(θ))
∂η
]
6= 0 for all θ.
This point requires two important caveats:
(1) Generally speaking, efficiency for θˆBFn requires conditions guaranteeing convergence of the
backfitting algorithm, which are only known in special cases, and a condition restricting
the rate of convergence for the nonparametric estimator. However, even if these conditions
are satisfied there are still situations where backfitting will be inefficient (see Pastorello
et al., 2003 and Hu et al., 2004 for specific examples).
(2) Since θˆBFn does not utilize the information contained in ηˆ(·, θ) to estimate θ0, θˆBFn will
often have a larger finite sample variance than estimators that use this information
(see, e.g., Hu et al., 2004 and Bravo and Jacho-Cha´vez, 2012).
4All expectations throughout are taken with respect to the true unknown parameters and the true probability
distribution.
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Since θˆBFn may be inefficient, both asymptotically and in finite samples, if our goal is to obtain
a computationally simple and efficient estimator of θ0 we must look elsewhere.
1.2.3 Maximization By Parts
The main contribution of this essay is to provide an iterative optimization algorithm that
upon convergence yields the MLE θˆn, or an asymptotically equivalent version, at the same
computational cost as backfitting. This goal is accomplished by extending the Maximization
By Parts algorithms of Song et al. (2005) and Fan et al. (2012) to semiparametric Maximum
Likelihood estimation problems. Before stating this new algorithm we briefly review existing
MBP algorithms.
Parametric Models
Consider the log-likelihood function
Lνn(θ) =
n∑
i=1
`i(θ, ν(θ)),
where ν(·) is a known function containing problematic occurrences of θ. The corresponding
MLE θˆn is given by
θˆn = arg max
θ
Lνn(θ).
Maximizing Lνn(θ) directly can be difficult, especially in situations where evaluating ν(θ) or
∂ν(θ)/∂θ is cumbersome (see Song et al., 2005 and Fan et al., 2012 for examples).
Song et al. (2005) analyzed the particular case where Lνn(θ) = L1,n(θ1) + L2,n(ν(θ1), θ2),
θ = (θ′1, θ′2)′, and provided several examples where the log-likelihood function is of this separable
form but where direct maximization of Lνn(θ) is difficult. In the case of separable likelihood
functions a consistent estimator can often be obtained through the following two-step procedure:
obtain an estimate of θ1 by solving 0 = ∂L1,n(θ1)/∂θ1, plug this estimator into L2,n(ν(θ1), θ2)
and obtain an estimate of θ2 by solving 0 = ∂L2,n(ν(θ1), θ2)/∂θ2. While such an estimator is
simple to obtain it is also inefficient.
To obtain a simple and efficient estimator Song et al. (2005) propose an iterative algorithm
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called Maximization By Parts (MBP). The MBP algorithm is based on the structure of the first-
order conditions for Lνn(θ) = L1,n(θ1) + L2,n(ν(θ1), θ2). Starting from the two-step estimator,
at the k-th step (k > 1) the MBP algorithm updates its guess for θ = (θ′1, θ′2)′ by solving
∂L1,n(θ1)
∂θ1
= −∂L2,n(ν(θˆ
(k−1)
1 ), θˆ
(k−1)
2 )
∂θ1
,
0 =
∂L2,n(ν(θˆ
(k−1)
1 ), θ2)
∂θ2
.
Computationally each step of the MBP algorithm is no more complex than maximizing L1,n(θ1),
and hence the MBP algorithm is well suited for situations where L2,n(ν(θ1), θ2) is complicated
relative to L1,n(θ1). Under regularity conditions and an identification condition the MBP
algorithm delivers an estimator that is asymptotically equivalent to the MLE.
Fan et al. (2012) extend the MBP algorithm of Song et al. (2005) to non-separable esti-
mation criteria Qνn(θ) and general extremum estimation problems, where ν(·) again contains
occurrences of θ that are difficult or heavy to evaluate. Instead of estimating θ by solving
the first-order conditions ∂Qνn(θ)/∂θ = 0, Fan et al. (2012) develop five different MBP algo-
rithms that estimate θ by iterating over the more complicated occurrences of θ within the
first-order conditions. Under an identification condition the estimators obtained from these
MBP algorithms are asymptotically equivalent to the estimator obtained by solving the full set
of first-order conditions ∂Qνn(θ)/∂θ = 0.
5
Semiparametric Models: A New Maximization By Parts Algorithm
In the semiparametric setting analyzed herein there are many examples where solving the
first-order conditions Sn(θ) = 0 to obtain θˆn can be difficult or impractical. To obtain a
computationally simple alternative we develop a new MBP algorithm, called the MBP-SP
algorithm (SP stands for semiparametric), that iterates on the more complicated terms in the
first-order conditions. In what follows, θˆ
(1)
n may or may not be a consistent estimator of θ0.
5It should also be noted that Fan et al. (2011) apply the general MBP framework of Fan et al. (2012) to
obtain simple and efficient estimators for the class of generalized empirical likelihood estimators.
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MBP-SP Algorithm
Step 1: Start from an initial estimator θˆ
(1)
n .
Step k: Let θˆ
(k)
n solve:
n∑
i=1
∂`i(θ, ηˆ(θˆ
(k−1)
n ))
∂θ
= −
n∑
i=1
∂ηˆ(zi, θˆ
(k−1)
n )
∂θ
∂`i(θˆ
(k−1)
n , ηˆ(θˆ
(k−1)
n ))
∂η
; (1.4)
Step k’: Let θˆ
(k)
n solve:
θˆ(k)n = θˆ
(k−1)
n −
[
n∑
i=1
∂2`i(θ, ηˆ(θˆ
(k−1)
n ))
∂θ∂θ′
∣∣∣∣
θ=θˆ
(k−1)
n
]−1 [
Sn(θˆ
(k−1)
n )
]
, (1.5)
where Sn(θˆ
(k−1)
n ) is defined in 1.1.
Let θ¯n(ηˆ(·)) be a function from Θ to Θ such that θˆ(k)n defined in (1.4) or (1.5) satisfies
θˆ
(k)
n = θ¯n(ηˆ(θˆ
(k−1)
n )) for k = 2, 3, ... Following Dominitz and Sherman (2005), if θ¯n(ηˆ(·)) is an
asymptotic contraction mapping, then there exists a fixed-point that coincides with the MLE
θˆn and θˆ
(k)
n converges to θˆn as k → ∞. When θ0 is a scalar θ¯n(ηˆ(·)) will be an asymptotic
contraction mapping if the absolute value of its derivative, evaluated at θ0, is less than one
asymptotically. If θ0 is a vector θ¯n(ηˆ(·)) will be an asymptotic contraction mapping if the norm
of the gradient of θ¯n(ηˆ(·)), evaluated at θ0, is less than one asymptotically.6
Equation (1.5) corresponds to a single iteration of the NR algorithm associated with solv-
ing (1.4). Using (1.5) we can compare the computational differences between the MBP-SP
algorithm and the NR method for obtaining θˆn. Recall that the NR updating step is given by
θˆ(k)n = θˆ
(k−1)
n −
[
∂Sn(θ)
∂θ
∣∣∣∣
θ=θˆ
(k−1)
n
]−1 [
Sn(θˆ
(k−1)
n )
]
,
6A common norm used in the analysis of iterative estimators is the spectral norm (see, e.g., Pastorello et al.,
2003 and Fan et al., 2012). The spectral norm of a matrix A is defined as the largest eigenvalue, in absolute
value, of the square matrix A′A.
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where
∂Sn(θ)
∂θ
=
n∑
i=1
∂2`i(θ, ηˆ(θ))
∂θ∂θ′
+
n∑
i=1
∂2`i(θ, ηˆ(θ))
∂θ∂η
∂ηˆ(zi, θ)
∂θ′
+
n∑
i=1
∂ηˆ(zi, θ)
∂θ
∂2`i(θ, ηˆ(θ))
∂η∂θ′
+
n∑
i=1
∂ηˆ(zi, θ)
∂θ
∂2`i(θ, ηˆ(θ))
∂η∂η
∂ηˆ(zi, θ)
∂θ′
+
n∑
i=1
∂`i(θ, ηˆ(θ))
∂η
∂2ηˆ(zi, θ)
∂θ∂θ′
.
Unlike the NR method the MBP-SP algorithm updates its guess for θ0 using only the first term
in the Hessian, allowing the algorithm to exploit, at least in part, the information about the
curvature of the log-likelihood function while maintaining computational simplicity.
To compare the computational differences between backfitting and the MBP-SP algorithm
assume for simplicity both methods estimate η(·, θ) using the same estimation method. In this
way any computational differences between the two estimators can be attributed to differences
in estimating θ0. At the k-th iteration the backfitting estimator updates its guess for θ0 by
solving
n∑
i=1
∂`i(θ, ηˆ(θˆ
(k−1)
n ))
∂θ
= 0, (1.6)
whereas the MBP-SP algorithm updates its guess for θ0 by solving
n∑
i=1
∂`i(θ, ηˆ(θˆ
(k−1)
n ))
∂θ
= −
n∑
i=1
∂ηˆ(zi, θˆ
(k−1)
n )
∂θ
∂`i(θˆ
(k−1)
n , ηˆ(θˆ
(k−1)
n ))
∂η
. (1.7)
Analyzing equations (1.7) and (1.6), the main difference between the backfitting and MBP-SP
updating steps for θ are the expressions on the right hand sides. However, note that the term
on the right hand side of equation (1.7) is a constant. Therefore, the two algorithms differ only
by a vector of constants and up to the calculation of these constants the two algorithms have
the same computational costs.
Backfitting can provide a potential starting point for the MBP-SP algorithm, either the full
algorithm or a few iterations could be used. Even if the backfitting estimator for θ0 is inefficient
and biased in finite samples backfitting may still deliver consistent starting values. If the initial
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estimator θˆ
(1)
n is consistent the updating rule for step k’ simplifies to
θˆ(k)n = θˆ
(k−1)
n −
[
n∑
i=1
∂2`i(θ, ηˆ(θˆ
(1)
n ))
∂θ∂θ′
∣∣∣∣
θ=θˆ
(1)
n
]−1 [
Sn(θˆ
(k−1)
n )
]
.
Because the MBP-SP algorithm only exploits the first term in the Hessian even if the initial
estimator is consistent the algorithm will not deliver an estimator that is asymptotically equiv-
alent to the MLE after a single iteration. For the MBP-SP algorithm to yield an estimator that
is asymptotically equivalent to the MLE a contraction mapping will be required at some level.
If the initial estimator θˆ
(1)
n is a consistent estimator of θ0 the contraction mapping condition
must only be satisfied in a neighborhood of θ0; i.e., the contraction condition we require is a
local one. However, if θˆ
(1)
n is inconsistent the contraction condition must be satisfied over Θ;
i.e., the contraction condition we require is a global one. In Section 1.4 we discuss the required
contraction mapping required and also demonstrate that this condition can be represented in
terms of an Information Dominance Condition (IDC). The IDC requires that the portion of the
Hessian used to update the estimate of θ0 in equations (1.4) and (1.5) dominate the portions
of the Hessian that are ignored.
The MBP-SP algorithm can be extended to more complicated log-likelihood functions such
as,
Lηˆ,νn (θ) =
n∑
i=1
`i(θ, ν(θ), ηˆ(θ)),
where ν(·) is a known function containing problematic occurrences of θ and may depend on data.
This log-likelihood function is similar to those analyzed in Fan et al. (2012) but is complicated
by the presence of the unknown function η(·, θ). Additional MBP algorithms, similar to the
MBP-SP algorithm, can be constructed by iterating on different portions of the first-order
conditions for Lηˆ,νn (θ). In particular, the MBP algorithms developed in Fan et al. (2012) can
be extended to our setting using the MBP-SP algorithm as a template. For brevity we do not
pursue this idea any further.
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1.3 Examples
In this section we present two examples from the financial econometrics literature demonstrating
the applicability of this new algorithm and its advantages over existing estimation methods.
1.3.1 Example One: GARCH-in-mean
In the absence of intertemporal hedging demand the intertemporal capital asset pricing model
(ICAPM) of Merton (1973) predicts that the conditional mean of expected excess returns on
the market should vary positively with its conditional variance according to the relationship
E(Rt+1 −Rf,t+1|It) = γV ar(Rt+1 −Rf,t+1|It) ≡ γσ2t , (1.8)
where γ > 0 can be interpreted as the coefficient of relative risk aversion for a representative
agent, Rf,t+1 is the risk-free rate at time t + 1, and It represents the sigma algebra generated
from information known at time t.
Equation (1.8) is often called the risk-return tradeoff and states that investors must be
compensated for bearing risk. A fairly common means of estimating the relationship in (1.8)
is to assume excess returns follow a GARCH-in-mean (GARCH-M) model with conditional
variance σ2t modeled using a GARCH equation. Using various specifications for the conditional
variance, many authors have attempted to estimate the risk-return tradeoff using GARCH-M
models. Empirical evidence supporting the positive relationship between the conditional mean
and conditional variance predicted by the ICAPM is mixed; French et al. (1987), Chou (1992),
Campbell and Hentschel (1992) and Lundblad (2007) report a positive relationship, whereas
Nelson (1991) and Glosten et al. (1993) report a negative relationship, additional research finds
no statistically significant relationship.
One potential reason for the mixed results is misspecification of the conditional expectation
in (1.8). Given that the risk-return tradeoff derived by Merton (1973) is the product of specific
assumptions misspecification seems plausible. Indeed, Gennotte and Marsh (1993) provide
evidence that the linear relationship between risk and return predicted by the ICAPM should
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be regarded as a special case of a more general relationship. Furthermore, simulation evidence
in Backus et al. (1989) and Backus and Gregory (1993) demonstrates that the risk-return
tradeoff can be positive, negative or nonlinear in equilibrium. These results suggest that a more
appropriate relationship between the conditional mean and conditional variance of expected
excess returns may be
E(Rt+1 −Rf,t+1|It) = η(V ar(Rt+1 −Rf,t+1|It)) ≡ η(σ2t ), (1.9)
where η(·) is a smooth unknown function.
One way to model the relationship in (1.9) is to assume excess returns, which we define as
yt = Rt −Rf,t, are generated as
yt = η(σ
2
t ) + t, t = 1, ..., n, (1.10)
where t is an i.i.d.(0,1) innovation satisfying E[2t |It−1] = σ2t , It−1 is the sigma field generated
from information known up to time t− 1, η(·) is a smooth unknown function representing the
nonparametric risk premium and σ2t is the conditional variance of yt. If σ
2
t is specified using a
GARCH equation the model in (1.10) is called a semiparametric GARCH-M model.
Semiparametric GARCH-M models differ in their specification for the conditional variance.
Linton and Perron (2003) assume the conditional variance σ2t follows the exponential GARCH
(EGARCH(p,q)) model of Nelson (1991), where
log(σ2t ) = ω +
p∑
i=1
βi log(σ
2
t−i) +
q∑
j=1
αj [(|t−j | − E|t−j |) + λt−j ].
Conrad and Mammen (2008) examine the semiparametric GARCH-M model with GARCH(1,1)
conditional variance:
σ2t = ω + α
2
t−1 + βσ
2
t−1.
Christensen et al. (2012) analyze the semiparametric GARCH-M model under the assumption
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that the conditional variance is given by
σ2t = ω + αy
2
t−1 + βσ
2
t−1. (1.11)
Note that the conditional variance analyzed in Christensen et al. (2012) differs from a standard
GARCH conditional variance since it includes only lagged squared excess returns y2t−1.
For the GARCH-M models discussed in Linton and Perron (2003) and Conrad and Mammen
(2008), an estimate of the nonparametric risk premium η(σ2) is required to obtain an estimate
of the conditional variance, and vice versa. To deal with this difficulty these authors employ a
backfitting estimation strategy to estimate the nonparametric risk premium and the conditional
variance. Such an estimation strategy iterates between updating the estimates of the conditional
variance and the nonparametric risk premium η(σ2).
The GARCH-M model of Christensen et al. (2012), however, ensures that the nonparametric
risk premium does not enter the conditional variance of excess returns. By breaking the link
between the nonparametric risk premium and the conditional variance Christensen et al. (2012)
argue that a profile likelihood estimator can be used to estimate the nonparametric risk premium
and the conditional variance in equation (1.11).
Profile Likelihood Estimation of semiparametric GARCH-M models
Let us now focus on the GARCH-M model of Christensen et al. (2012) given by equations (1.10)
and (1.11). Let θ = (ω, α, β)′ and assume t is i.i.d. standard normal. The log-likelihood for
the GARCH-M model in equations (1.10) and (1.11) is then given by
Ln(θ, η) = −1
2
n∑
t=1
ln(σ2t )−
1
2
n∑
t=1
(yt − η(σ2t ))2
σ2t
.
Consider estimating θ and η(·) by profile likelihood. It is important to point out that in
this case η(·) depends on data and θ through 1.11, so η(·) = η(·, θ). If σ2t ≡ σ2t (θ) were known
for each t the estimator ηˆ(·, θ) of η(·, θ) could be constructed at a specific σ2 by maximizing,
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with respect to η, the smoothed log-likelihood function
1
2
n∑
t=1
(yt − η)2
σ2t
K
(
σ2 − σ2t
hn
)
,
where K(·) is a bounded kernel function and hn is a bandwidth. In this situation it is simple
to show that ηˆ(σ2, θ) =
∑n
t=1 ytwt(σ
2), where
wt(σ
2) =
σ−2t K
(
σ2−σ2t
hn
)
∑n
t=1 σ
−2
t K
(
σ2−σ2t
hn
) .
Unfortunately, as discussed in Linton and Perron (2003), estimating the nonparametric risk
premium at a fixed θ is not feasible since σ2t can only be calculated at particular values of θ.
To deal with this complication Christensen et al. (2012) propose the following iterative “profile
likelihood algorithm” to estimate θ and η(·).
Step (1): Provide an initial parameter guess θˆ(1) and compute σˆ
2(1)
t for each t = 1, ..., n by
iterating on 1.11.
Step (2): For k ≥ 1, using the sequence {σˆ2(k)t }nt=1 compute ηˆ(σˆ2(k)t , θˆ(k)) =
∑
j wj(σˆ
2(k)
t )yj
for each σˆ
2(k)
t in the sequence {σˆ2(k)t }nt=1, where
wj(σˆ
2(k)
t ) =
σˆ
−2(k)
j K
(
σˆ
2(k)
t −σˆ2(k)j
hn
)
∑n
l=1 σˆ
−2(k)
l K
(
σˆ
2(k)
t −σˆ2(k)l
hn
) .
Step (3): Update the guess for θˆ(k) and by extension {σˆ2(k+1)t }nt=1 by performing QML on the
GARCH(1,1) model
yˆt,k = σtt,
σ2t = ω + αy
2
t−1 + βσ
2
t−1,
where yˆt,k = yt − ηˆ(σˆ2(k)t , θˆ(k)) and σˆ2(k)t = ωˆk + αˆky2t−1 + βˆkσˆ2(k)t−1 .
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Step (4): Repeat steps (2)-(3) for a fixed number of iterations or until convergence.
Christensen et al. (2012) claim that this algorithm converges relatively fast to the profile
likelihood estimators. However, at the k-th iteration the above algorithm updates its guess for
θ by solving
0 =
n∑
t=1
(
1
σˆ
2(k)
t
− (yt − ηˆ(σˆ
2(k−1)
t , θˆ
(k−1)
n ))2
(σˆ
2(k)
t )
2
)
∂σˆ
2(k)
t
∂θ
, (1.12)
whereas profile likelihood would estimate θ by solving
0 =
n∑
t=1
(
1
σ2t
− (yt − ηˆ(σ
2
t , θ))
2
(σ2t )
2
)
∂σ2t
∂θ
−
n∑
i=1
(yt − ηˆ(σ2t , θ))
σ2t
∂ηˆ(σ2t , θ)
∂θ
.
Analyzing equation (1.12) we see that the estimator of θ given by Christensen et al. (2012) ne-
glects the partial derivative of the nonparametric risk premium with respect to θ and essentially
estimates θ using the same set of equations as a backfitting estimator.
In contrast to the algorithm of Christensen et al. (2012) the MBP-SP algorithm can be used
to obtain estimators that are asymptotically equivalent to profile likelihood. The MBP-SP
algorithm is similar to the “profile likelihood algorithm” of Christensen et al. (2012) but at the
k-th iteration the MBP-SP algorithm updates the estimate of θ by solving
0 =
n∑
t=1
(
1
σˆ
2(k)
t
− (yt − ηˆ(σˆ
2(k−1)
t , θˆ
(k−1)
n ))2
(σˆ
2(k)
t )
2
)
∂σˆ
2(k)
t
∂θ
−
n∑
t=1
(yt − ηˆ(σˆ2(k−1)t , θˆ(k−1)n ))
σˆ2(k−1)
∂ηˆ(σˆ
2(k−1)
t , θˆ
(k−1)
n )
∂θ
,
where σˆ
2(k)
t is defined as σˆ
2(k)
t = ωˆ
(k)
n + αˆ
(k)
n R2t−1 + βˆ
(k)
n σˆ
2(k)
t−1 .
Simulation Experiments
Two simulation experiments are conducted to analyze the finite sample properties of the MBP-
SP estimators. To allow for easy comparison with the algorithm of Christensen et al. (2012)
the data generating processes, denoted A and B, are chosen to match those analyzed in the
simulation experiments of Christensen et al. (2012). Namely, we consider the following data
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generating processes:
yt = ηj(σ
2
t ) + σtt, j = A,B
σ2t = ω + αy
2
t−1 + βjσ
2
t−1, j = A,B
where
ηA(σ
2
t ) = σ
2
t + 0.5 sin(10σ
2
t ),
ηB(σ
2
t ) = .5σ
2
t + 0.1 sin(.5 + 20σ
2
t ).
The errors t are i.i.d. standard normal for both specifications, the parameters (ω, γ) are fixed
at (0.01, 0.10) for both specifications and βA = .68 and βB = .84. For θj = (ω, γ, βj)
′ the full
parameter configurations are given by
θA = (.01, 0.1, .68)
′,
θB = (.01, 0.1, .84)
′.
Estimation of the unknown function is carried out using a univariate standard normal kernel
and the bandwidth is chosen by leave-one-out cross-validation.
For the first simulation experiment the sample size is fixed at n = 1, 000 and 2, 000 synthetic
samples are generated from specifications A and B. Table 1.1 in Section 1.6 reports summary
statistics for parameter estimates obtained from the MBP-SP algorithm under specifications A
and B. The summary statistics include: the medians for the estimated parameters over their
simulated distribution, the Monte Carlo mean absolute deviation, and the Monte Carlo mean
squared error.7 Analyzing Table 1.1 in Section 1.6, we can conclude that the MBP-SP algorithm
provides precise estimates of the conditional variance parameters and delivers similar results to
those found in Christensen et al. (2012). The median number of iterations required to reach an
estimator that converged, at least numerically, to the finite-sample fixed-point was five. The
numerical tolerance for convergence was set to 1.0e−4 and the convergence criteria was chosen
7These results can be compared with those of Christensen et al. (2012) given on pp. 464-466.
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to be |θˆ(k)n − θˆ(k−1)n |, where | · | is the Euclidean norm.
Recall that backfitting estimators can be inefficient since they neglect information contained
within the log-likelihood function. Given this fact, and because the estimator proposed in
Christensen et al. (2012) is in fact a backfitting estimator, we conduct a second simulation
experiment to determine which estimation algorithm, the algorithm of Christensen et al. (2012)
or the MBP-SP algorithm, yields more efficient estimators. We generate 2, 000 synthetic samples
of n = 3, 000 observations from the data generating processes specified in the original Monte
Carlo experiment. The parameters are estimated using the algorithm of Christensen et al.
(2012) and the MBP-SP algorithm.
The Monte Carlo variance, bias and mean squared error are calculated over the 2, 000
synthetic samples and are recorded in Table 1.2. The results suggest that the MBP-SP algorithm
yields more efficient estimators than the algorithm of Christensen et al. (2012). In particular,
the Monte Carlo variance and bias for the MBP-SP estimators are often an order of magnitude
smaller than those obtained using the algorithm of Christensen et al. (2012). These results are
in-line with earlier studies demonstrating that backfitting algorithms can yield inefficient and
biased estimators.
1.3.2 Example Two: Predictability in the Merton Credit Risk Model
Credit risk models are used to describe the default process of firms and value corporate liabilities.
Structural credit risk models provide an explicit relationship between the default-risk of a firm
and the firm’s capital structure. In structural credit risk models firm default occurs if the
market value of the firm at time-t, denoted by Y ∗t , falls below some threshold representing its
liabilities.
The structural credit risk model of Merton (1974), considered the first structural credit risk
model, uses an option pricing model to value corporate liabilities. In the Merton model, the
capital structure of the firm consist of equity and a zero-coupon bond with face value K and
maturity τ . Firm default in the Merton model only occurs at the maturity date of the debt
τ and only if the firm’s market value at time-τ , Y ∗τ , is less than the face value of the bond
K. Because the firm’s market value at time-t, Y ∗t , is not observable, Y ∗t is treated as a latent
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variable and implementation of the Merton model requires filtering Y ∗t .
Denote the equity price of the firm at time-t, 0 ≤ t ≤ τ , as Yt. Under the above capital
structure Merton argued that the firm’s observable equity price Yt can be interpreted as the
payoff of a European call option written on the firm’s unobservable market value Y ∗t with strike
price K and maturity date τ ; that is, the firm’s equity price at the maturity date of it’s debt
τ must be Yτ = max[Y
∗
τ −K, 0]. The sequence of equity prices {Yt}nt=1 can then be seen as a
sequence of option prices written on the corresponding market values {Y ∗t }nt=1.
Obtaining the option pricing relationship between Y ∗t and Yt requires specifying the firm’s
market value dynamics. The Merton model assumes that the firm’s market value dynamics
follow a geometric Brownian motion (GBM):
dY ∗t
Y ∗t
= µ · dt+ σ · dWPt , (1.13)
where µ is the drift coefficient, σ is the diffusion coefficient and WPt is a Brownian Motion
under the historical probability measure P . Under the assumption that the risk-free interest
rate r (r ≥ 0) is deterministic risk-neutral valuation provides the key relationship between the
firm’s equity price Yt and the latent market value Y
∗
t :
Yt = Y
∗
t Φ(dτ,t)−K exp(−r(τ − t))Φ(dτ,t − σ
√
τ − t), (1.14)
where
dτ,t =
[ln(Y ∗t /K) +
(
r + σ
2
2
)
(τ − t)]
σ
√
τ − t ,
τ − t is the time to maturity and Φ(·) is the cumulative distribution function of a standard
normal random variable. That is, in the Merton model the firm’s observable equity value Yt
is related to the firm’s latent market value Y ∗t through the Black and Scholes (1973) option
pricing formula.
Denote by gτ,t(·, σ2) the inverse of the Black and Scholes option pricing formula; i.e., Y ∗t =
22
gτ,t(Yt, σ
2).8 Given a value of σ2 the firms unobservable market value Y ∗t can then be filtered
using the relationship Y ∗t = gτ,t(Yt, σ2), where
Yt = g
−1
τ,t (Y
∗
t , σ
2) ≡ Y ∗t Φ(dτ,t)−K exp(−r(τ − t))Φ(dτ,t − σ
√
τ − t).
The subscript τ in the function gτ,t(·, σ2) captures the dependence of the Black and Scholes
formula on the time-to-maturity (τ − t).
Implementation of the Merton model requires estimating σ, µ and Y ∗t and can be carried
out using the Maximum Likelihood approach described in Duan (1994, 2000). From equation
(1.13), the log-likelihood function for the true latent returns R∗t = log(Y ∗t /Y ∗t−1) is given by
L∗n(µ, σ) = −
n
2
log(2piσ2)− 1
2
T∑
t=1
(R∗t − (µ− σ
2
2 ))
2
σ2
−
T∑
t=1
log(Y ∗t ).
Using the option pricing relationship Y ∗t = gτ,t(Yt, σ2), the Jacobian formula yields the observ-
able log-likelihood function:
Ln(µ, σ) = −n
2
log(2piσ2)− 1
2
T∑
t=1
(Rt(σ
2)− (µ− σ22 ))2
σ2
−
T∑
t=1
log(gτ,t(Yt, σ
2))−
T∑
t=1
Φ
(
log(dτ,t(σ
2)
)
,
(1.15)
where Rt(σ
2) = log[gτ,t(Yt, σ
2)/gτ,t−1(Yt−1, σ2)] are the implicit returns obtained from a specific
value of σ2 and (1.14), and
dτ,t(σ
2) =
[ln(gτ,t(Yt, σ
2)/K) +
(
r + σ
2
2
)
(τ − t)]
σ
√
τ − t .
The last term in equation (1.15) corresponds to the Jacobian for the Black and Scholes formula
and is needed to transition from the log-likelihood for the latent returns to the log-likelihood
for the implicit returns Rt(σ
2).
8The Black and Scholes formula is strictly increasing in Y ∗t for any plausible value of σ
2 and so gτ,t(·, σ2)
always exists.
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Directly maximizing the log-likelihood in (1.15) yields parameter estimates for µ, σ2 and esti-
mates of the firm’s latent market values. However, this estimation procedure is computationally
burdensome and can suffer from multiple local maxima. An alternative to direct maximiza-
tion of the likelihood is the iterative estimation approach known in the financial industry as the
KMV (Kealhofer, McQuown and Vasicek) method. The KMV methods is implemented through
the following steps: first, conditional on some initial estimate of σ2, the latent firm values are
forecasted using (1.14); second, the forecasted firm values are used to update the parameter
estimates by maximizing the observable log-likelihood, where gτ,t(Yt, σ
2) has been replaced by
the forecasted value of Y ∗t obtained in the previous step. The estimation procedure is then
iterated until convergence is achieved. The KMV method, while computationally simpler than
Maximum Likelihood, is a backfitting estimation procedure in the spirit of Pastorello et al.
(2003) and will not deliver the MLE upon convergence, see Fan et al. (2012) for a discussion.
A Semiparametric Merton Credit Risk Model
Maximum Likelihood estimation of the Merton credit risk model dominates other estimation
methods, such as, the volatility-restriction approach and the pure proxy approach,9 in terms of
bias and precision, so long as the model is correctly specified (Li and Wong, 2008). However,
if the firm’s market value dynamics are not correctly specified the MLE will be biased and
inconsistent, leading to poor estimates of σ2 and the latent firm values. In the Merton model
misspecification of the firm’s market value dynamics is particularly plausible since 1.13 implies
that the firm’s market value returns are unpredictable. This assumption, which is true for many
credit risk models besides the Merton model, stands in sharp contrast to a “substantial body
of evidence that documents the predictability of financial asset returns,” Lo and Wang (1995).
As discussed in Lo and Wang (1995), return predictability generally manifests itself in the
drift of the process and has no affect on option prices since option prices are calculated under the
risk neutral measure. Therefore, considering a more general specification for the drift coefficient
in the firm’s market value dynamics will not alter the relationship Y ∗t = gτ,t(Yt, σ2). Moreover,
9See Jones et al. (1984) for a discussion of the pure proxy approach and Ronn and Verma (1986) for a
discussion of the volatility-restriction approach.
24
allowing the firm’s market value dynamics to exhibit predictability would greatly enhance the
applicability and robustness of the Merton model.
To incorporate predictability within the original Merton model we allow the drift coefficient
in the diffusion model for the firm’s market value to be an arbitrary smooth function of Y ∗t . The
resulting semiparametric diffusion model for the firm’s market value dynamics is then given by
dY ∗t
Y ∗t
= η(Y ∗t ) · dt+ σ·dWPt , (1.16)
where the drift coefficient η(·) is unknown and satisfies certain regularity conditions ensuring
the existence of a solution to the stochastic differential equation (1.16).
Implementing this semiparametric version of the Merton model requires estimating Y ∗t , σ
and η(·). Maximum Likelihood estimation of Y ∗t , σ and η(·) requires obtaining the transition
density of this new diffusion model. Integrating the diffusion in (1.16) over the interval from t
to t+ ∆ we have
∫ t+∆
t
dY ∗u
Y ∗u
=
∫ t+∆
t
η(Y ∗u )du+ σ
∫ t+∆
t
dWPu
=
∫ t+∆
t
η(Y ∗u )du+ σ(W
P
t+∆ −WPt ). (1.17)
Furthermore, by Ito’s Lemma
∫ t+∆
t
dY ∗u
Y ∗u
= ln
(
Y ∗t+∆
Y ∗t
)
+
σ2
2
∆. (1.18)
From (1.17) and (1.18) we obtain
ln
(
Y ∗t+∆
Y ∗t
)
=
∫ t+∆
t
η(Y ∗u )du−
σ2
2
∆ + σ(WPt+∆ −WPt ), (1.19)
where for any t, (WPt+∆ −WPt ) ∼ N(0,∆) and N(a, b) a normal random variable with mean a
and variance b.
Unfortunately, there is no hope in general of obtaining a closed form solution for
∫ t+∆
t η(Y
∗
u )du
if we are agnostic about the shape of η(·). Therefore, the diffusion model in (1.16) can not be
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exactly integrated and the transition density can not be obtained in closed form for a fixed
value of ∆. However, approximating
∫ t+∆
t η(Y
∗
u )du by η(Y
∗
t )∆ yields the approximate model:
ln
(
Y ∗t+∆
Y ∗t
)
=
(
η(Y ∗t )−
σ2
2
)
∆ + σ(WPt+∆ −WPt ). (1.20)
The only difference between equations (1.19) and (1.20) is the approximation due to
∫ t+∆
t η(Y
∗
u )du.
Therefore, for sufficiently smooth η(·), the transition density derived from the model in equa-
tion (1.20) and the transition density of the diffusion model in equation (1.16) should be very
similar.
Using the approximated model
ln
(
Y ∗t+∆
Y ∗t
)
=
(
η(Y ∗t )−
σ2
2
)
∆ + σ(WPt+∆ −WPt ),
where again we stress that the only actual approximation is due to η(Y ∗t )∆, for ∆ = 1, we have
ln
(
Y ∗t+1
Y ∗t
) ∣∣Y ∗t ∼ N [(η(Y ∗t )− σ22
)
, σ2
]
. (1.21)
Equation (1.21) allows us to construct the conditional “latent” log-likelihood function for the
diffusion model of the unobservable firm values. Similar to the fully parametric case, given the
“latent” log-likelihood and the Black and Scholes formula, the Jacobian formula can be applied
to obtain the observable conditional log-likelihood function:
Ln(σ
2, η) = −n− 1
2
ln(2piσ2)− 1
2(n− 1)
n∑
t=1
[Rt(σ
2)− (η(gτ,t(Yt, σ2))− σ22 )]2
σ2
− 1
(n− 1)
n∑
t=1
ln(gτ,t(Yt, σ
2))− 1
n− 1
n∑
t=1
ln Φ(dτ,t(σ
2)), (1.22)
where again Rt(σ
2) = ln(gτ,t(Yt, σ
2)/gτ,t−1(Yt−1, σ2)) are the implicit returns obtained using a
specific value of σ2 and the Black and Scholes formula (1.14), and dτ,t(σ
2) = [ln(gτ,t(Yt, σ
2)/K)+
(r + σ2/2)(τ − t)]/σ√τ − t.
While this semiparametric diffusion model is more flexible than the fully parametric model,
estimation is also more difficult. In this setting estimating η(·) requires an estimator for Y ∗t ,
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which can not be obtained without an estimator for σ2. Likewise, an estimator of η(·) must be
obtained before the conditional log-likelihood in (1.22) can be maximized to obtain an estimate
of σ2.10 One idea is to obtain an estimate of η(·) at some preliminary estimate of σ2 and plug
this estimate into the conditional log-likelihood function (1.22). The resulting log-likelihood
function can then be maximized with respect to σ2 and the process repeated until convergence
is achieved. However, from our earlier discussion of backfitting we know that such an estimation
strategy may not adequately capture the information about σ2 contained in the drift function,
potentially leading to biased and inefficient estimators.
Profile Estimation
The conditional log-likelihood in (1.22) depends on both finite and infinite dimensional param-
eters and so a semiparametric estimation procedure is required to estimate σ2 and η(·). One
potential means of estimating these quantities is profile likelihood. If Y ∗t were known we could
estimate η(·) for a given value of σ2 by maximizing, with respect to η, the smoothed likelihood
function
n∑
j=1
[Rt(σ
2)− (η − σ22 )]2
σ2
K
(
Y ∗t − Y ∗j
hn
)
, (1.23)
where K(·) is a bounded kernel function and hn is a bandwidth. It is simple to show that the
maximizer of (1.23) is given by ηˆ(Y ∗t , σ2) =
∑n
j=1Rj(σ
2)wj(Y
∗
t ) + σ
2/2, where
wj(Y
∗
t ) =
K
(
Y ∗t −Y ∗j
hn
)
∑n
i=1K
(
Y ∗t −Y ∗j
hn
) .
Defining R¯t(σ
2) =
∑n
j=1Rj(σ
2)wj(Y
∗
t ) we have ηˆ(Y
∗
t , σ
2) = R¯t(σ
2) + σ2/2.
Unfortunately, calculating η(Y ∗t , σ2) at a fixed value of σ2 is not feasible since the firm value
Y ∗t is unknown for fixed σ2. Even if such an estimator of η(·) were feasible estimating σ2 would
10Such an estimation procedure could be carried out simultaneously but this would require directly maximizing
1.22, which is difficult even in the simple case where the function η(·) is parametric.
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require solving the following equation in σ2:
0 = σ4Mn(σ
2) + σ2/2− 1
2(n− 1)
n∑
t=1
[Rt(σ
2)− R¯t(σ2)]2, (1.24)
where
Mn(σ
2) = M1,n(σ
2) +M2,n(σ
2) +M3,n(σ
2),
M1,n(σ
2) =
1
2(n− 1)σ2
n∑
t=1
∂
∂σ2
[Rt(σ
2)− R¯t(σ2)]2,
M2,n(σ
2) =
1
(n− 1)
n∑
t=1
∂
∂σ2
ln gτ,t(Yt, σ
2),
M3,n(σ
2) =
1
(n− 1)
n∑
t=1
∂
∂σ2
ln Φ(dτ,t(σ
2)).
Solving equation (1.24) requires the use of inner and outer maximization loops and is compu-
tationally complex.11
The MBP-SP algorithm could instead be used to iteratively solve 1.24 and obtain a com-
putationally simpler estimate of σ2. In this setting the MBP-SP algorithm is implemented
through the following steps.
Step (1): Provide an initial guess σˆ2(1) and compute Y
∗(1)
t = gτ,t(Yt, σˆ
2(1)) by inverting the
Black and Scholes formula (1.14).
Step (2): For k ≥ 1, compute an estimate of the unknown function using {Y ∗(k)t }nt=1, σˆ2(k)
and the updating rule:
ηˆ(Y
∗(k)
t , σˆ
2(k)) = R¯t(σˆ
2(k)) + σˆ2(k)/2. (1.25)
Step (3): For k ≥ 1, update the guess for σˆ2(k) by solving
0 = σ4Mn(σˆ
2(k)) + σ2/2− 1
2(n− 1)
n∑
t=1
[Rt(σˆ
2(k))− R¯t(σˆ2(k))]2. (1.26)
11Equation (1.24) can be obtained by differentiating Ln(σ
2, ηˆ(σ2)) with respect to σ2.
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The updated guess of σ2 can then be used to obtain {Y ∗(k+1)t }nt=1 by inverting the Black
and Scholes option pricing formula (1.14).
Step (4): Iterate between the updating rules (1.25) and (1.26) until convergence.
Equation (1.26) can be solved directly to yield a closed form solution for the updated guess
of σˆ2(k+1):
σˆ2(k+1) =
−1
2
+
√√√√1
4
+ 2Mn(σˆ2(k))
1
(n− 1)
n∑
t=1
[Rt(σˆ2(k))− R¯t(σˆ2(k))]2
/2Mn(σˆ2(k)).
While estimation of σ2 using existing estimation methods would be computationally difficult,
estimating σ2 using the MBP-SP algorithm only requires updating estimators using closed form
solutions.
It is important to point out that Rt(σ
2) is heterogeneous in a nonstationary manner because
of the implicit returns dependence on τ . In principle the theory developed in Section 1.4 can not
be readily applied to this setting without imposing additional regularity conditions. However,
the simulation evidence given herein demonstrates that ignoring this issue does not have an
impact on the resulting parameter estimates.12
Simulation Experiments
To illustrate the usefulness of the MBP-SP algorithm in the confines of the semiparametric
credit risk model presented herein we devise and implement two Monte Carlo experiments.
First, we construct 2,000 synthetic samples of 500 time series observations for daily returns,
corresponding to two years of data on daily returns. The firms’ value trajectory is initialized
at 104 and the face value of the firm’s debt is fixed at B = 900. The volatility parameter is
fixed at σ2 = .09 and we consider two different specifications for the drift:
ηA(Y
∗
t )Y
∗
t = .01 · Y ∗t ,
ηB(Y
∗
t )Y
∗
t = .01 ·
√
Y ∗t .
12Additional simulation evidence in Fan et al. (2012) demonstrates a similar point.
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Under specification A the drift is constant and the process (Y ∗t ) is a geometric Brownian motion
and under specification B the process (Y ∗t ) has a nonlinear drift. The parameter estimates
are obtained by implementing the MBP-SP algorithm and a standard normal kernel is used in
estimating the unknown drift function. The bandwidth for the procedure is chosen by leave-one-
out cross-validation. For each specification we calculate the root mean squared error (RMSE),
mean absolute error (MAE) and the Monte Carlo standard error for the estimated volatility
parameter over the 2,000 replications. The median number of iterations required for the MBP-
SP algorithm to achieve a convergent estimator under specification A was twenty-eight and
under specification B the algorithm needed thirty-two iterations to converge. The convergence
criteria was specified as |σˆ2(k) − σˆ2(k−1)| and the tolerance was set to 1.0e−04.
The results of the Monte Carlo experiment are contained in Table 1.3: Std. Dev. is the
Monte Carlo standard deviation, MAE is the Monte Carlo mean absolute error and RMSE is
the Monte Carlo root mean squared error. Generally speaking, Table 1.3 demonstrates that the
MBP-SP algorithm yields precise estimates of the volatility parameter σ2, which was set to .09
for both specifications. This result is true across both specifications A and B.
The second Monte Carlo experiment attempts to determine what effect misspecification of
the drift function has on the estimated volatility parameter. In particular, we construct the
conditional log-likelihood function under the assumption that the drift in equation (1.16) is
constant (η(Y ∗t ) = η), so (1.16) is a geometric Brownian motion and we are back in the original
Merton model. However, for this Monte Carlo experiment the true drift function generating
the data is specified as η(Y ∗t ) · Y ∗t = .01 ·
√
Y ∗t ( i.e., the data is actually generated from
specification B). Again we consider 2,000 synthetic samples of 500 time series observations for
daily returns with the firm’s value trajectory initialized at 104 and the face value of the firm’s
debt fixed at B = 900. The volatility parameter is also fixed at σ2 = .09. The parameter
σ2 is estimated using a NR approach. The median number of iterations required to obtain a
convergent estimator was thirteen.
The results of this Monte Carlo experiment are contained in Table 1.4. Comparing Tables
1.3 and 1.4 we see that if the drift term is not correctly specified our estimates of σ2 are very
imprecise. In particular, under specification B, the semiparametric estimation procedure has
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much smaller mean absolute error and root mean squared error than the misspecified Maximum
Likelihood estimator. Also, the mean parameter estimate obtained using the semiparametric
method (.0904) is much closer to the true value (.0900) than the mean parameter estimate
obtained from the misspecified Maximum Likelihood estimator (.0952) .
1.4 Asymptotic Properties
This section presents conditions under which the MBP-SP algorithm will converge and estab-
lishes asymptotic properties for the corresponding estimators under consistent and inconsistent
starting values. In this section we use high level assumptions, which can be verified for individual
nonparametric estimation methods, to obtain asymptotic results for a general nonparametric
estimator. In Section 1.8 we detail a set of more primitive conditions that guarantee satisfaction
of these high level conditions if ηˆ is obtained by kernel smoothing.
1.4.1 Consistency
This sub-section establishes consistency of θˆ
(k)
n derived from the MBP-SP algorithm in Section
1.2.3. To establish asymptotic results for θˆ
(k)
n it is useful to re-parameterize the original score
function Sn(θ), defined in Section 1.1, as Sn(θ, θ
1), where Sn(θ, θ
1) depends on the parameter
θ through its own occurrence and the occurrence of θ1 treated as a nuisance parameter. For
the MBP-SP algorithm the score function Sn(θ, θ
1) is defined as:
Sn(θ, θ
1) = n−1
n∑
i=1
∂`i(θ, ηˆ(θ
1))
∂θ
+
∂ηˆ(zi, θ
1)
∂θ
∂`i(θ
1, ηˆ(θ1))
∂η
. (1.27)
To define the limit counterpart of Sn(θ, θ
1) we require an assumption about the limiting
behavior of ηˆ(·, θ).
Assumption 1.
(i) supθ∈Θ supz∈Z |ηˆ(z, θ)− η(z, θ)| = op(1).
(ii) The derivative of η(z, θ) with respect to θ exists and is finite.
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The limit score function S∞(θ, θ1) is given by
S∞(θ, θ
1) = E
[
∂`(θ, η(θ1))
∂θ
+
∂η(Z, θ1)
∂θ
∂`(θ1, η(θ1))
∂η
]
. (1.28)
Define θˆ
(k)
n as the argument maximizer of −|Sn(θ, θˆ(k−1)n )|, where | · | is the Euclidean norm
and define
θ¯n(ηˆ(θ
1)) = arg max
θ
−|Sn(θ, θ1)|.
θˆ
(k)
n can then be represented equivalently as θˆ
(k)
n = θ¯n(ηˆ(θˆ
(k−1)
n )). Consistency of θˆ
(k)
n for θ0
requires the following assumptions.
Assumption 2. There exist , b(Z), b˜(Z), bˆ(Z) > 0 with E(b(Z)) < ∞, E(b˜(Z)) < ∞,
E(bˆ(Z)) <∞ such that
(i) for all θ ∈ Θ ∂`(θ, η(θ))/∂θ is continuous at θ with probability one;
(ii) supθ |∂`(θ, η(θ))/∂θ| ≤ b(Z);
(iii) supθ |∂`(θ, η˜(θ))/∂θ − ∂`(θ, η(θ))/∂θ| ≤ b˜(Z)(supθ supz |η˜(Z, θ)− η(Z, θ)|);
(iv) `(θ, η) and ∂`(θ, η)/∂θ are Fre´chet differentiable in η. The Fre´chet derivative ∂2`(θ, η)/∂θ∂η
satisfies supθ,η |∂2`(θ, η)/∂θ∂η| ≤ bˆ(Z).
Assumption 2 ensures that the limit score function S∞(θ, θ1) exists and satisfies
sup
θ∈Θ
|Sn(θ, θ)− S∞(θ, θ)| = op(1).
The following assumption is required for identification of θ0.
Assumption 3.
(i) For any θ1 ∈ Θ, the function θ 7→ −| S∞(θ, θ1)| admits a unique maximizer θ¯[P 0, η(θ1)],
where P 0 ∈ P is the true probability measure governing the observations;
(ii) The map θ¯[P 0, η(·)] : Θ → Θ is continuous on Θ and θ¯[P 0, η(·)] is continuous in η at
η = η0;
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(ii) θ0 is a fixed-point of the map θ¯[P 0, η(·)] .
The map θ¯[P 0, η(·)] can be interpreted as the limit of θ¯n(ηˆ(·)) and θ0 = θ¯[P 0, η(θ0)] can be
interpreted from the limit score equations S∞(θ0, θ0). Since the estimation problem is solved
iteratively, consistency of θˆ
(k)
n for θ0 requires an additional assumption about the uniqueness of
this fixed point. To illustrate this consider the triangle inequality:
| θˆ(k)n − θ0| ≤ | θ¯n(ηˆ(θˆ(k)n ))− θ¯[P 0, η(θˆ(k)n )]|+ | θ¯[P 0, η(θˆ(k)n )]− θ¯[P 0, η(θ0)]|. (1.29)
Consistency of θˆ
(k)
n for θ0 requires the right hand side (RHS) of equation (1.29) to converge to
zero in probability as n → ∞. The first term on the RHS of (1.29) will converge to zero in
probability if θ¯n(ηˆ(θ
1)) converges uniformly to θ¯[P 0, η(θ1)] in probability.
Lemma 1. Assume Θ is a compact subset of the metric space (Θ˜, | · |). If Assumptions 1-3 are
satisfied, then
sup
θ1∈Θ
|θ¯n(ηˆ(θ1))− θ¯[P 0, η(θ1)]| → 0 in probability.
By Lemma 1 consistency of θˆ
(k)
n for θ0 depends on the second term on the RHS of (1.29).
Consistent estimation of θ0 will follow if either of the following scenarios are satisfied.
(i) If θˆ
(k−1)
n is consistent for θ0 the second term on the RHS of (1.29) converges to zero by
continuity of θ¯[P 0, η(·)]. Therefore, if the MBP-SP algorithm begins from a consistent
estimator, θˆ
(k)
n is consistent for θ0 at each k and the second term on the RHS of (1.29)
converges to zero in probability.
(ii) If θˆ
(1)
n is not consistent for θ0, θ¯[P 0, η(·)] must be contracting over Θ and the number of
iterations must go to infinity. The contraction mapping allows us to write
| θ¯[P 0, η(θˆ(k)n )]− θ¯[P 0, η(θ0)]| ≤ c|θˆ(k)n − θ0|
for c ∈ (0, 1). Successive approximations then yield
| θ¯[P 0, η(θˆ(k)n )]− θ¯[P 0, η(θ0)]| ≤ c| θ¯[P 0, η(θˆ(k−1)n )]− θ¯[P 0, η(θ0)]| ≤ ... ≤ ck| θˆ(1)n − θ0|.
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As k →∞ the second term on the RHS of (1.29) converges to zero.
Therefore, consistency of θˆ
(k)
n for θ0 requires the following assumptions.
Assumption 4. The map θ¯[P 0, η(·)] : Θ→ Θ is contracting on Θ; i.e., there exists a c ∈ (0, 1)
such that, for any θ1, θ2 ∈ Θ
| θ¯[P 0, η(θ1)]− θ¯[P 0, η(θ2)]| ≤ c|θ1 − θ2|.
Assumption 5. θˆ
(1)
n is a consistent estimator of θ0.
Proposition 1. Assume Θ is a compact subset of the metric space (Θ˜, | · |). Suppose Assump-
tions 1-3 are satisfied, then
(i) under Assumption 4, θˆ
(k)
n is consistent if k →∞ as n→∞;
(ii) under Assumption 5, θˆ
(k)
n is consistent for any k = 1, 2, ....
1.4.2 Information Dominance Condition
If θˆ
(1)
n is not a consistent estimator of θ0 to achieve a consistent estimator θ¯[P 0, η(·)] must be
contracting over Θ. While the contraction mapping condition may seem ad hoc this assumption
is implied, at least locally, by an Information Dominance Condition (IDC). The equivalence
between the IDC and the local contraction mapping condition was first noted by Song et al.
(2005) and Fan et al. (2012) and requires that θ¯[P 0, η(·)] admit continuous partial derivatives.
The IDC can be interpreted as a condition on the information contained in different portions
of the Hessian. The IDC, and hence the local contraction mapping condition, will be satisfied
if the information contained in the portion of the Hessian used to estimate θ0 is larger than the
information contained in the portions of the Hessian that are ignored.
To detail the IDC recall that θ¯[P 0, η(θ1)] satisfies
S∞(θ¯[P
0, η(θ1)], θ1) = 0.
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Differentiating this expression with respect to θ1 we obtain
0 =
∂S∞(θ¯[P 0, η(θ1)], θ1)
∂θ
∂θ¯[P 0, η(θ1)]
∂θ1
+
∂S∞(θ¯[P 0, η(θ1)], θ1)
∂θ1
, (1.30)
where ∂S∞(·,·)∂θ and
∂S∞(·,·)
∂θ1
are the partial derivatives of S∞(·, ·) with respect to the first and
second arguments, respectively. Re-arranging 1.30, evaluating terms at θ0, and taking the norm
yields
∥∥∥∥∂θ¯[P 0, η(θ1)]∂θ1
∣∣∣∣
θ=θ0
∥∥∥∥ =
∥∥∥∥∥
[
−∂S∞(θ, θ
0)
∂θ
∣∣∣∣
θ=θ0
]−1
∂S∞(θ0, θ1)
∂θ1
∣∣∣∣
θ1=θ0
∥∥∥∥∥ .
The IDC for the MBP-SP algorithm is then given by
∥∥∥∥∥
[
−∂S∞(θ, θ
0)
∂θ
∣∣∣∣
θ=θ0
]−1
∂S∞(θ0, θ1)
∂θ1
∣∣∣∣
θ1=θ0
∥∥∥∥∥ < 1, (1.31)
where the derivatives in 1.31 are
∂S∞(θ, θ0)
∂θ
∣∣∣∣
θ=θ0
=E
[
∂2`(θ, η0(Z, θ0))
∂θ∂θ′
] ∣∣∣∣
θ=θ0
, (1.32)
∂S∞(θ0, θ1)
∂θ1
∣∣∣∣
θ1=θ0
=2E
[
∂η0(Z, θ1)
∂θ1
∂2`(θ0, η0(Z, θ1))
∂η∂(θ1)′
] ∣∣∣∣
θ1=θ0
+ E
[
∂η0(Z, θ1)
∂θ1
∂2`(θ0, η0(Z, θ1))
∂η∂η
∂η0(Z, θ1)
∂(θ1)′
] ∣∣∣∣
θ1=θ0
+ E
[
∂`(θ1, η0(Z, θ1))
∂η
∂2η0(Z, θ1)
∂θ1∂(θ1)′
] ∣∣∣∣
θ1=θ0
. (1.33)
Obtaining reasonable estimates for θ0 requires, at a minimum, satisfaction of the IDC.
However, verifying this condition by forming its sample counterpart can be cumbersome. Song
et al. (2005) and Jiang (2005) argue that satisfaction of the IDC can be verified by instead
examining |θˆ(k)n −θˆ(k−1)n | and/or an appropriately scaled version of Sn(θˆ(k+1)n , θˆ(k)n ) for k = 1, 2, ...
These authors argue that if these sequences are converging toward zero this is an indication
that the IDC is indeed satisfied.
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1.4.3 Asymptotic Normality
Recall that θˆn is the MLE of θ
0, ηˆ(·, θ) is an estimator of η0(·, θ) and θˆn satisfies
0 = Sn(θˆn, θˆn) = n
−1
n∑
i=1
∂`i(θˆn, ηˆ(θˆn))
∂θ
+
∂ηˆ(zi, θˆn)
∂θ
∂`i(θˆn, ηˆ(θˆn))
∂η
.
Moreover, recall that θ0 is assumed to be the unique solution to
0 = S∞(θ0, θ0) = E
[
∂`(θ0, η0(θ0))
∂θ
+
∂η0(Z, θ0)
∂θ
∂`(θ0, η0(θ0))
∂η
]
.
By Assumptions 1, 2, 3 and compactness of Θ, θˆn →p θ0 (see, e.g., Newey, 1994). From
consistency of θˆn and θˆ
(k)
n we can focus our analysis on small or shrinking subsets of the
parameter spaces. Define the norm ‖η‖H as either ‖η‖H = supθ supz |η(z, θ)| or ‖η‖H =
supθ{
∫
η(Z, θ)2dP 0}1/2. Using this norm, for δ > 0, define the sets Θδ = {θ ∈ Θ : |θ− θ0| ≤ δ}
and Hδ = {η ∈ H : ‖η − η0‖H ≤ δ}.
The following high level assumptions are adopted to obtain the asymptotic distribution of
θˆn and are required to compare the asymptotic distribution of the MLE θˆn and the MBP-
SP estimator θˆ
(k)
n . These high level assumptions are similar to those found elsewhere in the
literature on nonparametric and semiparametric estimation, see, e.g., Newey (1994), Chen et al.
(2003), Chen (2007), Ichimura and Lee (2010), and can be established under more primitive
conditions.
Assumption 6. For η0 ∈ H with H a class of continuous functions from Z × Θ to R, the
following assumptions are satisfied.
(i) ηˆ ∈ H with probability one;
(ii) ‖ηˆ − η0‖H = op(n−1/4);
(iii) For all r, s = 0, 1, 2, r + s ≤ 2 and each component of θ, θj , j = 1, ..., p
‖∂r+sηˆ/∂θsj∂zr − ∂r+sη0/∂θsj∂zr‖H = op(1).
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Assumption 7.
(i) For θ ∈ Θδ, η ∈ Hδ, ∂`(θ, η(θ))/∂θ is differentiable in θ;
(ii) [∂S∞(θ, θ)/∂θ]|θ=θ0 is nonsingular;
(iii) E[|∂`(θ0, η0(θ0))/∂θ|2] <∞;
(iv) Assumption 2parts (i) − (iii) are satisfied if ∂`/∂θ is replaced by the rows of ∂2`/∂θ∂θ′
and Θ is replaced by Θδ.
(v) For fixed (θ, η) ∈ Θδ ×Hδ, `(θ, η) is twice continuously Fre´chet differentiable in η.
Assumption 8. There exists a Γ(z) such that
(i) E[Γ(Z)] = 0
(ii) E[Γ(Z)Γ(Z)′] if finite.
(iii) Γ(z) satisfies the following:
1
n
n∑
i=1
Γ(zi) + op(n
−1/2) =
∂
∂θ
{
E
[
∂`(θ, η0(θ))
∂η
] (
ηˆ(·, θ)− η0(·, θ))} ∣∣∣∣∣
θ=θ0
.
Assumption 9. Define
S∗n(θ, θ
1) = n−1
n∑
i=1
∂`i(θ, η
0(θ1))
∂θ
+
∂η0(zi, θ
1)
∂θ
∂`i(θ
1, η0(θ1))
∂η
.
The following are satisfied:
(i)
√
nSn(θ
0, θ0) =
√
n{S∗n(θ0, θ0) + 1n
∑n
i=1 Γ(zi)}+ op(1);
(ii)
√
n{S∗n(θ0, θ0) + 1n
∑n
i=1 Γ(zi)} →d N(0,Ω), where N(0,Ω) is a p-variate mean-zero nor-
mal random variable with variance Ω.
The term Γ(z) captures the effect of the nonparametric estimator of η0(·, θ) on the estimator
of θ0 and is often referred to as the “correction term,” Newey (1994). The exact form of Γ(z)
depends on the specific model and how θ enters the function η0(·, θ). For a thorough discussion
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of Γ(z), including how to calculate Γ(z) in certain semiparametric models, see Newey (1994),
Ichimura and Lee (2010) or Mammen et al. (2012).
Under Assumptions 6-9, θˆn is asymptotically normal with mean zero and variance
[
∂S∞(θ, θ)
∂θ
∣∣∣∣∣
θ=θ0
]−1
Ω
[
∂S∞(θ, θ)
∂θ
∣∣∣∣∣
θ=θ0
]−1
.
Section 1.8 details a set of more primitive conditions that guarantee the satisfaction of Assump-
tions 6-9 when ηˆ(·, θ) is obtained by kernel smoothing.
The following proposition details the asymptotic distribution of
√
n|θˆ(k+1)n − θˆn| as k →∞
and n→∞.
Proposition 2. Assume Θ is a compact subset of some metric space (Θ˜, | · |). Assumptions 2,
3 and Assumptions 6-9 are satisfied.
(i) If Assumption 4 is satisfied, as k →∞ and n→∞, √n|θˆ(k+1)n − θˆ(k)n | → 0 in probability
and
√
n|θˆ(k+1)n − θˆn| → 0 in probability, so long as k ≥ nδ for some δ > 0.
(ii) If Assumption 5 and the IDC in 1.31 are satisfied, as k → ∞ and n → ∞, √n|θˆ(k+1)n −
θˆ
(k)
n | → 0 in probability and √n|θˆ(k+1)n − θˆn| → 0 in probability.
The iterative estimator defined by the Newton updating step in (1.5) and the estimator
defined as the solution to (1.4) have the same Taylor series expansion. Therefore, all the results
presented herein are valid whether θˆ
(k)
n is calculated by (1.4) or (1.5).
The asymptotic distribution of θˆ
(k)
n relies on a contraction mapping regardless of the initial
starting point. If the iterations begin from a consistent estimator the contraction mapping
we require is a local contraction mapping, which can be represented using the IDC. In this
instance, the only requirement on the number of iterations is that k diverge to infinity as the
sample size goes to infinity. If the iterations do not begin from a consistent estimator the
contraction mapping we require is a global contraction mapping and the number of iterations
must satisfy k ≥ nδ for some δ > 0. This rate condition is needed since satisfaction of a
global contraction mapping condition does not necessarily guarantee
√
n|θˆ(k)n − θˆ(k−1)n | → 0 in
probability for inconsistent starting values, Pastorello et al. (2003) and Dominitz and Sherman
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(2005). Luckily this potential lack of finite sample convergence can be addressed by letting
the number of iterations diverge to infinity with n at a sufficiently fast pace. To highlight
the dependence of k on n denote by k(n) the number of iterations and θˆ
(k(n))
n the associated
estimator at the k(n)-th iteration.
For the MBP-SP estimator to be asymptotically equivalent to θˆn, in addition to the con-
traction mapping we need
√
n|θˆ(k(n)+1)n − θˆ(k(n))n | → 0 in probability. A sufficient condition for
this to hold is for θ¯n(ηˆ(·)) to be an asymptotic contraction mapping; that is, there exists a
c ∈ [0, 1), independent of n and the sample such that, with probability converging to one as
n→∞
|θ¯n(ηˆ(θ1)− θ¯n(ηˆ(θ2)| ≤ c|θ1 − θ2|, θ1, θ2 ∈ Θ.
Under Assumptions 2-4 and Assumptions 6-9, θ¯n(ηˆ(·)) is an asymptotic contraction mapping
and we can write, for n→∞,
√
n| θˆ(k(n)+1)n − θˆ(k(n))n | ≤
√
nc| θˆ(k(n))n − θˆ(k(n)−1)n | ≤ · · · ≤
√
nck(n)|θˆ(2)n − θˆ(1)n |. (1.34)
To ensure that (1.34) converges to zero we need
√
nck(n) → 0. This condition will be satisfied if
we take k(n) ≥ nδ, δ > 0. Hence, the rate condition is needed to ensure √n|θˆ(k(n)+1)n −θˆ(k(n))n | →
0 in probability.
1.5 Conclusion
This essay proposes a new Maximization By Parts (MBP) algorithm for solving score equations
within semiparametric Maximum Likelihood. This new MBP algorithm is a computationally
simple alternative to Maximum Likelihood estimation and delivers upon convergence estimators
that are asymptotically equivalent to Maximum Likelihood.
Similar to the MBP algorithms of Song et al. (2005) and Fan et al. (2012) the algorithm
developed herein, called the MBP-SP algorithm (SP stands for semiparametric), relies on a con-
traction mapping condition. The required contraction mapping condition can be represented, at
least locally, through an information dominance condition (IDC). Under the IDC and additional
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technical conditions estimators derived from the MBP-SP algorithm are asymptotically equiv-
alent to Maximum Likelihood estimators. Such an estimation procedure would be extremely
useful in situations where the MLE is difficult to obtain or computationally impractical.
The finite sample properties of estimators obtained from the MBP-SP algorithm are an-
alyzed through two simulation studies. The results of the simulations demonstrate that the
MBP-SP algorithm delivers estimators that are computationally simple and perform well ac-
cording to various loss measures.
While not discussed explicitly, it is possible to generalize the MBP-SP algorithm to solve
general estimating equations, such as those analyzed in Severini and Staniswalis (1994) and
Lin and Carroll (2006). The MBP-SP algorithm can also be extended to more complicated
models, such as those with multiple unknown multivariate functions, using a similar approach
to Rodriguez-Poo et al. (2003).
While the algorithm discussed herein presents an alternative to existing Maximum Likeli-
hood estimators this algorithm is not applicable in every semiparametric model. For instance, in
certain models the unknown infinite dimensional parameters depend on data that itself depends
on infinite dimensional parameters, see Linton and Perron (2003) (p. 356) for an example. Such
situations can occur is semiparametric models with latent data or data that must be filtered
given estimates of the finite dimensional parameters. In these settings a backfitting approach
may be better suited to obtain estimates of the unknown parameters. However, the general
backfitting algorithm of Hastie and Tibshirani (1990) is not applicable in this setting since we
must estimate the unknown parameters and a series of latent or filtered observations. In this
case, a modified version of the latent backfitting estimator of Pastorello et al. (2003) could
be used to estimate the unknown parameters and the latent or filtered observations. Future
research is devoted to developing such a modified backfitting algorithm and understanding its
usefulness and asymptotic properties in semiparametric settings with latent or filtered data.
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1.6 Tables
1.6.1 GARCH-in-mean Example
Table 1.1: The sample size is fixed at n = 1000 and 2000 Monte Carlo replications for each spec-
ification are carried out. This table reports the medians for the estimated parameters over their
simulated distribution as well as the Monte Carlo mean absolute error(MAE) and mean squared
error(MSE).
Specification ω γ β MSEω MSEγ MSEβ MAEω MAEγ MAEβ
A 0.0152 0.1036 0.6987 0.0011 0.0009 0.0029 0.0189 0.0206 0.0202
B 0.0123 0.1002 0.8606 0.0017 0.0006 0.0021 0.0114 0.0199 0.0212
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Table 1.2: The sample size is fixed at n = 3000 and 2000 Monte Carlo replications
for specifications A and B are carried out. The parameters are estimated using the
algorithm of Christensen et al. (2012) (CEA) and the MBP-SP algorithm (MBP). The
table below reports the Monte Carlo variance, bias and mean squared error for each
estimator across both specifications.
Specification MBPω MBPγ MBPβ CEAω CEAγ CEAβ
Variance
A 1.47e-05 2.96e-05 6.24e-04 2.01e-04 6.11e-04 7.50e-03
B 2.70e-06 6.02e-05 1.97e-04 1.01e-03 9.41e-05 4.20e-03
Bias
A 7.62e-05 6.54e-04 6.99e-04 2.20e-03 5.42e-04 8.85e-03
B 3.58e-06 7.44e-05 1.47e-05 1.79e-05 2.56e-03 6.25e-03
Mean Squared Error
A 1.02e-04 7.10e-04 1.30e-03 2.46e-04 1.19e-03 1.63e-02
B 6.30e-06 1.34e-04 2.22e-04 1.41e-04 2.65e-03 1.05e-02
1.6.2 Credit Risk Example
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Table 1.3: MBP Algorithm Estimates for the Merton Credit risk model.
Specification A
Parameter TRUE Mean Q10 Q90 Std. Dev. MAE RMSE
σ2 0.09 0.0903 0.0870 0.0942 0.0038 0.0028 0.0043
Specification B
Parameter TRUE Mean Q10 Q90 Std. Dev. MAE RMSE
σ2 0.09 0.0904 0.0870 0.0943 0.0032 0.0025 0.0050
Table 1.4: Maximum Likelihood estimates under model misspecification.
Parameter TRUE Mean Q10 Q90 Std. Dev. MAE RMSE
σ2 0.09 0.0952 0.0800 0.1191 0.0197 0.0122 0.0204
1.7 Technical Lemmas and Results
1.7.1 Existing Results
The following result is due to Pastorello et al. (2003).
Proposition 3 (Proposition 1, Pastorello et al. (2003)). Assume Θ is a compact subset
of a metric space (Θ˜, | · |). Moreover, θ¯[P 0, η(·)] : Θ → Θ is continuous. If Assumptions 1, 2a
and 5 (pp. 452-453 and p. 463) are satisfied, then
sup
θ∈Θ
| θ¯n(η(θ))− θ¯[P 0, η(θ)]| → 0 in probability.
1.7.2 Main Results
Proof of Lemma 1
Proof. Let η(z, θ) be the probability limit of ηˆ(z, θ). Recall
S∗n(θ, θ
1) = n−1
n∑
i=1
∂`i(θ, η(θ
1))
∂θ
+
∂η(zi, θ)
∂θ
∂`i(θ, η(θ
1))
∂η
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and define the map
θ¯∗n(η(θ
1)) = arg max
θ
(−|S∗n(θ, θ1)|) .
The term θ¯∗n(η(·)) is essentially the same term as θ¯n(η(·)) in Proposition 1 of Pastorello et al.
(2003). Adding and subtracting θ¯∗n(η(θ1)) within supθ1∈Θ |θ¯n(ηˆ(θ1))−θ¯[P 0, η(θ1)]| and applying
the triangle inequality we obtain
sup
θ1∈Θ
|θ¯n(ηˆ(θ1))− θ¯[P 0, η(θ1)]| ≤ sup
θ1∈Θ
|θ¯n(ηˆ(θ1))− θ¯∗n(η(θ1))|+ sup
θ1∈Θ
|θ¯∗n(η(θ1))− θ¯[P 0, η(θ1)]|.
(1.35)
The lemma is verified by showing that the RHS of 1.35 converge to zero in probability as
n→∞.
To show that the first term on the RHS of 1.35 converges to zero note that
|Sn(θ, θ)− S∗n(θ, θ)| ≤
1
n
∑
i
∣∣∣∣∂`i(θ, ηˆ(θ))∂θ − ∂`i(θ, η(θ))∂θ
∣∣∣∣
≤ 1
n
{∑
i
sup
θ,η
∣∣∣∣∂2`i(θ, η)∂θ∂η
∣∣∣∣ sup
x
sup
θ
| ηˆ(z, θ)− η(z, θ)|
}
.
By Assumption 1, supz supθ | ηˆ(z, θ)−η(z, θ)| is op(1) and by Assumption 2,
{
1
n
∑
i supθ,η
∣∣∣∂2`i(θ,η)∂θ∂η ∣∣∣}
is finite and
sup
θ∈Θ
|Sn(θ, θ)− S∗n(θ, θ)| → 0 in probability
as n→∞. From here we can conclude
sup
θ∈Θ
|θ¯n(ηˆ(θ))− θ¯∗n(η(θ))| → 0 in probability
as n→∞.
Assumptions 1-3 allow us to apply Proposition 1 of Pastorello et al. (2003), which ensures
that the second term on the RHS of 1.35 converges to zero and hence the RHS of 1.35 converges
to zero.
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Proof of Theorem 1
Proof. I analyze each case of the proposition in turn.
Case (i)
| θˆ(k)n − θ0| can be rewritten as
| θˆ(k)n − θ0| =| θ¯n(ηˆ(θˆ(k−1)n ))− θ¯[P 0, η(θˆ(k−1)n )] + θ¯[P 0, η(θˆ(k−1)n )]− θ¯[P 0, η(θ0)]|
≤ | θ¯n(ηˆ(θˆ(k−1)n ))− θ¯[P 0, η(θˆ(k−1)n )]|+ | θ¯[P 0, η(θˆ(k−1)n )]− θ¯[P 0, η(θ0)]|.
The first term on the RHS converges to zero in probability as n→∞ by Lemma 1. For c ∈ [0, 1),
by the contraction hypothesis and successive approximations the second term satisfies
| θ¯[P 0, η(θˆ(k−1)n )]− θ¯[P 0, η(θ0)]| ≤ c| θ¯[P 0, η(θˆ(k−2)n )]− θ¯[P 0, η(θ0)]| · · · ≤ ck−1| θˆ(1)n − θ0|.
For k → ∞ as n → ∞, ck−1| θˆ(1)n − θ0| goes to zero. Combining these two results yields
| θˆ(k)n − θ0| → 0 in probability as k →∞ and n→∞.
Case (ii):
| θˆ(k)n − θ0| can be rewritten as
| θˆ(k)n − θ0| =| θ¯n(ηˆ(θˆ(k−1)n ))− θ¯[P 0, η(θˆ(k−1)n )] + θ¯[P 0, η(θˆ(k−1)n )]− θ¯[P 0, η(θ0)]|
≤ | θ¯n(ηˆ(θˆ(k−1)n ))− θ¯[P 0, η(θˆ(k−1)n )]|+ | θ¯[P 0, η(θˆ(k−1)n )]− θ¯[P 0, η(θ0)]|
Taking k = 2 yields
| θˆ(2)n − θ0| =| θ¯n(ηˆ(θˆ(1)n ))− θ¯[P 0, η(θˆ(1)n )] + θ¯[P 0, η(θˆ(1)n )]− θ¯[P 0, η(θ0)]|
≤ | θ¯n(ηˆ(θˆ(1)n ))− θ¯[P 0, η(θˆ(1)n )]|+ | θ¯[P 0, η(θˆ(1)n )]− θ¯[P 0, η(θ0)]|.
The first term on the RHS converges to zero in probability as n → ∞ by Lemma 1. By the
continuous mapping theorem and 5 the second term on the RHS converges to zero in probability
as n→∞. Therefore, θˆ(2)n is consistent and each subsequent iteration, k = 3, 4, ..., will also be
45
consistent, yielding the desired result.
Proof of Theorem 2
Proof. The proof is broken into two parts: part (i) shows,
√
n|θˆ(k+1)n − θˆ(k)n | → 0 in probability
and part (ii) shows,
√
n|θˆ(k+1)n − θˆn| → 0 in probability.
Part (i):
√
n|θˆ(k+1)n − θˆ(k)n | → 0 in probability
First, consider a Taylor series expansion of
√
nSn(·, θˆ(k)n ) around θ0:
0 =
√
nSn(θˆ
(k+1)
n , θˆ
(k)
n ) =
√
nSn(θ
0, θˆ(k)n ) +
(
∂Sn(θ, θˆ
(k)
n )
∂θ
|θ=θ¯
)
√
n(θˆ(k+1)n − θ0), (1.36)
where θ¯ lies between θˆ
(k+1)
n and θ0. Applying a second Taylor series expansion to Sn(θ
0, ·)
around θ0 yields
Sn(θ
0, θˆ(k)n ) = Sn(θ
0, θ0) +
(
∂Sn(θ
0, θ1)
∂θ1
|θ1=θ¯
)
(θˆ(k)n − θ0), (1.37)
where θ¯ lies between θˆ
(k)
n and θ0. Putting equations (1.36) and (1.37) together we obtain
0 =
√
nSn(θ
0, θ0) +
(
∂Sn(θ, θˆ
(k)
n )
∂θ
|θ=θ¯
)
√
n(θˆ(k+1)n − θ0) +
(
∂Sn(θ
0, θ1)
∂θ1
|θ1=θ¯
)√
n(θˆ(k)n − θ0).
(1.38)
Recall the earlier definition of S∗n(θ, θ1) used within the proof of Lemma 1:
S∗n(θ, θ
1) = n−1
n∑
i=1
∂`i(θ, η
0(θ1))
∂θ
+
∂η0(zi, θ
1)
∂θ
∂`i(θ, η
0(θ1))
∂η
,
where η0(z, θ) is the probability limit of ηˆ(z, θ) by Assumption 6. By consistency of θˆ
(k+1)
n , θˆ
(k)
n
and Assumption 7
sup
θ,θ1∈Θδ
∣∣∣∣∂Sn(θ, θ1)∂θ − ∂S∗n(θ, θ1)∂θ
∣∣∣∣+ sup
θ,θ1∈Θδ
∣∣∣∣∂Sn(θ, θ1)∂θ1 − ∂S∗n(θ, θ1)∂θ1
∣∣∣∣ = op(1). (1.39)
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Moreover, under Assumption 8-9 we have that
√
nSn(θ
0, θ0) =
√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
+ op(1). (1.40)
See Section 1.8 for a collection of primitive conditions guaranteeing satisfaction of these high
level assumptions in the case of kernel estimation.
The satisfaction of 1.39 and 1.40 allows us to re-write 1.38 as
0 =
√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
+
(
∂S∗n(θ, θˆ
(k)
n )
∂θ
|θ=θ¯
)
√
n(θˆ(k+1)n − θ0)
+
(
∂S∗n(θ0, θ1)
∂θ1
|θ1=θ¯
)√
n(θˆ(k)n − θ0) + op(1). (1.41)
Furthermore, by a weak law of large numbers
∂S∗n(θ, θ0)
∂θ
|θ=θ0 =E
[
∂`(θ, η0(θ0))
∂θ∂θ′
∣∣∣∣
θ=θ0
]
+ op(1) ≡ Σ(θ0, θ0) + op(1),
∂S∗n(θ0, θ1)
∂θ1
|θ1=θ0 =E
[
∂`(θ, η0(θ))
∂θ∂θ′
∣∣∣∣
θ=θ0
]
− E
[
∂`(θ, η0(θ0))
∂θ∂θ′
∣∣∣∣
θ=θ0
]
≡ H(θ0, θ0) + op(1).
From (1.41), consistency of θˆ
(k+1)
n , θˆ
(k)
n and Assumption 7 we have the following relationships
√
n(θˆ(k+1)n − θ0) = −
[
Σ(θ0, θ0)
]−1√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
+
[−Σ(θ0, θ0)]−1×
H(θ0, θ0)
√
n(θˆ(k)n − θ0) + op(1),
√
n(θˆ(k)n − θ0) = −
[
Σ(θ0, θ0)
]−1√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
+
[−Σ(θ0, θ0)]−1×
H(θ0, θ0)
√
n(θˆ(k−1)n − θ0) + op(1)
Defining Ln = −
[
Σ(θ0, θ0)
]−1√
n{S∗n(θ0, θ0) +
1
n
n∑
i=1
Γ(zi)} and
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C = − [Σ(θ0, θ0)]−1H(θ0, θ0) the above equations can be restated as
√
n(θˆ(k+1)n − θ0) = Ln + C
√
n(θˆ(k)n − θ0) + op(1) (1.42)
√
n(θˆ(k)n − θ0) = Ln + C
√
n(θˆ(k−1)n − θ0) + op(1). (1.43)
Iterating on equations (1.42) and (1.43) yields:
√
n(θˆ(k+1)n − θ0) =
k∑
j=0
(C)jLn + (C)
k√n(θˆ(1)n − θ0) + op(1),
√
n(θˆ(k)n − θ0) =
k−1∑
j=0
(C)jLn + (C)
k−1√n(θˆ(1)n − θ0) + op(1).
Subtracting these two equations we have
√
n(θˆ(k+1)n − θˆ(k)n ) = (C)kLn + (C)k−1(C − I)
√
n(θˆ(1)n − θ0) + op(1).
If θˆ
(1)
n − θ0 = Op(n−ψ) for some 0 < ψ ≤ 1/2 we have
√
n(θˆ(k+1)n − θˆ(k)n )→ 0 in probability
if the number of iterations k →∞ and if the information dominance condition is satisfied; i.e.,
‖C‖ < 1, where ‖C‖ is some suitable matrix norm. If the initial estimator is not consistent, at
any rate, we need (C)k−1(C − I)√n(θˆ(1)n − θ0) = op(1). From compactness of Θ we known that
(C)k−1(C − I)√n(θˆ(1)n − θ0) = Op(‖C‖k−1
√
n).
Therefore
√
n(θˆ
(k+1)
n − θˆ(k)n ) = op(1) if ‖C‖ < 1 and if we choose k such that ‖C‖k
√
n → 0 as
n → ∞. Defining k(n) as the number of iterations we have ‖C‖k(n)√n → 0 for k(n) ≥ nδ for
any δ > 0. Hence, under the rate condition in the statement of the theorem we have
√
n|θˆ(k+1)n − θˆ(k)n | → 0 in probability.
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Part (ii)
√
n|θˆ(k+1)n − θˆn| → 0 in probability
From 1.42, the Taylor series expansion of the score function
√
nSn(θˆ
(k+1)
n , θˆ
(k)
n ) with respect
to both arguments, around θ0, is given by
√
n(θˆ(k+1)n − θ0) =− Σ(θ0, θ0)−1
√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
− Σ(θ0, θ0)−1H(θ0, θ0)√n(θˆ(k)n − θ0).
Using the first result of Proposition 2, namely
√
n|θˆ(k+1)n − θˆ(k)n | → 0 in probability, yields
√
n(θˆ(k+1)n − θ0) =− Σ(θ0, θ0)−1
√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
− Σ(θ0, θ0)−1H(θ0, θ0)√n(θˆ(k+1)n − θ0).
Combining like terms, simplifying and dropping negligible terms yields
Σ(θ0, θ0)−1
[
Σ(θ0, θ0) +H(θ0, θ0)
]√
n(θˆ(k+1)n − θ0) = −Σ(θ0, θ0)−1
√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
,
which simplifies as
√
n(θˆ(k+1)n − θ0) = −
[
∂S∞(θ, θ)
∂θ
∣∣∣∣∣
θ=θ0
]−1√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(zi)
}
.
The above equation has the same asymptotic expansion as the MLE θˆn.
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1.8 Kernel Estimation
In this section we assume ηˆ(z, θ) is obtained as the solution to the local or weighted score
equations
0 =
n∑
i=1
∂`i(θ, η)
∂η
K
(
zi − z
hn
)
, (1.44)
where K(·) is a bounded kernel function and hn is a bandwidth. The goal of this section is to
demonstrate that Assumptions 6-9 are satisfied under more primitive conditions.
For concreteness let us consider the case where Z = (Y,X ′)′, Y ∈ Y ⊂ R, X ∈ X ⊂ Rdx , so
dz = 1+dx, and η ∈ H, with η : X×Θ→ R. For simplicity we will only consider the case where
X is a compact subset of the real line. These results can be extended to multidimensional X
using the same arguments as in Rodriguez-Poo et al. (2003). To avoid unnecessarily complicated
notation we will suppress η’s dependence on θ when it will not lead to confusion.
Let us first introduce some notation. Let p(X) be the marginal density of X. Let µx be a
k-dimensional vector of nonnegative integers. Define
(1) |µx| =
∑k
j=1 µj , µx = (µ1, ..., µk)
′.
(2) For any function a(x) on Rk:
Dµxa(x) =
∂|µx|
∂xµ11 · · · ∂xµkk
a(x).
We require the family of conditional density functions
P = {P(·|θ, η)|θ ∈ Θ, η ∈ H},
to satisfy the following conditions:
Assumption 1.8.1.
(1) Let θ1 ∈ Θ, η1 ∈ H and define
K(θ2, η2) =
∫
log(P (z|θ2, η2))P (z|θ1, η1)dy where θ2 ∈ Θ, η2 ∈ H.
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If θ2 6= θ1, then K(θ2, η2) < K(θ1, η1).
(2) For θ ∈ Θ, η ∈ H, let i˜θ(θ, η) denote the (marginal) Fisher Information for estimating θ
and assume the matrix i˜θ(θ, η) is positive definite for all θ ∈ Θ, η ∈ H.
(3) For all r = 0, ..., 4 and sθ a vector with |sθ| ≤ 4, such that r + |sθ| ≤ 4, the function
∂r
∂ηr
Dsθ`(θ, η)
exists almost surely Y and
E
{
sup
θ∈Θ
sup
η∈H
∣∣∣∣ ∂r∂ηrDsθ`(θ, η)
∣∣∣∣2
}
<∞,
where all expectations are taken with respect to the true parameters θ0 and η0.
Because of the nonparametric smoothing methods we require the following smoothness
assumptions.
Assumption 1.8.2. For each θ ∈ Θ, η ∈ H and x ∈ X define K(θ, η|x) = E(`(θ, η)|X = x).
(1) For 2 ≤ r ≤ 4, |sθ| ≤ 2, q = 0, 1 and r + q + |sθ| ≤ 4.
sup
θ,η,x
∣∣∣∣ ∂q∂xq ∂r∂ηrDsθK(θ, η|x)
∣∣∣∣ <∞.
(2) Let η0(x, θ) denote a unique solution to
∂
∂η
K(θ, η|x) = 0
with respect to η for fixed θ ∈ Θ and X = x. For any  > 0 there exists a δ > 0 such that
sup
θ
sup
x
∣∣∣∣ ∂∂ηK(θ, η˜(x, θ)|x)
∣∣∣∣ ≤ δ
implies
sup
θ
sup
x
|η˜(x, θ)− η0(x, θ)| ≤ .
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(3) For θ ∈ Θ, η ∈ H, define
T r,sθη,θ (Z) =
∂r
∂ηr
Dsθ`(θ, η)
and let f
(r,sθ)
θ (z|x) denote the conditional density of T r,sθη,θ (Z) given X = x. Then,
(a) E[supθ supη |T r,sθη,θ (Z)| ] <∞, r = 0, ..., 5, |sθ| ≤ 3;
(b) for some even integer q ≥ 10, supθ supη E[ |T r,sθη,θ (Z)|q ] <∞, r = 0, ..., 4, |sθ| ≤ 3;
(c) supθ supη supy,x |f r,sθθ (z|x)| <∞ for r = 0, ..., 4 and |sθ| ≤ 3;
(d) supx |(∂q/∂xq)p(x)| <∞, q = 0, ..., 4 and 0 < infx p(x) ≤ supx p(x) <∞.
The kernel function and bandwidth must satisfy the following Assumptions:
Assumption 1.8.3.
(1) The kernel K(·) is a real valued function on R with compact support satisfying
(a) K(u) = 0 for |u| > 1, supu |K(u)| <∞;
(b)
∫ K(u)du = 1; ∫ u · K(u)du = 0; ∫ u2 · K(u)du <∞;
(c) for r = 0, ..., 4, supu |(∂r/∂ur)K(u)|.
(2) The sequence of bandwidths hn satisfy
(a) hn = O(n
−α);
(b) for some even integer q with q ≥ 10 we have 18 < α < 14 (q+3)(q−2)4(q+6)(q+2) .
1.8.1 Assumption 6
Rodriguez-Poo et al. (2003) demonstrate that Assumptions 1.8.1, 1.8.2 and 1.8.3 are sufficient
to prove that the nonparametric estimator ηˆ(x, θ), defined by 1.44, satisfies:
(i) ηˆ ∈ H with probability one;
(ii) supθ supx |ηˆ(x, θ)− η(x, θ)| = op(n−1/4).
(iii) supθ supx |∂ηˆ(x, θ)/∂θ − ∂η(x, θ)/∂θ| = op(1).
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(iv) ηˆ(·, θ) is an estimator of the least favorable curve.
Therefore, taking η(x, θ) = η0(x, θ), 6 is satisfied.
1.8.2 Assumption 2 and Assumption 7
Assumptions 2 and 7 are directly implied by Assumptions 1.8.1 and 1.8.2 and hence a thorough
comparison is omitted for brevity.
1.8.3 Assumption 8
From the discussion of Assumption 6 we have that ηˆ(x, θ) is a least favorable curve and solves,
asymptotically,
E
[
∂`(θ, η)
∂η
∣∣∣∣∣X = x
]
= 0.
In this way it is simple to show that the influence on the asymptotic variance due to estimation
of the nonparametric component is zero; i.e., Γ(z) in Assumption 8 is zero for all z ∈ X.
1.8.4 Assumption 9
Assumption 9 requires that
√
nSn(θ
0, θ0) =
√
n
{
S∗n(θ
0, θ0) +
1
n
n∑
i=1
Γ(xi)
}
+ op(1). (1.45)
From the discussion above we have that Γ(xi) = 0 for every i and verifying equation (1.45)
simplifies to verifying
√
nSn(θ
0, θ0) =
√
nS∗n(θ
0, θ0) + op(1).
Recall that under Assumptions 1.8.1, 1.8.2 and 1.8.3, ηˆ ∈ H with probability approaching
one and let η be the probability limit of ηˆ. Define the log-likelihood functions
Lηˆn(θ) =
n∑
i=1
`i(θ, ηˆ(θ));
Lηn(θ) =
n∑
i=1
`i(θ, η(θ)).
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The following two lemmas of Severini and Wong (1992) will be used to help verify 1.45.
Lemma 2 (Lemma 2 Severini and Wong (1992)). Under Assumptions 1.8.1 and 1.8.2:
(i)
[
∂2Lηn(θ)
∂θ∂η
∣∣∣∣
θ=θ0
]√
n(ηˆ(θ0)− η(θ0)) = op(1)
(ii)
[
∂Lηn(θ)
∂η
∣∣∣∣
θ=θ0
]√
n
[(
∂ηˆ(θ)
∂θ
− ∂η(θ)
∂θ
) ∣∣∣∣
θ=θ0
]
= op(1)
Lemma 3 (Lemma 3 Severini and Wong (1992)). Under Assumptions 1.8.1 and 1.8.2:
(i) Lηˆn(θ)− Lηn(θ) = r(1)n (θ) where
sup
θ∈Θ
∣∣∣∣n−1 ∂2∂θ∂θr(1)n (θ)
∣∣∣∣ = op(1).
(ii) Lηˆn(θ) = L
η
n(θ) + ∂L
η
n(θ)/∂η{ηˆ(θ)− η(θ)}+ r(2)n (θ) where
n−1/2
∂
∂θ
r(2)n (θ)|θ=θ0 = op(1).
Note that, by Lemma 3 part (ii)
√
n (Sn(θ, θ)− S∗n(θ, θ)) =
∂
∂θ
[
n−1/2Lηˆn(θ)− n−1/2Lηn(θ)
]
=
∂
∂θ
[
n−1
∂Lηn(θ)
∂η
√
n(ηˆ(θ)− η(θ)) + n−1/2r(2)(θ)
]
.
Therefore,
√
n
(
Sn(θ
0, θ0)− S∗n(θ0, θ0)
)
=n−1
(
∂Lηn(θ)
∂η
) ∣∣∣∣
θ=θ0
√
n
(
∂ηˆ(θ)
∂θ
− ∂η(θ)
∂θ
) ∣∣
θ=θ0
+n−1
(
∂2Lηn(θ)
∂θ∂η
) ∣∣∣∣
θ=θ0
√
n(ηˆ(θ0)− η(θ0)) + n−1/2∂r
(2)(θ)
∂θ
∣∣∣∣
θ=θ0
.
(1.46)
By Lemma 2 1.46 is op(1) and 1.45 is satisfied.
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CHAPTER 2
THE SHAPE OF THE RISK PREMIUM ACROSS MULTIPLE ASSETS
2.1 Introduction
The intertemporal capital asset pricing model (ICAPM) of Merton (1973) provides a theoretical
relationship between conditional expected excess returns on the market and the conditional
variance of excess returns on the market. In the absence of intertemporal hedging demand,
the ICAPM predicts that excess returns vary positively with the conditional variance of excess
returns according to the relationship:
Et(Rm,t+1) = γVart(Rm,t+1) = γσ2m,t+1, (2.1)
where Rm,t+1 is the excess return on the market, Et(·) is the expectation operator conditional
on information known at time-t, Vart(Rm,t+1) = σ
2
m,t+1 is the time-t conditional variance of
Rm,t+1 and γ > 0 is the coefficient of relative risk aversion for a representative agent.
1 Equation
(2.1) proposes that investors must be compensated for bearing risk and is often called the risk-
return tradeoff.
Empirical evidence for the positive risk-return tradeoff predicted by the ICAPM is mixed.
French et al. (1987), Chou (1992), Campbell and Hentschel (1992), Harrison and Zhang (1999),
Ghysels et al. (2005) and Lundblad (2007) report a positive and significant relationship between
risk and return, whereas Campbell (1987), Nelson (1991) and Glosten et al. (1993) report a
significant negative relationship between risk and return. In addition, other authors find an
1The conditional mean could include a constant µ that can arise in equilibrium from transaction costs or
taxes.
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insignificant relationship between risk and return depending on the specification of volatility.
For a general survey on estimation of the risk premium see Lettau and Ludvidson (2010).
At least two compelling explanations for the lack of conclusive evidence in support of or
against a positive risk premium have been proposed. One explanation is that the mixed results
are an artifact of the small sample sizes encountered in practice. This has led researchers to
consider ingenious ways of obtaining additional statistical power to precisely estimate the risk-
return tradeoff: using daily and monthly return data Ghysels et al. (2005) employ a mixed data
sampling (MIDAS) approach to construct a new measure of market based volatility and obtain
a positive, statistically significant, estimate of the risk-return tradeoff; Lundblad (2007) uses
data on the US equity market collected over nearly two centuries to obtain precise estimates of
market volatility and identify the risk premium; Bali and Peng (2006) use high-frequency data
along with GARCH volatility, implied volatility, and range based estimators of market volatility
to identify the risk premium; Christensen and Nielsen (2007) use both realized volatility and
option-implied volatility to identify and estimate the risk-return tradeoff.
An additional means of obtaining statistical power is to analyze the relationship between
risk and return across cross-sections of assets (portfolios). While the predictions of the ICAPM
are mainly analyzed in terms of the market portfolio, for the ICAPM to be internally consistent
the tradeoff between risk and return must be the same across all stocks and stock portfolios.
Consider a cross-section of l risky assets and let Ri,t+1 be the excess return on risky asset i at
time-(t+ 1). In the absence of intertemporal hedging demand the ICAPM then implies
Et(Ri,t+1) = γCovt(Ri,t+1, Rm,t+1) ≡ γσi,m,t+1, i = 1, ..., l,
Et(Rm,t+1) = γσ2m,t+1,
where Rm,t+1 is the return on the market portfolio and Covt(Ri,t+1, Rm,t+1) = σi,m,t+1 is
the time-t conditional covariance between Ri,t+1 and Rm,t+1.
2 Under the cross-sectional con-
sistency restriction given above, if the conditional covariances were known an estimate for γ
2The conditional expectations could include constants µi and µm that arise in equilibrium from transaction
costs or taxes.
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could be obtained simply by regressing expected excess returns on the conditional covariances,
constraining the coefficient γ to be constant across all regressions. However, because the con-
ditional covariances between asset returns and market returns are unknown such a procedure
is not feasible; the conditional covariance must first be estimated before an estimate of γ can
be obtained. Arguably the most common approach to estimating conditional covariances is to
specify a parametric model, such as the mean-reverting multivariate GARCH Dynamic Condi-
tional Correlation (DCC) model of Engle (2002). Using this approach Bali and Engle (2010)
estimate the risk-return tradeoff across multiple stocks and portfolios. Their results suggest a
positive relationship between risk and return. Restricting γ to be constant across the cross-
section of returns effectively increases the sample size used to estimate γ, adding statistical
power in identifying the risk premium.
An alternative explanation for the lack of conclusive evidence in favor of a positive risk-
return tradeoff is misspecification of the conditional expectation in (2.1). Given that (2.1) is
derived under very specific assumptions misspecification seems plausible. Indeed, Gennotte
and Marsh (1993) argue that the linear specification between risk and return in (2.1) should be
regarded as a special case of the more general relationship:
Et(Rm,t+1) = η(σ2m,t+1),
where η(·) depends on preferences and parameters governing the distribution of asset returns.
Additional simulation evidence in Backus and Gregory (1993) demonstrates that the shape of
η(·) can be quite variable. These findings suggest that misspecification of the conditional mean
may explain, in-part, the mixed results found in the literature. Consequently, several authors
have analyzed the shape of the risk-return tradeoff using a nonparametric specification for the
conditional mean of excess returns (see, e.g., Pagan and Hong, 1990, Chen and Tsay, 1993,
Linton and Perron, 2003, Conrad and Mammen, 2008, and Christensen et al., 2012). These
findings generally suggest that the relationship between expected excess returns and conditional
variance is nonlinear.
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In this research we believe that both explanations, inadequate sample size and misspecifica-
tion of the conditional mean, may have merit. To this end, we analyze across a cross-section of
asset returns the relationship between risk premium and conditional covariance (with market
returns). However, unlike previous research we consider a semiparametric specification where
the dynamics for the conditional covariances are parametric and the conditional mean is spec-
ified as a smooth unknown function of the conditional covariances. In particular, we use the
mean-reverting DCC approach of Engle (2002) to model the dynamics of the conditional co-
variances and the conditional mean of returns is modeled using a local-linear approach. While
other multivariate GARCH specifications could be used to model the conditional covariances,
the DCC approach allows us to easily model time varying conditional covariances across large
cross-sections of asset returns.
To estimate the conditional covariances and the nonparametric risk premium we develop a
simple backfitting estimation algorithm ( see Hastie and Tibshirani, 1990 for a discussion of
backfitting). This backfitting algorithm iterates between estimating the conditional covariances
and the conditional mean; the conditional mean is estimated using a local-linear kernel approach
and the optimal bandwidth is chosen by leave-one-out cross-validation. Once an estimate of the
conditional mean has been obtained the estimates of the conditional variances are obtained by
quasi-Maximum Likelihood. A wild bootstrap algorithm is suggested to obtain standard errors
and confidence intervals.
The conditional mean of returns is modeled using a local-linear kernel method for two com-
pelling reasons: one, it is well-known that local-linear methods dominate local constant methods
for nonparametric estimation of regression functions; two, local-linear based cross-validation will
select large values of the bandwidth parameter if the regressors enter the underlying data gen-
erating process linearly (Li and Racine, 2004). Therefore, if the risk premium is linear, which is
often assumed to be true in many empirical studies, local-linear cross-validation should choose
a large value of the bandwidth parameter. Therefore, unlike other nonparametric modeling
approaches, the local-linear approach gives us two ways of evaluating the shape of the risk
premium: analyzing the nonparametric estimates graphically and analyzing the bandwidths
obtained from cross-validation.
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Using the Center for Research in Security Prices (CRSP) value-weighted index as a proxy
for the market portfolio this new method is used to analyze the shape of the risk premium
across ten size, book-to-market, momentum and industry portfolios. Graphing the nonpara-
metric estimates across the different portfolios we find that the estimated risk premium vary in
magnitude but are all approximately linear. Comparing the graphical results with the band-
widths obtained from cross-validation, which are all large relative to the range of the data, we
see that the two sets of results are in harmony. These results are drastically different from
other nonparametric studies of the risk premium, which have generally uncovered a nonlinear
relationship between the conditional variance and conditional mean of returns.
The remainder of this essay is organized as follows. Section two discusses the new semipara-
metric DCC model. Section three discusses the backfitting algorithm for obtaining parameter
estimates. Inference for the parameter estimates obtained from the backfitting algorithm are
discussed in Section four. Section five considers an empirical application of this new model and
section six concludes.
2.2 Semiparametric DCC GARCH-Mean Model
Suppose that the realized risk premium for the i-th asset at time-(t + 1), denoted Ri,t+1, is
generated as follows
Ri,t+1 = η(Covt(Ri,t+1, Rm,t+1)) + i,t+1
√
Vart(Ri,t+1), t = 1, ..., T,
where Rm,t+1 is the excess return on the market, Covt(Ri,t+1, Rm,t+1) is the conditional co-
variance between Ri,t+1 and Rm,t+1 given information known at time-t, Vart(·) represents the
conditional variance given information known at time-t, i,t is an i.i.d(0,1) innovation and η(·)
is a smooth unknown function. Let Rt+1 denote the vector of excess returns for a cross-section
of size l, we can then represent the conditional covariance between Rt+1 and Rm,t+1 given
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information known at time-t as
Covt
 Rt+1
Rm,t+1
 =

σ21,t+1 σ1,2,t+1 · · · σ1,l,t+1 σ1,m,t+1
...
...
...
...
...
σl,1,t+1 · · · · · · σ2l,t+1 σl,m,t+1
σm,1,t+1 · · · · · · σm,l,t+1 σ2m,t+1

≡ Dt+1Pt+1Dt+1, (2.2)
where σ2i,t+1 represents the conditional variance of Ri,t+1 given information known at time-t,
σi,j,t+1 represents the conditional covariance between Ri,t+1 and Rj,t+1 given information known
at time-t, Dt+1 = diag
{√
σ21,t+1, ...,
√
σ2l,t+1,
√
σ2m,t+1
}
and Pt+1 is the time varying matrix of
conditional correlations with (i, j) element
[Pt+1]i,j = Covt(Ri,t+1, Rj,t+1)
/√
σ2i,t+1
√
σ2j,t+1 ≡ σi,j,t+1
/√
σ2i,t+1
√
σ2j,t+1.
Using the notation in equation (2.2) the equations for the realized risk premium simplify to
Ri,t+1 = η(σi,m,t+1) + i,t+1
√
σ2i,t+1, t = 1, ..., T, i = 1, ..., l (2.3)
In this research we assume the covariance matrix (2.2) has a multivariate GARCH structure.
The pricing equation (2.3) is then the equations from a multivariate GARCH-in-mean (GARCH-
M) model where the function η(·) is restricted to be the same across all l assets in the cross-
section. While this modeling strategy is straightforward, choosing the correct model for the
conditional covariance matrix is very important. In particular, many multivariate GARCH
models can severely limit the number of assets that can feasibly be analyzed, requiring either
estimating a large number of parameters, even if the number of assets under study is relatively
small, or unrealistic restrictions on the conditional covariances between assets. This could be
particularly detrimental in our setting since obtaining a precise estimate of the risk premium
generally requires a large sample size and so restricting the analysis to only a few assets would
greatly reduce the precision with which η(·) can be estimated.
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In order to feasibly estimate the risk premium across large cross-sections of assets we pa-
rameterize the conditional covariances using the mean-reverting Multivariate GARCH dynamic
conditional correlations (DCC) specification. The DCC specification is flexible and allows for
a range of dynamics but most importantly the DCC specification allows for easy estimation of
conditional correlations across large cross-sections of assets. In particular, for the conditional
variances we consider GARCH(1,1) dynamics
σ2i,t+1 = ωi + αi
2
i,t + βiσ
2
i,t, t = 1, ..., T, i = 1, ..., l,
σ2m,t+1 = ωm + αm
2
m,t + βmσ
2
m,t, t = 1, ..., T,
and for the conditional covariances we also consider GARCH(1,1) dynamics, where
t = (1,t, ..., l,t, m,t)
′,
Pt = [Qt  Il+1]−1/2Qt[Qt  Il+1]−1/2,
Qt = (1− a− b)Q + at−1′t−1 + bQt−1,
Q =
1
T
T∑
t=1
t
′
t.
Herein,  denotes the Hadamard product between two conformable matrices, Il+1 is an l + 1
dimensional identity matrix and the parameters a, b are assumed to satisfy
a+ b < 1, a > 0, b > 0.
The parameters governing the dynamics of the conditional covariances are fixed across each
series to avoid parameter proliferation. The conditional variance parameters also satisfy the
usual GARCH restrictions:
αi + βi < 1, αi > 0, βi > 0.
We refer to this new model as the semiparametric DCC-GARCH-in-mean (SP-DCC-GARCH-
M) model.
Instead of a GARCH(1,1) model for the conditional variance more complicated parametric
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models, such as the EGARCH model of Nelson (1991), could be used. An alternative to
parametric models for the conditional variance would be to use the MIDAS approach of Ghysels
et al. (2005) or realized volatility estimates. For a general survey on realized volatility estimation
and the properties of realized volatility estimators see Andersen et al. (2010).
The conditional mean for the SP-DCC-GARCH-M model is given by the unknown function
η(·), which is restricted to be common across all assets in the cross-section. As discussed in
the introduction, this restriction has been used in parametric settings to obtain more precise
estimates of the risk premium and the same will be true in this semiparametric setting.
The unknown finite-dimensional parameters for the SP-DCC-GARCH-M model are the
conditional variance parameters θ1,i = (ωi, αi, βi)
′ and the parameters for the conditional cor-
relations θ2 = (a, b)
′. For a cross-section of l asset returns the unknown finite-dimensional
parameters are given by θ = (θ′1,1, ..., θ′1,l, θ
′
1,m, θ
′
2)
′ ∈ R3·l+2.
Analyzing equation (2.3) it is apparent that excess returns only depend on the conditional
covariances σi,m,t and conditional variances σ
2
i,t; i.e., the return equations do not depend on the
covariances σi,j,t, j 6= m. Therefore, an alternative specification for the SP-DCC-GARCH-M
model would be to specify the conditional covariances between Ri,t and Rm,t individually, for
each i = 1, ..., l; i.e., instead of parameterizing the matrix (2.2) we can specify the dynamics
for the conditional covariances using bivariate DCC models for each asset and the market.
Restricting our analysis to the bivariate case we have
t = (i,t, m,t)
′
Covt−1
Ri,t
Rm,t
 = DitPitDit (2.4)
Dit = diag{σ2i,t, σ2m,t} (2.5)
Pit = [Q
i
t  I2]−1/2Qit[Qit  I2]−1/2 (2.6)
Qit = (1− ai − bi)Q + ait−1′t−1 + biQit−1, (2.7)
Q =
1
T
T∑
t=1
t
′
t.
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This particular bivariate DCC specification introduces the additional parameters θ2,i = (ai, bi)
′
for i = 1, ..., l. To avoid confusion, under the bivariate DCC specification we denote the unknown
parameters as θBV = (θ
′
1,1, ..., θ
′
1,l, θ
′
1,m, θ
′
2,1, ..., θ
′
2,l)
′ ∈ R3·l+2·l.
2.3 Estimation
2.3.1 Parametric Estimation
Estimation of the unknown parameters by (quasi) maximum likelihood when the conditional
mean of Ri,t+1 is parametrized as η(σi,m,t+1) = γσi,m,t+1, was considered by Bali and Engle
(2010) under the bivariate DCC specification. In this setting, let φ = (θ′BV , γ)
′ and recall the
definitions of Dit and P
i
t given in equations (2.5) and (2.6) respectively.
The following sequential estimation procedure can be used to obtain parameters estimates
for the parametric DCC-GARCH-M model.
Sequential DCC-GARCH-M Procedure:
Step (1): Obtain θˆ1,i = (ωˆi, αˆi, βˆi)
′ by maximizing
LV (θ1,i) = −1
2
T∑
T=1
(log(2pi) + log(σ2i,t) +R
2
i,t/σ
2
i,t).
Repeat for each i = 1, ..., l and obtain θˆ1,m = (ωˆm, αˆm, βˆm)
′ by maximizing
LV (θ1,m) = −1
2
T∑
T=1
(log(2pi) + log(σ2m,t) +R
2
m,t/σ
2
m,t)
Form the estimated returns ˆi,t = Ri,t/
√
σˆ2i,t, ˆm,t = Rm,t/
√
σˆ2m,t and define ˆt = (ˆi,t, ˆm,t)
′.
Step (2): Obtain the conditional covariance parameters θˆ2,i = (aˆi, bˆi)
′ by maximizing, with
respect to θ2,i,
Lc(θˆ1,i, θ2,i) = −1
2
T∑
T=1
(log(|Pit|) + ˆ′t(Pit)−1ˆt − ˆ′tˆt)
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These estimates can then be used to obtain the conditional covariances between Ri,t and
Rm,t for each i = 1, ..., l.
Step (3): γˆ is obtained using the estimated conditional covariances {σˆi,m,t} and seemingly
unrelated regression for the vector of excess returns.
This sequential estimation procedure first estimates the parameters governing the condi-
tional variances and covariances for each asset using the “two-step” procedure of Engle (2002).
After the conditional covariances have been estimated γˆ is obtained by seemingly unrelated
regression using the estimated conditional covariances. Bali and Engle (2010) use this DCC-
GARCH-M model to estimate the risk premium for daily returns across multiple stock indexes
and portfolios. The results generally suggest a positive and statistically significant risk premium.
The results are also robust to alternative specifications of the model, such as the inclusion of
intertemporal hedging factors in equation (2.3).
The DCC representation is arguably the most popular representation for estimating dynamic
conditional correlations. However, researchers must be cautious when estimating conditional
correlations using the above “two-step” approach. In particular, Aielli (2013) demonstrates
that the common “two-step” DCC estimation approach used in many applications can yield
inconsistent estimates. Besides the potential inconsistency issue, there are several other notable
difficulties when estimating the DCC model or its derivatives, many of which are discussed in the
working paper by Caporin and McAleer (2013). Regardless of the known issues with DCC, at a
minimum the DCC specification is a convenient filter to obtain dynamic conditional correlations
and can be used to easily determine the shape of the risk premium across large cross-sections
of asset returns.
2.3.2 Semiparametric Estimation
As discussed in the introduction, the linear specification for the risk premium in the parametric
DCC-GARCH-M model could be regarded as a specific case of a more general relationship
(Gennotte and Marsh, 1993). Given this fact a nonparametric specification for the conditional
mean of returns should allow us to capture any potential nonlinearities in the risk premium.
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Estimating the relationship between conditional covariance and conditional mean in the
SP-DCC-GARCH-M model requires estimating the finite dimensional parameters θ and the
unknown function η(·). Suppose we have some initially consistent estimate of η(·), then the
finite dimensional parameters θ and the conditional covariances could easily be estimated by
maximizing the (quasi) log-likelihood function with respect to θ. However, an initially consis-
tent estimator of η(·) is not readily available and so this estimation procedure is not feasible.
Also, there is no reason to suspect that a parametric estimator of η(·) would yield an initially
consistent estimator if in fact η(·) is nonlinear (Christensen et al., 2012).
An alternative is to use a semiparametric profile estimation approach where η(·) is computed
at a fixed value of θ. However, as pointed out by Linton and Perron (2003), such an estimation
strategy is not feasible because σi,m,t and σ
2
i,t must be calculated given estimates of the lagged
residuals, which themselves depend on lagged values of η(·).
If the conditional covariances were known, the model for expected excess returns
Ri,t = η(σi,m,t) +
√
σ2i,ti,t, i = 1, ..., l,
Rm,t = η(σ
2
m,t) +
√
σ2m,tm,t,
is just a nonparametric regression model with a common regression function. The common
regression function η(·) could then be estimated by local-linear kernel methods on the stacked
equations. Define the derivative of η(σ) with respect to σ as η1(σ) = ∂η(σ)/∂σ. Taking a
first-order Taylor series expansion of η(σt) around σs we have
η(σt) = η(σs) + (σt − σs)η1(σ) +Mt,s,
where Mt,s = η(σt) − η(σs) − (σt − σs)η1(σs). Defining δ(σs) = (η(σs), η1(σs))′ and χi,t,s =
[1, (σt − σs)]′, χm,t,s = [1, (σ2t − σs)]′, expected excess returns can be written as
Ri,t = χ
′
i,t,sδ(σs) +Mi,t,s +
√
σ2i,ti,t, i = 1, ..., l,
Rm,t = χ
′
m,t,sδ(σs) +Mm,t,s +
√
σ2m,tm,t.
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Stacking the l + 1 equations, the local-linear estimator of δ(σ) can be obtained in closed form
by weighted kernel regression. The restriction that δ(σ) is constant across the cross-section of
returns is a local version of the cross-sectional consistency restriction implied by the standard
ICAPM.
Clearly, this simplified model, and in particular the assumption that δ(σ) is constant across
the cross-section, may be too simplistic in practice. However, this simple model, in conjunction
with the local-linear estimation approach, can still yield informative results about the shape of
the risk premium. Moreover, choosing the bandwidth for estimation of δ(σ) using least-squares
cross-validation yields additional information about the shape of the risk premium. Namely, if
the conditional covariances enter the regression function linearly, least-squares cross-validation
should select a large value for the bandwidth (Li and Racine, 2004).
Unfortunately, direct application of the local-linear regression approach is infeasible since
the conditional covariances are unknown. To estimate the common regression function and
the conditional covariances we implement a backfitting estimation strategy. In the backfitting
estimation approach the conditional covariances are first estimated given an estimate of δ(σ).
The estimate of δ(σ) is then updated using the improved estimates of the conditional covariances
and the process is repeated till a convergence criteria is satisfied.
An alternative to the local-linear estimation approach taken here is to employ a sieve esti-
mation approach. However, we believe that the local-linear approach is more beneficial since
local-linear cross-validation can provide additional evidence as to the shape of the estimated
regression function.
Before presenting the full estimation algorithm we must define some additional notation.
Recall, θ1,i = (ωi, αi, βi)
′, define θ1 = (θ′1,1, ..., θ′1,l, θ
′
1,m)
′, θ2 = (a, b)′ and let θ = (θ′1, θ′2)′.
Also, define
Rt = (R1,t, ..., Rl,t, Rm,t)
′,
R = (R′1, ...,R
′
T )
′
and define K(·) to be a bounded kernel function on R satisfying ∫ K(u)du = 1, ∫ K2(u)du <∞,
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where hT is a bandwidth. Set K(u) = h−1T K(u/hT ), define
Kˆ(k)(σ) = diag{K(σˆ(k)1,m,1 − σ), ...,K(σˆ(k)1,m,T − σ),K(σˆ(k)2,m,1 − σ), ...,K(σˆ2(k)m,T − σ)},
define χ
(k)
i,t = [1, (σˆ
(k)
i,m,t − σ)]′, χ(k)m,t = [1, (σˆ2,(k)m,t − σ)]′ and
X (k) = (χ(k)1,1, ..., χ(k)1,T , ..., χ(k)m,T )′.
The backfitting algorithm now follows.
Semiparametric DCC-GARCH-M Algorithm:
Step 1: Obtain starting values for the finite dimensional parameters, conditional covariances
and conditional variances.
Step k: For fixed σ obtain δˆ(k)(σ) by solving
δˆ(k)(σ) = arg min
δ∈<2
(
R−X (k−1)δ
)′
Kˆ(k−1)(σ)
(
R−X (k−1)δ
)
,
where δ(σ) = (η(σ), η1(σ))
′. The estimate of η(σ) is obtained as ηˆ(k)(σ) = e′1δˆ(k)(σ).
Step k + 1: Form the demeaned returns Rˆ
(k)
i,t = Ri,t−ηˆ(k)(σˆ(k−1)i,m,t ) and Rˆ(k)m,t = Rm,t−ηˆ(k)(σˆ2,(k−1)m,t ).
Define Rˆt = (Rˆ1,t, ..., Rˆl,t, Rˆm,t)
′ and ˆt = Dˆ−1t Rˆt,where
Dˆt = diag
{√
σˆ
2(k−1)
1,t , ...,
√
σˆ
2(k−1)
l,t ,
√
σˆ
2(k−1)
m,t
}
.
Estimators for the finite dimensional parameters are obtained by maximizing, with respect
to θ1, θ2,
L(θ1, θ2) = LV (θ1) + LC(θ1, θ2),
LV (θ1) = −1
2
T∑
T=1
(K log(2pi) + log(|D2t |) + Rˆ′tD−2t Rˆt),
LC(θ1, θ2) = −1
2
T∑
T=1
(log(|Pt|) + ˆ′t(Pt)−1ˆt − ˆ′tˆt),
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where Pt is the matrix of time varying conditional correlations.
Step END: Repeat steps k and k + 1 until convergence. The estimators achieved upon con-
vergence are denoted ηˆT (·) and θˆT = (θˆ1,T , θˆ2,T )′. The estimated conditional covariances
are denoted {σˆi,m,t} and the conditional variances are denoted {σˆ2i,t, σˆ2m,t}.
Unlike the parametric estimation algorithm proposed by Bali and Engle (2010), in this
research we estimate the finite dimensional parameters simultaneously. This is done to obtain
more efficient parameter estimates and avoid any potential inconsistency issues with the “two-
step” DCC estimation procedure.
As with most backfitting algorithms, convergence of the above algorithm can not be ex-
plicitly proven, although the algorithm performs well for a variety of starting values. To our
knowledge, convergence of backfitting algorithms has only been proven in special cases, such as
when the estimator is linear in the dependent variable or when a contraction mapping condition
is satisfied. Regardless, backfitting has been used by many authors in a variety of situations
and is generally believed to yield estimators that are well behaved in finite samples.
Obtaining precise estimates of the nonparametric function requires choosing an optimal
value of the bandwidth parameter hT , which is a non-trivial exercise (especially with a large
number of observations). As with general backfitting procedures, an undersmoothing bandwidth
should be used to obtain precise estimates of the finite dimensional parameters. Since all the
estimated covariances are scalars we choose a bandwidth satisfying
hT = Op(T
−1/5).
In this research we use least-squares leave-one-out cross-validation to obtain the optimal band-
width for estimation. For a detailed discussion of least-squares cross-validation in local-linear
regression see Li and Racine (2004) or Li and Racine (2007).
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2.4 Inference
There is a general theory for Maximum Likelihood and quasi-Maximum Likelihood inference in
time series (see Wooldridge, 1994 for a survey). However, there is no direct evidence that the
asymptotic theory often used in practice remains valid when applied to parameter estimates
from multivariate DCC-GARCH-M models. In fact, as stated in the working paper by Caporin
and McAleer (2013), there does not exist an explicit set of testable regularity conditions for
DCC models that would allow researchers to conduct asymptotic inference on the estimated
parameters.
Regardless, the simplicity with which conditional covariances can be modeled using the
DCC approach often warrants its use in empirical applications. However, it is important to
realize that the implications drawn from the DCC model should be tempered by the lack of
available distribution theory for the resulting model estimates. This particular fact is doubly
true for the SP-DCC-GARCH-M model since convergence of the backfitting algorithm used
to estimate the model parameters can not be explicitly proven. Generally, convergence of a
backfitting algorithm requires the existence of a contraction mapping. The existence of such a
condition can be difficult to verify in many cases and we are unable to verify the existence of such
a contraction mapping condition, although in our empirical example the algorithm converges
quickly from a variety of different starting values. Given our inability to prove convergence of
the backfitting algorithm obtaining asymptotic properties for the SP-DCC-GARCH-M model
estimates is beyond the scope of this research.
While asymptotic theory is beyond the scope of this essay, a potential means of obtaining
standard errors for the finite dimensional parameters and confidence intervals for the estimated
conditional mean is to implement a bootstrap procedure. In this research we advise the use
of a multivariate wild bootstrap algorithm to obtain confidence intervals and standard errors.
Unlike other bootstrap algorithms, such as, the block bootstrap and the sieve bootstrap (for a
review of these methods see Hardle et al., 2003 and Kreiss and Lahiri, 2012), the wild bootstrap
allows us to fully utilize the underlying model structure. Furthermore, the wild bootstrap has
been used in similar GARCH-M models by Linton and Perron (2003) and Christensen et al.
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(2012). The bootstrap algorithm given herein is similar to those mentioned above but is tailored
to suit the multivariate nature of our problem.
Wild Bootstrap Algorithm:
Step (1): Based on the estimates θˆT , ηˆT (·), {σˆi,m,t, σˆ2i,t}Tt=1, i = 1, ..., l, and {σˆ2m,t}Tt=1 con-
struct
ˆi,t =
(
Ri,t − ηˆT (σˆi,m,t))
)
/
√
σˆ2i,t, t = 1, ..., T, i = 1, ..., l
ˆm,t =
(
Rm,t − ηˆT (σˆ2m,t))
)
/
√
σˆ2m,t, t = 1, ..., T.
Calculate ci,t = ˆi,t − T−1
∑T
t=1 ˆi,t for each i = 1, ..., l and 
c
m,t = ˆm,t − T−1
∑T
t=1 ˆm,t.
Step (2): Let νt be a discrete random variable taking values −1 and 1 with equal probability.
Draw a pseudo-random sample (ν1, ..., νT )
′ and construct the sequence ˜i,t = ci,tνt, for
t = 1, ..., T , i = 1, ..., l and form ˜t = (˜1,t, ..., ˜l,t, ˜m,t)
′.
Step (3): Given starting values σ˜2i,0 and P˜0 define recursively
σ˜2i,t = ωˆi + αˆi˜i,t−1 + βˆiσ˜
2
i,t−1
D˜t = diag
{√
σ˜2i,t, ...,
√
σ˜2l,t,
√
σ˜2m,t
}
P˜t = [Q˜t  Il+1]−1/2Q˜t[Q˜t  Il+1]−1/2
Q˜t = (1− aˆ− bˆ)Q˜ + aˆ˜t−1˜′t−1 + bˆQ˜t−1
Q˜ =
1
T
T∑
t=1
˜t˜t
′,
σ˜i,j,t = [P˜t]i,j ·
√
σ˜2i,t
√
σ˜2j,t.
From these quantities calculate, for t = 1, ..., T , the new observations
R˜i,t = ηˆT (σ˜i,m,t; {σˆi,m,s}ts=1, h˜T ) +
√
σ˜2i,t
c
i,t, i = 1, ..., l,
R˜m,t = ηˆT (σ˜
2
m,t; {σˆ2m,s}ts=1, h˜T ) +
√
σ˜2m,t
c
m,t,
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An auxiliary bandwidth h˜T that oversmooths the data should be used in the construc-
tion of the regression function. The local-linear estimator of the regression function
ηˆT (σ; {σs}ts=1, h˜T ) can be obtained in closed form and is given by
ηˆT (σ; {σs}ts=1, h˜T ) =
T0(σ; h˜T ) · S2(σ; h˜T )− T1(σ; h˜T ) · S1(σ; h˜T )
S0(σ; h˜T ) · S2(σ; h˜T )− S1(σ; h˜T )2
,
Tj(σ; h˜T ) = h˜
−1
T
T∑
s=1
K
(
σ − σs
h˜T
)
(σ − σs)jRs, j = 0, 1,
Sj(σ; h˜T ) = h˜
−1
T
T∑
s=1
K
(
σ − σs
h˜T
)
(σ − σs)j , j = 1, 2.
Step (4): Given the bootstrap sequences {R˜j,t}Tt=1, j = 1, ..., l and j = m, calculate ˆ˜θT and
ˆ˜ηT using the semiparametric estimation algorithm given above.
Step (5): Repeat steps (2)-(4) M times. The standard errors for θˆT are estimated from the
sample standard deviations of the M bootstrap estimates. The pointwise α · 100% con-
fidence interval around ηˆT (σˆi,m,t) is constructed as the α/2 and 1− α/2 quantiles of the
empirical distribution of the M bootstrap estimates.
This bootstrap algorithm allows us to construct standard errors and confidence intervals for
the estimated parameters. This bootstrap method is time-consuming since it requires simulating
and re-estimating the model at every iteration, but such a bootstrap procedure fully reflects
the imprecision associated with estimating the nonparametric risk premium. For the choice of
νt we use the Rademacher distribution, although other distributions could also be used.
2.5 Empirical Application
In this section we apply the semiparametric DCC model to analyze the shape of the risk
premium across various stock portfolios.
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2.5.1 Data
We analyze monthly excess returns on a value-weighted stock market portfolio and monthly
excess returns on ten value-weighted size, book-to-market, momentum and industry portfolios.
Excess returns are calculated by subtracting the returns on the one-month treasury bill from the
raw returns on the equity portfolios. The value-weighted stock market portfolio is represented
by the Center for Security in Research Prices (CRPS) value-weighted index and the risk-free
rate is the return on the one month treasury bill. The CRSP value-weighted index, the risk-free
rate, and the value-weighted size, book-to-market, momentum and industry portfolios were all
obtained from Kenneth French’s online data library.3 The longest common sample across all
the portfolios spans January 1927 to September 2012 for a total of 1, 029 observations. For a
description of how these portfolios were constructed the interested reader is referred to Kenneth
French’s website for full documentation.
Description of Equity Portfolios
Table 2.1 in Section 2.7.1 presents summary statistics for the monthly excess returns on the
different portfolios. The first four columns report the estimated mean (Meam), standard de-
viation (StDev), skewness (Skew) and excess kurtosis (ExKurt) for the ten industry portfolios
(INDUS). The remaining columns represent the same information for the ten size portfolios
(SIZE), the ten momentum portfolios (MOM) and the ten book-to-market portfolios (BM).
The returns for the industry portfolios are the returns on portfolios of stocks grouped
according to the four-digit SIC code of the issuing firm at time-t. For the size portfolios
Decile 1 represents the portfolio of stocks with the smallest market capitalization and Decile 10
represents the portfolio of stocks with the largest market capitalization. Within the book-to-
market portfolios Decile 1 corresponds to the portfolio of stocks with the lowest book-to-market
ratios and Decile 10 corresponds to the portfolio of stocks with the highest book-to-market
ratios. For the momentum portfolios Decile 1 contains stocks with the lowest past cumulative
returns over the past twelve months, skipping the most recent monthly return ( i.e., momentum
3http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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is the cumulative returns from month t-12 to month t-2) and Decile 10 contains stocks with the
highest past cumulative returns.
Analyzing the tables we see that there is some evidence for skewness across the portfolios
and strong evidence of leptokurtosis. For every portfolio the estimated standard deviation is
substantially larger than the estimated mean, yielding evidence in favor of the view that it is
fundamentally difficult to estimate mean effects in the presence of large volatility; the signal-
to-noise ratios for each portfolio can be found in Table 2.2. However, Linton and Perron (2003)
state quite succinctly that “ from a nonparametric point of view this evidence is not by itself
convincing since the global moments are one end of the smoothing spectrum where bandwidth
is infinite.” To illustrate the importance of this point we compute rolling means and standard
deviations with a fixed window width of five observations (i.e., five months) and equal weighting
for each portfolio. We then form the signal-to-noise ratios using the rolling means and standard
deviations and determine the percentage of the rolling signal-to-noise ratios that are larger
than the corresponding signal-to-noise ratio calculated from the global means and standard
deviations. This procedure is repeated for each portfolio and the results are tabulated in Table
2.3. Med in Table 2.3 is the median of the rolling signal-to-noise ratio for each portfolio in
increasing order across the ten deciles; i.e., row one is the first decile and the last row represents
tenth decile. % in Table 2.3 is the percentage of the rolling window signal-to-noise ratios that
are larger than the corresponding global signal-to-noise ratio. The results show that the vast
majority of the rolling signal-to-noise ratios are larger than the original signal-to-noise ratios
for the entire sample. In fact, the median of the rolling signal-to-noise ratios is generally
substantially larger than the global signal-to-noise ratios. These findings allow us to conclude
that while the presence of mean effects for the entire sample may be difficult to identify the
same may not be true if we consider shorter frequencies.
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2.5.2 Estimation Results
Estimated Conditional Correlations
The finite dimensional parameter estimates for the size, book-to-market, industry and mo-
mentum portfolios can be found in Table 2.5 in Section 2.7.1. The standard errors given in
these tables are the standard errors obtained by performing 250 bootstrap replications using
the wild bootstrap algorithm presented in Section 2.4. Comparing the correlation parameters
across each of the different portfolios we see that the size portfolios have the most persistent
conditional correlations, while the industry portfolios have the least persistent.
Estimated Risk Premium
Obtaining a precise estimate of the nonparametric risk premium requires the selection of a
bandwidth parameter. In this research we use least-squares leave-one-out cross-validation to
estimate the optimal bandwidth parameter. To ensure that outliers do not affect estimation of
the bandwidth we remove the largest, in absolute terms, ten percent of the estimated conditional
covariances before implementing the cross-validation bandwidth search procedure. Because the
choice of bandwidth depends on the estimated conditional covariances, the cross-validation
procedure should be repeated at every iteration of the backfitting algorithm. Across the four
different cross-sections, size, book-to-market, momentum and industry, the range for the condi-
tional covariances and the estimated bandwidths obtained upon convergence of the backfitting
algorithm are presented in Table 2.4.
Analyzing Table 2.4 we see that the estimated bandwidths are all very large compared to
the range of the data. In fact, the upper bound for the search procedure was arbitrarily set to
ten for computational reasons and the cross-validation procedure chooses this upper bound for
three of the four cross-sections, the bandwidth chosen for the book-to-market cross-section was
5.834. To ensure that the results were robust to the choice of the upper bound we increased
and decreased this bound and re-ran the cross-validation procedure. The results were virtually
unchanged with the cross-validation procedure choosing the largest possible bandwidth value
for every cross-section except the book-to-market cross section; the bandwidth estimates for
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the book-to-market cross section always remained near 5.80. We believe this is substantial
evidence in favor of a linear relationship between the conditional covariance of returns and the
conditional mean of returns.
The estimated risk premium for each cross-section of portfolios, size, book-to-market, mo-
mentum and industry, are graphed in Figure 2.1 as a function of the cross-section’s conditional
covariance. Similar to the bandwidth estimates the graphical evidence produces a linear, or
very nearly linear, relationship between conditional mean and conditional covariance.
Figures 2.2, 2.3, 2.4 and 2.5 plot the estimated risk premium along with the bootstrap
confidence intervals at the ninety-five percent level derived from the wild bootstrap algorithm.
Below each of the plotted risk premium are the corresponding histogram for the estimated
conditional covariances. For each cross-section of portfolios the estimated are risk premium
significantly different from zero over the vast majority of the data range. As is often the case
with nonparametric kernel methods, in regions where the data is sparse the confidence intervals
tend to widen, however, the estimated regression functions all remain linear in these region.
The results of this study disagree with other nonparametric studies of the risk premium,
which have generally found a nonlinear relationship between the conditional covariance and
conditional mean of returns. We believe the alternative finding here is based on the large
amount of data used to estimate the risk premium and the local-linear estimation approach.
Overall, these findings support the validity of the positive linear relationship between risk and
return.
2.6 Conclusion
This research analyzes the relationship between the risk premium on cross-sections of assets
(portfolios) and the cross-section’s conditional covariance with the market using a new semi-
parametric GARCH-in-mean model. A DCC model is used to parameterize the conditional
covariances and a local-linear kernel approach is used to model the risk premium. A backfit-
ting algorithm is proposed to estimate the unknown parameters within the model and a wild
bootstrap algorithm is devised to conduct inference on the estimated model parameters.
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Analyzing ten size, book-to-market, momentum and industry portfolios we find that the
estimated risk premium are linear for each portfolio. These results can be seen by analyzing the
estimated risk premium and by considering the optimal bandwidths obtained from local-linear
cross-validation, which are large for each portfolio. These findings differ substantially from
other nonparametric studies analyzing the shape of the risk premium, which have generally
found a nonlinear risk premium.
2.7 Tables and Figures
2.7.1 Tables
Table 2.1: Summary statistics for the monthly excess returns.
INDUS SIZE
Mean StDev Skew ExKurt Mean StDev Skew ExKurt
NoDur 0.6880 4.6593 -0.0404 5.7331 Dec. 1 1.1478 10.184 3.7008 36.9828
Durbl 0.7819 7.8411 1.1596 13.8356 Dec. 2 0.9694 8.9086 2.2401 21.9491
Manuf 0.7217 6.3811 0.9038 11.8444 Dec. 3 0.9712 8.1537 1.9139 20.1471
Energy 0.7684 6.0326 0.1973 2.9778 Dec. 4 0.9168 7.5391 1.5358 15.6742
Hitec 0.7937 7.4053 0.2850 5.8972 Dec. 5 0.8811 7.2342 1.1315 12.9001
Telcm 0.5589 4.6417 -0.0021 3.051 Dec. 6 0.8721 6.9132 1.0113 11.9452
Shops 0.6921 5.8526 -0.0245 5.4071 Dec. 7 0.8233 6.5443 0.7921 10.8336
Hlth 0.7862 5.7142 0.1745 7.1433 Dec. 8 0.7638 6.2022 0.735 10.633
Utils 0.5912 5.6167 0.1180 7.6966 Dec. 9 0.7094 5.9058 0.5531 10.285
Other 0.5977 6.5407 0.8856 12.8579 Dec. 10 0.5779 5.1168 0.0855 6.3515
MOM BM
Mean StDev Skew ExKurt Mean StDev Skew ExKurt
Dec. 1 0.0234 9.8505 1.8079 16.0386 Dec. 1 0.5720 5.7413 -0.0248 4.9253
Dec. 2 0.4048 8.1943 1.8096 20.0822 Dec. 2 0.6437 5.5001 -0.0881 4.973
Dec. 3 0.4327 7.0742 1.4981 18.6103 Dec. 3 0.6514 5.3355 -0.2265 4.7656
Dec. 4 0.5665 6.4746 1.5236 17.5154 Dec. 4 0.6577 6.0746 1.2265 15.6024
Dec. 5 0.5704 6.0069 1.2751 17.1451 Dec. 5 0.6928 5.6652 0.8298 12.0745
Dec. 6 0.6292 5.8485 0.7307 11.7289 Dec. 6 0.7469 6.1874 0.9417 16.1444
Dec. 7 0.7210 5.5879 0.1612 7.3182 Dec. 7 0.7642 6.6683 1.7978 20.1665
Dec. 8 0.8251 5.4155 0.0270 4.528 Dec. 8 0.9023 6.9629 2.1343 24.5336
Dec. 9 0.9100 5.7080 -0.2991 3.533 Dec. 9 0.9740 7.5780 1.3112 14.2983
Dec. 10 1.2215 6.5647 -0.5009 2.115 Dec. 10 1.0584 9.3781 2.3750 24.0911
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Table 2.2: Global signal-to-noise ratios for the different portfolios.
Industry Size Momentum BtoM
NoDur 0.147662 Dec. 1 0.112706 Dec. 1 0.002376 Dec. 1 0.099629
Durbl 0.099718 Dec. 2 0.108816 Dec. 2 0.049400 Dec. 2 0.117034
Manuf 0.113100 Dec. 3 0.119112 Dec. 3 0.061166 Dec. 3 0.122088
Energy 0.127375 Dec. 4 0.121606 Dec. 4 0.087496 Dec. 4 0.108271
Hitex 0.10718 Dec. 5 0.121796 Dec. 5 0.094957 Dec. 5 0.122290
Telcm 0.120408 Dec. 6 0.126150 Dec. 6 0.107583 Dec. 6 0.120713
Shops 0.118255 Dec. 7 0.125804 Dec. 7 0.129029 Dec. 7 0.114602
Hlth 0.137587 Dec. 8 0.123150 Dec. 8 0.152359 Dec. 8 0.129587
Utils 0.105258 Dec. 9 0.120119 Dec. 9 0.159425 Dec. 9 0.128530
Other 0.091382 Dec. 10 0.112942 Dec. 10 0.186071 Dec. 10 0.112859
Table 2.3: Rolling signal-to-noise ratio for each portfolio in increasing order.
INDUS SIZE BM MOM
Med. % Med. % Med. % Med. %
0.2397 79.03% 0.1784 86.09% 0.1914 85.99% 0.0294 99.76%
0.1611 85.41% 0.1863 85.60% 0.1972 83.09% 0.1105 95.06%
0.2038 84.06% 0.2085 82.51% 0.2126 84.25% 0.1624 93.88%
0.1547 80.58% 0.2095 82.80% 0.2182 86.57% 0.1878 91.25%
0.2013 82.22% 0.2204 83.29% 0.2172 83.48% 0.2129 90.50%
0.1837 84.44% 0.2183 81.45% 0.2326 83.67% 0.2012 89.24%
0.1837 82.90% 0.2358 81.74% 0.2396 85.89% 0.2139 87.10%
0.2121 79.42% 0.2149 82.03% 0.2419 81.84% 0.2551 84.77%
0.2034 84.54% 0.2194 84.35% 0.2350 80.48% 0.2558 84.06%
0.1864 88.21% 0.2221 85.80% 0.2408 84.93% 0.2800 81.39%
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Table 2.4: Estimated bandwidth and 90% range of the estimated conditional covariances.
Bandwidth Range
Size 10 [-4.403,10.716]
Book-to-market 5.8340 [-2.526,5.939]
Momentum 10 [-2.532,8.237]
Industry 10 [-1.922,3.102]
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Table 2.5: Parameter estimates for each portfolio with standard errors (S.E.(θˆT )).
Size Book-to-Market Momentum Industry
θ θˆT S.E.(θˆT ) θˆT S.E.(θˆT ) θˆT S.E.(θˆT ) θˆT S.E.(θˆT )
ω1 1.207 0.0099 0.872 0.0343 2.8347 0.0083 0.4447 0.0053
α1 0.0774 0.0003 0.0458 0.0001 0.0967 0.0001 0.049 0.0004
β1 0.879 0.0007 0.8944 0.0023 0.8 0.0005 0.9007 0.0004
ω2 1.0775 0.0053 12.8415 0.9405 1.1258 0.0054 1.3385 0.0108
α2 0.0911 0.0002 0 0 0.0886 0.0003 0.0222 0.0002
β2 0.8675 0.0003 0.0231 0.0698 0.8504 0.0002 0.9138 0.0006
ω3 0.7559 0.0061 0.7608 0.0359 0.8006 0.0004 13.841 0.12
α3 0.0632 0.0003 0.0617 0.0037 0.0809 0.0005 0 0
β3 0.903 0.0005 0.8768 0.0069 0.8622 0.0005 0.0275 0.0082
ω4 0.8851 0.0075 0.841 0.0108 0.5286 0.0025 2.0559 0.0189
α4 0.0641 0.0003 0.0482 0.0007 0.0497 0.0001 0.0549 0.0003
β4 0.892 0.0007 0.8867 0.0002 0.9094 0.0002 0.8149 0.0012
ω5 0.9785 0.0053 0.9013 0.0431 0.4173 0.0016 0.946 9.0295
α5 0.0717 0.0002 0.0559 0.0004 0.0453 0.0003 0.0205 0.0088
β5 0.8758 0.0005 0.867 0.0033 0.9178 0.0005 0.9368 0.3989
ω6 0.5275 0.0024 0.7311 0.0256 0.5244 0.0123 0.0738 0.0029
α6 0.0584 0.0003 0.0643 0.0023 0.0546 0.0005 0.0582 0.0054
β6 0.9112 0.0004 0.8777 0.0044 0.8981 0.0016 0.9351 0.0048
ω7 0.7883 0.0088 0.5545 0.0478 0.3931 0.0021 0.3328 0.0062
α7 0.0662 0.0006 0.0481 0.0029 0.0382 0.0002 0.0532 0.0008
β7 0.8846 0.0011 0.9125 0.0062 0.928 0.0004 0.9227 0.0013
ω8 0.8109 0.0026 0.4503 0.0022 1.2719 0.0026 12.7946 0.0936
α8 0.0687 0.0002 0.0521 0.0004 0.0764 0.0003 0 0
β8 0.8769 0.0003 0.9159 0.0009 0.821 0.0005 0.0044 0.0068
ω9 0.552 0.0032 0.7443 0.0117 2.2959 0.001 0.4084 0.004
α9 0.0464 0.0002 0.0619 0.0004 0.0741 0.0003 0.0593 0.0006
β9 0.9117 0.0002 0.8956 0.001 0.7603 0.0002 0.9011 0.001
ω10 0.581 0.0052 0.8661 0.0163 3.0792 0.0197 0.8129 0.0027
α10 0.039 0.0003 0.0746 0.0001 0.059 0.0003 0.0587 0.0007
β10 0.9072 0.0004 0.891 0.0007 0.7888 0.001 0.8877 0.0008
ωm 0.6067 3.761 0.6109 0.034 0.552 1.5499 0.6941 0.0126
αm 0.0382 0.013 0.0487 0.0003 0.0396 0.0058 0.054 0.0005
βm 0.9104 0.3078 0.9004 0.0027 0.9115 0.1326 0.8847 0.0014
a 0.0353 0.0001 0.0264 0.0001 0.0234 0.0001 0.0105 0.0001
b 0.9378 0.0001 0.9175 0.0011 0.8999 0.0002 0.8957 0.0005
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2.7.2 Figures
Figure 2.1: Risk premium for size, book-to-market, momentum and industry portfolios.
Figure 2.2: Risk premium size portfolios with 95% confidence intervals.
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Figure 2.3: Risk premium book-to-market portfolios with 95% confidence intervals.
Figure 2.4: Risk premium industry portfolios with 95% confidence intervals.
Figure 2.5: Risk premium momentum portfolios with 95% confidence intervals.
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CHAPTER 3
TWO-STEP ESTIMATION WITHOUT NUISANCE PARAMETERS
3.1 Introduction
Many different estimators can be defined as extremum estimators; Maximum Likelihood, nonlin-
ear least-squares and Generalized Method of Moments all fall within the extremum estimation
framework. Assume we are interested in estimating a parameter vector ζ = (θ′, ν ′)′ from a
sample objective function QT (θ, ν). In this research we are interested in the particular case
where the parameters ν depend on θ, through some known function; i.e., we are interested
in the situation where the parameters ν would be known if the true value of θ were known.
To clearly state the dependence between θ and ν we use the notation ν(θ) to signify that the
parameters ν depend intimately on the parameters θ. Such situations often occur in structural
nonadaptive models and are particularly common in financial econometrics and empirical asset
pricing, see Pastorello et al. (2003) (PPR hereafter) for discussion and examples.
If θ0 ∈ Θ ⊂ <p is our parameter of interest, the extremum estimator θˆT can be defined as
the maximizer of the objective function QT (θ, ν(θ)); i.e., θˆT is defined as
θˆT = arg max
θ∈Θ
QT (θ, ν(θ)), (3.1)
for some known function ν(θ) and given criterion function
QT (θ, ν(θ)) = Q[θ, ν, (Xt)1≤t≤T ],
associated with observations (Xt)1≤t≤T . The assumption that ν(·) is known and not dependent
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on the sample size T is not restrictive since the dependence of ν(·) on T can be incorporated
into the definition of QT (·) without loss of generality.
The extremum estimator θˆT satisfies the following first-order conditions
[
∂QT (θ, ν(θ))
∂θ′
+
∂ν(θ)′
∂θ
∂QT (θ, ν(θ))
∂ν ′
]
= 0. (3.2)
PPR note that the presence of the second term on the left-hand-side of (3.2) can make solving
for θˆT rather difficult. This is especially true if the objective function is numerically cumber-
some to maximize or if the occurrence of ν(θ) is the source of some explosive behavior within
the objective function. In this case obtaining consistent and efficient parameter estimates by
maximizing (3.1) may be difficult, if not impossible. Likewise, solving the first order conditions
can be computationally cumbersome due to the second term within equation (3.2).
Recently, Fan et al. (2012) (FPR hereafter) have devised methods capable of obtaining
efficient estimators for θ0 that do not require direct maximization over the more difficult oc-
currences of θ within QT [θ, ν(θ)]. The methods developed by FPR constitute an extension
of the Maximization By Parts (MBP) idea, originally put forth by Song et al. (2005) (SFK
hereafter) in a separable likelihood setting, to general extremum estimation settings and ob-
jective functions of the form QT [θ, ν(θ)]. These new MBP algorithms deliver consistent and
efficient estimators of θ0 so long as a relevant contraction mapping condition is satisfied. The
MBP algorithms of FPR avoid directly maximizing over the more cumbersome portions of the
first-order conditions by only searching over the first portion of (3.2) and then iterating on the
second portion. This strategy proves useful when there exists a singularity or computationally
cumbersome portion of the objective function that can be attributed to the parameters ν(θ).1
However, there is no such thing as a free lunch. For the MBP estimators to be efficient certain
contraction mapping conditions must be satisfied. If the algorithms start from a consistent
estimator of θ0 the contraction mapping conditions must only be satisfied in a neighborhood of
θ0 and can be represented through various information dominance conditions. The information
1 In many cases singularities within the objective function will render most Gauss-Newton maximization
algorithms useless.
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dominance conditions require that, at the true parameter value θ0, the portions of the Hessian
not used within estimation must be of minor importance when compared to the portions of
the Hessian that are used within estimation. To date, there is little evidence demonstrating
how severely MBP estimators are affected when the information dominance conditions are not
satisfied, see SFK for a short discussion.
While the iterative estimators are computationally attractive, the necessary information
dominance conditions needed to achieve efficient estimators may not be satisfied in all cases.
By generalizing existing two-stage estimators such as those of Trognon and Gourieroux (1990)
and Gourieroux et al. (1996) we derive a unified efficient two-stage estimator that is nearly as
computationally attractive as the MBP estimators but which does not require the imposition of
any information dominance conditions. Simulation results show that these two-stage extremum
estimators have competitive statistical properties.
In comparison with existing MBP estimators, this two-step approach delivers a consistent
and efficient estimator in the same number of steps iterative estimators require to obtain a
consistent estimator. In the confines of a Gaussian copula model we demonstrate that two-
step estimators can deliver consistent and efficient estimators in situations where the MBP
algorithms fail to achieve convergence. This example, although somewhat artificial, documents
that simpler two-step methods should be preferable to more complicated iterative methods in
certain situations.2
There is a long standing history of sequential estimators in economics and econometrics.3
The earliest work on sequential estimators, focused on adaptive estimation and comes from
Harvey (1976) and Amemiya (1978). The general article detailing conditions under which
adaptive estimation can take place in likelihood settings comes from Pagan (1986). For GMM
and minimum distance estimators Newey and McFadden (1994), chapter 5, detail conditions
for adaptive estimation of parameters. Further references for adaptive sequential estimation
are detailed within Section 3.11.
2To be transparent we are not advocating the use of two-step methods over iterative methods in all situations,
rather we are attempting to point out that situations exist where one method may be preferable.
3Many examples have been included within 3.11.
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This research differs from these earlier works in that, we provide a new two-step estimator
that is efficient precisely in the situations where adaptive estimation is not generally feasible.
This new two-step procedure obtains an efficient estimator by modifying the objective function
used in the second step of estimation. We demonstrate that a particular alteration of the original
objective function QT [θ, ν(θ)] both drastically simplifies the computations, when compared with
the estimator that directly maximizes QT [θ, ν(θ)], and yields an efficient estimator in the second
step.
The two-step approach used in this essay is similar to the research on two-step extremum
estimators in Trognon and Gourieroux (1990), Gourieroux et al. (1996) and Crepon et al. (1997).
While the above papers only consider specific examples, in this research we derive a general
framework for efficient two-step extremum estimation in models with nonadaptively estimable
parameters.
The remainder of the essay is organized as follows. Section two derives the efficient two-
step estimator and proves the asymptotic properties of this estimator, namely efficiency. Sec-
tion three gives a general comparison of this new method with existing iterative estimators.
Newton-Raphson updating rules for the two-step estimators are derived and used to compare
the computational cost of the two-step and iterative estimators. A more specific comparison
between the two estimators is carried out in the specific case where the objective function is
a separable log-likelihood function. Section four contains two applications: a Gaussian copula
models and the Merton credit risk model. This section also compares, via Monte Carlo, the
two-step estimation procedure and the maximization by parts estimator. Lastly, section five
concludes. All proofs are relegated to the appendix.
3.2 Efficient Two-Step Estimation
We are interested in extremum estimation problems with objective functions of the form
QT [θ, ν(θ)]. In these situation the resulting first-order conditions are given by
[
∂QT [θ, ν(θ)]
∂θ′
+
∂ν(θ)′
∂θ
∂QT [θ, ν(θ)]
∂ν
]
= 0. (3.3)
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Numerically solving the first-order conditions (3.3) can be difficult using standard Gauss-
Newton type algorithms (?). These difficulties are often attributed to the inclusion of the
second term on the left hand side of the first-order conditions. One method to alleviate the
computational burden of solving (3.1) is to use a preliminary consistent estimator θ˜T to deal
with the difficult occurrences of θ within ν(θ) and instead estimate θ0 by solving the simpler
estimation problem
max
θ∈Θ
QT [θ, ν(θ˜T )].
While the resulting estimator is much simpler to compute, it is also inefficient. To see this,
consider the first-order conditions of QT [θ, ν(θ˜T )] with respect to θ given by
∂QT (θ, ν(θ˜T ))
∂θ
= 0. (3.4)
From equation (3.4) we see that such an estimation method no longer uses the information
contained in the second term on the left hand side of equation (3.3). Even though such a strategy
yields a consistent estimator, under appropriate identification, continuity and differentiability
conditions (see Pastorello et al., 2003), the asymptotic variance will be inflated since we no
longer include the terms
lim
T→∞
{
∂
∂θ
[
∂ν(θ)′
∂θ
∂QT [θ, ν(θ)]
∂ν
]}
|θ=θ0 (3.5)
within the Hessian matrix.
Moreover, the sampling distribution of the second stage estimator,
ˆˆ
θT , defined as
ˆˆ
θT = arg max
θ
QT [θ, ν(θ˜T )],
depends on the sampling distribution of the first stage estimator θ˜T .
4 Therefore, an efficient two-
step estimator must satisfy two properties: one, regain the information in the Hessian matrix
that was lost using the simplifying first-stage estimator and two, alleviate the dependence on
4This fact can be seen by analyzing the first-order Taylor series expansion of the objective function.
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the first-stage estimator in the sampling distribution of the second-stage estimator.
To see how such an efficient two-stage estimator can be obtained, consider the second order
expansion of the objective function with respect to the second occurrence of θ evaluated at the
point θ˜T :
QT [θ, ν(θ)] ' QT [θ, ν(θ˜T )] + (θ − θ˜T )′∂ν(θ˜T )
′
∂θ
∂QT [θ, ν(θ˜T )]
∂ν
+
1
2
(θ − θ˜T )′
dim(ν)∑
i=1
∂Q[θ, ν(θ˜T )]
∂νi
∂2νi(θ˜T )
∂θ∂θ′
+
∂ν(θ˜T )
′
∂θ
∂2QT [θ, ν(θ˜T )]
∂ν∂ν
∂ν(θ˜T )
∂θ
 (θ − θ˜T )
Using this expression as our objective function will allow us to regain the portions of the
Hessian matrix that were lost by implementing the two-step estimation procedure. However, it
is not simple to see that such an objective function will lead to an estimator who’s asymptotic
distribution does not dependent on the sampling distribution of θ˜T . To show that this is indeed
the case define the modified objective function,
ΦT [θ, ν(θ˜T )] = QT [θ, ν(θ˜T )] + (θ − θ˜T )′∂ν(θ˜T )
′
∂θ
∂QT [θ, ν(θ˜T )]
∂ν
− 1
2
(θ − θ˜T )′TBT (θ)(θ − θ˜T ),
(3.6)
where
p lim
T→∞
BT (θ0) + 1
T
dim(ν)∑
i=1
∂QT [θ0, ν(θ0)]
∂νi
∂2νi(θ)
∂θ∂θ′
+
∂ν(θ0)
′
∂θ
∂2QT [θ0, ν(θ0)]
∂ν∂ν
∂ν(θ0)
∂θ
 = 0.
With these definitions we can state the following result:
Theorem 4. Under standard regularity conditions detailed in 3.9, if
√
T (θ˜T − θ0) is asymptot-
ically normal, then
θˆT = arg max
θ
QT [θ, ν(θ)]
and
θ∗T = arg max
θ
ΦT [θ, ν(θ˜T )]
satisfy
√
T (θ∗T − θˆT ) = op(1)
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It is important to note that under our assumptions BT (θ˜T ) is a consistent estimator for
plimT→∞
1
T
dim(ν)∑
i=1
∂QT [θ0, ν(θ0)]
∂νi
∂2νi(θ)
∂θ∂θ′
+
∂ν(θ0)
′
∂θ
∂2QT [θ0, ν(θ0)]
∂ν∂ν
∂ν(θ0)
∂θ
 .
With this fact BT (θ) can be replaced by BT (θ˜T ) in the previous result.
This demonstrates that we can gain a simple and efficient two-step estimator by altering
the objective function in a very specific way. A second important point is that this two-step
estimator only relies on the standard assumptions used in extremum estimation.
3.3 Comparison With Existing Methods: Maximization by Parts(MBP)
In this section we conduct a general comparison between the two-step estimator and MBP esti-
mators. To facilitate such a comparison we state NR updating rules for each estimator. These
updating rules yield equivalent estimators for each method, and ensure that the estimators have
a common structure. As a specific example we compare the two-step and MBP estimators when
the objective function is additively separable. In this case we can conclude that the two-step
estimator should be strictly preferable to the iterative estimators on the grounds of computa-
tion and assumptions. A more specific comparison will be give later in the confines of Gaussian
Copula models.
3.3.1 General Comparison
Since both the two-step and MBP methods achieve efficiency, albeit under slightly different
conditions, the main difference between the two methods should be one of computation and
assumptions. The computational issues are compared by analyzing the NR updating rules for
the iterative and two-step estimators. For brevity we will only compare the two-step estimators
with the first MBP algorithm derived in FPR.5
5The authors suggest additional algorithms that can be used and may be beneficial in certain situations.
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Define ∂LT (θ,ν(θ))∂θ as,
∂LT (θ, ν(θ))
∂θ
=
∂QT (θ, ν(θ))
∂θ
+
∂ν(θ)′
∂θ
′
∂QT (θ, ν(θ))
∂ν
.
MBP: Algorithm I
Step 1: We start the algorithm from an initially consistent estimator denoted as θˆ(0)
Step k: Let θˆk solve (k = 1, 2, 3...) :
∂QT (θ, ν(θˆ
(k−1)
))
∂θ
= −∂ν(θˆ
(k−1))
′
∂θ
∂QT (θˆ
(k−1), ν(θˆ(k−1)))
∂ν
. (3.7)
Define
ΣT (θˆ
(k−1)) =
∂2QT (θˆ
(k−1), ν(θˆ(k−1)))
∂θ∂θ′
.
The NR updating rule for the first MBP algorithm is given by
Step k’: Let θˆk solve (k = 1, 2, 3...) :
θˆ(k) = θˆ(k−1) −
[
ΣT (θˆ
(k−1))
]−1 [∂LT (θˆ(k−1))
∂θ
]
. (3.8)
To facilitate a comparison between the iterative and two-step estimators, we can state a NR
updating rule for the two-step estimator. To this end, define:
∂L¯T (θ, ν(θˆ
(0)))
∂θ
=
∂QT (θ, ν(θˆ
(0)))
∂θ
+
∂ν(θˆ(0))
′
∂θ
∂2QT (θˆ
(0), ν(θˆ(0)))
∂ν∂θ′
(θ−θˆ(0))−TBˆT (θ−θˆ(0)). (3.9)
The NR updating rule for the two-step estimator is then given by,
NR: Two-step Estimator
θˆ(k) = θˆ(k−1) −
[
D2QT (θˆ
(0), ν(θˆ(0)))
]−1 ∂L¯T (θˆ(k−1), ν(θˆ(0)))
∂θ
(3.10)
where D2QT represents the full Hessian matrix.
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While the two-step estimator may seem more computationally intensive to update, given
the extra two terms in 3.9 and the need to evaluate the entire Hessian, in actuality it is not
much more difficult to update than the iterative estimators (so long as the Hessian at the initial
estimator is well-behaved). This fact can be seen by noting that the terms in 3.9 consists of
the same first-order conditions solved by the two-step approach (see 3.4), which are known to
be computationally simple, and an additional linear function in θ − θˆ(0).
3.3.2 Separable Likelihood Functions
Let us compare both the two-step estimator and the MBP estimator when the objective function
QT [θ, ν(θ)] has an additively separable structure, such as
QT [θ, ν(θ)] = Q1T (θ1) +Q2T (ν(θ1), θ2), (3.11)
where θ = (θ′1, θ′2)′. The case of separable objective functions allows us to analyze more specif-
ically the pros and cons of the different estimation strategies.
Two-step Estimators
When the objective function is of the separable form the full information first-order conditions
are given by:
∂Q1T (θ1)
∂θ1
+
∂ν(θ1)
∂θ1
∂Q2T (ν(θ1), θ2)
∂ν
= 0 (3.12)
∂Q2T (ν(θ1), θ2)
∂θ2
= 0. (3.13)
Given the structure of the objective function QT [θ, ν(θ)] it may be that the equations
∂Q1T (θ1)
∂θ1
= 0 (3.14)
∂QT (ν(θ1), θ2)
∂θ2
= 0 (3.15)
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yield consistent estimators for θ0 = (θ
′
10, θ
′
20)
′; that is, equations (3.14) and (3.15) are unbiased
estimating equations. If this is indeed correct, then the following estimators are consistent
θ˜1T = arg max
θ1
Q1T (θ1), (3.16)
θ˜2T = arg max
θ2
Q2T (ν(θ˜1T ), θ2). (3.17)
When the estimating equations in (3.14) and (3.15) are unbiased we can view the second
set of equations in (3.12) as additional moment conditions which are used to gain efficiency. In
this sense, (3.12) simply details the optimal way of combining these moment conditions. The
two-step estimator can then be thought of as combining the efficient moment conditions in a
computationally light way.
We now state a simple algorithm for deriving the efficient two-step estimator when the
objective function is of a separable form and the initial estimators defined in (3.16) and (3.17)
are consistent. Define,
BˆT =
∂2Q1T (θ˜1T )
∂θ1∂θ′1
+
∂ν(θ˜1T )
∂θ1
∂2Q2T (ν(θ˜1T ), θ˜2T )
∂ν∂ν
∂ν(θ˜1T )
∂θ′1
+
dim(ν)∑
i=1
∂Q2T (ν(θ˜1T ), θ˜2T )
∂νi
∂2νi(θ˜1T )
∂θ1∂θ′1
. (3.18)
and
Π(θ˜1T , θ2) = Q2T (ν(θ˜1T ), θ2)− 1
2
[
∂Q2T (ν(θ˜1T ), θ2)
∂ν
∂ν(θ˜1T )
∂θ1
]
Bˆ−1T
[
∂ν(θ˜1T )
∂θ1
′
∂Q2T (ν(θ˜1T ), θ2)
∂ν
]
(3.19)
Two-step Algorithm
Step 1: Compute θ˜1T and θ˜2T from equations 3.16, 3.17.
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Step 2: Compute θ∗1T , θ
∗
2T from the following equations
θ∗2T = arg max
θ2
Π(θ˜1T , θ2), (3.20)
θ∗1T = θ˜1T − Bˆ−1T
[
∂Q1T (θ˜1T )
∂θ1
+
∂ν(θ˜1T )
∂θ1
′
∂Q2T (ν(θ˜1T ), θ
∗
2T )
∂ν
]
, (3.21)
where BˆT and Π(θ˜1T , θ2) were defined in equations 3.18 and 3.19 respectively.
If Q2T (ν(θ1), θ2) is well approximated by a quadratic form the objective function Π(θ1, θ2)
is approximately the difference of two quadratic forms and therefore should lead to simple
estimators for θ2. Once the new estimator for θ2 has been obtained the updated estimator for
θ1 is calculated using a single newton step. Subsequently, we obtain consistent and efficient
estimators for the vector θ in two steps.
Given Theorem 4, it is simple to see that θ∗T is indeed efficient.
MBP Estimators
SFK provide examples where Q2T (ν(θ1), θ2) may be difficult to optimize. As an alternative to
optimizing this piece of the objective function SFK propose the maximization by parts (MBP)
algorithm. In the case of separable objective functions the algorithms of FPR all collapse down
to the algorithm of SFK.
Starting from the initially consistent estimates θ˜1T , θ˜2T defined in equations (3.16) and
(3.17) the MBP algorithms iteratively solve equations (3.12) and (3.13). The kth step of the
MBP algorithm solves:
∂Q1T (θ1)
∂θ1
+
∂ν(θˆ
(k−1)
1 )
∂θ1
′
∂Q2T (ν(θˆ
(k−1)
1 ), θˆ
(k−1)
2 )
∂ν
= 0 (3.22)
∂Q2T (ν(θˆ
(k−1)
1 ), θ2)
∂θ2
= 0. (3.23)
SFK showed that, under an information dominance condition, the MBP algorithm will yield
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the full MLE upon convergence. To detail this condition define
Σ = lim
T→∞
−∂2Q1T (θ10)∂θ1∂θ1 0
0 −∂2Q2T (ν(θ10),θ20)∂θ2∂θ2 ,

P = lim
T→∞
ψ11(θ0)− ∂2Q1T (θ10)∂θ1∂θ1 (θ0) ψ12(θ0)
ψ21(θ0) 0

Γ = Σ−1P,
where
ψ11(θ˜T ) = BˆT , ψ12(θ˜T ) =
∂Q2T (ν(θ˜1T ), θ2)
∂θ2∂ν
∂ν(θ˜1T )
∂θ1
.
SFK show that the information dominance condition is given by ‖Γ‖ < 1.
Liao and Qaqish (2005), in their comments on SFK, suggested implementing a Newton-
Raphson version of equations (3.22) and (3.23). These Newton updating steps are given by
θˆ
(k)
1T = θˆ
(k−1)
1T −
[
∂2Q1T (θˆ
(k−1)
1T )
∂θ1∂θ′1
]−1 [
∂Q1T (θˆ
(k−1)
1T )
∂θ1
+
∂ν(θˆ
(k−1)
1T )
∂θ1
′
∂Q2T (ν(θˆ
(k−1)
1T ), θˆ
(k−1)
2T )
∂ν
]
(3.24)
θˆ
(k)
2T = θˆ
(k−1)
2T −
[
∂2Q2T (ν(θˆ
(k−1)
1T ), θˆ
(k−1)
2T )
∂θ2∂θ′2
]−1
∂Q2T (ν(θˆ
(k−1)
1T ), θˆ
(k−1)
2T )
∂θ2
. (3.25)
It is clear that both estimators will deliver a consistent estimator in the same number of
steps. However, the two-step estimator is efficient after the second step. The MBP algorithm
on the other hand only gains efficiency as the number of iterations go to infinity. Furthermore,
efficiency is only guaranteed so long as ‖Γ‖ < 1.
3.4 Two-step GMM Estimators
Many extremum estimators can be cast as GMM estimators. This section discusses two-step
GMM estimators and demonstrates two equivalent representations for two-step GMM estima-
tors. To discuss these equivalent representation we first discuss the two-step GMM estimator
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considered in the general formulation and show how this is equivalent to a generalized version
of existing efficient two-step GMM estimators.
Let θ0 and ν(θ0) satisfy the assumptions given in the general setup. Assume we have
observable moment conditions satisfying
E(φ(Xt, θ, ν(θ))) = 0 ⇐⇒ θ = θ0.
The expectation is taken with respect to the true distribution of (Xt)1≤t≤T . For a given weight-
ing matrix WT , define the GMM objective function QT [θ, ν(θ)] as,
QT [θ, ν(θ)] = −φ¯T (θ, ν(θ))′WT φ¯T (θ, ν(θ))
where φ¯T (θ, ν(θ)) = T
−1∑T
i=1 φ(Xi, θ, ν(θ)). The first-order conditions of this estimator are
given by [
φ¯T (θ, ν(θ))
∂θ′
+
φ¯T (θ, ν(θ))
∂ν ′
∂ν(θ)
∂θ
]′
WT φ¯T (θ, ν(θ)) = 0. (3.26)
The first-order conditions for the GMM estimator are complicated by the second term within
equation (3.26). FPR document cases where the inclusion of the second term within (3.26) can
lead to computational complexities.
To detail the GMM version of the two-step estimator assume we posses an initially consistent
estimator θ˜T and define the altered estimating equations:
φ˜T (θ, ν(θ˜T )) =
1
T
T∑
i=1
φ(Xi, θ, ν(θ˜T ))− 1
T
T∑
i=1
∂φ(Xi, θ˜T , ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ˜T − θ). (3.27)
The objective function for the two-step estimator is then given by
ΦT [θ, ν(θ˜T )] = −φ˜T (θ, ν(θ˜T ))′WT φ˜T (θ, ν(θ˜T )). (3.28)
If WT is a consistent estimator for the inverse of the asymptotic variance covariance matrix of
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√
T φ¯T (θ0, ν(θ0)), denoted by W
−1, the estimator defined as
θ∗T = arg max
θ
ΦT [θ, ν(θ˜T )] (3.29)
is the GMM version of the efficient two-step estimator.
Interestingly enough, in a GMM context Gourieroux, Monfort, and Renault (1996) (GMR
hereafter) derive an alternative two-stage GMM estimator. While the original definition of the
GMR estimator can not be used in this setting we may generalize this estimator to fit our
purpose. The next section generalizes the estimator of GMR and gives an equivalence result
between the two estimators.
3.4.1 Alternative Representation.
Interestingly enough, in a GMM context Gourieroux, Monfort, and Renault (1996) (GMR
hereafter) derive an alternative efficient two-stage GMM estimator by considering a weighting
matrix which takes into account first stage estimators used to simplify estimation. To derive this
estimator assume we wish to find a weighting matrix Ω∗, with consistent sample counterpart
Ω∗T , such that the estimator defined as
θ∗T = arg min
θ
φ¯T (θ, ν(θ˜T ))
′(Ω∗T )
−1φ¯T (θ, ν(θ˜T )) (3.30)
is efficient. As shown in GMR, weighting matrices that render (3.30) efficient are of the form;
Ω∗ = Vas
{√
T φ¯T (θ0, ν(θ0)) + E
[
∂φ(θ0, ν(θ0))
∂ν
∂ν(θ0)
∂θ
]√
T (θ˜T − θ0)
}
(3.31)
where Vas denotes asymptotic variance. The efficiency of this estimator comes from the selection
of the correct second stage weighting matrix and not the altering of moment conditions, as in the
general two-step estimator. However, under certain conditions the two estimation procedures
turn out to be equivalent.
To see this result note that if φ(θ, ν(θ)) = (φ1(θ)
′, φ2(θ, ν(θ))′)′, our first stage estimator, θ˜T ,
can be a GMM estimator based on the first subset of moment conditions. Now assume we wish
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to build a two-step GMM estimator in the spirit of GMR. To determine the weighting matrix
needed to gain efficiency, recall that the first-order Taylor series expansion of the first-stage
GMM estimator around θ0 is given by
√
T (θ˜T − θ0) = −
[
E
∂φ1
′
∂θ
S−1E
∂φ1
∂θ′
]−1
E
∂φ1
′
∂θ
S−1
1√
T
T∑
i=1
φ1,i(θ0),
where
E
∂φ1
′
∂θ1
= E
[
∂φ1(X, θ0)
′
∂θ
]
, φ1,i(θ0) = φ1(Xi, θ0),
S is a positive definite weighting matrix and all expectations are evaluated at the true distri-
bution. If we then define
J(θ0) = −E
[
∂φ(θ0, ν(θ0))
∂ν
∂ν(θ0)
∂θ
] [
E
∂φ1
′
∂θ
S−1E
∂φ1
∂θ′
]−1
E
∂φ1
′
∂θ
S−1
the weighting matrix needed to gain efficiency is represented by
Ω∗ = Vas

 I 0
J(θ0) I
√T φ¯T (θ0, ν(θ0))
 ,
which simplifies to
Ω∗ =
 I 0
J(θ0) I
W
I J(θ0)′
I
 .
The estimator defined as
θ∗T = arg min
θ
φ¯T (θ, ν(θ˜T ))
′(Ω∗T )
−1φ¯T (θ, ν(θ˜T )) (3.32)
is the generalized version of the two-stage estimator of GMR. It turns out that this new objective
function and the earlier derived two-step objective function ΦT [θ, ν(θ˜T ] given in equation (3.28)
are actually equivalent.
Theorem 5 (Equivalence). Let θ˜T be a the first stage GMM estimator based on φ1(θ), where
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dim(φ1(θ0)) ≥ p and rank
(
E
[
∂φ1(θ0)
∂θ
])
= p. Under the regularity conditions of 3.9
φ¯T (θ, ν(θ˜T ))
′(Ω∗T )
−1φ¯T (θ, ν(θ˜T )) = ΦT [θ, ν(θ˜T )] + op(1).
3.5 Applications of Two-step Estimators
In this section we present two examples that demonstrate the flexibility of this new efficient
two-step estimation method.
3.5.1 Bivariate Gaussian Copula Models
Copula-based modeling approaches allow researchers to easily specify the dependencies between
random variables using univariate marginal distributions and dependence parameters. For a
review of copulas and their applications in cross-sectional contexts see Trivedi and Zimmer
(2007) and for applications of copula models in a time series context see Patton (2009, 2012).
Assume we observe multivariate data {yi,j}n,di=1,j=1 and we believe that the marginal dis-
tributions of yi,1, ..., yi,d are given by F1, F2, ..., Fd. The copula function and the marginal
distributions can then be used to specify the joint distribution function for yi = (yi,1, ..., yi,d)
′,
which is given by
F (yi) ≡ C(F1(yi,1), ..., F1(yi,d)), ∀yi ∈ <d.
Assume we are interested in a scenario where yi = (yi,1, yi,2)
′ (d = 2). The bivariate
distribution of yi can then be constructed by specifying the marginal distributions F1, F2 and
a bivariate copula function C(u1, u2, ρ), where ρ denotes the copula dependence parameter.
Denoting the marginal distribution of yi,j as Fj(·;αj), where αj is a vector of parameters
governing the marginal distribution of yi,j and j = 1, 2, the joint distribution can now be
constructed given a copula function C(·).
A particularly attractive copula, often used in applications, is the Gaussian copula (see, e.g.,
Joe (1997), Song (2000)). If yi = (yi,1, yi,2)
′ follows a bivariate Gaussian copula the cumulative
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distribution function of yi is given by
C(F1(yi,1;α1), F2(yi,2;α2)|ρ) = Φρ(Φ−1(F1(yi,1;α1)),Φ−1(F2(yi,2;α2))). (3.33)
Herein, Φρ(·) is the bivariate Gaussian cumulative distribution function with correlation pa-
rameter ρ and Φ(·) is the univariate cumulative distribution function of a standard normal
random variable. Denote by c(F1(yi,1;α1), F2(yi,2;α2)|ρ) the copula density derived from 3.33.
For (u1, u2)
′ ∈ (0, 1)2, Song (2000) demonstrates that the density of the bivariate Gaussian
copula is given by
c(u1, u2|ρ) = 1√
1− ρ2 exp
(
−ρ(z
2
1 + z
2
2)− 2ρ(z1 · z2)
2(1− ρ2)
)
,
where zj = Φ
−1(uj) for j = 1, 2.
Let the j-th marginal density of yi,j be given by fj(yi,j ;αj), let θ1 = (α
′
1, α
′
d)
′ and θ2 = ρ.
Inference for the parameters θ = (θ′1, θ2)′ can be carried out using maximum likelihood. To this
end, define the likelihood function
L(θ) =
n∏
i=1
1√
1− ρ2 exp
(
−ρ(z
2
i,1 + z
2
i,2)− 2ρ(zi,1 · zi,2)
2(1− ρ2)
)
2∏
j=1
fj(yi,j ;αj)
and corresponding log-likelihood function
Ln(θ1, θ2) = L1,n(θ1) + L2,n(θ1, θ2), (3.34)
where
L1,n(θ1) =
n∑
i=1
2∑
j=1
log(fj(yi,j ;αj)),
and
L2,n(θ1, θ2) = −n
2
log(1− ρ2)− ρ
2(1− ρ2)(ρA(θ1)− 2B(θ1)).
Herein, A(θ1) =
∑n
i=1[zi,1(α1)
2 + zi,2(α2)
2], B(θ1) =
∑n
i=1 zi,1(α1)zi,2(α2), and zi,j(αj) =
Φ−1(Fj(yi,j ;αj)) for j = 1, 2.
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Estimators of θ
The Maximum Likelihood estimator (MLE) θˆn is the argument maximizer of Ln(θ1, θ2), which
can be equivalently defined as the solution to the score equations
0 =
∂Ln(θ1, θ2)
∂θ
=
∂L1,n(θ1)∂θ1 + ∂L2,n(θ1,θ2)∂θ1
∂L2,n(θ1,θ2)
∂θ2
 (3.35)
For the bivariate Gaussian copula model the score equations in 3.35 are given by
∂Ln(θ1, θ2)
∂θ1
=
∂L1,n(θ1)
∂θ1
+
∂L2,n(θ1, θ2)
∂θ1
=
∑ni=1 1f1(yi,1;α1) ∂f1(yi,1;α1)∂α1∑n
i=1
1
f2(yi,2;α2)
∂f2(yi,2;α2)
∂α2
− n∑
i=1
ρ
1− ρ2
ρ ∂A(θ1)∂α1 − 2∂B(θ1)∂α1
ρ
∂A(θ1)
∂α2
− 2∂B(θ1)∂α2
 (3.36)
∂Ln(θ1, θ2)
∂θ2
=
∂L2,n(θ1, θ2)
∂θ2
=
nρ
1− ρ2 −
1
(1− ρ2)2 (ρA(θ1)− (1 + ρ
2)B(θ1)) (3.37)
Depending on the specification for the marginals fj(·|αj), jointly solving the score equations
can be complicated. If solving the score equations is computationally difficult a simple two-step
estimation approach, called the inference function for margins (IFM), can be used to obtain
simple estimators (see, e.g., Shih and Louis (1995), Joe and Xu (1996) and Patton (2009) for
examples and discussion). The IFM approach proceeds through the following steps.
IMF:
(1): Obtain θ˜1 = (α˜
′
1, α˜
′
2)
′ by solving
0 =
∂L1,n(θ1)
∂θ1
.
(2): Obtain θ˜2 = ρ˜ by solving
0 =
∂L2,n(θ˜1, θ2)
∂θ
.
In the first step the parameters for the marginal distributions are estimated and in the second
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step the dependence parameter is estimated, conditional on the estimates θ˜1. While computa-
tionally simple this procedure yields inefficient estimators.
Computationally simple and efficient estimators can be obtained using the iterative (fixed-
point) Maximization By Parts (MBP) algorithm of Song et al. (2005). Generally speaking,
the MBP algorithm relies on partitioning the log-likelihood into a portion that is relatively
simple to deal with, often called the working likelihood, and a more complicated portion, often
called the error likelihood. The MBP algorithm then searches over the parameters in the
working likelihood and iterates over the parameters in the error likelihood to deliver simple
estimators of θ. Under certain regularity conditions the MBP algorithm delivers estimators
that are asymptotically equivalent to the MLE. For the bivariate Gaussian copula model the
working log-likelihood is often taken to be L1,n(θ1) and the error log-likelihood is often taken
to be L2,n(θ1, θ2).
6 The MBP algorithm can be implemented through the following steps:
MBP:
(1): Obtain θˆ
(1)
1 by solving
0 =
∂L1,n(θ1)
∂θ
=
∑ni=1 1f1(yi,1;α1) ∂f1(yi,1;α1)∂α1∑n
i=1
1
f2(yi,2;α2)
∂f2(yi,2;α2)
∂α2

and obtain θˆ
(1)
2 = ρˆ
(1) by solving
0 =
∂L2,n(θˆ
(1)
1 , θ2)
∂θ
=
nρ
1− ρ2 −
1
(1− ρ2)2 (ρA(θˆ
(1)
1 )− (1 + ρ2)B(θˆ(1)1 )).
(k): Solve
n∑
i=1
 1f1(yi,1;α1) ∂f1(yi,1;α1)∂α1
1
f2(yi,2;α2)
∂f2(yi,2;α2)
∂α2
 = − n∑
i=1
ρˆ(k−1)
1− ρˆ2,(k−1)
ρˆ(k−1) ∂A(θˆ
(k−1)
1 )
∂α1
− 2∂B(θˆ
(k−1)
1 )
∂α1
ρˆ(k−1) ∂A(θˆ
(k−1)
1 )
∂α2
− 2∂B(θˆ
(k−1)
1 )
∂α2
 (3.38)
6Depending on the specific situation different error log-likelihoods can be chosen to obtain more suitable
estimators, see the rejoinder to Song et al. (2005) and the article by Liu and Luger (2009) for a discussion.
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for θˆ
(k)
1 and solve
0 =
∂L2,n(θˆ
(1)
1 , θ2)
∂θ
=
nρ
1− ρ2 −
1
(1− ρ2)2 (ρA(θˆ
(k−1)
1 )− (1 + ρ2)B(θˆ(k−1)1 )) (3.39)
to obtain θˆ
(k)
2
Note that the first step of the MBP approach is just the IFM approach and at each subsequent
step, k > 1, we are attempting to obtain more efficient estimators by using, in a computationally
simple manner, the portions of the score equations neglected in the IMF approach.
If the initial estimators are consistent the critical regularity condition needed for the MBP
algorithm to yield efficient estimators is called an information dominance condition (IDC).
Heuristically, the IDC requires that the portions of the Hessian matrix used within estimation
dominate, in an appropriate sense, the portions that are ignored. For instance, if we were to
use the Newton-Raphson algorithm to solve 3.38 and 3.39 the matrix of second derivatives that
would guide the updating of θˆ(k) would be given by
Dn(θ) =
1
n
∂2L1,n(θ1)∂θ1∂θ′1 0
0
∂2L2,n(θ1,θ2)
∂θ2∂θ′2
 ,
which ignores the portions of the Hessian
Gn(θ) =
1
n
∂2L2,n(θ1,θ2)∂θ1∂θ′1 ∂2L2,n(θ1,θ2)∂θ1∂θ′2
∂2L2,n(θ1,θ2)
∂θ2∂θ′1
0
 .
The IDC will be satisfied if, as n→∞, Dn(θ0) dominates Gn(θ0). Let
Γ(θ0) = plim
n→∞
Dn(θ
0)−1Gn(θ0),
then the IDC requires
‖Γ(θ0)‖ < 1,
where ‖ · ‖ is the spectral norm.
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Even in relatively simple situations obtaining analytical expressions for the IDC is infeasible.
Moreover, for the bivariate Gaussian copula model, simulation evidence in Song et al. (2005)
and Liu and Luger (2009) demonstrates that the version of the MBP algorithm given herein can
behave poorly if there is moderate correlation. Intuitively this phenomena is present because
as ρ increases the portions of the score equations that the MBP iterates over becomes more
informative for estimating the parameters and for large ρ the MBP algorithm is essentially
neglecting a large amount of useful information within the score equations.
While the MBP is more efficient than the IFM approach, the MBP approach requires
satisfaction of the IDC and can also require many iterations to obtain a convergent estimator.
In this way a two-step procedure that does not maximize over the more cumbersome portions of
the log-likelihood function, yet still delivers an efficient estimator, may be an useful intermediary
between the inefficient two-step IFM approach and the fully iterative approach. To state the
updating rules for the two-stage estimator define
D1,n(θ1, θ2) =
∂L1,n(θ1)
∂θ1∂θ′1
+
∂L2,n(θ1, θ1)
∂θ1∂θ′1
.
Applying the efficient two-step procedure developed in this research to the bivariate Gaus-
sian copula model and the log-likelihood 3.34 we then have the following two-step estimation
procedure.
Two-Step:
(1): Obtain θˆ
(1)
1 by solving
0 =
∂L1,n(θ1)
∂θ
=
∑ni=1 1f1(yi,1;α1) ∂f1(yi,1;α1)∂α1∑n
i=1
1
f2(yi,2;α2)
∂f2(yi,2;α2)
∂α2

and obtain θˆ
(1)
2 = ρˆ
(1) by solving
0 =
∂L2,n(θˆ
(1)
1 , θ2)
∂θ
=
nρ
1− ρ2 −
1
(1− ρ2)2 (ρA(θˆ
(1)
1 )− (1 + ρ2)B(θˆ(1)1 )).
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(2): Obtain θˆ∗2 by maximizing, with respect to θ2,
Π(θˆ
(1)
1 , θ2) = Ln(θˆ
(1)
1 , θ2)−
1
2
[
∂L2,n(θˆ
(1)
1 , θ2)
∂θ1
]′
[D1,n(θˆ
(1)
1 , θˆ
(1)
2 )]
−1
[
∂L2,n(θˆ
(1)
1 , θ2)
∂θ1
]
and obtain θˆ∗1 using the Newton-Raphson updating rule:
θ∗1 = θˆ
(1)
1 − [D1,n(θˆ(1)1 , θ∗2)]−1
∂Ln(θˆ
(1)
1 , θ
∗
2)
∂θ
.
While Π(θˆ
(1)
1 , θ2) seems complicated, it turns out that maximizing Π(θˆ
(1)
1 , θ2), with respect to
θ2, is equivalent to solving a 4-th order polynomial in ρ, see 3.7.1 for the specific form of this
polynomial.
Example: Exponential Marginals
We compare the finite sample properties of the MBP algorithm and the efficient two-step proce-
dure in the case where the marginal densities are exponential, fj(yi,j ;αj) = αj exp(−αjyi,j), αj >
0, j = 1, 2. In particular, the simulation study compares the effects of the correlation parameter
on the estimates obtained from the MBP and two-step methods. For the simulation study we
set α1 = .1, α2 = 1 and consider three different values for the correlation parameter ρ = .1, .5, .7.
Across the three values of ρ we consider three different sample sizes n = 100, 200, 300. For each
n and ρ combination we create 5,000 synthetic samples.
The estimators are compared in terms of their mean squared error (MSE), mean absolute
error (MAE), Monte Carlo variance (MCVAR) and the computing time (in seconds) required to
achieve a convergent estimator (TIME).7 Convergence is defined as the difference, in absolute
value, of two or more successive iterations being less than 1.0e−04. 3.1 reports the averages over
the 5,000 Monte Carlo replications for the MSE, MAE and MCVAR for the low correlation case
(ρ = .1) and for the medium correlation case (ρ = .5) and 3.2 reports the same statistics for
the high correlation case (ρ = .7). 3.3 compares the computing time for both methods across
the different parameter and sample size combinations.
7Put what platform you used to calculate the estimates on.
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3.1 demonstrates that for low values of the correlation parameter the MBP algorithm and
the efficient two-step estimator are very similar. However, it should be noted that the efficient
two-stage estimator does a much better job estimating the correlation parameter across all
sample sizes. As the correlation parameter increases from ρ = .1 to ρ = .5 the two-step method
gives smaller MSE’s and MAE’s than the MBP algorithm across all sample sizes. This finding is
most apparent when analyzing the estimators for the correlation parameter. Across all sample
sizes the two-stage method precisely estimates the correlation parameter, whereas the MBP
algorithm yields imprecise and substantially biased estimates of the correlation parameter.
Analyzing 3.3 we see that there is a substantial increase in computing time required for the
MBP algorithm to obtain a convergent estimator when we move from ρ = .1 to ρ = .5, which
is not the case for the two-stage estimator.
3.2 demonstrates that even for high correlation values the efficient two-stage estimation
method continues to yield estimators that behave well in finite sample. Across each sample size
the two-stage estimation method yields more precise estimates of the true parameters than the
MBP algorithm. Moreover, when ρ = .7, for each parameter and across every sample size the
two-stage method delivers estimators that have lower MSE and MAE. These finding highlight
the fact that as correlation increases the IDC required for the MBP algorithm to yield efficient
estimators becomes closer and closer to being unsatisfied (see Song et al. (2005)).
3.1,3.2 and 3.3 demonstrate that the efficient two-stage estimator discussed in this research
is a valid alternative to existing inefficient two-stage estimators (IFM) and iterative estimators
(MBP).
3.5.2 Merton Credit Risk Model
As a second example we analyze the credit risk model due to Merton (1974). Suppose that the
firm’s debt consists of a zero coupon bond with face value B and maturity date δ. Letting Vt
denote the firm’s unobservable market value at time-t, the observable firm’s equity price can
be interpreted as an European call option written on the firm’s market value with strike price
B and call date δ:
Sδ ≡ max[Vδ −B, 0], (3.40)
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where Vδ is the firm’s market value at maturity date δ. Using 3.40 the observed equity prices
S0, ..., ST can be interpreted as option prices written on the firm’s market value V0, ..., VT .
In the simplest case we assume that firm’s unobservable market value can be described as
a Geometric Brownian Motion:
dVt
Vt
= µ · dt+ σdWt (3.41)
where Wt is a standard Brownian motion. 3.41 allows us to write the conditional likelihood
of the sample path (V1, V2, ..., VT ) given some initial value V0 and historical parameters (µ, σ).
The conditional log-likelihood function of the unobserved asset values is then given by
L∗(µ, σ2) = −n
2
ln(2piσ2)− 1
2
n∑
j=1
(
ln(Vj/V(j−1))− (µ− 12σ2)
)2
σ2
−
n∑
j=1
ln Vj ,
see, e.g., Duan (1994, 2000) for a discussion. When the dynamics of the firm’s market value
are described by 3.41 the observable equity values are related to the unobservable firm values
through the Black and Scholes option pricing formula:
St = VtΦ(dt)−B exp(−r(δ − t))Φ(dt − σ
√
δ − t) ≡ g(Vt, σ2), (3.42)
where dt = ln(Vt/B) + (r +
1
2σ
2)(δ − t)/σ√δ − t. Using the Black and Scholes formula 3.42 and
Theorem 2.2 of Duan (1994) we can construct the conditional log likelihood function for the
observable equity values:
LS(µ, σ2, ν(σ2)) = −n
2
log(2piσ2)− 1
2
n∑
j=1
(
Rj(ν(σ
2))− (µ− 12σ2)
)2
σ2
−
n∑
j=1
ln Vj(ν(σ
2))−
n∑
j=1
log
(
Φ
(
ln(Vt(ν(σ
2))/B) + (r + 12(ν(σ
2)))(δ − t)√
(ν(σ2))
√
δ − t
))
,
where Rj(ν(σ
2) = log(Vj(ν(σ
2))/V(j−1)(ν(σ2)), Vj(ν(σ2)) = g−1(Sj , ν(σ2)) and ν(σ2) is used
to denote the problematic occurrences of σ2, which enter the log-likelihood function through
the unobservable firm values and the structural relationship 3.42
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Assume for now that estimation of µ is not a priority.8 With this in mind our first step is
to concentrate out µ. We then have
µn(ν(σ
2)) =
1
n
n∑
j=1
Rj(ν(σ
2)) +
σ2
2
= R¯n(ν(σ
2)) +
σ2
2
,
and the conditional log-likelihood for the observable equity values can be stated as
LS(σ2, ν(σ2)) = −n
2
log(2piσ2)− 1
2
n∑
j=1
(
Rj(ν(σ
2))− R¯n(ν(σ2))
)2
σ2
−
n∑
j=1
log
(
Vj(ν(σ
2))
)− n∑
j=1
log Φ
(
log(Vt(ν(σ
2))/B) + (r + 12(ν(σ
2)))(δ − t)√
(ν(σ2))
√
δ − t
)
.
The structural relationship Vj(ν(σ
2)) occurs in several places within the observable log-
likelihood, significantly complicating estimation of σ2. In fact, direct maximization over all
occurrences of σ2 in LS(σ2, ν(σ2)) is computationally demanding. To avoid optimizing over
Vj(ν(σ
2)) and ν(σ2) we can instead institute the two-stage estimation framework given in this
research. Assume the estimator σ˜2 is a consistent estimator. To state the two-stage objective
function define,
A1j =
(
Rj(ν(σ˜
2))− R¯n(ν(σ˜2))
)2
A2j = log(Vj(ν(σ˜
2)))
A3j = log
Φ
 ln
(
Vj(ν(σ˜
2))
B
)
+ (r + 12(ν(σ˜
2)))(δ − j)√
ν(σ˜2)
√
δ − j
 .
Also, define
A1 =
n∑
j=1
A1j , A
2 =
n∑
j=1
A2j , A
3 =
n∑
j=1
A3j ,
8 If it is we can devise a strategy that will yield efficient estimators for µ and σ2
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and Aiν as the first derivative of A
i (i = 1, 2, 3) with respect to σ˜2 and Aiν,ν as the second
derivative of Ai (i = 1, 2, 3) with respect to σ˜2. With these definitions the approximated
objective function used to obtain the efficient two-stage estimators:
Φn(σ
2, ν(σ˜2)) = −n
2
log(2piσ2)− 1
2σ2
A1 −A2 −A3 + (σ2 − σ˜2)
[
− 1
2σ2
A1ν −A2ν −A3ν
]
− (σ2 − σ˜2)
[
− 1
2σ2
A1ν,ν −A2ν,ν −A3ν,ν
]
(σ2 − σ˜2)
Note that Ai and its derivatives can be calculated before the optimization step using their
analytical representations or numerical differentiation.9
Differentiating Φn(σ
2, ν(σ˜2)), with respect to σ2, yields the following first-order condition
0 =
−n
2
σ2 +
A1
2σ4
− A
1
ν
2σ4
−A2ν −A3ν +
1
2
(σ2 − σ˜2)A1ν
σ4
+ 2(σ2 − σ˜2)(A1ν,ν +A2ν,ν +A3ν,ν). (3.43)
Solving the above equations is actually equivalent to solving a third-order polynomial in σ2.10
Regardless, solving 3.43 to obtain the efficient two-step estimator is much simpler than solving
the full set of first-order conditions for the full MLE.
Simulation Example
To illustrate the usefulness of the efficient two-stage method in the context of Merton’s model
we devise a small Monte Carlo experiment comparing the Maximization By Parts (MBP) es-
timator11 with the efficient two-step estimator derived by solving 3.43. We construct 5,000
synthetic samples of 500 and 1,000 time series observations for daily returns. The firm’s value
trajectory is initialized at 104 and the face value of the firm’s debt is fixed at B = 900. The
parameters are set to µ = .01 and σ2 = .09. We focus on estimation of σ2 only and so we work
directly with the concentrated log-likelihood function for both estimators.
9We suggest calculating Aiν and A
i
ν,ν analytically when possible.
10In the simulation experiments we choose a mix of bisection and interpolation to solve 3.43.
11For a discussion of the MBP estimator in the Merton model see Fan et al. (2012).
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The MBP estimator is obtained by implemented the Newton-Raphson version of the algo-
rithm. The efficient two-step estimator is obtained by solving 3.43 using a mix of bisection
and interpolation. For starting values the first-order conditions 3.43 are very close to zero. To
avoid obtaining an inaccurate solution we solve the these first-order conditions many times over
a large grid of starting values. The two-step estimator is then the estimate value of σ2 that
corresponds to the smallest function value obtained over the grid of starting values. For both
estimation method we calculate the root mean squared error (RMSE), median absolute error
(MAE) and the Monte Carlo standard deviation (Std. Dev) over the 5,000 replications. Also,
for each method, the time in seconds (TIME) required to obtain the estimator is recorded.
The results of the Monte Carlo experiment are contained in 3.4. Generally speaking, 3.4
demonstrates that the efficient two-stage estimator and the MBP estimator are very similar,
with the two-stage method having slightly better RMSE and MAE. Moreover, we see that
the two estimation methods are very similar in computational time with the edge again going
to the two-step estimator. These results should come as no surprise since Fan et al. (2012)
demonstrate that for many values of σ2 in the Merton model the underlying Information Dom-
inance Condition is indeed satisfied. In this case the use of two-step or iterative estimators are
both valid alternatives to full information Maximum Likelihood. However, given the two-step
estimators better finite sample properties and its more favorable computational properties we
believe the two-step estimator is a valid alternative to the existing MBP estimators.
3.6 Conclusion
This essay has proposed a new two-step estimator that is computational simple and delivers a
consistent and efficient estimator. This essay has also shown that this new two-step estimator is
as computationally friendly as existing maximization by parts estimators but does not require
the satisfaction of any information dominance conditions. Furthermore, as evidenced by the
Monte Carlo results, this new two-step procedure delivers estimators with good statistical
properties, and in some cases much better than the existing maximization by parts estimators.
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3.7 Polynomial Equations
3.7.1 Copula Polynomial
The objective function Π(θ1, θ2) is given by
Π(θ1, θ2) =
1
2
ln(1− ρ2)−
ρ
(
ρA(θˆ
(1)
1 )− 2B(θˆ(1)1 )
)
1− ρ2
− 1
2
ρ2
(
ρDA(θˆ
(1)
1 )− 2DB(θˆ(1)1 )
)′
D1n(θˆ
(1)
1 , θˆ
(1)
2 )
(
ρDA(θˆ
(1)
1 )− 2DB(θˆ(1)1 )
)
(1− ρ2)2 ,
where DA(θ1) = ∂A(θ1)/∂θ1 and DB(θ1) = ∂B(θ1)/∂θ1 After differentiating Π(θˆ
(1)
1 , θ2) with
respect to θ2 and rearranging we obtain the following polynomial equation in θ2.
0 = −ρ+ 2ρ3 − 3ρ2DA(θˆ(1)1 )′D1n(θˆ(1)1 , θˆ(1)2 )DB(θˆ(1)1 )− ρ4DA(θˆ(1)1 )′D1n(θˆ(1)1 , θˆ(1)2 )DB(θˆ(1)1 )
+ ρ3DA(θˆ
(1)
1 )
′D1n(θˆ
(1)
1 , θˆ
(1)
2 )DA(θˆ
(1)
1 ) + 2ρDB(θˆ
(1)
1 )
′D1n(θˆ
(1)
1 , θˆ
(1)
2 )DB(θˆ
(1)
1 )
+ 2ρ3DB(θˆ
(1)
1 )
′D1n(θˆ
(1)
1 , θˆ
(1)
2 )DB(θˆ
(1)
1 )− 2ρA(θˆ(1)1 ) + 2ρ3A(θˆ(1)1 )− 2B(θˆ(1)1 )ρ4 + 2B(θˆ(1)1 )− ρ5.
This polynomial does have an analytical solution but for the sake of space the solution is not
presented herein.
3.7.2 Merton Polynomial
To state the real-valued solution define
η1 = A1 · σ˜2 −A1 ·
η2 = (A2,ν +A3,ν + 2 ·A1,ν,ν · σ˜2 + 2 ·A2,ν,ν · σ˜2 + 2 ·A3,ν,ν · σ˜2)
η3 = (4 ·A1,ν,ν + 4 ·A2,ν,ν + 4 ·A3,ν,ν − n−A1,ν · )
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and
Ξ =
(η1)
3
(27 ·A31,ν)
+
·(η2)
A1,ν
− (·(η1) · (η3))
(6 ·A21,ν)
+
( (η1)3
(27 ·A31,ν)
+
(·(η2))
A1,ν
− (·(η1) · (η3))
(6 ·A21,ν)
)2
−
(
(η1)
2
(9 ·A21,ν)
− (·(η3))
(3 ·A1,ν)
)31/2 .
We then have the following estimator for σ2∗T :
σ2∗T =
(
(η1)
2
(9 ·A21,ν)
/
Ξ1/3
)
−
(
(h · (η3))
(3 ·A1,ν)
/
Ξ1/3
)
+
(
(η1)
(3 ·A1,ν)
/
Ξ1/3
)
+ Ξ1/3. (3.44)
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3.8 Tables
Table 3.1: Gaussian Copula model estimates: low and medium correlation.
Parameter Mean MSE MAE Parameter Mean MSE MAE
T=100
MBP α1=.1 0.1001 0.0001 0.0079 α1=.1 0.0997 0.0001 0.0079
TS 0.1002 0.0001 0.008 0.1002 0.0001 0.0079
MBP α2=1 0.9994 0.0096 0.0779 α2=1 0.996 0.0097 0.0784
TS 0.9998 0.0096 0.078 1.0003 0.0096 0.0782
MBP ρ=.1 0.0499 0.005 0.0584 ρ=.5 0.2676 0.0561 0.2324
TS 0.0778 0.0039 0.0519 0.4891 0.0079 0.0801
T=200
MBP α1=.1 0.1 0.0001 0.0056 α1=.1 0.0992 0.0001 0.0057
TS 0.1 0.0001 0.0056 0.1001 0.0001 0.0056
MBP α2=1 1.0001 0.0049 0.0558 α2=1 0.9915 0.0049 0.0558
TS 1.0007 0.0049 0.0558 1.0004 0.0048 0.0551
MBP ρ=.1 0.0496 0.0038 0.0529 ρ=.5 0.2678 0.0552 0.2327
TS 0.0786 0.0028 0.0438 0.5082 0.0057 0.0653
T=300
MBP α1=.1 0.0999 0.0001 0.0045 α1=.1 0.0985 0.0001 0.0047
TS 0.0999 0.0001 0.0045 0.0999 0.0001 0.0045
MBP α2=1 1.0002 0.0032 0.0452 α2=1 0.9866 0.0034 0.0466
TS 1.0009 0.0033 0.0453 1.0005 0.0032 0.0449
MBP ρ=.1 0.0503 0.0033 0.0507 ρ=.5 0.2678 0.0546 0.2322
TS 0.0773 0.0022 0.0387 0.5003 0.0043 0.0581
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Table 3.2: Gaussian Copula model estimates: high correlation.
Parameter Mean MSE MAE
T=100
MBP α1=.1 0.0992 0.0001 0.008
TS 0.1003 0.0001 0.0079
MBP α2=1 0.9915 0.0099 0.0793
TS 1.0014 0.0096 0.0785
MBP ρ=.7 0.4076 0.0872 0.2924
TS 0.6129 0.0079 0.0871
T=200
MBP α1=.1 0.0981 0.0001 0.0059
TS 0.1001 0.0001 0.0056
MBP α2=1 0.9806 0.0053 0.0587
TS 1.001 0.0049 0.0552
MBP ρ=.7 0.4076 0.0864 0.2924
TS 0.6138 0.0076 0.0862
T=300
MBP α1=.1 0.0967 0.0001 0.0045
TS 0.1001 0.0001 0.0045
MBP α2=1 0.9681 0.0045 0.0535
TS 1.0008 0.0032 0.0452
MBP ρ=.7 0.4081 0.0858 0.2919
TS 0.6243 0.0074 0.0857
Table 3.3: Estimation Time (in seconds) across the different simulations.
n=100 n=200 n=300
MBP TS MBP TS MBP TS
ρ=.1 0.0097 0.0173 0.0105 0.0172 0.0116 0.0178
ρ=.5 0.0129 0.0166 0.0163 0.0172 0.0198 0.0179
ρ=.7 0.0156 0.0175 0.0195 0.0169 0.0255 0.0181
ρ=.9 0.0227 0.0168 0.0363 0.0146 0.135 0.0178
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Table 3.4: Simulation results for Merton credit Risk model.
TS
T Parameter Median Std. Dev. MAE RMSE TIME
T=500 σ = 0.09 0.0916 0.0021 0.0024 0.0511 4.3518
T=1000 σ = 0.09 0.0915 0.0017 0.0023 0.0502 5.0515
MBP
T Parameter Median Std. Dev. MAE RMSE TIME
T=500 σ = 0.09 0.0881 0.0031 0.0025 0.0547 5.3491
T=1000 σ = 0.09 0.0885 0.0026 0.0031 0.0501 7.8793
3.9 Regularity Conditions
(A) The parameter space Θ ⊂ <p is compact and θ0 is in the interior of Θ.
(B) The objective function QT (θ, ν(θ)) is continuous in θ for all data X and is a measurable
function of X for all θ ∈ Θ.
(C) T−1QT (θ, ν(θ)) converges to a nonstochasitc function Q∞(θ, ν(θ)) uniformly in θ as T goes
to ∞. Q∞(θ, ν(θ)) attains a unique global maximum at θ0.
(D) The function ν(θ) is a twice continuously differentiable function which satisfies ν(θ0) = ν0
which is an element in the compact space V, where V ⊂ <r−p and (r > p).
(E) The matrix ∂2QT /∂θ∂θ
′ exists and is continuous in an open, convex neighborhood of θ0.
(F) T−1(∂2QT /∂θ∂θ′)|θ=θ∗T converges to a finite nonsingular matrix
D2(θ0) = E
(
∂2QT (θ, ν(θ))
∂θ∂θ′
|θ=θ0
)
for any sequence θ∗T converging in probability .
(G) T−1/2(∂QT /∂θ)θ=θ0 →d N (0,Ω), where
Ω = limE
(
T−1
∂QT (θ, ν(θ))
∂θ′
∂QT (θ, ν(θ))
∂θ
′) |θ=θ0 ,
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and →d means convergence in distribution.
3.10 Proof: 4
Proof. The proof revolves around the Taylor series expansion of the first-order conditions for
the two-step estimator. These first-order conditions are given by,
∂ΦT [θ, ν(θ˜T )]
∂θ
∣∣∣∣
θ=θ∗T
= 0,
which yields
0 =
∂QT (θ
∗
T , ν(θ˜T ))
∂θ′
+
∂QT (θ
∗
T , ν(θ˜T ))
∂ν ′
∂ν(θ˜T )
∂θ′
+
∂2QT (θ
∗
T , ν(θ˜T ))
∂θ∂ν ′
∂ν(θ˜T )
∂θ′
(θ∗T − θ˜T )
−TBT (θ∗T )(θ∗T − θ˜T )−
1
2
(θ∗T − θ˜T )T
∂BT (θ
∗
T )
∂θ′
(θ∗T − θ˜T ). (3.45)
Considering a first-order Taylor series expansion of the first two terms in (3.45), i.e.
∂QT (θ
∗
T , ν(θ˜T ))
∂θ′
+
∂QT (θ
∗
T , ν(θ˜T ))
∂ν ′
∂ν(θ˜T )
∂θ′
,
around (θ0, θ0), and disregarding higher-order terms, we have:
∂QT (θ0, ν(θ0))
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν ′
∂ν(θ0)
∂θ′
+
{
∂2QT (θ0, ν(θ0))
∂θ∂θ′
+
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
}
× (θ∗T − θ0)
+
{
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
+
∂2QT (θ0, ν(θ0))
∂ν∂ν ′
∂ν(θ0)
∂θ
∂ν(θ0)
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν
∂2ν(θ0)
∂θ∂θ′
}
×
(θ˜T − θ0).
Considering a first-order Taylor series expansion of the second two terms in (3.45), i.e.
∂2QT (θ
∗
T , ν(θ˜T ))
∂θ∂ν ′
∂ν(θ˜T )
∂θ′
(θ∗T − θ˜T )− TBT (θ∗T )(θ∗T − θ˜T ),
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around (θ0, θ0), we have:
∂QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
(θ∗T − θ˜T )− TBT (θ0)(θ∗T − θ˜T )
+Op(‖θ˜T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ0‖‖θ∗T − θ˜T ‖)
Adding the two Taylor series expansions we obtain the first-order Taylor series expansion
of (3.45), around (θ0, θ0):
0 ≈ ∂QT (θ0, ν(θ0))
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν ′
∂ν(θ0)
∂θ′
+
{
∂2QT (θ0, ν(θ0))
∂θ∂θ′
+
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
}
× (θ∗T − θ0)
+
{
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
+
∂2QT (θ0, ν(θ0))
∂ν∂ν ′
∂ν(θ0)
∂θ
∂ν(θ0)
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν
∂2ν(θ0)
∂θ∂θ′
}
×
(θ˜T − θ0) + ∂
2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
(θ∗T − θ˜T )− TBT (θ0)(θ∗T − θ˜T )
+Op(‖θ˜T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ˜T ‖2),
which can be re-written as
0 ≈ ∂QT (θ0, ν(θ0))
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν ′
∂ν(θ0)
∂θ′
+
{
∂2QT (θ0, ν(θ0))
∂θ∂θ′
+
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
}
×
(θ∗T − θ0)
+
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
{
(θ˜T − θ0) + (θ∗T − θ˜T )
}
− TBT (θ0)(θ∗T − θ˜T )
+
{
∂2QT (θ0, ν(θ0))
∂ν∂ν ′
∂ν(θ0)
∂θ
∂ν(θ0)
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν
∂2ν(θ0)
∂θ∂θ′
}
× (θ˜T − θ0)
+Op(‖θ˜T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ˜T ‖2).
Recall that
p lim
T→∞
[
BT (θ0) +
1
T
(
∂QT [θ0, ν(θ0)]
∂ν ′
∂2ν(θ0)
∂θ∂θ′
+
∂2QT [θ0, ν(θ0)]
∂ν∂ν ′
∂ν(θ0)
∂θ′
∂ν(θ0)
∂θ′
)]
= 0.
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We then have that
[
−BT (θ0)(θ∗T − θ˜T ) +
1
T
(
∂QT [θ0, ν(θ0)]
∂ν ′
∂2ν(θ0)
∂θ∂θ′
+
∂2QT [θ0, ν(θ0)]
∂ν∂ν ′
∂ν(θ0)
∂θ′
∂ν(θ0)
∂θ′
)
(θ˜T − θ0)
]
=
[
1
T
(
∂QT [θ0, ν(θ0)]
∂ν ′
∂2ν(θ0)
∂θ∂θ′
+
∂2QT [θ0, ν(θ0)]
∂ν∂ν ′
∂ν(θ0)
∂θ′
∂ν(θ0)
∂θ′
)
(θ∗T − θ0) + op(1)
]
(3.46)
Using (3.46) and disregarding higher-order terms, the first-order Taylor series expansion of the
first-order conditions in (3.45) are given by
0 ≈ ∂QT (θ0, ν(θ0))
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν ′
∂ν(θ0)
∂θ′
+
{
∂2QT (θ0, ν(θ0))
∂θ∂θ′
+
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
}
(θ∗T − θ0)
+
{
∂2QT (θ0, ν(θ0))
∂θ∂ν ′
∂ν(θ0)
∂θ′
+
∂2QT (θ0, ν(θ0))
∂ν∂ν ′
∂ν(θ0)
∂θ
∂ν(θ0)
∂θ′
+
∂QT (θ0, ν(θ0))
∂ν
∂2ν(θ0)
∂θ∂θ′
}
×
(θ∗T − θ0) +Op(‖θ˜T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ0‖‖θ∗T − θ˜T ‖) +Op(‖θ∗T − θ˜T ‖2). (3.47)
In this setting, denote the full Hessian matrix as D2QT [θ0, ν(θ0)], which is given by
D2QT [θ0, ν(θ0)] =
∂2QT [θ0, ν(θ0)]
∂θ∂θ′
+
∂2QT [θ0, ν(θ0)]
∂ν∂θ′
∂ν(θ0)
∂θ′
+
∂2QT [θ0, ν(θ0)]
∂θ∂ν ′
∂ν(θ0)
∂θ′
+
∂QT [θ0, ν(θ0)]
∂ν ′
∂2ν(θ0)
∂θ∂θ′
+
∂2QT [θ0, ν(θ0)]
∂ν∂ν ′
∂ν(θ0)
∂θ′
∂ν(θ0)
∂θ′
By continuity and consistency of the first step estimator, ‖θ∗T − θ0‖ →p 0. Moreover, by
consistency of θ˜T , the last three terms in (3.47) are negligible.
Using this fact and the definition of D2QT [θ0, ν(θ0)], (3.47) simplifies to
0 =
(
∂QT [θ0, ν(θ0)]
∂θ′
+
∂QT [θ0, ν(θ0)]
∂ν ′
∂ν(θ0)
∂θ′
)
+
[
D2QT [θ0, ν(θ0)]
]
(θ∗T − θ0) (3.48)
Therefore, (θ∗T − θ0) has the same expansion as (θˆT − θ0) at first-order.
3.10.1 Proof: Theorem 5
To prove this theorem we must first prove an intermediate result.
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Result 6. Let θ˜T be a first stage GMM estimator with weighting matrix A based only on the
first set of estimating equations, and define φ¯1,T (θ) =
1
T
∑T
i=1 φ1,i(θ). Then,
∂ν(θ˜T )
∂θ
∂φ¯T (θ, ν(θ˜T ))
∂ν
(θ˜T − θ0) = JT (θ)φ¯1,T (θ0) + op(1/
√
T )
and the estimating equations
φ¯T (θ, ν(θ˜T ))− ∂ν(θ˜T )
∂θ
∂φ¯T (θ, ν(θ˜T ))
∂ν
(θ˜T − θ0)
∂ν(θ˜T )
∂θ
∂φ¯T (θ, ν(θ˜T ))
∂ν
(θ˜T − θ0)
are equivalent up to order op(1/
√
T ).
Proof. Define φ¯1,T (θ) =
1
T
∑T
i=1 φ1,i(θ). We then have that
∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ˜T − θ0) =− ∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
[
E
∂φ′1
∂θ
AE
∂φ1
∂θ′
]−1
×
E
∂φ′1
∂θ
A
1
T
T∑
i=1
φ1,i(θ0)
and
JT (θ)φ¯1,T (θ0) = −∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
[
∂φ¯1,T (ν(θ˜T ))
′
∂θ
A
∂φ¯1,T (ν(θ˜T ))
∂θ′
]−1
×
∂φ¯1,T (ν(θ˜T ))
′
∂θ
A
1
T
T∑
i=1
φ1,i(θ0)
= −∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
[
E
∂φ′1
∂θ
AE
∂φ1
∂θ′
]−1
E
∂φ′1
∂θ
A
1
T
T∑
i=1
φ1,i(θ0) + op(1/
√
T )
Which yields the result.
Define the objective function for the generalized two-step GMM estimator of GMR as,
Ψ2ST (θ, ν(θ˜T )) = φ¯T (θ, ν(θ˜T ))
′Ω−1T φ¯T (θ, ν(θ˜T ))
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and recall the general two-step GMM estimator has the objective function
Φ(θ, ν(θ˜T )) =
(
φ¯T (θ, ν(θ˜T ))− ∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ˜T − θ0)
)′
W−1T ×(
φ¯T (θ, ν(θ˜T ))− ∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ˜T − θ0)
)
.
We can then state the result of the theorem.
Result 7. If θ˜T is a first stage GMM estimator based solely on the first set of estimating
equations, then the generalized two-step estimator developed in this essay and the generalized
two-step estimator of GMR are equivalent. That is,
ΦT (θ, ν(θ˜T )) = Ψ
2ST
T (θ, ν(θ˜T ))
Proof. Let Ψ2STT (θ, ν(θ˜T )) denote the generalized GMR objective function. Algebra shows that
we can restate this objective function as
Ψ2STT (θ, ν(θ˜T )) =
1
2
[
φ¯T (θ, ν(θ˜T ))− JT (θ˜T )φ¯1,T (θ)
]′
W−1T
[
φ¯T (θ, ν(θ˜T ))− JT (θ˜T )φ¯1,T
]
Through result 6 we may state this objective function as,
Ψ2STT (θ, ν(θ˜T )) =
1
2
[
φ¯T (θ, ν(θ˜T ))− ∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ˜T − θ)
]′
W−1T ×[
φ¯T (θ, ν(θ˜T ))− ∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ˜T − θ)
]
.
Multiplying out terms we have,
Ψ2STT (θ, ν(θ˜T )) = ΨT (θ, ν(θ˜T )) + φ¯T (θ, ν(θ˜T ))
′W−1T
[
∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ − θ˜T )
]
+
1
2
[
∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ − θ˜T )
]′
W−1T
[
∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ − θ˜T )
]
(3.49)
where ΨT (θ, ν(θ˜T )) denotes the unaltered GMM objective function. With this we can re-state
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(3.49) as
Ψ2STT (θ, ν(θ˜T )) = ΨT (θ, ν(θ˜T )) +
∂ΨT (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ − θ˜T )
+
1
2
(θ − θ˜T )′
[
∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
]′
W−1T
[
∂φ¯T (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
]
(θ − θ˜T ) (3.50)
Defining TBT (θ) = −∂φ¯T (θ,ν(θ˜T ))∂ν ∂ν(θ˜T )∂θ
′
W−1T
∂φ¯T (θ,ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ we have
Ψ2STT (θ, ν(θ˜T ))
2ST = φT (θ, ν(θ˜T )) +
∂ΨT (θ, ν(θ˜T ))
∂ν
∂ν(θ˜T )
∂θ
(θ− θ˜T )− 1
2
(θ− θ˜T )′TBT (θ)(θ− θ˜T )
Which implies that ΦT (θ, ν(θ˜T )) = Ψ
2ST
T (θ, ν(θ˜T ))
3.11 Sequential Estimators
This section gives a short synopsis of some of the more general studies dealing and employing
with sequential estimation. These are separated into adaptive estimators and nonadaptive
estimators.
3.11.1 Adaptive Estimation
General Sequential Estimators
(1) Harvey (1976). Generally accepted as the first application of sequential estimation within
econometrics. Two-step estimation methods are derived for models with heteroskedastic-
ity. These estimators are compared with full MLE.
(2) Amemiya (1978). Details adaptive sequential estimation of the multinomial Logit model.
(3) Lee et al. (1980). Analyzes the inefficiencies introduced by two-step estimation in the
confines of Tobit and Probit models for simultaneous equation models with selectivity.
(4) Pagan (1986). Details conditions for sequential adaptive estimation of parameters within
MLE.
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(5) Hoffman (1991). Applies the estimators derived within Pagan (1986) to rational expecta-
tion models. This study is one of the few studies to detail simulation results for two-step
methods. These results show that in certain cases two-step/sequential estimators exhibit
better performance than full information estimators.
(6) Newey and McFadden (1994). Chapter 5 details conditions under which two-step estima-
tors can be adaptively estimated.
Select Notable Applications of Sequential Estimation
(1) Heckman (1979). This paper derives the famous sequential “Heck-it” estimators for sam-
ple selection methods.
(2) Vella and Verbeek (1999). The authors apply the sequential estimation method to panel
models with censored variables and selection bias.
(3) Murphy and Topel (2002). This paper deals with imputed regressions generated from
preliminary estimators.
(4) Newey (2009). The author derives two-step series estimators for sample selection models
where the selection equation contains infinite dimensional nuisance parameters.
3.11.2 Nonadaptive Estimation
(1) Trognon and Gourieroux (1990). This paper details a general method for deriving efficient
estimators within nonadaptive models estimated using extremum estimators.
(2) Gourieroux et al. (1996). The authors detail a sequential estimation strategy where the
nuisance parameters is a second occurrence of the parameter of interest which complicates
estimation.
(3) Crepon et al. (1997). The authors presume there exists a specific relationship between
the nuisance parameters and the parameter of interest. These relationships are used in
a general way to obtain sequential estimators for the parameter of interest and then the
nuisance parameters.
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(4) Newey and McFadden (1994). The authors give a general discussion of sequential esti-
mators. Conditions are detailed under which the asymptotic variance of the sequential
estimators will be larger or smaller than the variance which does not account for the
preliminary estimators.
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