In this paper we study the existence and the multiplicity of solutions for an impulsive boundary value problem for fourth-order differential equations. The notions of classical and weak solutions are introduced. Then the existence of at least one and infinitely many nonzero solutions is proved, using the minimization, the mountain-pass, and Clarke's theorems.
Introduction
The theory of impulsive boundary value problems (IBVPs) became an important area of studies in recent years. IBVPs appear in mathematical models of processes with sudden changes in their states. Such processes arise in population dynamics, optimal control, pharmacology, industrial robotics, etc. For an introduction to theory of IBVPs one is referred to [] . Some classical tools used in the study of impulsive differential equations are topological methods as fixed point theorems, monotone iterations, upper and lower solu- ©2014 Cabada and Tersian; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.boundaryvalueproblems.com/content/2014/1/105
In this paper, we consider the boundary value problem for fourth-order differential equation with impulsive effects
Here,  = t  < t  < · · · < t n < t n+ = T, the limits u (t
We look for solutions in the classical sense, as given in the next definition. 
. . , n, and boundary conditions
Moreover, we introduce, for every j ∈ {, . . . , n}, the following real functions:
To deduce the existence of solutions, we assume the following conditions: 
A simple example of functions fulfilling the last condition is given by
where d j and e j , j = , . . . , n, are positive constants. Note that () implies that there exist positive constants D j , E j such that
In the next section we will prove the following existence result for p > .
Theorem  Suppose that p >  and conditions (H) and (H) hold. Then the problem (P) has at least one nonzero classical solution.
Having in mind the case  < p < , we introduce the following condition: http://www.boundaryvalueproblems.com/content/2014/1/105 (H) There exist positive constants A j , B j , j = , . . . , n such that the functions G j , H j , defined in (), satisfy the conditions
A simple example of this new situation is given by the functions g j (t) = A j t and h j (t) = B j t.
The result to be proven is the following.
Theorem  Suppose that  < p < , the functions g j , h j , j = , . . . , n, are odd and conditions (H) and (H) hold. Then the problem (P) has infinitely many nonzero classical solutions.
If we consider the problem
we introduce the following condition.
(H ) There exist γ j , σ j ∈ (, p) and positive constants d j , e j such that functions g j , h j , G j and H j , j = , . . . , n, satisfy the conditions
The obtained result is the following.
Theorem  Suppose that p >  and conditions (H) and (H
, the problem (P  ) has at least one nonzero classical solution.
The proofs of the main results are given in Section .
Preliminaries
Denote by 
Denote by H   (, T) and H  (, T) the Sobolev spaces and
be the Hilbert space endowed with the usual scalar product
and the corresponding norm. By assumption (H  ) an equivalent scalar product and norm in X are given by
and
It is well known (see [, Lemma .], [] ) that the following Poincaré and imbedding inequalities hold for all u ∈ X:
where M is a positive constant depending on T, a and b(t).
We have the following compactness embedding, which can be proved in the standard way.
Proposition  The inclusion X
We define the functional φ : X → R, as follows:
By assumption (H), we find that φ : X → R is continuously differentiable and, for v ∈ X, the following identity holds:
In the sequel we introduce the concept of a weak solution of our problem. http://www.boundaryvalueproblems.com/content/2014/1/105
Definition  A function u ∈ X is said to be a weak solution of the problem (P), if for every v ∈ X, the following identity holds:
As a consequence, the critical points of φ are the weak solutions of the problem (P). Let us see that they are, actually, strong solutions too.
Lemma  If u is a weak solution of (P) then u ∈ X is classical solution of (P).
Proof Let u ∈ X be a weak solution of (P), i.e. () holds for any v ∈ X. For a fixed j ∈ {, , . . . , n} we take a test function w j , such that 
This means that for every w
∈ X j = H  (t j , t j+ ) ∩ H   (t j , t j+ ) ⊂ C  ([t j , t j+ ]) t j+ t j u w + au w + b(t)uw dt = t j+ t j c
(t)|u| p- uw dt
and u j = u| (t j ,t j+ ) satisfies the equation
By a standard regularity argument (see [, ] ) the weak derivative u
therefore the limits u (t
Summing the last identities for j = , . . . , n we obtain
Therefore, by () and (), we have
Now, take a test function v = v j , j = , . . . , n + , such that
Then we obtain g j (u (t j )) = u (t j ) and u () = u (T) = . Similarly, we prove that h j (u (t j )) = -u (t j ), which shows that u is a classical solution of the problem (P). The lemma is proved.
In the proofs of the theorems, we will use three critical point theorems which are the main tools to obtain weak solutions of the considered problems.
To this end, we introduce classical notations and results. Let E be a reflexive real Banach space. Recall that a functional I : E → R is lower semi-continuous (resp. weakly lower semi-continuous (w.l.s.c.)
We have the following well-known minimization result.
Theorem  Let I be a weakly lower semi-continuous operator that has a bounded minimizing sequence on a reflexive real Banach space E. Then I has a minimum c = min u∈E I(u) = I(u  ). If I : E → R is a differentiable functional, u  is a critical point of I.
Note that a functional I : E → R is w.l.s.c. on I if I(u) = I  (u) + I  (u), I  is convex and continuous and I  is sequentially weakly continuous (i.e. u k u in E implies lim k→∞ I  (u k ) = I  (u)) (see [] , pp.-). The existence of a bounded minimizing sequence appears, when the functional I is coercive, i.e. I(u) → +∞ as u → +∞.
Next, recall the notion of the Palais-Smale (PS) condition, the mountain-pass theorem and Clarke's theorem.
We say that I satisfies condition (PS) if any sequence (u k ) ⊂ E for which I(u k ) is bounded and I (u k ) →  as k → ∞ possesses a convergent subsequence. 
Proofs of main results
This section is devoted to the proof of the three theorems enunciated in the introduction of this work. http://www.boundaryvalueproblems.com/content/2014/1/105
First consider the case p >  for which we prove that the functional φ satisfies the PalaisSmale condition.
Lemma  Suppose that p >  and conditions (H) and (H) hold. Then the functional φ : X → R satisfies condition (PS).
Proof Let (u k ) ⊂ X and C >  be such that
Then we have
for all sufficiently large
In particular,
Adding the last inequality with (), by assumption (H), we obtain
which implies that (u k ) is a bounded sequence in X. Then, by the compact inclusion X ⊂ C  ([, T]), it follows that, up to a subsequence, u k u weakly in X and u k → u strongly in C  ([, T]). As a consequence, from the inequality 
Then by () it follows that
i.e., u k → u strongly in X, which completes the proof. 
