Featured Application: This study proposes a method that enables the automatic application of image cross-correlation when monitoring any displacements in the geosciences. As such, it solves one of the main current image processing issues: The requirement of manual image selection. The method reduces the need for extensive financial and human resources when conducting surveys, and it can be applied in a preventive warning context.
Introduction
Image cross-correlation (ICC) is a well-known methodology used in the geoscience field to measure earth surface dynamics and deformation phenomena [1] [2] [3] [4] . Ground-based ICC applications enable observations of relatively fast natural processes at a medium range and at a high spatiotemporal resolution. In addition, the low costs, minimal equipment required to conduct photographic surveys and the certain degree of automation used in data processing, make ground-based ICC applications valuable tools for use in monitoring phenomena, even in harsh environments [3] . The adoption of an automated procedure for processing monitoring data allows high-frequency-updated results to be obtained without the need for continuous human supervision, and can be applied in early warning system applications, thereby reducing human and economic costs [5] . Different automatic approaches used to collect and process monitoring data have been reported in literature, such as those for the inclinometer [6] , total station [7, 8] , ground-based SAR [9] and integrated systems [10] .
However, the major limitation of the technology used in the ICC approach for natural phenomena monitoring, is its dependence on visual conditions, since adequate illumination (i.e., sunlight) and a complete view of the scene (i.e., clear sky) are required. This prevents an automated ICC procedure being applied in near-real-time that could be used for warning purposes, as a human intervention to selecting suitable images is required. In addition, the presence of shadows formed by the interaction between direct illumination and surface roughness can cause errors in the cross-correlation (CC) process, and this problem has often been considered in literature [1, [11] [12] [13] [14] [15] [16] . The most popular solution used to avoid such effects is to consider pictures that have a similar visual appearance, and have been acquired in a similar light (usually in the middle of the day [12, 17, 18] when the length of shadows is reduced, due to the higher sun elevation angle). However, Ahn and Box [12] , and Giordan et al. [15] proposed the use of images acquired in conditions of diffuse illumination (such as the evening hours) when any shadows are minimal or absent. Both of these approaches involve the manual selection of images, and images with a partial or absent view (caused by fog or the presence of obstacles), and with non-homogeneous illumination, are thus discarded. In this respect, Gabrieli et al. [14] developed a method for automatically discarding images taken during adverse meteorological conditions; this involved analysing the mean and standard deviation of colour values along predefined lines in the image. Hadhri et al. [19] also automatically identified images containing artefacts, or where vision was obscured, using a posteriori statistical analysis based on image entropy. Furthermore, Schwalbe and Maas [16] developed a method for automatically detecting shadowed areas, and then removing them from the CC computation.
In our work, we describe a method of classifying images according to visible and illumination conditions that enables the selection of images with diffuse illumination. To correctly classify the images, we adopted a support vector machine (SVM) approach. This supervised machine learning method was originally developed by Boser et al. [20] and Cortes and Vapnik [21] ; it is a well-known methodology used in remote sensing and geoscience, and it has been adopted in a wide range of fields and applications (please, see reviews in [22] [23] [24] [25] ). In addition, we present the use of completely automated processing in monitoring active gravitational processes through ICC. The principal innovation relies on applying autonomous image selection to ICC according to the a posteriori probability that an image belongs to a certain class of illumination.
Methods
The objective of this study was to develop a procedure that conducts image cross-correlation (ICC) autonomously, and which can be implemented for monitoring geophysical processes. The ICC method is briefly described in Section 2.1. As already mentioned, one of the main sources of uncertainty in ICC results relates to the presence of the shadows; therefore, the impact of shadows on the ICC is analysed here to demonstrate how they negatively affect any results (Section 2.2). With respect to this inherent problem, a method that autonomously selects images acquired with diffuse illumination is developed, and to achieve this, a support vector machine (SVM) is trained to distinguish between three classes of images in accordance with the presenting illumination (Section 2.3). Finally, an operative and autonomous procedure is designed to conduct ICC, with the aim of being used in geoscience monitoring applications (Section 2.4).
Image Cross-Correlation Processing
Digital image correlation (DIC) developed following the advent of performant computer machines and digital photography in the early 1990s, and has been applied predominantly in fluid dynamics [26, 27] and satellite imagery [1] . The rationale behind DIC is to determine the field of motion using spatial cross-correlation between corresponding subsets of two images (image cross-correlation, ICC), where ICC analyses the texture of an image rather than specific recognisable elements (as in feature tracking methods [28, 29] ).
ICC can be computed in the spatial domain (direct cross-correlation, DCC) [1, 3, 26] or in the frequency domain (phase cross-correlation, PCC) using the discrete Fourier transform (DFT). In the former case, a subset of the original (master) image slides into a larger interrogation area of the slave Appl. Sci. 2019, 9, 2357 3 of 16 image. In this respect, a two-dimensional (2D) correlation coefficient is computed for each possible position, and a map of correlation values is obtained. The coordinates of the element with the maximum correlation coefficient correspond to the displacement of the slave image in relation to the master. Although DCC requires high computational costs, it suffers less from decorrelation associated with motion, because it computes correlations between the same tiles in different positions (the Lagrangian approach). Conversely, the PCC computes the correlation between master and slave tiles (that are in the same position) into the image (the Eulerian approach). Therefore, part of the original texture is removed with respect to motion from the interrogation area, and this causes possible decorrelation. The PCC is computed through a complex product involving the Fourier transforms of the master and slave images, and this is equivalent to conducting a spatial cross-correlation in accordance to the convolution theorem.
In our work, the ICC is operated in the phase domain, as it provides a faster computation [30, 31] process than DCC, but a similar performance [32] . Specifically, we use the two-step computation method proposed by Guizar-Sicairos et al. [33] . In the first run, the CC is computed with integer precision, thereby avoiding the zero-padding operation, and the centre of the slave matrix is then translated according to the shifts obtained. In the second run, the DFT is applied only to a small subset of the data to obtain subpixel accuracy. This method has the advantage of strongly limiting the zero-padding operation, thereby reducing the computational costs, and limiting the loss of information intrinsic in the PCC due to the Eulerian approach used in measurements [16, 31] .
The processing chain adopted in this study is based upon the approach presented in Dematteis et al. [34] , and can be divided into four steps. First, certain image enhancement operations are conducted [12] [13] [14] . The scene illuminant is computed using principal components analysis (PCA) [35] and then subtracted from the trichromatic (RGB) image. The removal of the illuminant allows the reduction of possible low-frequency signals caused by illumination changes that can affect the computation of the DFT [36] . Subsequently, the image is converted to greyscale, and a sharpen mask is applied to enhance the details in the image texture. Such an operation aims to reduce any possible defocusing or blurring effects that are frequent in images acquired with limited illumination; in this respect, Ahn and Box [12] stated that the application of a sharpen mask can improve the ICC results in hazy situations. Second, the images are coregistered with respect to a common image to correct possible misalignments. The CC is computed on an area that is assumed to be stable, and the images are planarly translated according to the shifts obtained. Third, a sliding window identifies corresponding tiles on both the master and the slave images; the CC is then computed on the tile couples. Adjacent windows are overlapped by 50% to improve the robustness of the results. Fourth, outlier removal is conducted. The usual approaches employed to correct possible outliers rely on heuristic and manual analysis [15, 17] , but Ahn and Box [12] identified outliers using cluster analysis during the CC procedure, and then applied a combined statistic-heuristic method in the post-interrogation phase. In this study, outlier correction is conducted using the universal outlier detection (UOD) approach [37] as this has the advantages of being automated, unsupervised, and non-subjective, which are fundamental requisites for automatic processing.
Analysis of Shadow Impact in ICC
Shadow lengths that change in relation to the sun's position during the course of the day can affect the CC results by producing apparent motion. However, their influence has been rarely quantified [13, 16] . For example, Travelletti et al. [13] observed that changes in illumination can lead to an average CC offset µ > 1px for images acquired over a time lag of 1-3 h, and also noticed that the correlation coefficient diminishes at a low sun elevation angle.
In this study, the effects of shadows on the results of the CC are investigated by considering four groups of images that have different illumination conditions: (i) Diffuse illumination; (ii) direct illumination in images acquired at the same hour in the day (12:00), when the sun azimuth and elevation were almost the same; (iii) direct illumination in images taken at different times during the day (i.e., when the sun was in different positions); and (iv) synthetic images produced from an existing digital surface model using a set of shaded reliefs. In the latter, the position of the lighting point was changed, thereby simulating the motion of the sun during the course of a day.
For each dataset, ICC was conducted for each possible pair of images and 45 CC maps were produced. The mean and standard deviation of the shifts for each map were then analysed, as these are associated with measurement accuracy and precision, respectively.
The possibility that a shadow's presence could have differing effects on the CC results performed in phase or space domains was investigated, and the same analysis described above was conducted using both DCC and PCC. Results showed no relevant differences between the two techniques.
Image Classification
As previously mentioned, using images acquired in conditions that are diffusely illuminated enables a reduction in the apparent motion caused by changes in shadow shapes in relation to surface roughness. To this aim, it is fundamental that images are categorized in accordance with their visual appearance. In this study, three classes of visual and illumination states are considered: (i) Direct illumination (SunLight), (ii) diffuse illumination (DiffLight), and (iii) blocked or limited view (NoVis).
To identify the class of the images, SVMs are trained based on defining optimal decision hyper-planes that separate objects belonging to different classes [38] . In addition, the SVM assigns an a posteriori probability that each image belongs to a particular class. The objects are represented as vectors in an n-dimensional space, where the axes correspond to specific features that describe the objects. The elements of vectors represent feature values of each object that will be classified (for a didactic description of the SVM methods, please see Haykin [39] ).
To describe the images, seven different features are identified as follows: (i) The number of RGB triplets (i.e., the values for R, G, and B bands) (colorNum), where the number of triplets is divided by the number of pixels in the image. The division is conducted to make the datum comparable for different image resolutions; (ii-iii) the number of pixels in the range 0-63 (blackNum) and 64-127 (greyNum) of the intensity histogram, which are determined using an 8-bit colour chart; (iv-v) the mean value of the hue (hueMean) and saturation (satMean) channels in the HSV colour space; (vi) the value of the maximum peak in the image intensity histogram (maxPeak), and (vii) the corresponding bin position (posPeak) ( Figure 1 ). The image intensity (or greyscale) is defined as the mean value of the RGB channels.
We choose features that could be informative about the image appearance, and that were not correlated among them. Specifically, colorNum should be directly associated with the amount of light in the image, which enhances the colour contrast, while blackNum and greyNum indicate different levels of image darkness. hueMean is the average colour shade, and can be related to ambient skylight (i.e., diffuse illumination) [40] , while satMean is high when the colours are vivid, and low when they tend toward grey. posPeak represents the dominant colour, while maxPeak is the magnitude of the dominant colour. Figure 1a shows an 8-bit (256 colour bins per RGB channel) NoVis class image. Only 0.5% of the possible RGB triplets are present, which is evident from the narrow spatial distribution of the RGB values shown in Figure 1d . The upper portion of the picture has an almost uniform and grey colour that implies low satMean ( Figure 1b) ; this produces a prominent dark peak (high maxPeak, low posPeak) (Figure 1e ).
To reduce the dimensionality of the decision plane (i.e., to reduce the number of features used to train the SVM), a Monte Carlo cross-validation is conducted [41, 42] , with the aim of selecting a group of features (i.e., the estimator) that minimize misclassification errors. The fundamental of that approach is to randomly divide the available known data into two groups, one to train the SVM (training set) and one to evaluate the misclassification error (test set), and the feature selection procedure is repeated many times. Features are sequentially added to the candidate estimator by selecting the feature or group of features that minimize the misclassification error (averaged on the multiple iterates). This procedure guarantees a higher generality of the SVM and enables overfitting to be avoided.
To maintain generality no a priori information on the probability of class occurrence is introduced during the tuning of the SVM. We choose features that could be informative about the image appearance, and that were not correlated among them. Specifically, colorNum should be directly associated with the amount of light in the image, which enhances the colour contrast, while blackNum and greyNum indicate different levels of image darkness. hueMean is the average colour shade, and can be related to ambient skylight (i.e., diffuse illumination) [40] , while satMean is high when the colours are vivid, and low when they tend toward grey. posPeak represents the dominant colour, while maxPeak is the magnitude of the dominant colour. Figure 1a shows an 8-bit (256 colour bins per RGB channel) NoVis class image. Only 0.5% of the possible RGB triplets are present, which is evident from the narrow spatial distribution of the RGB values shown in Figure 1d . The upper portion of the picture has an almost uniform and grey colour that implies low satMean (Figure1b); this produces a prominent dark peak (high maxPeak, low posPeak) (Figure 1e ).
To maintain generality no a priori information on the probability of class occurrence is introduced during the tuning of the SVM. 
Automated ICC Procedure

The procedure presented here automatically selects images on which to perform ICC and obtains displacement maps of geophysical phenomena. This procedure was developed in 2018 and its effectiveness was tested in the monitoring of the Planpincieux glacier on the Italian side of the Mont Blanc massif. The processing chain is designed for automatic, continuous, and autonomous monitoring via ICC in the typical situation of daily acquisitions. The procedure is best suited for surveying natural phenomena at velocities greater than the common ICC uncertainty, i.e., ∼10 −1 px [12, 13] . It can thus be applied to observe relatively fast natural processes such as glacier flows and slope instabilities that are quite active. Depending on the phenomenon monitored, it is possible to vary the scheduled image acquisition and processing frequencies.
The procedure is conducted on a daily frequency and it is divided into four independent subroutines ( Figure 2 ).
(i) Image acquisition. First, the images are acquired at an hourly frequency by the monitoring system and are then transferred in real time to the data collection section of the operative server. (ii) Image classification and selection. The images acquired in the current day are classified through SVM according to the visual and illumination conditions. It is attributed a posteriori probability to belong to the classes. The results are saved in a list of classified images, and this list is subsequently browsed to search for the image with the highest probability score to belong to the DiffLight class. Such an image is labelled as suitable for ICC. If there are no new images, a warning is released and the process skips to the next subroutine. system and are then transferred in real time to the data collection section of the operative server. (ii) Image classification and selection. The images acquired in the current day are classified through SVM according to the visual and illumination conditions. It is attributed a posteriori probability to belong to the classes. The results are saved in a list of classified images, and this list is subsequently browsed to search for the image with the highest probability score to belong to the DiffLight class. Such an image is labelled as suitable for ICC. If there are no new images, a warning is released and the process skips to the next subroutine. To evaluate the performance of the automated image selection, we manually classified the images and selected the images suitable for ICC. On several occasions (i.e., approximately 10% of cases), manual classification of images was difficult, and there was a certain ambiguity between the classes. Therefore, three new bivalent classes were introduced relating to images that could be arbitrarily classified as either SunLight or DiffLight, SunLight or NoVis, and DiffLight or NoVis (respectively SD, SN, DN).
Moreover, the performances of automated selection through SVM were then compared with other possible simpler alternatives of automatic criteria. We analysed the cases of selecting images at To evaluate the performance of the automated image selection, we manually classified the images and selected the images suitable for ICC. On several occasions (i.e., approximately 10% of cases), manual classification of images was difficult, and there was a certain ambiguity between the classes. Therefore, three new bivalent classes were introduced relating to images that could be arbitrarily classified as either SunLight or DiffLight, SunLight or NoVis, and DiffLight or NoVis (respectively SD, SN, DN).
Moreover, the performances of automated selection through SVM were then compared with other possible simpler alternatives of automatic criteria. We analysed the cases of selecting images at a fixed hour of the day: At 12:00 (the SunLight class) and at 18:00 (the DiffLight class). To simulate such automated selection methods, photos were picked without applying quality control to verify whether the scene was adequately visible.
Dataset
To develop and test the analysis described in Section 2, various dedicated datasets were employed (Table 1) . These comprise images of natural environment sites with heterogeneous geo-hydrological phenomena in north-western (NW) Italy (Figure 3) . The generality of the method was thus strengthened by using a wide range of images.
Two different datasets comprise images from Monesi village (Liguria region, NW Italy), which is an Alpine village partially affected by a rotational slide activated during a flood in October 2016. MNS1 is the shaded relief extracted from a digital surface model (DSM) acquired using a drone and MNS2 is an RGB dataset acquired using a fixed camera installed on the opposite side of the valley.
The ACC dataset (Piemonte region, NW Italy) comprises a sequence of images acquired by a fixed camera installed to monitor the evolution of a large bedrock outcrop that has historically been affected by rock falls. During the monitoring period, there was no evidence of any slope instability activation in the area studied. Table 1 . Datasets adopted in the current study. The first column lists the type of analysis employed using the various datasets. Also presented is the site where images were acquired for each dataset, the type of environment and image, the number of elements, the image resolution and the symbol attributed to the dataset. Three different datasets comprise images of the Mont de la Saxe rockslide (Valle d'Aosta region, NW of Italy); this is an active landslide with an estimated volume of 10 7 m 3 that endangers the underlying village and road, which road provides access to the Mont Blanc tunnel, an important communication route between Italy and France [5, [43] [44] [45] . The three different datasets that were acquired from three different view perspectives for this rockslide are SAXE2 and SAXE3, which were acquired by cameras positioned outside the area of gravitational instability, and SAXE1, the camera for which was installed on the rockslide and controlled one of the most active sectors.
Analysis
SAXE3 is divided into two subsamples: SAXE3_a, which includes pseudo-random images taken in 2014 and 2015, and SAXE3_b, which is a time-lapse relating to the period 15-30 April 2014, when activity was pronounced, and a large failure occurred. There are no images included in either SAXE3_a or SAXE3_b.
The last dataset consists of images of the Planpincieux glacier on the Italian side of the Mont Blanc massif. The glacier is characterised by relevant kinematics and dynamics; numerous detachments from the snout have endangered the underlying hamlet of Planpincieux. This glacier has therefore been the subject of various remote sensing surveys in the recent past [15, 34, 46] . Two different cameras monitor the evolution of the glacier: PPCX1 acquires images of the lower part of the glacier while PPCX2 acquires images of the right lower tongue, the most active part of the glacier. The PPCX2 dataset, like the SAXE3 dataset, is divided into two distinct subsamples: PPCX2_a, which comprises images acquired during the years 2014-2017; and PPCX2_b, which includes the complete dataset acquired between 18 May and 3 October 2018. During this period, the automated ICC procedure described in Section 2.4 was applied in real time and more than 1500 images were collected.
The following text describes and discusses the use of every dataset in the procedures described in Sections 2.2-2.4.
To evaluate the effect of shadows we conducted two different analyses: (1) A synthetic set of ten shaded reliefs of a DSM was produced by changing the lighting source position to simulate the sun's motion during the day. Shadows cast by obstacles were projected by computing the viewshed from the light source. Three of the ten shaded reliefs produced are shown in Figure 4a .1-a.3. (2) Ground-based RGB pictures of the same area acquired in different illumination conditions were considered. Three groups of ten images were selected that were acquired in (i) diffuse illumination (Figure 4(b.1) ), (ii) direct illumination (Figure 4(b b.2) ), and (iii) direct illumination at the same hour (at 12:00) (Figure 4(b b.3) ), so that similar direct illumination was maintained in the photos. the glacier while PPCX2 acquires images of the right lower tongue, the most active part of the glacier. The PPCX2 dataset, like the SAXE3 dataset, is divided into two distinct subsamples: PPCX2_a, which comprises images acquired during the years 2014-2017; and PPCX2_b, which includes the complete dataset acquired between 18 May and 3 October 2018. During this period, the automated ICC procedure described in Section 2.4 was applied in real time and more than 1500 images were collected. Locations of sites corresponding to the various datasets adopted. The black circle, square, and triangle correspond to Monesi di Mendatica, the Acceglio rock face, and the Mont de La Saxe landslide and Planpincieux glacier, respectively. This image was produced using the Matlab package borders [47] .
To evaluate the effect of shadows we conducted two different analyses: (1) A synthetic set of ten shaded reliefs of a DSM was produced by changing the lighting source position to simulate the sun's motion during the day. Shadows cast by obstacles were projected by computing the viewshed from the light source. Three of the ten shaded reliefs produced are shown in Figure 4a .1-a.3. (2) Groundbased RGB pictures of the same area acquired in different illumination conditions were considered. Three groups of ten images were selected that were acquired in (i) diffuse illumination ( Figure (4b.1) ), (ii) direct illumination ( Figure (4b b.2) ), and (iii) direct illumination at the same hour (at 12:00) ( Figure  (4b b.3) ), so that similar direct illumination was maintained in the photos.
An ensemble of seven datasets representing scenes from various natural environments was used to study the image classification methodology and to ensure that the method could be generalised. Specifically, datasets ACC, SAXE1, SAXE2, SAXE3_a, MNS2_b, PPCX1 and PPCX2_a were employed, and samples of images from these datasets acquired in different visual conditions are shown in Figure 3 . Locations of sites corresponding to the various datasets adopted. The black circle, square, and triangle correspond to Monesi di Mendatica, the Acceglio rock face, and the Mont de La Saxe landslide and Planpincieux glacier, respectively. This image was produced using the Matlab package borders [47] .
An ensemble of seven datasets representing scenes from various natural environments was used to study the image classification methodology and to ensure that the method could be generalised. Specifically, datasets ACC, SAXE1, SAXE2, SAXE3_a, MNS2_b, PPCX1 and PPCX2_a were employed, and samples of images from these datasets acquired in different visual conditions are shown in Figure 4c1 -i3. Each dataset comprises photos belonging to different classes (i.e., acquired in different illumination and visual conditions), as catalogued during the process described in Section 2.3. The numbers of images in each class employed from the different datasets are presented in Table 2 .
The images included in all the datasets were acquired during different years and seasons. The results showed that the SVMs classified the images accurately, even when dissimilar environmental conditions and morphological changes were presented. However, although it is considered that SVM training by adopting photos taken during specific seasons could improve its performance, this could result in a loss of generality. The last application is automated ICC processing, and this was conducted using two-hourly time-lapses. The first dataset (PPCX2_b) comprised more than 1500 images, and it was collected to monitor the activity of the Planpincieux glacier from 18 May to 3 October. During this period, the automated ICC procedure described in Section 2.4 was applied in real time to monitor the glacier's evolution. The second dataset used was SAXE3_b, where 139 images of the Mont de La Saxe landslides were selected. Table 3 shows the number of images employed from PCCX2_b and SAXE3_b datasets and their distribution among the different classes (considering also the bivalent classes described in Section 2.4). 
Results
A quantitative analysis of how the shadow effects affect the ICC performance is presented in Section 4.1, and this demonstrates the negative impact of that phenomenon. In Section 4.2, the results of the Monte Carlo cross-validation are presented, with the aim of determining the best features that can be used to train the SVMs. Finally, Section 4.3 presents the results of the automatic ICC processing chain with respect to two operative case studies.
Shadow Impacts of ICC
The MNS2_a dataset comprises three groups of ten images with different illumination states. As the acquired scene is fixed, it is valid to assume that any possible change in the results relates principally to the shadow effect. Figure 5 shows a boxplot of the mean (µ) and standard deviation (σ) of the single CC maps of each group; these were computed for all possible image couples, and differentiated for the vertical (y) and horizontal (x) directions. It is evident that the dispersion of the two variables is at a minimum for the images acquired with diffuse illumination. Moreover, the σ obtained with images acquired at the same hour and in direct illumination are approximately two and three times greater, on average, than that obtained for images acquired in diffuse illumination. It is also evident that the µ of the horizontal component has slightly greater variability, while there are no significant differences between the two components for the σ.
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Results
Shadow Impacts of ICC
The MNS2_a dataset comprises three groups of ten images with different illumination states. As the acquired scene is fixed, it is valid to assume that any possible change in the results relates principally to the shadow effect. Figure 5 shows a boxplot of the mean ( ) and standard deviation ( ) of the single CC maps of each group; these were computed for all possible image couples, and differentiated for the vertical ( ) and horizontal ( ) directions. It is evident that the dispersion of the two variables is at a minimum for the images acquired with diffuse illumination. Moreover, the obtained with images acquired at the same hour and in direct illumination are approximately two and three times greater, on average, than that obtained for images acquired in diffuse illumination. It is also evident that the of the horizontal component has slightly greater variability, while there are no significant differences between the two components for the . Figure 5 . Boxplots of (a) mean and (b) standard deviation of CC. Subscripts D, 12 and S are as follows: D represents images acquired respectively with diffuse illumination, 12 denotes images with direct illumination taken at a fixed hour of the day (i.e., 12:00), and S concerns images taken in direct illumination with different sun azimuths and elevation angles. Figure 6 presents the µ and σ of the ICC maps produced using all of the couples of the available images from the dataset MNS1, where the results are ordered according to the simulated position of the sun during the day. The results obtained with synthetic shaded relief show that both µ and σ increase with an increase in the difference between the azimuth and elevation of the sun's position. In addition, both values are higher for the horizontal direction, which indicates that the change in the sun's azimuth has a greater effect on CC results than the change in elevation. Mean and standard deviation of cross-correlation maps for all possible couples of shaded relief images. The two matrices on the left refer to the horizontal direction and those on the right refer to the vertical. The elements of the matrices correspond to the couples formed from the ith and jth images of a sequence of ten images that were ordered to simulate the motion of the sun during the day.
Cross-Validation and Image Classification
The results of the cross-validation (Table 4) show that the minimum classification curve is achieved by using three or four features to train the SVMs (Figure 7) , where the minimum error obtained ranges between 0.03% and 7.9% (with a weighted mean of 5.2%). In contrast, greater errors are obtained when more than four features are employed; this can probably be ascribed to overfitting in the training phase, as the number of training elements is limited. 
The results of the cross-validation (Table 4) show that the minimum classification curve is achieved by using three or four features to train the SVMs (Figure 7) , where the minimum error obtained ranges between 0.03% and 7.9% (with a weighted mean of 5.2%). In contrast, greater errors are obtained when more than four features are employed; this can probably be ascribed to overfitting in the training phase, as the number of training elements is limited. The colorNum is evidently the predominant and most relevant feature in the classification. For each dataset, it is found to be the most important feature; it alone provides a misclassification error in the range of 6% to 18%. hueMean is included in the group of relevant features in five of the datasets, whereas greyNum and satMean are never selected as relevant features. However, the features required for a proper training of the SVM differ between the datasets, and it is thus necessary to train a dedicated SVM for each specific scene.
For the MNS2_b dataset, a local minimum is achieved with only two features, while the absolute maximum is obtained with four features. Considering that this dataset comprises a limited number of images, training the SVM with two features is probably the best solution to avoid overfitting.
It is also worth noting that to select the minimum number of features, it may be a good criterion to use the features up to where the error curve decreases by less than 0.5% when one more feature is added. Using this approach, two or three features would be sufficient, depending on the dataset. The colorNum is evidently the predominant and most relevant feature in the classification. For each dataset, it is found to be the most important feature; it alone provides a misclassification error in the range of 6% to 18%. hueMean is included in the group of relevant features in five of the datasets, whereas greyNum and satMean are never selected as relevant features. However, the features required for a proper training of the SVM differ between the datasets, and it is thus necessary to train a dedicated SVM for each specific scene.
It is also worth noting that to select the minimum number of features, it may be a good criterion to use the features up to where the error curve decreases by less than 0.5% when one more feature is added. Using this approach, two or three features would be sufficient, depending on the dataset. Figure 8 shows an example of image classification using the two of the most relevant features obtained from the cross-validation (Table 4) , to illustrate the migration of feature values among the different visual conditions. From the graph, it can be seen how colorNum increases from the NoVis, DiffLight and SunLight classes (which is expected) while hueMean of the SunLight class is lower. (Table 4) , to illustrate the migration of feature values among the different visual conditions. From the graph, it can be seen how colorNum increases from the NoVis, DiffLight and SunLight classes (which is expected) while hueMean of the SunLight class is lower. 
Automated ICC Procedure
To evaluate the results of the automated ICC procedure, image classification and selection performances were analysed. Table 5 shows the results of automatic classification. In the case of images belonging to the bivalent class, an image was considered to be correctly classified if it was 
To evaluate the results of the automated ICC procedure, image classification and selection performances were analysed. Table 5 shows the results of automatic classification. In the case of images belonging to the bivalent class, an image was considered to be correctly classified if it was classified into one of the two classes that had been identified manually. Results therefore show that the classification error for dataset SAXE3_b is 4.3%, while the selection error is 0%. For dataset PPCX2_b, the misclassification is 7.7%, while the error in determining whether the correct image should be included in the ICC processing is 13%. For both datasets, the classification error is comparable with the value obtained during the cross-validation analysis. However, the selection error is related more to the occurrence of DiffLight false positives, which are higher in dataset PPCX2_b but considerably lower in SAXE3_b. We also compared the ICC results obtained with automatic images selection through SVM, and the results of the automatic image selection using images selected at fixed hours, in conditions of direct and diffuse illumination. The correlation and mean absolute error (MAE) were computed with respect to results obtained using the manual selection of images (Table 6 ). The comparison was conducted pixel-by-pixel; therefore, more than 2·10 5 and 5·10 5 elements were considered for datasets SAXE3_b and PPCX2_b, respectively. The results obtained with SVM selection show much higher correspondence with ICC results than the other two methods. Two principal factors provided lower performances in the other two selection methods: (1) As the state of view of the images was not controlled, it was possible to include images with obscured or partial views in the number of images that were processed; (2) the images with direct illumination suffered from the negative effects of shadows; therefore, any results for images with direct illumination are of a lower quality.
Furthermore, the correlation along the vertical direction was higher than that along the horizontal direction. As previously observed in the synthetic image analysis, the incidence of the sun's azimuth angle is greater because its value varies more than the sun's elevation, which influences the vertical direction. The MAEs of the vertical direction were thus greater because the values of displacement of these dimensions were greater.
Furthermore, a rather low correlation was noted between the horizontal direction of the images selected through SVM and those selected manually for the PPCX2_b dataset. An analysis of the absolute mean horizontal displacement value (Table 7) showed that this quantity was lower than the uncertainty. Therefore, the low correlation coefficient was likely due to the low signal-to-noise ratio. 
Conclusions
This study quantitatively analyses the disturbing effect caused by the shape and length of shadows on the results of image cross-correlation (ICC). First, the impact of shadows on the development of an automatized procedure for the selection of images was determined, and it was demonstrated that adopting images acquired in conditions of diffuse illumination enables the shadow-related uncertainty to be minimized. Therefore, a possible solution was developed to ensure that the images selected were taken in diffuse illumination.
A method for automatically classifying the images according to the illumination appearance was then proposed. Considering photos taken of various natural environments (e.g., landslides, glaciers, rock faces), SVMs were trained using different features that were representative of the photo's appearance. Of these, the number of RGB triplets was found to be the most significant feature used to discriminate between the classes. Training the SVMs with two or three features was sufficient for achieving an average misclassification error of 5.5%.
The processing chain used to automatically select images suitable for ICC application, which includes the abovementioned classification method, is also described herein. The application of the method was applied during a survey campaign in 2018 to monitor the activity of the Planpincieux glacier for civil protection purposes, and the results showed that a high correspondence was obtained with results obtained using images selected manually. The same experiment was then conducted using time-lapse photos acquired for the Mont de La Saxe landslide.
These results show the possibility of developing a monitoring system based on ICC that automatically selects and processes the pictures acquired. The use of image sequence analysis enables financial and human resources to be reduced in monitoring active geo-hydrological instabilities. The development of an automatic solution is a valuable tool for use in developing an autonomous monitoring system that supplies daily updates.
