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La tecnología Grid está transformando la forma en la que se realiza la compu-
tación, la comunicación, la interconexión y la solución de problemas de gran escala
científicos, ingenieriles y de negocios. En la actualidad, existen numerosos proyec-
tos científicos y empresariales que hacen uso de la tecnología Grid con resultados
exitosos. Tal es el caso del LCG, The Large Hadron Collider (LHC) Computing Grid, en
el CERN, la organización europea para la investigación nuclear. Es precisamente
la proliferación de sistemas Grids independientes la que ha sacado a la luz la ne-
cesidad de estructuras federales que permitan la integración y el control sostenible
de los recursos. El ejemplo más representativo de dicha necesidad lo constituye la
“European Grid Initiative” (EGI). Aunque un Grid Federado puede estar formado
por varias infraestructuras Grid de distinto tipo, éste se sigue basando en el mismo
principio que todo sistema Grid, a saber, en la coordinación de recursos que no
están sujetos a un control centralizado.
El problema de la planificación es uno de los más conocidos en Informática, sin
embargo, aplicar alguno de los algoritmos de planificación ya existentes al entorno
de los Grids Federados plantea varios problemas, principalmente de escalabilidad.
Tanto es así, que con la aparición de este tipo de sistemas las tendencias en pla-
nificación han sufrido un cambio de dirección desde una planificación local hacia
una planificación global. El principal motivo por el que no se puede sacar provecho
de investigaciones anteriores es debido a que las suposiciones que son la base de
sistemas centralizados no son aplicables en un entorno Grid. Por lo tanto, las es-
trategias de planificación para escenarios Grid derivadas de dichas ideas producen
malos resultados en la práctica. Es por esto, que uno de los objetivos más importan-
tes de esta tesis sea el de diseñar una arquitectura descentralizada de Grid Federado
basada en meta-planificadores.
A diferencia del gestor de carga local, el meta-planificador posee información
general de todo el Grid Federado. Por lo tanto, las técnicas de planificación de
grano-fino no son adecuadas para este nivel. Estas técnicas encajan mejor en un
gestor de carga local, dado que estos controlan por completo los recursos al en-
contrarse en las capas más cercanas a los mismos. En cambio, el meta-planificador
necesita de técnicas ligeras, desacopladas y de grano-grueso. En este sentido, el
principal objetivo de la presente tesis es el estudio y análisis de varios algoritmos
de planificación que siguen estos principios, basados en un modelo de rendimiento,
que permiten la distribución de trabajos independientes en Grids Federados y que
además consiguen reducir el tiempo de ejecución de las aplicaciones e incrementar
la productividad de los recursos.
La principal ventaja de utilizar un modelo de rendimiento en el que basar nues-
tras estrategias de planificación radica en la no dependencia de la información
sobre el estado de los recursos. En este sentido, encontramos soluciones, también
a nivel de meta-planificador, que apuestan precisamente por utilizar información
sobre el estado de los recursos, cuando se ha demostrado que los servicios de in-
formación centralizados y jerarquizados presentan importantes limitaciones, como
único punto de fallo, falta de escalabilidad y alto coste en las comunicaciones por
red.
Summary
The Grid technology is transforming the form of carrying out computation,
communication, interconnection and the solution of large scale scientists problems,
engineering and business. Currently, there are numerous scientific and business
projects that make use of Grid technology with successful results. Such is the case
of the LCG, The Large Hadron Collider (LHC) Computing Grid, at CERN, the Euro-
pean organization for nuclear research. It is the proliferation of independent Grids
systems which has brought to light the need for federal structures allowing integra-
tion and sustainable resource control. The most representative example of this need
it is the “European Grid Initiative” (EGI). Although a Federated Grid can consist
of several different types of Grid infrastructures, is still based on the same princi-
ple that any Grid system, namely in coordinating resources that are not subject to
centralized control.
Scheduling problem is one of the best known in Computer Science, however,
applying existing scheduling algorithms to a Federated Grid environment presents
several problems, mainly for scalability. So much so that with the emergence of
such systems the trends in scheduling have undergone a change of address from
local to global scheduling. The main reason why you can not take advantage of pre-
vious research is because the assumptions that are the basis of centralized systems
are not applicable in a Grid environment. Therefore, scheduling strategies based on
these ideas produce bad results in practice. As a result, one of the most important
objectives of this PhD is to design a Federated Grid decentralized architecture based
on meta-schedulers.
Unlike the local manager, the meta-scheduler has an overview of the entire Fe-
derated Grid. Therefore, fine-grain scheduling policies are not appropriate for this
level. These techniques are better suited for local managers, since these completely
control the resources found in the layers closest to them. In contrast, the meta-
scheduler needs light, decoupled, and coarse-grain techniques. In this sense, the
main objective of this PhD is the study and analysis of various scheduling algorithms
that follow these principles, based on a performance model, enabling the schedu-
ling of independent jobs in Federated Grids and also able to reduce the makespan
of applications and increase performance of resources.
The main advantage of using a performance model on which to base our map-
ping strategies lies in the lack of dependence on resources state. In this respect, we
find solutions, also at the meta-scheduler level, who use information on the state
of resources. However, it is well known that centralized and hierarchical informa-
tion services present significant limitations, such as single point of failure, lack of
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Este capítulo recoge las motivaciones que han impulsado a la realización de la
presente tesis doctoral, así como los objetivos que se pretenden alcanzar con la mis-
ma. El trabajo realizado se divide en tres contribuciones pertenecientes a distintas
áreas de la tecnología Grid. La primera consiste en una arquitectura descentralizada
basada en meta-planificadores que permite la unión de distintos Grids para formar
un Grid Federado por medio de pasarelas. La segunda y más importante la forman
un conjunto de algoritmos de planificación basados en un modelo de rendimiento especial-
mente diseñados para la planificación de tareas independientes en un Grid Federa-
do. Por último, la arquitectura descentralizada basada en meta-planificadores y los
algoritmos de planificación propuestos se incorporan en una tercera contribución
que consiste en un simulador basado en el conjunto de herramientas GridSim.
El presente capítulo se organiza como sigue. En la sección 1.1 se describen las
principales motivaciones que han impulsado el desarrollo de esta tesis. La sec-
ción 1.2 detalla los objetivos que se quieren alcanzar con la aplicación de las con-
tribuciones proporcionadas por el presente estudio dentro de la computación Grid.
Finalmente, en la sección 1.3 se explica la organización general de este documento.
1.1. Motivación
La computación Grid es una tecnología innovadora que permite utilizar de for-
ma coordinada distintos tipos de recursos, tales como cómputo, almacenamiento y
hardware y software específicos, que no están sujetos a un control centralizado. Por
lo tanto, se trata de una forma de computación distribuida, en la cual los recursos
1
CAPÍTULO 1. INTRODUCCIÓN
pueden ser, y de hecho son, heterogéneos (diferentes arquitecturas, supercompu-
tadores, clusters) y se encuentran conectados mediante redes de área extensa (por
ejemplo Internet).
Desarrollado en ámbitos científicos a principios de 1990, el término Grid denota
a una infraestructura que permite la integración y el uso coordinado de ordena-
dores de alto rendimiento, supercomputadores, redes y bases de datos que son
propiedad y están administrados por diferentes instituciones, como universida-
des y centros de investigación. Así, el concepto de Grid nace con el propósito de
facilitar la integración de múltiples recursos computacionales. Universidades, la-
boratorios de investigación o empresas se asocian para formar Grids para lo cual
utilizan algún tipo de software específico que implementa este concepto. Tal es el
caso de Globus [GT09], una herramienta considerada el estándar de facto para la
capa intermedia de la malla.
La tecnología Grid ofrece muchas ventajas frente a otras soluciones alternati-
vas. La potencia de miles de ordenadores conectados en red usando Grid es prác-
ticamente ilimitada. Además, la tecnología Grid permite una perfecta integración
de sistemas y dispositivos heterogéneos, por lo que las conexiones entre diferen-
tes tipos de máquinas no debería generar ningún problema. Los beneficios de la
computación Grid son aplicables a diversos campos:
p Medicina: imágenes, diagnosis y tratamiento.
p Bioinformática: estudios en genómica y proteómica.
p Nanotecnología: diseño de nuevos materiales a escala molecular.
p Ingeniería: diseño, simulación, análisis de fallos y acceso remoto a instrumen-
tos de control.
p Recursos naturales y medio ambiente: previsión meteorológica, observación
del planeta, modelos y predicción de sistemas complejos.
De hecho, su uso destaca también en los centros de investigación desde finales
del 1990 en proyectos que van desde Física de Partículas a Astrofísica o incluso
Biología. En Europa, con el apoyo del CERN (Centro Europeo de Investigación
Nuclear) [CERN09] y el programa marco europeo se creó el proyecto DataGrid
[DataG04]. Muchos de los productos (tecnologías, infraestructuras) del DataGrid
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se incluyeron en un nuevo proyecto de la Unión Europea, el EGEE (Enabling Grids
for E-sciencE) [EGEE10].
Por su parte, las empresas e instituciones que han participado en el desarrollo
de estas tecnologías quieren entrar lo antes posible en la etapa de explotación co-
mercial. Empresas como Microsoft y Sun Microsystems se han dado cuenta de la
importancia que tendrá a medio plazo ofrecer Grid a sus clientes. Cabe destacar la
inversión realizada por IBM en tecnología Grid como plataforma para evitar pro-
blemas de falta de recursos y ofrecer a sus clientes ventajas como ahorro de tiempo
y recursos con un coste razonable.
Así, la proliferación de sistemas Grid independientes ha sacado a la luz la nece-
sidad de estructuras federadas que permitan la integración y el control sostenible de
los recursos. El ejemplo más representativo de dicha necesidad lo constituye la “Eu-
ropean Grid Initiative” (EGI) [EGI09]. EGI supone un esfuerzo para establecer una
infraestructura Grid a nivel europeo. Cuando EGI entre en funcionamiento en 2010,
proporcionará una infraestructura federada estructurada alrededor de las “Natio-
nal Grid Initiatives” de los estados miembros. En general, los principales problemas
a los que se enfrentan todos los Grids Federados son la interoperabilidad y la coor-
dinación de recursos que no están sujetos a un control centralizado [Fos02], según la
definición de Grid de Ian Foster. Es por esto que se ha diseñado una arquitectura
descentralizada basada en el meta-planificador GridWay que permite la unión de
diferentes infraestructuras Grid para formar un Grid Federado. En este caso Grid-
Way actúa como una pasarela o gateway, por lo que a la entidad resultante se la ha
denominado GridGateWay. Este gateway permite enviar, monitorizar y controlar
trabajos a través de los distintos Grids que constituyen un Grid Federado.
El problema de la planificación es quizás uno de los problemas más conocidos
en Informática. Desde la aparición de los sistemas operativos multitarea, el diseña-
dor de un sistema siempre se ha tenido que enfrentar al problema de cómo repartir
un conjunto de procesos, tareas o trabajos entre los recursos de los que dispone.
Cualquiera podría pensar que dado que éste es un problema ya resuelto en el
pasado, la solución sería tan sencilla como aplicar alguno de los algoritmos de pla-
nificación ya existentes al nuevo entorno. Sin embargo, es precisamente este nuevo
entorno el causante de que, en mayor o en menor medida, los algoritmos existentes
no sirvan para proporcionar una solución que se adapte a sus necesidades.
Por lo tanto, los objetivos del planificador variarán dependiendo del escenario
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Grid del que se trate. Un objetivo que tienen en común los planificadores de dis-
tintos escenarios Grid es el de incrementar la productividad. Sin embargo, mientras
que maximizar la utilización del sistema entra dentro de los principales objetivos de
un planificador en un Grid de Empresa y hasta en un Grid Computacional, no lo
es tanto en un Grid Federado. En un Grid Federado el principal objetivo de los
distintos participantes es el de satisfacer las demandas de sus usuarios y no así el de
alcanzar un objetivo global común. Sin embargo, los planificadores de estos entor-
nos también querrán maximizar la utilización del sistema, pero al que pertenecen,
no la del Grid Global del que forman parte y en el que participan compartiendo
sus recursos con el resto de socios.
Como se mostrará más adelante, en un Grid Federado coexisten diferentes tipos
de usuarios. Esto significa que los distintos meta-planificadores de cada uno de los
Grids participantes recibirán peticiones para la ejecución de trabajos tanto de los
usuarios de su propio Grid, como de los usuarios de los restantes Grids. Todo esto
implica necesariamente un cambio en las políticas de planificación. Hasta ahora, el
principal objetivo de los meta-planificadores era el de planificar tareas de usuarios
para alcanzar el objetivo en el menor tiempo posible. Además, ahora deben pla-
nificar tareas de otros usuarios pertenecientes al Grid Federado, que tendrán sus
propios problemas que resolver. Esto significa que cada uno de los participantes en
el Grid Federado deberá aplicar estrategias de planificación que le permitan maxi-
mizar sus objetivos internos, pero que al mismo tiempo le permitan compartir sus
recursos con el resto de participantes.
Debido a la aparición de este tipo de sistemas, las ultimas tendencias en plani-
ficación han supuesto un cambio de dirección desde una planificación local hacia
una planificación global. Aunque el de la planificación es un problema que apare-
ce de forma recurrente desde hace mucho tiempo [Ull75], sólo se pueden utilizar
algunas de las ideas presentes en la literatura. El principal motivo por el que no
se puede sacar provecho de investigaciones anteriores es debido a que las suposi-
ciones que son la base de sistemas centralizados no son aplicables en un entorno
Grid. Por lo tanto, las estrategias de planificación para escenarios Grid derivadas
de dichas ideas producen malos resultados en la práctica [Ber98]. Todo esto hace
que se propongan distintos modelos con la idea de soportar los requisitos de estos
nuevos escenarios [DA06, ABG+03]. Así, en la presente tesis se propone un mode-
lo de planificación diseñado específicamente para Grids Federados. Se trata de un
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modelo descentralizado que sitúa un meta-planificador en la capa más alta de cada
una de las infraestructuras Grid participantes en el Grid Federado.
A diferencia de los planificadores y de los gestores de carga locales, el meta-
planificador posee información general de todo el Grid Federado. Por lo tanto, las
técnicas de planificación de grano-fino no son adecuadas para este nivel. Estas téc-
nicas encajan mejor a nivel de planificador o gestor de carga local, dado que éstos
controlan por completo los recursos al encontrarse en las capas más cercanas a los
mismos. En cambio, el meta-planificador necesita de técnicas ligeras, desacopladas
y de grano-grueso. En este sentido, se han diseñado varios algoritmos de plani-
ficación que siguen estos principios, basados en un modelo de rendimiento, que
permiten la distribución de trabajos en Grids Federados y que además consiguen
reducir el tiempo de ejecución de las aplicaciones e incrementar la productividad
de los recursos.
La implantación de la arquitectura descentralizada y el despliegue de los al-
goritmos diseñados involucraría a un elevado número de usuarios y de recursos.
Construir, controlar y coordinar un experimento de estas características sería muy
complicado y además no se podrían repetir los resultados. Al elevado coste en
recursos y en personas habría que sumarle el tiempo de ejecución de los experi-
mentos. Dado que los sistemas Grid están pensados principalmente para la ejecu-
ción de tareas de cálculo intensivo, las investigaciones en este área deben incluir
la planificación de tareas de este tipo. Por lo tanto, los tiempos de ejecución de los
experimentos también serían elevados, del orden de varios días e incluso semanas.
Finalmente, sería casi imposible configurar un entorno de pruebas para hacer coin-
cidir la ejecución de los experimentos con distintos niveles de carga de los recursos,
desde poco saturados a muy saturados, y mucho menos repetirlo para obtener los
mismos resultados. En estos casos la simulación supone la única alternativa viable.
Los programadores disponen de una serie de herramientas que permiten realizar
modelos virtuales tanto de algoritmos de planificación como de los entornos Grid
en los que se aplicarían. Sin embargo, en la actualidad no existe una herramienta
que ofrezca toda la funcionalidad que se adapte a nuestras necesidades. Es por
esto que se ha desarrollado un simulador a partir de un conjunto de herramientas
específicas, que simula un Grid Federado en el que se ha desplegado la arquitec-
tura descentralizada e implementado las políticas de planificación basadas en un
modelo de rendimiento. Finalmente, los resultados obtenidos en las simulaciones
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servirán para valorar la posibilidad de desplegar el modelo y los algoritmos de
planificación en un entorno real.
1.2. Objetivos
Los objetivos alcanzados con la realización de la presente tesis cubren tres áreas
de investigación dentro de la tecnología Grid. El primer objetivo supone el diseño
de un modelo de arquitectura Grid que permita la unión de varias infraestructu-
ras Grid en un Grid Federado. Para que dicho modelo proporcione una solución
genérica, debe cumplir con una serie de requisitos, entre otros, debe ser seguro,
flexible, dinámico, escalable y estar basado en estándares. Pero sobre todo, debe
ser una arquitectura descentralizada, cumpliendo así con una de las premisas más
importantes de todo sistema que quiera ser considerado un Grid. De esta manera,
los distintos Grids participantes en el Grid Federado pueden tomar decisiones de
forma independiente en asuntos tan relevantes como la planificación. Ninguno de
ellos será dependiente en modo alguno del resto y la entrada o salida de miembros
del Grid Federado no repercutirá en el resto.
La idea principal del segundo y más importante objetivo consiste en desarro-
llar una seria de estrategias de planificación especialmente adaptadas a las con-
diciones de un Grid Federado. Para ello, nuestros algoritmos se basarán en un
modelo de rendimiento que permite parametrizar y comparar los distintos Grids
que forman parte de un Grid Federado. Además, puesto que se ejecutarán en los
meta-planificadores de la arquitectura descentralizada, deben ser técnicas de grano-
grueso:
p Que no necesitan información de configuración: la planificación es transparente
para usuarios y aplicaciones.
p Simples: los algoritmos deben realizar operaciones sencillas fácilmente imple-
mentables en unas pocas líneas de código.
p Adaptables: a la productividad de los recursos Grid involucrados.
Dichas estrategias de planificación proporcionarán el objetivo o número de ta-
reas a ejecutar en las distintas infraestructuras Grid tal que se minimiza el tiempo de
compleción de las aplicaciones y se maximiza la productividad de los recursos.
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Por último, el tercer objetivo, que surge como una necesidad de los dos anterio-
res, consiste en desarrollar un simulador de un Grid Federado basado en la arqui-
tectura descentralizada de meta-planificadores. Este simulador permitirá compro-
bar la eficacia de la arquitectura descentralizada y la conveniencia de los algorit-
mos de planificación. Además, dicha herramienta permitirá crear Grids Federados
personalizados con el número de recursos, usuarios y trabajos que los programa-
dores quieran. Sin embargo, el objetivo último del simulador es el de proporcionar
un entorno de pruebas los más real posible que nos permita validar los algorit-
mos basados en el modelo de rendimiento para así poder valorar la posibilidad de
desplegar la arquitectura descentralizada y los algoritmos de planificación en un
entorno real.
1.3. Organización del Documento
El documento se articula en torno a los siguientes capítulos principales:
p Tecnología Grid. Este capítulo se divide en dos partes. En la primera parte se
realiza un breve repaso a las etapas en la evolución de la computación Grid,
hasta llegar a los Grids Federados. Después, la segunda parte ofrece un ca-
tálogo de los modelos de arquitectura y de los algoritmos propuestos en la
literatura para la planificación de trabajos en sistemas Grid. Dadas las prin-
cipales características de las diferentes propuestas, estas se han clasificado
como soluciones para planificar dentro de un mismo Grid o como soluciones
que permiten la interoperabilidad entre Grids. Además, se detallan las venta-
jas e inconvenientes de cada una de las propuestas y se analiza su idoneidad
para Grids Federados. Por último, el capítulo concluye con una sección en la
que se justifica la elección de GridWay como el mejor meta-planificador para
el soporte de Grids Federados.
p Propuesta y Simulación de una Arquitectura Descentralizada de Grid Fede-
rado. En este capítulo se presenta una arquitectura descentralizada de Grid
Federado mostrando su mejor adecuación en contraposición a las actuales
ideas. Además, dada la complejidad que conlleva la realización de pruebas
en un entorno real, en este capítulo se describe una nueva herramienta que
simula un Grid Federado basado en la arquitectura descentralizada. Para ello,
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en un primer momento se analizan las distintas herramientas existentes pa-
ra comprobar si ofrecen la funcionalidad necesaria para simular el entorno
deseado. Posteriormente, se justifica la elección de GridSim como base para
la implementación de un nuevo simulador que permite modelar Grids Fede-
rados basados en la arquitectura descentralizada de meta-planificadores.
p Estrategias de Planificación Basadas en un Modelo de Rendimiento para
un Caso Particular. En este capítulo se presentan los algoritmos de planifi-
cación propuestos como alternativa al actual mecanismo de planificación del
meta-planificador GridWay. Además, se describe el modelo matemático de
rendimiento en el que se basan todos los algoritmos y se razona el porqué de
la elección de dicho modelo. Después, se analizan los cuatro algoritmos dise-
ñados para el caso particular de un Grid Federado formado por dos entidades
Grid. Finalmente, se incluye una sección en la que se describen los entornos
de pruebas utilizados, se recopilan los resultados obtenidos y se muestran las
gráficas de comportamiento para cada uno de los cuatro algoritmos, todo lo
cual permite determinar cuál es la mejor de las cuatro estrategias.
p Estrategias de Planificación para un Caso General. En este capítulo primero
se presentan tres nuevos algoritmos para un entorno de pruebas general y
que se podrían utilizar en un Grid Federado formado por N infraestructuras
Grid. Después, en la segunda parte del capítulo se incluye una descripción
del testbed simulado, haciendo especial hincapié en su configuración. Por úl-
timo, en base a los resultados obtenidos se realiza una comparativa entre las
distintas estrategias para determinar cual es el mejor de ellas, y por lo tanto,
si el modelo de rendimiento es adecuado para la planificación de trabajos en
Grids Federados.
Este documento incluye un capítulo final en el que se recogen las principales
aportaciones de la investigación realizada, así como las publicaciones más relevan-
tes obtenidas a partir de las mismas. Además, también se perfilan algunas de las




Como se ha comentado en el Capítulo 1, la planificación de trabajos es un pro-
blema reiterativo que se ha manifestado en distintos sistemas: desde los sistemas
multiprocesador, pasando por los clusters y las granjas de ordenadores. Ahora le
toca el turno a los sistemas Grid. Para tener una visión más concreta de este pro-
blema, el capítulo se ha dividido en dos partes.
La primera parte del capítulo comienza en la sección 2.1 con la definición de
infraestructura Grid y la de los componentes mínimos necesarios para poder des-
plegar este tipo de infraestructuras. Además, en esta sección también se analiza el
paquete de herramientas Globus Toolkit, que es el estandar de facto utilizado en
esta tecnología. A continuación, la sección 2.2 muestra las diferentes etapas en la
evolución de la computación Grid hasta llegar a los Grids Federados.
En la segunda parte, se repasan brevemente algunos de los algoritmos e iniciati-
vas desarrollados para la planificación dentro de un mismo grid. Como veremos en
la sección 2.3, estas políticas son difícilmente adaptables al entorno de un Grid Fe-
derado debido principalmente a problemas de escalabilidad. Mientras que planificar
un trabajo dentro de un mismo Grid supone seleccionar el mejor recurso dentro un
dominio, trasladar estas políticas al entorno de un Grid Feredado supondría tener
que seleccionar un recurso de entre todos los dominos. Esta última posibilidad no
escala fácilmente en el entorno de un Grid Federado formado por miles de recur-
sos. Por lo tanto, el problema de la planificación en Grids Federados consistirá en
seleccionar una infraestructura Grid de entre todas las que forman parte del Grid
Federado. El problema de la planificación en Grids Federados adopta pues una
escala mayor: las estrategias de grano-fino (información precisa y “cercana” sobre los
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recursos) se transforman en estrategias de grano-grueso (información poco precisa y
“lejana”). Después, la sección 2.4 explora todas las propuestas relacionadas con la
interoperabilidad entre Grids. Los primeros esfuerzos por explotar Grids Federa-
dos resultaron ser soluciones ad-hoc no escalables. Más tarde, han ido aparecien-
do nuevas propuestas que ofrecen soporte para la interoperación entre múltiples
Grids. Sin embargo, la mayoría de dichas iniciativas necesitan información acer-
ca del estado de los recursos y, por lo tanto, dependen en gran medida de los
sistemas de información o descubrimiento de recursos. Por el contrario, nuestras
estrategias de planificación se basan principalmente en un modelo de rendimiento
y no dependen tanto de dichos sistemas de información, los cuales, como se expli-
cará más adelante, presentan importantes limitaciones: único punto de fallo, falta
de escalabilidad, alto coste de comunicación y potencia computacional para servir
las queries.
2.1. Infraestructura Grid
Una infraestructura Grid ofrece una capa común para poder integrar platafor-
mas computaciones no compatibles (silos verticales) por medio de la definición de
un conjunto consistente de interfaces para acceder y gestionar recursos comparti-
dos. Los servicios Grid incluyen, entre otros, descubrimiento y monitorización de
recursos, asignación y gestión de recursos, infraestructura de seguridad y transfe-
rencia de ficheros.
Ian Foster en su artículo “What is the Grid? A Three Point Checklist” [Fos02] revisa
el concepto de Grid y propone una nueva definición basada en una lista con tres
puntos, según la cual un Grid es un sistema qué:
Ê coordina recursos que no están sujetos a un control centralizado . . .
(Un Grid integra y coordina recursos y usuarios que pertenecen a diferentes
dominios de control - por ejemplo, un usuario con un ordenador de sobreme-
sa frente a un sistema centralizado; diferentes unidades administrativas de
una misma compañía; o diferentes compañías - y se encarga de los problemas
de seguridad, las políticas, el pago, la pertenencia, y de todos los demás asun-
tos que se dan en este tipo de configuraciones. En caso contrario, estaríamos
operando con un sistema de gestión local.)
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Ë . . . usando protocolos e interfaces estándar, abiertos y de propósito general . . .
(Un Grid se construye a partir de protocolos e interfaces con múltiples pro-
pósitos que se encargan de problemas fundamentales como la autenticación,
la autorización, el descubrimiento de recursos y el acceso a los recursos. Es
importante que estos protocolos e interfaces sean estándar y abiertos. En caso
contrario, estaríamos manejando una aplicación específica del sistema.)
Ì . . . para proporcionar calidades de servicio no triviales.
(Un Grid permite que los recursos que lo forman sean utilizados de una
forma coordinada para proporcionar varias calidades de servicio, relativos
por ejemplo al tiempo de respuesta, a la productividad, la disponibilidad,
la seguridad, y/o a la asignación de diferentes tipos de recursos para dar
soporte a demandas de usuario complejas, de tal forma que la utilidad del
sistema combinado es significativamente mayor que la de la suma de sus
partes.)
Por lo tanto, la tecnología Grid es complementaria a las ya existentes, ya que,
interconecta recursos en diferentes dominios de administración respetando sus po-
líticas internas de seguridad y su software de gestión de recursos en la Intranet.
Además, esta tecnología dentro del área global de la Computación de Altas presta-
ciones permite satisfacer las demandas de determinados perfiles de aplicación.
Según estos tres criterios, los sistemas de gestión de recursos distribuidos o
Distributed Resource Management systems (DRM systems) como PBS Works (Portable
Batch System) [PBS09] de Altair, SGE (Sun Grid Engine) [SGE09] de Sun Microsys-
tems, o LSF (Load Sharing Facility) [LSF09] de Platform Computing, si se instalan
en un computador paralelo o en una red de área local, son capaces de proporcio-
nar calidad de servicio con garantías, y por lo tanto, de constituir un recurso Grid
poderoso. Sin embargo, este tipo de sistema no es un Grid por sí mismo, debido
al control centralizado que ejerce sobre las máquinas que gestiona: tiene un co-
nocimiento completo del estado del sistema y de las peticiones de los usuarios, y
también un control completo sobre los componentes individuales.
Más adelante veremos varios despliegues Grid de gran escala que cumplen
claramente con los tres criterios anteriores.
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Figura 2.1: Arquitectura Grid en capas
2.1.1. Arquitectura Grid
En su artículo “The Anatomy of the Grid: Enabling Scalable Virtual Organizations”
[FKT01], Ian Foster, Carl Kesselman y Steven Tuecke definen cómo debe ser una
arquitectura Grid abierta y extensible en la que protocolos, servicios, interfaces de
programación de aplicaciones y entornos de desarrollo software se clasifican de
acuerdo a sus roles a la hora de proporcionar compartición de recursos.
A la hora de especificar las diferentes capas de la arquitectura Grid, los autores
siguen los principios del “modelo de reloj de arena” [Cou94]. El cuello del reloj de
arena define un conjunto pequeño de abstracciones y protocolos básicos por encima
de los cuales se pueden asignar diferentes mecanismos de alto nivel, y ellos mismos
se pueden asignar a las diferentes tecnologías subyacentes. En la arquitectura Grid
propuesta, el cuello del reloj de arena los forman los protocolos de Conectividad y
Recurso, ya que son los que facilitan la compartición de recursos individuales. La
figura 2.1 muestra la arquitectura Grid en capas:
p Infraestuctura - Fabric: intefaces para el control local. La capa de Infraestruc-
tura Grid proporciona los recursos a compartir por medio de protocolos Grid.
Estos recursos pueden ser: computacionales, sistemas de almacenamiento, ca-
tálogos, recursos de red y sensores.
p Conectividad - Conectivity: comunicación fácil y segura. La capa de Conec-
tividad Grid define los protocolos básicos de comunicación y autenticación
necesarios para las transacciones de red específicas de Grid. Los protocolos
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de comunicación permiten el intercambio de datos entre los recursos de la ca-
pa de Infraestructura. Los protocolos de autenticación se construyen sobre los
servicios de comunicación para proporcionar mecanismo criptográficamente
seguros que permitan verificar la identidad de usuarios y recursos. Algu-
nos de los protocolos que podemos encontrar en esta capa son el TCP/IP,
protocolos de redes de alta velocidad, SSL o Certificados X.509. Todos estos
protocolos son necesarios, ya que en un Grid intervienen recursos de distintas
organizaciones que presentan múltiples políticas de seguridad.
p Recurso - Resource: compartición de recursos individuales. La capa de Re-
curso Grid se construye sobre los protocolos de comunicación y autenticación
de la capa de Conectividad para poder definir los protocolos, APIs y SDKs,
que permitan una negociación, iniciación, monitorización, control, contabili-
dad y pago de las operaciones de compartición de recursos individuales de
una forma segura. Se pueden distinguir dos clases principales de protocolos
en la capa de Recurso:
] Los protocolos de información se utilizan para obtener información acerca
de la estructura y el estado de un recurso, como por ejemplo, sobre su
configuración, carga real y política de uso.
] Los protocolos de gestión se usan para negociar el acceso a los recursos
compartidos, especificando, por ejemplo, los requisitos del recurso (in-
cluyendo reserva anticipada y calidad de servicio) y las operaciones a
ser realizadas, como la creación de un proceso, o el acceso a los datos.
p Colectivo - Collective: coordinación de múltiples recursos. Mientras que la
capa de Recurso se centra en la interacciones con un recurso individual, la
siguiente capa en la arquitectura contiene los protocolos, servicios, APIs y
SDKs que no están asociadas con un recurso específico, si no que más bien
son globales y que se encargan de capturar las interacciones entre colecciones
de recursos. Por este motivo esta capa se denomina capa de Colectivo, ya que
sus componentes se construyen sobre el estrecho cuello que forman las capas
de Recurso y Conectividad. Dichos componentes pueden implementar una
amplia variedad de mecanismos de compartición sin tener que añadir nuevos
requisitos a los recursos que están siendo compartidos. Los servicios más
comunes que se pueden encontrar en esta capa se detallan a continuación:
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] Los servicios de directorio permiten descubrir a los participantes de una
Organizaciones Virtual (Virtual Organization, VO) las existencia y las pro-
piedades de los recursos de dicha VO.
] Los servicios de co-asignación, planificación e intermediación permiten a los
participantes de una VO realizar peticiones para asignar uno o más re-
cursos con un propósito determinado y la planificación de tareas en los
recursos apropiados.
] Los servicios de monitorización y diagnóstico proporcionan la monitoriza-
ción de los recursos de una VO en caso de fallo, ataque y sobrecarga
entre otros.
] Los servicios de réplica de datos toleran la gestión de los recursos de alma-
cenamiento de la VO para maximizar el rendimiento en el acceso a los
datos con respecto a métricas como el tiempo de respuesta, a la fiabilidad
y al coste.
] Los sistemas de programación Grid permiten la utilización de modelos de
programación en entornos Grid, utilizando varios servicios Grid encar-
gados del descubrimiento de recursos, la seguridad y la asignación o de
recursos entre otros aspectos.
] Los servicios de descubrimiento software descubren y seleccionan la mejor
implementación software y la mejor plataforma de ejecución basándose
en los parámetros del problema a resolver.
] Los servicios de pago y contabilidad recaban información sobre la utilización
de los recursos con el propósito de limitar el uso de los mismos por los
miembros de la comunidad.
p Aplicación - Application. La última capa de la arquitectura Grid comprende
las aplicaciones de usuario que operan en el entorno de una VO. Las aplica-
ciones se construyen en base a los servicios de cualquiera de las capas infe-
riores. En cada una de las capas, existen protocolos que proporcionan acceso
a servicios útiles, como la gestión de recursos, el acceso a los datos y el des-
cubrimiento de recursos entre otros. Existen varios tipos de aplicaciones que
se pueden beneficiar de esta arquitectura Grid [Sot03]:
] Supercomputación distribuida. Se trata de aplicaciones cuyas necesidades
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no se pueden satisfacer por una sola organización. Este tipo de aplicacio-
nes se caracterizan por demandas puntuales e intensas de computación.
Dentro de estas aplicaciones se engloban las simulaciones de fenómenos
físicos o de cálculos numéricos [NUG09].
] Sistemas distribuidos en tiempo real. Estas aplicaciones generan un flujo
continuo de datos que deben ser analizados en tiempo real. e-Medicine
(experimentos de física de alta energía) y el control remoto de recur-
sos complejos [Res03], como microscopios o equipo médico, son algunos
ejemplos de este tipo de sistemas.
] Servicios puntuales. Son aquellas aplicaciones que realizan accesos pun-
tuales a determinados recursos. Estas aplicaciones se diferencian de las
anteriores en que los servicios que utilizan no son para satisfacer poten-
cia computacional y tampoco son servicios en tiempo real. Como ejem-
plo tenemos aplicaciones que realizan análisis químico o biológico para
el que necesitan acceder a un hardware específico [AEH+04].
] Procesamiento intensivo de datos. Este tipo de aplicaciones operan con gran-
des volúmenes de datos que son imposibles de almacenar en un único
nodo. En su lugar, los datos se distribuyen por todo el Grid [GRI09].
] Entornos virtuales (Teleinmersión). Son aplicaciones que aprovechan la po-
tencia computacional y la naturaleza distribuida del Grid para la crea-
ción de entornos virtuales distribuidos en tres dimensiones [REAC09].
Aunque se han desarrollado varias implementaciones de esta arquitectura Grid,
como GRIA [STRZ05, GRIA09], UNICORE [Rom02, UNI09] o ARC [EnK+07], pa-
ra la realización de esta tesis se ha utilizado la implementación conocida como el
estándar de facto de la tecnología Grid, Globus Toolkit. Además de ser la implemen-
tación más utilizada por la comunidad Grid, Globus dispone de los mecanismos
necesarios para poder desplegar infraestructuras Grid Federadas y, por lo tanto, pa-
ra el estudio de la planificación de trabajos en dichos entornos Grid. Como veremos
a continuación, Globus Toolkit es el código abierto básico que permite el desplie-
gue de la tecnología Grid. Globus Toolkit son un conjunto de servicios software y
de librerías proporcionados por el proyecto Globus [GP09].
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2.1.2. Globus Toolkit
A continuación se describe la estructura del Globus Toolkit 4 [Fos06], que es la
versión más reciente del estándar de facto para el despliegue de tecnología Grid.
Sin embargo, para poder entender mejor el funcionamiento de Globus, primero
necesitamos conocer el significado de varios términos íntimamente relacionados
con la computación Grid [SC05]: Web Services, OGSA y WSRF.
Web Services
Los Web Services o Servicios Web, no son más que otra tecnología de compu-
tación distribuida, como CORBA, RMI, EJB, . . . . Por lo tanto, sirven para la creación
de aplicaciones cliente/servidor. Hay que aclarar que la información disponible por
medio de un servicio Web sólo es accesible vía software, nunca por un humano, y
que aunque los Servicios Web se apoyan fuertemente en otras tecnologías Web exis-
tentes (como HTTP), no tienen ninguna relación con navegadores web y HTML. El
funcionamiento de un servicio Web es como sigue. El cliente contacta con el servicio
Web y le envía una petición preguntando por determinada información. El servidor
devolverá dicha información por medio del servicio de respuesta. A simple vista,
los Web Services no proporcionan nada que no podamos hacer con RMI o COR-
BA. Sin embargo, presentan una serie de ventajas con respecto a otras tecnologías
distribuidas:
p Los Servicios Web son independientes de plataforma y de lenguaje, ya que
utilizan lenguajes XML estándar. Esto significa que el cliente puede estar im-
plementado en C++ y correr bajo Windows, mientras que el servicio Web
puede estar programado en Java y ejecutar en Linux.
p Muchos Servicios Web utilizan HTTP para la transmisión de mensajes. Esto
supone una ventaja importante a la hora de implementar aplicaciones basadas
en Internet, dado que la mayoría de proxies y firewalls de Internet entienden
el tráfico HTTP.
p Debido a su naturaleza, los Servicios Web permiten la construcción de sis-
temas débilmente acoplados. Estos sistemas son más escalables que los fuerte-
mente acoplados y se adaptan mejor a entornos heterogéneos.
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Todas estas características hacen de los Servicios Web la mejor solución para el
desarrollo de aplicaciones Grid.
Open Grid Services Architecture (OGSA)
El principal objetivo de OGSA, arquitectura desarrollada por el Global Grid Fo-
rum (GGF) [GGF09], es el de definir una arquitectura común, abierta y estándar
para aplicaciones basadas en sistemas Grid. Por lo tanto, la meta de OGSA con-
siste en estandarizar prácticamente todos los servicios que se suelen encontrar en
un sistema Grid (servicios de gestión de trabajos, servicios de gestión de recursos,
servicios de seguridad, . . . ) por medio de la definición de un conjunto de interfaces
estándar. Por el momento, OGSA indica el conjunto de requisitos que deben cum-
plir dichos interfaces. Sin embargo, para poder crear esta nueva arquitectura, esta
debía basarse en algún middleware distribuido. En teoría, para esta base se podría
utilizar cualquier middleware distribuido, como CORBA, RMI o incluso RPC. Sin
embargo, y a pesar de que los Web Services no cumplen con uno de los requisitos
más importantes de OGSA: el middleware subyacente tiene que tener estado, estos
fueron elegidos como la mejor opción. Aunque los Web Services pueden ser tanto
con estado como sin estado, estos normalmente son sin estado y no hay ningún
mecanismo estándar para hacer que tengan estado. Es en este punto donde surge
el acrónimo WSRF.
Web Services Resource Framework (WSRF)
El WSRF es una colección de especificaciones bajo el auspicio de la Organization
for the Advancement of Structured Information Standards (OASIS) [OAS09]. WRSF es-
pecifica cómo podemos hacer que nuestros Servicios Web tengan estado. Dado que
WSRF es un esfuerzo conjunto de las comunidades Grid y Web Services, podemos
decir que WSRF extiende a los Web Services. Por lo tanto, WSRF proporciona los
servicios con estado que OGSA necesita: mientras que OGSA es la arquitectura,
WSRF es la infraestructura en la que se construye dicha arquitectura.
Globus Toolkit 4
Globus Toolkit son un conjunto de herramientas software desarrolladas por la
Globus Alliance [GA09], y que podemos utilizar para la creación de sistemas Grid.
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Figura 2.2: Diagrama de capas de OGSA, GT4, WRSF y Web Services
La Figura 2.2 muestra la relación entre GT4, OGSA, WSRF y los Web Services.
Aunque Globus implementa algunas de las especificaciones definidas por el GGF,
al menos por el momento, no se puede afirmar que Globus es una implementación
“completa” de OGSA. La mayoría de los servicios que proporciona Globus están
implementados sobre WSRF, de hecho, GT4 incluye una implementación completa
de las especificaciones WSRF.
2.2. Evolución de la Computación Grid
Se pueden distinguir tres etapas en la evolución de la computación Grid, co-
menzando a finales de los 90 con los Enterprise Grids, pasando por los Partner Grids
y finalizando con los Utility Grids. El siguiente paso en la evolución lo constituyen
los Federated Grids, que como veremos más adelante, pueden estar formados por
infraestructuras Grid de distinto tipo.
2.2.1. Grid de Empresa o Enterprise Grid
Este tipo de Grid se consigue por agregación de los distintos Grids locales den-
tro de una misma empresa. La Figura 2.3 muestra como los distintos Grids locales
se interconectan por medio de una red de área extendida. En este tipo de Grid los
recursos internos están gestionados por diferentes sistemas DRM que podrían estar
distribuidos geográficamente. El objetivo de este tipo de Grid es el de permitir la
compartición de diferentes recursos para mejorar la colaboración interna y alcan-
zar un mayor retorno de la inversión en TIC (Tecnologías de la Información y las
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Figura 2.3: Grid de Empresa
Comunicaciones).
Las principales ventajas de esta infraestructura Grid son:
Ê Minimizar costes.
Ë Maximizar prestaciones.
2.2.2. Grid Asociado o Partner Grid
Los Grids Asociados surgen como resultado de la necesidad de analizar ingen-
tes cantidades de datos y para explotar mejor los recursos existentes. Sin embargo,
todavía no están preparados para el despliegue de proyectos críticos. DataGRID en
la Unión Europea [DataG04], TeraGrid en Estados Unidos [TeraG09], e-science en
el Reino Unido [e-scien09] y DAS-2 en Holanda [DAS-209] son los ejemplos más
importantes de Grids Asociados. La Figura 2.4 muestra los componentes básicos
que forman un Grid Asociado. Como vemos, los recursos están distribuidos en
diferentes organizaciones o dominios de administración gestionados por diferen-
tes sistemas DRM. Los distintos elementos que forman parte de un Grid Asociado
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Figura 2.4: Grid Asociado a nivel nacional o internacional
estarán repartidos entre distintas organizaciones, como universidades y centros de
investigación, de un mismo país o entre organizaciones de distintos países. La cons-
trucción de estos Grids requiere, por lo tanto, de una fuerte inversión por parte de
gobiernos e instituciones. Una característica común a todos los Grids Asociados es
que cada uno ha desarrollado su propio middleware para acceder a los recursos
del Grid. Sin embargo, la gran mayoría, sino todos, son ya o están en vías de ser
compatibles con Globus.
El principal objetivo de esta infraestructura es el de proporcionar compartición
fiable y segura de recursos a gran escala entre socios o participantes en la cadena
de valor, y las principales ventajas de esta infraestructura Grid son:
Ê Acceder a más recursos para satisfacer picos de demanda.
Ë Proporcionar soporte para hacer frente a proyectos colaborativos.
2.2.3. Grid Público o Utility Grid
Un Grid Público es aquél en el que los recursos son proporcionados por provee-
dores de servicios externos. El objetivo de este tipo de Grid es el de proporcionar
recursos bajo demanda. Los beneficios que podemos obtener por utilizar este tipo
de infraestructura Grid son los siguientes:
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Ê Flexibilidad para ajustar la capacidad.
Ë Acceder a capacidad ilimitada.
Ì Transformar costes TIC fijos en variables.
2.2.4. Grid Federado o Federated Grid
Un Grid Federado puede estar formado por varias recursos Grid que a su vez
pueden estar formados por infraestructuras Grid de distintos tipos, es decir, por
Grids de Empresa, Asociados y de tipo Público. Sin embargo, a diferencia de los
Grids de Empresa y de los Asociados, los participantes de un Grid Federado no
colaboran para lograr una meta común. Cada uno de los participantes en el Grid
Federado comparte los recursos con el resto, pero siempre teniendo en cuenta que
el principal usuario de los mismo es el propio participante. Estas son las principales
diferencias de este tipo de Grid con respecto a los anteriores y se deben tener en
cuenta a la hora de comparar las distintas soluciones propuestas para planificar
trabajos en este tipo de entornos Grid.
2.3. Algoritmos de Planificación a nivel de Grid
En esta sección se recogen las distintas opciones que se podrían emplear para
planificar trabajos en un Grid Federado. Sin embargo, todas presentan algún tipo
de limitación que las incapacita para su aplicación en el entorno que nos ocupa.
Por un lado, veremos soluciones que necesitan información precisa sobre todos los
recursos y que además necesitan mucho tiempo para realizar los cálculos. También
veremos soluciones que siguen una arquitectura centralizada en las que un único
nodo se encarga de realizar la planificación y que además suelen imponer cambios
en la configuración de los planificadores locales. Finalmente, presentaremos un
tipo distinto de estrategias que basan su planificación en las aplicaciones o en los
trabajos.
2.3.1. Algoritmos Genéticos
Debido a su simplicidad, los Algoritmos Genéticos o Genetic Algorithm (GA),
son uno de los mecanismos de planificación más utilizados para la planificación
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de trabajos independientes en entornos grid. Sin embargo, los GA son demasiado
lentos para ser utilizados en planificaciones reales debido al tiempo que consumen
en cada iteración. Si tenemos en cuenta que el tiempo necesario para evaluar una
solución es uno de los factores determinantes para emplear o no una determina-
da aproximación [CK88, BSB+98], entonces deberíamos descartar por completo la
utilización de los GA. Para solventar el problema del consumo de tiempo por ite-
ración y mejorar el rendimiento en la búsqueda de una solución, se propuso el
Algoritmo Genético Mejorado o Improved Genetic Algorithm (IGA) [YWZ07]. Sin
embargo, según se desprende de los resultados presentados en dicha investigación,
se obtienen tiempos de consumo cercanos a 1 segundo para experimentos con sólo
8 recursos y 60 tareas. Probablemente, si aplicásemos este algoritmo a un entorno
con miles de trabajos y recursos, el algoritmo consumiría mucho más tiempo.
Como veremos más adelante, los algoritmos propuestos en esta tesis tienen
como principal objetivo reducir al máximo el tiempo de compleción de una apli-
cación, independientemente del número de trabajos y recursos: el cálculo de la
planificación es un proceso extremadamente ligero que se basa principalmente en
el conocimiento del rendimiento de los recursos en el pasado reciente. Por lo tanto,
a diferencia de los GAs, nuestros algoritmos son lo suficientemente rápidos como
para ser utilizados en un entorno real.
2.3.2. Algoritmos Estáticos
Los algoritmos estáticos como el Min-min y el Max-min [FGA+98], realizan
una asignación de tareas fija a priori. Esto significa que estos algoritmos necesitan
información acerca de la velocidad del procesador y de la longitud de las tareas
para calcular la prioridad de las tareas. Sin embargo, el coste de la estimación basa-
do en información estática no se adapta a situaciones en las que uno de los nodos
seleccionados para realizar la computación falla, se queda aislado del sistema por
un fallo en la red, o está tan cargado de trabajos que su tiempo de respuesta se
incrementa más de lo esperado. Al igual que sucedía con los algoritmos genéticos,
se han propuesto otras aproximaciones que no necesitan dicha información para
realizar la asignación en un intento por mejorar los algoritmos antes citados. Es
el caso del Algoritmo RR [FH04], pero los resultados experimentales demostraron
que sólo era el siguiente mejor algoritmo después de los que trataba de mejorar.
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Al contrario de los algoritmos estáticos, en esta tesis se presentan varios algorit-
mos que no realizan una asignación previa de todas las tareas a planificar, todo lo
contrario, en cada iteración se planifica un determinado número de trabajos tenien-
do en cuenta el rendimiento más reciente de los recursos. Por lo tanto, cualquier
cambio en el comportamiento de los recursos se verá reflejado posteriormente en
la planificación.
2.3.3. Soluciones Centralizadas
En esta categoría se incluyen todas aquellas soluciones en las que la planifica-
ción se centraliza en un planificador global, y en las que, por lo general, se impone
algún tipo de configuración a nivel del planificador local.
A continuación se repasan varios modelos utilizados en entornos HPC (High
Performance Computing, computación de alto rendimiento)[GC08]:
p Backfilling global: los usuarios mandan directamente los trabajos a los recursos
siguiendo una determinada política. Además, puede haber un controlador
backfilling de trabajos [Yue04] entre los distintos recursos que se encarga de
mover trabajos de un recurso a otro con la idea de terminar todos los trabajos
en el menor tiempo posible. El principal inconveniente de estos algoritmos es
que las estrategias de backfilling necesitan que los usuarios les proporcionen
a priori el tiempo estimado de ejecución de los trabajos. En cambio, nuestras
estrategias no precisan conocer de antemano ningún tipo de información:
el proceso de planificación no afecta y es completamente trasparente a los
usuarios y a las aplicaciones.
p Planificador global: en este tipo de escenario, los usuarios mandan trabajos a
un planificador global que más tarde enviará los trabajos al recurso local co-
rrespondiente. Por lo tanto, los trabajos se encolan en dos niveles distintos:
primero en el planificador global y después en la cola del planificador local.
La solución propuesta por Sabin y otros [SKRS03] sigue este modelo y pre-
senta dos algoritmos diferentes para la selección de recursos. Primero, los tra-
bajos se procesan por orden de llegada al meta-planificador. Después, cuando
el trabajo llega al segundo nivel, se manda a N sitios distintos. Una vez que
el trabajo comienza su ejecución en uno de los sitios, el resto de peticiones
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son canceladas. Como se puede ver, esta solución implica un gran volumen
de comunicación por trabajo enviado al segundo nivel. Por el contrario, en
este documento se propone una solución desacoplada en la que los planifica-
dores en los distintos niveles son independientes: los planificadores locales,
así como los gestores de carga (workload managers) no tienen que modificar
sus políticas. Por lo tanto, los algoritmos propuestos se podrían desplegar en
cualquier Grid.
p Dispatcher global: en este esquema, todos los trabajos se mandan a un dispatcher
centralizado y no se instancia ningún planificador local. El objetivo consiste
en encontrar la asignación que minimiza el tiempo de comienzo del trabajo,
pero utilizando una única tabla de reserva centralizada. Por ejemplo, se pue-
den emplear colas locales de tamaño cero [EHY04]. En otras aproximaciones
[SHB00] se emplea un dispatcher central para analizar las diferentes políticas
de asignación de tareas.
p Cola global + mecanismo pull: también en este escenario hay una única cola
global, pero en este caso, los planificadores locales toman los trabajos directa-
mente de la cola cuando existen suficientes recursos disponibles para ejecutar
los trabajos. Una posible implementación de este modelo es aquella en la que
los usuarios mandan trabajos a una cola global desde la cual los planificado-
res locales dinámicamente toman trabajos bajo demanda [PLG02]. Como se
puede ver, este esquema impone el uso de una política particular a nivel del
planificador local, por lo tanto, al contrario que nuestra aproximación, dicha
solución no es compatible con planificadores locales comerciales.
En general, podemos afirmar que todos los algoritmos expuestos imponen una
configuración particular a nivel del planificador local. Sin embargo, nuestra solu-
ción es compatible con planificadores locales y gestores de carga comerciales.
2.3.4. Planificación Centrada en las Aplicaciones o en los Trabajos
En contra de lo que hemos visto hasta ahora, existen soluciones cuyas estrate-
gias de planificación se centran en las aplicaciones (application-centric), como Ap-
pLeS [BWC+03], o en los trabajos (job-guided) [GC08]. El objetivo de las soluciones
centradas en las aplicaciones es el de promover el rendimiento de una aplicación
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individual en lugar de optimizar el uso de los recursos del sistema o el rendimiento
de un conjunto de trabajos. Una de las principales desventajas de este modelo es
que las aplicaciones se tienen que implementar utilizando un determinado entorno
de desarrollo, en lugar de uno estándar.
En el caso de las estrategias centradas en los trabajos, cada trabajo tiene asig-
nado su propio dispatcher, el cual tiene información actualizada del estado de los
distintos recursos, pero no del resto de trabajos que se han enviado. Por el contra-
rio, la precisión de nuestros algoritmos depende de la información proporcionada
por los trabajos que ya han finalizado y del número de trabajos que faltan por pla-
nificar. Además, en el algoritmo guiado por trabajo existe una interacción entre el
dispatcher del trabajo y los gestores de carga locales. Por lo tanto, para obtener me-
jores resultados esta solución también impone la implementación de una estrategia
particular a nivel local. Dado que las distintas infraestructuras Grid que forman
parte de un Grid Federado pueden utilizar planificadores comerciales o propios en
los distintos niveles, nuestra solución no impone un modelo de planificación en el
que se tengan que implementar unas políticas determinadas a nivel local.
2.4. Iniciativas para Grids Interoperables
En esta sección se recopilan las distintas iniciativas, estándares y soluciones para
proporcionar Grids interoperables.
2.4.1. Soluciones ad-hoc
Las primeras iniciativas exitosas que hicieron posible la interoperabilidad entre
distintos Grids [BCD+06, BCCP05, FJC05] resultaron ser soluciones ad-hoc no es-
calables. Dicha interoperabilidad se conseguía a base de adaptar las aplicaciones a
cada uno de los Grids en la capas de usuario y middleware. Esto hace que estas so-
luciones no sean escalables: la probabilidad de éxito decrece con cada nuevo Grid
adicional. Las estrategias de planificación empleadas en estos entornos tampoco
están claras, ya que las aplicaciones fueron modificadas para utilizar una configu-
ración Grid específica. De hecho, se podría argumentar que en realidad no se trata
de un Grid Federado, puesto que la interoperabilidad no es escalable y requiere de
mucho trabajo manual. Por el contrario, nuestro modelo de planificación soporta
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Grids Federados sin tener que modificar el modelo de programación y sin tener
que reescribir el código de las aplicaciones.
2.4.2. Estándares
Desde el OGF se está trabajando en la “Grid Scheduling Architecture Research
Group” GSA-RG [GSA09], una arquitectura de planificación que apuesta por la
coordinación entre las distintas capas de planificación. Por el momento se están
centrando en la interoperabilidad entre distintos planificadores dentro de un eco-
sistema OGF. En este sentido, están trabajando en la definición de un protocolo
y una interfaz comunes a los planificadores que permita la utilización de recur-
sos entre los distintos Grids por medio de herramientas estándar como “Job Sub-
mission Description Language” JSDL [JSDL09], OGSA [FKNT02] y WS-Agreement
[ACD+07]. Sin embargo, se están centrando más en los acuerdos que en las po-
líticas de planificación: con JSDL se pueden especificar políticas de planificación
basadas en los objetivos del broker (restricciones de tiempo, dependencias entre
trabajos . . . ).
2.4.3. Iniciativas
El propósito del “Grid Interoperation Now Community Group” GIN-CG [GIN09]
es el de coordinar un conjunto de esfuerzos de interoperabilidad entre Grids en
producción interesados en dar soporte a aplicaciones que necesitan recursos en
múltiples Grids. En concreto, el foco de interés se centra en implementar interope-
rabilidad en una serie de temas específicos y bien definidos para poder proporcio-
nar retroalimentación a los distintos grupos de estandarización y a los proveedores
de software.
2.4.4. Interoperabilidad a nivel de portal Grid
A diferencia de las iniciativas que apuestan por soluciones en la capa midd-
leware, P-GRADE [KKS08] propone solventar el problema de la interoperabilidad
situándose unas capas más arriba, a nivel de workflow como parte de un portal
Grid. Aunque P-GRADE oculta los detalles Grid de bajo nivel a los usuarios fina-
les, estos son los encargados de definir los recursos que les gustaría utilizar de los
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Grids seleccionados. Así, si el usuario detecta el mal funcionamiento de un recur-
so, es él mismo el encargado de eliminar dicho recurso. Además, el usuario final
es el responsable de planificar los trabajos asignando manualmente los nodos. Por
lo tanto, esta solución no es transparente para los usuarios los cuales tienen que
realizar muchas tareas de configuración.
2.4.5. Interoperabilidad a nivel Middleware
La casi totalidad de las actuales propuestas para proporcionar interoperabilidad
entre Grids son soluciones que se obtienen extendiendo la funcionalidad de los
meta-planificadores. Así, aunque los resultados de esta investigación se basan en
escenarios simulados de entornos reales, la idea final es la implementación de nues-
tra solución en un entorno real. Por lo tanto, cualquiera de los meta-planificadores
que se describen a continuación se podría utilizar para desplegar la arquitectura
descentralizada de Grid Federado y para la implementación de las estrategias de
planificación de grano-grueso basadas en un modelo de rendimiento.
Meta-Brokering
Con el concepto de Meta-Brokering [KRG09] se propone la utilización de una
nueva entidad, el Meta-Broker, en lugar de extender la funcionalidad del meta-
planificador. El Meta-Broker se sitúa por encima del resto de gestores de recursos
y utiliza meta-datos que obtiene de los mismos para decidir a dónde enviar un tra-
bajo. Su filosofía de planificación se denomina meta-brokering y crea un meta-nivel
por encima de los actuales gestores de recursos por medio de tecnologías del área
de la web semántica. De hecho, en esta iniciativa se proporcionan datos acerca de
los gestores de recursos en forma de meta-datos. Además, proponen la utilización
de la arquitectura meta-brokering como un modelo centralizado y también como un
modelo distribuido [RGC+08]. En concreto, sugieren un modelo centralizado (un
único meta-broker) para el proyecto HPC-Europa [HPC09] y uno distribuido (va-
rios meta-brokers que cooperan entre sí) para el LA Grid [LAGrid09]. En lugar de
emplear un modelo de recurso común para el intercambio de información entre
dominios Grid, utilizan un modelo de recurso agregado [Rod09], al igual que los
sistemas de información MDS [MDS09] y Ganglia [Ganglia09]. En cambio, siguien-
do la definición de Grid, nosotros proponemos una arquitectura descentralizada de
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meta-planificadores independientes, evitando el único punto de fallo que presenta
un modelo centralizado y la necesaria cooperación entre meta-brokers que implica
el modelo distribuido, proporcionando un modelo flexible que hace posible cam-
bios en la morfología del Grid Federado de forma dinámica y sin añadir nuevas
capas software. Además, nuestras estrategias de planificación no dependen total-
mente de los sistemas de información, ya que emplean un modelo de rendimiento
basado en información reciente acerca de las infraestructuras participantes en el
Grid Federado.
InterGrid
InterGrid [dABV07] promueve la interconexión de sistemas Grid por medio de
InterGrid Gateways. Estas pasarelas negocian el acceso a los recursos estableciendo
una serie de acuerdos entre los distintos Grids. InterGrid apuesta por una adminis-
tración de los recursos descentralizada: un Grid necesita mecanismos para definir
sus políticas, especificar qué recursos están disponibles para otros Grids y bajo qué
circunstancias, y para ponerlos a disposición de otros Grids, pero siempre man-
teniendo el control sobre sus recursos y sobre aquellos que quieran acceder a los
mismos. Sin embargo, este proyecto está planteado desde un punto de vista econó-
mico y su principal objetivo es el soporte de aplicaciones de negocios. En cambio,
nuestras estrategias buscan mejorar el tiempo de compleción de las aplicaciones y
aumentar el rendimiento de los recursos en un entorno en el que la idea principal
es la de compartir recursos entre los participantes.
Koala
El meta-planificador Koala [IET+07] emplea el concepto clave de matchmaking
delegado, que temporalmente une recursos remotos al entorno local. Esta arquitec-
tura les permite la interoperabilidad entre Grids multi-cluster. En concreto, cuando
un site manager no puede servir una petición local, toma la decisión de delegarla.
Durante el proceso de matchmaking, el resto de participantes se ordenan por medio
de una política personalizable que suele tener en cuenta información acerca del
estado de los participantes como, por ejemplo, el número de recursos libres.
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Figura 2.5: Representación esquemática de la arquitectura GANGA
GANGA
GANGA [JFJ+09] (GAUDI/ATHENA and Grid Alliance) se presenta como una
herramienta para la administración de tareas computacionales, proporcionando un
entorno homogéneo para el procesamiento de datos en recursos heterogéneos. En
concreto, se trata de una aplicación escrita en Python para facilitar la definición
y el control de tareas, que se ha desarrollado para satisfacer la demanda de un
interfaz de usuario Grid de los proyectos ATLAS y LHCb. Así, Ganga se centra
principalmente en la definición de trabajos, dejando la planificación a módulos
externos, como DIANE [Mó03] (distributed analysis environment). DIANE es un
planificador externo genérico a nivel de usuario que se puede ajustar de acuerdo a
las necesidades particulares de la aplicación. Por lo tanto, no es transparente para
los usuarios, los cuales tienen que realizar tareas de configuración.
En la figura 2.5 se observa que la funcionalidad de GANGA se reparte entre
varios componentes, a saber: (i) El “Gestor de aplicaciones” se encarga de definir la
tarea que se ejecutará dentro de un trabajo; (ii) el “Gestor de trabajos”, se encarga
del control de los trabajos, incluyendo la recuperación de los ficheros de salida una
vez que los trabajos han finalizado; (iii) el “Archivist” proporciona un repositorio
para almacenar información sobre los trabajos y sobre la localización de los fiche-
ros de entrada y salida; (iv) El “Core de GANGA” se encarga de las operaciones de
inicialización, hace de mediador entre el resto de componentes y facilita la funcio-
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nalidad de GANGA por medio de la interfaz pública; (v) finalmente, el “Cliente”
permite el acceso a la interfaz pública de GANGA de tres formas distintas.
Condor
Otro ejemplo en el que se trata de resolver el problema de la interoperabili-
dad a nivel de meta-planificador lo constituyen las últimas versiones de Condor
[Condor09]. En este caso, Condor permite el envío de trabajos a diferentes versio-
nes de Globus Toolkit [GT09], a Unicore [UNI09] y a NorduGrid [NorduG09]. El
envío de trabajos a otros Grids se puede realizar de dos formas. En la forma sen-
cilla, es el usuario el que directamente selecciona el Grid destino para ejecutar su
trabajo. Por el contrario, en el caso de que el usuario tenga varios recursos entre
los que elegir, Condor permite establecer una correspondencia entre trabajos y re-
cursos. Sin embargo, esta funcionalidad es relativamente nueva y presenta algunas
limitaciones. Por ejemplo, en el caso de que un trabajo falle a la hora de ejecutarse
en un Grid determinado debido a un error, Condor necesita de la asistencia de los
usuarios para evitar que en el futuro otros trabajos se ejecuten en dichos recursos.
Así, los usuarios deben indicar en el fichero de descripción de los trabajos en qué
sitios no se pueden ejecutar.
GridWay
El meta-planificador GridWay [HML04], desarrollado en el grupo de investi-
gación Arquitectura de Sistemas Distribuidos de la Universidad Complutense de
Madrid, tiene como principal objetivo realizar de forma automática todos los pasos
involucrados en el envío de trabajos y también el de proporcionar los mecanismos
para adaptar la ejecución de las aplicaciones de forma dinámica. Se trata de un
gestor de carga que realiza la gestión de la ejecución de trabajos y la intermedia-
ción de recursos en un Grid consistente en distintas plataformas computaciones de
forma fiable y eficiente. Además, GridWay efectúa todas estas gestiones de forma
transparente a los usuarios y desacoplando las aplicaciones de los gestores de carga
locales subyacentes.
Algunas de las características más destacadas de GridWay son la implementa-
ción de estándares del OGF [OGF09] y una arquitectura modular. Así, en la figura
















Figura 2.6: Arquitectura del meta-planificador GridWay
saber, un módulo de planificación independiente que facilita la implementación e
incorporación de nuevas políticas de planificación.
2.5. Conclusiones
En este capítulo se ha hecho un repaso de la tecnología Grid y de su estándar de
facto, el conjunto de herramientas Globus Toolkit. La definición de Grid nos indica
que la coordinación de los recursos no debe estar sujeta a un control centralizado,
por lo tanto, en el caso de un Grid Federado tampoco debemos apostar por una
arquitectura centralizada para resolver el problema de la planificación. Teniendo
en cuenta la estructura de un Grid Federado, el meta-planificador se presenta co-
mo un elemento clave desde el que proporcionar una solución: no tiene sentido
implementar soluciones a nivel de planificador local.
En la segunda parte del capítulo, se han presentados diversas alternativas que se
podrían utilizar como base para solventar el problema de la planificación en Grids
Federados. Así, primero se ha comenzado repasando todas aquellas estrategias que
ofrecen soluciones de tipo grano-fino, es decir, todas aquellas alternativas que ne-
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cesitan información precisa y “cercana” sobre los recursos. Este es el caso de los
algoritmos genéticos y de los algoritmos estáticos Min-min y Max-min. Además,
hemos visto que estas alternativas se suelen implementar por medio de un modelo
centralizado, como los modelos utilizados en entornos HPC, que presentan proble-
mas de escalabilidad portados al entorno de un Grid Federado. Después, se han
presentado algunas alternativas que proponen soluciones de planificación desde el
punto de vista de los trabajos o de las aplicaciones, como AppLeS. Sin embargo, en
unos casos estas soluciones imponen la implementación de las aplicaciones bajo un
determinado entorno de desarrollo y en otros, para obtener mejores resultados, im-
ponen la implementación de determinadas estrategias a nivel del planificador local.
Por último, se han descrito tanto proyectos, como InterGird y Koala, que ofrecen
soluciones a nivel de meta-planificador, extendiendo su funcionalidad, como pro-
yectos que proponen soluciones a nivel de meta-meta-planificador, como es el caso
de la iniciativa Meta-Brokering. Sin embargo, la mayoría de los proyectos e iniciati-
vas mencionados basan sus decisiones de planificación en el estado de los recursos.
Por el contrario, el eje principal de nuestros algoritmos es la utilización de un mo-
delo de rendimiento que nos permite caracterizar a las distintas infraestructuras
que forman el Grid Federado. Por lo tanto, nuestro meta-planificador no depende
tanto de los servicios de descubrimiento e información de recursos como otras so-
luciones. Este es un hecho importante, ya que según Ranjan y otros [RCH+07], los
servicios de información centralizados y jerarquizados (como R-GMA [R-GMA08],
Hawkeye [Hawk06] y MDS-2,3,4 [MDS09]) presentan varias limitaciones de base:
único punto de fallo, falta de escalabilidad, alto coste en las comunicaciones por
red y en potencia de cálculo para servir las peticiones. Además, los estudios di-
rigidos por Zhang y otros [ZFS03] verifican que sistemas como R-GMA, MDS y
Hawkeye tienen fallos de escalabilidad más allá de 300 usuarios concurrentes.
Finalmente, el meta-planificador GridWay se presenta como la mejor alternati-
va para implementar la arquitectura descentralizada de Grid Federado. GridWay
es código abierto y presenta un módulo de planificación independiente, por lo que
constituye la mejor opción para la implementación de las estrategias de planifica-
ción de grano-grueso basadas en un modelo de rendimiento.
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Propuesta y Simulación de una
Arquitectura Descentralizada de Grid
Federado
Como pudimos comprobar en el capítulo 2, la mayoría de los proyectos que
proporcionan interoperabilidad entre Grids apuestan por solucionar el problema
a nivel de meta-planificador, extendiendo su funcionalidad o incluso añadiendo
una nueva capa por encima de esta, es decir, a nivel de meta-meta-planificador o
meta-broker. Sin embargo, la información en estos niveles es poco precisa y está
más alejada de los recursos finales. En este sentido, encontramos soluciones que
apuestan por utilizar información sobre el estado de los recursos, cuando se ha
demostrado que los sistemas de información presentan importantes limitaciones.
Además, las arquitecturas planteadas se suelen utilizar para implementar mode-
los centralizados o distribuidos, cuando los sistemas Grid se caracterizan por la
coordinación de recursos no sujetos a un control centralizado.
Así, en este capítulo presentamos una arquitectura descentralizada basada en
meta-planificadores para dar soporte a la planificación de tareas independientes
en un Grid Federado. Se trata de extender la funcionalidad del meta-planificador
para incorporar una serie de estrategias de planificación de grano grueso capaces
de mejorar el tiempo de compleción de las aplicaciones y la productividad de los
recursos. Además, en la sección 3.3 se incluye una propuesta de implementación
del modelo descentralizado de Grid Federado por medio del meta-planificador
GridWay y de la entidad GridGateWay.
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Figura 3.1: Ejemplo de Grid Federado
Finalmente, en este capítulo también se detallan las diferentes herramientas de
las que se dispone actualmente para el estudio de un sistema Grid. De entre todos
los métodos existentes, se justifica la elección del conjunto de herramientas GridSim
como base para la implementación del simulador de la arquitectura descentralizada
de Grid Federado GridWaySim.
3.1. Análisis de un Grid Federado
Para comprender mejor el ajuste de la arquitectura descentralizada que se pre-
senta con posterioridad, primero debemos conocer cómo es un Grid Federado. Así,
en esta sección se explican los distintos elementos participantes en un Grid Fede-
rado. Para este propósito, es suficiente con el Grid Federado que se muestra en la
Figura 3.1, que está formado por dos infraestructuras Grid. Los Grids 1 y 2 pueden
ser tanto Grids de Empresa y Asociados, como de tipo Público. Así, en nuestra
arquitectura entendemos que un recurso o infraestructura Grid puede ser una má-
quina, un cluster o todo un Grid.
Los acrónimos utilizados en la Figura 3.1 son:
p LRMS: Local Resource Management System, Sistema de Gestión de Recursos Lo-
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cales, planificador, planificador local, gestor de recursos locales, gestor de car-
ga local. En la mayoría de los casos se trata de herramientas que provienen de
la computación de alto rendimiento y distribuida, y que han sido adaptadas
para sistemas Grid. Las más conocidas incluyen: SGE, LSF y PBS.
p meta-planificador: uno o más componentes Grid middleware. También se puede
tratar de una herramienta externa que utiliza componentes o servicios midlle-
ware.
p RMS: Resource Management Service, Servicio de Gestión de Recursos. Por lo ge-
neral se trata de una herramienta Grid middleware que proporciona una inter-
faz para la petición y el uso remoto de sistemas para la ejecución de trabajos.
Un ejemplo lo constituye el servicio Grid Resource Allocation and Management
(GRAM) [GRAM09] de Globus Toolkit [GP09]
Desde el punto de vista del meta-planificador existen dos tipos de recursos:
p Recursos Internos: el meta-planificador puede acceder a estos recursos de for-
ma directa mediante el LRMS correspondiente. Por lo tanto, estos son los
recursos propios de un centro de investigación, laboratorio o compañía.
p Recursos Externos: son aquellos recursos a los que el meta-planificador no pue-
de acceder de forma directa. Se trata de los recursos pertenecientes a otras
organizaciones, universidades y centros de investigación.
Si observamos la Figura 3.1, para el meta-planificador del Grid 1, este constituye
sus recursos internos. En consecuencia, estos recursos son directamente accesibles
por medio del LRMS correspondiente, como por ejemplo SGE o PBS, posiblemente
por medio de un interfaz uniforme. Por el contrario, los recursos externos son aque-
llos disponibles mediante la especificación RMS. En este caso, el meta-planificador
del Grid 1 sólo percibe un único recurso externo, el Grid 2.
Por último, los usuarios que se observan en la Figura 3.1 se pueden clasificar
como internos, externos y directos. Existen diferencias fundamentales en cuanto a
derechos y a la forma de acceder a los recursos para los distintos tipos de usuarios:
p Usuarios Internos: son los usuarios que manda trabajos directamente al meta-
planificador. En este caso, el trabajo enviado puede terminar ejecutándose
tanto en un recurso interno como en uno externo.
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p Usuarios Externos: son aquellos usuarios que mandan trabajos por medio de
la interfaz RMS a los recursos externos. En realidad, es el meta-planificador el
que decide enviar los trabajos a un recurso externo. Sin embargo, este proceso
es completamente transparente para los usuarios internos, que se convierten
en externos por medio de este procedimiento.
p Usuarios Directos: son aquellos usuarios que mandan trabajos directamente a
los recursos finales por medio del LRMS, produciendo de este modo cambios
en la carga de los recursos.
3.2. Arquitectura Descentralizada de Grid Federado
Para resolver el problema de la planificación en Grids Federados, en lugar de
un arquitectura centralizada, distribuida o centrada en la aplicación, nosotros pro-
ponemos la arquitectura descentralizada que se muestra en la Figura 3.2. El meta-
planificador presenta una cola en la que los trabajos tienen que esperar a ser pla-
nificados. Sin embargo, como muestran los resultados, incluso con los retardos
introducidos por las distintas colas por las que pasa un trabajo, esta arquitectura es
extremadamente beneficiosa. En general, el objetivo de la estrategia alojada en los
meta-planificadores de cada una de las infraestructuras que forman parte del Grid
Federado, es el de reducir el tiempo de compleción de sus propias aplicaciones y el
de incrementar la productividad del recurso Grid en el que se está ejecutando. Por
lo tanto, no existe un único planificador global, sino que cada recurso Grid parti-
cipante en la federación tiene su propio meta-planificador que además incorpora
una política de planificación específicamente adaptada al entorno.
Nuestra propuesta se puede resumir en los siguientes tres puntos:
Ê El meta-planificador de cada una de las infraestructuras Grid que forman
parte del Grid Federado aloja una estrategia de planificación específicamente
adapta al entorno.
Ë Para los usuarios y las aplicaciones, la asignación y posterior control de los
trabajos es completamente transparente.
Ì Cada política se preocupa por reducir el tiempo de compleción de sus pro-
pias aplicaciones y de incrementar la productividad de su propios recursos
36
3.3. GRIDGATEWAY: IMPLEMENTACIÓN DE UN MODELO






















Grid 1 Grid 2
LRMS LRMS LRMS LRMS LRMS LRMS
Figura 3.2: Arquitectura Descentralizada de Grid Federado
basándose en un modelo de rendimiento.
Por lo tanto, nuestra solución descentralizada no añade una nueva capa a las
ya existentes, como la solución basada en meta-meta-planificadores, y tampoco de-
pende por completo de un sistema de información para la planificación de trabajos.
3.3. GridGateWay: Implementación de un Modelo Des-
centralizado de Grid Federado
Repasando el estado del arte hemos podido comprobar que el meta-planificador
GridWay se presenta como la mejor alternativa para implementar la arquitectu-
ra descentralizada de Grid Federado debido a su código abierto y a que incluye
un módulo de planificación independiente, lo cual facilita en gran medida la im-
plementación de las estrategias de planificación de grano grueso basadas en un
modelo de rendimiento.
Además, un meta-planificador GridWay alojado en un servicio WS-GRAM de
Globus puede actuar como una pasarela entre dos infraestructuras Grid [LMHL06].
Esta entidad se denomina GridGateWay y permite crear pasarelas entre las distin-
tas infraestructuras Grid que forman un Grid Federado. El resultado se muestra
en la figura 3.3, en el que el GridGateWay se gestiona como un recurso común en
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Figura 3.3: Grid Federado basado en la entidad GridGateWay
el primer Grid y actúa como un proxy de sus usuarios en el segundo Grid. De
esta manera, la segunda infraestructura Grid aparece en el sistema de información
de la primera como un servicio GRAM normal, publicando la información de los
recursos Grid en forma abreviada y permitiendo el envío, la monitorización y el
control de trabajos a través de los distintos Grids que forman el Grid Federado.
Sin embargo, aunque el meta-planificador seleccionado por sus características
para la implementación de un modelo descentralizado de Grid Federado es Grid-
Way junto con el WS-GRAM de Globus como la interfaz RMS, en lugar de GridWay
se podrían utilizar otros meta-planificadores [KKS08] y en lugar de WS-GRAM se
podrían emplear otras interfaces para el envío remoto, como el OGF Basic Execu-
tion Service (BES) [BES08].
3.4. Herramientas para el Estudio de Sistemas Grid
A continuación se detallan una serie de herramientas que se pueden emplear
en el estudio de sistemas Grid:
p Las matemáticas nos permiten expresar declaraciones, relaciones, proposi-
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ciones sustantivas de hechos o de contenidos simbólicos. Estos modelos mate-
máticos nos permiten estudiar el comportamiento de sistemas complejos an-
te situaciones difíciles de observar en la realidad. El principal problema de
esta metodología es que generalmente se introducen simplificaciones de la
realidad que suelen conducir a entornos ideales. Con gran probabilidad, los
resultados que pudiéramos obtener por medio de esta metodología estarían
bastante alejados de los resultados que obtendríamos en una plataforma real.
p Por medio de la simulación podemos realizar modelos virtuales tanto de al-
goritmos como de los entornos Grid en los que se aplicarían. La fiabilidad de
los resultados obtenidos con un simulador dependerá del grado de similitud
con la realidad que pueda proporcionar el simulador en cuestión. Se trata por
lo tanto de analizar los distintos tipos de simuladores existentes y ver cual es
el que ofrece la funcionalidad que mejor se adapte a nuestras necesidades.
Como veremos en la siguiente sección, los simuladores están altamente espe-
cializados.
p La emulación se lleva a cabo en un sistema real, con aplicaciones reales, pero
en condiciones sintetizadas. Por otro lado, además de que existen pocos emu-
ladores, estos están poco especializados. Es una solución más cara y compli-
cada que un simulador y en cambio no ofrece mejoras sustanciales frente a
estos.
p A priori se podría pensar que los sistemas reales son la auténtica herramienta
que se debería utilizar si queremos conseguir resultados fiables. Sin embar-
go, el principal inconveniente de los sistemas reales es que el entorno no es
repetible ni controlable, por lo tanto en un sistema real no podríamos estudiar
el comportamiento que tendrían dos algoritmos distintos bajos las mismas
condiciones.
Como hemos visto, el modelo matemático tiende a idealizar la realidad, las con-
diciones de los sistemas reales no son repetibles ni controlables y los emuladores
presentan más inconvenientes que ventajas frente a los simuladores. Por lo tanto,
la solución pasaría por utilizar un simulador o directamente un sistema real. Fi-
nalmente, se ha decidido utilizar un simulador por los motivos que se detallan a
continuación.
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3.5. Necesidad de la Simulación
Si bien se podría pensar que avalar la bondades de las políticas incorporadas a
nuestro planificador convierten sus resultados en meramente teóricos sin ningún
tipo de valor práctico o aplicables en la realidad, esto deja de ser cierto en el mo-
mento en el que hablamos de un entorno Grid. Esto es así debido a los problemas
a los que nos enfrentamos cuando se trata de analizar el comportamiento de un
planificador en un entorno Grid real. A continuación, se enumeran los motivos
más importantes por los que es preferible utilizar un simulador que un Grid real
[MB02]:
Ê Poner en marcha un entorno Grid es muy costoso en varios sentidos, tanto en
recursos como en tiempo. Por lo tanto, si es complicado desplegar un Grid
Local, conseguir la colaboración entre varios Grids Locales para desplegar un
Grid Federado requiere de un esfuerzo aún mayor.
Ë Utilizar un entorno real puede implicar costes económicos reales. En algunos
casos, para probar determinados algoritmos, tal vez nos veamos en la necesi-
dad de realizar pruebas en Grids que tienen implícito un determinado coste.
La utilización de un simulador en su lugar, puede reducir en gran medida
dichos costes.
Ì Mandar trabajos reales para que se ejecuten en un entorno real tiene asociado
un coste temporal muy elevado. Sin embargo, si disponemos de un equipo
con un procesador potente y memoria suficiente, podemos simular en pocos
segundos las horas que puede tardar un trabajo en ejecutarse.
Í Es imposible que un Grid real nos proporcione un entorno repetible y contro-
lable para que podamos evaluar distintas estrategias de planificación.
Î Ejecutar una simulación no requiere nada más que lanzar un proceso. De esta
manera nos ahorramos la sobrecarga que supone la coordinación de recursos
reales.
Ï La simulación también es efectiva a la hora de trabajar con hipótesis de gran
envergadura que involucrarían a un gran número de usuarios activos, lo cual
es muy difícil de coordinar.
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Por lo tanto, emplear un simulador es bastante aconsejable, sobre todo si lo que
se pretende es comparar el comportamiento de un algoritmo frente a otros algo-
ritmos existentes para así poder mejorarlo. Además, podremos obtener resultados
en un tiempo menor, con menos esfuerzo y por un coste económico inferior que
empleando un Grid real. Sin embargo, no debemos olvidar que el principal obje-
tivo de la investigación es llegar a obtener un algoritmo que podamos incluir en
un meta-planificador real para poder planificar trabajos en un Grid Federado de
la manera más óptima posible. Por lo tanto, los resultados obtenidos no tendrán
mucho valor si provienen de simulaciones de entornos poco o nada realistas. Si de
verdad queremos llegar a unos resultados fiables, las simulaciones deben de ser lo
más reales posible. Para ello, a la hora de modelar el Grid Federado debemos ba-
sarnos en las características de los recursos que forman los distintos Grids que hay
en el mundo real, como el Large Hadron Collider (LHC) Computing Grid (LCG)
[LCG09].
En la siguiente sección se describen varios simuladores Grid y se explica el
porqué de la elección de GridSim en contra del resto.
3.6. Simuladores Grid
En los últimos años, al calor del auge de los sistemas Grid han ido apareciendo
distintos simuladores con la idea de estudiar aspectos concretos de estos sistemas,
como el estado de las redes de comunicación o la influencia de los algoritmos de
planificación.
3.6.1. Bricks
El simulador Bricks [TMN+99, ATN+00], desarrollado en el Instituto de Tec-
nología de Tokio en Japón por Aitda Kento y otros, permite analizar y comparar
diversas estrategias de planificación en un entorno de computación global de al-
to rendimiento. En concreto, Bricks puede simular el comportamiento de sistemas
globales de computación, centrándose en la simulación del comportamiento de las
redes y de los algoritmos para compartir recursos. Así, los servidores y las redes se
modelan por medio de un sistema de colas. Bricks está escrito en Java y se divide
en varios módulos, por lo que permite al programador especificar la configuración
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del sistema deseada por medio de un script. Sin embargo, Bricks no está disponible
para su descarga y utilización.
3.6.2. SimGrid
La herramienta de simulación SimGrid [CLM03, Cas01] ofrece un entorno que
permite la simulación de aplicaciones en entornos de computación distribuidos con
el objetivo específico de desarrollar y evaluar algoritmos de planificación. SimGrid
ofrece al usuario la posibilidad de definir tareas con diferentes tiempo de ejecu-
ción y de realizar la simulación de recursos basados en máquinas estándar. Las
principales características del simulador SimGrid son:
Ê Ofrece un entorno con un nivel de abstracción ajustado a las necesidades del
programador.
Ë Permite modelar y evaluar de manera precisa algoritmos de planificación
para sistemas distribuidos.
Ì Proporciona una simulación más realista en comparación con sus antecesores.
Sin embargo, aunque SimGrid ofrece muchas ventajas para el estudio de algo-
ritmos de planificación en entornos distribuidos y nos podemos descargar la dis-
tribución más reciente de su página web [SimGrid09], este simulador está escrito
en C y por lo tanto no es independiente de plataforma.
3.6.3. GridG
GridG [LD03] es un generador de Grids computacionales sintéticos por medio
de grafos. La red topológica que conforma un Grid es un conjunto de nodos y arcos
que tienen asociado el hardware y el software disponible. GirdG es un proyecto
de la Northwestern University para el estudio de servicios de información Grid
basados en un modelo de datos relacional. El simulador GridG, escrito en Perl,
está dividido en dos componentes: un generador de topología y un generador de
anotaciones sobre los atributos de los componentes de la red. Aunque GridG está
orientado al estudio de redes, también se puede usar para evaluar la sobrecarga
de las redes de ordenadores y los sistemas P2P. La última y única distribución
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disponible de GridG, la 1.0, es del año 2004 y se puede descargar desde la web del
proyecto [GridG04].
3.6.4. GangSim
GangSim [GangSim06, DF05] se centra en estudiar el comportamiento de los
planificadores de Organizaciones Virtuales (VOs) en función de las políticas de
planificación, de las políticas de utilización de recursos y de la carga de trabajo.
Combina técnicas de simulación discreta y el modelado de los componentes más
importantes del sistema para simular la interacción entre Organizaciones Virtuales.
Como su nombre indica, este simulador deriva del sistema de monitorización Gan-
glia [Ganglia09] e incluye herramientas para la especificación de cargas de trabajo
y para la generación de entornos Grid. Sin embargo, el principal foco de estudio
de este simulador son las cargas de trabajo.
3.6.5. OptorSim
El desarrollo del simulador OptorSim [OptorSim06, BCC+09] viene motivado
por la creación y gestión de réplicas de datos en distintas localizaciones geográficas.
Se trata de una arquitectura modular desarrollada en Java ideada para el estudio
de estrategias de replicación optimizadas. En un entorno Grid, cada sitio puede
contener varios elementos computacionales y de almacenamiento. OptorSim toma
una configuración Grid y un algoritmo de replicación optimizado como entrada
y ejecuta un número de trabajos sobre dicha configuración. Asimismo, OptorSim
también permite al usuario visualizar el rendimiento del algoritmo.
El desarrollo actual de OptorSim incluye la evaluación de un Modelo Económico
utilizando un protocolo de actuación Peer to Peer que optimiza tanto la selección
de replicas para ejecutar los trabajos como la creación dinámica de réplicas en los
sitios Grid por medio de una función de predicción.
3.6.6. GridSim
GridSim [BM02, GridSim09] proporciona una API escrita en Java con la que
podemos simular todas aquellas entidades participantes en un sistema distribui-
do, como usuarios, aplicaciones, recursos, gestores de recursos y planificadores, y
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cuyo principal objetivo es el diseño y estudio de algoritmos de planificación. La
simulación se realiza por medio de SimJava [HM98], uno de los paquetes de simu-
lación de propósito general más conocidos. En SimJava cada una de las entidades
participantes en la simulación se ejecuta en paralelo en su propio hilo o thread.
Teniendo en cuanta las ventajas e inconvenientes de cada uno de los simula-
dores presentados, finalmente se ha optado por la utilización de GridSim. Este
simulador presenta características muy importantes: está orientado a la evaluación
de algoritmos de planificación, está implementado en un lenguaje independiente
de plataforma, la simulación se realiza por medio de SimJava y tiene un gran so-
porte técnico. Además, resulta bastante significativo qué, como se puede ver en su
página web, GridSim haya sido utilizado previamente por múltiples investigadores
para presentar resultados.
En la siguiente sección se describe con detalle el funcionamiento y las partes
más importantes de la arquitectura de GridSim.
3.7. GridSim
GridSim [BM02, GridSim09] se desarrolla como resultado de la necesidad de
analizar algoritmos de planificación en sistemas distribuidos de gran escala for-
mados por recursos heterogéneos. La diferencia entre utilizar un sistema real en
tiempo real y un simulador, es que un simulador funciona correctamente sin te-
ner que realizar complejos e innecesarios mecanismos de análisis y evitando la
sobrecarga que supone la coordinación de recursos reales, tanto humanos como
de infraestructuras. Un entorno simulado resulta más factible en varios sentidos,
tanto en coste económico como en tiempo. Resulta mucho más barato adquirir una
única máquina con memoria RAM suficiente para que el simulador se ejecute sin
problemas que, en nuestros caso, tener que reunir varios Grids para formar un
Grid Federado. Posiblemente el problema económico se podría solucionar de al-
guna manera, por ejemplo, por medio de una colaboración entre varios centros de
investigación que estuviera financiada. Sin embargo, el mayor problema lo supone
el tiempo y la sobrecarga que supone coordinar tantos recursos materiales y hu-
manos. El simulador nos permite probar un algoritmo tras otro, en poco tiempo y
sobre el escenario Grid más complejo que se nos pueda ocurrir. Por todo lo cual, el
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tiempo invertido en implementar GridSim desde cero compensaba todo el tiempo
y dinero que supondría la utilización de un entorno real en su lugar.
La primera distribución de GridSim, GridSim 1.0, es de Diciembre de 2001.
Desde entonces, se han sucedido 12 distribuciones hasta llegar a la más reciente
de Septiembre de 2009, la GridSim 5.0 beta. El mantenimiento es sin duda un da-
to importante a tener en cuenta a la hora de decantarse por un simulador u otro.
A diferencia de otras herramientas, GridSim ha ido mejorando y sacando nuevas
distribuciones a lo largo del tiempo. Además, cuenta con una página web en la
que podemos encontrar el API, documentación, un gran número de programas de
ejemplo, publicaciones sobre GridSim y otras publicaciones en las que se utiliza
GridSim para la generación de resultados. Por último, los usuarios de GridSim
también cuentan con una lista de discusión a la que pueden enviar sus dudas.
GridSim es una herramienta muy completa e intuitiva que permite la simula-
ción de distintas clases de recursos heterogéneos, usuarios, aplicaciones, interme-
diarios de recursos y planificadores. Se puede utilizar para simular planificadores
en dominios administrativos simples o múltiples como clusters o Grids. Los plani-
ficadores o brokers se encargan del descubrimiento, selección y agregación de un
conjunto diverso de recursos distribuidos para un usuario individual. Esto significa
que cada usuario tiene su broker particular y que por lo tanto este puede ser im-
plementado con el objetivo de optimizar las necesidades de su propietario. Por otro
lado, tenemos intermediarios de recursos en entornos administrativos simples, co-
mo por ejemplo, un cluster. Estos intermediarios locales tienen un control completo
sobre las políticas de alojamiento.
3.7.1. Características
Las características más destacadas que presenta el simulador GridSim son las
siguientes:
p Permite modelar distintos tipos de recursos heterogéneos.
p Los recursos se pueden utilizar de dos maneras: en espacio o en tiempo com-
partido.
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p La capacidad de los recursos se puede definir por medio de MIPS (Milion Ins-
tructions Per Second, Millones de Instrucciones Por Segundo) según un banco
de pruebas SPEC (Standard Performance Evaluation Corporation, Corporación
Estándar para la Evaluación del Rendimiento).
p Los recursos se pueden localizar en cualquier zona horario.
p Los fines de semana y los días festivos se pueden mapear dependiendo de la
hora local del recurso para modelar una carga local.
p Se pueden apartar recursos para reserva anticipada.
p Se pueden simular aplicaciones con distintos grados de paralelismo.
p Las tareas de una aplicación pueden ser heterogéneas y con CPU o E/S in-
tensiva.
p No existe un límite en el número de trabajos de una aplicación que se pueden
enviar a un mismo recurso.
p Varios usuarios pueden enviar tareas de forma simultánea al mismo recurso,
el cual puede ser de espacio o tiempo compartido.
p Se puede especificar una determinada velocidad de red entre los distintos
recursos.
p Soporta planificadores estáticos y dinámicos.
p Se puede hacer un registro de todas o de algunas de las operaciones que
posteriormente pueden ser analizadas utilizando los métodos de análisis es-
tadístico que incorpora GridSim.
3.7.2. Arquitectura del Sistema
Como se puede ver en la figura 3.4, GridSim presenta una arquitectura modular
en varios niveles:
Ê La primera capa está relacionada con la máquina virtual, denominada JVM
(Java Virtual Machine, Máquina Virtual de Java) cuya implementación está dis-
ponible para sistemas mono y multiprocesador, incluyendo clusters.
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Figura 3.4: Arquitectura modular en varios niveles con los componentes de Grid-
Sim.
Ë En la segunda capa se encuentra la infraestructura para la generación de
eventos. Una de las infraestructuras de simulación más populares disponibles
en Java es SimJava.
Ì Los componentes encargados de simular y modelar las principales entidades
Grid, como los recursos y los servicios de información, se sitúan en el ter-
cer nivel. La herramienta GridSim se concentra en esta capa que se encarga
de simular a las distintas entidades del sistema por medio de los servicios
ofrecidos por la capa inferior.
Í En la capa número cuatro se hayan los componentes encargados de represen-
tar a planificadores e intermediarios de recursos.
Î La última capa representa a los componentes orientados a la evaluación de
los algoritmos, heurísticas y políticas de planificación.
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3.7.3. SimJava
SimJava [HM98] es un paquete de propósito general para la simulación imple-
mentado en Java. Las simulaciones en SimJava contienen un número de entidades
que se ejecutan en paralelo en su propio hilo o thread. La funcionalidad de una
entidad se codifica en Java dentro del método body(). Cada entidad tiene acceso al
siguiente conjunto de primitivas de simulación:
p sim_schedule() envía eventos a los puertos de otras entidades.
p sim_hold() espera durante un determinado tiempo de simulación.
p sim_wait() espera por la llegada de un objeto de la clase evento.
El algoritmo de simulación secuencial en SimJava es como sigue. Un objeto de
la clase Sim_system mantiene una cola ordenada con los eventos futuros. Inicial-
mente, se crean todas las entidades y se pone en estado de ejecución los métodos
body(). Cuando una entidad hace una llamada a una función de simulación, el
objeto Sim_system detiene el hilo de ejecución de la entidad y coloca un evento en
la cola de eventos futuros para indicar que se tiene que procesar la función. Cuan-
do todas las entidades se han detenido, Sim_system saca el siguiente evento de la
cola de eventos, avanza el tiempo de simulación según corresponda y reanuda las
entidades adecuadas. Este bucle se repite mientras se sigan generando eventos. Si
la JVM soporta hilos nativos, entonces todas las entidades que comienzan su ejecu-
ción en el mismo tiempo de simulación se deberían ejecutar de forma concurrente.
3.7.4. Entidades GridSim
SimGrid soporta entidades para la simulación de recursos heterogéneos, multi
o mono procesador, que se pueden configurar como sistemas de espacio o tiempo
compartido. Permite ajustar el reloj con distintas zonas horarias para simular una
distribución geográfica de los recursos. También soporta entidades que simulan las
redes que se utilizan para la comunicación entre los distintos recursos. Durante la
simulación, GridSim crea varias entidades que se ejecutan en paralelo dentro de
su propio hilo o thread. Como indica SimJava, la funcionalidad de las entidades se



















Figura 3.5: Diagrama de flujo de una simulación basada en GridSim
En esta sección se presenta un diseño conceptual de las entidades que podemos
simular con GridSim. La figura 3.5 muestra un diagrama de flujo entre las posibles
entidades que podríamos modelar con GridSim. Esto no significa que todas estas
entidades estén implementadas por medio de clases del paquete GridSim. Es el
caso de la entidad Usuario y de la entidad Intermediario, que no existen como
tales en el API de GridSim. Sin embargo, las entidades Servicio de Información
y Recurso sí que tienen su implementación por medio de una o varias clases del
paquete GridSim.
p Usuario: esta entidad representa un usuario Grid. Cada usuario puede ser
distinto del resto dependiendo del tipo de trabajos creados, de la estrategia
de planificación, del número de trabajos que envía y de la zona horaria entre
otras muchas variables.
p Intermediario: cada usuario se conecta con un intermediario. El usuario man-
da los trabajos al intermediario para que este, aplicando una estrategia de
planificación, decida a qué recursos enviar los trabajos para que estos se eje-
cuten. Para realizar una correcta planificación, el intermediario se encarga de
obtener información sobre los recursos por medio del servicio de informa-
ción.
p Recurso: cada una de las instancias de este tipo representa a un recurso Grid.
Al igual que los usuarios, los recursos pueden ser distintos unos de otros
dependiendo de una serie de características, como el número de procesadores,
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el coste de procesamiento, la velocidad de procesamiento, la política interna
de planificación, la carga local y la zona horaria.
p Servicio de Información: esta entidad proporciona un servicio de registro y
mantiene una lista con todos los recursos disponibles en el Grid. Los inter-
mediarios pueden consultar con esta entidad para obtener la referencia de un
recurso, su configuración y su información de estado.
p Entrada y Salida: el flujo de información entre las distintas entidades GridSim
se realiza por medio de las entidades de Entrada y de Salida. Cada una de
las entidades GridSim conectadas por medio de una red, presenta canales o
puertos de E/S, que se utilizan para establecer un enlace entre la entidad y
sus propias entidades de E/S.
3.7.5. Modelos de Aplicación
GridSim no define explícitamente un modelo de aplicación específico. Queda en
manos de los encargados de desarrollar los planificadores y los intermediarios la
definición de dichos modelos. Los creadores de GridSim sólo han experimentado
con granjas de tareas, pero creen que otros modelos de aplicación como el procesa-
miento paralelo, los Grafos Acíclicos Dirigidos (DAGs), divide y vencerás y otros
descritos en [SB98] también se pueden modelar y simular utilizando GridSim.
En GridSim cada tarea es independiente y puede tener tiempos de procesa-
miento y tamaños de ficheros de E/S variables. En GridSim este tipo de tareas
independientes están implementadas en la clase Gridlet.
3.7.6. Protocolos de Comunicación
En GridSim los protocolos de comunicación entre las distintas entidades se im-
plementan por medio de eventos. La entidades utilizan los eventos tanto para la
petición de servicio como para enviar la respuesta. Los eventos que tienen su origen
en la propia entidad se denominan eventos internos y los originados en entidades
externas se denominan eventos externos. En GridSim los protocolos se utilizan para
definir los servicios de la entidad. Dependiendo del tipo de protocolo, los eventos
de GridSim también se pueden clasificar en síncronos y asíncronos. Un evento se
denomina síncrono cuando la entidad que originó el evento se queda bloqueada
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hasta que la entidad destinataria del evento realiza las acciones correspondientes
asociadas al evento. Por otro lado, un evento se denomina asíncrono cuando la en-
tidad que originó el evento, eleva el evento y continúa con su ejecución sin esperar
por la finalización de las actividades asociadas con el evento. Cuando la entidad
destino recibe el evento o petición de servicio, responde mandando de vuelta los
resultados por medio de uno o varios eventos. Finalmente, de la naturaleza de los
distintos tipos de eventos se deduce que los eventos externos pueden ser tanto sín-
cronos como asíncronos, pero que los internos sólo pueden ser síncronos para así
poder evitar abrazos mortales.
3.8. GridWaySim
En esta sección se presenta un simulador de Grids Federados basado en la
arquitectura descentralizada de meta-planificadores. Este simulador se denomina
GridWaySim y nos permite crear una federación de Grids por medio de meta-
planificadores GridWay. En concreto, este simulador nos permitirá comprobar si
las estrategias de planificación basadas en el modelo de rendimiento presentadas
en esta tesis ofrecen buenos resultados en un Grid Federado. A continuación se
analizan los distintos módulos que conforman la arquitectura de este simulador.
Finalmente, para entender mejor el funcionamiento del simulador, mostraremos su
secuencia de ejecución y comprobaremos cómo se comunican los distintos módu-
los.
3.8.1. Arquitectura GridWaySim
La figura 3.6 muestra los distintos módulos que se han añadido a la arquitectura
de GridSim para crear el simulador GridWaySim. Los nuevos módulos, destacados
en azul, agrupan una serie de clases que representan distintas entidades relacio-
nadas con los Usuarios, Trabajos, Recursos e Infraestructuras, entre otros. Dichas
clases se han implementado a partir de la versión 4.1 del paquete GridSim en el
entorno Eclipse [Eclipse09].
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GridWaySim
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Figura 3.6: Componentes del simulador GridWaySim
Módulo GridWaySim
Esta entidad nos permite modelar un Grid Federado, es decir, a través de ella
podemos especificar el número de usuarios, el tamaño de los experimentos y el nú-
mero de recursos que participarán en la simulación. Así, esta clase se encarga de la
creación e inicialización de las principales entidades: usuarios, meta-planificadores
e infraestructuras.
Módulo Usuarios
La clase más destacada de este módulo es la clase User. Se encarga de modelar
a un usuario que manda experimentos al meta-planificador GridWay. Esta clase
puede representar tanto a usuarios internos como a externos, ya que en realidad
es el meta-planificador el que tiene dicha percepción. La funcionalidad de cada
usuario incluye el envío de experimentos al meta-planificador correspondiente y la
espera por los resultados. Una vez que todos sus experimentos han sido devueltos y
antes de terminar, esta clase genera un fichero de texto que incluye un informe para
cada uno de los experimentos. Estos informes son procesados con posterioridad y
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sirven para desvelar información acerca del comportamiento de las políticas de
planificación.
Módulo Trabajos
Dentro de este módulo encontramos a las clases Job y Experiment. La clase Job
representa un trabajo genérico que se manda al Grid. Esta entidad proporciona
información precisa sobre cada trabajo, por ejemplo, tiempos de ejecución (inicio,
finalización, CPU), estado del trabajo (planificado, en ejecución, finalizado) y si
es interno o externo. Cada trabajo tiene una longitud (medida en MI, millones
de instrucciones) y un tamaño para los ficheros de entrada y salida (en bytes)
concretos.
La clase Experiment representa el concepto de experimento como una colección
de trabajos. Esta entidad nos proporciona una visión global del experimento, como
el comienzo del mismo y el instante de su finalización.
Módulo GridWay
La clase GridWay representa al meta-planificador GridWay. Esta es la clase más
importante de todas las que componen el simulador, ya que es la encargada de
incorporar las distintas estrategias de planificación basadas en el modelo de ren-
dimiento. Esta clase recibe experimentos por parte de los usuarios y se encarga de
planificar los trabajos de cada uno de los experimentos sobre las distintas infra-
estructuras Grid que forman el Grid Federado. En tiempo de ejecución se crearán
tantas instancias de esta clase como infraestructuras Grid participantes, es decir,
una por Grid. Cuando GridWay tiene que enviar un trabajo a un recurso externo,
introduce un retardo con el objetivo de que el trabajo llegue más tarde. Este retardo
no sólo tiene en cuenta el tiempo que el trabajo tarda en atravesar la red, además,
incluye el retardo que supone el paso del trabajo por el RMS (GRAM) hasta llegar
al GridWay de la infraestructura externa.
Módulo Recursos
En este módulo se incluyen aquellas clases necesarias para que GridWay man-
tenga información sobre los recursos a los que tiene acceso. En concreto, se encuen-
tran las clases BrokerResource, Record y Regression. BrokerResource es utilizada
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por GridWay para representar a cada una de las infraestructuras Grid a las que tie-
ne acceso. Esta clase le permite saber si el recurso es interno o externo, si tiene o no
nodos libres y su rendimiento. Para establecer el rendimiento se utilizan las clases
Record, que almacena información sobre los trabajos finalizados en el recurso en
cuestión, y Regression, que calcula la relación lineal en base a los registros.
Módulo Infraestructuras
El módulo Infraestructuras lo constituye una jerarquía de clases encargadas de
modelar a las distintas infraestructuras que queremos que formen parte del Grid
Federado. La clase Testbed representa a una infraestructura Grid genérica, con
su nombre y lista de recursos, entre otros. Extendiendo esta clase podemos imple-
mentar infraestructuras Grid concretas, como el Grid DSA, que es el Grid del grupo
“Distributed System Architecture” de la Universidad Complutense de Madrid, que
se representa por medio de la clase DSATestbed.
Módulo AllocationPolicy
Este módulo está compuesto por la clase AllocationPolicy, que es una exten-
sión de la clase AllocPolicy del paquete GridSim. En realidad, esta clase imple-
menta la política “Space Shared” que es una política de alojamiento para recursos
Grid que se comporta como el algoritmo “First Come First Serve” (FCFS). Es un pla-
nificador simple y básico que ejecuta cada trabajo en un elemento computacional o
nodo. A esta funcionalidad se le ha añadido la posibilidad de obtener información
sobre el estado de las colas con la idea de que GridWay pueda conocer cuántos
trabajos están encolados y cuántos se están ejecutando en un recurso determinado.
Se puede decir que AllocationPolicy es como el LRMS de cada recurso Grid.
3.8.2. Secuencia de Ejecución de GridWaySim
La Figura 3.7 muestra una secuencia de ejecución simplificada del simulador
GridWaySim. En este secuencia se muestra la creación e interacción de las clases
más importantes, no de todas las clases que realmente participan en la simula-
ción. Todo comienza con la ejecución del simulador por parte de un usuario. En
ese momento, GridWaySim se encarga de configurar la simulación. Comienza con



























Figura 3.7: Secuencia de ejecución de GridWaySim simplificada
Testbeds como infraestructuras formen el Grid Federado. Después, se crea y asigna
un meta-planificador GridWay a cada uno de los Testbeds. Seguidamente, se crean
los Users junto con los Experiments y Jobs que queremos que manden al GridWay
que se les asigne. Además, en el momento de su creación, GridWaySim le indica
a cada User el instante en el que debe enviar el Experiment a su GridWay. De es-
ta manera, conociendo a priori la evolución de la simulación podemos hacer que
los usuarios manden trabajos a los meta-planificadores coincidiendo con distintos
niveles de saturación de los recursos. Finalmente, GridWaySim crea cargas de tra-
bajos o Workloads para que manden trabajos a los Testbeds oportunos. La clase
Workload pertenece al paquete GridSim y nos permite crear un entorno realista en
el que los trabajos de nuestros usuarios compiten por los recursos con los trabajos
mandados por los Workloads.
Una vez creadas e inicializadas las distintas entidades, estas evolucionan e in-
teractúan por separado de forma paralela. Así, según podemos ver en la figura 3.7,
en un instante de tiempo concreto de la simulación, un usuario enviará un expe-
rimento a su meta-planificador y se quedará esperando a que este le devuelva el
experimento resuelto. En ese momento, el meta-planificador, aplicando la política
de planificación que corresponda, decidirá enviar trabajos a sus recursos internos
o a los recursos externos a los que también tiene acceso. En realidad, enviará los
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trabajos a los meta-planificadores que dan accedo a dichos recursos externos. Al
mismo tiempo, desde los Workloads se mandan trabajos a los Testbeds siguiendo
una serie de trazas que se leen de un fichero.
3.9. Conclusiones
En este capítulo se ha presentado una arquitectura descentralizada para la pla-
nificación de trabajos en Grids Federados. Esta arquitectura surge en contra posi-
ción a los modelos de planificación centralizados y distribuidos que se vieron en
el capítulo anterior y como respuesta a la propia definición de Grid como un sis-
tema que coordina recursos no sujetos a un control centralizado. Esta arquitectura
descentralizada se basa en la entidad GridGateWay, que consiste en el servicio de
Globus WS-GRAM alojando un meta-planificador GridWay. Sin embargo, podría-
mos utilizar otros meta-planificadores e interfaces RMS en su lugar.
Además, en este capítulo también se describen varias herramientas que se po-
drían utilizar para validar la arquitectura descentralizada y los algoritmo propues-
tos, desde las matemáticas hasta un sistema real. Sin embargo, las características
de los simuladores (condiciones repetibles y controlables, menos costes humanos,
económicos, materiales y en tiempo) hacen que estos sean la opción más apropiada
para validar nuestras estrategias de planificación. De entre todos los simuladores
Grid analizados (Bricks, SimGrid, GridG, GangSim, OptorSim, GridSim), se deter-
mina que el más apropiado es GridSim. Esto se debe a que GridSim presenta un
conjunto de características (orientado a la evaluación de algoritmos de planifica-
ción, implementado en un lenguaje independiente de plataforma, simulación por
medio de SimJava, gran soporte técnico) que no encontramos en el resto de simu-
ladores Grid. Por lo tanto, se elige GridSim como base para la implementación de
nuestros propio simulador de Grids Federados, GridWaySim.
Puesto que la fiabilidad de los resultados obtenidos con GridWaySim depen-
derá del grado de similitud con la realidad, en este capítulo se comprueba que la
arquitectura de GridWaySim incluye todos aquellos elementos que forman parte
de un Grid Federado.
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Repasando el estado del arte hemos podido comprobar que los distintos pro-
yectos e iniciativas existentes no se terminan de adaptar a las características de un
Grid Federado. En la mayoría de los casos las distintas soluciones presentan pro-
blemas de escalabilidad. Por una parte, se encuentran las estrategias que emplean
técnicas de grano-fino en las que los gestores de recursos poseen información pre-
cisa acerca de los recursos a los que desean enviar trabajos, cuando en realidad este
tipo de escenario precisa de técnicas de grano-grueso. Por otro lado, hemos podido
comprobar que la mayoría de las soluciones apuestan por solucionar el problema
a nivel de meta-planificador, extendiendo su funcionalidad, o incluso añadiendo
una nueva capa por encima de esta, es decir, a nivel de meta-meta-planificador o
meta-broker. Por lo tanto, la información en estos niveles es poco precisa y está
más alejada de los recursos finales. En este sentido, encontramos soluciones que
apuestan por utilizar información sobre el estado de los recursos, cuando se ha
demostrado que los sistemas de información presentan importantes limitaciones.
Además, los modelos planteados suelen ser centralizados o distribuidos, cuando
los sistemas Grid se caracterizan por la coordinación de recursos no sujetos a un
control centralizado.
Si en el anterior capítulo presentamos una arquitectura descentralizada basada
en meta-planificadores para dar soporte a la planificación de tareas independientes
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en un Grid Federado, en este se detallan varios algoritmos que proporcionan una
solución simple, desacoplada y de grano-grueso que se podrían desplegar en cual-
quier Grid. Dichos algoritmos se basan principalmente en un modelo de rendimien-
to, en lugar de en la información proporcionada por los sistemas de información
y descubrimiento de recursos. Así, en la primera parte del capítulo se analizan
cuatro algoritmos de planificación pensados para un escenario en el que una pe-
queña infraestructura accede a los recursos de un Grid asociado tipo LCG. Los
cuatro algoritmos propuestos se comparan con la actual política de planificación
del meta-planificador GridWay.
Además, este capítulo recoge los experimentos realizados basados en el simula-
dor GridWaySim para determinar la efectividad de los algoritmos. De esta manera
nos cercioramos de que las estrategias cumplen con dos de los objetivos principales:
reducir el tiempo de compleción de las aplicaciones e incrementar la productividad
de los recursos. Para ello, primero se muestra el escenario de pruebas propuesto
juntos con las características técnicas de las infraestructuras participantes. Además,
se detalla la configuración del simulador y el valor de los parámetros más impor-
tantes. Después, se presentan y analizan las tablas con los resultados para cada una
de las simulaciones y se compara gráficamente el comportamiento de las distintas
políticas.
Para comprobar la eficacia de los algoritmos, todas las simulaciones plantean
el mismo experimento, con las mismas infraestructuras y los mismos usuarios que
envían el mismo experimento, con el mismo número de trabajos en los mismos ins-
tantes de tiempo. De esta manera, el algoritmo de planificación implementado en
el meta-planificador GridWay es el único factor que diferencia a las distintas versio-
nes. Los escenarios de pruebas pueden contener todas las infraestructuras, usuarios
y meta-planificadores que queramos. Asimismo, los experimentos pueden contener
el número de tareas que queramos. Sin embargo, dada la heterogeneidad de un sis-
tema Grid y para poder estimar el rendimiento que este ofrece, necesitamos aplicar
una metodología de benchmarking. En concreto, las aplicaciones tienen que estar
formadas por un conjunto de tareas independientes, cada una de las cuales reali-
za el mismo cálculo sobre el mismo subconjunto de parámetros. Es decir, nuestro
análisis es válido para aplicaciones HTC (High Throughput Computing) generales.
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4.1. Modelo de Rendimiento
Los sistemas Grid son difíciles de controlar debido a su naturaleza heterogénea
y a que presentan condiciones que cambian de forman impredecible. Por lo tanto,
una metodología de evaluación comparativa adecuada ayudaría a determinar la
fiabilidad de un Grid. En el trabajo presentado por Montero y otros [MHL06], se
centran en desarrollar una metodología de evaluación comparativa que les permite
estimar el rendimiento ofrecido por un Grid en la ejecución de aplicaciones HTC.
4.1.1. Caracterización de la Carga Computacional
En general, se considera que una aplicación HTC comprende la ejecución de un
conjunto de tareas independientes, cada una de las cuales realiza el mismo cálculo
sobre el mismo subconjunto de parámetros. Dada la heterogeneidad inherente a
los sistemas Grid, el tiempo de ejecución de cada una de las tareas puede diferir
enormemente dependiendo de donde se ejecuten. Cuando un sistema Grid ejecuta
este tipo de tareas, se puede considerar que dicho sistema, desde el punto de vista
computacional, es como un array de procesadores heterogéneos. Por lo tanto, el









donde Ni es el número de procesadores en el Grid (G) que pueden ejecutar una
tarea en Ti segundos, incluyendo el tiempo de transferencia de los ficheros y la so-
brecarga introducida por los sistemas middleware. Sin embargo, la caracterización
de un Grid por medio de la ecuación anterior no es en absoluto obvia, puesto que
se trata de una función discontinua que puede involucrar a un elevado número de
términos.
La mejor caracterización de un Grid se obtiene teniendo en cuanta la línea que
representa el comportamiento medio del sistema, como se observa en la Figura 4.1.
Dicha caracterización ya fue propuesta por Hockney y Jesshope [HJ88] para un
sistema homogéneo, por lo que una primera aproximación del rendimiento de un
sistema Grid se puede expresar por medio de
n(t) = mt + b, (4.2)
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Pendiente
Figura 4.1: Número de tareas n en función del tiempo t en un array heterogéneo de
dos procesadores con tiempos de ejecución 2T y 3T (línea continua); y aproxima-
ción lineal del array (línea discontinua)
donde n es el número de trabajos completados en el instante de tiempo t.
Si se reescribe esta fórmula utilizando los parámetros r∞ y n1/2 definidos por
Hockney y Jesshope llegamos a
n(t) = r∞t− n1/2 con m = r∞ y b = −n1/2. (4.3)
Estos parámetros se denominan:
p Rendimiento asintótico r∞: es la tasa máxima de rendimiento en tareas eje-
cutadas por segundo. En el caso de un array homogéneo de N procesadores
con un tiempo de ejecución por tarea T, tenemos que r∞= N/T.
p Longitud de la mitad del rendimiento n1/2: es el número de tareas que se
necesitan para alcanzar la mitad del rendimiento asintótico. Este parámetro
también nos sirve como medida de la cantidad de paralelismo en el sistema
desde el punto de vista de la aplicación.
La ecuación 4.3 se puede interpretar como una representación idealizada de un
Grid, equivalente a un sistema homogéneo de 2n1/2 procesadores con un tiempo
de ejecución por trabajo de 2n1/2/r∞.
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4.1.2. Caracterización de un Grid Federado
A continuación veremos que es bastante sencillo obtener los parámetros r∞ y
n1/2 para el caso de un Grid Federado [VHML08]. Simplemente hay que añadir los
parámetros de las infraestructuras Grid que conforman la federación. Si se asume
que FG es el conjunto de Grids Federados, cada uno de los cuales está caracterizado







Además, podemos utilizar este modelo de federación o agregación para obtener el
número óptimo de trabajos que se deberían enviar a cada una de las infraestruc-
turas Grid con el fin de alcanzar el mínimo tiempo computacional. Dicho número
de trabajos u Objetivo se puede calcular incluso en el caso de tener más de dos
participantes en el Grid Federado. Así, si hay J trabajos que procesar, cada uno se
puede ejecutar en cualquier Grid de la federación FG. Asumimos que cada Grid
puede procesar ji trabajos simultáneamente. Nuestro interés se centra en optimizar
el máximo tiempo de compleción o makespan, Ci. El tiempo que necesita el Grid i
para procesar todos los trabajos que le han sido asignados se puede derivar de la






Este problema se puede formular como un problema de programación lineal
entero como sigue
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ji − J = 0
ji ≥ 0 ∀i ∈ FG (4.6)
4.2. Algoritmos de Planificación para Grids Federados:
Caso Particular
A continuación se detallan los algoritmos basados en el modelo de rendimiento
presentado anteriormente y desarrollados específicamente para un Grid Federa-
do en el que participan dos infraestructuras. Con este tipo de escenario se quiere
representar una situación bastante común en la que una pequeña organización ac-
cede a los recursos de un Grid Asociado como puede ser el LCG. Los resultados
que se obtengan de desplegar los algoritmos propuestos en este escenario particu-
lar serán de suma importancia puesto que nos permitirán establecer la eficacia del
modelo de rendimiento como medida de la productividad de un Grid Federado.
Además, unos resultados positivos demostrarían que se pueden implementar po-
líticas de planificación que establezcan un reparto de los trabajos fundamentado
en el comportamiento reciente de los recursos Grid que forman el Grid Federado,
en lugar de depender de los sistemas de información como hacen otras alterna-
tivas. Este hecho es bastante importante, puesto que dichos sistemas presentan
varias limitaciones, las más destacadas son falta de escalabilidad y alto coste en las
comunicaciones. Finalmente, se demostraría que se puede establecer un modelo
descentralizado de Grid Federado en contraposición a los modelos centralizados y
distribuidos propuestos por otros autores, cumpliendo así con una de las premisas
más importantes de todo sistema Grid, la cual afirma que un Grid es un sistema
que coordina recursos no sujetos a un control centralizado. Todo esto, sin olvidar-
nos de obtener la máxima productividad de los recursos internos y de reducir el
tiempo de compleción de las aplicaciones.
Los algoritmos que se presentan a continuación lo hacen en orden evolutivo.
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Así, cada nuevo algoritmo incorpora los cambios introducidos a raíz de los proble-
mas detectados en las versiones previas.
4.2.1. Política de Planificación de GridWay
Contrastaremos la eficacia de los algoritmos basados en el modelo de rendi-
miento con la actual política de planificación de GridWay. Denominamos Normal
al algoritmo que se encarga de planificar no más de DISPATCH_CHUNK trabajos a
recursos cada SCHEDULING_INTERVAL segundos, si es que todavía hay trabajos sin
planificar. Dicho política primero trata de asignar el trabajo a un recurso local. Por
lo tanto, si hay nodos libres en los recursos internos, el trabajo se asigna a uno
de ellos. En caso contrario, el trabajo se asigna a un recurso externo que tenga al
menos un nodo libre. En consecuencia, esta política de planificación no tiene en
cuenta el rendimiento de los recursos, sólo tiene en cuenta si estos tienen nodos
libres. Una vez que el trabajo se ha enviado al recurso en cuestión, un mecanismo
de migración controla que el trabajo comience su ejecución antes de que transcurran
SUSPENSION_TIMEOUT segundos. Si este tiempo se sobrepasa, el trabajo se cancela y
se mueve a la lista de trabajos sin planificar para su replanificación.
Como es lógico, este algoritmo no fue diseñado para la planificación de trabajos
en Grids Federados y por lo tanto cabe esperar que no proporcione buenos resul-
tados en dicho escenario. Simplemente lo hemos añadido para poder comparar su
comportamiento con el resto de estrategias.
4.2.2. Static Objective: SO
Como su nombre indica, el algoritmo “Objectivo Estático” realiza el cálculo del
objetivo fuera de línea, por lo que previamente necesitamos entrenar el entorno
de pruebas para obtener el rendimiento de las infraestructuras Grid participantes.
Por lo tanto, primero debemos realizar entrenamientos empleando la política de
planificación Normal. Una vez finalizados los entrenamientos podemos obtener las
ecuaciones lineales que caracterizan a cada uno de los participantes en el Grid Fe-
derado. Posteriormente, empleando el modelo de agregación calculamos el número
de trabajos de una misma aplicación que se deben enviar a cada una de las infra-
estructuras Grid, de tal manera que incrementemos la productividad de nuestros
propios recursos sin incrementar el tiempo de compleción de la aplicación.
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Una vez que hemos calculado el objetivo fuera de línea, es decir, conocemos el
número de trabajos que debemos enviar a los recursos internos y externos, actua-
lizamos el algoritmo SO con estos valores y lo ejecutamos. En tiempo de ejecución,
SO asigna no más de DISPATCH_CHUNK trabajos a recursos cada SCHEDULING_INTERVAL
segundos, si es que todavía hay trabajos sin planificar. Como sabemos por la de-
finición de Grid Federado, GridWay puede recibir un trabajo tanto de un usuario
interno como de uno externo.
Si el trabajo a planificar es interno, hay recursos internos disponibles y todavía
no se ha alcanzado el objetivo interno, entonces el trabajo se asigna a un recurso
interno. En caso contrario, SO sopesa la posibilidad de asignar el trabajo a un
recurso externo. Por lo tanto, si hay recursos externos disponibles y no se ha llegado
al objetivo externo, el trabajo se planifica a un recurso externo.
De otra manera, si originalmente el trabajo no era interno y para evitar situa-
ciones en las que un participante del Grid Federado pudiera recibir un trabajo que
él mismo mandó previamente, GridWay sólo planifica trabajos externos a recursos
internos. Finalmente, todos los trabajos marcados como planificados son enviados
a sus correspondientes recursos y SO programa un evento para la siguiente plani-
ficación.
4.2.3. Dynamic Objective: DO
El algoritmo DO, “Objetivo Dinámico”, calcula el objetivo de forma dinámica
y periódica. Es decir, el cálculo del objetivo se realiza en tiempo de ejecución y se
repite cada OBJECTIVE_INTERVAL segundos. De esta manera la información sobre el
rendimiento de las infraestructuras se ve reflejada en cada nueva planificación.
El pseudocódigo para el algoritmo DO se muestra en el Figura 4.2. Como se
observa, el cálculo de un nuevo objetivo se realiza cada OBJECTIVE_INTERVAL se-
gundos si es que todavía hay trabajos por planificar (línea 1) y si hay muestras
suficientes de trabajos terminados (línea 3) en cada una de las infraestructuras
Grid que nos permitan caracterizarlas correctamente. Seguidamente, se calcula la
relación lineal para los recursos internos (líneas 4 a 7) y para los externos (líneas 8
a 11). Finalmente, se caracteriza el rendimiento del Grid Federado como una agre-
gación a partir de las ecuaciones lineales de cada una de las infraestructuras Grid
que lo forman. Cualquier problema en el cálculo de las distintas ecuaciones linea-
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Algoritmo DO: ActualizarObjetivo() 
  1         if (unscheduledJobs.size() < 1) the n  
  2                 sendInternalEvent(OBJECTIVE_INTERVAL, UPDATE_OBJECTIVE ) ;  
  3         if ((internalX.size() >= MIN_IN_SAMPLES) && (externalX.size() >= MIN_EX_SAMPLES)) then  
  4                 internalRegression = linearEquation(internalX, internalY ) ;  
  5                 if (internalRegression.getR_Inf() < 0 || internalRegression.getN_1_2() > 0) the n  
  6                         defaultPrediction();  
  7                         sendInternalEvent(OBJECTIVE_INTERVAL, UPDATE _OBJECTIVE ) ;  
  8                 externalRegression = linearEquation(externalX, externalY);  
  9                 if (externalRegression.getR_Inf() < 0 || externalRegression.getN_1_2() > 0) the n  
 10                         defaultPrediction(); 
 11                         sendInternalEvent(OBJECTIVE_INTERVAL, UPDATE _OBJECTIVE ) ;  
 12                 r_inf_FG = internalRegression.getR_Inf() + externalRegression.getR_Inf ( ) ;  
 13                 n_1_2_FG = internalRegression.absN_1_2() + externalRegression.absN_1_2();  
 14                 X = (unscheduledJobs.size() + n_1_2_FG) / r_inf_FG; 
 15                 newInternalObjective = (internalRegression.getR_Inf() * X) + internalRegression.getN_1_2();  
 16                 if (newInternalObjective > unscheduledJobs.size()) then  
 17                         newInternalObjective = unscheduledJobs.size();  
 18                 newExternalObjective = unscheduledJobs.size() - newInternalObjective ;  
 19                 if (newExternalObjective < 0) t h e n  
 20                         newExternalObjective = 0; 
 21                  internalObjective = newInternalObjective ;  
 22                 externalObjective = newExternalObjectiv e ;  
 23         sendInternalEvent(OBJECTIVE_INTERVAL, UPDATE _OBJECTIVE);  
 
Figura 4.2: Algoritmo DO: cálculo dinámico del objetivo
les resulta en el cálculo de un objetivo por defecto (defaultPrediction()). Una vez
parametrizado el Grid Federado, el algoritmo determina el tiempo que tardaría el
mismo en completar unscheduledJobs.size() trabajos (línea 14). Después, en las
líneas 15 a 17 se calcula el número de trabajos que los recursos internos podrían
ejecutar en ese tiempo. Para incrementar la productividad de los recursos internos,
DO determina los trabajos que se enviarán a los recursos externos en función de
los que se enviarán a los recursos internos (líneas 18 a 20). Finalmente, DO actua-
liza los nuevos objetivos (líneas 21 a 22) y programa un evento para la próxima
actualización del objetivo.
Como se desprende del pseudocódigo de la Figura 4.2, el cálculo de un nuevo
objetivo basado en el rendimiento de los recursos consiste en unas pocas líneas de
código. Al contrario que otras soluciones, nosotros no necesitamos desplegar agen-
tes o sensores especializados a través de las diferentes infraestructuras, como es el
caso del “Network Weather Service” [WSH99] o de la herramienta RPS [Din06].
En cuanto al proceso de planificación, DO realiza el mismo que SO, es decir, ca-
da SCHEDULING_INTERVAL segundos planifica no más de DISPATCH_CHUNK trabajos si
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todavía quedan trabajos por planificar. Sin embargo, en este caso DO debe realizar
el reparto de trabajos siguiendo el objetivo previamente actualizado.
4.2.4. Static Objective and Advance Scheduling: SO-AS
La estrategia SO-AS surge como resultado de la combinación del algoritmo
SO más un nuevo mecanismo para planificar por adelantado, el algoritmo AS,
“Advance Scheduling”. Esta nueva estrategia de planificación no espera a que haya
nodos libres, en su lugar, encola trabajos por adelantado en los recursos objetivo.
Esta política es necesaria en Grids Federados para evitar la pérdida de tiempo por
latencias e incrementar la productividad.
 Algoritmo AS: PlanificaciónAvanzada()  
  1         if (unscheduledJobs.size() == 0) then  
  2                 sendInternalEvent(SCHEDULING_INTERVAL, SCHEDULE_NOW ) ;  
  3         internalJobs = numInternalJobs(DISPATCH_CHUNK, unscheduledJobs); 
  4         toInternal = (internalJobs*internalObject)/unscheduledJobs.siz e ( ) ;  
  5         toExternal = internalJobs - toInterna l ;  
  6         while ((scheduledJobs < DISPATCH_CHUNK) && (availableInternal || availableExternal)) do  
  7                 j = (Job)it.next(); 
  8                 if (j.isInternalJob()) then  
  9                         if (availableInternal && (scheduledToInternal < toInternal)) the n   
 10                                 if ((availableInternal = scheduleToInternalResource(j)) == true) the n   
 11                                         scheduledToInternal++;  
 12                                         scheduledJobs++; 
 13                                         remove ( ) ;  
 14                                         continue; 
 15                        if (availableExternal && (scheduledToExternal < toExternal)) then   
 16                                 if ((availableExternal = scheduleToExternalResource(j)) == true) then  
 17                                         scheduledToExternal++;  
 18                                         scheduledJobs++; 
 19                                         remove ( ) ;  
 20                else                     
 21                        scheduleToInternalResource( j ) ;  
 22                        scheduledJobs++; 
 23                        remove ( ) ;  
 24          dispatch() ;   
 25          sendInternalEvent(SCHEDULING_INTERVAL, SCHEDULE_NOW ) ;  
 
 
Figura 4.3: Algoritmo AS: planificación avanzada
Los detalles del algoritmo planificador se recogen en el pseudocódigo de la
Figura 4.3. De nuevo, el algoritmo planifica no más de DISPATCH_CHUNK trabajos
cada SCHEDULING_INTERVAL segundos si todavía quedan trabajos por planificar (lí-
nea 1). Primero hay que separar los trabajos que provienen de usuarios internos de
aquellos que provienen de usuarios externos, ya que estos últimos sólo se pueden
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planificar sobre recursos internos (línea 3). Como AS tiene un objetivo predefinido,
tiene que determinar cómo va a repartir internalJobs trabajos entre sus recursos
internos y externos. En la línea 4 podemos ver que toInternal es proporcional
al número de trabajos que el algoritmo SO calculó que debían enviarse a los re-
cursos internos. Por ejemplo, si el objetivo dice que 120 de los 300 trabajos que
quedan por planificar deberían enviarse a recursos internos, sólo el 40 % de los
internalJobs trabajos se pueden planificar a recursos internos. El resto de trabajos
se planificará sobre recursos externos, línea 5. Si el siguiente trabajo a planificar
(línea 7) es interno (línea 8), hay recursos internos disponibles y no se ha alcanzado
el objetivo interno (línea 9), entonces el trabajo se planifica a un recurso interno
(línea 10). Básicamente, scheduleToInternalResource encola trabajos, pero siem-
pre que no se supere el umbral de Number of nodes()*MAX_RUNNING_RESOURCE_
FACTOR trabajos por recurso. En caso contrario, si no hay recursos internos dispo-
nibles o ya se ha alcanzado el objetivo interno, AS evalúa la línea 15. Así, si hay
recursos externos y no se ha alcanzado el objetivo externo, el trabajo se planifica
a un recurso externo. scheduleToExternalResource (línea 16) se comporta como
scheduleToInternalResource. De lo contrario, si el trabajo no era interno (línea
20) GridWay sólo planifica trabajos externos sobre recursos internos (línea 21). Fi-
nalmente, todos los trabajos que han sido planificados son enviados (línea 24) a
sus recursos correspondientes y AS programa un nuevo evento para la próxima
planificación (línea 25).
Aunque la planificación por adelantado supone una mejora con respecto a la
versión SO, este algoritmo sigue siendo estático: primero debemos entrenar el Grid
Federado, realizar el cálculo del objetivo fuera de línea y lanzar una nueva simula-
ción en la que se haya introducido el objetivo a mano.
4.2.5. Dynamic Objective and Advance Scheduling: DO-AS
Como su nombre indica, el algoritmo DO-AS incorpora el mecanismo DO pa-
ra el cálculo dinámico de un nuevo objetivo por medio de los parámetros r∞ y
n1/2, y la planificación avanzada por medio del algoritmo AS. Con este algoritmo
sumamos las ventajas de las versiones anteriores: el cálculo del objetivo se realiza
en tiempo de ejecución, por lo que cualquier cambio en la configuración del Grid
Federado se verá representada en el rendimiento de los recursos y, por lo tanto, en
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el objetivo, además, la planificación avanzada ahorra tiempo evitando latencias e
incrementando la productividad.
4.3. Escenario Simulado Particular
En esta sección se detallan las simulaciones realizadas para comprobar la efica-
cia de las estrategias de planificación propuestas para un Grid Federado particular
en el que participan dos infraestructuras: una de menor tamaño accediendo a los
recursos de un Grid asociado tipo LCG. Con tal propósito, se han desarrollado
cinco versiones del simulador GridWaySim que sólo se diferencian en la política
de planificación que implementa la entidad GridWay. Estas versiones se denomi-
nan Normal (actual política de planificación de GridWay), SO (objetivo estático),
DO (objetivo dinámico), SO-AS (objetivo estático-planificación avanzada) y DO-AS
(objetivo dinámico-planificación avanzada).
Como se muestra en la figura 4.4, el escenario de pruebas consta de dos recur-
sos: el DSA (Distributed System Architecture) y el LCG (LHC Computing Grid).
El testbed DSA representa los recursos del grupo de investigación “Arquitectura de
Sistemas Distribuidos” de la Universidad Complutense de Madrid. En el mismo
sentido, el testbed LCG representa al “Large Hadron Collider (LHC) Computing
Grid”. Según indican las flechas de la figura 4.4, las simulaciones se realizan desde
el punto de vista de un usuario del recurso DSA. Así, para el meta-planificador
GridWay-DSA el testbed DSA es un recurso interno y el LCG uno externo. Todos
aquellos trabajos enviados por usuarios internos del GridWay-DSA y que final-
mente son recibidos por el GridWay-LCG a través de la interfaz WS-GRAM se
consideran trabajos externos.
La tabla 4.1 recoge las características técnicas, es decir, PEs (Processing Ele-
ments) y MIPS (Millions Instructions Per Second) de cada una de las máquinas de
las infraestructuras DSA y LCG.
4.3.1. Descripción de los Experimentos
Cuando comienza una simulación, GridWaySim crea tres Usuarios, dos meta-
planificadores GridWay, un testbed DSA, un testbed LCG y un Workload. Cada
una de estas entidades es un hilo de ejecución independiente que se encarga de
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Figura 4.4: Escenario particular
atender peticiones en el método body. La configuración exacta de las cinco versiones
GridWaySim es como sigue:
p GridWay: necesitamos un meta-planificador GridWay por cada infraestruc-
tura Grid participante para poder establecer una federación. En este caso, se
instancian dos GridWays.
p Testbed: los recursos del grupo de investigación DSA se representan por
medio de la entidad DSATestbed y los del LCG por medio de la entidad
LCGTestbed siguiendo las especificaciones de la tabla 4.1.
p Experiment: cada experimento o aplicación es una colección de 550 trabajos
iguales e independientes y representa un experimento Grid de tamaño medio.
p Job: los principales parámetros de un trabajo son la longitud o tamaño (en
millones de instrucciones, MI) y los ficheros de entrada y salida (en bytes) que
se envían al recurso correspondiente. Todos los trabajos tienen los mismos va-
lores para los distintos parámetros: la longitud es de 6.000.000 MI, el tamaño
del fichero de entrada es de 1.000.000 de bytes y el de salida de 2.000.000 de
bytes.
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Tabla 4.1: Características de las máquinas de los testbeds DSA y LCG
Infraestructura Máquina PEs MIPS/PE
hydrus 4 9787
aquila 5 9787




LCG machine1 640 6536
machine2 560 4902
p User: cuando se crea un usuario debemos especificar el instante de tiempo
en el que éste tiene que enviar el experimento a su meta-planificador. En este
caso, hacemos que los usuarios manden su experimento con un intervalo de
48 horas entre ellos. Así, el primer usuario envía su experimento a las 12
horas del segundo día de simulación. 48 horas más tarde, el segundo usuario
hace lo propio con su experimento. Finalmente, todos los usuarios envían su
experimento a las 12 horas del correspondiente día de simulación, pero con
una diferencia de 48 horas respecto al anterior usuario.
p Workload: la entidad Workload envía 188.041 trabajos al testbed LCG en el
instante de tiempo especificado por cada una de las entradas del fichero de
registro. Esta entidad nos permite crear un entorno más realista en el que los
recursos del LCG se comparten entre los distintos usuarios. El fichero de log
sigue un formato estándar [Workl08]. En concreto, para nuestras simulaciones
hemos utilizado el fichero “LCG Grid Log” que contiene 11 días de actividad
real de los múltiples nodos que forman el LCG (Large Hadron Collider Com-
puting Grid [LCG09]). A continuación se presentan algunos detalles acerca
de este fichero:
] Número de trabajos enviados: 188.041. Cada registro o entrada en el
fichero especifica el instante de tiempo en el que hay que enviar el trabajo
y el tiempo de ejecución del mismo.
] Instante de comienzo: Sun Nov 20 00:00:05 GMT 2005.
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] Instante de finalización: Mon Dec 05 10:30:24 GMT 2005.
] Número máximo de máquinas: 170.
] Número máximo de elementos computacionales: 24.515.
Aunque el número real de PEs del LCG es de 24.515, después de realizar
varias simulaciones para comprobar el estado de los recursos, este número se
redujo a la cantidad especificada en la tabla 4.1 con la idea de forzar distintos
niveles de saturación del testbed LCG.
Además de la creación e inicialización de las distintas entidades, se debe espe-
cificar el valor de algunos de los parámetros que regulan el comportamiento de los
algoritmos DO y AS:
p Objetivo por defecto: nada más comenzar la simulación no se dispone de la
información necesaria para que el algoritmo DO calcule un nuevo objetivo.
En este caso se utiliza la planificación por defecto, en la que la mitad de
los recursos se planifican sobre los recursos locales y la otra mitad sobre los
externos.
p OBJECTIVE_INTERVAL: el algoritmo DO se invoca cada 30 segundos.
p MAX_RUNNING_RESOURCE_FACTOR: el valor de este parámetro es 3. Así, si un
recurso tiene 5 PEs, entonces, el algoritmo AS puede encolar como máximo
15 trabajos en dicho recurso.
p SCHEDULING_INTERVAL: el algoritmo AS se invoca cada 30 segundos.
p DISPATCH_CHUNK: el algoritmo AS planifica 15 trabajos cada vez.
4.3.2. Análisis de los Resultados
Las tablas 4.2 y 4.3 muestran un resumen de los resultados para cada una de
las cinco versiones de GridWaySim. Estos resultados se entienden mejor si tenemos
en cuenta el nivel de saturación del recurso LCG cada vez que un usuario envía su
experimento. Así, la simulación se ha planteado de tal manera que cada uno de los
tres usuarios envíe su experimento haciéndolo coincidir con un nivel específico de
saturación del LCG. De esta manera, cuando el User-0 envía su experimento a las
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Tabla 4.2: Reparto de trabajos entre las distintas infraestructuras realizado por las
diferentes versiones de GridWaySim
Normal SO/SO-AS DO DO-AS
Saturación DSA LCG DSA LCG DSA LCG DSA LCG
Baja 26 524 102 448 31 519 67 483
Media 113 437 145 405 124 426 70 480
Alta 427 123 124 426 416 134 70 480
Tabla 4.3: Tiempos de compleción para cada una de las versiones de GridWaySim
Saturación Normal SO DO SO-AS DO-AS
Baja 1:37:36 1:35:39 1:36:31 1:47:27 1:30:21
Media 2:06:40 2:19:31 2:05:23 2:18:03 1:37:55
Alta 6:18:41 13:27:13 6:12:49 2:05:41 1:38:41
12 de la mañana del segundo día (en tiempo de simulación) se encuentra con un
escenario ideal en el que la infraestructura LCG siempre tiene nodos libres, nivel
de saturación bajo. En cambio, el User-1 se enfrenta a un nivel de saturación medio: al
LCG cada vez le quedan menos nodos libres. Finalmente, el User-2 coexiste con un
nivel de saturación alto en el que el número de nodos libres es muy limitado o cero.
Este entorno de pruebas con distintos niveles de saturación nos permite com-
probar el comportamiento de los distintos algoritmos no sólo en situaciones favo-
rables, sino también en aquellas en las que los recursos son limitados.
Mientras que en la figura 4.5 podemos ver gráficamente el reparto de trabajos
que cada uno de los algoritmos realiza entre las dos infraestructuras que forman el
Grid Federado, la diferencia entre los tiempos alcanzados por los distintos algorit-
mos se observa claramente en la figura 4.6.
La tabla 4.2 refleja el objetivo exacto calculado por SO, DO, SO-AS y DO-AS.
Como se puede ver, el valor del objetivo difiere bastante de una política a otra.
Aunque todas las políticas propuestas se basan en el modelo de rendimiento, cada
una lo implementa de una forma distinta. Para empezar, SO y SO-AS utilizan un
objetivo estático, es decir, primero se entrena el escenario de pruebas y una vez
72
4.3. ESCENARIO SIMULADO PARTICULAR
Figura 4.5: Reparto de trabajos que realizan los algoritmos entre los recursos DSA y LCG
para los tres niveles de saturación: Baja, Media y Alta
Figura 4.6: Tiempo de compleción de los experimentos que alcanzan los algoritmos para
los tres niveles de saturación: Baja, Media y Alta
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que han terminado todos los trabajos, se estima el rendimiento de los distintos
Grids y finalmente se calcula el objetivo. Con los valores para el objetivo que se
muestran en la tabla, se ejecutan las versiones SO y SO-AS. Sin embargo, en el
otro extremo las estrategias DO y DO-AS calculan un nuevo objetivo en tiempo de
ejecución cada OBJECTIVE_INTERVAL segundos. Así, el cálculo del objetivo se basa
en el rendimiento reciente de los recurso. La diferencia entre DO y DO-AS estriba
en la influencia del algoritmo AS. Mientras AS planifica por adelantado tantos
trabajos como puede cada SCHEDULING_INTERVAL segundos, DO sólo planifica si
existen nodos libres.
Observando la figura 4.5 comprobamos que el comportamiento de los algorit-
mos Normal y DO es el esperado, es decir, a mayor saturación del recurso LCG,
se ejecutan más trabajos en DSA. Sin embargo, SO y SO-AS no siguen este com-
portamiento y calculan malos objetivos en las situaciones en las que los niveles de
saturación del LCG son elevados y no se pueden ejecutar trabajos durante largos
periodos de tiempo. Claramente el modelo de rendimiento no es la función que
mejor define este comportamiento, como podremos comprobar gráficamente más
adelante. Por el contrario, DO-AS se comporta de manera radicalmente distinta
calculando objetivos muy similares para los distintos niveles de saturación. Sólo
para los niveles de saturación medio y alto se observa la ejecución de unos pocos
trabajos más en el recurso DSA.
Combinando el reparto de trabajos que se muestra en la tabla 4.2 con los tiem-
pos de compleción alcanzados por las distintas políticas de la tabla 4.3 obtenemos
una visión global de los cinco algoritmos. Dado que los algoritmos Normal, SO
y DO envían trabajos sólo cuando hay recursos libres, la correspondencia con los
distintos niveles de saturación es clara: a mayor saturación del LCG más trabajos
se ejecutan en los recursos internos y se necesita más tiempo para la compleción
de los experimentos, como se puede observar en la gráfica 4.3. Por el contrario,
como DO-AS encola trabajos por adelantado, su comportamiento es más unifor-
me: el reparto de los trabajos y el tiempo de compleción de los experimentos es
prácticamente el mismo para los distintos niveles de saturación. Obviamente, los
mejores resultados se obtienen para el nivel de saturación bajo, ya que el tiempo
de espera en las colas del LCG es prácticamente cero al haber muchos nodos li-
bres. Además, DO-AS mejora los tiempos de compleción para todos los niveles de
saturación obtenidos por los algoritmos previos. La reducción más notable en el
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Pendiente Encolado DSA Encolado LCG Ejecución DSA Ejecución LCG Finalizado DSA Finalizado LCG









































































































Pendiente Encolado DSA Encolado LCG Ejecución DSA Ejecución LCG Finalizado DSA Finalizado LCG
Figura 4.8: Estado de los trabajos en el tiempo para el algoritmo SO (saturación alta)
75
CAPÍTULO 4. ESTRATEGIAS DE PLANIFICACIÓN BASADAS EN UN MODELO

















































































Pendiente Encolado DSA Encolado LCG Ejecución DSA Ejecución LCG Finalizado DSA Finalizado LCG
Figura 4.9: Estado de los trabajos en el tiempo para el algoritmo DO (saturación alta)
tiempo de compleción es para el nivel de saturación alto. Esta reducción se debe a
que DO-AS encola los trabajos en lugar de esperar por nodos libres, como hace el
resto de algoritmos.
Resumiendo, cada nueva versión, excepto SO y SO-AS para el nivel de satura-
ción alto, mejora los resultados obtenidos por la anterior en términos de produc-
tividad y tiempo de compleción. Así, la combinación del modelo de rendimiento
junto con la planificación avanzada resultan ser la mejor para la planificación de
trabajos en Grids Federados.
Las figuras 4.7, 4.8, 4.9, 4.10 y 4.11 muestran gráficamente, a través del estado
por el que van pasando los trabajos en el transcurso del tiempo, las diferencias en
cuanto a comportamiento de los cinco algoritmos para el nivel de saturación alto.
Los gráficos se pueden dividir en dos grupos. En el primer grupo situamos las po-
líticas Normal, SO y DO, ya que presentan un comportamiento similar, sobre todo
en lo que se refiere a las regiones del gráfico que reflejan los trabajos encolados, ya
que estas son muy pequeñas en los tres casos.
En el segundo grupo se incluyen las estrategias SO-AS y DO-AS, ya que al
emplear planificación avanzada, las regiones de trabajos encolados de ambas son
muy similares. Sin embargo, una análisis en más profundidad demuestra que con la
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Pendiente Encolado DSA Encolado LCG Ejecución DSA Ejecución LCG Finalizado DSA Finalizado LCG































































Pendiente Encolado DSA Encolado LCG Ejecución DSA Ejecución LCG Finalizado DSA Finalizado LCG
Figura 4.11: Estado de los trabajos en el tiempo para el algoritmo DO-AS (saturación alta)
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Rendimiento
y = 1,14x - 6,4251






























Figura 4.12: Ajuste del modelo de rendimiento en un nivel de saturación medio
política SO-AS los trabajos permanecen encolados durante más tiempo y se encolan
más trabajos en los recursos internos. Mientras, con la política DO-AS se encolan
más trabajos en los recursos externos y los trabajos pasan menos tiempo en las
colas esperando a ser ejecutados.
A modo de resumen diremos que SO comparado con la versión Normal incre-
menta la productividad de los recursos internos: excepto para el nivel de saturación
alto, SO incrementa el número de trabajos ejecutados por unidad de tiempo. Sin
embargo, SO no reduce el tiempo de compleción obtenido por la versión Normal.
Como se ha comentado anteriormente, el modelo de rendimiento no encaja para
niveles de saturación altos. En estos casos, se presentan largos periodos de tiempo
en los que no hay nodos libres para la ejecución de trabajos. En la figura 4.12 pode-
mos ver gráficamente cómo la ecuación lineal no se ajusta exactamente al modelo
de comportamiento del recurso LCG. Como consecuencia, el objetivo calculado no
es correcto y los resultados obtenidos son pobres.
El algoritmo DO comparado con la versión Normal incrementa la productivi-
dad de los recursos internos y tarda menos tiempo en completar los experimentos.
Comparado con SO, DO también finaliza todos los trabajos en menos tiempo y
resuelve el problema del ajuste de la versión estática. Además, de cara a la uti-
lización de los algoritmo en un entorno real no tiene mucho sentido utilizar un
algoritmo estático para el que previamente necesitamos entrenar el entorno, tanto
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por la pérdida de tiempo como por la falta de adaptación al medio: el estado del
sistema durante el entrenamiento puede ser radicalmente distinto del entorno que
nos encontramos cuando ejecutamos el algoritmo. Sin embargo, la reducción en el
tiempo de compleción de las tareas no es realmente significativa.
SO-AS sólo supone una mejoría en cuanto al nivel de saturación alto, reducien-
do para este caso el tiempo de compleción.
Finalmente, es el algoritmo DO-AS comparado con todas las versiones previas
el único que reduce el tiempo de compleción en todos los casos. Este algoritmo ya
no tiene en cuenta el estado de los recursos, es decir, si estos tienen nodos libres
o no. Además, dado que el cálculo del objetivo se realiza en tiempo de ejecución,
este algoritmo sí que se adapta al dinamismo de los Grids Federados, siendo un
claro candidato para su despliegue en un entorno real.
4.4. Conclusiones
En este capítulo se ha presentado el modelo de rendimiento en el que se basan
las políticas de planificación propuestas para Grids Federados. Como se ha podi-
do comprobar, dicho modelo de rendimiento es muy sencillo de implementar en
un lenguaje de programación, dado que sólo tenemos que almacenar información
sobre los trabajos finalizados en cada una de las infraestructuras Grid participan-
tes. Posteriormente, estos registros se procesan para obtener la ecuación lineal que
representa el rendimiento de cada recurso Grid.
Para el caso de un escenario particular en el que una pequeña organización
accede a los recursos de un Grid asociado tipo LCG, se han presentado cuatro po-
líticas. La más destacada es DO-AS, que incorpora un algoritmo para el cálculo del
objetivo de forma dinámica y otro para planificar por adelantado. De esta manera,
el algoritmo es capaz de adaptarse al dinamismo inherente de un Grid Federa-
do por medio del cálculo en tiempo de ejecución del rendimiento de los recursos
para determinar el mejor reparto de los trabajos. Dicho reparto siempre favorece
el envío de más trabajos a los recursos internos: sólo se envían trabajos a los re-
cursos externos en caso de sobrecarga. Además, la planificación avanzada permite
ahorrar tiempo y ancho de banda, puesto que se reduce el número de mensajes.
En definitiva, los algoritmos propuestos consisten en unas pocas líneas de código
que calculan una ecuación lineal por recurso Grid para determinar el rendimien-
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to del Grid Federado en su conjunto. Así, nuestras estrategias de planificación no
necesitan desplegar agentes o sensores especializados a través de las distintas in-
fraestructuras. Además, ofrecen una arquitectura descentralizada con lo que cada
estrategia es totalmente independiente del resto, lo que las hace especialmente ro-
bustas en caso de fallo. Esto, sumado al hecho de que no imponen una estrategia
de planificación determinada en el planificador local, hace que estas políticas se
puedan implementar en cualquier meta-planificador y que sean compatibles con el
software comercial existente.
Asimismo, en este capítulo también se han presentado los experimentos rea-
lizados para comprobar la eficacia de los algoritmos propuestos. Los resultados
obtenidos en las simulaciones permiten estimar la eficacia de las estrategias de
planificación basadas en el modelo de rendimiento. Así, los resultados obtenidos
demuestran que el algoritmo DO-AS es la mejor estrategia comparada con la actual
política de planificación del meta-planificador GridWay y con el resto de algoritmos
propuestos. Por lo tanto, la combinación del cálculo dinámico del objetivo junto con
la planificación anticipada proporcionan los mejores resultados: menor tiempo de
compleción y mayor productividad de los recursos internos. Además, las gráficas
de comportamiento nos permiten comprobar que con DO-AS se encolan más tra-
bajos en los recursos externos y que los trabajos pasan menos tiempo esperando a
ser planificados. Por último, DO-AS ofrece los mejores resultados basándose úni-




Estrategias de Planificación para un
Caso General
Este capítulo realiza una descripción de tres estrategias de planificación espe-
cíficamente diseñadas para un Grid Federado formado por más de dos infraes-
tructuras Grid, es decir, para el caso general. Estas nuevas estrategias incorporan
los mecanismos del algoritmo que obtuvo los mejores resultados para el caso par-
ticular, DO-AS. Así, las tres nuevas políticas también se basan en el modelo de
rendimiento, realizan el cálculo del objetivo en tiempo de ejecución y aplican pla-
nificación avanzada. Sin embargo, aunque el cálculo del objetivo se realiza de forma
dinámica y en base a los parámetros de Hockney y Jesshope, cada una de las tres
estrategias emplea un mecanismo distinto a la hora de realizar el reparto definitivo
de los trabajos entre los recursos internos y externos.
Además, en este capítulo también se recogen los experimentos realizados basa-
dos en el simulador GridWaySim para comprobar la consistencia de estos nuevos
algoritmos de planificación frente a un escenario con más de dos infraestructuras
Grid. Para ello, se compara el resultado de las tres nuevas políticas propuestas con
los resultados de DO-AS. De esta manera, nos cercioramos de que los algoritmos
para el caso general también cumplen con dos de los objetivos principales: reducir
el tiempo de compleción de las aplicaciones e incrementar la productividad de los
recursos. En ambos casos, primero se muestra el escenario de pruebas propuesto
juntos con las características técnicas de las infraestructuras participantes. Además,
se detalla la configuración del simulador y el valor de los parámetros de simulación
más importantes. Después, se presentan y analizan las tablas con los resultados pa-
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ra cada una de las simulaciones y se compara gráficamente el comportamiento de
los distintos algoritmos.
5.1. Algoritmos de Planificación para Grids Federados:
Caso General
Los resultados de aplicar un modelo de rendimiento para la planificación de
trabajos en un Grid Federado formado únicamente por dos infraestructuras Grid,
demuestran la eficacia de dicho modelo para caracterizar el comportamiento de un
Grid Federado. Esto implica que es posible implementar políticas de planificación
que establecen un reparto de los trabajos basado en el comportamiento reciente
de los recursos Grid que forman el Grid Federado, en lugar de depender de los
sistemas de información como hacen otras alternativas. Finalmente, se confirma
que se puede desplegar un modelo descentralizado de Grid Federado en contra
posición a los modelos centralizados y distribuidos propuestos por otros autores.
De esta manera, nuestro modelo cumple con el punto más importante de todo
sistema Grid, el cual establece que un Grid es un sistema que coordina recursos no
sujetos a un control centralizado. Todo esto, obteniendo la máxima productividad
de los recursos internos y reduciendo el tiempo de compleción de las aplicaciones.
Sin embargo, para obtener un éxito completo debemos extender nuestro plan-
teamiento a un caso general. Así, en las siguientes secciones se describen una serie
de algoritmos pensados para un Grid Federado con dos o más participantes. De
nuevo, se pretende obtener la máxima productividad de los recursos internos al
tiempo que se reduce el tiempo de compleción de las aplicaciones. Por lo tan-
to, siempre se planifica el mayor número de trabajos sobre los recursos internos.
De esta manera, las estrategias de planificación ahorran tiempo y ancho de banda
explotando la localización de los recursos internos y la pertenencia a los corres-
pondientes dominios. Además, al no sobrecargar los recursos externos, se facilita
la cooperación entre las distintas organizaciones.
Los algoritmos que se presentan seguidamente se basan en la estrategia DO-AS,
por ser esta la que mejores resultados ofreció para el caso particular. De hecho, el
cálculo del objetivo se realiza de forma dinámica y periódica, y en base a los pará-
metros de Hockney y Jesshope. Es posteriormente, en el proceso de asignación final
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Planificar








Figura 5.1: Proceso de planificación
de trabajos a recursos internos y externos en el que los algoritmos se diferencian,
puesto que cada uno implementa un mecanismo distinto.
5.1.1. Proceso de Planificación
Los pasos en el proceso de planificación son los mismos para todos los algorit-
mos, y se muestran en la figura 5.1. Si “Por objetivo” es verdadero, esto significa
que hay información suficiente para determinar el rendimiento del Grid Federado
y que, por lo tanto, se puede “Planificar por objetivo”. Una vez conocido el objeti-
vo, es decir, el número de trabajos a planificar a los recursos internos y externos,
“Planificar por objetivo” lleva a cabo la planificación teniendo en cuenta dicha in-
formación. Por el contrario, si “Por objetivo” es falso entonces no hay información
suficiente sobre los participantes en el Grid Federado como para estimar el objeti-
vo y hay que “Planificar por defecto”. El proceso “Planificar por defecto” planifica
tantos trabajos como es posible a los recursos internos. Después, asigna los trabajos
restantes a los recursos externos aplicando reparto equitativo.
Cada una de las estrategias propuestas presenta pequeñas variaciones en la
implementación del proceso “Planificar por objetivo”. Además, cada algoritmo im-
pone sus propios criterios para determinar cuándo hay información suficiente para
estimar el rendimiento del Grid Federado. En otras palabras, cada algoritmo indi-
ca el número de resultados (trabajos completados por un recurso Grid particular)
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 Algoritmo ARAE: PlanificarPorObjetivo()  
  1 if (numInternalJobs(DISPATCH_CHUNK, unscheduledJobs) > 0) the n  
  2         calculateJobsPerResource(numInternalJobs(DISPATCH_CHUNK, unscheduledJobs)); 
  3 while ((scheduledJobs < DISPATCH_CHUNK) && freePEs) do                               
  4         Job j = (Job)it.next(); 
  5         if (j.isInternalJob()) t h e n   
  6                 if (scheduleToAllResources(j)) then       
  7                         scheduledJobs++; 
  8                         it.remove(); 
  9                 else     
 10                         freePEs = false; 
 11         else             
 12                 if (scheduleToResources(j, INTERNAL_RESOURCE)) the n  
 13                         scheduledJobs++;                                 
 14                         remove(); 
 15 dispatch();              
 16 sendInternalEvent(SCHEDULING_INTERVAL, SCHEDULE_NOW); 
 
Figura 5.2: Planificación por objetivo del Algoritmo ARAE
necesarios para caracterizar a una infraestructura Grid determinada.
En cada iteración, los algoritmos se encargan de asignar no más de DISPATCH_
CHUNK trabajos a recursos cada SCHEDULING_INTERVAL segundos si todavía hay tra-
bajos por planificar. Además, los trabajos externos sólo se planifican sobre recursos
internos para evitar bucles innecesarios. La constante MAX_SUBMISSION_RESOURCE_
FACTOR limita el número de trabajos que se pueden enviar a un mismo recursos
Grid, evitando así desbordar un recurso con nuestros trabajos. Finalmente, una vez
que el trabajo se ha enviado, el algoritmo espera un máximo de SUSPENSION_TIMEOUT
segundos a que el trabajo comience su ejecución en el recurso correspondiente. Si
este tiempo se sobrepasa, se realiza la migración del trabajo a otro recurso, simu-
lando así el comportamiento de GridWay. El valor de esta constante depende de
la longitud de las aplicaciones y de la saturación de los recursos y por ahora se
calcula fuera de línea.
5.1.2. Algoritmo 1: ARAE
El algoritmo ARAE planifica como sigue:
p “Por objetivo”: será cierto cuando haya al menos dos resultados (número mí-
nimo de resultados para ajustar el rendimiento) por cada recurso que forma
parte del Grid Federado. Por lo tanto, este algoritmo considera que todos los
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recursos son iguales, All Resources Are Equal (ARAE).
p “Planificar por defecto”: si no hay resultados suficientes para estimar el ren-
dimiento del Grid Federado, el algoritmo sigue el proceso “Planificar por
defecto”. Si el trabajo a planificar es interno, hay suficientes recursos internos
y no se ha excedido el límite de MAX_SUBMISSION_RESOURCE_FACTOR, entonces
el trabajo se planifica sobre un recurso interno. En caso contrario, si no hay
recursos internos, ARAE intenta asignar el trabajo a un recurso externo. En
este caso, ARAE aplica reparto equitativo, es decir, envía el mismo número
de trabajos a todos los recursos externos.
p “Planificar por objetivo”: el pseudocódigo de este procedimiento se muestra
en la Figura 5.2. Antes de iniciar el bucle para planificar los trabajos (línea
3), en la línea 2 calculateJobsPerResource determina el número de trabajos
que se enviarán a cada uno de los recursos. Este número es proporcional al
rendimiento de cada recurso.
5.1.3. Algoritmo 2: PT-AR
A continuación se detalla el funcionamiento del algoritmo PT-AR:
p “Por objetivo”: será verdadero cuando haya al menos dos resultados por cada
tipo de recurso Grid. Por lo tanto, este algoritmo agrupa los resultados por
tipo de recurso, Per Type (PT). En este entorno un recurso puede ser de tipo
interno o externo. Así, en lugar de esperar por dos resultados de cada uno de
los recursos Grid que forman el Grid Federado, PT-AR espera al menos por
dos resultados de recursos internos y por dos resultados de recursos externos.
p “Planificar por defecto”: al igual que ARAE, PT-AR aplica reparto equitativo.
p “Planificar por objetivo”: el pseudocódigo de este procedimiento se muestra
en la Figura 5.3. El número de trabajos a ejecutar en cada tipo de infraes-
tructura se calcula como sigue. El número de trabajos a enviar a recursos de
tipo interno es proporcional al rendimiento (línea 1) de los mismos, el res-
to de trabajos se enviarán a los recursos externos (línea 3). Realizados estos
cálculos sabemos que N trabajos se planificarán a recursos internos y M a ex-
ternos. Después, scheduleToResources determina el recurso concreto de tipo
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 Algoritmo PT-AR: PlanificarPorObjetivo()  
  1 int internalJobs = numInternalJobs(DISPATCH_CHUNK, unscheduledJobs); 
  2 int toInternal = (internalJobs*internalObjective)/unscheduledJobs.size(); 
  3 int toExternal = internalJobs - toInternal; 
  4 while ((scheduledJobs < ISPATCH_CHUNK) && (availableInternal || availableExternal)) d o  
  5         Job j = (Job)it.next(); 
  6         if (j.isInternalJob()) t h e n  
  7                 if (availableInternal && (scheduledToInternal < toInternal)) the n  
  8                         if ((availableInternal = scheduleToResources(j, INTERNAL_RESOURCE)) == true) the n  
  9                                 scheduledToInternal++; 
 10                                 scheduledJobs++; 
 11                                 it.remove(); 
 12                                 continue; 
 13                 if (availableExternal && (scheduledToExternal < toExternal)) t h e n  
 14                         if ((availableExternal = scheduleToResources(j, EXTERNAL_RESOURCE)) == true) the n  
 15                                 scheduledToExternal++; 
 16                                 scheduledJobs++; 
 17                                 it.remove(); 
 18         else  
 19                 scheduleToResources(j, INTERNAL_RESOURCE); 
 20                 scheduledJobs++; 
 21                  it.remove(); 
 22 dispatch(); 
 23 sendInternalEvent(SCHEDULING_INTERVAL, SCHEDULE_NOW); 
 
 
Figura 5.3: Planificación por objetivo del Algoritmo PT-AR
interno (línea 8) o externo (línea 14) al que enviar el trabajo. Para ello, asigna
un trabajo a cada recurso. Por lo tanto, este algoritmo considera que todos los
recursos, All Resources (AR), pueden participar en el reparto, independiente-
mente de su rendimiento.
5.1.4. Algoritmo 3: PT-RR
El mecanismo de planificación de PT-RR es muy similar al de PT-AR:
p “Por objetivo”: como PT-AR, el algoritmo PT-RR agrupa los resultados por
tipo de recurso, Per Type (PT). Así, en lugar de esperar por dos resultados de
cada uno de los recursos que forman el Grid Federado, como hace ARAE,
PT-RR espera al menos por dos resultados de recursos internos y por dos
resultados de recursos externos.
p “Planificar por defecto”: el reparto es equitativo, como en el caso de ARAE y
PT-AR.
p “Planificar por objetivo”: como se puede ver en el pseudocódigo de la Figura
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 Algoritmo PT-RR: PlanificarPorObjetivo()  
  1 int internalJobs = numInternalJobs(DISPATCH_CHUNK, unscheduledJobs); 
  2 int toInternal = (internalJobs*internalObjective)/unscheduledJobs.size(); 
  3 int toExternal = internalJobs - toInternal; 
  4 boolean okInternal = calculateAssignedJobs(toInternal, INTERNAL_RESOURCE); 
  5 boolean okExternal = calculateAssignedJobs(toExternal, EXTERNAL_RESOURCE); 
  6 while ((scheduledJobs < DISPATCH_CHUNK) && (availableInternal || availableExternal)) d o  
  7         Job j = (Job)it.next(); 
  8         if (j.isInternalJob()) t h e n  
  9                 if (availableInternal && (scheduledToInternal < toInternal)) the n  
 10                         if ((availableInternal = scheduleToResources(j, INTERNAL_RESOURCE)) == true) then  
 11                                 scheduledToInternal++; 
 12                                 scheduledJobs++; 
 13                                 it.remove(); 
 14                                 continue; 
 15                 if (availableExternal && (scheduledToExternal < toExternal)) t h e n  
 16                         if ((availableExternal = scheduleToResources(j, EXTERNAL_RESOURCE)) == true) then 
 17                                 scheduledToExternal++; 
 18                                 scheduledJobs++; 
 19                                 it.remove(); 
 20         else  
 21                 scheduleToInternalResources(j); 
 22                 scheduledJobs++; 
 23                 it.remove(); 
 24 dispatch(); 
 25 sendInternalEvent(SCHEDULING_INTERVAL, SCHEDULE_NOW); 
 
 
Figura 5.4: Planificación por objetivo del Algoritmo PT-RR
5.4, PT-RR calcula los valores de N (línea 1) y M (línea 3) igual que PT-AR.
Sin embargo, calculateAssignedJobs especifica los recursos concretos, tanto
internos (línea 4) como externos (línea 5), a los que se pueden enviar trabajos.
De esta manera, PT-RR asigna trabajos sólo a los recursos con resultados,
Resources with Results (RR), y lo hace de forma proporcional a su rendimiento.
5.2. Escenario Simulado General
En esta sección se recogen las simulaciones realizadas para comprobar la efica-
cia de las estrategias de planificación propuestas para un Grid Federado formado
por más de dos Grids: es el caso de una pequeña organización accediendo a los
recursos de varias infraestructuras Grid de distinto tipo. Para este escenario se han
creado tres versiones del simulador GridWaySim que sólo difieren en la política
de planificación implementada en el meta-planificador GridWay. Estas versiones
se denominan ARAE (todos los recursos son iguales), PT-AR (por tipo-todos los
recursos) y PT-RR (por tipo-recursos con resultados).
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Figura 5.5: Escenario general
Como se muestra en la figura 5.5, el escenario de pruebas consta de cinco in-
fraestructuras. Los recursos DSA (Distributed System Architecture) y LCG (LHC
Computing Grid) son los mismos que para el escenario particular. Las tres nue-
vas infraestructuras que se han incorporado al escenario de pruebas son Global1,
Global2 y Lab. Global1 y Global2 son dos Grids globales genéricos con una confi-
guración similar al recurso LCG. Sin embargo, Global1 presenta menos elementos
computacionales que LCG y Global2 más. Por último, Lab es el Grid genérico de
un grupo de investigación con una configuración muy similar al testbed DSA.
Según indican las flechas de la figura 5.5, las simulaciones se realizan desde
el punto de vista de un usuario del recurso DSA. Así, para el meta-planificador
GridWay-DSA el testbed DSA es un recurso interno y los recursos LCG, Global1,
Global2 y Lab son recursos externos. Todos aquellos trabajos enviados por usuarios
internos del GridWay-DSA y que finalmente son recibidos por los GridWays LCG,
GLobal1, Global2 y Lab a través de la interfaz WS-GRAM se consideran trabajos
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Tabla 5.1: Características de las máquinas en los testbeds DSA, LCG, Global1, Glo-
bal2 y Lab
Infraestructura Máquina PEs MIPS/PE
hydrus 4 9787
aquila 5 9787




LCG machine1 640 6536
machine2 560 4902
machine0 680 9787
Global1 machine1 544 6536
machine2 476 4902
machine0 920 9787




Lab machine2 1 9787
machine3 2 6536
machine4 1 6536
externos. Por lo tanto, este escenario representa una situación común en la que una
pequeña organización accede a varios recursos de infraestructuras Grid asociadas,
pero al mismo tiempo sacando todo el provecho de sus propios recursos.
La tabla 5.1 recoge las características técnicas, es decir, PEs (Processing Ele-
ments) y MIPS (Millions Instructions Per Second) de cada una de las máquinas de
las infraestructuras DSA, LCG, Global1, Global2 y Lab.
5.2.1. Descripción de los Experimentos
Para esta escenario, GridWaySim se encarga de crear e inicializar 3 Users, 5
meta-planificadores GridWay, 1 testbed DSA, 1 testbed LCG, 1 testbed Global1, 1
testbed Global2, 1 testbed Lab y 3 Workloads. La configuración de las distintas
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entidades para las tres versiones de GridWaySim es:
p GridWay: según la versión de la que se trate, GridWay implementará el al-
goritmo ARAE, PT-AR o PT-RR. Para conectar las distintas entidades presen-
tes en el escenario de la figura 5.5 necesitamos instanciar 5 GridWay meta-
schedulers, uno por cada testbed.
p Testbed: los recursos del grupo de investigación DSA se representan por me-
dio de la entidad DSATestbed y los del LCG por la entidad LCGTestbed. Asi-
mismo, los Grids Global1, Global2 y Lab se representan por las entidades
Global1Testbed, Global2Testbed y LabTestbed respectivamente. Cada test-
bed sigue la configuración de la tabla 5.1.
p Experiment: para poder comparar los resultados de los nuevos algoritmo con
los obtenidos por la política DO-AS, el tamaño de los experimentos es el
mismo que para el escenario particular, 550 trabajos.
p Job: todos los trabajos tienen los mismos valores que para el escenario parti-
cular. La longitud es de 6.000.000 MI, el tamaño del fichero de entrada es de
1.000.000 de bytes y el de salida de 2.000.000 de bytes.
p User: al igual que para el escenario particular, se crean 3 usuarios que envían
1 experimento al DSA-GridWay a las 12:00 (en tiempo de simulación), con
una separación de 48 horas entre un usuario y otro. De esta manera, los ex-
perimentos se lanzan coincidiendo con distintos niveles de saturación de los
Grids globales.
p Workload: de nuevo volvemos a usar la entidad Workload, pero en este caso
se crean 3 instancias. Así, podemos crear un entorno más realista en el que los
trabajos que se envían desde DSA compiten con los trabajos de otros usuarios
por los recursos LCG, Global1 y Global2. Para esta simulación también hemos
empleado el fichero “LCG Grid Log” que contiene 11 días de actividad real
de los múltiples nodos que forman el LCG.
Al igual que para el escenario particular, además de la creación e inicialización
de las distintas entidades, también debemos especificar el valor de algunos de los
parámetros que regulan el comportamiento de los algoritmos:
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p OBJECTIVE_INTERVAL: el cálculo de un nuevo objetivo se realiza cada 30 se-
gundos.
p MAX_SUBMISSION_RESOURCE_FACTOR: el valor de este parámetro es 3. Así, si un
recurso tiene 5 PEs entonces el algoritmo puede encolar como máximo 15
trabajos en dicho recurso.
p SCHEDULING_INTERVAL: el algoritmo de planificación se invoca cada 30 segun-
dos.
p DISPATCH_CHUNK: el algoritmo planifica 15 trabajos cada vez.
p SUSPENSION_TIMEOUT: 1 hora es el máximo tiempo de suspensión que un tra-
bajo puede esperar en un recurso para comenzar su ejecución.
5.2.2. Análisis de los Resultados
En las tablas 5.2 y 5.3 se recogen los resultados para las tres políticas de plani-
ficación propuestas. En este caso también se emplea la misma estrategia que para
el escenario particular. Así, el lanzamiento de los experimentos por parte de los
usuarios coincide con distintos niveles de saturación del LCG. Puesto que Global1
y Global2 tienen asignadas cargas de trabajo, también padecerán distintos grados
de saturación a lo largo de la simulación. Global1 tiene menos recursos que LCG,
por lo que se satura antes y durante más tiempo. Por el contrario, como Global2
tiene más recursos que LCG, se satura más tarde y durante menos tiempo.
Mientras que la figura 5.6 muestra gráficamente el reparto de trabajos que cada
algoritmo realiza entre los distintos recursos Grid que constituyen el Grid Federa-
do, la tabla 5.2 refleja el objetivo exacto calculado por AREA, PT-AR y PT-RR. En
cambio, la tabla 5.3 muestra el tiempo de compleción obtenido por cada una de
las estrategias de planificación. La diferencia entre los tiempos alcanzados por los
tres algoritmos se observa claramente en la figura 5.7. A continuación se analizan
los resultados para determinar cual de los algoritmos proporciona el mejor com-
portamiento. Además, estos resultados se comparan con los obtenidos por DO-AS,
que recordemos resultó ser el mejor algoritmo de los analizados para el escenario
particular.
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Tabla 5.2: Número de trabajos ejecutados en las distintas infraestructuras para los
distintos algoritmos
Saturación ARAE PT-AR PT-RR
DSA 69 68 72
LCG 148 147 162
Baja Global1 146 144 149
Global2 133 139 114
Lab 54 52 53
DSA 60 68 73
LCG 151 148 160
Media Global1 144 146 91
Global2 143 136 166
Lab 52 52 60
DSA 129 126 114
LCG 182 194 173
Alta Global1 25 28 0
Global2 158 147 154
Lab 56 55 109
Tabla 5.3: Tiempo de compleción para los experimentos conseguido por las políticas
de planificación
Saturación ARAE PT-AR PT-RR
Baja 1:04:38 1:02:30 1:02:54
Media 1:26:01 1:25:10 1:16:15
Alta 2:13:54 2:07:24 1:58:13
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Figura 5.6: Reparto de trabajos que realizan los algoritmos entre los recursos Grid para
los tres niveles de saturación: Baja, Media y Alta
Figura 5.7: Tiempo de compleción de los experimentos que alcanzan los algoritmos para
los tres niveles de saturación: Baja, Media y Alta
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p ARAE (figuras 5.8, 5.11): este algoritmo planifica por objetivo si hay al menos
2 resultados por recurso Grid participante en el Grid Federado. Los recur-
sos globales que tienen muchos PEs proporcionan resultados antes que los
recursos de las organizaciones pequeñas. Para el nivel de saturación bajo, el
proceso “Planificar por objetivo” se invoca cuando sólo quedan 36 trabajos
por planificar. Para este nivel de saturación, el tiempo de compleción final
es mejor que para DO-AS. El objetivo es correcto, ya que el algoritmo envía
más trabajos a los recursos interno y porque envía más trabajos a los recursos
globales (LCG, Global1 y Global2) que a los pequeños (Lab). Aunque para el
nivel de saturación medio se obtiene un buen reparto de trabajos y un buen
tiempo de compleción, nunca se llega a planificar por objetivo. Esto se debe a
que el recurso Global1 está muy saturado y para cuando proporciona los 2 re-
sultados que hacen falta para calcular el objetivo, ya se han planificado todos
los trabajos. Este problema se repite para el nivel de saturación alto, sólo que
en este caso el tiempo de compleción es peor que para el algoritmo DO-AS.
Claramente, esperar a tener 2 resultados de cada una de las infraestructuras
Grid participantes impone una norma demasiado restrictiva que no se adapta
al dinamismo de los Grids Federados.
p PT-AR (Figures 5.9, 5.12): en este caso los resultados se agrupan por tipo de
recurso. Por lo tanto, en lugar de esperar por 2 resultados de cada uno de los
recursos del Grid Federado, se espera por 2 resultados de recursos internos y
por 2 resultados de recursos externos. Como consecuencia, en este caso “Pla-
nificar por objetivo” se invoca mucho antes que en el caso anterior, cuando
quedan 173 trabajos por planificar. Dado que este algoritmo considera que
todos los recursos pueden participar, incluso los que no han proporcionado
resultados, se pueden enviar trabajos a recursos sobre los que no tenemos in-
formación acerca de su rendimiento. Esto hace que en el nivel de saturación
alto muchos trabajos tengan que migrar del recurso Global1. La migraciones
se deben evitar todo lo posible, ya que introducen sobrecarga de mensajes y
porque se pierde tiempo en la replanificación. A pesar de todo, PT-AR propor-
ciona mejores resultados que ARAE. Además, también proporciona mejores
resultados que DO-AS para los niveles de saturación bajo y medio.
p PT-RR (Figures 5.10, 5.13): también en este caso “Planificar por objetivo” se
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Figura 5.8: Productividad ARAE
invoca cuando quedan 173 trabajos por planificar. Sin embargo, PT-RR só-
lo planifica trabajos sobre aquellos recursos de los que tiene información de
rendimiento. Este algoritmo proporciona el mejor objetivo, ya que envía más
trabajos a los recursos internos y a aquellos recursos externos menos satu-
rados. Como consecuencia, el tiempo de compleción para todos los niveles
de saturación es el mejor de todas las políticas. Esta reducción en el tiempo
de compleción se puede explicar en parte por la reducción en el número de
migraciones: mientras que PT-RR realiza 91 migraciones, AREA realiza 144 y
PT-AR 146.
Como se puede ver, PT-RR mejora los resultados y el comportamiento de AREA
y de PT-AR: una mejor distribución de los trabajos reduce el número de migracio-
nes y, por lo tanto, el tiempo de compleción. Además, menos para el nivel de
saturación alto, PT-RR obtiene tiempos de compleción menores que DO-AS. Tam-
bién la distribución de los trabajos es mejor, ya que PT-RR envia más trabajos a los
recursos internos y a aquellos externos menos saturados.
Las figuras 5.8, 5.9 and 5.10 muestran la productividad del Grid Federado y de
cada uno de los recursos para ARAE, PT-AR y PT-RR, respectivamente. Mientras
que la productividad de ARAE y PT-AR es muy similar, PT-RR no envia trabajos
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Figura 5.10: Productividad PT-RR
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Pendientes Encolados Ejecución Finalizados















Pendientes Encolados Ejecución Finalizados
Figura 5.12: Estado PT-AR
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Pendientes Encolados Ejecución Finalizados
Figura 5.13: Estado PT-RR
a Global1 y evita los periodos de saturación elevados de LCG y Global2 enviando
más trabajos a DSA y Lab. Con estas decisiones, PT-RR reduce el número de migra-
ciones y la sobrecarga de recursos saturados, y, por lo tanto, proporciona mejores
tiempos de compleción.
En cuanto al comportamiento, las figuras 5.11, 5.12 y 5.13 muestran gráfica-
mente, por medio del estado de los trabajos a lo largo del tiempo, las diferencias
entre los tres algoritmos para el nivel de saturación alto. De nuevo, ARAE y PT-AR
muestran un comportamiento similar. Sólo se diferencian en el tamaño de la región
de trabajos encolados, que es menor en PT-AR. Con estas estrategias los trabajos
pasan más tiempo pendientes de planificación y hay más trabajos encolados en
recursos saturados. Mientras, el algoritmo PT-RR encola más trabajos en recursos
menos saturados y los trabajos pasan menos tiempo pendientes de planificación.
5.3. Conclusiones
En este capítulo se han presentado tres políticas para el caso general en el que
el Grid Federado está formado por más de dos infraestructuras de cualquier tipo.
Todos los algoritmos realizan el cálculo del objetivo de forma dinámica y periódica,
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y aplicando planificación avanzada, al igual que la estrategia DO-AS. Sin embar-
go, las tres estrategias difieren en cómo realizan la asignación final de trabajos a
recursos internos y externos. Así, el algoritmo ARAE realiza una planificación po-
co precisa que considera que todos los recursos son iguales. En segundo lugar, el
algoritmo PT-AR clasifica los resultados que devuelven los recursos por tipo, ya
sean internos o externos. Por último, se presenta el algoritmo PT-RR que, además
de clasificar los resultados por tipo, sólo asigna trabajos a aquellos recursos de los
que conoce su rendimiento.
Además, este capítulo también incluye los experimentos realizados con el si-
mulador GridWaySim para el escenario general, que en este caso está formado por
cinco infraestructuras Grid. Los resultados obtenidos en las simulaciones también
respaldan la eficacia de las estrategias de planificación basadas en el modelo de
rendimiento para el caso general. De hecho, la política PT-RR es la que propor-
ciona mejores resultados, tanto en tiempo de compleción como en productividad,
comparada con ARAE y PT-AR. Esta política envía más trabajos a los recursos in-
ternos y a aquellos externos que están menos saturados, reduciendo el número de
migraciones y la sobrecarga de los recursos más saturados. Las gráficas de com-
portamiento muestran que con PT-RR los trabajos pasan menos tiempo encolados




Principales Aportaciones y Trabajo
Futuro
Este capítulo recoge las principales aportaciones que se han introducido a lo
largo del documento, las publicaciones más relevantes a las que han dado lugar las
investigaciones realizadas y las consiguientes líneas de trabajo futuro originadas.
Así, en la primera parte del capítulo se describen las principales aportaciones junto
con sus correspondientes publicaciones. Posteriormente, en la segunda parte se
detallan las posibles líneas de investigación que se podrían seguir partiendo de los
resultados obtenidos en esta tesis.
6.1. Principales Aportaciones
Esta sección incluye una descripción de las principales aportaciones que resul-
tan de la presente tesis doctoral. En primer lugar se repasa la arquitectura descen-
tralizada basada en meta-planificadores para la construcción de Grids Federados.
Después, se analizan los algoritmos de planificación basados en un modelo de
rendimiento para la planificación de aplicaciones HTC. Por último, se describe el
simulador para Grids Federados GridWaySim.
6.1.1. Arquitectura Descentralizada de Grid Federado
Los principales problemas a los que se enfrentan todos los Grids Federados son
la interoperabilidad y la coordinación de recursos que no están sujetos a un control
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centralizado. Sin embargo, las principales iniciativas para la interoperatividad entre
distintos Grids ofrecen arquitecturas a nivel de meta-planificador o meta-meta-
planificador, que como en el caso del meta-broker, posteriormente se han utilizado
para plantear modelos centralizados y distribuidos, pero no descentralizados.
En esta tesis se presenta una arquitectura descentralizada basada en meta-
planificadores. En concreto, nuestra arquitectura se basa en el meta-planificador
GridWay y en el Servicio de Gestión de Recursos GRAM.
El meta-planificador GridWay permite la unión de diferentes infraestructuras
Grid para formar un Grid Federado. Esta federación se consigue por medio de la
entidad GridGateWay, que consiste en un meta-planificador GridWay hospedado
en un servicio GRAM de Globus. Mientras que GridWay lleva a cabo la gestión de
la ejecución de trabajos y la intermediación de recursos en un Grid formado por
distintas plataformas computacionales gestionadas por servicios Globus, GridGa-
teWay permite el envío, la monitorización y el control de trabajos a través de los
distintos Grids que forman un Grid Federado. Además, GridWay inlcuye un mó-
dulo de planificación independiente que facilita la implementación e incorporación
de nuevas políticas de planificación.
Nuestra arquitectura de meta-planificadores permite el despliegue de un mo-
delo descentralizado en el que cada uno de los meta-planificadores en las distintas
infraestructuras que constituyen la federación son independientes y no dependen
entre sí para realizar la planificación. Esto significa que la entrada o salida de com-
ponentes del Grid Federado es inocua para el resto de participantes, lo cual denota
la flexibilidad de este modelo para adaptarse al dinamismo de estos entornos. Con
nuestra solución no se añaden nuevas capas a las ya existentes en el escenario Grid,
puesto que se realiza a nivel de meta-planificador. Además, dada la lejanía entre
el meta-planificador y los nodos finales en los que se ejecutan los trabajos, nuestra
solución fomenta la incorporación de políticas de grano grueso, que son las más
apropiadas para este tipo de entornos.
6.1.2. Algoritmos de Planificación Basados en un Modelo de Ren-
dimiento
La planificación de tareas en Grids Federados se enfrenta a varios obstáculos.
Por una parte, el elevado número de recursos presentes en un Grid Federado hace
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que las políticas de planificación a nivel de Grid o cluster sean inviables aplicadas
a una federación de Grids. Esto se debe principalmente a un problema de esca-
labilidad. Además, dado el elevado número de soluciones comerciales existentes
en el mundo Grid, debemos aportar soluciones compatibles que no impongan es-
trategias específicas a los niveles inferiores. Tampoco es viable la implementación
de aplicaciones por medio de un entorno de desarrollo específico. Por último, mu-
chas estrategias basan su planificación en el estado de los recursos y, por lo tanto,
dependen de unos servicios de descubrimiento e información jerarquizados y cen-
tralizados que presentan varias limitaciones, por ejemplo, único punto de fallo y
falta de escalabilidad.
En esta tesis se han presentado varias estrategias de planificación, las más des-
tacadas son DO-AS (Dynamic Objective - Advance Scheduling) y PT-RR (Per Type
- Resources with Results). Estas estrategias de grano grueso basan su planificación
principalmente en un modelo de rendimiento que permite caracterizar los recursos
que forman el Grid Federado, por lo que no presentan tanta dependencia de los
servicios de información. Además, estas estrategias logran un reparto de los tra-
bajos tal que se incrementa la productividad de los recursos internos y se reduce
el tiempo de compleción de las aplicaciones. Así, resultan unas estrategias senci-
llas de implementar, independientes entre sí y capaces de adaptarse a los cambios
en el rendimiento de los recursos. Estas propiedades se consiguen principalmente
gracias a la combinación de dos elementos:
p El cálculo dinámico del objetivo. El modelo de rendimiento permite modelar
cualquier sistema Grid heterogéneo a partir de los parámetros r∞ y n1/2.
Además, aplicando el modelo de federación o agregación, podemos calcu-
lar el número óptimo de trabajos que se debería enviar a cada una de las
infraestructuras del Grid Federado de forma dinámica y periódica.
p La planificación avanzada. En lugar de esperar hasta que un recurso disponga
de nodos libres, mandamos directamente los trabajos a las infraestructuras
objetivo ahorrando tiempo, ancho de banda y dependencia del sistema de
información.
Con estos elementos se construyen algoritmos dinámicos que actualizan su in-
formación de forma periódica, sencillos de implementar y que se adaptan al rendi-
miento cambiante de los recursos.
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6.1.3. Simulador de Grids Federados
En la actualidad existen diversas herramientas que permiten la simulación de
sistemas Grid. Por medio de dichos simuladores podemos generar entornos repe-
tibles y controlables, sin costes económicos significativos y obteniendo resultados
en un espacio corto de tiempo comparado con una ejecución en un Grid real. Los
simuladores constituyen pues una de las mejores alternativas para el análisis de
nuevas estrategias de planificación en Grids Federados.
Partiendo del conjunto de herramientas GridSim, se ha desarrollado el simula-
dor de Grids Federados GridWaySim, que nos permite analizar el comportamiento
de los algoritmos de planificación basados en el modelo de rendimiento. Para el
estudio de los algoritmos se plantean dos escenarios, uno particular y otro general.
La idea es poner a los distintos algoritmos a prueba bajos las mismas condiciones
para, de esta manera, poder justificar los distintos resultados únicamente en base a
la política de planificación utilizada.
Puesto que la fiabilidad de los resultados obtenidos con GridWaySim depen-
den de su grado de similitud con un sistema real, éste incorpora todos aquellos
elementos que forman parte de un Grid Federado. Además, en las simulaciones se
han utilizado ficheros de traza que simulan cargas de trabajo reales en los recursos
Grid globales. De esta manera, en nuestros escenarios simulados todos los algorit-
mos de planificación se enfrentan a tres situaciones distintas de saturación: baja,
media y alta.
6.1.4. Principales Publicaciones
A continuación se presentan las publicaciones más importantes realizadas du-
rante la investigación de la arquitectura descentralizada, de los algoritmos basados
en un modelo de rendimiento y del simulador de Grids Federados GridWaySim:
• Katia Leal, Eduardo Huedo, and Ignacio M. Llorente. “Performance Based
Scheduling Strategies for HTC Applications in Complex Federated Grids”.
Concurrency and Computation: Practice and Experience, in press.
• Katia Leal, Eduardo Huedo, and Ignacio M. Llorente. “A Decentralized Mo-
del for Scheduling Independent Tasks in Federated Grids”. Future Generation
Computer Systems, 25(8):840–852, September 2009.
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• Katia Leal, Eduardo Huedo, and Ignacio M. Llorente. “Dynamic Objective
and Advance Scheduling in Federated Grids”. In Proceedings of the Internatio-
nal Conference on Grid computing, high-performAnce and Distributed Applications
(GADA 2008), On The Move Federated Conferences 2008, volume 5331, pages
711–725. Lecture Notes in Computer Science (LNCS), 2008.
• Katia Leal, Eduardo Huedo, Rubén S. Montero, and Ignacio M. Llorente.
“Scheduling Strategies in Federated Grids”. In Proceedings of the 2008 High Per-
formance Computing & Simulation Conference (HPCS 2008), 22nd European Con-
ference on Modelling & Simulation (ECMS 2008), pages 117–123. ECMS, 2008.
• Ignacio M. Llorente, Rubén S. Montero, Eduardo Huedo, and Katia Leal. “A
Grid Infrastructure for Utility Computing”. In Proceedings of the Third Interna-
tional Workshop on Emerging Technologies for Next-generation GRID (ETNGRID
2006), pages 163–168. IEEE Computer Society Press, 2006.
6.2. Trabajo Futuro
El trabajo futuro relacionado con los algoritmos de planificación consiste en me-
jorarlos cambiando sus partes estáticas por cálculos dinámicos en base a la infor-
mación que se obtiene del entorno. Así, el cálculo de parámetros importantes, como
es el caso del máximo tiempo de suspensión, se realizaría en tiempo de ejecución.
Este parámetro determina el máximo tiempo que un trabajo puede esperar para
comenzar su ejecución (en segundos) en el administrador de carga local. Cuan-
do se excede este límite temporal, si el trabajo no ha comenzado su ejecución, el
meta-planificador se encarga de migrarlo a otro recurso. El valor de este parámetro
depende de la longitud de las aplicaciones y de la saturación de los recursos. Cuan-
to más larga sea la tarea y más saturados estén los recursos, mayor debería ser el
tiempo de espera. También sería conveniente mejorar las llamadas “planificaciones
por defecto” por algún mecanismo más fino que nos permita realizar un reparto
inicial más acertado. De hecho, las 91 migraciones que debe realizar el algoritmo
PT-RR son de trabajos planificados por el mecanismo por defecto, ninguna se debe
a trabajos planificados utilizando el mecanismo basado en el modelo de rendimien-
to. Así, una mejora en la planificación por defecto probablemente implicaría menos
migraciones, y por lo tanto menos mensajes y menor tiempo de compleción.
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Además, también queremos investigar el efecto de las políticas de reparto de
recursos. La extensión de los algoritmos de planificación basados en un modelo
de rendimiento con políticas de reparto de recursos podría contribuir a reducir el
número de migraciones y, por lo tanto, a ahorrar tiempo. Cuando un recurso está
cercano a su saturación o se produce un pico de demanda a nivel de trabajos inter-
nos, se puede decidir: i) no aceptar nuevos trabajos externos; ii) suspender tempo-
ralmente la ejecución de trabajos externos; o iii) cancelar temporalmente trabajos
externos que ya se están ejecutando. Cuando el propietario del trabajo externo re-
cibe una de las acciones previas, puede decidir: 1) disminuir el número de trabajos
que envía a ese recurso; 2) no enviar temporalmente más trabajos a ese recurso; o
3) directamente migrar trabajos desde esa infraestructura a otra distinta. Las accio-
nes 1 y 2 pueden reducir el número de migraciones, mientras que con la acción 3
podemos ahorrar tiempo y ancho de banda anticipando la migración antes de que
se exceda el máximo tiempo de suspensión.
En cuanto al trabajo futuro relacionado con el simulador de Grids Federados
GridWaySim, el punto más importante a implementar consistiría en mejorar la
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