Abstract. For a bounded domain Ω with a piecewise smooth boundary in an n-dimensional Euclidean space R n , we study eigenvalues of the Dirichlet eigenvalue problem of the Laplacian. First we give a general inequality for eigenvalues of the Laplacian. As an application, we study lower order eigenvalues of the Laplacian and derive the ratios of lower order eigenvalues of the Laplacian.
introduction
Let Ω ⊂ R n be a bounded domain with a piecewise smooth boundary ∂Ω in an n-dimensional Euclidean space R n . We consider the following Dirichlet eigenvalue problem of the Laplacian:
(1.1) ∆u = −λu in Ω,
It is well known that the spectrum of this problem is real and discrete:
where each λ i has finite multiplicity which is repeated according to its multiplicity.
The investigation of universal bounds for eigenvalues of the eigenvalue problem (1.1) was initiated by Payne, Pólya and Weinberger [11] . In 1956, they showed that for Ω ⊂ R 2 , the ratio of the first two eigenvalues satisfies
they further conjectured that one could replace the value 3 here by the value that λ 2 λ 1 assumes when Ω is a disk, approximately 2.539. With respect to the conjecture of Payne, Pólya and Weinberger, many mathematicians studied it. For examples, Brands [5] , de Vries [8] , Chiti [7] , Hile and Protter [9] , Marcellini [10] and so on. Finally Ashbaugh and Benguria [2] (cf. [1] and [3] ) solved this conjecture.
For Ω ⊂ R 2 , Payne, Pólya and Weinberger [11] also showed that (1.3) λ 2 + λ 3 λ 1 ≤ 6.
Subsequent to the paper of Payne, Pólya and Weinberger, many mathematicians improved the constant 6 in (1.3). Specifically, in 1964, Brands [5] For a general dimension n ≥ 2, Ashbaugh and Benguria [4] (cf. Thompson [12] ) proved
Furthermore, Ashbaugh and Benguria [4] (cf. Hile and Protter [9] ) improved the result (1.5) to
In this paper, by making use of the fact that eigenfunctions form an orthonormal basis of L 2 (Ω) in place of the Rayleigh-Ritz formula, we obtain a general inequality for eigenvalues of the Laplacian. As an application, we study lower order eigenvalues of the Laplacian and obtain the following:
Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in an ndimensional Euclidean space R n . Then, for 1 ≤ i ≤ n + 2, eigenvalues of the eigenvalue problem (1.1) satisfy at least one of the following:
Remark 1.1. Taking i = 1 in the theorem 1.1, we derive the result (1.5) of Ashbaugh and Benguria. Taking i = 2 in the theorem 1.1, we get the result (1.6) of Ashbaugh and Benguria. Taking n = 2, i = 4, we have the result (1.4) of Chen and Zheng [6] .
Main results and proofs
Let u j be the orthonormal eigenfunction corresponding to the j-th eigenvalue λ j , i.e. u j satisfies (2.1)
In this section, first of all, by making use of the fact that {u j } ∞ j=1 forms an orthonormal basis of L 2 (Ω) in place of the Rayleigh-Ritz formula, we obtain a general inequality for eigenvalues of the Laplacian. Theorem 2.1. Let Ω be a bounded domain with a piecewise smooth boundary ∂Ω in an ndimensional Euclidean space R n . Then, there exists a Cartesian coordinate system (z 1 , · · · , z n ) of R n , such that, eigenvalues of the eigenvalue problem (1.1) satisfy
Proof of Theorem 2.1. Let x 1 , · · · , x n be standard coordinate functions in R n . We consider the n × n-matrix A = (A αβ ) defined by
From the orthogonalization of Gram and Schmidt, there exist an upper triangle matrix R = (R αβ ) and an orthogonal matrix Q = (q αβ ) such that R = QA. Thus,
q αγ x γ , we have
from integration by parts, we obtain
On the other hand, from integration by parts, we get
Hence we have
For any positive integer k, we obtain
Thus, we infer
For some real constant t > 1 2 , from integration by parts, we get (2.9)
Since for any function f ∈ C 2 (Ω) ∩ C(Ω), from integration by parts, we have
Taking f = u t−1 1 in (2.11), we get
Thus, by (2.9), we get (2.12)
For any positive integer l, we obtain
From (2.10), (2.12), (2.13) and (2.14), we infer
Since
according to the definition of B(t), we have
By integration by parts, we have
From the Cauchy-Schwarz inequality, we get
Hence, we have
For any fixed j ≥ 2, we choose an orthonormal transformation z α = n β=1 h αβ z β (1 ≤ α ≤ n) with det(h αβ ) = 1 such that
From the definition of z α and (2.4), we get
Hence, from (2.13), we obtain (2.20)
Notice that (2.21)
Thus, from (2.20) and the Cauchy-Schwarz inequality, we infer
Then, according to (2.21) and (2.14), we derive
Hence, we have 
, we obtain (2.2).
⊔ ⊓
In order to prove the theorem 1.1, we prepare the following lemmas.
be an increasing real sequence and let ω = (ω jk ) be a real (m + 1) × (m + 1)-matrix. Then the following equality holds:
Proof. For 1 ≤ j ≤ m + 1, we define
Then, we have the following recursion formula:
In fact,
Therefore, we have
Since F m+1 = 0, we complete the proof of the lemma 2.1.
Proof. In fact, we have
be an increasing real sequence and let ω = (ω jk ) be a real (m + 1) × (m + 1)-matrix. Then, for 1 ≤ i ≤ m + 2, the following equality holds:
, we know that the theorem 1.1 is proved. Hence, we
It follows from the lemma 2.1 that
For any positive integer γ, from (2.7), we can get
Therefore, we can obtain
Taking analogous arguments as the above inequality, we can obtain On the other hand, for λ 2 λ 1 ≥ 2 − λ 1 λ i , we have Finally, we obtain, from (2.24) and the above inequalities,
This completes the proof of the theorem 1.1. ⊔ ⊓
