INTRODUCTION
Let A be a von Neumann algebra and : be an automorphism of A. Then a well-known crossed product construction produces a larger von Neumann algebra A < : Z, generated by A and a unitary U, implementing ::
:(a)=UaU*, a # A.
For example, starting with A=L [0, 1], and choosing various ergodic automorphisms : one obtains Krieger factors, i.e., all hyperfinite factors. An important property of the crossed product construction is the existence of a faithful conditional expectation E: A < : Z Ä A. If A has a faithful trace by Radulescu and Dykema, can be viewed as manipulations with operatorvalued semicircular systems. In fact, one could re-develop all of the theory of interpolated free group factors without ever using random matrices by using the operator-valued semicircular systems approach. In addition, this point of view can be used to extend earlier results from free probability theory to larger classes of algebras. For example, we have shown in our earlier paper [16] that Radulescu's computation of the fundamental group of L(F ) [12] can be extended to prove that the fundamental group of an arbitrary von Neumann algebra M is included into that of M V L(F ). Here, we in a similar way extend another argument of Radulescu [13] to show that whenever a II 1 factor M has a finite-index finite-depth subfactor N, then also M V L(F t ), t # (1, + ] has a finitedepth subfactor with the same index and the same algebraic invariant (i.e., the same Popa system of higher relative commutants) as does the subfactor N/M.
The category of hyperfinite algebras can be viewed as``generated'' by the crossed product construction: it is the smallest category containing the complex scalars C, and which is closed under the operation of crossed products by automorphisms. It is therefore interesting to consider the category C, which is in a similar way``generated'' by the operation 8( }, } ). In other words, C is the smallest category containing the complex scalars, and such that whenever A # C, and ': A Ä A B(l 2 (I )) is a completelypositive map, then 8(A, ') # C. It turns out that this category contains many algebras naturally arising in free probability theory: interpolated free group factors and free Araki Woods factors (i.e., the factors obtained from free quasi-free states in [15] ). Moreover, C contains factors of type III 0 , and is closed under operations of free product, tensor product, and taking cores (this is shown by establishing``commutation relations'' between the operation 8( } , } ) and these operations). The category C is a free analog of the category of hyperfinite algebras. The category C contains a subcategory C { containing only tracial algebras; C { is a free analog of the category of hyperfinite tracial algebras.
An interesting subset of C consists of free Krieger algebras, i.e., algebras of the form 8(L (R, ') for various c.p. maps ' (recall that classical Krieger factors are of the form L (R) < : Z, : # Aut(L (R))). In the case '= :+:
&1 for an ergodic automorphism : of L (R), the algebra 8(L (R), ') can be expressed as a crossed product, and depends on : only up to orbit equivalence.
The algebras 8(L (R), ') have earlier implicitely appeared in [16] where it was shown that the cores of free Araki Woods factors (see [15] ) have this form. In this paper, we show that the core of any algebra of the form 8(A, ') has the form 8(C(A), &), where C(A) denotes the core of A.
Using Voiculescu's free entropy techniques, we show that for certain c.p.
maps ', the free Krieger algebras 8(L (R), ') cannot be isomorphic to a free group factor, or to a free group factor, tensor B(H). Applied to cores of free Araki Woods factors, this shows that if the spectral measure of the modular operator of a free quasi-free state has no absolutely-continuous component, then the core of the free Araki Woods factor cannot be L(F ) B(H). Since there are free Araki Woods factors, whose core is L(F ) B(H), our results lead to non-trivial non-isomorphism results among free Araki Woods factors. More generally, we show that if M is any von Neumann algebra with a normal faithful semifinite weight for which the spectral measure of the modular operator has no absolutely continuous component, then the core of M cannot be L(F t ) B(H), for any t # (1, + ] . This applies, for example, if M has a faithful normal semifinite weight which is almost periodic (so that the spectrum of the modular operator is atomic).
Another source of non-isomorphism results for free Araki Woods factors (and more generally, for free products of von Neumann algebras) is the { invariant of Connes, which we compute for such algebras in this paper. Let M be a full von Neumann algebra, and $: R Ä Out(M) be the canonical map, obtained by choosing a normal faithful semifinite weight , on M and composing the map t [ _ and t [ _ t continuous. The { invariant for full factors contains all the information encoded in the S, T and Sd invariants; thus our computation generalizes the previous results of Barnett [2] and Dykema [5] , computing the S and T invariants for free products of algebras.
In conclusion, we would like to mention that the construction A [ 8(A, ') makes sense in the C*-category as well as in the von Neumann algebra category. There is, unfortunately, very little known about this construction for C*-algebras; however, some of the results of this paper are valid in the C*-context.
DEFINITION OF THE ALGEBRAS 8(A, ')
2.1. Covariance Matrices. Let A be a separable von Neumann algebra. Let I be a finite or countable index set. Assume that for each i, j # I we are given a linear map ' ij : A Ä A. Consider a Hilbert space H=l 2 (I ) with basis , i , i # I, and operators e ij # B(l 2 (I )), given by e ij , k =$ jk , i .
Given the maps ' ij , i, j # I, we construct the map
': A Ä A B(H)
defined by '(a)= ij # I ' ij (a) e ij . 
Proof. It is clear that we only have to show existence. Let X be the A, A B(H) bimodule associated to the map ': A Ä A B(H) (cf. [14] ). More precisely, let X be the Banach space obtained after separation and completion of A Alg C (A B(H)) with respect to the inner product
Then X admits a natural left action of A and a right action of A B(H).
Fix i 0 # I, and identify A with A e i 0 i 0 /A B(H). Let T=Xe i 0 i 0 . Then T is an A, A bimodule, using our identification of A with a subset of
Consider ! i =!e ii 0 . Then
Moreover, T is clearly spanned by ! i , i # I as an A, A-bimodule. K If , is a normal faithful state on A, then (h, g) =,((h, g) A ) defines a scalar-valued inner product on T. The completion T , of T with respect to this inner product is an A, A-correspondence (i.e., a Hilbert space carrying normal left and right actions of A).
A Jordan Subbimodule Associated to a Complete Positive Map.
Definition 2.3. Let T be a Hilbert bimodule over A. A real subspace K/T is called a Jordan subbimodule of T if K is a closed subspace of T, and satisfies
Let ' ij : A Ä A, T, ! i be as above. Consider the set
where the closure is taken with respect to the Hilbert bimodule norm on
is a real subspace of T naturally associated to '.
' is a Jordan subbimodule of K.
Proof. We have to show that if a, b # A and h # K ' , then ahb*+bha* # K ' . It is sufficient to check this property for h of the form
Example 2.5. Let I be a set of one element. Then we are given a single complete-positive map ': A Ä A, T is the A, A-bimodule associated to this map. In this case (2.1) reads
The subspace K ' in this case is the closure of the set of elements of the form a i !b i *+b i !a i *.
Example 2.6. Let ' j : A Ä A, j # J be completely-positive maps. Let ' ij =$ ij ' ij . In this case T(') is the direct sum of the bimodules associated to each ' j , j # J. More generally, assume that I= : # J I : , and ' are covariance matrices. Then define ' ij (a) to be zero if i # J : , j # J ; , :{;, and ' ij (a)='
Example 2.7. (a) Let ,: A Ä A be a normal faithful state, viewed as a completely-positive map from A to itself. Then the bimodule T(,) can be naturally identified with the bimodule L 2 (A, ,) , A, carrying the obvious right and left actions of A, and with the inner product
(b) Let id: A Ä A be the identity map, viewed as a completelypositive map from A to itself. In this case T(id) can be naturally identified with A, viewed as an A, A-bimodule in the obvious way. The inner product is given by
the Jordan subbimodule K ' is the Jordan subalgebra of A, consisting of all self-adjoint elements. Lastly, T , is L 2 (A, ,) with the usual right and left actions of A.
(c) Let A be a von Neumann algebra and B a von Neumann subalgebra of A. Assume that F: A Ä B is a conditional expectation, and let ': A Ä A be equal to F. Let A 1 be the basic construction for the inclusion B/A. Let , be a normal faithful state on A. Then T , is isomorphic to L 2 (A 1 ) as an A, A-correspondence. The vector !, implementing ', is (up to normalization) the Jones' projection for the inclusion B/A. Example 2.8. Let (X, +) be a measure space, with a probability measure +. Let A=L (X, +). Let , be the normal state on A, given by integration against +. Let ' be a finite positive measure on X_X. Denote by ? 1 , ? 2 the two coordinate projections from X_X onto X. Assume that the push-forwards ? i * ' are absolutely-continuous with respect to +. Then ' gives rise to a completely positive map ': A Ä A by (writing formally)
The more precise definition is that
for all f # L (X, +) and g # L 1 (X, +), where ( } , } ) denotes the pairing between functions and measures. In this case T can be identified with a dense subset of L 2 (X_X, '). The identification sends f g # T, for f, g # A, to the function f (x) g( y) # L 2 (X_X, '). The vector ! # T corresponds to the constant function 1 on X_X. Equation (2.1) becomes precisely Eq. (2.2). The completion T , of T is L 2 (X_X, '). The real subspace K ' consists of those functions f (x, y) # T, for which f(x, y)=f ( y, x).
Choosing ' to be the product measure +_+ corresponds to Example 2.7(a), and choosing ' to be the delta measure along the diagonal subset of X_X corresponds to Example 2.7(b).
Example 2.9. Let A=C. In this case ' ij : A Ä A defines a positive matrix (a ij ) i, j # I by a ij =' ij (1). The bimodule T is then just a Hilbert space with a basis ! j , satisfying
The subspace K ' is the real span of ! j ; in this case K ' /T is a real subspace of T, which spans T as a complex space. This bimodule was first introduced by Pimsner [10] , and is called the full Fock space of A.
Then L(h) extends to an adjointable operator on T, satisfying
and
In particular,
is an isometry from T with its Hilbert bimodule norm to operators on T, with operator norm. Let , be a normal faithful state on A. Then composing the A-valued inner product on T with , endows T with pre-Hilbert space structure. Its Hilbert space completion will be denoted T , . If h # T, the operator L(h) extends to a bounded operator on T , . Furthermore, equations (2.4) and (2.5) still hold for the extension of L(h) to T , .
Consider the vector 1 A /A/T/T , . It is easily seen that the Hilbert space closure in
Proof. It is clear that E is a normal map, and that E is A-bilinear. It is therefore sufficient to show that the image of E lies in A. Let x # W*(A, L(h): h # T ). Then x can be approximated in the weak topology by sums of elements of the form
where a j # A, and g j is 1 or V and h j # T. In view of (2.4) and (2.5), we have
if h, g # T and a # A. It follows that x can be approximated by sums of elements of the form Notation 2.12. Let ' ij : A Ä A, i, j # I be a covariance matrix, and , be a normal faithful state on A. We denote by 8 , (A, ') the von Neumann algebra generated on T , by the A-valued semicircular system X , i , i # I and A. Remark 2.13. The conditional expectation E of Lemma 2.10 restricts to a normal conditional expectation E , : 8 , (A, ') Ä A.
Lemma 2.14. Let , be a normal faithful state on A. Then the vector 1 A # T , is cyclic for the action of 8 , (A, ') on T , . The vector state on 8 , (A, ') associated to 1 A is exactly the state , b E , . Consequently, the GNS representation of 8 , (A) for the state , b E , is faithful.
Proof. Since T , is the closure of T=A Ä n>0 T } A n , it is densely spanned by vectors of the form
We now proceed by induction. Assume that we have proved that for all n<N, and all
Since T is spanned (as an A, A-bimodule) by ! i , i # I, it follows that T A n /H. Thus 1 A is cyclic.
Let now (x)=( 1 A , x } 1 A ) the inner product taken in T , . We claim that =, b E , . Since and , b E , are both normal and linear, it is sufficient to check that (W)=, b E(W), where W is as in (2.7). If n and m are not both zero in the expression for W, then W 1 A =A } 1 A , so that (W)=0. But in this case also E(W)=0. On the other hand, when W # A, we have E(W)=W and (W)=,(W), by the definition of the inner product on T , . K Proposition 2.15. Let ,, be two normal faithful states on A. Then there exists an isomorphism :: 8 , (A, ') Ä 8 (A, '), which is identity on A, carries X , i into X i and satisfies E b :=E , . Proof. Let : be the GNS representation of 8 , (A, ') associated to the state b E , . We claim that : (8 , (A, ') ) is isomorphic to 8 (A, '). Since the GNS representation of 8 (A, ') associated to the state b E is faithful (see Lemma 2.14) , it is sufficient to show that
which is left to the reader. Reversing the roles of , and shows that : is an isomorphism. K 2.6. The algebras 8(A, ').
where , is an arbitrary normal faithful state on A. Proof. Let , be a normal faithful state on A. It is sufficient to prove that
, and because of (2.8), 
Then { b E is a trace on the algebra 8(A, ').
Concluding Remarks.
2.9. Let T be a Hilbert bimodule over A. Then, starting with a Jordan submodule K of T, one can carry out the construction of the Fock space T and of the algebra
In the case of the Jordan subbimodule K ' /T(') this construction yields 8(A, '). This is analogous to the construction of free Araki Woods factors (see [15] and also below).
2.10. Rather than working in the category of von Neumann algebras, one can also work in the category of C*-algebras. In this case, one can define the algebra 8 (A, ') to be the C*-algebra generated by A and the A-valued semicircular family X i , i # I. All of the results of this section remain valued for 8 instead of 8.
EXAMPLES OF THE ALGEBRAS 8(A, ')
We consider examples of the algebras 8(A, '). The order of the examples follows that of the examples of Subsection 2.3.
Example 3.1. Let A be a von Neumann algebra, and ': A Ä A be a single completely-positive map. Then 8(A, ') is generated by A and a single A-valued semicircular variable X=X*. X encodes the completelypositive map by
Let , be a normal faithful state on A. Then the A, A-correspondence
Assume that ' is unital (i.e., '(1)=1), and let , as above be a normal faithful state. Then L*(!) L(!)=1. In fact, it is easy to check that L(!) is V-distributed with respect to , b E in the same way as a free creation operator (see e.g. [23] ). It follows that the distribution of X is semicircular:
Example 3.2. Let I be an index set, and assume that for each i # I, ' i : A Ä A is a completely-positive map. Consider the covariance matrix
) is generated by A and self-adjoint elements X i , i # I. For each i # I, let A i be the algebra generated by A and
Let , be a faithful normal state on A. Assume that ' i is unital for each i.
Example 3.3. (a) Let , be a normal faithful state on A, and let '=,.
It follows from [16, Theorem 2.3] that with respect to the state , b E, L(!) is V-free from A. Hence
Thus for a # A,
Hence L(!) a=aL(!) for all a # A. Let , be a normal faithful state on A. It is easily seen that L(!) is independent from A with respect to , b E. Hence
(c) Let B be a von Neumann subalgebra of A, and let F: A Ä B be a normal conditional expectation. Let , be a state on A. In this case 8(A, ') is generated by A and X=L(!)+L(!)*, where L(!) satisfies:
More generally, consider for an index set I the covariance matrix + ij (a) =$ ij F(a), a # A, i, j # I. Then combining (3.1) and Example 3.2 gives that [0, 1] 2 , also denoted by '. We will consider more general examples of ' below in Section 7.1; for now we will only look at an example with ' absolutely continuous with respect to Lebesgue measure on the square.
Let 0<t 1 be a fixed number. We consider the measure '(x, y)= P(x, y) dx dy on [0, 1] 2 , where P is given by
if x>t and y>1 otherwise
The region where P is equal to 1 is shaded in Fig. 1 . In this case 8(A, ') is generated by A and an A-valued semicircular variable X, determined by the fact that
Let , be the normal faithful state on A, corresponding to integration against Lebesgue measure. Let Y be a semicircular variable, free from (A, ,). Equivalently, let Y be an A-valued semicircular variable, defined by
Thus X$ is an A-semicircular variable, corresponding to the same completely-positive map as X. It follows that the joint distributions of A, X and A, X$ with respect to , b E are the same, so that 8(A, ')$W*(A, X$) $W*(A, Y& pYp). By the results of Radulescu and Dykema, the latter algebra is isomorphic to the interpolated free group factor L(F 2&t 2).
Example 3.5. Let A=C. In this case the bimodule T is just a Hilbert space, and the Fock space T is the usual full Fock space of this Hilbert space (see, e.g, [23, 15] ). The operators L(h), h # T, are the usual free creation operators. Hence
where K ' is a real subspace of T, as discussed in Example 2.9. Thus 8(A, ') =1(K ' /T ), in the notation of [15, Remark 2.7] . The resulting von Neumann algebra depends on the inclusion K ' /T; it can be a free group factor (corresponding, e.g., to K ' =R 2 /C 2 =T ), or a free Araki Woods factor. See [15] for details. It is worth noting that all free Araki Woods factors arise as 8(C, ') for a suitable '. Indeed, let K/H be a real subspace of a complex Hilbert space. Choose an orthonormal basis
The aim of this section is to prove the following: Proof. Since the inclusion M/N is finite-depth, there exists an inclusion of finite dimensional algebras R/Q, R/M, Q/N so that
is an extremal non-degenerate commuting square. Then by a result of S. Popa (see [11] ), it follows that the following commuting square is nondegenerate, for n 2 integer or infinite:
It is known (see [11, 13] ) that the algebras A=M V R (L(F n R) and B= N V Q (L(F n R) are II 1 , factors; moreover, the inclusion A/B has the same Popa system as M/N (hence the same index, and is finite-depth). We now show that B is isomorphic to an algebra of the form N V L(F q ) for a certain q. Let F: N Ä Q be the normal conditional expectation. Let f k , 1 k M be the orthogonal minimal central projections of Q, M k=1 f k =1, and for each k, e k ij f k , 1 i, j N k be matrix units, satisfying
Consider the covariance matrix F ij : N Ä N, 1 i, j n given by
Then by Examples 3.3(c) and
Thus B is generated by N and an N-valued semicircular system X 1 , ..., X n with covariance F ij ; in particular,
Let Y i be a free semicircular family, free from N. Equivalently (see Example 3.3(a)), let Y i be an N-valued semicircular system, satisfying
For example, let the algebra Q be M 3 ÄM 4 Ä M 2 and denote by S i thè`c orner'' 1Â&e
By (2.5), Z i is again an N-valued semicircular family. Its covariance matrix is given by
Hence Z i are an N-valued semicircular system with the same covariance as
On the other hand, by the results of Radulescu (see [13, 16] ), we have that W*(N,
(Assuming that n is sufficiently large, so that q is bigger than 1.) A similar argument shows that A$M V L(F q$ ).
We have therefore proved our theorem for those values of t, which can be obtained (for a particular M/N) from integer or infinite n.
To obtain the statement of the theorem in full generality, note that because of the compression formula [16, Theorem 5.5] , proving the theorem for one finite value of t proves it for all finite values of t. Indeed, one simply replaces the inclusion A/B by a suitable compression or amplification of it. K
APPLICATION: CORES OF FREE ARAKI WOODS FACTORS
5.1. Faithfullness of E. We start by proving a necessary and sufficient condition for the conditional expectation E: 8(A, ') Ä A to be faithful. We first prove a lemma. .
(c)
The operator 2 it defines a one-parameter group of unitary transformations on T , , so that
Moreover, the operators 2 it , t # R, leave K ' /T , globally invariant.
Proof. 
and span[a 0 X i 1 a 1 } } } a n&1 X i n&1 a n : n k] is clearly invariant, it follows that T k , is also invariant.
(
(c) Denote by j the restriction of J to T , . Then j is clearly an antiisometry from T , to itself. Furthermore, since J8(A, ') J commutes with 8(A, '), we have
Since j 2 =1, we get
Also,
On the other hand, using the fact that a # A and JX(h) J commute
, the vector 1. Then , b E is the vector-state associated to 0. Note that the restriction of _
, . We claim that K ' =K. Notice that both K and K ' are closed in the operator norm. Clearly, K ' /K. It is therefore sufficient to prove that K ' is dense in K. Since , b E is faithful, it is sufficient to prove that the unit ball of K ' is dense in K for the Hilbert space norm induced by , b E. But this is obvious, since K ' spans T as a complex linear space (in fact, every element of T can be written as a linear combination of two elements from K ' ). Now, _ t maps T
1
, into itself and [x # 8(A, '): x=x*] into itself. Thus _ t leaves K invariant, so that _ t leaves K ' invariant. Since the modular group is a homomorphism, we get that
On the other hand,
. This is equal to
Combining (5.2) and (5.3) gives (5.1).
(e) By definition, 2
h=_ t (X(h)) 0. Since the state , b E is assumed to be faithful, it follows that _ t (X(h))=X(2 it (h)). K Proposition 5.2. Assume that ' ij : A Ä A is a covariance matrix, and , is a normal faithful state on A. Denote by ( } , } ) A the A-valued inner product on the Hilbert bimodule T. Then the following statements are equivalent:
(a) There an isomorphism of A bimodules j:
where J denotes the Tomita conjugation operator on L 2 (A, ,) % 1 A .
(b) The conditional expectation E: 8(A, ') Ä A is faithful.
Proof. We have proved that (b) implies (a) in Lemma 5.1. To prove the opposite implication, it is sufficient to prove that , b E is a faithful state. Consider the cyclic representation of 8(A, ') on the Fock space T , with the cyclic vector 0. Let T n /T , be the subspace of the Fock space, spanned by tensors of length n. Define for n 1 j n :
It follows by a similar computation that j n is well-defined. Let
be the Tomita conjugation operator associated to ,. Let J= n 0 j n : T , Ä T , . Then J 2 =0 and J is an anti-linear isometry. It is clear that 0 is cyclic for the algebra J8(A, ') J. Hence to prove that 0 is separating (so that , b E is faithful), it is sufficient to prove that J8(A, ') J/8(A, ')$.
Since X(h) for h # K ' are right A-module maps from T , to itself, it is clear that JAJ commutes with X(h), h # K 
Similarly,
It follows that [X( g), JX(h) J] T
n =0 if n 2. We also get, for ! # H,
JX(h) JX( g) !=JX(h) J( g !+(g, !)
A ) = g ! j(h)+(g, !) A } j(h); X(h) JX(h) J!=X(g)(! j(h)+J (h, j(!)) A ) = g ! j(h)+(g, !) A } j(h).
It remains to prove that [X(g), JX(h) J] a0=0
for all a # A. We have
On the other hand, using the fact that a # A and JX(h) J commute,
Example. Let A=L [0, 1] and let ': A Ä A be given by
Let , be the state on A corresponding to integration against Lebesgue measure. Assume that there exists a function
In fact, the map j with the properties above exists if and only if the measure d'(x, y) and d'( y, x) are equivalent.
Crossed Products.
Let A be a von Neumann algebra, , a normal faithful state on A, and _ , be its modular group. Let C c (R, A) be the space of continuous compactly-supported functions on R with values in A. Given two such functions a(t), b(t), define
Denote by L 2 (R, A) the Hilbert-space completion of C c (R, A) with respect to the resulting norm.
Then the crossed product algebra A < _ , R can be represented on the space L 2 (R, A) as the von Neumann algebra generated by operators a(t) U t dt, a # C c (R, A) acting by
The crossed product algebra contains operators ?(a), a # A, acting by (a } b(r))(s)=_ &s (a) b(s), and U t , t # R, (U t } b(r))(s)=b(s&t). These correspond to formally setting a(t) to be a times the delta function at zero, or to the delta function at t, respectively. The operators ?(a), a # A and U t generate the crossed product algebra. Moreover, they satisfy
Theorem 5.3. Let , be a normal faithful state on a von Neumann algebra A, and let ' ij : A Ä A be a covariance matrix. Assume that the conditions of the hypothesis of Proposition 5.2 are satisfied.
With the above notation, let & ij =A < _ , R Ä A < _ , R be a covariance matrix given by
Proof. Consider the algebra 8(A < _ , R, &). It is generated by C= A < _ , R and operators
Consider the algebra 8(A, ') < _ , b E R. It is generated by operators ?(a): a # A, U t , t # R, and ?(L(! i )+L(! i )*), i # I. Its subalgebra, generated by operators ?(a): a # A and U t , t # R, is isomorphic to C.
Notice that the representation ? of 8(A, ') on the representation space of the crossed product algebra can be extended to all of operators on B(L 2 8)(A, ')), since _ , can be extended to this larger algebra. So in particular, ?(L(' i )) makes sense. Further,
Since _ , commutes with the conditional expectation E: 8(A, ') onto A, there exists a conditional expectation F: 8(A, ') < _ R onto C=A < _ R. It is not hard to see that, because of the relation ) becomes an operation on W*-probability spaces (i.e., on von Neumann algebras with selected normal faithful states).
Crossed Products and Hyperfinite Algebras.
If A is a von Neumann algebra and : is an automorphism of A, then A < : Z is again a von Neumann algebra. Furthermore, there is a canonical conditional expectation E: A < : Z Ä A. Hence A < : Z is also an operation on W*-probability spaces.
Consider the smallest collection h of von Neumann algebras, satisfying the following properties: (1) C # h and (2) whenever A # h and : # Aut(A), then
. Hence h contains all diffuse hyperfinite factors. Also, all algebras in h are hyperfinite.
6.3. The Categories C and C { . By analogy with the definition of category h, we make the following definitions: Definition 6.1. Let C be the smallest collection of W*-probability spaces, so that (1) (C, id) # C and (2) whenever (A, ') # C and ' ij : A Ä A is a covariance matrix, so that the hypothesis of Proposition 5.2 is satisfied, (8(A, ') , , b E) # C. Definition 6.2. Let C T be the smallest collection of W*-probability spaces, so that (c) Assume that (A, ,) # C, and let C be its core C=A < _ , R. Then C # C.
(d) Assume that (A, ,), (B, ) # C (resp., C { ). Then the W*-probability spaces (A, ,) V (B, ) and (A, ,) (B, ) are both in C (resp., C { ). 
Proof. Consider the algebra 8(M N, &).
It is generated by M N and the M N-valued semicircular system
Note that if a=1, we get in particular that
It is therefore sufficient to prove that (i) the algebras M 1 and W*(1 N, X i : i # I ) commute and (ii) are independent with respect to (, ) b E M N . Indeed, it would then follow that the GNS representation associated to the restriction of (, ) b E M N to W*(1 N, X i : i # I ) is faithful. Because of (6.2), we get that X i for a 1 N-valued semicircular system with covariance matrix ', so that the image in the GNS representation for (,
). However, as we saw, this GNS representation is faithful, so that W*(1 N, X i : i # I ) is itself isomorphic to 8(N, '). It follows that
) (in fact, in a statepreserving way).
To prove (i), note that for m=m* # M 
) and E N : 8(N, ') Ä N be the canonical conditional expectations. Then there exists a state-preserving isomorphism
Proof. The algebra 8((M, ,) V (N, ), &) is generated by B= (M, ,) V (N, ) and a B-valued semicircular system
In particular, we get that
and also
We claim that W*(N, X i : i # I ) is free with respect to (, V ) b E M V N from M. This will prove the statement of the lemma, because by (6.5) and an argument similar to the one in Lemma 6.4, the algebra W*(N, X i : i # I ) is isomorphic to 8(N, ') .
To prove the claimed freeness, we will prove a stronger statement: namely, that the algebras W*(N, L(! i ): i # I ) and M are free with respect to
linearly spanned by elements of the form
, and n j # N, 1 j p. Because of the relation (6.5), it is sufficient to take the span only of the elements of the form
i.e., ones where g( j)= } for j k, and g( j)= V once j>k. By the definition of the conditional expectation E M V N , we get that E M V N (W)=0, unless p=0 (i.e., unless
, and m j # M, j=0, ..., q, so that ,(m j )=0 andÂor m 0 =0, m q =1. To prove freeness, must show that
Assume that for all j, w j Â S. Then (6.7) is exactly the condition that M and N are free, hence is satisfied. Assume now that for at least one .7) is true. If this word does contain such a subword, then the entire word is zero by (6.3),
Hence (6.7) is true in any case. K 6.5. Proof of Theorem 6.3. (a), (b) Let A=C, and ': A Ä A be the identity map. Then by Example 3.3, we get that
Thus L [0, 1] # C { /C. Similarly, the algebras produced by Example 3.5 belong to C, so that C contains free Araki Woods factors.
Since L [0, 1] # C { , the algebras produced by Example 3.4 are also in C { . Thus C { contains interpolated free group factors L(F s ), 1<s 2. Let A=L(F s ), 1<s 2, and denote by { the unique trace state on A. Let I be an index set
. By results of Radulescu and Dykema, this algebra is isomorphic to L(F s+ |I | ), so that C { contains all interpolated free group factors. This proves (a) and (b).
(c) Assume that (A, ,) # C. Then there exists an n # N, algebras A k # C, and covariance matrices '
k ), A 0 =C, and A n =A. Furthermore, the state , is the composition of its restriction to the algebra A n&1 /A and the conditional expectation onto A n&1 . Thus by Theorem 5.3, the core of A is isomorphic to 8(C(A n&1 ), '$), where C(A n&1 ) denotes the core of A n&1 , and '$ ij is a certain covariance matrix on the algebra C(A n&1 ).
Hence the core of A is in C if the core of A n&1 is. Proceeding inductively, it is sufficient to show that the core of A 0 =C is in C. But this core is L (R)$L [0, 1], which is in C by part (a).
(d) We prove the statement for tensor products; the proof for free products is identical, except that rather than using Lemma 6.4, one uses Lemma 6.5. We also restrict ourselves to considering C, since the proof for C { is identical.
Assume that A, B # C. Then there exist algebras A k , and covariance matrices '
k&1 ). According to Lemma 6.4,
for certain covariance matrices '^k &1 , k=1, ..., n. Hence if A k&1 A # C, so is A k A. Proceeding inductively, it remains to prove that A 0 B # C, which is obvious, since A 0 =C. K 6.6. Concluding Remarks. It is possible, rather than starting with complex numbers, to start with a certain algebra A, and then consider the smallest collection of von Neumann algebras, containing A and closed under 8. It is not hard to see that such a category would be closed under the operation of free products with amalgamation over A.
The results of this section remain valid if we switch to the C*-algebraic category. 
In other words, the measure corresponding to ' is thè`$ -measure along the symmetrization of the graph of :.'' Notice that if : preserves Lebesgue measure, then
so that { b E is a trace on 8(A, ' : ). We will show that 8(A, ' : ) is itself a crossed product by Z; but first we will prove a more general result.
7.3. Covariance Matrices Arising from Automorphisms. Let A be a von Neumann algebra, , a normal faithful state on A, and :: A Ä A be a V-automorphism; we do not assume that : preserves the state ,. We consider the algebra 8(A, '), where ' 11 (a)=:(a)+:
Consider the algebra C=A L(F ), and let f: L(F ) Ä L(F ) be the free shift, obtained by choosing generators g i # F of the free group and sending g i to g i+1 . Let ;=: f : C Ä C. Proof. Embed A 1/C/D in the usual way, and consider the Avalued conditional expectation E: D Ä A. We consider on D the state , b E. Then D is generated by A 1, unitaries 1 w i , i # Z (corresponding to the generators g i of the free group); W*( g i : i # Z)=L(F ) and a unitary u, implementing ;; i.e., ua 1u*=:(a) 1, uw j u*=w j+1 . Notice that 1 w i are free with respect to , b E.
Let 0 b # W*(1 w 0 ) be a quarter-circular generator; i.e., the distribution of b with respect to , b E is given by
Then D is generated by A 1, b and u; indeed, w i # W*(u i bu &i ). Hence D is generated by A 1 and c=ub. Consider the expectation onto A of a word
Then, using the commutation relation ca 1=uba 1=ua 1b=ua 1u*ub=:(a) 1c,
we get
where
, in a way that sends u to the first generator of L(F 2 ), and b to the algebra of the second generator. Thus (see [23] ) c is V-distributed with respect to , b E as a circular element. Let L 1 and L 2 be A 1-valued free creation operators with covariance matrix determined by Hence if
Note that C is V-distributed with respect to , b E as a circular variable. We conclude that the joint V-distributions of c and C, viewed as A 1-valued non-commutative random variables, are the same. Hence D$W*(A, C), the latter denoting the von Neumann algebra generated by C*(A, C) in the GNS representation corresponding to , b E. It remains to connect C to A-valued semicircular systems. Let
where ' is as in the statement of the theorem. Hence X i is an A-semicircular family with the desired covariant matrix. Proof. We have the relation fCg= f:
&1 ( g) C, by Eq. (7.3). Hence f(C+C*) g= f: &1 ( g) C+ f:( g) C*. Since : is ergodic, the associated transformation on [0, 1] is equal to its own inverse only on a set of measure zero. It is therefore possible to find functions f p i and g
we get that C p Ä C in norm. Hence W*(A, C+C*)#W*(A, C). K We note that under the hypothesis of the Corollary, 8(A, ') is always a factor, and is of the same type (II x , III x ) as A < : Z. In particular, this gives examples of when 8(A, ') is a factor of type III 0 . Proposition 7.4. Let : and :$ be two ergodic transformations of A= L [0, 1], both preserving the absolute continuity class of Lebesgue measure. Assume that : and :$ are orbit equivalent, i.e., that there is a measure class preserving isomorphism %: A Ä A, and measurable integer-valued functions n(x), n$(x), such that
for f # A, / X denoting the characteristic function of X. Then 8(A, :+:
Proof. By Corollary 7.3, the algebras in question are isomorphic to 8(A, ') and 8(A, '$), where '=' : and '$=' :$ are obtained from : and :$ as in Subsection 7.3. Let A 1, u and b be generators of 8(A, '), as in the proof of Theorem 7.1. In the isomorphism 8(A, ')$(A L(F ) < : f Z), b is an element of L(F ), corresponding to the choice of a generator of the group F and u implements the action : f. Notice that an measure-class preserving automorphism % of A induces an isomorphism of 8(A, ') with 8(A, % b ' b % &1 ), by naturality of the construction of 8. Hence we may assume, replacing if necessary :$ with % &1 b :$ b %, that the automorphism % of the hypothesis is the identity map. Let now u$= :
It follows that the elements
are free. By construction, conjugation by u$ implements :$ on A 1. Let + be a normal faithful state on A, and let ,=+ b E A . Then we have that Proof. By Dye's theorem (see, e.g., [9] ), all such measure-preserving transformations are orbit-equivalent. Proof. The von Neumann algebra M is full (see [4] ). Since {(:, Aut(M)) is obviously stronger than {(:)={(? b :, Out(M)), and Out(M) is a Polish topological space, it is sufficient to show that whenever g n # G is a sequence, then
Assume that ? b : g n Ä 1 in Out(M). Then there exists a sequence of unitaries v n # M, such that as n Ä ,
But then in particular, for each k=1, ..., N,
Since taking inverses is a continuous operation, we similarly get
But then by (8.1) and [4] , there exists a sequence of complex numbers * n , |* n | 1, such that v n * 
, where H i are groups of orthogonal unitaries, |H 1 | 2, |H 2 | 3, then (8.1) is satisfied, and u k can be chosen from the group generated by H 1 and H 2 . We use the notation { 6 {$ for the weakest topology stronger than both { and {$. 
Proof. The only thing to observe is that g [ :
As a simple corollary, consider an action of Z on a free group factor M, generated by a semicircular family s(H Ä R 2 ) for a real Hilbert space H (see [23, 18] ) given as follows. Let U: H Ä H be an orthogonal transformation, and define :(s(h Ä !))=s(Uh Ä!), h # H, ! # R 2 . Then M can we written as the free product with respect to traces of A=W*(s(h Ä (a, 0)): h # H, a # R) and B=W*(s(0, a): a # R), in such a way that : is the free product of its restriction to A and the identity automorphism on B. Then it is easily seen that Z % k [ : k # Aut(M) satisfies the conditions of Corollary 8.4, and hence {(: 
where we write U(L 2 (M k , , k )) for the unitary group of the Hilbert space L 2 (M k , , k ), endowed with the strong topology.
For a full factor M admitting almost-periodic weights, {(M) is just the weakest topology making the maps t [ M exp(it) on l 2 (Sd(M)) strongly continuous (here M f stands for the multiplication operator by f # l (Sd(M))). Hence the above Corollary implies some of the earlier results computing Sd(M) in terms of point spectra of 2 , k (see, e.g., [7, 15] ). 8.5. { Invariant for Free Araki Woods Factors. We now compute { for some free Araki Woods factors. We refer the reader to [15] for the definitions and notations. Assume that \ is a representation of R on a real Hilbert space H R . Assume that \ either contains a two-dimensional trivial representation of R, or a periodic representation. Denote by O(H R ) its orthogonal group, with the strong topology.
Corollary 8.6. With the above assumptions,
Proof. Observe that by [15] , the assumptions are enough to guarantee that for some H$ R , and an orthogonal representation \$ of R on H$ R ,
where * is the Lebesgue measure. Then A and B, taken with their respective states, satisfy the conditions of Corollary 8.5; this along with the computation of the modular group of the above free product state made in [15] , implies the corollary. K Problem 8.7. Are the above factors different from the factor M associated to a (multiplicity-free) representation of R, constructed by Connes in [4] ? Corollary 8.8. Let \ be a real representation of R on H R , such that \ is not almost-periodic, and either has an eigenvalue not equal to 1, or the eigenvalue 1 with multiplicity at least 2. Then 1(H R , \)" has no almost-periodic weights.
SOME APPLICATIONS TO FREE ARAKI WOODS FACTORS
Let / and $ 0 be the free entropy and free entropy dimension as introduced by Voiculescu [20 22] . Recall that if A is a von Neumann algebra, an A, A-correspondence is a Hilbert space, together with commuting normal representations of A and A op . For example, the space T , , constructed in Subsection 2.1, is an A, A-correspondence (associated to the covariance matrix ').
Proposition 9.1. Assume (M, {) is a II 1 factor and there exists a diffuse commutative unital subalgebra A/M, such that the A, A-correspondence L 2 (M) A is disjoint from (i.e., contains no subcorrespondences isomorphic to a subcorrespondence of ) the coarse correspondence L 2 (A) C L 2 (A). Then for any set of elements X 1 , ..., X n of M, X i =X i * , such that W*(X 1 , ..., X n ) #A, one has /(X 1 , ..., X n )=& and $ 0 (X 1 , ..., X n ) 1.
Proof. This is immediate from Corollary 7.6 of [22] , since X i are necessarily singular with respect to A, since the correspondences AX i A are contained in L 2 (M), which is assumed to be disjoint from the coarse A, A-correspondence. Proposition 9.2. Assume the hypothesis of Proposition 9.1 is satisfied. Then M cannot be isomorphic to an interpolated free group factor L(F t ), t # (1, + ].
Proof. For t<+ this is just because L(F t ) has a finite set of generators, whose free dimension is t>1. For t= , assume that M is isomorphic to L(F ). Let X 1 , ..., X n , ... be a sequence of free semicircular generators of M. Then for each n, $(X 1 , ..., X n )=n and /(X 1 , ..., X n )= n log 2?e. Given =>0 and |>0, under the assumptions of the hypothesis, there exist projections p i # A, 1 i N and a finite symmetric subset of [1, .. 
., N]
2 , so that
For n sufficiently large, there exist projections q 1 , ..., q N # W*(X 1 , ..., X n ), so that (9.1) is satisfied with p j replaced by q j and = replaced with 2=. Then, for suitable choices of = and |, by [22] , it follows that /(X 1 , ..., X n )< n log 2?e, which is a contradiction. K Proposition 9.3. Let M be a type II factor and assume that there exists a diffuse unital abelian subalgebra A/M, so that
Assume that the restriction of the trace of M to A is a semifinite trace. Let p # M be a finite-trace projection. Then pMp satisfies the hypothesis of Proposition 9.1.
Proof. We may assume that p # A. Assume for a contradiction that pAp/pMp does not satisfy the hypothesis of Proposition 9.1, i.e., that there exists a subspace H of L 2 ( pMp), invariant under the left and right actions of pAp, and which is isomorphic to a subcorrespondence of the coarse pAp, pAp-correspondence; we may assume that H is cyclic. Let . Assume that the maps ' i are self-adjoint (i.e., there exists a (finite or infinite) measure + on A, for which +(' i (x) y)=+(x' i ( y)), i # I). Let ' ij (x) =$ ij ' i (x), x # A, i, j # I be the associated covariance matrix.
Then the algebra 8(A, '), generated by semicircular variables X i and A, is tracial (Lemma 4.2 in [16] ). The trace is finite if + can be chosen to be finite. Furthermore, from the representation of M=W*(A, X i : i # I) on the Fock space, we find that the A, A-correspondence L 2 (W*(A, X i : i # I )) is isomorphic to
Therefore, if we assume that all tensor powers
viewed as A, A-correspondences, are disjoint from the coarse A, A-correspondence L 2 (A, +) C L 2 (A, +), then either M is a factor and Corollary 9.2 or Corollary 9.4 apply (depending on whether + is finite or infinite), or M is not a factor. Thus in any case we have: If M is not a finite factor, let p # M be a finite projection; otherwise, let p=1. Then if x 1 , ..., x k # pMp is any finite set of generators of pMp, one has /(x 1 , ..., x n )=& $ 0 (x 1 , ..., x n ) 1.
Furthermore, M is not isomorphic to any interpolated free group factor L(F t ), or L(F t ) B(H), dim H= , for any t # (1, + ]. Proof. Let ' ij (x)=$ ij ' i (x), x # A, be a covariance matrix. Notice that the correspondence associated to
is precisely the canonical correspondence associated to ' i (using the Fock space representation of X i as in Subsection 2.3). The rest follows from Voiculescu's Corollary 7.6 in [22] . K Lemma 9.7. If ? is a representation of R on a Hilbert space, then the spectrum _(? ?)#_(?)+_(?).
Proof. The spectral measure of ? ? is given by the convolution of the spectral measure of ? with itself. K Lemma 9.8. Let ? be a representation of R, and write ?* for the conjugate representation (i.e., t [ ?(&t)). Let ?~= n 0
?
n Ä (?*) n .
Then the spectrum of ?~is a closed subgroup of R.
Proof. The spectrum is always closed; and by Lemma 9.7, it is closed under addition. Furthermore, since ?~=?~*, this set is also closed under negation x [ &x. But any such subset of R is a group. K Lemma 9.9. Let ? be a representation of R whose spectral measure is absolutely continuous with respect to Lebesgue measure. Then with the notation of Lemma 9.8, ?~contains a subrepresentation isomorphic to the left regular representation of R.
Proof. Notice that ?~also has absolutely continuous spectral measure; in particular, its spectral measure is non-atomic. By Lemma 9.8, ?~has a closed subgroup of R as its spectrum; but such a subgroup could either be tZ, t 0 or all of R. Since the spectral measure of ?~is non-atomic, the spectrum must be R. Since the spectral measure of ?~is absolutely continuous with respect to Lebesgue measure, we conclude that ?~contains a subrepresentation with Lebesgue measure as spectral measure, i.e., the left regular representation. K Lemma 9.10. Let + be a probability measure on R and let ? be the associated representation of R, t [ M exp itx /B(L 2 (R, +)). Let { be the weakest topology on R making ? strongly continuous as a map from R into B(L 2 (R, +)). Assume that + is absolutely continuous with respect to Lebesgue measure. Then { is the usual topology on R.
where H t is the space of functions from the plane R
