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ASYMPTOTIC BEHAVIOUR OF MINIMAL COMPLEMENTS
ARINDAM BISWAS AND JYOTI PRAKASH SAHA
Abstract. The notion of minimal complements was introduced by Nathanson in 2011 as
a natural group-theoretic analogue of the metric concept of nets. Given two non-empty
subsets W,W ′ in a group G, the set W ′ is said to be a complement to W if W ·W ′ = G and
it is minimal if no proper subset of W ′ is a complement to W . The inverse problem asks
which sets may or not occur as minimal complements. We show some new results on the
inverse problem and investigate how the study of the inverse problem naturally gives rise to
questions about the asymptotic behaviour of these sets, providing partial answers to some
of them.
1. Introduction
1.1. Motivation. Let A,B be non-empty subsets in a group G. The set A is said to be a
left (resp. right) complement to B if A · B = G (resp. B · A = G). The set A is a minimal
left complement to B if
A · B = G and (A \ {a}) · B ( G for any a ∈ A.
The minimal right complements are defined analogously. In the literature, complements (as
defined above) are also known as additive or multiplicative complements (depending on the
group structure) to distinguish them from set-theoretic complements, but in this article we
shall use the term complement or minimal complement to mean the above.
The study of minimal complements began with Nathanson in [Nat11], who introduced the
notion in the context of additive number theory and geometric group theory as an analogue
of the metric concept of nets adapted to groups. Indeed, (group-theoretic) nets and minimal
nets are related with complements and minimal complements. See [Nat11, Lemma 2]. In
the same article, he posed certain questions regarding the classification of sets which admit
minimal complements. We shall refer to these problems as the direct problems. Works on
the direct problems include those of Nathanson [Nat11], Chen–Yang [CY12], Kiss–Sa´ndor–
Yang [KSY19], the authors [BS], [BS19a] etc. Recently, the study of sets which may or
may not occur as minimal complements has also become popular. We shall refer to them
as the inverse problems (a term coined by Alon–Kravitz–Larson). Works mainly on the
inverse problems include those of Kwon [Kwo19], Alon–Kravitz–Larson [AKL20], Burcroff–
Luntzlara [BL20], the authors [BS19b, BS20a, BS20b, BS20c] etc. (in fact, [BS20a], [BS20b]
deal with co-minimal pairs (see Definition 5.1) and hence are concerned with both the direct
and the inverse problems). It is often the case that the inverse problems are harder to
answer, e.g., even if we restrict to finite groups, it is easy to see that any non-empty subset
admits a minimal complement, but the corresponding inverse problem, asking whether any
non-empty subset occurs as a minimal complement or not, has a negative answer. This forms
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the basis of our investigation on the asymptotic behaviour of sets which occur as minimal
complements.
1.2. Results obtained. In the context of groups of several kinds, it follows from the works
of Alon–Kravitz–Larson (see Proposition 2.2), Burcroff–Luntzlara [BL20, Lemma 5] and that
of the authors [BS19b, Theorem C], [BS19b, Corollary 2.9] (see also [BS20c]) that “large”
subsets cannot occur as minimal complements. On the other hand, the recent works of Kwon
[Kwo19, Theorem 9], Alon–Kravitz–Larson (Theorem 2.1) and the authors [BS19b, Theorem
B] show that the “small” subsets of several groups are minimal complements. However, it is
not established that any nonempty finite subset of any infinite group is a minimal complement
(to the best of knowledge of the authors). Using the ideas of the proof of [AKL20, Theorem
16], we prove Theorem 1.1, which implies that it is indeed the case (see Corollary 1.2).
Theorem 1.1. If C is a nonempty finite subset of a group G such that |G| > |C|5 − |C|4,
then C is a minimal complement in G.
Corollary 1.2. Any nonempty finite subset of any infinite group is a minimal complement.
The above corollary generalizes [Kwo19, Theorem 9], [BS19b, Theorem B], [AKL20, Theo-
rem 2]. Moreover, increasing our understanding of which sets occur as minimal complements,
the following result is also shown in section 3.
Theorem 1.3. Let d, n, k be a positive integers such that
k ≤ n
d/3
2(d log2 n)
2/3
.
Let X1, · · · ,Xk be subsets of Zd which are minimal complements in Zd. Let c1, · · · , ck be
elements of Zd which are pairwise distinct modulo nZd. Then ∪1≤i≤k(ci + nXi) is a minimal
complement in Zd. Moreover, if any nonempty subset of Zd having finite symmetric difference
with any one of X1, · · · ,Xk is a minimal complement in Zd, then any nonempty subset
of ∪1≤i≤k(ci + nZd) having finite symmetric difference with ∪1≤i≤k(ci + nXi) is a minimal
complement in Zd.
Let G be a finite group of order n and consider the collection C of all non-empty subsets
of G which occur as minimal complements. There are several immediate questions about
the elements of C, e.g., what are the sizes of the elements of C, what are the asymptotic
properties of the sizes as n → ∞, what are the integers k between 1 and n such that any
subset (or some subset) of G of size k is a minimal complement? In a prior work of the
authors, some such questions were asked [BS19b, Question 1]. One can also study these
questions by restricting to particular classes of groups, e.g., in the context of cyclic groups,
or abelian groups, or non-abelian groups. We shall investigate these questions and provide
partial answers to some of them in section 4. In section 5, we shall study the above questions
for co-minimal pairs (see Definition 5.1).
2. Background literature
To study the asymptotic behaviour of minimal complements and that of co-minimal pairs
we shall repeatedly use some previous results. Most of them are very recent and not yet in
widespread use, so it is worthwhile to collect them here.
2
Theorem 2.1 ([AKL20, Theorem 1]). Let G be a group of order n ≥ 2. If C is a nonempty
subset of G of size
≤ n
1/3
2(log2 n)
2/3
,
then C is a minimal left complement to some subset in G and it is a minimal right comple-
ment to some subset in G.
Proposition 2.2 ([AKL20, Proposition 13]). Let G be a finite group. If a subset C of G is
a minimal complement to some subset W , then
|C| ≤ |G| |W |
2|W | − 1 .
Alon, Kravitz and Larson showed the above results in the context of abelian groups, but
it can be seen that their proof extends to the setting when G is not assumed to be abelian
(by replacing the sums of the form a+ b (resp. a− b) by a · b (resp. a · b−1) and the sets of
the form a+B (resp. a−B) by a ·B (resp. a ·B−1). Recently, Burcroff and Luntzlara have
proved a result which is more general than Proposition 2.2 in the context of abelian groups
[BL20, Lemma 5].
Theorem 2.3 ([BS19b, Theorem B]). Given any nonempty subset S of a group G with
|S| ≤ 2, there are subsets L,R of G such that (S,R), (L, S) are co-minimal pairs.
Proposition 2.4 ([BS20c, Proposition 2.17]). Let G be a finite group and C be a subset of
a subgroup H of G satisfying
|H| > |C| > 2[G : H ]|H \ C|.
Then C is not a minimal complement to any subset of G.
Proposition 2.4 was first established by Alon, Kravitz and Larson in the context of abelian
groups [AKL20, Proposition 17].
Proposition 2.5. If G1, G2 are groups and (A1, B1) (resp. (A2, B2)) is a co-minimal pair
in G1 (resp. G2), then (A1 × A2, B1 × B2) is a co-minimal pair in G1 ×G2.
The above result is a special case of [BS19b, Proposition 3.2].
3. Sets occurring as minimal complements
In this section, we exhibit several sets that occur as minimal complements.
Theorem 3.1. Let C be a nonempty subset of a group G. Assume that the set C contains
a right translate of itself only if it is equal to C. If for each c ∈ C, there exists an element
gc ∈ G such that the sets gc · C−1 · C are pairwise disjoint, then C is a minimal right
complement in G. Moreover, if C is finite and
|G| > |C|5 − |C|4,
then C is a minimal complement in G.
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Proof. For c ∈ C, let wc denote the element gc · c−1. It follows that the sets wc · c · C−1 · C
are pairwise disjoint. It also follows that the sets wc · c · C−1 are pairwise disjoint. Let W
denote the union of the sets {wc | c ∈ C} and G \ (∪c∈Cwc · c ·C−1). Choose an element z of
G. If G \ (∪c∈Cwc · c ·C−1) contains some element of z ·C−1, then W ·C contains z. Suppose
z · C−1 is contained in ∪c∈Cwc · c · C−1. Since the sets wc · c · C−1 · C are pairwise disjoint,
it follows that z · C−1 is contained in wc · c · C−1 for exactly one c ∈ C. By the hypothesis,
we obtain z · C−1 = wc · c · C−1. So z belongs to W · C. It follows that W · C = G. Since
the sets wc · c · C−1 are pairwise disjoint, it follows that wc · c /∈ wd · C for any two distinct
c, d ∈ C. So, C is a minimal right complement to W .
Note that given finite subsets A1, · · · , Ar of G, there exist elements g1, · · · , gr in G such
that g1 ·A1, · · · , gr ·Ar are pairwise disjoint if
|G| > |A1 · A−1s |+ · · ·+ |As−1 · A−1s |
holds for any 1 < s ≤ r. If |G| > |C|5− |C|4, then there exist w1, · · · , wk in G such that the
sets wi ·ci ·C−1 ·C are pairwise disjoint. LetW denote the union of the sets {w1, · · · , wk} and
G\ (∪1≤i≤kwi · ci ·C−1). Choose an element z of G. Since the sets wi · ci ·C−1 ·C are pairwise
disjoint, at most one of w1 · c1 · C−1, · · · , wk · ck · C−1 intersects with z · C−1. If wi · ci · C−1
intersects with z · C−1 for some i, then z belongs to W · C if z · C−1 = wi · ci · C−1, and z
belongs to W ·C if z ·C−1 6= wi · ci ·C−1. If none of w1 · c1 ·C−1, · · · , wk · ck ·C−1 intersects
with z · C−1, then z ∈ W · C. It follows that W · C = G. Since the sets wi · ci · C−1 · C
are pairwise disjoint, it follows that the sets wi · ci · C−1 are pairwise disjoint, and hence
wi · ci /∈ wj · C for any two distinct i, j. So, C is a minimal right complement to W .

Proof of Theorem 1.1. It follows from Theorem 3.1. 
Proof of Corollary 1.2. It follows from Theorem 3.1. 
Corollary 3.2. For any d ≥ 1, any nonempty bounded subset of Qd is a minimal comple-
ment.
Proof. It follows from Theorem 3.1. 
One of the crucial steps of the proof of [AKL20, Theorem 16] is to establish the following.
Proposition 3.3. Given any finite group Γ of order n, two integers s ≥ 2, k ≥ 1 satisfying
s2k3
n
+
esk3s
ns−1
+ k
(
s2k3
n
)s
< 1
and a subset C = {c1, · · · , ck} of Γ of size k, there exists an sk-tuple
w :=


w
(1)
1 w
(2)
1 · · · w(s)1
w
(1)
2 w
(2)
2 · · · w(s)2
...
...
. . .
...
w
(1)
k w
(2)
k · · · w(s)k


with values in Γ such that each of the following statements is false.
(1) there exist distinct pairs (i, p), (j, q) with 1 ≤ i, j ≤ k, 1 ≤ p, q ≤ s such that w(p)i ·ci ∈
w
(q)
j · C.
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(2) there exist at least s distinct pairs (i, p) such that the corresponding sets w
(p)
i ·ci·C−1·C
have a nonempty intersection.
(3) there exists an integer 1 ≤ i ≤ k such that for any 1 ≤ p ≤ s, there exist z ∈ Γ,
1 ≤ j ≤ k, j 6= i, 1 ≤ q ≤ s such that the following conditions hold.
•
k
s
< |(w(p)i · ci · C−1) ∩ (z · C−1)| < k
• w(q)j · cj · C−1 contains the first element1 of (z · C−1) \ (w(p)i · ci · C−1).
The above result is established by Alon, Kravitz and Larson in the context of abelian
groups. Moreover, their argument also works without the hypothesis that the underlying
group is abelian and yields the above result.
Theorem 3.4. Let G be a group and H be a normal subgroup of G of index n ≥ 1. Let
C = {c1, · · · , ck} · H be a subset of G, which is the union of k distinct cosets of H in G.
Let C1, · · · , Ck be subsets of c1H, · · · , ckH respectively such that for any 1 ≤ i ≤ k, c−1i Ci is
a minimal right complement in H. If there exists an integer s ≥ 2 satisfying
s2k3
n
+
esk3s
ns−1
+ k
(
s2k3
n
)s
< 1,
then the set
C := ∪1≤i≤kCi
is a minimal right complement in G.
Proof. For 1 ≤ i ≤ k, letWi be a subset of H such that c−1i ·Ci is a minimal right complement
to Wi in H . We will assume that Wi contains the identity element.
In the following, the image of an element x ofG under the modH reduction mapG→ G/H
is denoted by x. By Proposition 3.3, there exists an sk-tuple
w :=


w
(1)
1 w
(2)
1 · · · w(s)1
w
(1)
2 w
(2)
2 · · · w(s)2
...
...
. . .
...
w
(1)
k w
(2)
k · · · w(s)k


with values in G such that the following conditions hold.
(i) for any two distinct pairs (i, p), (j, q) with 1 ≤ i, j ≤ k, 1 ≤ p, q ≤ s, w(p)i · ci /∈ w(q)j · C.
(ii) the number of pairs (i, p) such that the corresponding sets w
(p)
i · ci · C
−1 · C have a
nonempty intersection, is < s.
(iii) for any 1 ≤ i ≤ k, there exists 1 ≤ p ≤ s such that for any z ∈ G and for any entry of
the sk-tuple not lying in the i-th row (i.e., for any j 6= i and 1 ≤ q ≤ s), at least one
of the following conditions is false.
•
k
s
< |(w(p)i · ci · C
−1
) ∩ (z · C−1)| < k
• w(q)j · ci · C
−1
contains the first element2 of (z · C−1) \ (w(p)i · ci · C
−1
).
1The elements of z · C−1 are ordered according to the order of the elements of C.
2The elements of z · C−1 are ordered according to the order c1, · · · , ck of the elements of C.
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For each 1 ≤ i ≤ k, choose an integer 1 ≤ p = pi ≤ s as in the third condition above. Let
W denote the union of the sets
w
(p1)
1 c1W1c−11 , · · · , w(pk)k ckWkc−1k
and G \ (∪1≤i≤kw(pi)i · ci · C−1). By the first condition, for any 1 ≤ i ≤ k, no element of
w
(pi)
i · ciH = w(pi)i · ciWic−1i Ci is contained in w(pj)j Wj · C for any j 6= i. So, it is enough to
show that W · C = G to conclude that C is a minimal right complement to W .
Choose an element z of G. If z · C−1 = w(pi)i · ci · C−1 for some i, then
z · c−1iz · hz = w(pi)i
for some 1 ≤ iz ≤ k, hz ∈ H . This shows that
z = w
(pi)
i cizc
−1
iz
h−1z ciz .
Since H is normal in G, it follows that
z ∈ w(pi)i cizH
= w
(pi)
i cizWizc−1iz Ciz
⊆W · C.
So, z lies in W · C.
Assume that z ·C−1 6= w(pi)i ·ci·C−1 for any i, i.e., none of the k sets w(p1)1 ·c1 ·C
−1
, · · · , w(pk)k ·
ck · C−1 contains z · C−1. By the second condition, at most s − 1 of them intersect with
z · C−1. If the intersection of each such set with z · C−1 contains ≤ k
s
elements, then the
union of the k sets w
(p1)
1 · c1 · C−1, · · · , w(pk)k · ck · C−1 does not contain z · C
−1
, and hence
the union of the k sets w
(p1)
1 · c1 · C−1, · · · , w(pk)k · ck · C−1 does not contain any element of
z · c−1r H for some 1 ≤ r ≤ k. So, the union of the k sets w(p1)1 · c1 · C−1, · · · , w(pk)k · ck · C−1
does not contain any element of z · C−1r for some 1 ≤ r ≤ k. It follows that z lies in W · C.
If the intersection of one of those s− 1 sets with z · C−1 contains > k
s
elements, then by
the third condition, it follows that for some i, the first element of (z ·C−1) \ (w(pi)i · ci ·C−1)
is not contained in w
(q)
j · cj · C
−1
for any j 6= i and for any 1 ≤ q ≤ s, and hence the union
of the k sets w
(p1)
1 · c1 ·C−1, · · · , w(pk)k · ck ·C
−1
does not contain z ·C−1, and consequently, z
is contained in W · C. So C is a minimal right complement to W in G. 
Proof of Theorem 1.3. It follows from Theorem 3.4. 
4. Study of asymptotic behaviour
For a finite group G of order n, let A(G) (resp. S(G)) denote the set of positive integers
between 1 and n such that for any (resp. for some) integer k ∈ A(G) (resp. S(G)), any
(resp. some) subset of G of size k is a minimal complement. Note that the inclusion
A(G) ⊆ S(G)
holds. There are several immediate questions about the structure of these sets, and the
common structure of these sets when G runs over a certain class of groups. We explain them
below.
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For ∗ = cyc (resp. ab, nil, ssol, sol), a finite group G is said to be a ∗-group if it is cyclic
(resp. abelian, nilpotent, supersolvable, solvable). For ∗ = ∅, a finite group G is said to be
a ∗-group if it is satisfies no additional condition other than being a group.
For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅} and for any positive integer n, consider the following
subsets of {1, 2, · · · , n} defined as follows.
A∗n :=
⋂
G is a ∗-group of order n
A(G),
S∗n :=
⋂
G is a ∗-group of order n
S(G).
The sets A∅n,S∅n are also denoted by An,Sn respectively. In [BS19b, Question 1], the authors
asked to determine the structures of the sets Acycn ,Scycn ,Aabn ,Sabn ,An,Sn. Very recently, some
parts of this question have been answered by some of the results of Alon, Kravitz and Larson.
They established that the sizes of the minimal complements in the group Z/nZ are exactly
1, 2, · · · , ⌊2n/3⌋, n [AKL20, p. 5]. This shows that
(1) Scycn = {1, 2, · · · , ⌊2n/3⌋ , n}
for n ≥ 2.
It would be interesting to investigate the structure of the sets X ∗n , and the asymp-
totic behaviour of the sets 1
n
X ∗n for X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}. Using the
results of Section 2, one can conclude several results, as we describe below. For ∗ ∈
{cyc, ab, nil, ssol, sol, ∅}, one has the inclusion
A∗n ⊆ S∗n,
and the inclusions
(2) Xn ⊆ X soln ⊆ X ssoln ⊆ X niln ⊆ X abn ⊆ X cycn
hold for X = A,S. Moreover, for ∗ ∈ {cyc, ab, nil},
(3) mS∗n ⊆ S∗mn
holds for any positive integers n,m with gcd(m,n) = 1, and
(4)
1
n
S∗n ⊆
1
m
S∗m
holds for any positive integers n,m with n | m and gcd(n,m/n) = 1 (see Lemma 4.1).
Lemma 4.1. Equations (3), (4) hold.
Proof. Fix ∗ ∈ {cyc, ab, nil}, and let k be an element of S∗n. Let G be a ∗-group of order mn
where m is a positive integer with gcd(m,n) = 1. Since ∗ ∈ {cyc, ab, nil} and gcd(m,n) = 1,
it follows that G is isomorphic to G1 ×G2 where G1 (resp. G2) is a group of order m (resp.
n). Note that G2 contains a subset A of size k, which is a minimal complement in G2. Then
the subset G1×A of G1×G2 contains mk elements. By Proposition 2.5, G1×A is a minimal
complement to some subset of G1 × G2. Hence mk is an element of S(G1 × G2). Thus mk
lies in S(G) for any ∗-group G of order mn. So mk lies in S∗mn. This establishes Equation
(3). Equation (4) follows from Equation (3). 
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For X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, it follows from Theorem 2.1 that any large
finite group contains many minimal complements and thus
lim
n→∞
|X ∗n | =∞.
Question 1. For X ∈ {S,A} and ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, describe the asymptotic
property of the sequence |X ∗n |.
For X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, it follows from Theorem 2.1 that the smallest
positive integer lying outside X ∗n diverges to ∞, i.e.,
lim
n→∞
min({1, 2, · · · , n} \ X ∗n) =∞.
Question 2. For X ∈ {S,A} and ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, describe the asymptotic
property of the sequence min({1, 2, · · · , n} \ X ∗n).
For X = A, ∗ = ab, it follows from [AKL20, Corollary 18] that
lim inf
n→∞
min({1, 2, · · · , n} \ X ∗n)√
n
≤
√
2,
and from [AKL20, Theorem 3] that
min({1, 2, · · · , n} \ X ∗n) = O(n3/4+ε)
for any ε > 0. Moreover, Alon, Kravitz and Larson conjectured that
min({1, 2, · · · , n} \ X ∗n) = Θ˜(
√
n)
for X = A, ∗ = ab [AKL20, Conjecture 7].
From Propositions 2.2, 2.4, it follows that for X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅},
lim
n→∞
|({1, 2, · · · , n} \ X ∗n)| =∞.
Question 3. For X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, determine the asymptotic prop-
erty of the sequence
|({1, 2, · · · , ⌊2n/3⌋} \ X ∗n)|.
From Propositions 2.2, 2.4, it follows that for X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅},
the maximum of X ∗n (excluding n) is ≤ 23n (for n ≥ 2). Thus for X ∈ {S,A}, ∗ ∈{cyc, ab, nil, ssol, sol, ∅}, (
2
3
, 1
)
∩ 1
n
X ∗n = ∅.
Moreover, it follows that for X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅} and for any ε > 0,
(0, ε) ∩ 1
n
X ∗n 6= ∅
for large enough n (since 1 lies in X ∗n). This motivates the following question about the
asymptotic behaviour of
1
n
X ∗n
as n → ∞ for X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, and the asymptotic behaviour of
these sets when n ranges over an infinite set of positive integers (for instance, the set of
primes, or the set of all prime powers, or the set of powers of a fixed prime, or the set of
square-free integers etc.).
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Question 4. Let X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
(i) Let 0 ≤ a < b ≤ 2
3
. Evaluate
lim sup
[a, b] ∩ 1
n
X ∗n
|X ∗n |
, lim inf
[a, b] ∩ 1
n
X ∗n
|X ∗n |
.
Does the sequence
[a, b] ∩ 1
n
X ∗n
|X ∗n |
converge? Otherwise, what are its subsequential limits?
(ii) Does there exist a probability measure µ on [0, 2
3
] such that
lim
n→∞
[a, b] ∩ 1
n
X ∗n
|X ∗n |
=
∫
[0, 2
3
]
χ[a,b]dµ
for any 0 ≤ a < b ≤ 2
3
, where χA denotes the characteristic function of A for A ⊆ [0, 23 ]?
Question 5. Let X ∈ {S,A}, ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
(i) Determine the open subsets of [0, 2
3
] which do not intersect with 1
n
X ∗n for any/large
enough/infinitely many n.
(ii) Determine the open subsets of [0, 2
3
] which have nonempty intersection with 1
n
X ∗n for
any/large enough/infinitely many n.
Remark 4.2. In the above questions, one can restrict the integer n from the set of positive
integers to some smaller sets, for instance, the set of primes, or the set of all prime powers,
or the set of powers of a fixed prime, or the set of square-free integers etc., and study these
questions when n varies over such a smaller subset.
Using results from Section 2, we partially answer Question 3 in Proposition 4.6.
Lemma 4.3. Let n be a positive integer and d1, · · · , dk be distinct divisors of n satisfying
d1 | d2 | · · · | dk. For 1 ≤ i ≤ k, let Bi denote the set defined by
Bi :=
{
n
di
− 1, n
di
− 2, · · · , n
di
−
(⌈
n
di(2di + 1)
⌉
− 1
)}
.
The union ∪ki=1Bi consists of
k∑
i=1
(⌈
n
di(2di + 1)
⌉
− 1
)
elements.
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Proof. Note that the sets B1, · · · , Bk are pairwise disjoint since for any i < j,
n
di
−
(⌈
n
di(2di + 1)
⌉
− 1
)
≥ n
di
− n
di(2di + 1)
=
2ndi
di(2di + 1)
=
2n
2di + 1
>
n
2di
≥ n
dj
holds. This proves the Lemma. 
Lemma 4.4. Let G be a group of order n. Let d1, · · · , dk be distinct divisors of n such that
d1 | · · · | dk. Assume that G contains a subgroup of size n/di for any 1 ≤ i ≤ k. Then the
set {1, 2, · · · , n} \ A(G) contains the set
∪ki=1Bi,
and hence contains at least
k∑
i=1
(⌈
n
di(2di + 1)
⌉
− 1
)
elements.
Proof. Note that for any integer r satisfying
1 ≤ r ≤
(⌈
n
di(2di + 1)
⌉
− 1
)
,
the inequality
n
di
− r
r
> 2di
holds, and hence by Proposition 2.4, G contains a subset of size n/di − r which is not a
minimal complement. Thus for any 1 ≤ i ≤ k, the set Bi does not intersect with A(G). So
the set {1, 2, · · · , n} \ A(G) contains
∪ki=1Bi.
Its cardinality is given by Lemma 4.3. 
Lemma 4.5. Let n be a positive integer, p be a prime number and M be a positive integer
such that pM divides n. Then there exists a sequence of k distinct divisors d1, · · · , dk of n
satisfying 1 < d1 | d2 | · · · | dk such that
k∑
i=1
(⌈
n
di(2di + 1)
⌉
− 1
)
≥ n
p2(2 + 1
p
)
−M.
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Proof. Let k =M and di = p
i for 1 ≤ i ≤M . Note that
k∑
i=1
(⌈
n
di(2di + 1)
⌉
− 1
)
≥
M∑
i=1
(
n
di(2di + 1)
− 1
)
≥
M∑
i=1
n
(2 + 1
p
)d2i
−M
=
n
2 + 1
p
M∑
i=1
1
d2i
−M
=
n
2 + 1
p
1
p2
1− 1
p2M
1− 1
p2
−M
≥ n
p2(2 + 1
p
)
−M.

Proposition 4.6. Let {nk}k≥1 be a sequence of positive integers. Assume that no term of
this sequence gets repeated infinitely often, i.e., it does not admits any constant subsequence.
Let P be a finite set of primes such that all the prime divisors of any term of this sequence
lie in this set. Then for any ∗ ∈ {cyc, ab, nil, ssol, sol, ∅},
|({1, 2, · · · , ⌊2nk/3⌋} \ A∗nk)| ≥
nk
(maxP)2(2 + 1
minP
)
− log nk
logminP
holds for large enough k, and consequently,
lim
k→∞
|({1, 2, · · · , ⌊2nk/3⌋} \ A∗nk)| =∞.
Proof. By Equation (2), it suffices to prove the above inequality for ∗ = cyc. Since the
terms of the sequence {nk}k≥1 have prime factors from a finite set of primes and no term
of this sequence gets repeated infinitely often, it follows that for any M > 0, there exists
a positive integer K such that for each k ≥ K, the integer nk is divisible by pMk for some
pk ∈ P. By Lemmas 4.3, 4.4, 4.5, for any k ≥ K, it follows that there exists a subset B of
{1, 2, · · · , ⌊2nk/3⌋} containing at least
nk
p2k(2 +
1
pk
)
−M = nk
p2k(2 +
1
pk
)
− log nk
log pk
≥ nk
(maxP)2(2 + 1
minP
)
− lognk
logminP
many elements such that A(G) avoids B for any nilpotent group G of order nk. This
establishes the result. 
Using Equation (1), we partially answer Question 4 in Proposition 4.7.
Proposition 4.7. For X = S, ∗ = cyc,
lim
n→∞
(a, b) ∩ 1
n
X ∗n
|X ∗n |
=
3
2
(b− a),
11
holds for 0 ≤ a < b ≤ 2
3
, and Question 4(ii) admits an answer in the affirmative.
Proof. From Equation (1), it follows that
lim
n→∞
(a, b) ∩ 1
n
X ∗n
|X ∗n |
=
3
2
(b− a).
Note that for the probability measure µ corresponding to the Lebesgue measure on [0, 2
3
], it
follows that
lim
n→∞
(a, b) ∩ 1
n
X ∗n
|X ∗n |
=
∫
[0, 2
3
]
χ[a,b]dµ
for any 0 ≤ a < b ≤ 2
3
. This answers part (ii). 
Using Proposition 2.4, we prove the following lemma, and then establish Proposition 4.9
which partially answers part (i) of Question 5.
Lemma 4.8. Let G be a group of order n. Let i be an integer such that G admits a subgroup
of index i. Then (
2
2i+ 1
,
1
i
)
∩ 1|G|A(G) = ∅.
Proof. Let H be a subgroup of G of index i. For any integer m satisfying
2i
2i+ 1
|H| < m < |H|,
it follows from Proposition 2.4 that no subset of H containing m elements is a minimal
complement in G. Thus (
2i
2i+ 1
|H|, |H|
)
∩ A(G) = ∅,
which yields the result. 
Proposition 4.9. For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅},
∞⋃
i=0
(
2
2pi + 1
,
1
pi
)
does not intersect with A∗pn for any n ≥ 0.
Proof. For any group G of order pn, Lemma 4.8 implies that the set
n⋃
i=0
(
2
2pi + 1
,
1
pi
)
does not intersect with 1
|G|
A(G). Since the smallest element of 1
|G|
A(G) is 1
|G|
, it follows that
∞⋃
i=0
(
2
2pi + 1
,
1
pi
)
does not intersect with 1
|G|
A(G). Hence
∞⋃
i=0
(
2
2pi + 1
,
1
pi
)
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does not intersect with none of A∗pn for any ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}. 
Note that it follows from Equation (1) that given any nonempty open subset U of [0, 2
3
],
it has nonempty intersection with 1
n
Scycn for large enough n. This partially answers part (ii)
of Question 5.
5. Asymptotic behaviour of co-minimal pairs
Definition 5.1. A pair (A,B) of two nonempty subsets A,B of a group G is called a co-
minimal pair if A · B = G, and A′ · B ( G for any ∅ 6= A′ ( A and A · B′ ( G for any
∅ 6= B′ ( B.
For any finite group G, let S2(G) denote the set of pairs of the form (a, b) such that there
is a co-minimal pair (A,B) in G with |A| = a, |B| = b. For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}
and for any positive integer n, consider the following subset of {1, 2, · · · , n} × {1, 2, · · · , n}
defined as follows.
S∗2,n :=
⋂
G is a ∗-group of order n
S2(G).
The set S∅2,n is also denoted by S2,n. By Theorem 2.1, it follows that
lim
n→∞
|S∗2,n| =∞
for ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
Question 6. For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, describe the asymptotic property of the se-
quence |S∗2,n|.
Let I denote the unit interval [0, 1] and I2 denote the unit square [0, 1]× [0, 1]. The square
[0, 1/2] × [0, 1/2] is denoted by I21/2. It follows from Proposition 2.2 that for a co-minimal
pair (A,B) in any finite group G,
2|A||B| − |A| ≤ |G||B|
holds. So, for any ∗ ∈ {cyc, ab, nil, ssol, sol, ∅} and any (x, y) ∈ 1
n
S∗2,n,(
x− 1
2n
)(
y − 1
2
)
≤ 1
4n
and (
x− 1
2
)(
y − 1
2n
)
≤ 1
4n
hold. For n ≥ 1, define
Un =
{
(x, y) | 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 2xy ≤ x+ 1
n
y, 2xy ≤ y + 1
n
x
}
.
Note that Un contains
1
n
S∗2,n for any n ≥ 1 and any ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
Lemma 5.2. For any 0 < ε < 1/2, let Rε denote the subset of I
2 defined by
Rε = ([ε, 1]× [1/2 + ε, 1]) ∪ ([1/2 + ε, 1]× [ε, 1]).
The region Rε does not intersect with Un for large enough n.
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Proof. Let N be a positive integer such that 1/2N + 1/2
√
N < ε. Let (x, y) be an element
of Rε. If (x, y) lies in [ε, 1]× [1/2 + ε, 1], then for any n ≥ N ,(
x− 1
2n
)(
y − 1
2
)
≥ ε
(
x− 1
2n
)
≥ ε
(
x− 1
2N
)
>
1
2
√
N
· 1
2
√
N
≥ 1
4n
.
If (x, y) lies in [1/2 + ε, 1]× [ε, 1], then for any n ≥ N ,(
x− 1
2
)(
y − 1
2n
)
≥ ε
(
y − 1
2n
)
≥ ε
(
y − 1
2N
)
>
1
2
√
N
· 1
2
√
N
≥ 1
4n
.
So no element of Rε lies in Un for n ≥ N . 
Note that for any ε > 0 and ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, the set Rε avoids 1nS∗2,n for large
enough n.
Question 7. For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅} and for 0 < ε < 1/2, determine the asymptotic
property of the sequence
|(([1/n, 2/n, · · · , n/n]2 \Rε) \ S∗2,n)|.
Note that
|(([1/n, 2/n, · · · , n/n]2 \Rε) \ S∗2,n)| ≥
⌊n
2
⌋2
− 1
since (1/n, i/n), (i/n, 1/n) belongs to ([1/n, 2/n, · · · , n/n]2 \ Rε) \ S∗2,n for 1 ≤ i ≤ ⌊n/2⌋.
Thus a more interesting question would be to study the asymptotic property of the sequence
|(([1/n, 2/n, · · · , n/n]2 \ (Rε ∪ R′n)) \ S∗2,n)|
where R′n consists of those points of [1/n, 2/n, · · · , n/n]2 which are avoided by S∗2,n for
“obvious reasons”. Thus, R′n contains those points satisfying xy < 1/n.
Question 8. Let ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
(i) Let 0 ≤ a < b ≤ 1, 0 ≤ c < d ≤ 1. Evaluate
lim sup
([a, b]× [c, d]) ∩ 1
n
S∗2,n
|S∗2,n|
, lim inf
([a, b]× [c, d]) ∩ 1
n
S∗2,n
|S∗2,n|
.
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Does the sequence
([a, b]× [c, d]) ∩ 1
n
S∗2,n
|S∗2,n|
converge? Otherwise, what are its subsequential limits?
(ii) Does there exist a probability measure µ on I2 such that
lim
n→∞
([a, b]× [c, d]) ∩ 1
n
S∗2,n
|S∗2,n|
=
∫
I2
χ[a,b]×[c,d]dµ
for any 0 ≤ a < b ≤ 1, 0 ≤ c < d ≤ 1, where χA denotes the characteristic function of
A for A ⊆ I2?
Question 9. Let ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
(i) Determine the open subsets of I2 which do not intersect with 1
n
S∗2,n for any/large
enough/infinitely many n.
(ii) Determine the open subsets of I2 which have nonempty intersection with 1
n
S∗2,n for
any/large enough/infinitely many n.
Note that Lemma 5.2 partially answers part (i) of the above question.
Definition 5.3. A k-tuple (A1, · · · , Ak) of non-empty subsets of a group G is said to be a
co-minimal k-tuple if
A1 · A2 · · · · · Ak = G
and for any 1 ≤ i ≤ k and for any ai ∈ Ai,
A1 · A2 · · · · · (Ai \ {ai}) · · · · · Ak 6= G.
Note that one can define an analogue of S∗2,n as follows. Let k ≥ 2 be an integer. For
any finite group G, let Sk(G) denote the set of pairs of the form (a1, · · · , ak) such that
there is a co-minimal k-tuple (A1, · · · , Ak) in G with |Ai| = ai for 1 ≤ i ≤ k. For
∗ ∈ {cyc, ab, nil, ssol, sol, ∅} and for any positive integer n, consider the following subset
of {1, 2, · · · , n}k defined as follows.
S∗k,n :=
⋂
G is a ∗-group of order n
Sk(G).
The set S∅k,n is also denoted by Sk,n. By Theorem 2.1, it follows that
lim
n→∞
|S∗k,n| =∞
for ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}. One could ask the following questions, which are analogous
to Questions 6, 7, 8, 9.
Question 10. For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}, describe the asymptotic property of the se-
quence |S∗k,n|.
Question 11. For ∗ ∈ {cyc, ab, nil, ssol, sol, ∅} and for 0 < ε < 1/2, determine the asymp-
totic property of the sequence
|(([1/n, 2/n, · · · , n/n]k \Rn) \ S∗k,n)|.
where Rn consists of those points of [1/n, 2/n, · · · , n/n]k which are avoided by S∗k,n for “ob-
vious reasons”. For instance, R′n contains those points satisfying x1 · · ·xk < 1/nk−1.
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Question 12. Let ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
(i) Let a1, b1, · · · , ak, bk be real numbers satisfying 0 ≤ ai < bi ≤ 1 for all 1 ≤ i ≤ k.
Evaluate
lim sup
([a1, b1]× · · · × [ak, bk]) ∩ 1nS∗k,n
|S∗k,n|
, lim inf
([a1, b1]× · · · × [ak, bk]) ∩ 1nS∗k,n
|S∗k,n|
.
Does the sequence
([a1, b1]× · · · × [ak, bk]) ∩ 1nS∗k,n
|S∗k,n|
converge? Otherwise, what are its subsequential limits?
(ii) Does there exist a probability measure µ on Ik such that
lim
n→∞
([a1, b1]× · · · × [ak, bk]) ∩ 1nS∗k,n
|S∗k,n|
=
∫
Ik
χ[a1,b1]×···×[ak ,bk]dµ
for any real numbers a1, b1, · · · , ak, bk satisfying 0 ≤ ai < bi ≤ 1 for all 1 ≤ i ≤ k,
where χA denotes the characteristic function of A for A ⊆ Ik?
Question 13. Let ∗ ∈ {cyc, ab, nil, ssol, sol, ∅}.
(i) Determine the open subsets of Ik which do not intersect with 1
n
S∗k,n for any/large
enough/infinitely many n.
(ii) Determine the open subsets of Ik which have nonempty intersection with 1
n
S∗k,n for
any/large enough/infinitely many n.
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