We examine the effect of non-local deformations on the applicability of interaction point time ordered perturbation theory (IPTOPT) based on the free Hamiltonian of local theories. The usual argument for the case of quantum field theory (QFT) on a noncommutative (NC) space (based on the fact that the introduction of star products in bilinear terms does not alter the action) is not applicable to IPTOPT due to several discrepancies compared to the naive path integral approach when noncommutativity involves time. These discrepancies are explained in detail. Besides scalar models, gauge fields are also studied. For both cases, it can be shown that the NC deformation of the free Hamiltonian is consistent with IPTOPT.
Abstract. We examine the effect of non-local deformations on the applicability of interaction point time ordered perturbation theory (IPTOPT) based on the free Hamiltonian of local theories. The usual argument for the case of quantum field theory (QFT) on a noncommutative (NC) space (based on the fact that the introduction of star products in bilinear terms does not alter the action) is not applicable to IPTOPT due to several discrepancies compared to the naive path integral approach when noncommutativity involves time. These discrepancies are explained in detail. Besides scalar models, gauge fields are also studied. For both cases, it can be shown that the NC deformation of the free Hamiltonian is consistent with IPTOPT.
Introduction
It is widely believed that the usual concept of space-time locally modelled as flat Minkowski space breaks down at distances of the magnitude of the Planck scale. One attempt to describe physics at such small scales is to replace the commutative space-time coordinates x µ by noncommutative operatorŝ x µ implying uncertainty relations among the coordinates [1] . The simplest model one can study is characterised by the following commutation relations:
with θ µν representing a real, constant, antisymmetric tensor. We will study this model realised by the so-called (Moyal-Weyl) star product replacing ordinary local products of fields within the usual QFT, referred to as NCQFT later on. This star product is defined for C ∞ functions f , g as
It is important to note the infinitely many derivatives acting within this product. Concerning QFT, especially the time derivatives present for θ 0i = 0 turn out to be problematic. In that case, a violation of unitarity has been observed [2] when applying the rules given in [3] . Unitarity could be reestablished in [4] using the Yang-Feldmann equation [5] and in [1, 6, 7] by applying IPTOPT. Below, we will make clear that this version of time ordering is a consequence of quantum mechanical basics. IPTOPT was worked out in a more general context [8] applicable to a large class of non-local interactions of scalar particles. The non-locality can be realised by the integral representation of the star product [9] for Schwartz class (rapidly decaying) functions f , g as
This makes the effect of time ordering more transparent. The problems occuring for θ 0i = 0 can be identified with the non-locality in time. Besides unitarity, the finite UV/IR mixing behaviour [10] is a further advantage of IPTOPT. At this point, we want to mention that in θ-expanded field theories [11, 12, 13] these difficulties do not appear. However, they might not be renormalisable [14, 15] . So long, deformed field theory has been pursued in a somewhat ambivalent way: The Moyal product has been used in the interaction part of the Lagrangian, the bilinear term remained unchanged [3] due to the argument that in the action one star product can always be omitted:
However, this is not directly applicable to the approach based on IPTOPT which is indicated by the differences between the Feynman rules given in [3] and the complicated ones based on IPTOPT [8] . There it was realised that quadratic parts in the interaction do have a θ-dependent contribution for θ 0i = 0. This raises the question whether the free Hamiltonian in the framework of IPTOPT gets deformed or not when introducing star products. We will adress this problem for scalar as well as gauge field models. We will also construct IPTOPT beginning with the Schrödinger equation to make the definition of time ordering clear. The discrepancies between IPTOPT and a naive path integral approach giving the simple Feynman rules [3] will be explained.
Quantum Mechanics
In this section, quantum mechanical basics needed later are repeated. After the introduction of various types of time dependence of operators and states time ordered perturbation theory is discussed.
Schrödinger Picture
We start with the Schrödinger equation (with = 1),
where H S is the Hamilton operator and |Z S (t) is a time dependent Schrödinger state. As long as H S is time independent, we have the simple solution
with some initial state |Z S (t 0 ) . Now the question is: What is the particular feature of a specific model described by eq. (5)? The answer is simple: Different models are distinguished by different Hamiltonians. In particular, the states are defined as solutions of eq. (5) with a particular Hamiltonian H S .
In the Schrödinger picture (which is denoted by the index S) we have the notion of a time independent Hamiltonian which generates time dependent states. Physics is described via matrix elements of operators with these states. Those operators are assumed time independent and (if we are lucky) known, so the interesting thing is to get the correct states.
Heisenberg Picture
But if we have a closer look at the matrix elements of some time independent operator A S ,
we could also argue that we have time independent states |Z H := |Z S (t 0 ) and time dependent Heisenberg operators A H (let t 0 = 0),
This is the Heisenberg picture. Instead of fixing the operators and searching for time dependent states, we keep the states fixed and put our interest in time evoluting operators. Instead of the Schrödinger equation (5) for the states, we now have the Heisenberg equation for the Heisenberg operators, obtained from differentiating (8) with respect to the time (note that A S does not explicitly depend on time),
Here, H H = H S is still time independent. The Heisenberg equation looks indeed very similar to the Schrödinger equation.
Dirac Picture
Somehow in between is the Dirac picture, where states and operators have a time evolution. The f ree part H 0S of the Hamiltonian H S = H 0S + H IS is used to describe the time evolution of the operators, whereas the interaction part H IS will describe the time evolution of the states. The states in the interaction picture are defined as
From
With
we find the two evolution equations (from (5), (10), respectively)
We see that the time evolution of the operators is defined by the f ree Hamiltonian, so that A D (t) is simply a solution of the free theory. The time evolution of the states, on the other hand, depends only on the interaction Hamiltonian. Note: Since the free Hamiltonians in the Schrödinger and Dirac picture are the same, we define H 0S = H 0D ≡ H 0 from now on.
IPTOPT
Given some interaction Hamiltonian H ID (t) in the Dirac picture, the evolution equation (13) for the Dirac states can be solved by introducing the time evolution operator U(t, t 0 ) as
The well known solution of the resulting differential equation with the boundary condition U(t 0 , t 0 ) = 1 is
T is the time ordering operator and it should be pointed out here that it rearranges the whole operators H ID (t) according to their time argument t and it does not act on parts of H ID (t). We call this interaction point time ordering (IPTO) to distinguish it from other possible time orderings of objects. In order to describe scattering processes, we need the S-operator defined by
Again, T acts on the time argument t of H ID (t). Only for simple theories such as scalar φ 4 theory, one can write H ID (t) = − d 3 x L ID (t, x). But note that IPTOPT principally requires the interaction Hamiltonian and not the Lagrangian. S-matrix elements are thus given by
where |i and f | represent the incoming and outgoing states, respectively.
Quantum Field Theory
The operators we have dealt with in the last section can usually be expressed in terms of field operators φ and their canonical conjugates π. Their operator character is manifested by the equal time commutation relations
For the application of IPTOPT the free field operators, which are given in the Dirac picure, are especially important. Their dynamics can be characterised by the Lagrange or Hamilton formalism, as we will briefly discuss in this section. The main investigation of this section is the effect of deformation on the free Hamiltonian H 0 → H * 0 . Star products in the action can be left out for quadratic terms, which is often given as the reason that the free theory on noncommutative spaces is the same as for the commutative one. In the Hamiltonian, however, the star product does not automatically (only for θ 0i = 0) drop out of quadratic terms in the interaction. This is the reason why we adress the deformation of the free Hamiltonian from another point of view.
Commutative Space
The free scalar field is described by the equation of motion
This equation of motion can be obtained by a field variation of the action,
Another possibility is the description via the Hamiltonian H = d 3 xH,
An explicit calculation yields
H 0 is interpreted as the total energy of the system. Energy conservation
x H 0 = 0 is obtained by use of partial integration and the equation of motion.
Note: φ and π correspond to x (the current elongation) and p (the momentum) of the harmonic oscillator, whereas the space coordinates x could be thought of as 'labels' of the infinitely many harmonic oscillators hanging around in space. Only time is always time.
Since φ satisfies the free field equation, we can write it as
Here
Finally the Hamiltonian can be rewritten as
Noncommutative Space
On a noncommutative space, we merely insert the Moyal product into (22),
Note: Since we have only d 3 x we must not drop the stars, as we could do if we had d 4 x. Now we find
A modification of the equation of motion is not necessary to guarantee energy conservation.
The fact that the free field equation is not to be modified on noncommutative spaces suggests the further use of eq. (23). Inserting (23) into the expression (26) for the free Hamiltonian, we have
and collecting the factors of a + a + , a − a − , a + a − , a − a + we find (with three momentum conservation and use of the equation of motion) that the a + a + , a − a − terms vanish, and the a + a − , a − a + terms have a total factor of 2ω 2 k without any phase factor. Thus, we also exactly reproduce eq. (25) for the noncommutative space:
The insertion of the Moyal products does not change the free Hamiltonian at all, cf [1] . The effect of a more general type of deformation can also be studied, namely one replaces terms bilinear in fields as follows:
where µ = (µ 1 , . . . , µ e ) denotes a set of real parameters, w is a complex function depending on µ and h i maps µ onto a 4-vector. Applying this kind of deformation to the Hamiltonian (22), one can show using eq. (23) that the normal ordered version of H * 0 is
:
with
For ξ( k) = 1, it coincides with : H 0 :, and the use of the perturbation theory worked out in [6, 8, 9] is justified without artificially restricting the deformation solely to the interaction part of the Hamiltonian. Theories where quadratic parts are local (i.e. both fields are evaluated at the same spacetime point, h 1 = h 2 ), clearly leave the free Hamiltonian unchanged. As we have shown before, also NCQFT possesses this property. But for Gaussian types of non-locality as proposed in [16, 17, 18] this is clearly violated since ξ is again a Gaussian in momentum space. Also, a x-dependent noncommutativity parameter θ(x) will alter the free Hamiltonian.
A Conceptual Note
In this section, we want to discuss discrepancies between IPTOPT and the naive path integral approach (NPIA). By IPTOPT we mean calculations according to eq. (15) with
and φ denoting the field operators in the Dirac picture. The resulting Feynman-rules are given in [8] . By NPIA we mean that one calculates npoint functions according to the path integral
with I denoting the corresponding action including iǫ terms:
The corresponding Feynman rules are the same as for the local theory but with phase factors to be included for vertices [3] . Meanwhile, it is clear that these two approaches differ when noncommutativity involves time. The most striking problem is the unitarity violation [2] when applying these naive Feynman rules, which can be cured by a strict application of IPTOPT [4, 7] . Another mismatch was realised in [8] , where it turned out that the star product of NCQFT does not drop out of some quadratic terms which might be considered as counter terms for example. But in the Lagrangian (NPIA), star products become redundant in any bilinear term.
For the local version of the model we are studying, both, the NPIA and IPTOPT give the same results. But for non-local theories as NCQFT, these approaches are not equivalent. To see the crucial points about these mismatches, we sketch how to pass from IPTOPT to the NPIA [19] . One starts with the Hamiltonian H S ≡ H D (0) written as a functional of canonical field operators φ D (t, x), π D (t, x) in the Dirac picture
To be specific, our version of IPTOPT and NCQFT gives
combined with eq. (32). The special notation of the functional (35) is due to the non-localities, especially the ones in time: it is not a functional depending just on field operators given at fixed time t, but all possible times are involved (see also eq. (46) below). Furthermore, one assumes two complete basis sets |q; t and |p; t for each time t being eigenstates of the field operators in the Heisenberg picture φ H (t, x) and π H (t, x), respectively. The goal is to evaluate scalar products q ′ ; t ′ |q; t between basis vectors given at different times t < t ′ . Then, one sandwiches sums over complete basis sets belonging to intermediate times t i with t < t 1 . . . < t N < t ′ . So far, everything might also work for non-local field theories. Next, one has to evaluate matrix elements like
At this point, H S is usually rewritten
In a local theory, the functional just depends on field operators φ D (0, x) evaluated at time t = 0 which can be simply replaced using φ D (0, x) = φ H (0, x). As a matter of course, one thus rewrites this by sandwiching unit operators exp(iH S t) exp(−iH S t) as
However, these steps are problematic for theories which are non-local in time.
To see this, we consider an operator O D defined as a Moyal product of two operators A D , B D in the Dirac picture:
The subscript D at O D indicating that O D has the time dependence of an operator in the Dirac picture is justified since
holds. The transition from the Dirac to the Heisenberg picture is now done as usual [19] :
Substituting eq. (40), we get
where x = (t, x), x 0 = (0, x), and
W (t, t 0 ) is unitary and W (t, t) = 1, but in general W (t, t 0 ) is not the unit operator. In order to stay consistent one thus has to redefine the noncommutative product with respect to Heisenberg fields correspondingly. For the Hamiltonian needed for path integrals, one could proceed with
When non-locality involves time clearly H ′ = H, and it can be expected that dealing with H ′ is pretty hard. We assume that H ′ = H is the cause for the discrepancies between IPTOPT and the NPIA for systems described by Hamiltonians which are non-local in time. Further problems are expected when integrating out the conjugate momenta to pass from the Hamiltonian to the Lagrangian formulation, even if we accept H instead of H ′ 1 . This might be due to the fact that non-locality in time means that H depends on infinitely many time derivatives implying complicated equations of motion [20] . Furthermore, the equivalence of using the Lagrangian interaction or the Hamiltonian is not justified anymore by path integrals. We believe that it is important to check this explicitly. Besides derivative couplings and counterterms, NCQED might also be affected due to the complicated quantisation procedure which involves derivatives through the constraints [21] . Before dealing with gauge field models in the following section, we want to illustrate the differences of the NPIA and IPTOPT. The perturbation expansion of the NPIA is obtained by expanding the integrand in terms of the interaction leaving only the bilinear parts in the exponential. The resulting path integrals can be carried out and one gets Feynman rules which associate the usual propagators ∆ F (x, y) (inverse of the bilinear parts) of the local theory with lines, and vertices contain four-momentum dependent phase factors. A time ordering interpretation of the resulting rules can be obtained by writing ∆ F (x, y) in terms of time ordered products of the free annihilation and creation fields, φ − and φ + , respectively:
Here, τ (t) is the time ordering step function τ (t) = 1 for t > 0 and τ (t) = 0 for t < 0. This indicates that the NPIA can be interpreted in the sense of a total time ordering acting with respect to the time argument of each field. On the other hand, the time ordering operator of IPTOPT just rearranges whole interactions. Now, let us consider φ 4 -theory. We have
which clearly expresses the non-locality. The two-point function at first order in λ can then be written a bit sloppy as
Let us discuss the total and the IPTOPT time ordering for one particular geometrical situation with respect to (47):
The arrangement of fields for the left figure corresponds to the following non-vanishing contribution to the total time ordering of (47):
.
We find that there are 6! = 720 different contributions to (47) when interpreting the time ordering in the Gell-Mann-Low formula as a total time ordering of all field arguments, as one would expect. This kind of time ordering guarantees that only causal processes contribute to the S-matrix. In contrast to this total time ordering, we now have interaction point time ordering (right figure) , which is defined with respect to the interaction point:
There are now only 3! = 6 different contributions of this type. For most contributions some of the fields are now at the "wrong" place with respect to the total time order. Thus the noncommutative version (49) of the Gell-Mann-Low formula violates causality but preserves unitarity (as we want to stress once more). After all, contributions to the Dyson series are precisely ordered only with respect to the time stamp of the interaction Hamiltonians.
Gauge Field Theory
In this section, we will compute the noncommutative Hamiltonian for pure gauge theory, with and without ghosts. For simplicity, we restrict ourselves to the case of U(1) gauge theory. We also do not employ Seiberg-Witten maps, but only replace the pointwise product of fields with the * -product (3).
Gauge Fixed Lagrangian
The free part of the pure U(1) gauge field Lagrangian on commutative space
where we have defined
The free field equation reads
For the free field momenta we find
Thus we define the noncommutative Hamiltonian
We check explicitly the time independence of the Hamiltonian,
where ∂ 2 = ∂ j ∂ j . Note: The use of the Moyal-anticommutators is crucial! The first line (without the underbraced term) is zero due to the equation of motion for A i . After partial integration of the underbraced term with respect to ∂ i = −∂ i it combines with the second line to the equation of motion for A 0 . Thus we see that d dt H * 0 = 0. For quantisation we rewrite H * 0 in a convenient form
We make the ansatz
where k 0 = ω k > 0 is a (not necessarily specified) function of | k|. Inserting this into the expression for H * 0 we find
Using now the delta functions we find
With the equation of motion (52) expressed in terms of a ± µ ,
the terms with the non zero exponentials vanish. The remaining terms simplify considerably with the help of the equation of motion. So we get
Quantisation can now be performed in the usual way by imposing appropriate commutator relations (e.g. for α = 1, Feynman gauge)
BRST-Symmetry
The free part of the BRST-expanded Lagrangian on a noncommutative space reads
The equations of motion read
We postpone the treatment of the ghost sector, which in the free theory decouples from the gauge field sector anyway. In order to construct the
The latter two equations are primary constraints. Since their Poisson bracket is not weakly zero, So, with Π B = 0 and B = Π 0 we get the quantisable noncommutative Hamiltonian
With use of the Hamiltonian equations of motion for the fields,
we may express the field momenta by the fields and their time derivative. Inserting this yields exactly the Hamiltonian (54) we have found for the gauge fixed theory:
Note: The elimination of the B-field does not spoil our considerations with respect to the construction of perturbation theory, since the B field has no interaction vertex. Now for c,c the situation is very simple,
The equations of motion and the momenta are ∂L φΠ ∂c = − c = 0, ∂L φΠ ∂c = c = 0,
There are no constraints. For the noncommutative Hamiltonian we have
We check time independence of H * φΠ ,
Using the following ansatz for c,c, 
For H * φΠ we find with the help of the equations of motion (with k 0 = ω k = k 2 , so that k µ k µ = 2ω 2 k )
We find that noncommutativity does not spoil the free theory. Quantisation is done by the replacement of the Poisson brackets by commutators,
which again leads to the well known commutator relations between annihilation and creation operators of fields.
Conclusion
We have constructed perturbation theory on a noncommutative space from the beginning. It could be shown that the NC deformation according to the Moyal product does not alter the free Hamiltonian for scalar as well as for gauge field models. This implies that IPTOPT as developed in [1, 6, 8, 9] is consistent. However, the application of these techniques to Gaussian nonlocalities [16, 17] seems to be somewhat artificial since here we could show that the introduction of the non-localities into the free Hamiltonian would alter it sigificantly when assuming the usual free field equations. Thus, either one would have to leave the free Hamiltonian untouched [17] or one would have to develop an appropriate free theory. Furthermore, the discrepancies between IPTOPT and the NPIA present for non-localities in time have been explained. The main reason is the problem of passing from non-local products given in the Dirac picture to the Heisenberg picture. One would have to alter these products to be consistent. But usually one compares situations where one deals with the same product in both pictures, which cannot give the same as soon as non-localities in time are involved. We also want to point out that the use of L I instead of H I in combination with IPTOPT is not justified by path integrals as soon as non-localities involve time.
The main motivation for studying IPTOPT is its unitarity [7] and the well behaving UV/IR mixing [10] . The disadventages are the violation of causality and the higher complexity of the Feynman rules. The situation is vice versa for the NPIA, where the implied time ordering respects causality. But the violation of unitarity in NPIA is a severe problem, whereas it seems to be absent in IPTOPT.
