The ability of novice and experienced Ss to learn complex decision rules was tested with 3 categorization tasks. Each task involved 2 categories with exemplars that were normally distributed on 2 stimulus dimensions. 3 separate sets of stimuli were used, and in each task the decision rule that maximized categorization accuracy was a highly nonlinear function of the stimulus dimension values. In the 3 tasks, all experienced Ss used highly nonlinear decision rules. Quadratic rules were supported over bilinear rules, and in many cases, Ss used nearly optimal decision rules. These findings did not depend on whether the stimulus components were integral or separable. Novice Ss also did not use simple linear rules. A model that assumed Ss tried a succession of different linear rules was also rejected. Instead, novices appeared to use quadratic rules, although less consistently than experienced Ss.
Humans are remarkably accurate at categorizing a huge variety of objects and events. In fact, in many cases they are far more accurate than the most powerful machines. For example, no machines are very good at understanding speech or at reading handwriting. What makes these categorization tasks so difficult?
Many natural categorization tasks are difficult because they require the use of nonlinear decision rules. The optimal classifier, that is, the hypothetical device that maximizes categorization accuracy, bases its responses on a nonlinear combination of the exemplar's dimensional values whenever the exemplars of two categories differ in the amount that they vary on any dimension (e.g., Ashby & Gott, 1988) . It is almost certainly the case that most pairs of natural categories satisfy this condition. For example, variability in eye color and hair color differs with ethnicity, and so the device that most accurately categorizes humans by their ethnicity must use a nonlinear decision rule. The fact that humans are so good at this task suggests that they too may use nonlinear categorization rules.
In fact, for many years it has been known that humans can learn nonlinear rules. Most of these demonstrations, however, involved rules that are easily verbalized, such as the biconditional or exclusive-or problem (e.g.. Bourne, 1970; Bruner, Goodnow, & Austin, 1956; Haygood & Bourne, 1965) . Although such nonlinear rules are clearly important to logical reasoning, we suspect that the decision rule a wine taster uses when categorizing Zinfandels and Cabernet Sauvignons canParts of this research were presented at the Twenty-Second Annual Mathematical Psychology Meetings at the University of California, Irvine, and at the Thirtieth Annual Meeting of the Psychonomic Society, Atlanta, Georgia.
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Some studies have focused on such categorization problems (e.g., Medin & Schwanenflugel, 1981; Nosofsky, 1986 Nosofsky, , 1987 Nosofsky, , 1989 Shepard & Chang, 1963; Wattenmaker, Dewey, Murphy, & Medin, 1986) . In these experiments, however, many different nonlinear decision rules predicted the same categorization accuracy. Therefore, although it was shown that subjects did use a nonlinear rule, the design of the experiments made it impossible to determine exactly which of the many nonlinear rules were used. The present studies extend this line of research in several respects. We use an experimental design in which unique decision rules lead to unique patterns of responding. This makes it possible to identify uniquely a subject's decision rule. ' An extra benefit of this observability is that it makes possible a comparison of the performance of human subjects to the optimal classifier. Anecdotal evidence suggests that given enough experience, human subjects should compare favorably. To our knowledge, however, an explicit comparison between the human and the optimal nonlinear classifier has never been made.
Another goal of this article is to explore the difference between the behavior of novice and experienced categorizers. The anecdotal evidence suggests that besides being less accurate, novices are slower and are more likely to guess than experts. An experienced ornithologist, for example, may categorize a bird as a ring-billed rather than a California gull very quickly and consistently, even though these two species are very similar and even if the judgment is in error. On the ' Of course, if two decision rules make similar predictions, a large sample size may be needed to decide which rule the subject is using. This is an issue of statistical power, which every experimental method faces. The important point is that unlike most earlier studies of nonlinear categorization rules, the present design is capable of discriminating between any two nonequivalent decision rules, given a large enough sample size.
other hand, if a novice bird watcher is presented with this same categorization problem, a slower, less consistent, and less accurate response is expected. Do empirical data support this anecdotal evidence? How does the transition from novice to expert occur? Are novices more likely to use linear rules?
In this article, these issues are investigated empirically in a series of three experiments. The next section describes the experimental paradigm used in all three experiments. In the third section, some of the relevant categorization models are introduced, and the fourth section presents and discusses the empirical results.
Categories as Normal Distributions
The three experiments reported in this article involve three different kinds of stimuli. Examples are shown in Figure 1 . In some conditions, stimuli were rectangles that varied in length and width (see Figure la) . In other conditions, stimuli were circles of varying diameter that contained a radial line of varying orientation (see Figure lb) . 2 The third set of stimuli was constructed from horizontal and vertical line segments of varying length, which were always connected at the upper left corner (see Figure Ic) .
The experiments described below used an experimental paradigm called the randomization technique (Ashby & Gott, 1988; Ashby & Maddox, 1990) . In this technique, the exemplars of a category have values on each stimulus dimension that are normally distributed. For example, a category composed of the circular stimuli contains exemplars with sizes and orientations that are each normally distributed around some prototypical (i.e., mean) value. Taken together, the size and orientation of an exemplar from either category have a bivariate normal distribution that has a three-dimensional bell-like structure (see Figure 2a) . The height of the bell at any particular size and orientation represents the likelihood that a sample from the category has that particular size and orientation. Rather than draw a three-dimensional figure, it is conventional to depict a bivariate normal distribution by its contours of equal likelihood, each of which is created by taking a slice parallel to the stimulus plane at some arbitrary height (see Figure 2b ) and looking down at the result from above (see Figure 2c ). In Figure 2c , the contour of equal likelihood is circular. Every exemplar corresponding to a point on the circle is equally likely to occur. Note that the diameter of the circle is arbitrary. Larger or smaller circles would occur if either a lower or higher (respectively) slice was taken.
Multivariate normal distributions are specified by three kinds of parameters: (a) location parameters (i.e., a mean on each dimension), (b) spread parameters (i.e., a variance on each decision), and (c) association parameters (i.e., a covariance or correlation for each pair of dimensions). The spread and association parameters are conveniently catalogued in a structure known as the covariance matrix, which contains variances on the main diagonal and covariance terms in the off-diagonal cells. Let <r, 2 represent the variance on dimension ; and let cov v) . represent the covariance between dimensions .v and y. When exemplars in a category vary on only two dimensions, the covariance matrix is given by
The covariance matrix determines the shape of the contours of equal likelihood. For example, consider the categories described by the contours depicted in Figure 3 . Note that the exemplars in Category B have more variability on dimension x than on dimension y. In Category A, the amount of variability on each dimension is the same, but the values on the x and y dimensions are positively correlated.
The randomization technique begins by numerically specifying a pair of bivariate normal distributions like the one shown in Figure 2 . Each distribution defines a category, A or B. On trials when an exemplar from Category A is to be presented, a random sample (x, y) from the A distribution is used to construct an exemplar. For example, with the Figure la stimuli, a rectangle is constructed with length x and width y. This stimulus is shown to the subject with high-contrast, noise-free, response-terminated displays. The subject is instructed to respond with the name of the category of which the rectangle is most likely a member. Feedback is given on each trial. Because the distributions overlap, perfect performance is impossible. In the three experiments described below, each subject was shown the two prototypes (i.e., the category means), along with their category labels, at the beginning of each experimental session. This was followed by a block of 100 practice trials and then by a block of 300 experimental trials. Some subjects participated in as many as six experimental sessions. Taken together, the experiments discussed in this article involve about 55,000 categorization trials.
When testing between competing categorization theories, the relevant data are the coordinates of each stimulus in the (x, y) stimulus plane and the subject's response. After several hundred trials, the location of the A and B responses in the stimulus plane can be used to determine what decision rule the subject is using (see Footnote 1). Of particular interest will be whether the subject is using a decision bound, which is a line or curve that separates the A and B responses.
Note that if the purpose is to identify optimal responding, the randomization technique does not require a close correspondence between the stimulus and the perceptual spaces. The only requirement is that the transformation from the stimulus space to the perceptual space be one-to-one, that is, that unique stimuli lead to unique percepts. 3 In this case, optimal decision bounds in the perceptual space will be manifest as optimal bounds in the stimulus space. This property is almost certainly satisfied with the Figure 1 stimuli (at least 3 To see this, let x represent a point in the stimulus space and y = T(x) the corresponding point in the perceptual space. Assume the subject uses some bound y« = |y|A(y) = Oj for some function h. If T is one-to-one, then T" 1 exists, and so the set x/, = T~'(y«) is uniquely determined by the set y*. Thus for every unique bound in the stimulus space there is a unique corresponding bound in the perceptual space and vice versa. Optimal bounds in the perceptual space are therefore manifest as optimal bounds in the stimulus space.
in the absence of perceptual noise). First, the Stevens exponent for length is very close to 1.0 (Stevens, 1961) , and so the perceived size dimensions should approximately equal the physical size dimensions. Second, psychological scaling solutions that have been derived for the circular stimuli have found the perceptual space to be very similar to the physical space (Nosofsky, 1985 (Nosofsky, , 1986 (Nosofsky, , 1987 Nosofsky, Clark, & Shin, 1989; Shepard, 1964) . Third, although Krantz and Tversky (1975) found that neither area and shape nor length and width provide a completely satisfactory description of the perceptual space of rectangles, their scaling solution indicates that the correct transformation is clearly one-to-one. In fact, Schonemann (1977) explicitly proposed a one-to-one transformation from the stimulus space of rectangles (with length and width dimensions) to the perceptual.
The choice of normally distributed categories is somewhat unusual in the categorization literature, but normal distributions have several properties that we feel are very important when studying categorization. First, there is empirical evidence that subjects enter categorization tasks with the expectation that the exemplars of each category are symmetrically and unimodally distributed around a prototype (Flannagan, Fried, & Holyoak, 1986; Fried & Holyoak, 1984) . Second, normal distributions are mathematically convenient. For example, in such cases the behavior of the optimal responder is well understood. Finally, normal distributions overlap, and the dimensions are continuously valued.
One advantage of overlapping category distributions is their high ecological validity. As already noted, in difficult categorization tasks the categories frequently overlap. Another advantage of continuous and overlapping category distributions is that they provide a method for rigorously testing between competing categorization theories, and they also allow for the comparison of human categorization performance with that of the optimal classifier. When normal distributions are used as category models, there are an unlimited number of exemplars in each category, and exemplars from any of the categories can fall in any region of the stimulus space. Under these conditions, only one bound maximizes categorization accuracy. This is the bound associated with the optimal classifier. Most categorization experiments use categories with only a small number of exemplars. In this type of design, it is difficult to test between alternative categorization theories because, for example, many bounds (usually an infinite number) perfectly separate the two categories. Therefore, if the subject learns to perfectly categorize the exemplars, it is not possible to determine which bound was used. Sometimes, after perfect accuracy is achieved during a learning phase, a novel exemplar (the transfer stimulus) is presented to the subject. The subject's response is used to rule out some of the competing categorization theories. Many possibilities cannot be ruled out in this fashion, but more important, even if successful, this strategy only indicates which of the many acceptable rules the subject chose to use during learning. This may be an interesting research question, but it does not reveal much about the optimality of human categorization performance.
A number of experiments that used the randomization technique have been reported. One set used stimuli like those in Figure Ic (Ashby & Gott, 1988) , and one set used stimuli like those in Figure Ib (Ashby & Maddox, 1990) . The components of the Figure Ib stimuli have been found to be separable in a number of independent tests (e.g., Burns, Shepp, McDonough, & Wiener-Ehrlich, 1978; Garner & Felfoldy, 1970; Hyman & Well, 1967; Shepard, 1964 ; but see Ashby & Lee, 1991; Ashby & Maddox, 1990) . Even so, similar results were obtained with both stimulus sets. Although some subjects responded suboptimally, especially in certain conditions, the best predictor of the categorization performance of experienced subjects, across all of the experiments, was the optimal classifier, even in experiments that required subjects to attend to higher order category properties, such as component correlation.
General Recognition Theory
To motivate the predictions of the various models, in this section we review general recognition theory (GRT), which contains a number of important categorization models as special cases. When applied to categorization, GRT (Ashby & Gott, 1988; Ashby & Lee, 1991; Ashby & Maddox, 1990; Ashby & Perrin, 1988; Ashby & Townsend, 1986) assumes that on each trial, the perceptual effect of a category exemplar can be represented as a point in a multidimensional perceptual space and that repeated presentations of the same exemplar do not always lead to the same perceptual effect. Therefore, the perceptual effects of each exemplar of a category are represented by a multivariate probability distribution. A category is represented perceptually as a probability mixture of the individual exemplar distributions. The theory therefore specifies two different sources of variation: within-exemplar and between-exemplar. Within-exemplar variation is better known as perceptual noise and is determined by the integrity of the stimulus presentation. Tachistoscopic presentation, low contrast, or masking all increase perceptual noise. Betweenexemplar variation is determined by the nature of the category and increases with the pairwise dissimilarity of category exemplars. With highly discriminable exemplars presented for long durations at high contrast, within-exemplar variation is often negligible when contrasted with between-exemplar variation. In this case, the perceptual representation of each exemplar may be approximated as a point in a multidimensional space, and the category may be interpreted as a distribution of exemplar points. This is the situation we focus on in this article.
GRT assumes that a practiced subject divides the perceptual space into regions and associates a category label with each region. On each trial, the subject determines in which region the exemplar representation falls and then emits the associated response. The line or curve separating two response regions is called the decision bound. Several versions of the theory can be formulated, depending on how the subject divides the perceptual space into response regions. The four versions considered in this article are (a) the minimum distance classifier, (b) the general linear classifier, (c) the optimal classifier, and (d) the general quadratic classifier.
The minimum distance classifier assumes the subject responds with the category that has the nearest (i.e., most similar) mean. This strategy is equivalent to using the minimum distance bound (Ashby & Gott, 1988) , which in the two-category case is the line that bisects and is orthogonal to the chord connecting the two means. An example of minimum distance classification is shown in Figure 3a . Note that every point above the Figure 3a bound is closer to the A mean, and every point below the bound is closer to the B mean.
With normal distributions, the mean, the median, and the mode are all equal. It is therefore natural to associate this special point with the category prototype (e.g., Homa, Sterling, & Trepel, 1981; Posner & Keele, 1968 Reed, 1972; Rosch, 1973 : Rosch, Simpson, & Miller, 1976 . Another interpretation of minimum distance classification, then, is that the subject responds with the most similar prototype. In addition, minimum distance bounds are associated with parallel distributed memory models that assume matched filtering or cross-correlation (e.g., Ashby & Gott, 1988; Hinton & Anderson, 1982) and with Massaro's fuzzy logical model of perception (e.g., Massaro & Friedman, 1990) .
In the general linear classifier, the decision bound is constrained to be linear, but no restrictions are placed on its slope and intercept. General linear classifiers have much more flexibility than minimum distance classifiers (which have none). An example is shown in Figure 3b . If the variability in any category around the prototype is not uniform in every direction, then the general linear classifier can achieve a significantly higher accuracy rate than the minimum distance classifier. In Figure 3b , for example, the general linear classifier predicts higher categorization accuracy than the minimum distance classifier. In separate experiments reported by Ashby and Gott (1988, In the optimal model, the decision bound is placed so that overall categorization accuracy is maximized. Suppose that an exemplar can be represented by the coordinates (x, y) and that f, (x, v) is the likelihood that this exemplar is a member of category /. Then, if the two relevant categories are A and B, accuracy is maximized if the subject computes the likelihood ratio be the vector containing the coordinates of the perceptual representation of an exemplar. Under these conditions, the decision bound satisfies
( 1) and responds A when l(x, y) > 1 and B when l(x, y) < 1 (assuming both categories occur with equal probability). The decision bound is the set of all points (x, y) such that l(x, y) = 1, because this curve separates the plane into two regions: one that elicits an A response and one that elicits a B response. In all but a few special cases, this bound is nonlinear.
When the category exemplars are normally distributed, the optimal decision bound has an especially simple form. Let /u, be the vector containing the coordinates of the mean of the category / exemplars, and let 2, be the associated covariance matrix. Finally, let
where T denotes transpose, and | S, | is the determinant of 2, (e.g., Ashby & Gott, 1988; Fukunaga, 1972) . The optimal classifier uses the following decision rule:
Equation 2 is quadratic in x, and therefore, so long as the category distributions are multivariate normal, the optimal decision bound is always quadratic. An example is shown in Figure 3c . If the two categories have identical covariance structures (i.e., if 2 A = SB), then Equation 2 becomes linear in x. Thus, linear bounds are sometimes optimal. An even greater simplification occurs in the special case in which 2 A = S B = <r 2 I, where I is the identity matrix. In this case, the optimal rule is minimum distance classification.
When S A ^ 2 B , the optimal classifier uses a quadratic decision bound. Suppose that a subject attempts to respond optimally but underestimates (perhaps implicitly) one of the within-category correlation coefficients or overestimates the amount of variability along a stimulus dimension in one of the categories. In this case, the subject will use a quadratic rule, but not the one that is optimal for this given problem. The general quadratic classifier (illustrated in Figure 3d ) assumes only that the subject uses some quadratic decision bound.
In all earlier experiments with the randomization technique, the two categories had the same covariance structure, and so the optimal decision bounds were linear. Although this condition may be approximately satisfied with some natural categories, it is unlikely that most natural categories are similarly constrained. If the amount of variability along any dimension or if the amount of covariation between any pair of dimensions differs for the two categories, then the optimal bound will be nonlinear. For example, suppose that the relevant dimensions when classifying two species of birds are feather length and beak color. Then a linear bound will be optimal only if the variability in feather length and in beak color is equal in the two species and if the two species display the same amount of correlation between feather length and beak color. These constraints seem overly restrictive and unlikely to hold in general.
If humans are as good at difficult categorization tasks as the anecdotal evidence suggests, then they may very often use nonlinear decision rules. As mentioned before, a huge literature exists on the ability of subjects to learn nonlinear rules that can be easily verbalized, such as those required by the biconditional and exclusive-or problems (e.g., Bourne, 1970; Bruneretal., 1956; Haygood& Bourne, 1965) . Unfortunately, the rule expressed by Equations 2 and 3 cannot be verbalized succinctly. In contrast to the amount of research that has been conducted on nonlinear rules that are easily verbalized, relatively little is known about the ability of subjects to learn nonlinear rules that are not easily verbalized. Two studies in this area, however, stand out (see also Shepard & Chang, 1963) . Medin and Schwanenflugel (1981) compared performance in two tasks in which between-category similarity was held constant. Both tasks involved categories that varied on four binary valued dimensions. In one task, the categories were linearly separable, and in the other task, perfect performance could be achieved only by using one of a large number of complex nonlinear bounds. Because a number of nonlinear bounds perfectly partitioned the exemplars from the two categories, note that this paradigm does not allow the accurate estimation of the specific decision bound that the subject is actually using. In fact, Medin and Schwanenflugel (1981) made no attempt to estimate their subjects' decision bounds. As a consequence, no comparison to the performance of the optimal classifier was possible. Medin and Schwanenflugel found no evidence that the task with the linearly separable categories was easier than the task in which the categories were not linearly separable. Wattenmaker et al. (1986) performed a similar experiment and reached similar conclusions.
These studies seem to indicate that nonlinear bounds may be as easy to learn as linear bounds. In contrast, pilot work with the randomization technique suggests that nonlinear bounds may be difficult to learn (Ashby & Gott, 1988) . In one study, the optimal quadratic bound predicted 80% accuracy, whereas the most accurate linear bound predicted 73% accuracy. This difference of 7% was large enough to motivate subjects to integrate component information in other conditions (see Ashby & Gott, 1988, Experiment 3; Ashby & Maddox, 1990 , Experiment 4), and so it was expected to be sufficient to motivate subjects to adopt a quadratic bound in the pilot work. Contrary to prediction, none of the subjects appeared to use a quadratic bound, even after 4 days (and 1,600 trials) of experience. In the present experiments, we manipulated the category distributions such that the optimal quadratic decision bound was 15% (Experiment 3), 17% (Experiment 2), or 25% (Experiment 1) more accurate than the most accurate linear rule.
A related body of research that is relevant to the issue of whether subjects can learn nonlinear categorization rules is the area of multiple-cue probability learning. In these tasks, a subject is asked to predict the value of some variable from a set of multiple predictors or cues (for a review, see Brehmer, 1979; Castellan, 1977 ; see also Estes, 1976) . A number of studies have compared the performance of subjects when the predictor variable was a linear versus a nonlinear function of the cue values. For example, Mellers (1980) found that subjects were able to predict a numerical criterion from a pair of numerical cues when the function relating the criterion to the cues was nonlinear but that subjects had a much easier time when the function was linear. Some studies have even reported that subjects were unable to learn nonlinear functions (e.g., Brehmer, 1987; Hammond & Summers, 1972) . Although these results were not obtained in a categorization task, they support the conclusion of the Ashby and Gott (1988) pilot experiment that nonlinear categorization rules may be difficult to learn.
To date, the randomization technique has been used only to study experienced categorization. A second focus of this article is on the transition from novice to expert. Suppose, for the moment, that the expert uses a nonlinear bound that is approximately optimal. What kind of behavior can we expect of the novice? One possibility is that novice subjects apply linear decision bounds and that as they gain experience with the categories they gradually bend their bound, until eventually it is optimal. Another possibility is that they use some other process as novices and begin using decision bounds only after they have a good deal of experience. An alternative process that seems especially suited to novice subjects is suggested by exemplar theories of categorization (Busemeyer, Dewey, & Medin, 1984; Estes, 1986; Hintzman, 1986; Medin & Schaffer, 1978; Nosofsky, 1985 Nosofsky, , 1986 Nosofsky, , 1987 Smith & Medin, 1982; Walker, 1975) . Exemplar theories assume that the subject somehow compares the perceptual representation of each stimulus with the representation of all (or at least a good many) exemplars in each category and then selects a response on the basis of this comparison process.
Experiments 1-3 used the contours of equal likelihood displayed in Figures 4a-c , respectively. Note that in Experiments 1 and 2, the exemplars in Category A are uncorrelated on the two dimensions, whereas the Category B exemplars display a large negative correlation. Note also that Category A is identical in these two experiments, as is the Category B mean. The only difference between Experiments 1 and 2 is in the Category B covariance matrix. Although the stimulus dimensions are still negatively correlated, in Experiment 2 the correlation is less extreme (p = -.989 in Experiment 1 and p = -.818 in Experiment 2). In Experiment 3, neither category has a correlation, but the exemplars in Category A are more variable than the exemplars in Category B on both stimulus dimensions.
The optimal decision bounds are denoted in Figure 4 by the broken contours. Note that in each experiment, the difference in the covariance structure of the two categories leads to a highly nonlinear optimal bound. In Experiments 1 and 2, the most accurate linear bound is the minimum distance classifier. In Experiment 3, the most accurate linear bound has the same slope as the minimum distance bound but a different intercept. In Experiment 1, the optimal bound (denoted by the broken line) predicts 90% accuracy. The minimum distance bound predicts 65% accuracy, and so the difference in predicted accuracy between the optimal bound and the most accurate linear bound is 25%. In Experiment 2, this difference is reduced to 17%. Here, the optimal rule predicts 77% accuracy and minimum distance classification predicts 60%. In Experiment 3, the optimal bound again predicts an accuracy rate of 90%, whereas the most accurate linear bound predicts 75% accuracy.
The various conditions of the three experiments differed only in the nature of the stimuli used. Condition 1 used the rectangles of Figure Experiment 3 consisted only of Conditions 1 and 2. The components of rectangles have been found to be integral (Burns & Hopkins. 1987 : Dunn, 1983 Felfoldy, 1974) , whereas the components of the circular stimuli have been found to be separable (Burns et al., 1978 : Garner & Felfoldy, 1970 Hyman & Well. 1967; Nosofsky, 1988 Nosofsky, , 1989 Shepard, 1964 ; however, see Ashby & Maddox, 1990 ). In addition, unlike either the line stimuli or the rectangles, the two stimulus dimensions of the circular stimuli are in different units (i.e., length vs. orientation), and so in this case, information integration is especially difficult (Ashby & Maddox, 1990) .
One advantage of using conditions in which the optimal bound has different degrees of curvature and of using different sets of stimuli is that it guarantees that the optimal bound is almost always nonlinear, even in the perceptual space. It is possible that in a particular categorization problem with a particular set of stimuli, the subject's perceptual system may perform some nonlinear transformation on the stimulus dimensions (e.g., because of response compression at the receptors) that coincidentally linearizes the optimal decision bound. Even so, this possibility seems highly improbable with the stimuli of Figure 1 and the experimental conditions described in Figure 4 . It is even more unlikely that the same nonlinear transformation would be performed on all three Figure 1 stimulus sets, and there is no single nonlinear transformation that will simultaneously linearize all three decision bounds illustrated in Figure 4 .
General Method

Subjects
All subjects were either volunteers from the University of California, Santa Barbara, community who were paid for their participation or upper-division psychology students who received course credit for participation. All subjects had 20/20 vision or vision corrected to 20/ 20. Four subjects participated in each condition of all three experiments, except for Condition 3 of Experiment 2, in which 5 subjects participated. No subject participated in more than one experiment or condition. Figure 1 presents examples of the three sets of stimuli. In each experiment, the stimuli were computer-generated and displayed on a Mitsubishi Electric Color Display Monitor (Model C-9918NB) in a dimly lit room. Two categories, A and B, were each created by defining a specific bivariate normal distribution.
Stimuli
On each trial, stimulus generation proceeded as follows. First, category (A or B) was determined by randomly sampling from a uniform distribution. Each category was equally likely to be chosen. Next, a random sample (x. y) was drawn from the appropriate bivariate normal distribution. A stimulus was then constructed with either horizontal length (for the line segments and rectangles) or diameter (for the circular stimuli) equal to x and vertical length (for both the line segments and the rectangles) or orientation (for the circular stimuli) equal to y.
Procedure
On every trial, the subject's task was to categorize the stimulus as an exemplar of Category A or B by pressing the appropriate button. Subjects were told that even an "expert" would make frequent errors. Accuracy was stressed much more than speed. The stimulus display was terminated either by the subject's response or after 5 s if the subject had not responded. Feedback showing the correct response appeared on the screen immediately following the subject's response. There was a 3-s pause between trials.
The first 100 trials of each session served as practice. A pause separated the practice from the 300 experimental trials. During the pause the subject was allowed to ask questions about the procedure. Before the practice block, each prototype (i.e., the category mean) was displayed alternately with its category label five times. The experimental session consisted of four 75-trial blocks. There was a 30-s pause between blocks to allow subjects to rest.
Experiment 1
Examples of the stimuli used in Conditions 1 and 3 are shown in Figures la and Ic, respectively. The stimuli used in Condition 2 were identical to those shown in Figure Ib , except upper half circles were used rather than full circles. A line enclosed the bottom of the figure. The contours of equal likelihood that describe the Experiment 1 categories are shown in Figure 4a . Table 1 gives the exact parameter values describing the populations.
Twelve subjects participated in the experiment, 4 in each condition. All subjects completed between three and five experimental sessions. In Condition 1, Subjects 1 and 2 completed three sessions, Subject 3 completed five sessions, and Subject 4 completed four sessions. In Condition 2, Subjects 1 and 4 completed four sessions, and Subjects 2 and 3 completed five sessions. In Condition 3, Subjects 1, 3, and 4 completed three experimental sessions, and Subject 2 completed four. Subject 1 of Condition 3 was W. Todd Maddox.
Because the dimensions of the circular stimuli used in Condition 2 are in different units, it is necessary to equate size and orientation units to determine the optimal bound. The size of the semicircles was measured in pixels based on a screen with a resolution of 1024 x 768. The orientation was measured in radians. There is no reason that one screen unit should be psychologically equal to 1 radian, and so we arbitrarily assumed that one quarter of a semicircle (i.e., 7r/4 radians) was psychologically equal to about one quarter of the screen width (i.e., 250 units). If this assumption is incorrect, then the subject's psychological space will differ somewhat from the stimulus space. But as mentioned before, this causes no special problems. So long as the transformation is one-to-one, optimal bounds in the psychological space will be manifest as optimal bounds in the stimulus space. The randomization technique relies on random sampling from a pair of probability distributions. Although the Figure  4 contours describe the populations, during any given experimental session only a limited sample of 300 exemplars (in this case) are actually presented to the subject. Because of this, it is crucial to determine whether the samples presented during the experiment conform reasonably well to the population. Table 2 describes the characteristics of the samples presented to the subjects on their first and last day of testing for Experiments 1 and 2.
First, for each subject note the percentage of exemplars accounted for by the optimal bound. This value is the percentage correct expected if the subject adopted the optimal population bound. The distributions were selected so that this value should equal 90% for Experiment 1 and 77% for Experiment 2. Table 2 indicates that these sample values were all within 6% of the predicted population value.
Second, for each subject we computed the percentage of exemplars accounted for by the most accurate linear bound. For the populations, this value should be 65% in Experiment 1 and 60% in Experiment 2. From Table 2 , we see that for Experiment 1 the sample values were all slightly below the 65% population value, and so in this experiment the difference in predicted accuracy between the optimal and the most accurate linear bounds was closer to 30% than the predicted 25%. In Experiment 2, the most accurate linear bound sample percentages were all within 7 points of the predicted population value. It should be noted that the first session's data for Subject 2 from Experiment 1-Condition 1 was inadvertently 4 For example, suppose 7r/4 radians is psychologically equal to 250 screen units. In addition, suppose that for any stimulus with an orientation of ^/4 radians, the optimal classifier learns to respond A if and only if the size is greater than 250, or more generally, if and only if the size has more psychological units than the orientation. From the perspective of the optimal classifier, the bound is therefore >' = x, where dimension x is orientation and y is size. Now suppose that jr/4 radians is psychologically equal to 125 screen units. Then, given the same categorization task, the optimal classifier learns to respond A if and only if the size has more than twice as many psychological units as the orientation. The bound in the psychological space is now y = 2x, but the subject is still responding optimally. If the experimenter equates 7r/4 radians with 250 screen units, then it will appear that the subject has learned the bound y = x. lost. Instead of excluding this subject from the novice subjects' analysis, we included data for his or her second experimental session.
experimental sessions, but the presentation order varied from day to day. The stimuli presented during each practice session, however, differed from day to day.
Experiment 3
Examples of the stimuli used in Conditions 1 and 2 are shown in Figures la and Ib, respectively. The population contours of equal likelihood are shown in Figure 4c . Table 1 lists the exact parameter values. Eight subjects participated, 4 in each condition. All subjects completed four sessions.
In an attempt to reduce extraneous sources of variability, all subjects in Experiment 3 were shown the same 300 stimuli during each experimental session. Before the experiment began, 150 stimuli were drawn from Category A and 150 were drawn from Category B. The selection procedure was random with the constraint that the resulting samples were representative of their respective category distributions. Therefore, an analysis like the one described in Table 2 is unnecessary. During each experimental session, all subjects were shown these same 300 stimuli in randomized order. Thus, each subject saw the same stimuli during each of his or her four Table 3 lists the session-by-session accuracy rates for each subject in each experiment. In Experiment 1, 10 of the 12 subjects performed more accurately than predicted by the most accurate linear rule (i.e., 65%). In fact, 2 subjects performed within 8% of optimal (i.e., 90%). In Experiment 2, 9 of the 13 subjects performed more accurately than predicted by minimum distance classification. In fact, 3 subjects performed within 5% of optimal (i.e., 77%). In Experiment 3, the most accurate linear rule predicted 75% accuracy, whereas the optimal classifier predicted 90%. Note that the accuracy of all Experiment 3 subjects exceeded the prediction of the most accurate linear rule by at least 6%. In fact, because of some lucky guessing, 1 subject actually outperformed the optimal classifier. All of the decision bound models illustrated in Figure 4 assume the subject uses a rule of the following type: if h(x, y) < 0, then respond A; otherwise respond B, where h(x, y) is some function of the dimensional values of the presented stimulus. In the minimum distance classifier and in the general linear classifier, h(x, y) is a linear function of A-and y, whereas in the optimal classifier and the general quadratic classifier, it is a quadratic function. If we know the equation for h(x, y), then for each stimulus presented during the course of an experimental session, we can compute the predicted discriminant value h(x, y). A misprediction occurs if h(x, y) < 0 and Response B is given or if h(x, y)>0 and Response A is made. Define the magnitude of this particular misprediction as [h(x, y)] 2 -A measure of the overall validity of the model, therefore, is the number of free parameters. Then, under the null hypothesis that the restricted model is correct, the statistic
Results and Discussion
Experienced Performance
where / is taken over all mispredicted responses. Using an iterative search routine, it is possible to find the linear bound or the quadratic bound that minimizes sum of squared error (SSE). In the case of the linear bound, this involves estimating two parameters; for the quadratic bound, five parameters must be estimated. The optimal and best fitting quadratic bounds for each subject are shown in Figures 5, 6 , and 7 for Experiments 1, 2, and 3, respectively. The thin dotted lines are the optimal bounds, and the thick solid lines are the best fitting quadratic bounds. First, note that the best fitting bound is highly nonlinear for every subject. Second, note that for some subjects, the best fitting quadratic bound is almost identical to the optimal bound, especially in Experiment 3 (e.g., Experiment 1: Subject 4, Condition 2; Experiment 2: Subject 1, Condition 1; Experiment 3: Subject 1, Condition 1; Subjects 1 and 2, Condition 2). Third, in Experiments 1 and 2, note that in general the subjects who performed better were more likely to assign a smaller region of the stimulus space to Category B responses. For example, in Experiment 1, the two highest accuracy rates were achieved by Subject 2 in Condition 2 and Subject 3 in Condition 1, and the two lowest rates were by Subjects 3 and 4 in Condition 3. Figure 5 indicates that the former 2 subjects assigned a smaller region of the stimulus space to Category B responses than the latter 2 subjects.
The general quadratic classifier must always provide a better absolute fit (i.e., lower SSE) than any of the other Figure 3 models because it contains each of them as a special case. Similarly, because the general linear classifier contains the minimum distance classifier as a special case, the SSE of the best fitting general linear classifier must always be less than the SSE of the minimum distance classifier. When models are nested in this fashion, it is possible to test whether the extra parameters of the more general model lead to a significant improvement in fit over the more restricted model. Let SSE r and SSEg refer to the SSE of a restricted and more general model, respectively, where the restricted model is a special case of the more general. Let np r and np e refer to the number of free parameters associated with each model, and denote the degrees of freedom associated with the more general model by df e . In the present application, the degrees of freedom of a model is equal to the number of mispredicted responses minus has an approximate F distribution with «p g -np, degrees of freedom in the numerator and df e degrees of freedom in the denominator (e.g., Khuri & Cornell, 1987) . The approximation arises because the Equation 4 definition of SSE is different from the definition used in, say, multiple regression. Because of this, the F tests reported below should be interpreted with caution. For all subjects, in all conditions of all experiments, the general quadratic classifier fit significantly better than the general linear classifier, which fit significantly better than the minimum distance classifier (p < .05). In addition, in all but two cases, the general quadratic classifier fit significantly better than the optimal classifier (p < .05). Thus, the hypothesis that subjects used a linear categorization rule is convincingly rejected. The fact that the general quadratic classifier fit significantly better than the optimal classifier suggests that subjects did not respond optimally. One interpretation is that they tried to respond optimally but that they misestimated some of the category parameters (e.g., category means, variances). Because the optimal bound is quadratic whenever the categories are defined by multivariate normal distributions, this hypothesis suggests that some quadratic function should effectively partition the A and B responses of each subject.
Although SSE is a natural goodness-of-fit statistic, other measures are possible. For example, one method of assessing goodness-of-fit is to sum the squared distances between each mispredicted response and the nearest decision bound. Denote this statistic by SSD. Another possibility is to compute the percentage of responses accounted for by the various decision strategies. Call this statistic %RA. A perfect model predicts SSD = 0 and %RA = 100. Therefore, to ensure that the superiority of the general quadratic classifier is robust with respect to goodness-of-fit measures, we computed SSD and %RA for each of the four models illustrated in Figure 3 . It should be emphasized, however, that this computation was performed on the bounds that minimized SSE. Thus, although the models are constrained to be nested on SSE, they are not necessarily nested on SSD or %RA, and so the following results should be interpreted with caution.
A comparison of the four models with respect to these two statistics is given in Table 4 . The entries in Table 4 are the percentage of subjects for which the row model outperforms the column model with respect to SSD and %RA. Numbers in parentheses are the percentages for which the row model performs at least as well as the column model. Note that these results generally agree with our SSE analysis. The general quadratic classifier convincingly outperforms all other models with respect to SSD.
5 This same result occurs with %RA, 1 2 3 1 2 Figure 5 . The optimal and best fitting quadratic decision bounds for all subjects for the last experimental session of Experiment 1. (The column labels identify the different conditions, and the row labels identify the individual subjects. The thin dotted line is the optimal decision bound, and the thick solid line is the best fitting decision bound.)
bounds that minimized SSE. Because %RA does not vary continuously with the parameters of the decision bound, it cannot be used as a goodness-of-fit measure in most iterative minimization (or maximization) routines. In contrast, SSD is a continuous function of the decision bound parameters.
albeit to a lesser extent. In fact, note that for the general quadratic classifier, the %RA percentages never exceed the SSD percentages. This indicates that the correlation between SSD and SSE is higher than the correlation between SSE and %RA. Because the Table 4 results are based on model fits 1 1 Figure 6 . The optimal and best fitting quadratic decision bounds for all subjects for the last experimental session of Experiment 2. (The column labels identify the different conditions, and the row labels identify the individual subjects. The thin dotted line is the optimal decision bound, and the thick solid line is the best fitting decision bound.) o 0 o Figure 7 . The optimal and best fitting quadratic decision bounds for all subjects for the last experimental session of Experiment 3.
(The column labels identify the different conditions, and the row labels identify the individual subjects. The thin dotted line is the optimal decision bound, and the thick solid line is the best fitting decision bound.)
that minimized SSE, the %RA results should therefore be interpreted with special caution. Another interesting result from Table 4 is that the optimal classifier outperformed the general linear classifier on both SSD and %RA. This same result holds for SSE. The SSE of the optimal classifier was always less than the SSE of the general linear classifier. These results strongly suggest that the quadratic bounds provide a much better account of these data than the linear bounds.
Figures 8, 9, and 10, respectively, show the individual trial response data for a representative subject from each experiment. A plus denotes a Category B response and a square denotes a Category A response. The solid line is the optimal population bound. Note the increase in response consistency as the subjects gain experience with the task. For each subject's last experimental session, with the exception of a few stimuli near the optimal bound, the probability of responding A is nearly 1 for exemplars falling outside of the region enclosed by the optimal bound and nearly 0 for exemplars falling inside this region (see Figures 8e, 9e, and lOd) . We will return to these figures later when discussing the difference between novice and experienced performance.
Although the data reject the notion that experienced subjects are using a single linear bound, it is possible that rather than a quadratic bound, they are using a piecewise linear bound. Of course, any quadratic function can be approximated by a piecewise linear function to any desired degree of accuracy if no constraints are placed on the number of linear segments. Therefore, this possibility cannot be ruled out. On the other hand, the distinction between quadratic and piecewise linear bounds is not fundamental. In both cases, the subject divides the space into two (or more) response regions, and in both cases the decision bound is highly nonlinear.
There is a similar hypothesis, however, that is fundamentally distinct from the quadratic decision model. The hypothesis is related to the fact that the biconditional and exclusiveor decision bounds can be described as bilinear functions. Consider the two linear discriminant functions h } (x, y) = ax + by + c and h 2 (x, y) = dx + ey + f. These can be used to define the following four response regions: , and e = -1, which yields decision bounds that are parallel to the coordinate axes. In the exclusive-or problem the subject assigns one response to Regions 1 and 4 and the other response to Regions 2 and 3. With the categories used in the experiments reported in this article, it seems most likely that a subject who was using bilinear decision bounds would assign Response B to Region 2 (or 3) and Response A to the other three regions.
The general quadratic classifier can mimic the decision bound of any bilinear model, but it cannot arbitrarily assign responses to the four decision regions. For example, consider Using the iterative search routine described above, this bilinear model was fit to the data of each subject in all three experiments. Parameters a, c. d, and/were free to vary, but without loss of generality, parameters b and e were constrained to both equal -1. The parameter estimates of the bilinear model were obtained by minimizing SSE. Because the bilinear model has one fewer free parameter than the quadratic model, these results should be interpreted with caution. As before, we used these same estimates to also compute SSD and %RA. A comparison of the bilinear model and the general quadratic classifier is given in Table 5 . For now, ignore the column labeled Hill-climbing model. First, consider Experiments 1 and 2. Note that in both experiments, the general quadratic classifier had the smaller SSE for every subject. However, with respect to SSD, the pattern is quite different. The general quadratic classifier had the smaller SSD for only 3 of the 12 subjects in Experiment 1, and for 6 of the 13 subjects in Experiment 2. On the other hand, the %RA statistic favored the general quadratic classifier for Experiment 1, but both models did about equally well on this statistic for Experiment 2. Thus, although SSE and %RA favored the general quadratic classifier, SSD favored the bilinear model, and so the results are ambiguous.
Experiments 1 and 2 were designed to maximize the difference in the accuracy predictions of the general quadratic classifier and the general linear classifier. No attempt was made to create experimental conditions in which the bilinear model and the general quadratic classifier made different predictions. In fact, it turns out that the most accurate bilinear decision bounds predict virtually the same overall accuracy as the optimal classifier in Experiment 1 (i.e., 90%), and in Experiment 2 the difference between the two models is only 1% (i.e., 78% vs. 77%). Therefore, Experiments 1 and 2 are not well designed if the goal is to test between quadratic and bilinear decision rules.
Experiment 3 was designed specifically to test between quadratic and bilinear models. In this experiment, the optimal (quadratic) classifier predicts 90% accuracy, and the most accurate bilinear model predicts about 80% accuracy. First, reference back to Table 3 indicates that every subject responded more accurately than predicted by the most accurate bilinear model. Second, the raw data illustrated in Figure 10 seem to support strongly the quadratic model over the bilinear. Third, Table 5 indicates a clear superiority of the general quadratic classifier over the bilinear model in Experiment 3, according to all three goodness-of-fit measures. Note that the quadratic classifier had a smaller SSE and a smaller SSD for every subject, and it had a smaller %RA for 7 of the 8 subjects.
6 Therefore, the results support the hypothesis that experienced subjects used quadratic decision bounds rather than bilinear bounds.
Another hypothesis, which is especially plausible in the rectangle condition of Experiment 1, is that subjects set a narrow set of bounds on rectangle perimeter. If the presented rectangle has a perimeter within this range, the subject responds B; otherwise response A is given. This decision rule works fairly well because the isoperimeter contours in Figure  4a variability in Category B is in this same direction. Presumably, with the line stimuli, the subject could imagine a rectangle and then use this same strategy. Note, however, that this rule does not translate to the circular stimuli. In the size-orientation plane, linear contours with a slope of -1 have no simple verbal analog. Therefore, if subjects performed well in the line and rectangle conditions of Experiment 1 only because they used a perimeter rule, subjects in the circle condition should have performed more poorly than subjects in either the line or the rectangle conditions. There is no evidence that subjects in the circle condition had any more difficulty than subjects in either other condition. Furthermore, although the isoperimeter rule clearly makes no sense in Experiment 3, it also runs into difficulty in the rectangle condition of Expert-a 9. Response data for Subject 3, Experiment 2-Condition 2. (Panels a-e are from Sessions 1-5, respectively. A square indicates an A response, and a plus indicates a B response. The solid line is the optimal decision bound.) ment 2. Because the width of the optimal Response B region varies with rectangle width, a subject who was using an isoperimeter rule would need to change the upper and lower bounds on perimeter with the width of the presented rectangle. This fact considerably complicates application of this rule.
Finally, note that the isoperimeter hypothesis predicts bilinear decision bounds; specifically, that the two bounds are parallel and both have a slope of -1. If the isoperimeter hypothesis is correct, a three-parameter version of the bilinear model, in which the slopes of the linear bounds are constrained to be equal (i.e., so that a = d), should fit about as well as the more general four-parameter model. To test this hypothesis, the three-parameter bilinear model was fit to every data set. Because the three-parameter model is a special case of the four-parameter version, we can test whether the unconworse than the four-parameter model for about 75% of the strained bilinear model fits significantly better than the bilindata sets (p < .05). Even for the last session of Experiment 1, ear model with parallel bounds by using the F ratio of in which the optimal bounds are fairly well described by the Equation 5. Except for the last session of Experiment 1, the parallel bilinear model, the four-parameter bilinear model fit three-parameter special case did poorly, fitting significantly significantly better for half of the subjects (p < .05). This Note. GQC = general quadratic classifier, GLC = general linear classifier, OC = optimal classifier, and MDC = minimum distance classifier. Numbers in parentheses are the percentages for which the row model performs at least as well as the column model. SSD = sum of squared distance, and %RA = the percentage of responses accounted for by various decision strategies.
pattern held across all three experimental conditions. Therefore, the isoperimeter hypothesis does not account for the major results of our data. Several conclusions can be drawn from these analyses. First, and most important, subjects were able to apply nonlinear decision rules when it was advantageous for them to do so, even in Experiments 2 and 3, in which the difference in accuracy between the optimal and the most accurate linear rule was decreased. In addition, the results of Experiment 3 support the hypothesis that when the optimal rule is quadratic, subjects choose quadratic rules over bilinear rules.
Second, although a reasonable a priori hypothesis might have been that subjects would have greater difficulty in the conditions involving the circular stimuli because these involve separable dimensions, no systematic differences in performance with different stimuli were observed. Thus, the performance of experienced subjects in categorization tasks in which the optimal decision rule is highly nonlinear does not appear to depend on whether the stimulus dimensions are integral or separable or on whether the dimensions are in the same or different units. In fact, in all three experiments, the subject with the greatest accuracy was categorizing the circular stimuli (i.e., in Experiment 1, Subject 2-Condition 2; in Experiment 2, Subject 2-Condition 2; and in Experiment 3, Subject 2-Condition 2).
Novice Performance
To examine how decision processes in categorization change with experience, we repeated the analyses described above on the data from each subject's first experimental session. Of particular interest is the hypothesis that subjects initially use linear categorization rules and that they only try nonlinear rules when it becomes clear that the best linear bound is associated with an unacceptably high error rate. An examination of performance during the first session should also help determine whether subjects responded as consistently (i.e., as deterministically) in the early sessions as in the later sessions. Table 3 lists the accuracy of each subject during his or her first experimental session. As expected, subjects were generally less accurate on their first session than on their last, but even so, 21 of the 33 subjects equaled or exceeded the accuracy predicted by the most accurate linear classifier (compare Tables 2 and 3 ). In addition, an SSE analysis indicated that the general quadratic classifier accounted for the data of all 33 subjects significantly better than either the optimal classifier or the general linear classifier (p < .05). In addition, the general linear classifier significantly outperformed the most accurate linear classifier in all cases (p < .05).
The SSD and %RA results are given in Table 6 . Note that SSD still strongly favors the general quadratic classifier over the general linear classifier, but the %RA results are less clear.
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The quadratic model is strongly favored for Experiment 3, the linear model is favored for Experiment 2, and Experiment 1 does not strongly favor either model. Overall, the general quadratic classifier provides a better account of the data than the general linear classifier, but the difference between the performance of the two models is clearly smaller for the novice subjects than for the experienced (i.e., compare Tables 4 and  6 ). An analogous difference is also evident in a comparison of the general linear and optimal classifiers. For the experienced subjects, this comparison strongly favored the optimal model, but for the novice subjects, the optimal model is clearly superior only in Experiment 3.
There is other strong evidence against linear bounds. If novices are really using linear decision rules, then the best fitting quadratic bounds should be nearly linear. An examination of the plots of the best fitting quadratic bound for each subject indicated striking nonlinearities. Even so, the best fitting bounds displayed less curvature than the bounds illustrated in Figures 5-7 . Thus, virtually every subject in all three experiments associated a larger response region with Category B during their first session than during their last. This finding is consistent with the hypothesis that subjects used nonlinear decision bounds almost immediately but that the bounds they used overestimated the response region for Category B. As 100 100 100 Note. GQC = general quadratic classifier, SSE = sum of squared error, SSD = sum of squared distance, and %RA = the percentage of responses accounted for by various decision strategies. they gained experience with the category distributions, they slowly decreased the region assigned to Category B until they were responding nearly optimally.
Taken together, these analyses suggest that subjects did not consistently use a linear decision rule during their first experimental session. 8 The results are especially damaging to simple prototype models because subjects were shown the prototypes before the first practice session, along with their corresponding category labels, and because in Experiments 1 and 2, minimum distance classification was the most accurate of all possible strategies that use a single linear bound. Yet after only 100 practice trials, none of the subjects consistently used the minimum distance bound.
Bilinear decision bounds were also fit to the data from each subject's first experimental session (i.e., by minimizing SSE). The results are presented in Table 7 (again, ignore the hillclimbing model). Note that as with the experienced subjects, SSE favors the general quadratic classifier for every subject in all three experiments. In Experiments 1 and 2, SSD and %RA both favor the bilinear model. Recall, however, that Experiment 3 is the only experiment in which the two models make reasonably different predictions. Note that in this critical experiment, %RA favors the quadratic model, but SSD favors neither model. Thus, although the evidence is not quite as strong as with the experienced subjects, the results support the hypothesis that even inexperienced subjects choose quadratic bounds over bilinear bounds.
A second hypothesis of interest is that inexperienced subjects respond less deterministically than experienced subjects. An examination of Figures 8-10 supports this conjecture. All subjects in all experiments showed less response consistency during the first experimental session than during the last. Of course, even for the experienced subjects, the general quadratic classifier frequently fails to predict responses to stimuli that fall near the decision bound. The data of the novice subjects, however, are characterized by more B responses that are far outside the optimal B response region and more A responses far inside the B region. Figures 8-10 also indicate that the greatest change in performance occurs between Experimental Sessions 1 and 2, although other statistics (e.g., SSE and SSD) indicate that improvement continues across all sessions.
These results support the following hypothesis. First, subjects quickly adopt a nonlinear decision strategy, possibly within the first 10 or 20 trials of the practice session. Initially, however, this strategy is not optimal. As subjects become more experienced, their decision bounds gradually converge to the optimal bound. In addition, with experience, subjects begin to use their decision bound in a more deterministic fashion, perhaps because their memory for the bound becomes less variable. This hypothesis makes several testable predictions. First, categorization accuracy should increase with experience. Second, the percentage of responses correctly predicted by the best fitting quadratic bound should increase with experience. Third, as subjects gain experience, the mispredicted responses should tend to move closer to the decision bound. Therefore, the SSE and SSD of the best fitting quadratic bound should decrease with experience.
An examination of Table 3 indicates that 27 of 33 subjects were more accurate on their last day than on their first. This supports the first prediction. Figure 11 shows the SSE, SSD, and %RA for the best fitting quadratic bound for each experimental session (averaged across subjects within conditions). Note that as predicted, in all cases SSE and SSD tend to decrease monotonically, and %RA tends to increase monotonically across sessions.
Alternative interpretations of these data are possible. One particularly intriguing possibility, recently promoted by Busemeyer and his colleagues (Busemeyer & Myung, 1987; Busemeyer, Swenson, & Lazarte, 1986; Myung & Busemeyer, 1989) , is that subjects persevere with linear rules throughout 8 We also examined the data of each subject from the practice session of Day 1. These were the first 100 trials of the task. Visual inspection indicated that most subjects were not applying linear decision bounds. These data, however, do not rule out the possibility that subjects started with a linear bound and very quickly (perhaps within the first 10 or 20 trials) shifted to a nonlinear bound, or that subjects used a linear bound throughout the first 100 trials but that they made large and frequent changes in its slope and intercept. much of their initial session but that they make large and frequent changes in the slope and intercept of their linear bound. The idea is that they initially select a linear bound, they discover that its application leads to an unacceptably high error rate, and so they quickly reject it in favor of some other, quite different, linear bound. Eventually they learn that no linear bound is acceptable, and so they begin experimenting with nonlinear rules. If we imagine a three-dimensional space with decision bound slope and intercept as the x and y axes and probability correct as the z axis, then this hypothesis essentially states that the subject systematically searches this space for the point on the (x, y) plane associated with the largest z value. Consequently, the resulting model is known as the hill-climbing model. Note that this model predicts that even novice subjects respond deterministically. Response variability occurs because the subject frequently changes decision rules, not because of guessing or competing response tendencies. A complete test of the hill-climbing hypothesis with the present data set is impossible because there are an infinite number of assumptions that one could make about the details of the hill-climbing procedure. For example, to construct a testable model, one needs to specify where in the space the subject begins, in which direction steps are taken, the step size, and the criterion for taking a new step. However, if the hill-climbing hypothesis is correct, then a model in which most of these details are approximately correct should compare favorably with the general quadratic classifier with respect to the goodness-of-fit criteria SSE, SSD, and %RA. Therefore, following advice provided by Busemeyer (personal communication, August 17, 1990) , we tested the following version of the hill-climbing hypothesis.
First, the search begins at the coordinates (a 0 , b a ), where a 0 is the slope and b 0 is the intercept of the initial decision bound, which we call the active bound. Second, a step of distance d s is taken forward and backward on the slope dimension and a step of distance d, is taken forward and backward on the intercept dimension. The endpoint of each step defines a new linear decision bound. Call these four bounds the candidate bounds. Third, the subject uses the active bound for r trials but simultaneously computes the accuracy of each candidate bound over that same sequence of r trials. Fourth, if the active bound achieves higher accuracy than any candidate bound, then the whole process is repeated for another r trials. If at least one of the candidate bounds predicts higher accuracy than the active bound, then the most accurate candidate bound becomes the active bound for the next r trials, and the process is repeated from that point.
At the beginning of each experiment, each subject was told the expected accuracy of the optimal classifier. It therefore seems plausible that subjects would reduce the step sizes as their accuracy rate approached the optimal rate. Let P 0 be the expected optimal probability correct, and let P n be the subject's proportion correct on the first n trials. The hill-climbing model assumes that the step-size distances d k for k = s and i are equal to o The model has five free parameters; namely, a 0 , b 0 , c s , d, and r (although r was constrained to divide 300 evenly). Note that this is the same number of parameters as the general quadratic classifier.
The results of the model fits are shown in Tables 5 and 7 . First, note from Table 5 that the hill-climbing model performs significantly worse than either the general quadratic classifier or the bilinear model for the data of the experienced subjects. This was expected. Presumably, in all three of these experiments a more sophisticated version of the hill-climbing model would postulate a switch to nonlinear bounds when the sub-ject found that no linear decision rule yielded an acceptable accuracy rate.
More surprising, however, is the poor performance of the hill-climbing model with the data of the novice subjects. Table  7 indicates that the general quadratic classifier outperforms the hill-climbing model on SSE and SSD for every subject in all three experiments. In addition, the bilinear model outperforms the hill-climbing model on these two statistics for all but 2 subjects in Experiment 3. The hill-climbing model performs better on %RA, especially in Experiments 1 and 2, but the overall performance of the model must be considered a disappointment.
9 Although we cannot rule out the possibility that some other version of the hill-climbing model would meet with more success, our analyses favor the hypothesis that subjects used one quadratic decision bound throughout the first experimental session.
Finally, note that as with the data of the experienced subjects, none of the analyses performed on the first session's data indicate any significant stimulus-related differences. For a number of reasons, however, this result must be interpreted more cautiously than before. For one thing, the models fit the data of the inexperienced subjects more poorly than the data of the experienced subjects. Thus, we can less confidently assert what decision processes novice subjects use. In particular, we must leave open the possibility of stimulus-related learning-rate differences.
Summary and Conclusions
This article had two main goals. The first was to study the decision strategies of experienced subjects who are faced with a categorization task in which the optimal decision rule is highly nonlinear. Toward this end, we had two subgoals. The first was to identify uniquely the decision rule used by each subject, and the second was to compare this rule with the optimal decision rule. Our results supported the hypothesis that all experienced subjects in every experiment used decision rules that were highly nonlinear. In addition, Experiment 3 produced evidence that these bounds were quadratic rather than bilinear. These findings were robust in the sense that they did not depend on whether the stimulus dimensions were integral or separable.
The second major goal of this article was to compare novice and experienced categorization. The data reveal several important similarities and differences. First, the novice is less accurate than the experienced categorizer. Second, the shape of the decision bound that best describes novice data is highly nonlinear (even for the first 100 practice trials of Day 1). More specifically, quadratic bounds are supported over bilinear bounds and also over the multiple linear bounds predicted by the hill-climbing hypothesis. Finally, experienced subjects respond more deterministically than novices.
To summarize, humans are not constrained to use linear decision rules, as assumed by some popular models of categorization, even when the relevant nonlinear rules have no simple verbal analog. In fact, even novices appear to use nonlinear rules. The transition from novice to expert appears to involve only subtle refinements in the shape of the decision bound. A more striking difference between the novice and expert categorizer has to do with his or her response consistency. Experienced subjects respond more deterministically than novices. With sufficient practice, a subject tends to always give the same response to the same exemplar, even if the response is in error. The novice frequently changes his or her response from one presentation of a particular exemplar to the next.
