In this paper Lipschitzian type error bounds are derived for general convex conic problems under various regularity conditions. Speci cally, it is shown that if the recession directions satisfy Slater's condition then a global Lipschitzian type error bound holds. Alternatively, if the feasible region is bounded, then the ordinary Slater condition guarantees a global Lipschitzian type error bound. These can be considered as generalizations of previously known results for inequality systems. Moreover, some of the results are also generalized to the intersection of multiple cones. Under Slater's condition alone, a global Lipschitzian type error bound may not hold. However, it is shown that such an error bound holds for a speci c region. For linear systems we show that the constant involved in Ho man's error bound can be estimated by the so-called condition number for linear programming.
Introduction
In optimization theory it is often desirable to measure the distance to the solution set from a certain given point. In general, this distance can be di cult to assess, since one may not have a complete knowledge about the solution set. However, if the form of the solution set is explicitly given, then in some cases it is possible to estimate the distance to the solution set by the so-called constraint violation which is computable. This kind of estimation is termed error bound relation. The rst such result was obtained by Ho man 7] for systems of linear equalities and inequalities. We shall discuss Ho man's error bound in the paper too. A recent extensive survey on various types of error bound results can be found in Pang 15] .
Most papers discussing error bound results assume that the solution set is given by equations and inequalities, e.g. S = fx j f i (x) = 0 for i = 1; :::; m and g j (x) 0 for j = 1; :::; lg:
For a given point x the amount of constraint violation can be measured as the following quantity v(x) = kf(x)k + k(g(x)) + k where f(x) = (f 1 (x); :::; f m (x)) and (g(x)) + = ((g 1 (x)) + ; :::; (g l (x)) + ) with the notation (y) + = max(y; 0).
A measure for constraint violation is similar to a penalty function in the sense that it takes positive value for points outside the set, and zero otherwise. Note that a measure for constraint violation should be easy computable, such as the case for the above de ned function v(x). Ho man's lemma 7] states that if S 6 = ;, and f i and g j are all a ne linear functions, then there is a positive constant > 0 such that dist (x; S) v(x) (1.1) for all x 2 < n . This means that the distance to S is of the same magnitude as v(x). Such a relation is known as a Lipschitzian type error bound.
In the case that f i and g j are not linear, the above inequality (1.1) does not hold in general. Early results concerning nonlinear functions are due to Robinson 17] and Mangasarian 13] . Robinson 17] showed that for inequality systems if all functions are convex and di erentiable, S is bounded and the Slater condition holds, i.e. there is ax such that g j (x) < 0 for all j, then relation (1.1) holds. Mangasarian 13] removed the assumption that S is bounded by assuming an additional asymptotic constraint quali cation condition, which however can be di cult to verify in general.
In this paper we consider the following convex conic set:
where b 2 < n , L is a subspace of < n and K < n is a closed convex cone. Polynomial-time interior-point algorithms for solving convex optimization problems with convex conic feasible set were introduced in a systematic manner by Nesterov and Nemirovskii 14] . It turns out that many important classes of optimization problems, such as linear programming and semide nite programming, can be cast in this form. The focus of this paper is to discuss how error bound type relation can be established for such problems. Throughout this paper we make the following assumption:
Assumption 1 F 6 = ;.
The organization of the paper is as follows. In the next section we prove that with a proper de nition of constraint violation a Lipschitzian type error bound (1.1) can be established for general convex conic problems, under various conditions on the relations between L and K, including Slater type conditions. In Section 3 we discuss a link between the constant in Ho man's error bound and the so-called condition number for linear programming. Finally, we conclude the paper in Section 4.
We use the following notation in this paper. Matrices are denoted by capital letters, e.g. X. For symmetric matrix X, max (X) indicates the maximum eigenvalue of X, and min (X) the minimum eigenvalue of X. We denote n-dimensional Euclidean space by < n and its nonnegative quadrant by < n + . The space of all symmetric n by n matrices is denoted by S n n and the cone of all symmetric positive semide nite n by n matrices by S n n + . Vector e represents a vector of all ones with appropriate dimension. For a vector v 2 < n , we use the capitalized letter V to denote the diagonal matrix which takes v as its diagonal elements. For two vectors x 2 < n and y 2 < n we write xy 2 < n as the component-wise Hadamard product. We use the Euclidean norm for vectors and the spectral norm for matrices. A vector a 0 means that each component of a is nonnegative, and X 0 indicates that X is positive semide nite.
Convex conic systems
Consider the convex conic set (1.2). For convenience we further assume that K is a pointed and solid cone, i.e. K \ (?K) = f0g and dim K = n. Finally, we consider another popular convex cone: the second order cone K 2 < n+1 de ned as K = f(x 0 ; x) j x 2 < n and x 0 kxkg:
It can be shown that in this case
In general, De nition 2.1 is only related to the geometry of the object under consideration.
Consider now an arbitrary point z 2 < n . Assume that z 6 2 F. The following problem yields a unique point in F with the shortest Euclidean distance to z:
Let this optimal solution be x. The Karush-Kuhn-Tucker optimality condition for (Proj) is given as follows:
where the rst inequality follows from the fact that z p 2 K and 2 K . Let the projection of z onto the a ne subspace b + L be z l . Then,
Substitute this relation into (2.2) we obtain
In Section 3 we shall discuss how to further bound the errors when K is a polyhedral cone, which is the situation when the original Ho man lemma applies. In the rest of this section we assume that K is a general convex cone. In addition to this we assume that the Slater condition is satis ed, i.e. Consider the hyperplane H y = fx j y T x = 0g: For any x 2 b + L we have y T x = b T y 0, while for any x 2 K, since y 2 K we have y T x 0. This means that H y separates b+L and K, yielding a contradiction to the fact that b+L intersects with the interior of K.
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For xed x we consider again the system (KKT) in terms of and . After some re-arrangements this yields
which is a closed convex cone as well.
Note that x = 0 is a trivial case and is omitted in our proof. In many applications, 0 6 2 L and so x 6 = 0. We shall mention another easy case, i.e. x lies in the interior of K then K = f0g. In this case = 0 and = z ? x, and therefore dist (z; F) dist (z; b + L) due to (2.3) . In what remains we shall only concentrate on the situation when x 6 2 int K. Remark that for x 2 K, the cone K is known as a face of K . In order to pursue our analysis further, one of the following two mutually exclusive cases will be considered. Let the optimal solution be x. The Karush-Kuhn-Tucker optimality condition yields: Suppose such is not the case. Then, one should be able to nd 6 = 0 satisfying 8 > > < > > :
Hence, b T = 0. Therefore, T (b + x) 0 for all x 2 K 1 and T x 0 for all x 2 K 2 . This implies that fx j T x = 0g separates b + K 1 from K 2 , contradicting the Slater condition. Since ? K 1 and K 2 are closed convex cones and, moreover, K 2 is a solid pointed cone, we derive from (2.6) that K 2 can be strictly separated from ? K 1 . Due to compactness of F we may let be a positive lower bound on the minimum angle between this separating hyperplane and K 2 
for any z 2 < n .
Proof. Consider Therefore, Sturm 20] showing that Assumption 2 alone cannot guarantee a global Lipschitzian type error bound even for LMIs. Such an error bound is only possible when an additional scaling factor is present.
Below we shall discuss how to derive some conditioned error bound relation for the convex conic problem (1.2) under Assumption 2, without assuming Assumption 3 and Assumption 4.
In this situation the recession cone L\K must be non-empty and it is not contained in the interior of K. (See also (2.1)). Now if z is changed to z + y, then we need only to change to + y 2 L ? to satisfy the same set of KKT conditions.
Remark also that to prove the theorem it is su cient to show that, for any z 2 C, its projection onto F is contained in a compact set. Suppose that the theorem is false and that there is a sequence fz (k) 2 C j k = 1; 2; :::g, such that the corresponding projection on F, f x (k) 2 F j k = 1; 2; :::g, is unbounded. Due to the above remarks we have made, we need only to consider the projection of z (k) onto the subspace L. Without loss of generality, assume that z (k) 2 L \ C for all k.
For su ciently large k we have
where the rst inequality is because x (k) must be pointing towards the cone of recession directions L \ K, and the last inequality is due to the fact that k x (k) k ! 1. This contradicts to x (k) being the closest point in F to z (k) .
For any given point z 2 < n , we may decompose z = z 1 + z 2 with z 1 2 L \ K and z 2 for all z 2 < n with z = z 1 + z 2 , z 1 2 L \ K and z 2 2 C.
3 Ho man's error bound and the condition number
In this section we shall discuss error bounds for the linear system fx j A T x bg with A 2 < m n and rank (A) = m. This is the setting for which Ho man's error bound result applies ( 7] ). Our purpose is to see how the constant in Ho man's bound is related to other known quantities for the linear system. Previous results on the constant of Ho man's bound can be found, e.g., in 12, 1, 6, 10].
By introducing a slack s(x) = b ? A T x we con ne ourselves to the range space of A T , i.e. L = fs j 9x 2 < m : s = A T xg:
Accordingly, K = < n + . For a given z 2 < n with s(z) 6 For our analysis it is important to know the size of a solution for a linear system. To this end, we note the following two lemmas. Remark that Renegar 16 ] studied similar problems in a quite general framework using a quantity called distance to ill-posedness. Now we can apply Lemma 3.1 to obtain
The lemma is proven.
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Next we shall extend this result to the case when Slater's condition is no longer assumed. and so the lemma is proven. Combining these two inequalities, the desired result follows.
4 Conclusions
In this paper we discuss error bounds for sets in convex conic form. The notion of constraint violation is extended to this class of problems. For a number of applications the measure of constraint violation is easy computable. We show that under Slater's condition, and additionally, if either the feasible set is bounded or the recession directions satisfy the Slater's condition, then there is a global Lipschitzian type error bound for general convex conic problems. These results can be generalized to the intersection of multiple convex cones, or intersection of two shifted convex cones, one of them being pointed and solid. If only Slater's condition is satis ed without additional assumptions on the feasible region, then a global error bound is impossible as shown by Sturm 20] .
In this case, one may still identify a region in which Lipschitzian type error bound holds. Finally, we discuss the bounds in Ho man's lemma for linear systems. It is shown that such a bound is linked closely with the condition number for linear programming as investigated by Vavasis and Ye 24] .
