Conventional multitarget tracking systems presume that each target can produce at most one measurement per scan. Due to the multiple ionospheric propagation paths in over-the-horizon radar (OTHR), this assumption is not valid. To solve this problem, this paper proposes a novel tracking algorithm based on the theory of finite set statistics (FISST) called the multipath probability hypothesis density (MP-PHD) filter in cluttered environments. First, the FISST is used to derive the update equation, and then Gaussian mixture (GM) is introduced to derive the closed-form solution of the MP-PHD filter. Moreover, the extended Kalman filter (EKF) is presented to deal with the nonlinear problem of the measurement model in OTHR. Eventually, the simulation results are provided to demonstrate the effectiveness of the proposed filter.
Introduction
Over-the-horizon radar (OTHR) exploits skywave propagation of high-frequency signals to detect and track targets, which are different from the conventional radar. It has received wide attention because of its wide area surveillance, long detection range, strong anti-stealth ability, the capability of the long early warning time, and so on. In OTHR, a significant problem is the effect of multipath propagation, which causes multiple detections via different propagation paths for a target with missed detections and false alarms at the receiver [1] [2] [3] [4] [5] [6] . Nevertheless, the conventional tracking algorithms, such as probabilistic data association (PDA) [7] [8] [9] , presume that a single-measurement per target, it may consider the other measurements of the same target as clutter, and multiple tracks are produced when a single target is present. Therefore, these methods cannot effectively solve the multipath propagation problem.
In order to solve the multipath propagation problem of OTHR, lots of algorithms have been proposed. Such as the multipath viterbi data association (MVDA) [10] and modified probabilistic data association (MPDA) [11] . However, these conventional algorithms involve data association problem and the complexity of the computation. In addition, it is noted that most of the existing algorithms in OTHR focus on a single target. Therefore, the multitarget tracking algorithm in OTHR is still an open problem.
Most of the conventional algorithms about multitarget tracking, such as multiple hypothesis tracker (MHT) [12] , joint probabilistic data association (JPDA) [13, 14] , and probability hypothesis density (PHD) filter [15] , assume the following measurement model: (1) every target produces at most one measurement and (2) any measurement is produced by a target or clutter. In this paper, we consider the measurement model which satisfies these assumptions as standard measurement model. However, many measurement models in real-life target tracking scenarios do not satisfy these prerequisite of assumption, which are treated as nonstandard measurement model. Recently, the multiple detection joint probabilistic data association (MD-JPDA) filter [16] based on the JPDA framework was proposed to deal with the multiple detection targets, which can apply to OTHR.
However, this algorithm involves complexity data association. To solve this problem of multitarget tracking, more effective methods should be taken into account to implement in OTHR.
In 2009, Mahler derived a series of "second-generation" PHD/cardinalized probability hypothesis density (CPHD) filters [17] which addressed the tracking problems for nonstandard multitarget measurement model, such as extended targets [18] [19] [20] [21] , unresolved target [22] , unknown clutter [23] , and superpositional sensors [24] . As for the multipath propagation in OTHR, the receiver can obtain more than one measurement from the same target, which means that it violates the second assumption of the standard measurement model. Therefore, the multipath tracking model in OTHR is one of the nonstandard measurement models, such that conventional multitarget tracking algorithms would no longer be applicable.
To solve the multipath propagation problem of multitarget, we propose a novel tracking algorithm based on the theory of finite set statistics (FISST) called the multipath probability hypothesis density (MP-PHD) filter in OTHR. First, inspired by Mahler's work in [17] , the FISST is used to derive the update equation of the MP-PHD filter. Then, a method of Gaussian mixture (GM) is introduced to derive the closed-form solution of the MP-PHD filter. In addition, the extended Kalman filter (EKF) is presented to deal with the nonlinear problem of the measurement model in OTHR. The simulation results demonstrate that the MP-PHD filter can accurately estimate the target state and the target number for low detection probability under the multitarget tracking circumstance.
This paper is organized as follows. Section 2 presents the problem formulation for OTHR. Section 3 then formulates the random finite set (RFS) measurement model for the OTHR tracking problem and derives the MP-PHD filter in OTHR based on the FISST. A closed-form implementation of MP-PHD filter is presented in Section 4. In Section 5, the simulation results are presented. Finally, some conclusions and future works are discussed in Section 6.
Problem formulation

Dynamic model
The geometry of the target and OTHR system is depicted in Fig. 1 . The target state vector of OTHR at time k is defined by
, and :b k ð Þ are the ground range, range rate, bearing, and bearing rate and ℑ is the space of the ground coordinates, the dash denotes transposition.
Since the distance between the receiver and the targets is large, we usually assume that the state equation of OTHR is linear and discrete-time. It could be modeled as
where u k − 1 is a zero mean, white Gaussian noise with covariance Q k − 1 , and the state transition matrix F is given by 
where T is the sampling period.
Measurement model of OTHR
OTHR achieves beyond the line-of-sight horizon target tracking by exploiting skywave propagation of highfrequency signals via the ionospheric, and depending on Fig. 1 Geometry of a planar OTHR measurement model with a collocated transmitter and receiver. h r and h t denote reflecting ionosphere heights the particular ionospheric propagation conditions, there may be several propagation paths. As shown in Fig. 1 , the OTHR signal reflects from the transmitter to the target by an ionospheric at height h t , then the signal reflects from the target to the receiver by an ionospheric at height h r . As is well known, there are many ionospheric layers present in the atmosphere, and we suppose that there are two ionospheric layers E and F for simplicity, with constant heights h E and h F (this suppose is the same as other algorithms in OTHR). Therefore, there are four propagation modes: mode EE (transmit on E and receive on E); mode EF (transmit on E and receive on F); mode FE (transmit on F and receive on E); and mode FF (transmit on F and receive on F). It means that the receiver can obtain more than one measurement from the same target at one time.
The OTHR measurements consist of a slant range Rg = r 1 + r 2 , Doppler f d , and Az = π/2 -θ (θ is the azimuth as shown in Fig. 1 ) of the form
where G is the space of the slant coordinates.
The measurement model of OTHR involves the mapping from the ground coordinates ρ; :ρ; b; :b : ð Þ to the slant coordinates (Rg, f d , Az). From Fig. 1 , it can be shown that the mapping is expressed as [2] 
where
Then, the measurement model of OTHR can be expressed as [11] 
where x k is the state variable; w k,i is the zero mean, white Gaussian noise with known covariance R k,i , and h i (⋅) is the nonlinear measurement function of ith propagation mode, i = 1, 2, 3, 4. 
where, for a given propagation mode i, h t and h r must be replaced by the virtual ionosphere heights, where the details can be found in [11] .
3 The RFS model and PHD filter implementation in OTHR
In the standard PHD filter, it is presumed that a target produces at most one measurement. Due to the multipath effect of OTHR, a single target may generate several measurements. Therefore, the measurement model of the MP-PHD filter proposed in this paper is different from the standard PHD filter. In this section, we first introduce the RFS measurement model for OTHR and then derive the update equation of the MP-PHD filter based on the theory of FISST.
The RFS measurement model for OTHR
At each time k, a finite set of measurements of OTHR, denoted by Z k ¼ z k;1 ; z k;2 ; ⋯z k;N k È É , where z k;1 ; z k;2 ; ⋯ z k;N k are the received measurements at time k and N k is the number of measurements. Since the measurements include several detections from targets and clutter, the collection of measurements of OTHR can be modeled by RFS
where Θ k,i (x k ), i = 1, ⋯, 4 denotes the measurement originated from the ith propagation path and Γ k denotes the RFS of clutter. It is presumed that conditional on
and Γ k are independent RFSs.
The update equation of MP-PHD filter in OTHR
Note that both the MP-PHD filter and the standard PHD filter recursion require two steps: prediction and update. In the following subsection, we only derive the update equation according to the above RFS measurement model since the prediction step of the MP-PHD filter is identical to the standard PHD filter. In ref. [17] , the probability generating functional (PGFL) of update equation for the multitarget Bayes filter can be written as
where F[g, h] is two-variable PGFL as
where f k|k − 1 (X|Z (k − 1) ) is the predicted multitarget distribution, f k (Z|X) is the multitarget likelihood function and h X is defined by h X = 1 when X = ∅ and h X = ∏ x ∈ X h(x) otherwise. The update PHD filter can be given by
Therefore, the update equation for MP-PHD filter can be derived by the following procedures: In the following part of this subsection, we will present the details of the derivation. First, we derive the PGFL G k [g|X] according to the OTHR measurements in Eq.
is the detection probability, and g k,i (z|x) is the likelihood of the ith propagation path. Consequently, if we abbreviate
Eq. (11) can be summarized as follows:
To derive a closed-form update equation for the multipath multitarget PHD filter, we assume that the predicted multitarget distribution is a Poisson process:
where (15) can be written as
Next, we deduce the formula for δF δZ 0; h ½ . Note that we set g = 0 because the formula for δF δZ g; h ½ is very cumbersome without setting it. Lemma 1. The derivatives of F[g, h] is given by the formula
where the notation '℘ ∠ Z' is shorthand for "℘ partitions Z into cells W", 
where See Appendix 3 for the proof of Proposition 1.
Gaussian mixture implementation of the MP-PHD filter
According to the GM implemented in the standard PHD filter in [25] , a GM-PHD filter recursion can be derived for the multipath target tracking. Due to the MP-PHD filter prediction equation for the OTHR are identical to the standard PHD filter, the GM prediction equation of MP-PHD filter are the same as the standard GM-PHD filter, where the details can be found in [25] . Therefore, in this section, we only consider the GM update equation of the MP-PHD filter.
Gaussian mixture MP-PHD
To derive a closed-form solution to the update equation of the MP-PHD filter, we assume that each target follows a linear-Gaussian transition and measurement model, i.e.,
where N(⋅; m, P) denotes a Gaussian density with mean m and covariance P. F is the state transition matrix, Q is the process noise covariance, H k,i is the observation matrix, and R k,i is the observation noise covariance. The survival and detection probability are assumed as a constant, i.e., p S,
To facilitate the derivation of the closed-form solution, we define an intermediate operator G 
If g k,i (z a |x) = N(z a ; H k,i x, R k,i ) and ϕ(x) = N(z; m ϕ , P ϕ ),
We suppose that the predicted PHD filter at time k − 1 has the following GM representation:
where ω l ð Þ kjk−1 is the weight of the lth component and J k|k − 1 is the predicted number of the components. Then, the update equation at time k can be expressed as a GM of
The GM components D ND kjk x ð Þ, handling the no detections cases, are given by
The GM components D 
Implementation issues
1) Nonlinear measurement model: The above Gaussian mixture MP-PHD filter can be extended to a nonlinear measurement model using the EKF. Due to that the dynamic model in the OTHR is linear, we only apply EKF to deal with the nonlinear measurement model in the update step of MP-PHD filter. Use the approximations (55) and (56) in place of the originals (32) and (33), and use the linearizations in (57) to calculate (36) and (37)
2) Managing mixture components: Similar to the standard GM-PHD filter, the techniques of merging and pruning must be used to reduce the exponential growth of the number of Gaussian components, which the merging and pruning methods specific to Gaussian components can be found in [25] . 3) Computational complexity: As is shown in Eq. (24), the MP-PHD filter requires all partitions of the current measurements for updating, ℘ ∠ Z k denotes that ℘ is one partition of the measurement set Z k and W ∈ ℘ denotes that W is one cell of ℘. Note that W does not include null set. For instance, Z k = {z 1 , z 2 , z 3 } can be partitioned as follows [19] [20] [21] ]
whereas with the number of measurements growing, the number of partitions grows very large, which is computationally infeasible.
From the above analysis, we can see that the computational load required by the proposed MP-PHD filter is similar to that of the extended targets PHD filter [18] [19] [20] [21] [22] . Note that some methods, such as K-means++ method [19] and spectral clustering [20] , have been suggested for the implementation of the extended targets PHD filter to reduce the number of partitions. However, these methods that applied in the extended targets are measurement dependent. Since the measurement function of each measurement mode can be very different in OTHR. These methods may fail with the multipath tracking problem in OTHR. To limit the number of partitions in the MP-PHD filter, some approximations are necessary in this paper. First, we can use the gating technology with multiple validation gates to reduce the number of measurements for each propagation model before the update step at each time [11] , and then we can use the similar method of "effective binary partition" that was implemented in [26] to reduce the number of partitions. For space considerations
which are not the focus of this paper, we omit the details. Note that we used only a simple partition technique in our implementation, and the development of more efficient implementations will be a future task.
Numerical simulations
The performance of the proposed MP-PHD filter will be evaluated through two numerical examples, including the single target and multitarget tracking in this section. And we use the optimal subpattern assignment (OSPA) metric to evaluate the performance of the proposed algorithm [27] .
Experiment 1
In this subsection, we have designed an experiment to compare the MP-PHD filter with the standard single-path PHD filter in a single target tracking scenario. Note here that the standard single-path PHD filter uses one specific mode (mode EE used in this experiment) to track the targets, and we use the gating technology to reduce the number of measurements for propagation model EE before the update step at each time. The two filters are simulated with the same environment in OTHR. It is assumed that a single nonmaneuvering target is in the presence of clutter. Clutter is generally modeled as a Poisson RFS with the intensity function κ k (y) = λVu(y), where u(⋅) indicates the uniform density over the region [1000, 1400]km × [0.069813, 0.17453]rad, V = 41.8868 km ⋅ rad is the "volume" of this surveillance region, and λ = 4.7743(km ⋅ rad) − 1 is the average number of the clutter returns per unit volume. This translates to 200 clutter measurements per scan. And each propagation model has the same detection probability and target survive probability that are set to p D,k = 0.6 and p S,k = 0.95. To keep computations tractable, the Gaussian component pruning is applied in this numerical example with a pruning threshold τ = 10
, a merging threshold U = 20, and a maximum number of Gaussian components J max = 100. It is assumed that a single target moving in the surveillance region with the initial target state x 0 = (1100 km, 0.15 km/s, 0.10472 rad, 8.72665e−05 rad/s). Other simulation parameters are defined as the same as [11] . The true target trajectory and OTHR multipath detections without clutter under p D,k = 0.6 are shown in Fig. 2 . It is shown that the receiver Fig. 2 The scenario of true target trajectory and OTHR multipath detections. a True target trajectory in ground coordinates. b OTHR multipath detections without clutter in slant coordinates can obtain more than one measurement from the same target at one scan.
The target tracking results of the MP-PHD filter and the standard single-path PHD filter for one simulation are shown in Fig. 3 . As the position estimates are shown in (a) and (b), we can see that the MP-PHD filter provides more accurate position estimates for almost all the time. Moreover, for the simulation results, shown in (c) and (d), using the MP-PHD, there is only one false estimated number at time 8.
Experiment 2
In this scenario, we assumed that the number of targets is constant. The performance of the GM-MP-PHD filter is compared with the MD-JPDA filter. Two filters are simulated with the same environment in OTHR tracking system, and we also use the gating technology with multiple validation gates to reduce the number of measurements in the MD-JPDA filter. The experiment goes on for 600 s (sampling period T = 20 s), and we assumed that two targets appear with initial state target 1 x 1 = (1130 km, 0.12 km/s, 0.10472 rad, 8.72665e−05 rad/s) and target 2 x 2 =(1125 km, −0.1 km/s, 0.11472 rad, 7.92665e−05 rad/s), respectively. And each propagation model has the same target survive probability and detection probability that are set to p S,k = 0.95 and p D,k = 0.6. Other parameters are adopted as the same as the experiment 1.
The position root mean squared error (RMSE) of the two filters are shown in Fig. 4 . It is shown that the proposed MP-PHD filter has a notable performance gain over the MD-JPDA filter. This is due to the fact that the proposed MP-PHD filter encapsulates all the information about the targets by enumerating all of the association between propagation paths and measurements. However, only a subset of the associations (not all the permutations of the propagation paths) is used in the MD-JPDA filter, this is the reason degrades the performance of MD-JPDA filter.
To evaluate the computational time of the proposed algorithm, the averaged time is computed in MATLAB7.1 on an Intel CORE i5 CPU computer with 2 GB of RAM. The proposed GM-MP-PHD consumed approximately 8.6 s per MC run and the MD-JPDA consumed approximately 1.1 s. Although the proposed MP-PHD filter has high computational time, it has better performance than the MD-JPDA filter.
Experiment 3
To validate the tracking performance of MP-PHD filter in multipath multitarget tracking, in this experiment, we have designed a multiple track scenario including three nonmaneuvering targets where the target number is changing in OTHR. The experiment goes on for 800 s with the sampling period T = 20 s, and it is assumed that target 1 and target 2 appear in the course of the whole experiment with initial state x 1 = (1100 km, 0.15 km/s, 0.10472 rad, 8.72665e−05 rad/s) and x 2 = (1170 km, −0.14 km/s, 0.11472 rad, 7.72665e−05 rad/s), respectively, target 3 appears at t = 180 s and disappears at t = 480 s with the initial states x 3 = (1170 km, −0.05 km/s, 0.15701 rad, −8.72665e−05 rad/s). In this experiment, there are no spawning targets for simplification. Other simulation conditions are the same as the experiment 1.
1) One simulation:
The true target trajectory is shown in Fig. 5 , and the position estimates of the MP-PHD filter for one simulation compared with the standard We use the OSPA metric to evaluate the performance, the parameters of OSPA distance are set to the cutoff parameter c = 15 km and the order parameter p = 2 (see [27] for more details). Figure 8 shows the average of OSPA distance comparison between the MP-PHD filter and the standard single-path PHD filter, and the average of estimated number is shown in Fig. 9 . The simulation results demonstrate that the tracking performance of the MP-PHD filter surpasses the performance of the standard single-path PHD filter. Moreover, it can accurately estimate the target state and the target number with low detection probability under the multitarget tracking circumstance. As shown in Figs. 8 and 9 , the standard single-path PHD filter cannot deal with the multitarget tracking problem effectively under low detection probability. This is due to the fact that the MP-PHD filter use four path measurements to track the targets, and then, it can more effectively use the measurements from the targets under low detection probability.
Conclusions
In this paper, the MP-PHD filter, which tracks the multipath multitarget in OTHR, has been proposed. The MP-PHD filter is based on the theory of FISST, the FISST is employed to derive the update equation, and then a closed-form solution of MP-PHD filter in the form of GM has been proposed. The EKF is used to deal with the nonlinear problem of the measurement model. Simulation results show that the proposed MP-PHD filter has a notable performance gain over the MD-JPDA filter.
Similar to the standard PHD filter, the MP-PHD filter should be improved for some problems. For example, as the number of targets in the surveillance region is large, the estimated target number is unreliable. To solve this problem, a modified PHD filter name, cardinalized PHD filter, is proposed by Mahlar [28, 29] . Our future work could derive a CPHD filter which can be applied to the multitarget tracking in OTHR.
Appendices
Appendix 1: Proof of Lemma 1
This lemma is proved by mathematical induction. For the initial induction step, assume Z = {z 1 }. In this case there is only one partition, ℘ = {{z 1 }}, and we get 
Now, assume that we have established Eq. (18) for Z = {z 1 , ⋯, z m } with |Z| = m > 1. We are to establish Eq. (18) for Z = {z 1 , ⋯, z m , z m + 1 } and |Z| = m + 1. Using the product rule for functional derivatives, we get 
