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Abstract
Non-equilibrium phenomena in strongly correlated lattice systems coupling to dissi-
pative environment are studied. Novel physics arises when strongly correlated system
is driven out of equilibrium by external fields. Dramatic changes in physical proper-
ties, such as conductivity, are empirically observed in strongly correlated materials
under high electric field. In particular, electric-field driven metal-insulator transi-
tions are well-known as resistive switching effect in a variety of materials, such as
VO2, V2O3 and other transition metal oxides. To satisfactorily explain both the phe-
nomenology and its underlying mechanism, it is required to model microscopically the
out-of-equilibrium dissipative lattice system of interacting electrons. In this thesis,
we developed a systematic method of modeling non-equilibrium steady state of dissi-
pative lattice system by means of Non-equilibrium Green’s function and Dynamical
Mean Field Theory. We firstly establish a “minimum model” to formulate the strong-
field transport in non-interacting dissipative electron lattice. This model is exactly
soluble and convenient for discussing energy dissipation and steady-state properties.
Non-equilibrium electron distribution and effective temperature naturally emerge as
a result of competing electric power and Joule dissipation. Building on this model,
we explore the non-equilibrium phase transition in dissipative Hubbard model. Our
result verifies the importance of thermal effect in the non-equilibrium interacting sys-
tem. Correlated metallic systems undergo metal-insulator transition at fields much
iii
lower than the quasiparticle energy scale. And the hysteretic I−V relation shows the
possibility of spatially inhomogeneous state during non-equilibrium phase transition.
In addition, formation of filamentary structures have been widely reported by many
experimental groups. In order to further examine the spatial inhomogeneity, we con-
duct finite-sample simulation in the dissipative Hubbard model with Hartree-Fock
approximation. The calculation successfully explains the main experimental features
of the non-equilibrium phase transitions, like formation of conductive filament and
negative differential resistance, and reveals the underlying electronic mechanism. It
also justifies the thermal description that non-equilibrium effective temperature ap-
proaches equilibrium transition temperature.
Finally, we apply the formulation to strong-field transport of Dirac electrons in
graphene, concentrating on current saturation due to electron-phonon interactions.
We show the novel momentum distribution of Dirac electrons under strong electric
field, which has its origin in Landau-Zener physics. We discuss in detail its relation to
the experimentally observed phenomena. The arXiv version has been updated with
minor modifications and corrections.
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Chapter 1
Introduction
Describing non-equilibrium state has been one of the central goals of statistical physics
for decades. Due to the fast development of nanolithography and strong-field tech-
niques in these days, real systems can now be driven far from the equilibrium state,
resulting in novel physics essentially different from those in equilibrium. In terms of
theory, description of non-equilibrium state can be traced back to the beginning of
statistical physics. However, people are still in the middle of finding a complete theo-
retical framework of non-equilibrium state that rivals equilibrium statistical physics.
An equilibrium system embedded in an open environment is described successfully
with a (grand) canonical ensemble. However, a non-equilibrium state is usually much
more complex than this. A general formalism of non-equilibrium thermodynamics is
still lacking, and a system in non-equilibrium state cannot generally be characterized
by thermodynamic functions and their differential relations. Frequently, the time-
evolution and dynamics is crucial to describe even a steady state in non-equilibrium.
In addition, dissipation is another mechanism that complicates the non-equilibrium
state. For example, in a system driven by an external field, a steady-state can only
be realized in the presence of dissipative mechanisms so that energy injected by the
1
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driving field is subsequently dissipated into the environment. Otherwise the injected
energy will accumulate and the infinitely increasing (non-equilibrium) temperature
would overwhelm any interesting physics.
The task of describing the non-equilibrium state becomes even more challeng-
ing when interaction enters the picture. Dynamical mean field theory is one of the
most powerful tools to study strong correlation physics in higher-dimensional systems.
However, it is non-trivial to implement it in arbitrary non-equilibrium systems. In
this thesis, we will establish a formulation to examine the non-equilibrium steady sate
(NESS) of strongly correlated systems. These stationary non-equilibrium phenomena
featuring time-independent physical observables are closely related to a variety of
interesting experimental observations. They are also of industrial interests in many
cases. Some examples are given below.
1.1 Resistive Switching in Strongly Correlated Ma-
terials
Strongly correlated materials undergo sudden resistive change under strong electric
field of 104 ∼ 106 V/m. This phenomenon is called Resistive Switching (RS), and is
frequently studied in transition metal oxides and chalcogenides. Experiments unveiled
a large family of materials where the RS phenomenon is observed, covering a range
from transition metal band Insulators, chalcogenides to Mott insulators/correlated
metals. Canonical Mott insulators, such as chromium-doped vanadium sesquioxides,
NiS2−xSex and narrow-gap Mott insulators AM4Q8 (A = Ca, Ge; M = V, Nb, Ta,
Mo; Q = S, Se, Te).
The RS effect has attracted attentions from the industry of electronics. Resistive
2
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Figure 1.1: Current in the RS versus (a) sample voltage Vs in V2O3 and (b) total
voltage Vt in VO2. The sample is connected to the electric-generator and an external
resistor in series, so that Vt = IR + Vs. Note that in the (a), the system transits
from an antiferromagnetic insulator (AFI) to paramagnetic metal (PM) and then
undergoes a transition to a Mott insulator. Panel (a) is adapted from Ref. 1 and the
panel (b) is from Ref. 2.
3
Jiajun Li Resistive Switching in Strongly Correlated Materials
random access memory (reRAM) has been proposed to be a strong candidate of the
next generation storage technology. Despite plenty of experimental studies on RS
phenomena, a microscopic description is still premature and its underlying mecha-
nism is still on debate. In band insulators such as TiO2, SrTiO3, SrZrO3 as well as
some Ag/Cu based chalcogenides, it is proposed that electrochemical migration of
ions is responsible for the RS phenomena[3, 4, 5, 6, 7]. In Mott insulators, differ-
ent mechanisms are proposed. Landau-Zener type of mechanisms are discussed in
the literature[8, 9, 10, 11, 12], where non-equilibrium excitations are created due to
strong driving field and finally trigger the transition. On the other hand, avalanche
mechanism is discussed in a family of narrow-gap Mott insulators, i.e. AM4Q8 (A =
Ga, Ge; M = V, Nb, Ta, Mo; Q = S, Se)[13, 14]. This mechanism is supported by the
experimentally observed scaling law that threshold Eth ∼ E2.5gap, and the phenomenol-
ogy can be reproduced by calculations on a classical resistive network[15]. Finally,
it has been revealed that thermal mechanism due to Joule heating occurs in some
oxides such as NiO[16], VO2[17, 18, 19] and V2O3[1], etc. Despite the large family
of materials showing RS phenomena, many features, such as filament formation and
negative differential resistance, are shared by various materials.
Fig. 1.1 shows typical I − V relations of the RS in transition metal oxides. The
samples of panel (a), (b) are corresonpondingly V2O3 and VO2. Note that the device
sample is connected to an external resistor R to avoid overheating, so that sam-
ple voltage is related to total voltage by Vs = Vt − IR provided that current is
I. Later we will see that the external resistor plays a critical role in the theoret-
ical calculations to reproduce the experimental results. The panel (a) shows two
electric-field-driven transitions, switching the system from high-resistance state in
equilibrium to a low-resistance state in the forward (increasing Vt) direction, and
then again to a high-resistance state under higher electric fields. Specifically, the
4
Jiajun Li Resistive Switching in Strongly Correlated Materials
Figure 1.2: Equilibrium phase diagram in V2O3. Left to the critical point, there
is a small parameter window in which the material undergoes two metal-insulator
transitions as temperature increases. The system firstly transits from AFI state to
PM state, and then undergoes a transition to a Mott insulator at higher temperature.
This process corresponds to the two non-equilibrium transitions shown in Fig. 1.1(a).
The plot is adapted from Ref. 20.
5
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first insulator-to-metal transition (IMT) is from an antiferromagnetic insulator (AFI)
to a paramagnetic metal (PM), where current sharply increases as the voltage bias
reaches the threshold. The second metal-to-insulator transition (MIT) is from the
PM to a Mott insulator in which no long-range order is present. These phase tran-
sitions correspond to the temperature-controlled metal-insulator transitions of V2O3
in equilibrium, as shown in Fig. 1.2. This resemblance between Electric-field-driven
transitions and temperature-controlled transitions in equilibrium suggests a thermal
scenario of resistive switching. The panel (b) shows both forward insulator-to-metal
transition and backward (decreasing Vt) metal-to-insulator transitions.
During the RS phenomena, it is widely observed that a filament suddenly forms
out of the insulating oxide sample under strong voltage bias, and gradually expands
to conduct increasing current. The process is shown in Fig. 1.3.
Further experiments also measured the temperature of a sample during the RS,
and shows the thermal heating plays a critical role during the RS in VO2. It is shown
in Fig. 1.4. A fluorescent particle is put in the sample to measure the temperature
at its position. The temperature rises under external voltage bias and drops a few
degrees as the RS occurs and the conducive filament forms. The filament is clearly
shown in the inset of Fig. 1.4(b). After the RS, the system jumps to the NDR branch
of the I − V curve. On the other hand, decreasing total voltage will induce inverse
resistive switching. The current reduces on the NDR branch until the system jumps
to the initial high-resistance state as the temperature drops back to the initial level.
These experimental studies have inspired phenomenological models based on re-
sistor networks[13]. However, it requires a microscopic theory to address the underly-
ing mechanisms of the RS effect. In this thesis, we will construct a dissipative lattice
model to characterize the non-equilibrium strongly-correlated quantum state of solids,
and explore the microscopic mechanisms of the driven metal-insulator transition.
6
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Figure 1.3: Filament formation and I −V characteristics in VO2. The system under-
goes dramatic drop in resistivity under strong voltage bias, which is accompanied by
the formation of a conductive filament. The filament then gradually expands as total
current increases. The graph is adapted from Ref. 21.
7
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Figure 1.4: Current and temperature of the VO2 sample under external voltage bias.
An external resistor R is connected in series to the sample, so sample voltage drops
after the RS occurs. The sample starts to conduct current as a conductive filament
forms, connecting the source/drain leads. Temperature rises before the RS and drops
after it occurs. In the opposite direction, the temperature decreases and falls back to
the initial level after the inverse RS. The graph is adapted from Ref. 19.
8
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1.2 Current saturation in graphene
Graphene is one of the most studied 2D material. It is a semimetal with linear
dispersion relation. It has high carrier mobility and critical current density, thus
is a promising candidate for many applications in nanoscale devices. The research
efforts of fabricating graphene field-effect transistors leads to observation of current
saturation under strong electric field[22]. The phenomenon limits the current that a
graphene sample can conduct and quickly becomes a subject of intense research[23,
24, 25, 26]. Optical phonon scattering of electrons at high-field regime is identified as
the reason of current saturation[27]. Electrons are accelerated by the external field
and rapidly lose energy by emitting optical phonons, causing the drift velocity to
saturate. Semiclassical theories succeed to discuss the current saturation of samples
with high carrier density, while it is necessary to establish a microscopic model to
discuss the novel non-equilibrium physics occurring right at the Dirac point. Due to
the rich prospective applications of graphene, understanding the current saturation
phenomenon at different parameter regimes draws strong theoretical and practical
interests.
Fig. 1.5 shows how current saturates under strong voltage bias in graphene.
Although higher density of current carriers usually implies higher mobilities, the
saturated velocity is inversely related to the carrier density. A simple field-effect
model is introduced to explain the saturation effect, predicting the drift velocity
saturates due to emission of optical phonons by electrons. This model assumes a finite
Fermi sea around the Dirac point and an electron is immediately scattered when it is
accelerated to reach the optical phonon energy ~ωph. This model successfully predicts
9
Jiajun Li Current saturation in graphene
Figure 1.5: Saturation of drift velocity in graphene. Drift velocity vd is plotted against
external electric field at various gate voltages. The vd is defined as current density
divided by carrier density, which is calculated using a capacitance model. The charge-
neutrality point (Dirac point) is close to VTG = 16.5V , which is shown in the inset.
The graph is adapted from Ref. 26
10
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a scaling law of saturated velocity,
vd =
2
pi
ωOP√
pin
, (1.1)
where n is the carrier density. This picture is obviously invalid in the vicinity of the
Dirac point. In the case of Dirac electrons, it requires a quantum mechanical model
to address the interacting non-equilibrium steady state. However, despite plenty of
experimental studies in this subject, a microscopic theory is still lacking. In the last
chapter of this thesis, we will discuss the non-equilibrium steady state of graphene
under strong electric field. We will discuss the saturation of current and electronic
drift velocity.
In the rest of the thesis, we will firstly discuss a non-interacting dissipative lattice
model, which is the starting point of describing the non-equilibrium steady state of
solids under dc-electric field. Then we examine the RS effect in a uniform strongly
correlated system, and then turn to a finite-size sample to study the spatial inhomo-
geneities during the transitions. In the last chapter, we will examine the strong-field
transport of graphene, in particular in the vicinity of the Dirac point.
11
Chapter 2
Formulation of Non-equilibrium
Dissipative Lattice System
2.1 Time-dependent theory in temporal gauge
2.1.1 Dissipation in quantum mechanics
As its name indicates, dissipation causes a system to lose energy and/or information
into the surrounding environment. Dissipative effect exists ubiquitously in realistic
physical systems. It leads to line-broadening in spectral function as well as decoher-
ence of quantum states, which is critical to achieving central goals of many research
and technological fields[28]. In non-equilibrium, the dissipative effect has been re-
vealed as a critical mechanism necessary for understanding experimental observations
and establishing well-defined non-equilibrium steady state[29, 30, 12].
System-plus-reservoir method has been widely used to describe dissipative sys-
tems, where the complete model is divided to relevant part called system and ir-
relevant environment which is then “integrated out”. Caldeira-Leggett model has
12
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been a prototypical system-plus-reservoir model on which many theoretical studies
are built[31]. Here we will discuss a simpler model than Caldeira-Leggett model to
demonstrate how dissipation effect can be included in a minimal formulation and its
significance in physics.
Consider a free particle dk of dispersion relation (k) = k coupling to non-
interacting fermion reservoir of orbitals ckα. Suppose the reservoir has energy levels
of α, the hamiltonian is
H =
∑
k
kd
†
kdk
+
∑
kα
αc
†
kαckα − g
∑
kα
(
d†kckα +H.c.
)
(2.1)
The coupling constant between particle and reservoir is g. The reservoirs are main-
tained at equilibrium state. Temperature is fixed at Tbath and chemical potential is
µ = 0.
This model is block-diagonal in k and for a fixed k it is simply a resonant level
model connected to a fermion bath[32]. Dividing hamiltonian (2.1) to system(first
line) and reservoir parts(second line) allows us to treat system-reservoir coupling
as “interacting” hamiltonian and to apply method of Dyson equation. The “non-
interacting” hamiltonian gives retarded Green functions for individual system and
reservoir particle:
Gr,0d,k(ω) =
1
ω − k + iη
Gr,0c,kα(ω) =
1
ω − α + iη
13
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Then the full retarded Green function is given by Dyson equation:
Grd,k(ω)
−1 = Gr,0d,k(ω)
−1 − Σr(ω)
Σr(ω) = −g2
∑
α
1
ω − α + iη (2.2)
Using 1
x+iη
= P 1
x
− ipiδ(x), self energy has imaginary part
ImΣr(ω) = pig2
∑
α
δ(ω − α) = pig2N(ω), (2.3)
with reservoir density of states(DoS) N(ω). Assuming reservoir has flat energy band
where N(ω) ≈ N(0) for relevant energy scale, we define Γ = pig2N(0) and
Grd,k(ω) =
1
ω − k + iΓ (2.4)
A finite spectral width is obtained through mixing with reservoir levels. Fourier-
transforming the Green’s function to time domain, we get
Grd,k(t− t′) = −iθ(t− t′) exp (−ikt− Γ|t− t′|) (2.5)
This expression is the same as that of free particle besides decaying factor exp (−Γ|t− t′|).
Physically, it indicates the system perturbed at time t′ will lose the memory of per-
turbation in time scale Γ−1. This is due to the dephasing and energy dissipation
effects of fermion reservoir. Note the fermion reservoir resembles a bosonic reservoir,
such as phonon bath, as long as ohmic dissipation is assumed, e.g. Γ(ω) ∼ const. or
J(ω) ∼ ω in low energy regime[28].
As we shall see, excitations created by external field will increase indefinitely
in non-dissipative systems, whereas a steady state may be established when energy
14
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dissipation effect is included[29, 12]. As a result, this effect is critical to reproduce
correct long-time behavior of driven non-equilibrium systems.
2.1.2 Dissipative tight-binding model under electromagnetic
fields
We consider a general tight-binding model where each lattice site d` is connected to a
fermion reservoir with orbitals c`α. Electrons hop between neighboring lattice sites as
well as between lattice site and reservoirs. In general, we may consider an arbitrary
electromagnetic field applied in the lattice. The hamiltonian describing this system
can be written as follow:
H = γ
∑
〈`,`′〉
eiϕ(t)
(
d†`d`′ +H.c.
)
+
+
∑
`α
αc
†
`αc`α − g
∑
`α
(
c†`αd` +H.c.
)
+
+
∑
`
ε`d
†
`d`, (2.6)
where reservoirs are non-interacting and have energy levels of α. The parameter
γ is wave function overlapping between electrons on neighboring sites, and g is the
coupling constant with reservoirs.
The hamiltonian is gauge-invariant under electromagnetic fields, where ε` = φ`
is scalar potential and Peierls phase ϕ(t) =
∫ r`′
r`
A · ds is the line integral of vector
potential[33, 34, 35]. This form of hamiltonian is gauge-invariant so that one is free
to fix a convenient gauge for certain problem. In particular, people usually adopted
temporal gauge, in which φ = 0, when dealing with homogeneous electric fields.
However, Coulomb gauge, where A = 0, also has advantages in some circumstances.
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Figure 2.1: (a) minimal system-plus-reservoir model, where system represented by
a yellow dot is coupled to the fermion reservoir with coupling constant g, and (b)
Feynman diagrams used to compute Green’s functions. A dashed line represents an
electron in the reservoir. The orange dot is the coupling vertex g. Since the electronic
state in the system uniformly couples to all states in the reservoir, the self energy ΣrΓ
is summed over all reservoir states.
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Figure 2.2: Tight-binding lattice under external field. Each atom is assumed to
have one orbital d` and connected fermion reservoirs with orbital c`α. Peierls factor
exp(iϕ(t)) is multiplied with hopping parameter γ. The arbitrary potential ε` is not
shown.
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We will explicitly verify the gauge-invariance and articulate more details in later
sections.
2.1.3 Reaching non-equilibrium steady state
We consider the case that a homogeneous electric field is applied in a one-dimensional
tight-binding chain[36]. Suppose homogeneous electric field is applied at t = −T ,
where T is a large positive number, which is treated as infinity practically. For t < −T ,
the electron lattice is in the equilibrium state in contact with fermion reservoirs.
After the external field is applied, the system is driven out of equilibrium and evolves
to Non-equilibrium Steady State(NESS) through sufficient time of evolution. The
reservoirs are maintained equilibrium with temperature Tb = 0 and chemical potential
µ = 0.
To address the evolution after turning on the bias, it is natural to choose temporal
gauge, where φ = 0 and ϕ(t) = eEatxˆ. In the following discussion we will always
assume kB = ~ = e = a = 1. We firstly Fourier transform the hamiltonian by defining
d†k =
1√
N
∑
`
eik`d†`, (2.7)
under which hamiltonian (2.6) is transformed to momentum representation:
H =
∑
k
−2γ cos (k + ϕ(t)) d†kdk+
+
∑
kα
αc
†
kαckα −
g√
V
∑
kα
(
c†kαdk +H.c.
)
(2.8)
we divide the hamiltonian (2.8) into time-independent part H0 = H(t = 0) and
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time-dependent part H1 = H(t)−H0:
H1 = −2γ
∑
k
(cos (k + ϕ(t))− cos(k)) d†kdk ≡ v(t)d†kdk (2.9)
This block-diagonal hamiltonian is nothing but above-mentioned resonant level
model, with oscillating level energy. The corresponding Dyson equation becomes:
Grk = G
r,0
k + G
r,0
k VG
r
k (2.10)
G<k = [I +G
r
kV]G
<,0
k [I + VG
a
k], (2.11)
in which Vt,t′ = v(t)δ(t− t′) in time representation. The matrix multiplication in the
above equations should be understood as convolutional integration in time variables.
When steady state is considered, the oscillating term V is turned on at t = −∞
therefore time integration is from −∞ to ∞.
Following Ref. 36, the retarded Green function is computed as:
Grk(t, t
′) = −iθ(t− t′)e−Γ|t−t′|+2γi
∫ t
t′ cos(k+Es)ds (2.12)
Flat band is assumed and Γ = pig2N(0) is defined as in (2.3). This form is almost
the same as (2.5), besides a dynamical phase due to oscillating energy v(t). As a
result, excitations created by external field are constantly dissipated through fermion
reservoirs. Physically, the system will have “memory” limited to time scale Γ−1. This
mimics electron-impurity scattering in realistic system where electrons are described
to become thermalized after scattering time τ−1 by semiclassical transport theories. It
helps as well maintain a steady-state in which electric power is balanced with energy
flux into reservoirs. Although no scattering really happens in this model, we can then
identify the effective scattering time τΓ ∼ Γ−1. In the later sections we will discuss
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in detail the electronic transport in this model, but now we would like to concentrate
on clarifying the structure of Green’s functions.
To obtain a gauge-invariant Green’s function, we sum over all momenta resulting
in local Green’s function:
Grloc(t− t′) =
1
2pi
∫ pi
−pi
dkGrk(t, t
′)
= −iθ(t− t′)e−Γ|t−t′|J0
(
4γ
E
sin
E(t− t′)
2
)
, (2.13)
by noticing 0th Bessel function J0(x) =
∫ pi
−pi dt exp (−ix sin(t)). This is a concise
expression which is independent of gauge choices, thus could be compared with results
obtained in other gauges later. As it is now a function of (t − t′) , we can Fourier
transform it to frequency domain:
Grloc(ω) =
∞∑
`=−∞
J`
(
γ
2E
)2
ω + `E + iΓ
(2.14)
G<k (t, t
′) can be computed with Dyson equation (2.11). Noticing (2.10) amounts to
(Grk)
−1 = (Gr,0k )
−1 −V, we have
G<k = [I + G
r
kV]G
<
k,0[I + VG
a
k]
= Grk[(G
r
k)
−1 + V ]G<,0k [(G
a
k)
−1 + V]Gak
= Grk
((
Gr,0k
)−1
G<,0k
(
Ga,0k
)−1)
Gak
= GrkΣ
<
Γ G
a
k, (2.15)
where Σ<Γ (t−t′) =
∫
dω iΓ
pi
fFD(ω)e
−iω(t−t′) is nothing but equilibrium lesser self energy.
Note fFD(ω) = 1/(e
βω + 1) is Fermi-Dirac distribution. The same result has been
worked out explicitly in Ref. 36. Local lesser Green’s function is similarly defined
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and can be found as
G<loc(ω) =
iΓ
pi
∫ ∞
−∞
dt
∫ ∞
−∞
dω′fFD(ω′)
∫ 0
−∞
ds
∫ 0
−∞
ds′
× ei(ω−ω′)t−iω(s−s′)+Γ(s+s′)J0
(
4γ
E
√
R
)
(2.16)
with
R = sin2
Es
2
sin2
Es′
2
− 2 cos
[
E
(
t+
s− s′
2
)]
sin
Es
2
sin
Es′
2
(2.17)
This is a common form in trigonometry R = a2 + b2 − 2ab cos(α), and it is known
that J0(
√
R) =
∑
` J`(a)J`(b)e
i`α. The Fourier transformed G< is obtained as
G<loc(ω) = 2iΓ
∑
`
fFD(ω + `E)
∣∣∣∣∣∑
m
Jm
(
2γ
E
)
Jm−`
(
2γ
E
)
ω +mE + iΓ
∣∣∣∣∣
2
(2.18)
This result, together with (2.14), suggests that non-equilibrium Green’s functions in
the dissipative lattice model can be written as summation over energy states with
energies −`E. This is exactly the potential energy of lattice site ` in Coulomb gauge
hamiltonian. This observation inspires us to solve the same problem in Coulomb
gauge in order to fully understand the relations among Green’s functions. Another
advantage of Coulomb gauge is that hamiltonian becomes time-independent for dc-
field, and steady-state Green’s functions can be diagonalized in frequency domain,
which dramatically simplifies Dyson equations. In the following sections, we will
discuss scattering-state formalism and how Green’s functions can be derived straight-
forwardly.
21
Jiajun Li Scattering theory formalism
x
en
er
gy
d`
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E
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Figure 2.3: Dissipative lattice model under electric field in Coulomb gauge. On-site
energy is shifted by −`E due to electric potential. The Peierls phase ϕ(t) = 0,
therefore the hamiltonian is time-independent.
2.2 Scattering theory formalism
The following gauge transformation can be applied to hamiltonian (2.6),
d` → e−`Etd`, c`α → e−`Etc`α (2.19)
It transforms the hamiltonian to Coulomb gauge where φ` = −`E,A = 0. The
Coulomb-gauge hamiltonian is:
HCoul = −γ
∑
`
(d†`+1d` +H.c.)−
∑
`
`Ed†`d`
+
∑
`α
(α − `E)c†`αc`α − g
∑
`α
(c†`αd` +H.c.) (2.20)
This hamiltonian is quadratic, and can be analytically diagonalized. Diago-
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nalization can be done by introducing scattering state operators ψ`α that satisfy
{ψ`α, ψ†`′α′} = δ``′δαα′ and:
[ψ`α, HCoul] = (α − `E)ψ`α
[ψ†`α, HCoul] = −(α − `E)ψ†`α (2.21)
To reveal the relation between scattering state operators and original fermion opera-
tors, we note
[HCoul, ψ
†
`α]− (α − `E)ψ†`α = 0 = [HCoul −Hg, c†`α]− (α − `E)c†`α, (2.22)
with coupling term Hg = −g
∑
`α(c
†
`αd` + H.c.). If g vanishes then ψ`α = c`α, and
the formalism is invalid as the scattering states become irrelevant. This identity is
nothing but Lippmann-Schwinger equation[37] written with operators:
ψ†`α = c
†
`α +
1
α − `E − L+ iη [Hg, c
†
`α]
= c†`α − g
1
α − `E − L+ iηd
†
`, (2.23)
where LA ≡ [HCoul, A] is the Liouville operator. In terms of scattering state operators,
the hamiltonian is written as
HCoul =
∑
`α
(α − `E)ψ†`αψ`α. (2.24)
In addition, reservoirs are maintained equilibrium:
〈ψ†`αψ`α〉 = fFD(α) (2.25)
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With quadratic hamiltonian, which can be diagonalized with unitary transformation,
the scattering state operators should be expanded as linear combination of original
fermion operators.
ψ†`α = c
†
`α +
∑
`′
d†`′C`α(d`′) +
∑
`′α′
c†`′α′C`α(cell′α′) (2.26)
Based on Lippmann-Schwinger equation (2.23), coefficients are computed using the
canonical (anti-)commutation relation:
C`α(A) = {A,ψ†`α − c†`α} =
{
A,−g 1
α − `E − L+ iηd
†
l
}
(2.27)
These anti-commutators must be c-numbers for quadratic hamiltonian. In particu-
lar, when A = d`′ or A = c`′α′ , the C`α(A)’s are correspondingly retarded Green’s
functions:
C`α(d`′) = −gGr`′`(α − `E)
C`α(c`′α′) =
g2
α − `E − α′ + iηG
r
`′`(α − `E) = −gGrc`′α′ ,d`(α − `E), (2.28)
where G is used to denote Coulomb-gauge Green’s functions. We then have
ψ†`α = c
†
`α − g
∑
`′
G
r
`′`(α − `E)d†`′ + · · · (2.29)
Similar expressions are derived and discussed in quantum dot systems[38, 39]. Up to
this point, we have finished diagonalizing hamiltonian in Coulomb gauge by construct-
ing explicitly a complete set of operators which create all energy eigenstates. The
next step would be to compute Green’s functions and interesting physical quantities
with the assistance of our formulation.
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2.2.1 Green’s functions in terms of scattering states
Diagonalizing the hamiltonian with Scattering state operators assist to compute
all Green’s functions in the non-equilibrium state. To achieve this goal, we have
to express the relevant operators, including all d`, c`α, in terms of scattering-state
operators. Then with the equilibrium-reservoir conditions 〈ψ†`αψ`α〉 = f(α), the
lesser/greater Green’s functions can be readily related to retarded Greens’ functions.
To make it concrete, the equation (2.29) can be inverted to obtain
d` =
∑
`′α′
C˜`(`
′α′)ψ`′α′ . (2.30)
In fact, C˜`(`
′α′) = {ψ†`′α′ , d`} so that
d` = −g
∑
`′α′
G
r
``′(
′
α − `′E)ψ`′α′ . (2.31)
Although retarded Green’s functions appear in this equation so we cannot directly
obtain a closed form of them, we do get a self-consistent condition of them by inserting
(2.31) in the definition of Green’s functions:
G
r
``′(ω) = g
2
∑
mα,m′α′
G`m(α −mE)
[
G`′m′(
′
α −m′E)
]∗
ω − α + `E + iη
× 〈ψmα, ψ†m′α′〉
=
Γ
pi
∑
m
∫
dω′
G`m(ω
′)
[
G`′m(ω
′)
]∗
ω − ω′ + iη . (2.32)
When ` = `′, this immediately leads to
ImG
r
``(ω) = −Γ
∑
m
∣∣Gr`m(ω)∣∣2 , (2.33)
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which is a useful identity. On the other hand, the lesser Green’s functions are com-
puted as
G
<
``′(ω) = 2piig
2
∑
mα
G
r
`m(α −mE)
[
G
r
`′m(α −mE)
]∗
δ(ω − α +mE)〈ψ†mαψmα〉
= 2iΓ
∑
m
G
r
`m(ω)
[
G
r
`′m(ω)
]∗
fFD(ω +mE). (2.34)
This is a transparent relation between retarded and lesser Green’s functions. Since
infinite flat band is assumed, all reservoirs connected to all lattice sites would con-
tribute to the electron statistics at each site, through quantum correlation given by
off-site Gr`m(ω). The lesser Green’s function G
<’s essentially provide all information
about electron distribution in non-equilibrium.
Now to complete our discussion, we need to explicitly compute retarded Green’s
functions. That amounts to inverting the matrix:
(
G
r
(ω)
)−1
``′ = (ω + `E + iΓ)δ``′ + γδ〈`,`′〉, (2.35)
with −iΓ being retarded self energy and −`E being potential energy of site `. The
solution is found to be
G
r
``′(ω) =
∑
m
J`−m
(
2γ
E
)
J`′−m
(
2γ
E
)
ω +mE + iΓ
, (2.36)
which can be verified straightforwardly. When ` = `′, these results are identical
with (2.14), (2.18). In addition, we can readily confirm the self-consistency condition
(2.32) by inserting the explicit form of Gr and using residue theorem.
So far we have finished computing all relevant Green’s functions in Coulomb gauge.
We are to discuss their mathematical properties and then move on to transport the-
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ory in the following sections. We will drop the overbar of Coulomb-gauge Green’s
functions for simplicity, and all Green’s functions, unless stated otherwise, should be
understood as computed in Coulomb-gauge.
2.2.2 Properties of Green’s functions
The first obvious observation, is that Green’s functions in Coulomb gauge are time-
translational invariant. This justifies the frequency representation we have adopted.
It follows from Eq. (2.36) that
Gr`+m,`′+m(ω) = G
r
`,`′(ω + E), (2.37)
and therefore,
G<`+m,`′+m(ω) = 2iΓ
∑
n
G
r
`+m,n(ω)
[
G
r
`′+m,n(ω)
]∗
fFD(ω + nE)
= 2iΓ
∑
n
G
r
`,n−m(ω +mE)
[
G
r
`′,n−m(ω +mE)
]∗
fFD(ω + nE)
= 2iΓ
∑
n
G
r
`,n(ω +mE)
[
G
r
`′,n(ω +mE)
]∗
fFD (ω +mE + nE)
= G<``′(ω +mE). (2.38)
These results can also be derived from gauge transformation (2.19). When interaction
is considered, these identities lead to the same properties for self energies:
Σr,<`+m,`′+m(ω) = Σ
r,<
``′ (ω +mE), (2.39)
which are physically expected since the potential slope shifts local spectrum by energy
difference mE for two lattice sites separated by m lattice constants.
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2.2.3 Electronic transport
In the regime of weak field, electronic transport is well-documented and explained
satisfactorily with semiclassical theories. The simplest among them is Drude theory,
which is valid in linear response regime and has usually been the starting point of more
sophisticated theoretical studies. In Drude theory, current carriers are accelerated by
the external electric field, and is repeatedly scattered and thermalized. Current is
given with a linear relation with respect to external field[40]:
J =
(
nq2τ
m
)
E, (2.40)
with n, q,m the concentration, charge and mass of current carriers. The scattering
time τ is the average time duration that a current carrier is scattered. Despite its
oversimplification, Drude theory justifies the Ohm’s law with a microscopic model
and provides fundamental intuitions for understanding linear transport behavior in
solids.
A more quantitative and systematic way to address electronic transport in solids
is Boltzmann transport equation(BTE)[40]. Boltzmann equation is also based on
the semiclassical theory of electrons. Unlike Drude theory, BTE provides detailed
information in the distribution f(r,p, t) of electrons in both real and momentum
spaces.
∂f
∂t
+
p
m
· ∇f + qE · ∂f
∂p
=
(
∂f
∂t
)
col
, (2.41)
where
(
∂f
∂t
)
col
is the change of distribution due to scatterings. In the relaxation time
approximation, this term is approximated to be (f0−f)/τ , with f0 being equilibrium
momentum distribution and τ being the scattering time. Assuming steady state and
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homogeneity in space, i.e. ∂f/∂t = ∂f/∂p = 0 , one may establish that f = f0(p−
qEτ) in linear response regime where p is generally much greater than qEτ . When
electrons of quadratic dispersion relation E = p2/2m is considered, the equilibrium
distribution is just a Fermi sphere centered at p = 0, which is then displaced in non-
equilibrium by qEτ . This picture can be easily generalized to arbitrary dimension
and shape of Fermi surface. Under this approximation, we still have Eq. (2.40) in
one dimension, which usually only differs by a factor from more complicated cases,
such as two/three-dimensional systems.
Now we turn to our dissipative lattice model. We firstly consider the momentum
distribution nk, which is the electron number at momentum k. This can be computed
with Fourier transformation with respect to spatial index nk =
1
N
∑
` e
ik`〈d†`d0〉, and
the correlation function 〈d†`d0〉 is nothing but −iG<0`(t, t) = −iG<0`(0, 0). It can be
proven that
−i
∑
`
eik`G<0`(0, 0) = −i
∫ ∞
0
dω
2pi
∑
`
eik`G<0`(ω)
=
Γ
pi
∫
dω |Grk(ω)|2 fFD(ω), (2.42)
with Grk(ω) =
∑
` e
ik`Gr0`(ω). This can be readily computed with the explicit expres-
sion of retarded Green’s functions. The analytic formula of nk is computed as[36]
nk =
Γ
pi
∑
nm
Jn
(
2γ
E
)
Jm
(
2γ
E
)
eik(m−n)
−(m− n)E + 2iΓ
[
1
2
log
m2E2 + Γ2
n2E2 + Γ
+ iχmn
]
, (2.43)
with
χmn = pi + tan
−1 mE
Γ
+ tan−1
nE
Γ
. (2.44)
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Figure 2.4: Evolution of momentum distribution under increasing electric fields. At
zero-field (E = 0), the electronic distribution in momentum space shows the feature
of a Fermi sea with smooth steps due to damping Γ. As the field increases, the Fermi
sea is shifted as expected from Boltzmann transport theory. Finally when E  Γ, the
effective temperature becomes high and electrons are spreading all across the First
Brillouin Zone.
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In the Fig. 2.4, momentum distribution nk is plotted, showing the picture of
displaced Fermi sea for small electric field. Despite the lack of explicit momentum
scattering process, the fermion reservoirs do provide the key mechanism by dephasing
the electron wavefunction and absorbing excess energy due to constant electric power.
It can be shown that the shift of Fermi sea δk ∝ E/Γ as expected in the Boltzmann
transport theory. For large electric field E & Γ, the Fermi sea shift deviates from
linear relation and the sharp distribution gradually becomes smeared. This suggests
a thermal effect due to Joule heating.
To further justify the physical relevance of our model, we calculate the I − V
relation. The current can be expressed in terms of lesser Green’s function
J = iγ〈d†`+1d` −H.c.〉 = 2γReG<`,`+1(t, t), (2.45)
with arbitrary `. Setting ` = 0, the current can be carried out explicitly with the
Green’s functions:
J =
2γΓ
pi(E2 + 4Γ2)
∑
m
Jm
(
2γ
E
)
Jm−1
(
2γ
E
)
×
[
Γ log
m2E2 + Γ2
(m− 1)2E2 + Γ2 + Eχm,m−1
]
. (2.46)
The current-field relation is plotted in Fig. 2.5. The current follows linear relation
in the regime E . Γ and reaches maximum at around E = 2Γ. The current decays
slowly for larger electric field. The decaying current is attributed to Bloch oscillation
at large electric field. It can also be viewed as a reflection of almost equally occupied
distribution at large field in Fig. 2.4.
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The expression of current (2.46) can be simplified[36] in the limit of E,Γ γ:
J ≈ 4γΓE
pi(E2 + 4Γ2)
. (2.47)
This expression shows good accuracy for a wide range of parameters, shown as dashed
line in the Fig. 2.5. It is worth noting that a similar expression has been found with
Boltzmann transport theory[41]. And in weak field limit E  Γ, the formula (2.47)
reduces to the form of Drude formula,
J ≈ γE
piΓ
∼ Eτ
m∗
, (2.48)
where effective mass m∗ ∼ 1/γ and scattering time τ ∼ 1/Γ.
2.3 Evolution of wave packet
We have verified that the steady-state formalism reproduces the key physics expected
to occur in an electronic transport theory. In homogeneous steady state, relevant
physical quantities are all stationary and no time evolution of them is expected.
However, dynamics actually occurs in steady state and distinguishes a stationary
non-equilibrium state from equilibrium. To understand the aspect of time evolution,
we now examine how a wave-packet drifts and evolves after it is created. In particular,
we create a hole from occupied states at the site ` = 0 and measure the probability
distribution of positions of the hole after some time t. The probability is calculated
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Figure 2.5: DC current versus electric field. For small field, the current has a linear
regime with conductivity depending on Γ. This ohmic behavior is consistent with the
physical consequences of bosonic reservoirs. As E increases, Bloch oscillation starts
to take effect, and current is reduced. The dashed line represents the approximate
formula (2.47).
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as follows,
P [x(t) = `|x(0) = 0] = |〈xh(`), t|xh(0), 0〉|2
= |〈d†`(t)d0(0)〉|2
= |G<0`(−t)|2 (2.49)
The G< is easily computed in terms of scattering states. Fig. 2.6 shows the wave-
packet propagates in the direction of the external field, as well as decaying in the
time scale of Γ−1 due to dephasing of fermion reservoirs. When current flows through
the tight-binding chain, electrons move down the potential slope, generating particle-
hole pairs in the fermion reservoirs that they have passed through. Energy is hence
dissipated and transferred to the reservoirs. Since baths are assumed to have infinite
bandwidth, the e-h pairs are absorbed deep inside the reservoir and never come back.
As a result, the fermion reservoirs play similar roles as bosonic reservoirs, giving rise
to inelastic processes to dissipate excess energy.
2.4 Effective temperature and energy dissipation
2.4.1 Evaluation of effective temperature
As we have discussed, the dissipative lattice model can satisfactorily describe non-
equilibrium steady state of solids and reproduce the key physics. A central question
is to understand how the thermal effect is modifying the physics in the strong-field
regime. Therefore, we define the effective local distribution function,
floc(ω) = − ImG
r
00(ω)
2ImGr00(ω)
=
∑
` |Gr0`(ω)|2fFD(ω + `E)∑
` |Gr0`(ω)|2
, (2.50)
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Figure 2.6: Time evolution of a wave-packet in the non-equilibrium steady state. The
(hole) wave packet is created on ` = 0 at time t = 0. It drifts along the Tight-
Binding chain and gradually spreads. The amplitude of wave packet diminishes due
to dephasing of reservoir electronic states. To demonstrate the evolution, 〈d†`(t)d0(0)
is plotted for several different t’s.
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which is a weighted average of Fermi-Dirac distribution at all lattice sites, with weights
being the effective quantum tunneling to the site ` = 0. We show the numerically
computed distribution function under a variety of electric fields. In the regime of
E,Γ γ, floc(ω) consists of steps coming from the fermion statistics fFD(ω + `E) of
all sites. And the envelope function will follow a similar shape to equilibrium Fermi
Dirac distribution of higher temperature than Tb.
Although one should not generally expect the non-equilibrium distribution func-
tion mimics Fermi-Dirac function, it is reasonable to expect a similar functional form
for E  Γ. Therefore an effective temperature Teff can be numerically extracted by
curve-fitting. And for more dramatic cases, we will adopt the following definition of
effective temperature.
pi2
6
T 2eff =
∫
dωω[floc(ω)− θ(−ω)]. (2.51)
In this way, Teff is defined as square-root of the first moment of floc(ω). It is consistent
with parameter kBT = 1/β for Fermi-Dirac distribution f(ω) = 1/(e
βω + 1), and
can be in principle carried out for any non-equilibrium distribution function where
0 < floc(ω) < 1.
We firstly discuss the E  Γ regime. We can extract the effective temperature
by fitting the slope of floc(ω) at ω = 0. Note the first step of floc(ω) at ω = 0 is
∆ = −Γ|G
r
00(0)|2
ImGr00(0)
(2.52)
In the limit of small E, theGr00(0) is approximated by the equilibrium Green’s function
Gr00(ω)
−1 ≈ (ω + iΓ)
[
1− 4γ
2
ω + iΓ)2
] 1
2
. (2.53)
36
Jiajun Li Effective temperature and energy dissipation
Then the zero-frequency slope is approximated as
−∆
E
= − Γ
E
√
4γ2 + Γ2
≈ − Γ
2γE
. (2.54)
On the other hand, the slope of a Fermi-Dirac distribution function [1+exp(ω/Teff)]
−1
is −4/Teff. Consequently the effective temperature is found to be
Teff ≈ CγE
Γ
, (2.55)
with a dimensionless constant C ∼ 1
2
. This expression is verified both with numerical
data in Fig. 2.7 and the theoretical result based on Kubo formula in later sections. Al-
though the actual numerical fit overestimates Teff due to high-frequency contribution,
the functional dependence is quite robust for Γ, E < γ.
It is remarkable to notice that Teff → ∞ when damping parameter Γ approaches
zero. This seemingly counterintuitive conclusion is interpreted as a short-circuit ef-
fect, when system with negligible resistance becomes extremely hot under finite volt-
age bias. This is also consistent with previous theoretical studies showing electron
temperature reaches infinity in closed driven interacting models.
Caution is necessary to interpret the infinite effective temperature in lattice model.
In a lattice model of finite bandwidth, such as single band tight-binding model, the
kinetic energy of an electron is bounded and cannot reach infinity like electrons of
quadratic dispersion relation.
As E and Γ are comparable to bandwidth, Bloch oscillation begins to dominate
the transport physics. As shown in Fig. 2.7, the oscillations in floc(ω) become more
and more dramatic with increasing E/Γ, even leading to population inversion in small
damping limit Γ = 0.2. This makes the evaluation of Teff by curve-fitting less robust.
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Figure 2.7: (a)Local distribution function under a variety of electric fields. Effective
temperature is evaluated by fitting the curve with Fermi-Dirac function. (b)Effective
temperature scales as Teff ∝ E/Γ. The dashed line is obtained by fitting with Fermi-
Dirac function, and the blue line is from Kubo formula. (c)For higher electric field
E & Γ, distribution function shows prominent steps reflecting the physics of Bloch
oscillation. For a large electric field E = 1.0 with Γ = 0.2, population inversion
happens.
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In this case, as well as other cases where non-thermal distribution function is observed,
definition (2.51) should be used to obtain a well-defined effective temperature.
It is worth noting that in semiconductors, the distribution of electrons is governed
by the classical Maxwell distribution and the internal energy U ∼ kBT due to energy
equipartition theorem. As we shall see in the next section, this relation results in
Teff ∝ E2, which was speculated in former works[36]. However, degenerate electron
gas in our work has U ∼ (kBT )2, and we obtain the behaviour Teff ∝ E instead.
2.4.2 Dissipation and energy flux
We now consider the dissipation and energy flux in our model, and look into the
definition of effective temperature in general cases.
First of all, the hamiltonian (2.6) is divided into three components:
Hsys = HTB +Hbath +Hcoup, (2.56)
which correspond to the first three terms in Eq. (2.6). When non-equilibrium steady
state is considered, the energy stored in lattice and coupling terms 〈HTB〉 and 〈Hcoup〉
is stationary, i.e.
d
dt
〈HTB〉 = d
dt
〈Hcoup〉 = 0, (2.57)
whereas the bath energy 〈Hbath〉 can be constantly increasing due to influx of Joule
heating. In fact, the reservoirs are assumed to be much larger than the system, so
that equilibrium state is maintained even though energy is constantly flowing into
them. Specifically, we expect the energy flux into each fermion reservoir is equal to
local electric power at the coupled lattice site, or d
dt
〈Hbath〉/N = JE, where N is the
39
Jiajun Li Effective temperature and energy dissipation
length of tight-binding chain. To verify it, we firstly note
d
dt
〈HTB〉 = i〈[Hsys, HTB]
= E〈Iˆ〉+ iγg
∑
`
〈(c¯†`+1 + c¯†`−1)d` −H.c.〉, (2.58)
with total current operator Iˆ = iγ
∑
`(d
†
`+1d`−H.c.) and c¯` =
∑
α c`α. The condition
of stationarity d
dt
〈d†`d`〉 = 0 is used, which can explicitly be derived and generalized
to interacting models of steady state. The first term in the RHS of Eq. (2.58) is total
Joule heating E〈Iˆ〉 = NJE, and the second term is the energy flux from electrons
in the lattice to the coupling part Hcoup. Defining Pˆ = igγ〈(c¯†`+1 + c¯†`−1)d` −H.c.〉 as
the energy flux for site `, one can show that 〈Pˆ 〉 = −JE, hence d
dt
〈HTB〉 = 0. It can
further be shown that d
dt
〈Hcoup〉 = 0, as well as ddt〈Hbath〉 = JE.
We then explicitly prove that no particle flux exists between the lattice and reser-
voirs and the energy flux actually balances the electric power, hence verify the non-
equilibrium steady state is well defined.
We firstly consider the particle number Nres,` =
∑
α c
†
`αc`α in the reservoir. The
change rate dNres,`/dt reads
d
dt
∑
α
c†`αc`α = i[Hsys,
∑
α
c†`αc`α]
= g
∑
α
(c†`αd` − d†`c`α)
= g(c¯†`d` − d†` c¯`). (2.59)
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The c¯† operators can be expressed in terms of scattering-state operators,
c¯†` =
∑
α
[
ψ†`α + g
2
∑
`′α′
[Gr``′(α′ − `′E)]∗ψ†`′α′
α′ − α − (`′ − `)E − iη
]
, (2.60)
with which one can verify straightforwardly that
dNres,`/dt =
2Γ
pi
∫
d
[
ImGr``(`)f() + Γ
∑
m
|Gr`m(`)|2f(` +mE)
]
=
2Γ
pi
∫
d
[
ImGr``() + Γ
∑
m
|Gr`−m,0()|2
]
f()
= 0, (2.61)
where Eq. (2.33) is used in the last step. This shows that particle flux to reservoirs
is exactly zero. We conclude that
d
dt
∑
α
〈c†`αc`α〉 = −
d
dt
〈d†`d`〉 = 0. (2.62)
Note that translational invariance is used for deriving the zero-flux conclusion, and
when the lattice is finite or disorders are present, non-zero particle flux may flow into
the reservoirs. In particular, for a finite TB chain, higher potential sites will have
flux into the TB chain whereas the lower potential sites have flux into the reservoirs.
We now turn to the energy flux. We firstly compute the 〈Pˆ 〉 by inserting Eq.
(2.60). We let ` = 0, and it becomes
g〈(c¯†1 + c¯†−1)d0〉 =
Γ
pi
∫
d[Gr01(1) +G
r
0,−1(−1)]f()+
+ i
Γ
pi
∫
d
∑
m
[Gr1m()
∗Gr0m() +G
r
−1m()
∗Gr0m()]f(+mE). (2.63)
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The imaginary part of the first term can be evaluated as
∑
m
∫ 0
−∞
dJmJm−1
{
Γ
[+ (m− 1)E]2 + Γ2 +
Γ
[+mE]2 + Γ2
}
=
∑
m
JmJm−1χm,m−1,
(2.64)
and the imaginary part of the second term,
− 2Re
∑
m
∫ 0
−∞
JmJm−1
(+mE − iΓ)[+ (m− 1)E + iΓ] =
1
E2 + 4Γ2
∑
m
JmJm−1
[
Γ ln
m2E2 + Γ2
(m− 1)2E2 + Γ2 + Eχm,m−1
]
(2.65)
Then the sum of the two terms gives
gIm〈(c¯†1 + c¯†−1)d0〉 =
ΓE
pi(E2 + 4Γ2)
∑
m
JmJm−1
[
Γ ln
m2E2 + Γ2
(m− 1)2E2 + Γ2 + Eχm,m−1
]
= −JE.
(2.66)
Finally we have
〈Pˆ 〉 = −2gγIm〈(c¯†1 + c¯†−1)d0〉 = −JE. (2.67)
We then consider the total energy per reservoir 〈hbath,`. Its change rate is the
energy flux into the reservoir `,
d
dt
〈hbath,`〉 = i〈[Hsys, hbath,`]〉 = g
∑
α
∫
dω
2pi
[G<dα(ω)−G<αd(ω)] (2.68)
In the last step we have used the known result of
∑
α〈c†`αd` − d†`c`α〉 = 0 due to zero
particle flux.
With Dyson’s equation, we can obtain a very useful expression of the energy influx
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into each fermion reservoir. We start from Eq. 2.68,
d
dt
〈hbath〉 = g
∑
α
∫
dω
2pi
[G<dα(ω)−G<αd(ω)], (2.69)
with G<dα(t) = i〈c†0α(0)d0(t)〉 and G<αd(t) = i〈d†0(−t)c0α(0)〉. From Dyson equation,
one can prove that
G<dα(ω)−G<αd(ω) = −2piigδ(ω − α) {G<00(ω)− f(ω)[Ga00(ω)−Gr00(ω)]}
= 4pi2gδ(ω − α)Aloc(ω)[floc(ω)− fFD(ω)]. (2.70)
where the local spectrum function
Aloc(ω) = − 1
pi
ImGrloc(ω). (2.71)
Then we have
d
dt
〈hbath〉 = 2Γ
∫
dωωAloc(ω)[floc(ω)− fFD(ω)] (2.72)
Due to energy conservation we should have d〈hbath〉/dt = JE, therefore we obtain
the equation,
JE = 2Γ
∫
dωωAloc(ω)[floc(ω)− fFD(ω)]. (2.73)
This equation relates Joule heating with the local distribution function and equilib-
rium Fermi-Dirac distribution. The energy flux has a simple interpretation: at each
energy level, the flux is proportional to internal energy of electron gas measured from
equilibrium value, where the integrand is energy ω multiplied by particle number
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Aloc(ω)[floc(ω) − fFD(ω)]. On the other hand, this formula provides a direct way to
compute current out of local quantities. The argument of energy conservation gen-
eralizes to interacting model, so the formula can be conveniently utilized within the
DMFT formulation with a conserving approximation.
It seems paradoxical at the first glance that the total energy 〈Hsys〉 is non-
stationary. However, when we include another part of the hamiltonian of closed
system, the problem is satisfactorily resolved: that is the battery generating elec-
tric field as well as providing electric power. Considering a tight-binding chain with
length N , then the voltage bias is Vbattery = NE. On the other hand, the battery loses
electric charge Q with the rate Q˙ = −J , therefore d
dt
〈Hbattery〉 = Q˙Vbattery = −JNE
and the total energy Htot = Hsys +Hbattery is a constant in steady state.
So far we have proven the Coulomb-gauge formalism is self-consistent and produce
identical results as temporal-gauge calculations. The Coulomb-gauge dissipative lat-
tice model reproduces all crucial physical consequences of Boltzmann transport theory
and introduces no unphysical effects. The discussion above confirms the fermion baths
act as energy reservoirs and no net electron flux is flowing into the reservoirs. When
current flows through the main lattice, particle-hole excitations are created and play
the role of bosonic baths, despite the possible difference due to a different dispersion
relation and nonlinear effects of the bosonic statistics.
Finally, we are going to discuss effective temperature using Eq. (2.73) in different
cases.
2.4.3 Effective temperature and Kubo formula
In linear response regime E  Γ, effective temperature can be computed by fitting
local distribution function. On the other hand, we can evaluate effective temperature
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with the explicit expression of energy flux (2.73).
JE = 2Γ
∫
dωωAloc(ω)[floc(ω)− fFD(ω)]
In the case Aloc(ω) is smooth around ω = 0, we approximate the RHS of (2.58) with
Sommerfeld expansion, assuming floc(ω) has the form of Fermi-Dirac distribution and
bath Tb = 0:
JE =
2Γ
E
pi2
6
T 2effAloc(0), (2.74)
In linear response regime, the current J = σ0E is evaluated with Kubo formula(see
appendix A), giving
Teff =
√
3σ0
pi2ΓAloc(0)
E. (2.75)
In the case of one-dimensional tight-binding lattice, the conductivity and local spec-
trum function can be computed:
σ0 =
2γ2
piΓ
√
Γ2 + 4γ2
(2.76)
Aloc(0) =
1
N
∑
k
Γ/pi
4γ2 cos2 k + Γ2
= (pi
√
Γ2 + 4γ2)−1, (2.77)
The effective temperature is then calculated as
Teff =
√
6
pi2
γ
E
Γ
≈ 0.7796γE
Γ
, (2.78)
which justifies the result obtained from curve-fitting.
As we shall see in the following chapters, effective temperature is one of the central
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quantities for interpreting non-equilibrium physics, so it is worthwhile to discuss it
in some more cases. The first one is two-dimensional tight-binding lattice, where
Aloc(ω) has a van Hove singularity in ω ∼ 0. There are no analytic expressions of
conductivity σ0 and Aloc(ω) for two-dimensional tight-binding model. Using Kubo
formula, the conductivity is approximately σ2D0 ∼ 1/Γ for Γ  t. An approximate
formula is obtained for local spectrum function in Appendix A,
A2Dloc(ω) ≈
1
t
log
(
4
√
t
|ω|
)
, ω  t
∼ − 1
2t
log |ω|+O(ω) (2.79)
The integration of internal energy is then evaluated. Here we assume Teff is small so
that floc(ω) ≈ 1/[exp(ω/Teff) + 1],
σ2D0 E
2 = 4Γ
∫
dωω logω[floc(ω)− fFD(ω)]. (2.80)
Using approximated formula σ2D0 ∝ Γ−1, we obtain an equation of Teff:
(
E
Γ
)2
= −T 2eff(a+ b log Teff), (2.81)
where a, b are positive constants. Based the equation, we conclude that Teff approaches
zero when E/Γ → 0. Even though E/Γ  1 is assumed, it is still difficult to get a
closed formula of effective temperature and the function Teff
(
E
Γ
)
is expectedly com-
plicated. This calculation demonstrates how singularity of spectral function Aloc(ω)
can affect the functional form of Teff. It also suggests the rich behaviors of Teff for
different energy structures.
The second example is linear dispersion relation E = c|p|. In particular, for two-
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dimensional system this is the case of Dirac electron in graphene, with states below
zero energy (the lower half of Dirac cone) ignored. When µ is large enough, the lower
half of Dirac cone should be inactive and the following calculation is expected to
describe faithfully the effective temperature.
Using Kubo formula, we have
σ0 =
1
4pi2
+
µ
8piΓ
. (2.82)
The first term is the minimum conductivity and the second is the regular term pro-
portional to chemical potential µ. Note the linear conductivity of intrinsic graphene
is found to be ambiguous in literature[42]. When valley/spin degeneracy and electron-
hole symmetry are considered, the first term in (2.82) is nothing but the universal
quantum-limited conductivity σ0 = 2pi
2 = 4e2/pih, whose relevance is already justified
in experiments[43].
In the weak damping limit, the density of states is calculated as
A(µ) =
µ
2pic2
. (2.83)
Therefore, using Eq. (2.75) we can calculate the effective temperature
Teff = c
√
3Γ
2pi3µ
+
3
4pi2
(
E
Γ
)
. (2.84)
When µ is large, we have
Teff ≈ c
√
3
2pi
E
Γ
, (2.85)
which is similar to the one-dimensional case. However, a superficial singularity arises
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when µ → 0, giving infinite effective temperature. This is when the system is at
Dirac point, and DoS is zero. In this limit, we should compute the RHS of Eq. (2.73)
explicitly with the A(ω) ∝ ω,
1
4pi2
E2 =
∫
dωωA(ω)[floc(ω)− fFD(ω)]dω
=
2Γ
pic2
T 3eff
∫
dx
x2
ex + 1
, (2.86)
which gives Teff ∝ E 32 . Fully addressing this problem requires the introduction of
the full “Dirac-cone hamiltonian” for Dirac electrons. As we shall see in the last
chapter of the thesis, an external field drives electrons in the lower cone to tunnel to
the “upper cone”, creating current-carrying electrons and holes. The actual charge-
carrier density is thus always non-zero and effectively controlled by the external field.
The non-equilibrium dynamics of Dirac electrons is discussed in chapter 5, where the
physical picture is dramatically changed.
2.5 Conclusion
We have discussed the electronic transport in a tight-binding model connected to
fermion reservoirs in both temporal and Coulomb gauges. The time-dependent hamil-
tonian in Coulomb gauge can be exactly solved with scattering-state formalism, which
provides an intuitive interpretation as well as an instructive computational framework.
Moreover, Hershfield has suggested that non-equilibrium statistics can be naturally
expressed with scattering-state operators, which allows exploration towards interact-
ing theories.
In this work, we have shown that the fermion bath model provides the necessary
dissipative mechanism to establish non-equilibrium steady state and reproduce the
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key physics of Boltzmann transport theory. The external electric field drives electrons
to drift and form finite electric current in steady state. The linear response regime is
confirmed in the model. Beyond the linear response, the electric power is balanced
by the energy flux into reservoirs, and an effective non-equilibrium temperature is
maintained higher than the bath(or ambient) temperature. As a result, the effective
temperature depends strongly on electric field and damping parameter Γ, in the
form of Teff ∝ E/Γ, and approaches infinity for Γ = 0 as the short-circuit effect.
This result verifies a variety of numerical calculations in previous theoretical works
on isolated lattice models. Our finding demonstrates the importance of calculating
effective temperature as a result of non-equilibrium steady state, instead of inserting
it as an external parameter in Gibbsian distribution. In addition, a general relation
between energy flux and local quantities (2.58) is derived, which can be viewed as a
generalization of Meir-Wingreen formula[44].
The simple fermion bath model can be used as an ideal building block for con-
structing an interacting model. Based on this time-independent formalism, it would
be convenient to examine strong-correlation physics in field-driven dissipative lattice.
In particular, DMFT calculation can be readily implemented within Coulomb-gauge
hamiltonian. This would be the topic of the following chapters. We will see that dissi-
pation strongly interplays with interaction effect in non-equilibrium steady state, and
the thermal effect would be a key to understanding non-equilibrium phase transitions.
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Field-driven phase transition in
strongly correlated materials
As discussed in the introduction, the resistivity of some correlated materials change
sharply under strong electric field, which is termed as resistive switching (RS). The
change of resistivity can be up to 5 orders of magnitude and its threshold electric field
Eth ∼ 104−−6 V/m is within the experimentally accessible regime. The time scale of
the RS can be as short as 10µs. In addition, hysteresis and spatial inhomogeneities
are ubiquitously found in I −V characteristics during resistive switching. One of our
main goals in the thesis is to establish a microscopic theory of the RS phenomenon.
In this chapter, we will construct an interacting theory based on the driven-
dissipative lattice model to describe the correlated metal in non-equilibrium and is
driven to a metal-insulator transition by electric field. In particular, we will verify that
the thermal scenario of the resistive switching effect in the model. Recalling the equi-
librium phase diagram 1.2, we will concentrate on the metal-to-insulator transition
from a metallic state in low temperature to an insulating state in high temperature.
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Figure 1.2: Equilibrium phase diagram of V2O3. Left to the critical point, a regime
exists where system undergoes metal-to-insulator transition driven by the electric
field. (repeated from page 5)
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3.1 Dynamical Mean Field Theory
Dynamical mean field theory (DMFT) is one of the most powerful tools dealing with
strongly correlated lattice systems. It approximately maps the interacting lattice
model to an Anderson impurity model which is self-consistently determined in the
numerical procedure. We will review the procedure in the real-time Green’s function
formalism, and refer the reader to the literature for more details[45, 30].
3.1.1 Equilibirum DMFT
In Dynamical Mean Field Theory, we make the local approximation that self energy
Σij ∝ δij where i, j are site indices. The lattice model is then mapped to an Anderson
impurity model and is solved self-consistently. To be concrete, let us consider a d-
dimensional square Hubbard lattice
H =
∑
i,j
tijd
†
iσdjσ + U
∑
i
ni↑ni↓, (3.1)
with niσ = d
†
iσdiσ. Defining matrix hˆij = tij, the retarded Green’s functions can be
computed as
Grij(ω) =
(
ω − hˆ− ΣrU(ω)I+ i0+
)−1
ij
, (3.2)
where ΣrU(ω) is the self energy which is uniform at all lattice sites. The matrix-
inversion is the easiest in the momentum space where hˆ is diagonalized,
Grk(ω) = 1/
(
ω − k − ΣrU(ω) + i0+
)
, (3.3)
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with k being the dispersion relation, or the eigenvalues of hˆ indexed by Bloch mo-
mentum k ∈ F.B.Z. Note the momentum space is defined through Fourier Transform
dk =
∑
r exp(ik·r)dr/
√
N . Due to fluctuation-dissipation theorem, the lesser/greater
Green’s functions are computed as follows,
G<k (ω) = −2iImGrk(ω)fFD(ω),
G>k (ω) = −2iImGrk(ω)[1− fFD(ω)]. (3.4)
Then the Green’s functions with spatial indices can be obtained with inverse Fourier
Transforms. We do not know ΣrU(ω) before solving this model, so we have to imple-
ment the above procedure self-consistently. To complete the self-consistent procedure,
we consider an Anderson impurity model associated with the lattice model, where the
local site i = 0 is the impurity and other parts are regarded as the environment. Then
the non-interacting Green’s functions of electrons at the impurity, or the Weiss-field
Green’s functions, are defined by switching off interaction only at the local site,
Gr(ω)−1 = Gr00(ω)−1 + ΣrU(ω). (3.5)
We start the iterations with ΣrU(ω) = 0 and compute Weiss-field Green’s functions.
Then the new self energies are updated using the Weiss-field Green’s functions com-
bined with interaction term HU,loc = Un0↑n0↓[46]. The iterations are repeated un-
til convergence. Note that the equilibrium DMFT is usually done with Matsubara
Green’s functions, but we use real-time Green’s functions here to show its relation
with the non-equilibrium DMFT.
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3.1.2 Non-equilibrium Green’s functions
The DMFT method is generalized to non-equilibrium systems by directly considering
the real-time dynamics[30]. In general cases, the Green’s functions are Gr,≶(t, t′)
without time-translational invariance. Since fluctuation-dissipation theorem does no
hold in non-equilibrium, we need to write down Dyson’s equations separately for the
Green’s functions,
Gr =
(
Gr,0 −Σr)−1 ,
G≶ = (I+ GrΣr)G≶,0(I+ ΣaGa) + GrΣ≶Ga, (3.6)
where the matrix indices include both spatial and time indices. In the case of a general
time-dependent hamiltonian, it is necessary to solve for Gr,≶(t, t′) for all t, t′ self-
consistently. This formulation has been established and applied to different physical
systems[30]. In this thesis, we will concentrate on steady-state physics. As will be
shown below, in a convenient gauge (Coulomb gauge), all Green’s functions are time-
translationally invariant so that Gr,≶(t, t′) = Gr,≶(t− t′). Hence the Dyson equations
can be Fourier-transformed to frequency domain.
3.1.3 Time-independent hamiltonian in Coulomb gauge
We study a dissipative Hubbard model, which is the dissipative lattice mode with
Hubbard interaction term added for each site. The lattice is driven by a homogeneous
dc-external electric field and Coulomb gauge is chosen. In one dimension, the non-
interacting hamiltonian is a direct generalization of Eq. (2.20) with spin indices
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inserted, i.e.
H0 = −γ
∑
`
(d†`+1,σd`σ +H.c.)
+
∑
`ασ
αc
†
`ασc`ασ − g
∑
`ασ
(c†`ασd`σ +H.c.)
−
∑
`σ
`E
(
d†`σd`σ + c
†
`αc`α
)
, (3.7)
with d†`σ creating electrons in the tight-binding chain and c
†
`ασ creating those in the
fermion reservoirs. The difference between the above hamiltonian and Eq. (2.20) is
that spin σ =↑, ↓ is considered here. g is again the coupling of TB chain and the
fermion reservoirs, and a flat density of states (bandwidth is infinite) for reservoirs is
assumed. The solution of hamiltonian (3.7) is essentially identical to that of (2.20),
thus is consistent with Boltzmann transport theory. We define the damping parameter
Γ = pig2N(0) where N(0) is the constant DoS of the fermion reservoir. In the following
discussions, we will scale energies in units of TB bandwidth, which is W = 4γ = 1
for 1D and W = 12γ = 1 for 3D. After the Hubbard term HU is added in the model,
the full hamiltonian reads H = H0 +HU , where
HU = U
∑
`
(
d†↑d↑ −
1
2
)(
d†↓d↓ −
1
2
)
. (3.8)
We always assume particle-hole symmetry in this chapter.
3.1.4 Formulating the dynamical mean field theory
We will solve the interacting model with dynamical mean-field theory (DMFT). The
self energies contributed from many-body interaction are self-consistently computed
with a local approximation. Note that the total self energy is a sum of many-body
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term and reservoir term, e.g.
Σr(ω) = −iΓ + ΣrU(ω),
Σ<(ω) = 2iΓfFD(ω) + Σ
<
U(ω), (3.9)
where Fermi-Dirac function fFD(ω) = 1/[1 + exp(ω/Tb)]. Under the approximation
of DMFT, all self energies are local and identical besides energy shift due to the
potential slope. In other words, we have
Σr,≶``′ (ω) = Σ
r,≶(ω + `E)δ``′ (3.10)
This is a direct consequence of Eq. (2.39). We then describe the self-consistent loop
of DMFT.
First of all, we suppose that local self energies are already computed, then the full
Green’s functions can in principle be constructed for the whole lattice via Dyson’s
equation. In Coulomb gauge, the Green’s functions are all time-translationally in-
variant and can be Fourier-transformed to frequency domain, hence the convolutions
in time domain converts to direct multiplications. The interacting Green’s functions
are
Gr(ω)−1``′ = (ω + `E + iΓ + Σ
r
U(ω)) δ``′ + γδ〈``′〉
G<(ω) = Gr(ω)Σ<(ω)Ga(ω), (3.11)
with matrix indices being only lattice site indices. The local Green’s functions are
Gr,≶loc (ω) = G
r,≶(ω)0,0. Now we divide the lattice into two parts: the local site (` = 0)
and the “environment” consists of all sites with ` 6= 0. To implement the DMFT
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formulation, we get to the Anderson impurity model by integrating out the envi-
ronmental part of lattice and interpreting the local site as the impurity. Then the
effective action of local lattice site becomes:
S =
∫
dt′dtd†0(t
′)Gloc(t− t′)d0(t)− U∆n0↑∆n0↓, (3.12)
where ∆n0σ = n0σ − 1/2, and G is the Weiss-field Kadanoff-Baym Green’s function:
G =
Gt G<
G> G t˜
 , (3.13)
which are obtained by switching off the interaction only on the local site ` = 0. This
can be implemented by setting on-site self energies and applying Dyson’s equation
(3.11),
Gr(ω)−1``′ = Gr(ω)−1``′ + ΣrU(ω)δ`0δ`′0,
G≶loc(ω) = |Grloc(ω)|2
(
G≶loc(ω)
|Grloc(ω)|2
− Σ≶U,loc(ω)
)
(3.14)
To deal with the Anderson impurity model, we will iteratively use second order per-
turbation theory in U ,
Σ≶U(t) = U
2[G≶(t)]2G≷(t), (3.15)
which is shown diagrammatically in Fig. 3.2.
After local self energies are computed, we can subsequently find the complete self
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Figure 3.2: The second order 1-PI Feynman diagram in the particle-hole symmetric
Anderson impurity model. Solid lines are electrons and wiggled lines are photons.
The Hubbard interaction involves four electron-lines and have coupling constant U .
energy matrix by using the translation property (3.10),
Σr,≶U (ω)``′ = Σ
r,≶
U (ω + `E)δ``′ . (3.16)
Note that off-site self energies are zero due to the assumption of dynamical mean-field
theory. The self energies are then used to compute new Green’s functions with Dyson’s
equations (3.11). The procedure is repeated self-consistently until convergence.
After convergence is achieved, interesting physical quantities, such as local distri-
bution function and electric current are computed. In particular, the electric current
per spin can be measured as follows,
J =
i
2
〈d†1σd0σ − d†0σd1σ + d†0σd−1σ − d†−1σd0σ〉
= γRe
∫
dω
2pi
[G<01(ω)−G<0−1(ω)]
= −γ2Re
∫
dω
2pi
{G<loc(ω)[F a+(ω + E)− F a−(ω − E)]−
−Grloc(ω)[F<+ (ω + E)− F<− (ω − E)]}. (3.17)
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3.1.5 Recursion relations
One of the key steps in DMFT calculation is to find retarded Green’s functions by
inverting a large matrix in Eq. (3.11). One option to implement this step is to
truncate the infinite lattice to finite chain ` = −N,−N + 1, . . . , N , and actually
invert the truncated matrix. Here we introduce an efficient method via a couple of
recursion relations. We firstly divide the chain to three parts: the central local site
` = 0, the left semi-infinite chain with ` < 0 and the right semi-infinite chain ` > 0.
Suppose we isolate the right semi-infinite chain, it has a property of self-similarity,
that the chain is almost the same besides all on-site energies shifted by E if the left-
end site is deleted. Consequently the local retarded Green’s function at its left-end
site F r+(ω) should satisfy
F r+(ω) = ω − Σr(ω)− γ2F r+(ω + E). (3.18)
Note that integrating out the rest of the semi-infinite chain (without the left-end site)
results in the hybridization function γ2F r+(ω + E) which is essentially the retarded
Green’s function itself shifted by E due to potential slope. The same argument can
be applied to lesser/greater Green’s functions, and we have
F≶+ (ω) = |F r+(ω)|2[Σ≶(ω) + γ2F≶+ (ω + E)]. (3.19)
Similar results are obtained for left semi-infinite chain
F r−(ω) = ω − Σr(ω)− γ2F r−(ω − E) (3.20)
F≶− (ω) = |F r−(ω)|2[Σ≶(ω) + γ2F≶− (ω − E)]. (3.21)
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The local site ` = 0 connects to both right/left semi-infinite chains. An electron at the
local site couples to the right/left semi-infinite chains through hopping γ. In terms
of Feynman diagrams, the electron may hop to each of the semi-infinite chains and
then hop back to the local site, leading to a self energy term proportional to γ2F±.
The on-site Green’s functions for ` = 0 then obey the following Dyson’s equations:
Grloc(ω)
−1 = ω − Σr(ω)− γ2F rtot(ω) (3.22)
G<loc(ω) = |Grloc(ω)|2[Σ<(ω) + γ2F<tot(ω)], (3.23)
where γ2F r,≶tot are “self energies” due to hybridizing with both left/right semi-infinite
chains, F r,≶tot (ω) = F
r,≶
+ (ω+E) +F
r,≶
− (ω−E). Then the Weiss-field Green’s functions
are obtained straightforwardly.
The advantage of recursion relations is clear. The F r,≶± ’s are very efficient to
evaluate, and the computed Green’s functions are intrinsically of an infinite lattice
and free of truncation errors due to finite length.
3.1.6 Higher dimensions
So far we have been discussing one-dimensional case. Now we generalize the method
to higher dimensions. Consider a lattice model of 2 or more dimensions. Suppose
the electric field is applied in one of the principal axes, say E = Exˆ. Then in the
directions perpendicular to xˆ, the hamiltonian is translationally invariant, thus can
be diagonalized in momentum space. Then the hamiltonian becomes independent
one-dimensional pieces of different transverse momenta k⊥, and each of which can
be solved separately via the method used in the 1-d case. The range of transverse
momenta is just the d− 1 dimensional Brillouin zone.
In particular, the hypercubic TB lattice results in dispersion relation k⊥ =
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−2γ∑i cos(k⊥,i), where k⊥,i’s are components in the perpendicular directions. Each
transverse mode of k⊥ is nothing but a one-dimensional tight-binding model with
k⊥ added to the on-site energy. After solving the 1-d model, we obtain the Green’s
functions Gr,≶k⊥ (ω), and the full local Green’s functions can be computed by summing
over transverse momenta,
Gr,≶loc (ω) =
∫
BZ
dd−1k⊥
(2pi)d−1
Gr,≶k⊥ (ω) =
∫
d⊥Dd−1(⊥)Gr,≶(⊥, ω), (3.24)
where Dd−1(⊥) is the d − 1 dimensional density of states. The Weiss-field Green’s
functions can then be calculated and the DMFT self-consistent procedure is continued
until convergence.
3.2 Linear response regime
First of all, we discuss the linear response regime of the interacting model. Kubo
formula can be used to compute the dc-conductivity under zero electric-field. In zero-
field limit, the one-electron hamiltonian is translationally invariant and diagonalized
in momentum space. Then Kubo formula reads,
σdc = lim
ω→0
∑
k
∫
dνρk(ν)ρk(ν + ω)
fFD(ν)− fFD(ν + ω)
ω
=
∑
k
∫
dν[ρk(ν)]
2δ(ν), (3.25)
where ρk(ν) is the spectral function of momentum k. Within the approximation of
DMFT, the self energy ΣrU(ω) is local and spatially uniform, thus it has no dependence
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of k in momentum space. As a result, the spectral function can be written as
ρk(ν) = − 1
pi
Im
(
1
ν − k + iΓ− ΣrU(ν)
)
(3.26)
According to Eq. (3.25), the dc-conductivity only depends on spectral function
at zero energy ρ(0). And the interaction self energy ΣrU(ν)→ 0 when ν → 0, T → 0.
Consequently, the dc-conductivity has no dependence on electronic interaction[47]. In
recent theoretical calculations, the linear response regime independent of interaction
is not addressed[48, 49, 50]. Fig. 3.3 confirms the linear response theory. As the figure
shows, the slope of J −E curve at E = 0 is independent of interaction parameter U ,
in both (a) one and (b) three dimensions. Interestingly, the linear behaviour deviates
at the field Elin ≈ 0.003 in Fig. 3.3(a). This field is orders of magnitude smaller
than the renormalized quasi-particle (QP) bandwidth W ∗ = zW ≈ 0.5, where the
equilibrium renormalization factor z = 1/[1− Re∂ΣrU(ω)/∂ω]−1ω=E=Tb=0.
As the electric field increases, the current-field curve shows features reflecting
the physics of tunneling between neighboring sites. At E = U/2, a peak in current
appears due to overlap between in-gap QP states (Abrikosov-Suhl resonance) and
upper/lower Hubbard bands at neighboring sites. And when E = U , current reaches
a second peak since Hubbards at neighboring sites overlap[51, 52].
To theoretically understand why electric current deviates from linear behavior at
very small fields, we need to go beyond the limit of ΣrU(0) = 0, and at least include
the next-order contributions in E to the self energy. To obtain an approximated
expression, we note that Joule heating raises the effective temperature of the system
very quickly, according to the formula (2.51)
Teff =
√
6
pi
γ
E
Γ
.
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Figure 3.3: Electric current J versus electric field E. (a) one-dimensional chain with
damping Γ = 0.0625W and fermion bath temperature Tb = 0.00125W . The 1D TB
bandwidth is W = 4γ. The linear conductivity in the zero-field limit is the same for
non-interacting (U = 0) and interacting U = 1.5W models. Current deviates from
linear behavior under higher electric fields, showing peaks at E = U/2 and E = U .
(b) three-dimensional TB lattice with Γ = 0.0083W and Tb = 0.00042W . The 3D
TB bandwidth is W = 12γ. The main features are the same for 1D and 3D results.
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Figure 3.4: (a) Scattering rate due to electronic interaction versus (E/Γ)2. Different
colors correspond to different damping Γ = 0.0125, ..., 0.06 with the interval of 0.0025.
Data points are calculated in 1D chain, collapsing to the same straight lines for
U = 1 and 1.5 for small fields. The dashed lines are predicted with Eq. (3.27). (b)
Comparison of the current with the approximated results from Drude formula. The
total scattering rate τ−1tot = Γ + τ
−1
U is used.
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With this thermal effect considered, the non-equilibrium self energy ΣrU(0) should be
approximately expressed as the equilibrium expression with a raised effective temper-
ature (2.51)[53]. Hence in the weak field limit, we obtain the formula of scattering
time τU for electronic interaction, which is nothing but the imaginary part of inter-
action self energy,
τ−1U = −ImΣrU(ω) ≈
pi2
2
A0(0)
3U2T 2eff, (3.27)
where A0(0) =
(
pi
√
Γ2 + 4γ2
)−1
is the density of states at ω = 0 in non-interacting
model. This theory is tested against numerical data in Fig. 3.4. The dashed line is
predicted by Eq. (3.27) and fits numerical data quantitatively well.
The discussion above shows the linear response regime is dominated by the Joule
heating. In addition, the effective temperature Teff of the interacting system is given
by the non-interacting formula (2.51) in linear response regime. However, as we
shall see below, the Teff will strongly deviate from the simple E/Γ behavior beyond
the linear response limit, especially in the case τ−1U dominates Γ. And its actual
functional form has profound effect on the properties of the system.
We now relate the scattering rate τ−1U to the J − E curve by using the Drude
formula,
σdc(E) =
τtot
τΓ
σ0,dc =
Γ
Γ + τ−1U
σ0,dc, (3.28)
where σ0,dc = 2γ
2/(piΓ
√
Γ2 + 4γ2) is the zero-field conductivity. As shown in Fig.
3.4, the prediction of the Drude formula qualitatively agrees with the numerical data
over a wide range. Furthermore, we can use the formula of self energy Eq. (3.27) and
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obtain an approximate expression for the current,
J =
σ0,dcE
1 + E2/E2lin
. (3.29)
The departure from linear behavior happens when E ∼ Elin = (8pi2/3)1/2γ1/2Γ3/2/U .
This condition is satisfied when τ−1U ∼ Γ. This formula is valid over a wide range of
U , and only fails at U ∼ 0 where Bloch oscillation is responsible for the deviation as
well as the metal-insulator-transition regime where U/γ is extremely large. Note that
the exact form of Elin depends on the type of dissipative mechanism. For instance,
impurity scattering happens in a more realistic model and becomes dominant in weak-
field limit. We will in that case have Elin ∼ τ−1impΓ/U .
Although studies typically show negative-differential-resistance (NDR) in a lattice
model, they are usually due to Bloch oscillation[41, 36], as shown in the dashed line
of Fig. 3.3. However, the NDR occurs in our dissipative Hubbard model is due to
strong electronic scattering enhanced by effective temperature.
3.3 Metal-insulator transition and thermal scenario
Now we examine the parameter regime where Γ is small and U is large. Due to strong
scattering and weak dissipation, the non-equilibrium effects become more dramatic.
In this situation, the effective temperature rises sharply due to a small Γ. And
with a narrow renormalized bandwidth, the system deviates immediately from linear
behavior to avoid overheating. This results in a very narrow linear response regime
or very small Elin.
Moreover, if the system is close to a quantum phase transition in equilibrium, this
dramatic behavior may result in a non-equilibrium phase transition. In this section,
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we will discuss the electric-field-driven metal-insulator transition. We will see that
in a region of U and E, non-equilibrium DMFT calculation finds both metallic and
insulating solution, revealing the existence of a first-order transition.
In Fig. 3.5(a), the system is a correlated metal in the vicinity of equilibrium Mott
insulator transition with U = 1.225. We then increase electric field and compute the
self-consistent solution with DMFT. The solution at a certain electric field would be
used as the “initial guess” of the next E-field calculations. As demonstrated above,
the NDR behavior of J − E relation follows the very narrow linear response regime,
with Elin ∼ 10−4. A metal-to-insulator transition, or resistive switching, occurs at
EMIT ∼ 0.004, where the current suddenly drops to nearly zero. From the opposite
direction, if we start from the strong-field insulating phase and gradually decrease
E, the system abruptly transits to metallic state at a different critical field EIMT.
In general the insulator-to-metal transition (IMT) happens at different electric fields
from the metal-to-insulator transition (MIT), i.e. EMIT 6= EIMT. The bistability of
metallic/insulating solutions suggests a first-order non-equilibrium phase transition.
Experiments have observed such strong non-linear J−E behaviors in transition metal
oxides, particularly in V2O3[1] and NiO[16].
In Fig. 3.5(b) we plotted the spectral functions in different electric fields. As
shown in the plot, the spectral function gradually changes from E = 0.0 to E =
0.0017. The in-gap quasiparticle is nearly unaffected by non-equilibrium effect within
this range. With increasing electric field, the renormalized bandwidth W ∗ is un-
changed. However, an insulating gap suddenly opens as the metal-to-insulator tran-
sition occurs. The abrupt disappearance of QP peak verifies that a non-equilibrium
Mott transition has happened due to external electric field, as suggested by the sud-
den drop of current in Fig. 3.5. On the other hand, the local distribution function
floc(ω) = −12ImG<(ω)/ImGr(ω) evolves from low-temperature F-D distribution to a
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Figure 3.5: (a) Electric-field-driven metal-to-insulator transition (MIT). The equilib-
rium system is in the vicinity of a Mott insulator at U = 1.225,Γ = 0.00167 and
Tb = 0.0025 in a 3D cubic lattice with the electric field applied in x-direction. The
system undergoes electric-field-driven MIT at an electric field that is orders of mag-
nitude smaller than bare energy scales. Depending on whether the electric field is
increased or decreased, different critical fields are obtained for MIT and IMT, show-
ing phase coexistence inside the hysteresis loop. (b) Evolution of spectral function
and distribution function under electric fields, with an increasing electric field. The
quasiparticle (QP) spectral weight sharply disappears at the MIT, forming an in-
sulating gap. The non-equilibrium distribution function indicates that the system
becomes hot due to Joule heating before MIT and drops back to a cold state after
the transition.
68
Jiajun Li Metal-insulator transition and thermal scenario
distribution with higher Teff before resistive switching happens. After the transition,
the system becomes insulating and the current is reduced by orders of magnitude.
The termination of Joule heating causes the distribution function to come back to
low-temperature shape. Note that although the system is cold after RS, a small
residual current is flowing through it and self-consistently generating Joule heating
to support the coexistence of metallic/insulating solutions. This can be seen in Fig.
3.6(b), as the Teff in non-equilibrium coexistence regime should be mapped to the
lower temperature boundary of the mixed phase in equilibrium phase diagram.
Note the hierarchy of energy scale,
Elin  EMIT  W ∗, (3.30)
which is remarkably different from quantum dot transport. We emphasize that dis-
sipation happens at every lattice site in our model, resulting in a balance between
electric power and dissipation into reservoirs. This differs from the case of quantum
dot where dissipation only happens inside the electrodes and the threshold field is
about the order of magnitude of QP energy scale[54, 55].
The critical field EMIT ≈ 0.004 at U = 1.225 is converted to EMIT = 107−108 V/m
with U = 1 − 10 eV. In the next section, we derive a scaling law that EMIT ∝
√
Γ.
Therefore to reach the experimental critical fields, a Γ ∼ 10−3 meV is required. So far
the driven-dissipative Hubbard model satisfactorily captures the qualitative features
of resistive switching phenomenon. A better modeling of the dissipative mechanism
would be required for more quantitative calculations.
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3.4 Non-equilibrium phase diagram
Fig. 3.6 shows the non-equilibrium phase diagram against the equilibrium case. Note
that effective temperature is measured by fitting the distribution function with Fermi-
Dirac distribution for data satisfying floc(ω) − 0.5| < 0.25. It is seen that the non-
equilibrium phase diagram looks like a reflection of that of equilibrium. Fig. 3.6(c)
shows effective temperature increases with increasing electric field, which is consistent
with our observation in distribution function floc(ω). This clearly shows that Joule
heating and the resulted Teff is the key concepts to understand electric-field-driven
resistive switching. In addition, the seemingly counterintuitive upturn of the upper
critical E-field (EMIT as black curve in Fig. 3.6(a)) with increasing U can be explained
with different behaviors of effective temperature.
3.4.1 Effective temperature in interacting model
We now discuss the effective temperature in interacting system, and use it to explain
the non-equilibrium phase diagram (3.6).
First of all, we recite the equation (2.73)
JE = 2Γ
∫
dωωAloc(ω)[floc(ω)− fFD(ω)],
which also holds in interacting case. Suppose W ∗ > Teff  Tb when U < Ucross, the
Sommerfeld expansion gives
JE =
pi2
3
ΓA(0)T 2eff, (3.31)
which agrees with the phenomenological equation suggested by other groups[56].
Physically, it tells that electric power in LHS of the equation, is balanced by en-
70
Jiajun Li Non-equilibrium phase diagram
0
0.002
0.004
0.006
El
ec
tri
c 
fie
ld
, E
0.005
0.01
0.015
1 1.1 1.2 1.3 1.4 1.5
Te
m
pe
ra
tu
re
, T
b
U/W
effective temperature
1 1.1 1.2 1.3 1.4 1.5
U/W
0.005
0.01
0.015
0
1
2
-0.04 -0.02 0 0.02 0.04
ω/W
U = 1.38
E = 0.0023
A(ω)
floc(ω)
T = 0.0025b T , increasing Eeff(a)
(b)
(c)
(d)
E = 0.0
metal
coexistence
 region
insulator
metal insulator
metal
ins.
Figure 3.6: Phase diagram of the metal-to-insulator transitions in (a) non-equilibrium
driven by electric field and (b) equilibrium driven by the bath temperature Tb. Cal-
culations are done on a 3D cubic lattice, and Γ = 0.00167. (c) Effective temper-
ature map with increasing E (MIT). The white dashed line is the phase boundary
of IMT with a decreasing field. The black dashed line is the crossover line of dif-
ferent behaviors of Teff. (d) Spectral and distribution functions for strong U beyond
the crossover line. Quasiparticle states are disconnected from incoherent spectra and
the bandwidth becomes extremely narrow. The distribution function shows strongly
non-thermal properties.
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ergy flux in the RHS. And the energy flux is proportional to T 2eff as the internal
energy of degenerate electron gas is generally proportional to T 2.
Away from linear response regime, the scattering rate τ−1U due to electronic in-
teraction dominates that of fermion dissipation Γ, or τ−1U  Γ, then from Drude
formula,
J ∝ γτUE, (3.32)
hence we obtain
E2
Γ
= C
T 2eff
τUW 2
. (3.33)
Note that this equation only holds when Teff . W ∗ so that Sommerfeld expansion
is valid. As Eq. (3.27) suggests, the scattering time should approximately be a
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function of Teff, i.e. τU = τU(Teff). This would be an intuitive consequence if the
thermal mechanism is actually responsible for the MIT. To make the approximation
more convincing, we note the external field E has been quite small compared with
bandwidth W in our all discussions. Moreover, the spectral weight at ω = 0 really
does not change much before MIT as in Fig. 3.5, hence the major non-equilibrium
effect should be attributed to floc(ω). Then we conclude that Teff should only depend
on W and E2/Γ,
Teff = Θ
(
E2
Γ
)
, (3.34)
where Θ is an unknown function depending on the functional form of τU(Teff). As
MIT happens, the Teff should match the equilibrium transition temperature TMIT,
therefore EMIT/Γ
2 = Θ−1(TMIT) leads to EMIT ∝
√
Γ. We will discuss later the
possible specific forms of Θ, but Eq. (3.34) suffices to reach the conclusion that
EMIT ∝
√
Γ, as verified in Fig. 3.7. This provides further supports for our conclusion
of Joule heating inducing the non-equilibrium transition.
We now derive the explicit form of Teff in two cases: Teff . W ∗ and Teff  W ∗.
When Teff is less than W
∗, the Eq. 3.33 holds, and we can insert the approximate
τ−1U = pi
3A0(0)
3U2T 2eff/2 as in Eq. 3.27. We arrive at the scaling relation,
E2 ∝ ΓU2T 4eff/W 5, or Teff ∝
(
E2
U2Γ
) 1
4
. (3.35)
In this limit, effective temperature scales as
√
E while electric field is increased.
System will become hot and then undergo the metal-to-insulator transition upon
Teff ∼ TMIT. But in a different limit where Teff  W ∗, the narrow QP peak in
spectral function does not allow Sommerfeld expansion, therefore the integrand in
73
Jiajun Li Conclusion
the RHS of Eq. (2.73) is effectively non-zero only within half-QP-bandwidth ±W ∗/2.
Then we obtain that,
JE ∝ ΓW
∗2
W
, and τ−1U ∝
U2W ∗2
W 3
. (3.36)
Now Teff drops out in these equations, so that the effective temperature becomes
insensitive to E-field.
With these cases in mind, we then examine the features of the non-equilibrium
phase diagram. From Fig. 3.6(c) we see that the upturn of EMIT(U) curve occurs
around the crossover line of different Teff behaviors at Ucross/W ≈ 1.32. For U < Ucross,
the QP bandwidth W ∗ is greater than Teff and we have the scaling relation Teff ∝√
E/U . In this regime effective temperature is quickly raised by electric field until
MIT occurs. But for U > Ucross, the QP bandwidth becomes very narrow and we have
W ∗ . Teff. The effective temperature is controlled by the bandwidth W ∗ and depends
very weakly on E-field. As shown in Fig. 3.6(d), the distribution function in this
regime shows strong non-thermal behavior controlled by the narrow QP bandwidth.
The weak dependence of Teff on E leads to higher critical electric field and results in
the maximum around U ∼ Ucross in the EMIT(U) curve.
3.5 Conclusion
We have conducted calculations on dc-electric-field-driven dissipative Hubbard model
to study the resistive switching phenomenon in non-equilibrium state. Our theoret-
ical calculations successfully access both linear response regime and the strong-field
limit. In particular, we find the effective temperature being the critical quantity for
understanding the deviation from linear behavior as well as the field-driven metal-to-
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insulator transition. The Elin and EMIT are controlled by the damping Γ rather than
renormalized bandwidth. The result indicates the RS is triggered by thermal effect
due to Joule heating. Coexistence of non-equilibrium metallic/insulating solutions is
revealed by the DMFT calculations. Our simple model is applicable in NiO[16] and
V2O3[20, 57], where the material undergoes MIT as temperature increases. Phases
with long range order, such as antiferromagnetism, are not considered by far, and will
be considered in the next chapter. In addition, generalizations to cluster DMFT and
multi-band models could address the resistive switching in more complex materials
such as VO2.
Although the calculations are done on uniform lattice and only homogeneous solu-
tions are computed, the coexistence of metallic/insulating solutions implies possible
segregation of different phases in the lattice. The thermodynamic state would be
complex and permits inhomogeneous temperature distribution. For electric field in
the coexistence regime, or EIMT < E < EMIT, we can imagine that filamentary metal-
lic phase forms out of an insulator and orients in the direction of field, which is widely
observed in experiments.
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Microscopic Theory of Resistive
Switching: Filament Formation
4.1 Filament formation in Resistive Switching
In last chapter, resistive switching is examined in a uniform lattice model. The
model reproduces many realistic features of the RS and convincingly justifies the
thermal scenario, but fails to capture a key observation: filament formation in real
systems. In fact, it is widely observed in many systems that a conductive filament
forms when a strong voltage bias provokes the RS. This phenomenon is found in
ordered insulators such as VO2 (with dimerized vanadium pairs) and V2O3 (with
antiferromagnetism)[19, 18, 58]. In addition, the dynamics of the conductive filament
has been interpreted as electrical instabilities related to the peculiar S-shaped I − V
relation.
In this chapter, we will explain and reproduce the main features of the RS as dis-
cussed above, with a generic microscopic model. This quantum mechanical modeling
is based on the dissipative lattice model we discussed in previous chapters, and in-
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Figure 1.4: Current and temperature of the VO2 sample under external voltage bias.
Negative differential resistance is shown in panel (a), while the formation of a con-
ductive filament is observed in the mean time, as shown in the insets of (b). Non-
equilibrium temperature is plotted against sample voltage, showing strong evidence
of thermal scenario. (repeated from page 8)
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ternally includes broken symmetry, energy dissipation, strong correlation physics and
spatial inhomogeneities. Non-equilibrium phase transition and phase segregation nat-
urally emerges in our calculations. We will systematically explain the phenomenology
observed in Fig. 1.4 and relate it to the microscopic calculations. Our results will
provide crucial information about the underlying mechanism of the RS and show how
thermal and electronic scenarios are connected.
4.1.1 Microscopic model of a finite sample
To consider spatial inhomogeneities in the RS, we need to do calculations on a finite-
size lattice model. We consider a two-dimensional dissipative Hubbard lattice of
length L, which is placed between two metallic electrodes. The sample is connected
to an external resistor R and a dc-voltage generator Vt. The voltage across the sample
is then Vs = Vt − IR, where I is total current through the sample. A homogeneous
dc-electric field E = Vs/L is established across the Hubbard lattice, pointing from
one lead to the other. We introduce the fermion reservoirs connected to each lattice
site, providing dissipative mechanism in the bulk. As we shall see soon, the bulk
dissipation and external resistor are key ingredients to model RS, but are usually
ignored in previous theoretical studies. The external resistor is critical to reveal the
negative differential resistance (NDR) regime, and the dissipation is necessary to
maintain a finite effective temperature and prevent the sample from overheating.
As we discussed in previous chapters, the hamiltonian is now divided into three
parts,
H = Hlat +Hbath+leads +HE, (4.1)
where the three terms on the RHS are correspondingly for the Hubbard lattice, the
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fermion reservoirs plus electrodes and the potential slope due to dc-electric field.
Note that Coulomb gauge is again chosen for expressing electric field. Specifically,
the lattice part reads,
Hlat = −γ
∑
〈rr′〉σ
(d†rσdr′σ +H.c.) +
∑
rσ
∆rd
†
rσdrσ + U
∑
r
∆nr↑∆nr↓, (4.2)
where d†rσ creates a fermion with spin σ =↑, ↓ in the orbital at site r, and ∆nrσ =
d†rσdrσ − 1/2. The overlap between electron orbitals at neighboring sites is γ, and
only nearest-neighbor hopping is considered. U is the strength of onsite Coulomb
interaction. In realistic samples exists impurities, defects and grain boundaries, and
they are modeled as site-dependent energy levels ∆r in the hamiltonian.
As our usual strategy, the dissipative mechanism is provided by fermion reservoirs
coupled to every lattice site. They are used to model the environment of the sample,
including acoustic phonons. In addition, two non-interacting leads are connected at
the boundaries of the sample in addition to above-mentioned reservoirs to provide
voltage bias. All of the fermion reservoirs, including the two leads, are maintained
in equilibrium with temperature Tbath. In this chapter, Tbath is set to zero unless
otherwise stated. This part of hamiltonian is written as follows:
Hbath+leads =
∑
rασ
αc
†
rασcrασ −
∑
rασ
gr(d
†
rσcrασ +H.c), (4.3)
where c†rασ creates a fermion in the orbital of the reservoir at r, and α is the continuum
index of orbitals in each reservoir. gr is the local coupling to the reservoir. The
reservoirs include the two leads at boundaries. We will again consider infinite flat
band for reservoirs, so that damping parameter Γr = pi|gr|2
∑
α δ(ω − α) is defined
to describe the strength of local electron relaxation. We have set Γleads = 1.0 for
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electrodes and Γ = 0.01 for bulk dissipation. We emphasize that the RS is a bulk non-
equilibrium effect. Without bulk dissipation, the local effective temperature would
be unrealistically high except for lattice sites very close to the leads.
At last is the hamiltonian for dc-field. we align the leads as well as the electric
field along the y-direction, and define electrostatic scalar potential φ(r) = −yE,
HE =
∑
rσ
φ(r)
(
d†rσdrσ +
∑
α
c†rασcrασ
)
(4.4)
To study the strong correlation physics in inhomogeneous non-equilibrium steady
state, we employ the Hartree-Fock (HF) approximation, that is to introduce mean
field 〈∆nrσ〉 in the Hubbard term and solve for the solution self-consistently. It is
well-known that HF approximation predicts a continuous phase transition from a low-
temperature/large-U anriferromagnetic insulator (AFI) to a high-temperature/small-
U paramagnetic metal (PM). The order parameter is a staggered local field ∆r defined
by (−1)nx+ny∆r = U〈nr↑ − nr↓〉/2. It is generally inhomogeneous in finite sample
calculations.
To solve the model self-consistently, we firstly assume the mean-field 〈∆nrσ〉 is
already calculated and the associated electric current is I. We then conclude that
the electric field E = Vs/L = (Vt − IR)/L and write down the Dyson equations for
non-equilibrium Green’s functions in steady state,
Grσ(ω)
−1
rr′ = [ω −∆r − φ(r)− U〈∆nr,−σ〉 + iΓr]δrr′ + γδ〈rr′〉,
G<rr,σ(ω) =
∑
s
|Grrs,σ(ω)|2Σ<r (ω), (4.5)
where the summation is over all lattice sites s. The lesser self energy Σ<r (ω) =
2iΓrfFD(ω − µr), where µr = φ(r) is the local chemical potential. Using the lesser
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Green’s functions, the local mean field can be evaluated as
〈∆nrσ〉 = 〈∆d†rσdrσ〉 −
1
2
= −iG<rr,σ(t, t)−
1
2
, (4.6)
and the electric current distribution per spin
Ir,eˆ = iγ
∑
σ
〈d†r+eˆσdrσ −H.c.〉 = 2ReG<r+eˆ,rσ(t, t), (4.7)
for two neighboring sites r and r+e. The total current I is then obtained by summing
over Irr′σ on any cross section of the sample and both spin orientations. With the
newly calculated mean-field and current I, we can then update the sample voltage
VS and repeat the procedure above until convergence is reached.
4.1.2 Current leak in finite sample calculation
In Chap. 2, we proved that current leak is exactly zero in a homogeneous infinite
lattice. However in finite sample calculation, especially with disorder, there is no
guarantee that current leak would be locally zero everywhere. Instead, one can derive
the current leak,
Ileak,σr = −
∑
ασ
gr(〈d†rσcrασ〉 − H.c.) = 2Γr
∫
ω Aσr(ω)[fσr(ω)− f0(ω − µr)], (4.8)
with the local density of states Aσr(ω) = −pi−1Im Grrrσ(ω) and the local nonequilib-
rium distribution function fσr(ω) = G
<
rrσ(ω)/(2piAσr(ω)).
To prevent current leak in the finite sample case, we adjust the local chemical
potential In each HF iteration to satisfy the zero-leak condition, Ileak,σr = 0. Practi-
cally we find that current leak is always very small (up to 2% to 3% of local current
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density).
4.2 Landau-Zener tunneling versus thermal effect
4.2.1 Recursion relation in the presence of long range order
We firstly discuss the underlying mechanism that brings the system to an RS with
external field and bulk dissipation. In a purely thermal scenario, it may be conjectured
that non-equilibrium effect will only enter the picture as raised Teff(E). However, it
turns out to be more subtle than a direct modification of temperature. As observed in
experiments, the RS is strongly discontinuous and has a clear hysteretic I −V curve,
whereas mean-field theory predicts a continuous temperature-controlled transition.
To resolve this puzzle, we start with examining resistive switching in infinite uniform
lattice, where L → ∞ and ∆r = 0. In this case, a set of recursion relations similar
to Eq. (3.21) can be derived. These formulations are crucial to efficiently compute
Green’s functions.
Firstly, we consider the case that the sample is cut along the (10) lattice orienta-
tion, and the electric field as well as y-axis is along (10) direction. With staggered field
∆r = (−1)nx+ny∆, the TB lattice decomposes into sublattices A and B, according to
whether nx + ny is even or odd. In the case of E = 0, the one-electron hamiltonian
can be transformed to momentum space separately for A-sites and B-sites,
hTB.σ =
∆σ k
k −∆σ
 , (4.9)
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where spin-dependent
∆σ =

∆, σ =↑
−∆, σ =↓
, (4.10)
and the range of k is the reduced First Brillouin zone [−pi/2a, pi/2a]× [−pi/2a, pi/2a]
because translational invariance holds only for period 2a now. The single-band en-
ergy k = −2γ
∑
ki=x,y
cos(2kia). Then the energy spectrum is solved to be ±,k =
±√2k + ∆2.
Now with finite E > 0, the hamiltonian has similar translational invariance with
period 2a in the direction perpendicular to E = Eeˆy, i.e. x-direction. Therefore the
hamiltonian is divided into rows of different ny, each of whom is a one-dimensional
lattice consists of alternating A/B sites. We can Fourier-transform the hamiltonian
in x-direction for all ny,
HTB(kx, σ) =
∑
ny
dAnykxσ
dBnykxσ

†(−1)ny∆σ kx
kx (−1)ny+1∆σ

dAnykxσ
dBnykxσ
+
+ γ
∑
ny
(
d†AnykxσdBny−1kxσ + d
†
Bnykxσ
dAny−1kxσ +H.c.
)
, (4.11)
with dsnykxσ annihilating the fermion of spin σ in s-lattice with x-momentum kx and
row-index ny. s can be either A or B. Note that inter-row coupling is only between
sites of different sublattices.
Other parts of the total hamiltonian, including those of coupling with fermion
reservoirs, are all local products of operators, and in momentum representation they
simply become products of the same kx and σ. In summary, we now have independent
pieces of one-dimensional hamiltonian with fixed kx. They are separately connected
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to fermion reservoirs,
Hbath(kx, σ) = −g
∑
snyα
(c†snykxαdsnykx +H.c.) +
∑
snyα
αc
†
snykxα
csnykxα (4.12)
and have potential slope terms,
HE(kx, σ) = −
∑
ny
yE
(
d†snykxdsnykx +
∑
α
c†snykxαdsnykxα
)
. (4.13)
We can then generalize the recursion relations defined in Eq. (3.21) to the case
with antiferromagnetic order. A key difference in this case is that all of the Green’s
functions and self energies should have four components, and should be written as
matrix
Gnykxσ =
Gnykxσ,AA Gnykxσ,AB
Gnykxσ,BA Gnykxσ,BB

Σnykxσ =
Σnykxσ,AA Σnykxσ,AB
Σnykxσ,BA Σnykxσ,BB
 . (4.14)
And to account for the fact that electrons only hop between sites in opposite sublat-
tice, we define
Tˆ =
0 1
1 0
 , and (4.15)
A˜ = TˆATˆ . (4.16)
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We also define the single-particle hamiltonian,
h(kx, σ) =
∆σ kx
kx −∆σ
 . (4.17)
Now we can write down the recursion relations,
Fr±,kxσ(ω)
−1 = ω − h(kx, σ)−Σr(ω)− γ2F˜r±,kxσ(ω ± E) (4.18)
F≶±,kxσ(ω) = F
r
−(ω)[Σ
≶(ω) + γ2F˜≶−(ω − E)]Fr,†− (ω), (4.19)
where Σr(ω) = −iΓI and Σ<(ω) = 2iΓfFD(ω)I. The local Green’s functions are then
computed,
Grloc,σ(ω)
−1 = ω − h(kx, σ)− Σr(ω)− γ2F˜rtot,σ(ω) (4.20)
G<loc,σ(ω) = G
r
loc,σ(ω)[Σ
<(ω) + γ2F˜<tot,σ(ω)]G
r,†
loc,σ(ω), (4.21)
With total hybridization functions Ftot,σ similarly defined.
Now we have derived the recursion relations for the electric field aligned in (10)-
direction. When we apply the field in (11)-diagonal, recursion relations is derived in
a similar manner. The set of relations is actually simpler in that case, where in the
same row (of index ny) all atoms are in the same sublattice. So the Green’s function
matrices again reduce to scalar functions Gr,≶skxσ(ω) with s = A,B.
Using the recursion relations, we implement HF approximation and solve for the
model self-consistently with different parameters. The solution is determined with a
self-consistent condition on the order parameter,
∆ = F (∆;E, Tbath,Γ) =
U
2
〈n↑ − n↓〉. (4.22)
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In equilibrium, the Slater HF theory predicts a second-order phase transition between
AFI and PM as temperature approaches the Ne´el temperature Tbath = TN. As shown
in Fig. 4.2(a), there is only one AFI solution with finite gap ∆ = ∆0 when Tbath < TN.
The gap continuously evolves to zero as Tbath goes beyond TN.
In non-equilibrium, however, the situation is dramatically different. Two stable
solutions now exist at finite electric field: an AFI solution with ∆ = ∆0 and a PM
solution with ∆ = 0 which was unstable in equilibrium. In non-equilibrium state,
strong Joule heating occurs in metallic state and results in high effective tempera-
ture, so that the metallic state is stabilized when Teff ∝ E/Γ ∼ TN. But in the AFI
solution large resistance due to the insulating gap strongly reduces Joule heating and
the effective temperature, so that the ordered phase is still stable. The intermediate
solution is unstable. In short, the same electric field induces dramatically different
Joule heating in AFI and PM solutions, stabilizing both solutions in the appropriate
parameter regime. Therefore the resistive switching is discontinuous due to bistable
high/low temperature states, with different critical fields for insulator-to-metal tran-
sition (IMT) upon increasing electric field and metal-to-insulator transition (MIT)
upon decreasing electric field. Just as we discussed in Chapter 3, it opens the possi-
bility of heterogeneous phases in RS.
To reveal the underlying mechanism of the RS, we plot the local distribution
function
fr(ω) = − ImG
<
rrσ(ω)
2ImGrrrσ(ω)
, (4.23)
in Fig. 4.2(c). The non-equilibrium distribution functions of both metallic/insulating
solutions deviate from the Fermi-Dirac form at finite electric field. In particular for
the insulating solution, significant non-equilibrium excitations are created beyond the
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Figure 4.2: (a-b)self-consistent condition in HF approximation in (a) equilibrium and
(b) non-equilibrium. The mean-field condition is ∆ = F (∆;E, Tbath) =
1
2
U〈n↑ − n↓〉
for an antiferromagnetic order parameter. The order parameter continuously evolves
to zero when Tbath increases in equilibrium. In non-equilibrium, Joule heating in the
metallic side increases Teff > Tbath, resulting in stable PM solution. Bistable regime of
both metallic/insulating solutions thus emerges due to the non-equilibrium physics.
(c) Local distribution function in metallic and insulating phases under electric field.
The Fermi-Dirac function with Teff = 1.05 is shown for comparison. (d) Total number
of non-equilibrium excitations above the chemical potential, Pex(∆), compared with
Landau-Zener tunneling rate. Numerical data of Pex(∆) match well the Fermi-surface
averaged Landau-Zener tunneling rate, with a damping Γ = 0.001.
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insulating gap, forming a peak at the bottom of upper AF band as well as a symmetric
valley in the lower band. In metallic solution, the distribution function has a similar
overall form as F-D distribution (green curve), but actually has a different functional
form. Fig. 4.2(d) shows total number of non-equilibrium excitations in insulating
phase, with a variety of values of the gap. It matches the prediction of Landau-
Zener tunneling rate very well, indicating the electronic mechanism is responsible for
the RS. The deviation in the small E (large ∆/tE2) regime is due to damping from
fermion baths. This finding shows that quasi-particles are accelerated by the external
electric field, and are tunneling across the insulating gap to the upper band, rendering
the system metallic. Note that the insulating gap ∆ is self-consistently determined
in HF iterations, resulted from the balance between the electronic interactions, the
external driving field, and the bulk dissipation. As we shall see below, the electronic
mechanism is still compatible with the thermal description featuring the effective
temperature. And the non-equilibrium excitations can be interpreted satisfactorily
as (non-equilibrium) thermal excitations.
4.2.2 Distribution function and LZ mechanism
We have seen in Chapter 2 and 3 that the local distribution function provides rich
information on the non-equilibrium dynamics of a lattice system. In the inhomoge-
neous case, we can expand the definition of the local distribution with Eq. (4.5).
Then floc(ω) can be written in terms of retarded Green’s functions and equilibrium
Fermi-Dirac function of the fermion reservoirs coupled to all lattice sites,
fr(ω) = −1
2
ImG<rrσ(ω)
ImGrrrσ(ω)
=
∑
r′ |Grrr′(ω)|2fFD(ω + r′ ·E)∑
r′ |Grrr′(ω)|2
. (4.24)
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In homogeneous infinite lattice, we concentrate on the local distribution function
f00(ω). As we see, the final expression of (non-equilibrium) local distribution function
is nothing but a weighted average over all bath F-D distributions maintained at
temperature Tbath. The weights are just retarded Green’s functions from site r to all
lattice sites r′. Intuitively, the quantities |Grrr′(ω)|2 express the quantum correlation
between two distant lattice sites r, r′. In our model, they are responsible for conveying
statistical information across the whole lattice in the non-equilibrium.
In non-interacting model with E,Γ γ, the correlation |Grrr′(ω)|2 is quite smooth
and symmetric around sites r′ ∼ r. And we have known that the non-equilibrium
distribution function is a superposition of small steps coming from Fermi-Dirac dis-
tributions of all lattice sites with chemical potential −φ(r) = −r ·E. Further in the
limit E/Γ  1, the non-equilibrium distribution function is smooth enough to have
a well-defined effective temperature. In more extreme cases, the distribution func-
tion becomes dramatic, but its overall profile and first moment can still be used to
define Teff. In the AFI state, on the contrary, the non-equilibrium distribution func-
tion becomes essentially different from equilibrium Fermi-Dirac function. As shown
in Fig. 4.2(c), quasi-particles are excited from the lower AF band to the upper AF
band. Based on the discussion above, we stress that this excited distribution is also a
result of the superposition in Eq. (4.24), thus is totally due to quantum-mechanically
electronic mechanism. In particular, the time-scale to establish the non-equilibrium
distribution is much shorter than that of any thermal diffusion dynamics.
To further elaborate on the non-equilibrium distribution function in the presence
of AF gap and electric field, we show a schematic decomposition of function in Fig.
4.3. For metallic state, electrons freely tunnel through the lattice and are dephased by
fermion reservoirs with damping parameter Γ. This dissipation leads to an exponential
decay in tunneling probability between distant sites, or ln |Gr0r|2 ∼ −Γ|r|. And for
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Figure 4.3: Schematic plot of the electric-field-driven distribution function in AFI
state. The exponential decay in the tail of distribution function in metallic state is due
to dephasing of fermion baths. On top of this tail, the non-equilibrium distribution
function in AFI state is further reduced by Landau-Zener tunneling probability and
is depleted inside the AF gap.
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ω > 0, assuming Tbath = 0 and E ‖ eˆy, the Fermi-Dirac functions fFD(ω + r′ ·E) are
non-zero only when y < −ω/E. This results in the exp(−2Γ/v·E) in local distribution
function. The scaling relation Teff ∼ E/Γ can also be viewed as a conclusion of this
tunneling behavior. In AFI state, this argument is still valid, and something else
happens on top of it: Landau-Zener tunneling. Due to the AFI gap, the exponential-
decay factor is further reduced by the LZ-tunneling probability exp(−pi∆2/v·E). And
the electrons are depleted in the range within the range of ∆ because propagation
inside the gap is forbidden.
The panel (d) of Fig. 4.2 supports the above discussions. It compares the nu-
merical data on the total number of non-equilibrium excitations above the chemical
potential (Pex(∆)) with the Landau-Zener tunneling rate,
Pex(∆) =
∫ ∞
0
A(ω; ∆)floc(ω; ∆)dω, (4.25)
with local spectral function A(ω; ∆) of gap ∆. This quantity is computed numerically.
And the Landau-Zener tunneling is the result of two competing processes: tunneling
with a rate γLZ(k) ∼ E exp(−pi∆2/|vk ·E|) and the electronic relaxation with a rate
Γ. Therefore the stationary condition gives Pex(k,∆)γLZ(k) = [1−Pex(k,∆)]Γ for net
tunneling rate Pex(k,∆) at momentum k. We then obtain the total rate by summing
over the Fermi surface,
Pex(∆) =
1
SFS
∫
k∈FS
dk
γLZ(k)
γLZ(k) + Γ
. (4.26)
In the two-dimensional case where E is along the (11) diagonal, the Fermi surface
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integral is reduced to
Pex(∆) =
1
SFS
∫
k∈FS
dk
γLZ(k)
γLZ(k) + Γ
. (4.27)
This is directly compared with numerical data in Fig. 4.2(d), which demonstrates
excellent agreement for a variety of different ∆’s. This provides robust numerical evi-
dence that the RS is triggered by electronic mechanism, i.e. Landau-Zener tunneling.
4.3 Filament formation and negative differential
resistance
After discussing the mechanism of the RS in infinite system, let us consider now
a more realistic device sample, which is modeled by a finite Hubbard lattice con-
nected to source/drain leads. The finite lattice is of 1200 lattice sites with size
(80a/
√
2) × (30a/√2). To make the model realistic and to investigate the roles of
spatial inhomogeneity, we create a 5 × 5 metallic island with ∆r = 1.5γ at the
center of the insulating sample. In Fig. 4.4, local order parameter ∆r and local
current are plotted. Two lattice orientations are considered; (10)-direction as y-axis
and (11)-diagonal as y-axis. It turns out that cutting the sample in different lattice
orientations really change its behavior during the RS. In the former case, the RS
occurs almost uniformly without noticeable pattern formation at electric fields close
to the switching field obtained in infinite lattice; but in the latter case, the electric
field is along (11)-direction and a strong and collimated conducting filaments form at
much weaker electric fields.
The anisotropy is attributed to the different orientations of Fermi surface. In a
half filled square lattice, the Fermi velocity at Fermi surface vF is actually along the
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Figure 4.4: Formation of conductive pattern in an insulating sample under dc-electric
field. A 5 × 5 metallic island is created in the center of the sample. The color map
shows the magnitude of AF order parameter, and the white arrows indicate the direc-
tion and magnitude of the local current. (a) The sample is cut along (10)-direction.
No filament is observed, and the current barely flows outside the impurity. (b) The
sample is cut along (11)-direction. A robust conductive filament forms through the
impurity along the field-direction. Current flows between the leads through the fila-
ment. This is attributed to the anisotropy of Fermi surface in half-filling lattice. The
filament forms easily when E-field is aligned with Fermi velocity vF . E = 0.252∆0,
with the equilibrium gap ∆0 = 1.35, U = 4.0 and Tbath = 0.3.
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(11)-direction in real space. Therefore, the (11)-direction is the “easy direction” for
electrons to move and for the filament to form. In weak-field and non-interacting
limit, we can actually derive an expression of field-direction-dependent Teff(E),
Teff ∼ |vF ·E|
Γ
, (4.28)
which supports the anisotropy in the aspect of Joule heating. We leave the detailed
derivation in the appendix. In real samples, we usually expect a polycrystalline
structure, hence the filaments should be globally collimated with the external field,
but with microscopic domain walls aligned with vF.
With the understanding of the prototypical model above, we now discuss a model
with randomly distributed metallic impurities. For different concentration of impu-
rities c, the hysteretic I − V curves are plotted in Fig. 4.5 as a function of (a)
total voltage Vt and (b) the electric field E = Vs/L. We find a sharp MIT upon
increasing electric field and the IMT upon decreasing bias. During the MIT, the
corresponding electric field is increasing as current decreases in (b). This negative-
differential-resistance (NDR, dI/dVs < 0) behavior will be discussed in more details
later.
The critical electric field EIMT is found to be fractions of the equilibrium order
parameter EIMT ∼ 0.2∆0, and is strongly reduced when impurities are present in the
sample. On the other hand, the threshold field of MIT is generally insensitive to
impurities. As we shall see below, this difference is explained with the distinct nature
of the two transitions.
We firstly look at the IMT. Fig. 4.6(a-b) demonstrates how order parameter and
current evolves under electric fields. At E = 0, extended metallic inhomogeneities
(darker regions) exist in the sample. It connects the two leads even when the con-
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Figure 4.5: I −V relations of a rectangular sample cut along the (11)-lattice orienta-
tion. Increasing Vt in insulating phase leads to IMT when E = EIMT, which is much
reduced by bulk disorders. Decreasing Vt from metallic phase causes the sample to
enter an NDR branch (dI/dVs < 0) and undergoes IMT, resulted from narrowing
of a conductive filament. E∞IMT and E
∞
MIT are the threshold fields in infinite uniform
lattice. The inset of (b) plots the average effective temperature versus electric field
for c = 0.03. It shows hysteretic behavior and average Teff approaches TN around the
IMT. The upward kink near the white triangle is a finite-size effect and will disappear
in the limit of a large system.
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centration c = 0.03 is far below the classical 2d percolation threshold. The lower-∆
pattern is formed due to distributed impurities, but does not exactly follow the posi-
tions of impurities. This is because the coherence length is larger than the impurity
spacing in our model. Under weak electric field, the sample is not metallic enough to
have any non-zero conductivity as well as linear response regime. But when electric
field is high, these low-∆ paths become precursors for conductive filaments.
At electric field close to IMT point (grey triangle in Fig. 4.5). The insulating
gap around the low-∆ paths is strongly suppressed, and a sizeable current is now
flowing through the paths. This pattern of current paths acts as catalyst of resistive
switching, and reduces the critical electric field EIMT quite dramatically.
The local effective temperature is evaluated sitewisely with Eq. (2.51), and its
relative difference from Ne´el temperature δt(r) = [TN − Teff(r)]/TN is plotted in FIg.
4.6(c). In the pre-filament regions, the effective temperature is slightly hotter than
TN whereas in other regions it is slightly cooler. The overall temperature is about TN
as shown in the inset of Fig. 4.5(b). In (d), a non-Fermi-Dirac shaped distribution
function is observed, showing non-equilibrium excitations in the upper band. And
the hotter region has stronger excitations as expected.
Now we look at the MIT under decreasing external bias Vt. As shown in Fig.
4.7, it is triggered by the shrinking of conductive filaments upon decreasing bias.
In Fig. 4.7(a), the insulating phase just starts to nucleate from the edges of the
sample at E = 0.068∆0. And in (b), the insulating phase keeps accumulating and
the conductive filament in the center shrinks as total current decreases. As a result,
the MIT depends on the sample boundary geometry, and is rather insensitive to the
disorders in the bulk.
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Figure 4.6: Pattern formation right before the IMT in a sample with impurities
randomly distributed and c = 0.03. The sample is cut along (11)-diagonal. (a-b)
AF order parameter (color map) and current (white arrows) for increasing electric
fields. (a) At E = 0, the impurities (black dots) create patterns with low-∆, which
will become precursors of filament formation. (b) At E = 0.200∆0 (grey triangle in
Fig. 4.5), a conductive path (pre-filament) forms around the low-∆ region, triggering
the IMT. (c) Distribution of effective temperature δt ≡ (Teff − TN)/TN. Note its
similarity with current pattern in (b). (d) Non-equilibrium distribution function at
sites marked with white circle and square in (c). The arrows point to strong non-
equilibrium excitations.
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Figure 4.7: Narrowing of conductive filament during MIT. (a) At E = 0.068∆0, the
insulating phase starts to nucleate at the the edges and is not much affected by bulk
disorders. (b) On the NDR branch, the metallic filament narrows progressively until
the IMT at E = 0.090∆0, shown as white circle in FIg. 4.5.
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4.3.1 Filament dynamics and NDR behavior
We have seen in Fig. 4.5 the NDR behavior during the MIT. It intrinsically originates
from the non-equilibrium evolution of the conductive filament in the ordered solids.
And it is crucial to have external resistor R to reveal this regime. It is worth noting
that although the NDR branch is revealed only when R > 0, it is an intrinsic property
of the sample. This can be proven numerically. In fact, one can stop simulation as
soon as one solution on the NDR branch is reached. And once the solution is found, its
convergence can be verified with the external resistor disconnected. We generally find
the filamentary solutions are still convergent without external resistor. Moreover, it
is possible to reproduce the same NDR I − V curve by changing voltage Vs, starting
from any convergent filamentary solution on the NDR branch. This procedure is
confirmed on the reported I − V curves.
The current density, total current and sample voltage Vs are plotted in Fig. 4.8.
The total current depends on the width of filament in a linear function. And the
current density inside the filament is a property of the metallic phase, and is nearly
a constant in the filamentary state through the transition. This clearly proves that
the total current reduces because of the shrinking of filament. The sample voltage
Vs, on the contrary, increases weakly during the MIT, resulting in negative dI/dVs.
Because the current density is constant, the increasing of Vs is completely due to the
fact that the resistivity of the metallic filament increases. This may be explained with
increased scattering in a narrower filament, as the scattering from domain boundaries
of the metallic filament is strengthened for shorter inter-boundary distance.
In real experiments, people measure current I versus total voltage Vt as in Fig.
4.5(a). But the intrinsic properties of the sample are more directly demonstrated
with I(Vs), which is the functional relation between current and the sample voltage
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Figure 4.8: The current-voltage relation in conductive filament during MIT.
Vs = EL. That is fundamentally what we plot in Fig. 4.5(b). The relation of Vs and
Vt is straightforward,
Vt = Vs + IR. (4.29)
In the case that Vs(I) is monotonic and single-valued, the Vt(I) curve faithfully reflects
all the characteristics of Vs(I). But if it is non-monotonic or multi-valued, parts of
I(Vs) curve may be hidden from the I − Vt relation. For instance, if the I(Vs) is
multivalued, then to fully reveal its functional relation it might be necessary to control
I instead of V . This corresponds to an essentially infinite R. Therefore, a convenient
value of external resistance R is necessary for revealing the whole picture.
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Now we rewrite Eq. (4.29) as
Vt − Vs
R
= I(Vs). (4.30)
This indicates that for a given Vt imposed by the dc generator, the I and Vs are
determined by the intersection of I − Vs curve with the straight line (Vt − Vs)/R of
slope −1/R.
Fig. 4.9 shows an S-shaped I(Vs) curve and how the I(Vt) curve is determined
out of it. In our case, the the S-shaped I − Vs relation is due to the shrinking of
the filament under decreasing voltage bias[59]. The NDR regime extends from the
fully insulating phase to the fully metallic phase, and on the branch the system is a
mixture of metallic and insulating regions, conceptually resembling the mixed phase
of water in solid-liquid phase transition.
For the R = 0 case in Fig. 4.9(a-b), a single trivial solution exists at Vt = Vs = 0
with current I = 0. As Vt slowly increases, the solution continuously evolves out of
equilibrium on the insulating branch (blue solid line). In the multi-valued regime,
three solutions actually exist for the same Vt but the system stays insulating due
to continuity until Vt = VIMT. When Vt reaches the end of insulating branch, it
cannot go back to the NDR branch (red dashed line) since Vt is always increasing,
therefore if jumps to the conducting branch (red solid line) as that is the only solution
for Vt > VIMT. This is the discontinuous insulator-to-metal transition. As Vt is
decreasing, the system initially remains metallic, and similarly jumps to the insulating
branch at the end of metallic branch Vt = VMIT. In summary, the NDR curve will not
be revealed in the case R = 0, and the hysteretic I−Vt relation only features uniform
metallic and insulating solutions. On the other hand, with R > 0, the sample can
enter the NDR branch as Vt decreases, as shown in Fig. 4.9(c-d).
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Figure 4.9: The NDR regime revealed due to the external resistor. (a) Schematic
I − V curve with external resistance R = 0 and (b) the real numerical data for
c = 0.03. (c) Schematic I − Vs curve and determination of I − Vt. (d) I − Vt curve
with external resistor R > 0.
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It is not hard to prove the following condition,
R > Rmin, with
1
Rmin
= min
{∣∣∣∣dI(Vs)dVs
∣∣∣∣ ;Vs ∈ [VMIT, VIMT]} , (4.31)
which guarantees that the full NDR branch is probed and no appearance of any
hysteresis. When Vs(I) has horizontal slope at some point on the NDR branch, the
minimum of |dI/dVs| = 0 and Rmin → ∞. This current-controlled measurement
has peen performed experimentally in Ref. 60. In our calculation, R = 0.634 is an
intermediate value between 0 and Rmin, thus only part of the NDR branch is observed.
4.3.2 NDR in a large sample
In the I−V curves shown in Fig. 3.5, we observed both IMT and MIT, but only after
MIT the system enters NDR branch and maintains filamentary structure. In the IMT
case, the filament usually extends very quickly to the whole sample, and the main
feature observed is the I−V relation of a completely metallic sample. Moreover, this
leads to an upward kink in the inset of 3.5(b). This effect is due to the fact that EIMT
is significantly larger than EMIT, and after IMT the system tends to have higher total
current as well as larger filament width. Therefore, our (80a)/
√
2× (30a)/√2 sample
is too small to hold a conductive filament after IMT occurs. For a realistic sample
used in experiments, its size is usually of several µm’s, which is much larger than the
size of the emerged filaments.
To demonstrate the situation where IMT leads to a filamentary state, we per-
form the same calculations on a larger sample with size (120a)/
√
2× (30a)/√2. This
lattice has the same length but its width is 50% larger than the above-mentioned
one. Fig. 4.10 shows the I − V relation of the new sample. The total voltage Vt
is increased driving the system towards the IMT. At E = EIMT, the system jumps
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to a filamentary state, and the electric field E is much reduced due to the reduction
of resistivity. Unlike the I − V curve in Fig. 3.5, the larger sample stays at the
filamentary state as Vt continues to increase. The current increases due to expansion
of the conductive filament, and electric field decreases as we analyzed in the MIT
case. When we decrease total voltage from a filamentary state, the system enters the
backward I − V branch, where current reduces due to narrowing of the conductive
filament. Eventually the system undergoes MIT and transits to the completely in-
sulating phase. Similar I − V curve is observed in ordered insulators like VO2 by a
variety of experimental groups[19, 60]. It is worth noting that I−V curve shows hys-
teresis when the conductive filament exists in the sample. This hysteresis reveals the
multi-stability of filamentary solutions in non-equilibrium state. It is experimentally
examined in Ref. 21, as shown in the Fig. 1.3.
4.4 Conclusion
In this chapter, we have constructed a minimal microscopic model to study a strongly
correlated lattice under high electric field. Our calculations successfully reproduce
the main experimental features of resistive switching in transition metal oxides, e.g.
vanadium oxides. We find that bistable phase of metallic and insulating solutions
is induced by non-equilibrium effect and results in hysteretic I − V curve observed
in experiments. The IMT is triggered by sudden nucleation of conductive filaments,
and the MIT occurs via narrowing of conductive filament, which leads to negative-
differential-resistance behavior. We quantitatively verified that the RS is induced by
Landau-Zener tunneling through the AF gap. And by showing Teff locally reaches
TN before IMT, we reconciled the electronic mechanism with the thermal scenario in
which Joule heating raises temperature and push the system to phase transition. The
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Figure 4.10: I −V curve for a larger sample. Its size ((120a)/√2× (30a)/√2) is 50%
larger than that in the plots discussed above. Impurities are randomly distributed
with concentration c = 0.03. System undergoes IMT at EIMT ∼ 0.09∆0. In the
“forward” branch, conductive filament forms during IMT but does not extend to the
whole sample. Due to the presence of filament, the system enters the NDR branch
after IMT. The system is always filamentary after IMT, and never becomes completely
metallic. In the backward branch, the filament narrows and finally system undergoes
the MIT and returns to the high-resistance state.
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thermal mechanism is established if the non-equilibrium excitations created through
LZ tunneling is interpreted as thermal excitations. So the electronic and thermal
descriptions of the RS are essentially equivalent.
Furthermore, we have predicted strongly non-Fermi-Dirac shape for distribution
function before IMT. Experiments performed with femto-second STM or photoe-
mission may be able to resolve the dominant roles in the electronic and thermal
mechanism.
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Chapter 5
Strong-field Transport in Graphene
In this chapter, we discuss the strong-field transport of graphene and the interplay
between non-equilibrium effects and optical phonon interaction. We will concentrate
on the non-equilibrium steady state of Dirac electrons, and examine whether and how
current saturation occurs in the Dirac electron limit.
5.1 Modeling NESS of Graphene
To model the graphene under electric fields, we consider a tight-binding honeycomb
lattice connected to fermion reservoirs at each site. Electrons are coupled to optical
Holstein phonons . For simplicity, the phonons are treated as having uniform optical-
phonon-frequency ωph (Einstein approximation). Suppose the electric field is along
two of the six chemical bonds in a hexagon as shown in Fig. 5.1. The total hamiltonian
reads,
H = HTB +Hbath +Hph +HE. (5.1)
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Figure 5.1: Tight-binding model of graphene. The A/B labels are pseudo-spins,
indicating the sublattice to which the atoms belong.
The hamiltonian is very similar with the one we discussed in Chap. 2 and 3. And
the difference is that HTB is now a tight-binding model on a honeycomb lattice and
the interaction term Hph is the coupling of electrons with Holstein phonons,
Hph = g0
∑
rq
(arq + a
†
rq)d
†
rdr +
∑
rq
ωpha
†
rqarq. (5.2)
with arq being the annihilation operator of optical phonons with momentum q at
position r. In the following discussion, we assume the electric field is along x-direction,
and the perpendicular direction is y. In the following discussion, we do not consider
real spin σ =↑, ↓, and all the physical quantities, including current and carrier density,
should be understood as those per spin.
To implement the non-equilibrium DMFT formulation developed in previous chap-
ters, we organize the lattice sites with index (`,m, s) as shown in Fig. 5.1. Note that
the crystal structure of honeycomb is a triangular Bravais lattice with two-atom ba-
sis. The two atoms are labeled by pseudo-spin s = A,B. A and B atoms separately
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constitute two sublattices. We define the position vector of the basis (`,m) being
r`m which is simply the position of the A-atom in the basis. We then divide the
tight-binding hamiltonian HTB = HTB,‖ +HTB,⊥, with
HTB,⊥ =
∑
`m
γ
(
d†`mAd`mB + d
†
`mAd`m+1,B +H.c.
)
,
HTB,‖ =
∑
odd `,m
γ
(
d†`mBd`+1,m−1,A +H.c.
)
+
∑
even `,m
γ
(
d†`mBd`+1,m,A +H.c.
)
. (5.3)
Finally, the electric field part of hamiltonian HE reads,
HE = −
∑
`ms
(r`m + δsyˆ) ·E
(
d†`msd`ms +
∑
α
c†`msαc`msα
)
, (5.4)
where δs =
ay
2
δs,B. In equilibrium E = 0 and HE = 0, the hamiltonian is diagonalized
with Fourier transform d†ks =
∑
`m e
ik·r`msd†`ms/
√
N . In fact, under this transforma-
tion,
HTB,⊥(k) = γ
(
1 + e−ikyay/2
)
d†kAdkB +H.c., (5.5)
where ay =
√
3a with lattice constant a. Now the range of k is the First Brillouin
Zone [−pi/ax, pi/ax)× [−pi/ay, pi/ay). On the other hand, the parallel part becomes
HTB,‖(k) = γe−ikyay/2e−ikxaxd
†
kAdkB +H.c. (5.6)
Combining the two components we can calculate the dispersion relation. Defining
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∆k = γ
(
1 + e−ikyay/2 + e−ikyaye−ikxax
)
, the energy-momentum relation reads as,
k = ±|∆k|, with
= ±
√
1 + 4 cos
(
kxax
2
)
cos
(
kya
2
)
+ 4 cos2
(
kya
2
)
. (5.7)
The ± sign corresponds to A/B sublattice.
5.1.1 Recursion relations
To deal with the non-equilibrium situation E 6= 0, we only diagonalize the hamiltonian
in the perpendicular direction, so that we have
HTB,⊥(ky) = γ
∑
`
(
1 + e−ikyay
)
d†`kyAd`,ky ,B +H.c., (5.8)
and the parallel part HTB,‖ becomes,
HTB,‖(ky) =
∑
`
e−i
kyay
2 d†`+1,ky ,Ad`,ky ,B +H.c. (5.9)
Now the two-dimensional problem is again reduced to one-dimensional modes with
different ky’s. To include the degrees of freedom due to pseudospin in a concise way,
we define 2 × 2 matrix-valued Green’s functions Gr,≶ss′ with s, s′ = A/B. We then
follow the procedures in section 4.2 to derive the recursion relations for calculating
Green’s functions. We firstly define the “one-electron” hamiltonian,
hˆ(ky) =
 0 1 + exp (−ikyay)
1 + exp (ikyay) −Ea/2
 ,
(5.10)
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in which the term −Ea/2 is due to different electrostatic potential energy for A/B
electrons of the same `. Note A-electron only couples to B-electron in hamiltonian
(5.9) and vice versa. So hopping of electrons between ` and ` ± 1 leads to matrix
terms proportional to
0 1
0 0
 and
0 0
1 0
. To take into account this effect, we
define
F˜− =
0 1
0 0
F−
0 0
1 0
 =
F−,BB 0
0 0
 , and
F˜+ =
0 0
0 F+,AA
 , (5.11)
Therefore, the recursion relations are written as below,
Fr±(ω)
−1 = ω − hˆ(ky)−Σr(ω)− γ2F˜r±(ω ± Eay),
F≶±(ω) = F
r,±(ω)
(
Σ≶(ω) + γ2F˜≶±(ω ± Eay)
)
Fa±(ω), (5.12)
where Σr,≶ = Σr,≶Γ + Σ
r,≶
ph includes both contributions from fermion bath and from
optical phonon scattering. The fermion bath part is
ΣrΓ(ω) = iΓI,
Σ<Γ (ω) = 2iΓ× diag{fFD(ω), fFD(ω + Ea/2)}, (5.13)
And the electron-phonon part will be discussed in the next section. After Fr,≶ are
computed, the local Green’s functions are calculated straightforwardly using Eq.
(4.21).
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5.1.2 Self energy of optical-phonon interaction
In the second-order perturbation theory, the self energy is computed as
Σ>ph(ω)/g
2
0 = G>(ω − ωph)(nph + 1) + G>(ω + ωph)nph,
Σ<ph(ω)/g
2
0 = G<(ω + ωph)(nph + 1) + G<(ω − ωph)nph, (5.14)
with Weiss-field Green’s functions G and coupling constant g0. The nph = 1/[exp(ωph/T )−
1] is the Bose-Einstein distribution. In our calculations it is usually assumed that
ωph  Tbath and nph ∼ 0. As a result, the optical phonon reservoir is almost empty
and absorptions of optical phonons by electrons would be very rare events. Only
emissions of optical phonons are effectively relevant in this case.
After the DMFT calculation is convergent, the current per unit cell J¯ is computed
as
J¯ = iγ〈d†10Bd00A −H.c.〉
= 2γReG<10A,00B(t, t)
= 2γ
∑
ky
e−ikyay/2ReG<1kyA,0kyB(t, t)/Ny
=
∫ pi
ay
−pi
ay
dky
2pi/ay
J¯ky , (5.15)
with
J¯ky = 2γe
−ikyay/2ReG<1kyA,0kyB(t, t)
= 2γe−ikyay/2Re
∫
dω
2pi
G<1kyA,0kyB(ω). (5.16)
Now we use Dyson’s equation for non-equilibrium Green’s functions and expand the
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final result as
J¯ky = 2γ
2Re
∫
dω
2pi
[G<0kyB(ω)F
a
+,0kyA(ω + Eay)
+Gr0kyB(ω)F
<
+,0kyA
(ω + Eay)]. (5.17)
This current contribution can be calculated with Green’s functions solely from the
one-dimensional problem with transverse momentum ky. After it is calculated, sum-
ming over ky results in J¯ , the total current per unit cell. We should emphasize the
current per unit cell is slightly different from the usually defined current density by
a factor ay =
√
3a. The current density is J = J¯/ay.
5.1.3 Momentum distribution of electrons
To compute the momentum distribution of electrons, we note that nk = −iG<k0(t, t) =
−i∑`m exp(ik · r`m)G<r`m0(t, t). We have used matrix-valued Green’s functions and
nk,ss′ = −iG<k,ss′(t, t). For simplicity of notations, we will omit the subscripts of r`m
and replace
∑
`m by
∑
r in this section. Using the time-translational invariance of
the Green’s functions, time t can be fixed as 0, so the momentum distribution is
calculated as
nk = −i
∑
r
exp(ik · r)
∫
dω
2pi
G<r0(ω)
= −i
∑
r
exp(ik · r)
∫
dω
2pi
∑
r′
Grrr′(ω)Σ
<(ω + r′ ·E)Gar′0(ω), (5.18)
where Σ<(ω) = Σ<Γ (ω) + Σ
<
ph(ω) is the total lesser self energy, including components
from both fermion reservoirs and optical phonon baths. Now we shift ω → ω−r′ ·E,
and notice that Grr+ar′+a(ω) = G
r
rr′(ω+a ·E), with r, r′ and a being lattice vectors.
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Therefore the formula is reduced to
nk = − i
2pi
∫
dω
∑
rr′
exp(ik · r)Grrr′(ω − r′ ·E)Σ<(ω)Gar′0(ω − r′ ·E)
= − i
2pi
∫
dω
∑
rr′
exp(ik · (r − r′))Grr−r′,0(ω)Σ<(ω)[exp(−ik · r′)Gr−r′0(ω)]†
= − i
2pi
∫
dωGrk(ω)Σ
<(ω)Gak(ω), (5.19)
where we have defined Grk(ω) =
∑
r exp(ik · r)Grr0(ω). In practical calculations, we
firstly compute Grr0(ω) and Fourier transform them to G
r
k(ω) in momentum space.
Then nk is calculated by evaluating the integral in (5.19). Finally, to interpret the
result nk, we should expand it in terms of equilibrium diagonalized basis[61],
ψ±,k =
1√
2
e−iθk/2
±eiθk/2
 ,
with θk = ∆k/|∆k|. (5.20)
We define unitary transformation Uk =
(
ψ+,k ψ−,k
)
, and transform the nk,
n˜k = U
†
knkUk (5.21)
Then the particle numbers for upper/lower bands are n˜k,++ and n˜k,−−. These equa-
tions will be useful to calculate the non-equilibrium momentum distribution in Section
5.3.
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5.2 Signature of Landau-Zener tunneling
As discussed in Eq. (2.82), the weak-field conductivity of graphene per spin is given
by Kubo formula
σ0 =
1
2pi2
+
µ
4piΓ
, (5.22)
where µ is the chemical potential and Γ = g2A(0) is the damping parameter. Note
g in this formula is the coupling constant to fermion reservoirs. When the chemical
potential is high enough so that µ
4piΓ
 1
2pi2
, the graphene conducts current like a
metal with conductivity σ0 ∝ µ. A more interesting situation is when µ = 0 and the
graphene sample is right at the Dirac point. The non-zero conductivity σ0 = 1/2pi
2
is a constant, and as we see in Appendix A, the effective temperature diverges in
the weak-field limit. This anomaly suggests that strong non-equilibrium effect might
occur even when the electric field is relatively small. To analyze the non-equilibrium
steady state of graphene under electric fields, we consider the effective theory of
graphene electrons at the Dirac point, which is
heff = vF [σx(px + Et) + τσypy], (5.23)
where the relative momentum p is measured from the center of a Dirac cone. The
vF = 3aγ/2 is the Fermi velocity and τ = ±1 corresponds to the valley dof[61].
Defining unitary transformation
U =
1√
2
1 + i 1− i
1 + i −1− i
 , (5.24)
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it is straightforward to verify that under this unitary transformation, the hamiltonian
(5.23) is equivalent to
U †heffU = vF
px + Et py
py −(px + Et)
 , (5.25)
which is nothing but the typical Landau-Zener hamiltonian with gap ∆ = vFpy.
Every transverse mode with fixed py is thus a dissipative Landau-Zener tunneling
problem. It has been discussed in Chap. 3 that if particles are initially in the lower
band, then the tunneling rate to the upper band is
γLZ = exp(−pivFp2y/E). (5.26)
This suggests that only when py ∼ E, significant particles will be excited to the upper
band. On the other hand, in the semi-classical picture, electrons are accelerated by
the electric field so that canonical p¯x(t) = px + Et and relax in a rate τ
−1
Γ = 2Γ. In
addition, since LZ tunneling typically occurs when the canonical momentum p¯x(t)
reaches the direct band gap at p¯x = 0, those excited electrons can only reach a
range px . EτΓ. Combining these facts, an ansatz can be proposed for momentum
distribution
np = θ[δ(E)− py]θ[−δ(E) + py]θ(EτΓ + px)θ(px), (5.27)
with δ(E) ∝ √E/vF . This distribution is only non-zero in a rectangular box with
length L = EτΓ and width W =
√
E/vF . When L  W , this jet-like distribution
is almost completely aligned with the electric field and the averaged velocity should
be close to vF , resulting in J ∝ vFLW ∝ E1.5. This argument is verified in Fig. 5.2,
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Figure 5.2: J−E relation of graphene under strong field. Current in the system with
(dots) and without (solid lines) the optical-phonon interactions at different damping
parameter Γ’s. As damping increases, the range of electric field in which J ∝ E1.5
holds expands. In the data, Γ = 0.001γ and g20 = 0.2γ. Optical phonon frequency
ωph is 0.05γ.
where the current density J is plotted versus electric field in log scale. We compare
the case with optical phonon coupling g0 = 0 to that with g0 6= 0. In the former
case, the only dissipative mechanism is fermion reservoirs, and a J ∝ E1.5 scaling
law is shown (solid lines). This is a signature of Landau-Zener mechanism. Under
the electric field, electrons are excited from lower band (k < 0) to the upper band
(k > 0). This is an example of the Schwinger effect[62, 63, 64, 65] of pair production
in vacuum state.
When optical phonon interaction is considered, the J −E curve deviates from the
non-interacting 1.5-power law. Interestingly, the damping parameter Γ changes the
range where 1.5 scaling holds. The stronger the damping Γ is, the more robust the
J ∝ E1.5 relation is. This is explained by the fact that optical phonon emission only
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takes effect when the energies of excited electrons approach ωph. So the electric field
at which deviation from 1.5-law occurs should satisfy EdevτΓ ∼ ωph/vF . As a result,
we have Edev proportional to damping Γ. In experiments, this superlinear 1.5-power
behavior is observed in low-mobility devices[63].
5.3 Evolution of momentum distribution under ex-
ternal field
To further understand the current saturation due to optical phonon scattering, we
look at the evolution of momentum distribution nk under electric fields.
The first situation is when µ > 0, and a finite Fermi sea exists around the center of
the Dirac cone. Fig. 5.3 shows the current and momentum distributions at a variety
of electric fields. The Fermi sea is shifted along the field-direction when electric field is
applied. However, at high electric fields, the Fermi sea is reluctant to shift, resulting
in saturation of the current. This is due to strong coupling with optical phonons,
so that electrons quickly lose energy to phonon baths as soon as the energy it gains
from electric power reaches ωph. The total density of current carriers n is basically
unchanged. The drift velocity vd is defined as
vd = J/n, (5.28)
which increases and saturates following the trend of J .
Surprisingly, although current saturates when µ 6= 0 in Fig. 5.3(a), it increases
almost linearly without saturation for the µ = 0 case as shown in Fig. 5.2 and Fig.
5.4(a). Moreover, number of excitations in this case, shown in Fig. 5.4(b), increases
with the electric field, whereas the drift velocity vd = J/n saturates and slowly
118
Jiajun Li Evolution of momentum distribution under external field
Figure 5.3: Current and momentum distribution away from Dirac point. (a) Sat-
uration of current under electric fields and (b) drift velocity vd and total current
carriers number n under electric fields. The vd saturates like current, and n is almost
unchanged. The color maps show momentum distributions of electrons at correspond-
ing electric fields. µ = 0.1γ in this case. Fermi sea is shifted at small electric fields.
Its displacement is nearly unchanged at high fields.
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Figure 5.4: Current and momentum distribution at Dirac point. (a) current which
scales linearly with electric field. (b) drift velocity vd and total number of current
carriers n. the drift velociy overshoots and then decreases due to optical phonon
emission. And the total number of excitations n increases monotonically with E. The
net result is the linearly increasing current J = nvd. Colormaps show distribution
of electrons (upper band) at a variety of electric fields. The distribution of holes is
essentially identical.
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decreases. The linearly increasing current is the net result of a saturated velocity vd
and an increasing number of current carriers n. To explain this phenomenology, we
look at the momentum distributions.
In the case of µ = 0, the Fermi surface is reduced to points at the center of the
Dirac cone. When electric field is applied, the electrons are excited to the upper
band due to Landau-Zener tunneling, leading to a jet-like charge distribution along
the field-direction (x-direction). Holes in the lower band have the same momentum
distribution. The shape of the distribution verifies the ansatz we proposed in Eq.
(5.27), with jet length ∼ 2ωph/vF upon saturation of vd. At higher electric fields, the
length of the “jet” is fixed due to optical phonon interaction, whereas the jet width
thickens, leading to increasing n and reducing vd.
5.4 Conclusion
In this chapter, we implement the dissipative lattice model in a honeycomb crystal
structure to discuss the non-equilibrium steady state in graphene. We discussed the
critical role that Landau-Zener effect plays in the electronic transport in graphene.
The calculations indicate that under strong electric field a jet-like distribution of elec-
trons/holes forms when the system is at Dirac point, while the semiclassical picture of
a shifted Fermi sea holds for systems away from Dirac point (µ 6= 0). For a system at
Dirac point, we identify a parameter regime in which the J ∝ E1.5 relation is predicted
for smaller electric fields. This can be explained with a simplified model in which ex-
citations only exist in a narrow “jet” in the momentum space where py .
√
E/vF
and px . Eτ . In the presence of optical phonon interaction, the current deviates
from the 1.5-power law and transits to a J ∝ E relation. With optical phonons, the
length of the jet-like distribution in field-direction is controlled by ωph/vF , with its
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width thickening due to continued formation of electron-hole excitations. This effect
leads to increasing number of current carriers n as well as saturated vd. In contrary
with high-carrier-density samples, graphene with its chemical potential at Dirac point
shows no saturation of electric current at strong electric fields. The results discussed
in this chapter are directly comparable to experimental data. For further details, we
refer the reader to the publication [66].
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Appendix A
Kubo formula
The linear conductivity at small field of a non-interacting dissipative lattice model
can be calculated with Kubo formula. For simplicity, we will calculate the current-
current correlation function in imaginary time and then analytically continue it to
real time. With Matsubara frequency iν and momentum q = 0 (uniform response),
the optical conductivity is
σ(iν) =
i
iν
1
Lβ
∑
k,n
v2kGk(iωn)Gk(iωn + iν), (A.1)
with group velocity vk = 2γ sin(k). The Matsubara Green’s function is
Gk(iωn) =
1
iωn − k + iΓ(ωn/|ωn|) =
∫
d
ρ0(− k)
iωn −  , (A.2)
where ρ0() = Γ/pi(
2 + Γ2)−1. We then perform the Matsubara summation and
subsequently the analytic continuation iν → ω + iη for finite ω,
σ(ω) =
i
ω
∑
k
v2k
∫
d1
∫
d2ρ0(1 − k)ρ0(2 − k) f(1)− f(2)
ω + 1 − 2 + iη . (A.3)
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To obtain the dc-conductivity, we need to take the real part and the static limit
ω → 0. Assuming zero temperature, we have the following result,
σ0 =
4γ2Γ
pi
∫ 2pi
0
dk
(2pi)d
|vk|2
(Γ2 + 2k)
2 , (A.4)
in the d-dimensional system.
In 1D tight-binding chain, we have k = −2γ cos(k) and vk = 2γ sin(k), which
gives
σ0 =
4γ2Γ2
pi
∫ 2pi
0
dk
2pi
sin2 k
(Γ2 + 4γ2 cos2 k)2
=
2γ2
piΓ
√
Γ2 + 4γ2
. (A.5)
The zero-energy spectral weight can be carried out in a similar manner,
Aloc(0) =
∫ 2pi
0
dk
2pi
Γ/pi
4γ2 cos2 k + Γ2
=
1
pi
√
Γ2 + 4γ2
. (A.6)
Hence the effective temperature can be carried out analytically for one-dimensional
TB chain. In the case of 2D TB lattice, the same equations hold, but the procedure
is more complicated. It is difficult to get a closed formula of conductivity. And in
the limit of Γ→ 0, an approximate result is obtained,
σ0 =
4Γ2
pi
∫
dkxdky
(2pi)2
sin2 kx + sin
2 ky
[Γ2 + 4γ2(cos2 kx + cos2 ky)2]
2
≈ 4Γ
∫
dkxdky
(2pi)2
sin2 kx + sin
2 ky
Γ2 + 4γ2(cos2 kx + cos2 ky)2
δ
[
4γ2(cos2 kx + cos
2 ky)
2
]
∝ 1
Γ
, (A.7)
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where we have used the relation,
lim
Γ→0
Γ/pi
x2 + Γ2
= δ(x). (A.8)
The spectral function (DoS) needs more attentions, since it has a singularity at ω = 0.
The singular behavior invalidates the Sommerfeld expansion of the RHS of Eq. 2.73.
To get an estimate of Aloc(ω) at ω  γ, we note
Aloc(ω) =
1
2pi
∫
k=ω
dS/(2pi)
|∇kk|
=
1
(2pi)2
∫
k=ω
dS
2γ
√
sin2 kx + sin
2 ky
. (A.9)
This is a complicated integration in general, but when ω  γ, we can simplify it and
obtain an approximate formula. First we notice the symmetry of the surface k = ω,
thus the integration can be done in the first quadrant kx, ky > 0. Then we make
variable substitution,
K1 =
1
2
(kx + ky)
K2 =
1
2
(kx − ky), (A.10)
with Jacobi determinant J = |∂(kx, ky)/∂(K1, K2)| = 2, and K = −4γ cosK1 cosK2.
Then the integration becomes
Aloc(ω) = 4× 1
(2pi)2
∫ pi
2
−δω
−pi
2
+δω
2dK2
4γ
√
cos2K1 sin
2K2 + sin
2K1 cos2K2
= 4× 1
(2pi)2
∫ pi
2
− ω
4γ
−pi
2
+ ω
4γ
F (K2, ω)dK2, (A.11)
with K1 = K1(ω,K2) is determined by ω = −4γ cosK1 cosK2, with the condition
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K1 > 0 satisfied in the first quadrant of (kx, ky) plane. δω is the value of K2 when
the curve K = ω reaches the boundary of FBZ and K1 = pi ±K2. It is determined
with ω = 4γ cos δω. The factor 4 comes from four quadrants. When ω → 0, we have
K1 → pi2 and the integrand F (K2, ω → 0) is finite and smooth except for K2 = ±pi2 .
Therefore, for small ω the integration is approximately
Aloc(ω) ≈ 4× 1
(2pi)2
∫ pi
2
−δω
−pi
2
+δω
dK2[F (K2, 0) +O(ω)]
= 4× 1
(2pi)2
∫ pi
2
−δω
−pi
2
+δω
dK2
2γ| cosK2| +O(ω)
≈ 4× 1
(2pi)2γ
log
[
cot
(
1
4
√
ω
γ
)]
+O(ω)
≈ − 2
(2pi)2γ
logω +O(ω), (A.12)
and only the leading term ∼ logω is critical for getting an estimate of effective
temperature.
Last but not the least, we consider the situation of Dirac electrons in graphene,
i.e., two-dimensional linearized dispersion relation k = c|k|. Assuming chemical
potential is µ, the evaluation of spectral function Aloc(µ) is straightforward, and the
conductivity can be computed as
σ0 =
Γ2
pi
∫ ∞
0
2pikdk
(2pi)2
c2
[Γ2 + (ck − µ)2]2
=
1
2pi2
∫ ∞
0
kdk
Γ2
c2[
1 +
(
ck−µ
Γ
)2]
=
1
2pi2
{∫ ∞
0
x
(1 + x2)2
dx+
µ
Γ
∫ ∞
0
1
(1 + x2)2
dx
}
=
1
4pi2
+
1
8pi
µ
Γ
. (A.13)
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In this result, the second term corresponds to the regular conductance due to finite
chemical potential µ. The first term is non-zero even for µ = 0, resulting in the
universal minimum conductivity in graphene[42]. In fact, this term is 1
2pi
e2
h
when
constants are restored. It should be multiplied by degeneracy of spin and valley, and
the “lower half” of the Dirac cone (of holes) should be counted. Then the universal
conductivity is 2gvgs × 12pi e
2
h
= 4e
2
pih
, as verified in Ref. 43, 67.
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Appendix B
Anisotropic effective temperature
Now we discuss the direction-resolved effective temperature in 2D lattice model, to
support the anisotropy observed in electric-field-driven IMT and filament formation.
We will derive the following formula
Teff ∼ |E · vF |
Γ
, (B.1)
which is applied to the regions inside metallic domains, to account for the strong
dependence of Joule heating on the crystallographic direction with respect to the field
direction. This expression also elucidates how Joule heating sets the temperature as
the result of a balance of external field E and energy dissipation Γ.
In the metallic regime, we can neglect the on-site Coulomb interaction. When
the spatial and temporal inhomogeneties of the system are at the mesoscopic scale,
we consider the the gradient expansion up to first order to obtain the Quantum
Boltzmann Equation,
[∂T + v(k) · ∇X +E · ∇k]f(X; k) = 2Γ[f0(ω − µX)− f(X; k)], (B.2)
128
where X = (T,X) are spacetime coordinates and k = (ω,k) are their corresponding
Fourier components. The velocity v(k) = ∇k(k) with the dispersion relation (k).
Note that the Quantum Boltzmann Equation takes into account the non-trivial band
structure (k), whereas the conventional BTE (Eq. (2.41)) only considers v(k) =
k/m. With Coulomb interaction ignored in our case, the RHS of the equation is
only due to scattering with the degrees of freedom of the local fermion baths, which
are equilibrium at temperature Tbath and chemical potential µX = −E ·X. f0() =
[1 + exp(/Tbath)]
−1 is the Fermi-Dirac distribution function.
In the steady state, the time-dependence of f(X; k) drops out, and the Quantum
Boltzmann Equation becomes,
[v(k) · ∇X +E · ∇k]f(X; k) = 2Γ[f0(ω +E ·X)− f(X; k)]. (B.3)
In a first-order approximation, one can check that the term E · ∇ can be neglected
by expanding f(X; k) in a power series of E. The resulting equation reduces to,
v(k) · ∇Xf(X; k) = 2Γ[f0(ω +E ·X)− f(X; k)]. (B.4)
Take the limit of Tbath → 0, the equation can be solved analytically,
f(X;ω,k) = Θ(−ω −E ·X)+
+
1
2
[sign(ω +E ·X) + sign(E · v(k))] exp
(
−2Γ
∣∣∣∣ω +E ·XE · v(k)
∣∣∣∣) , (B.5)
where Θ(x) is the Heaviside step function. For wave-vectors k∗ such that E ⊥ k∗,
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this equation becomes
f(X;ω,k∗) = Θ(−ω −E ·X), (B.6)
which is simply the zero-temperature Fermi-Dirac distribution. And for wave vectors
such that v(k) ‖ E, the distribution function is far from the zero-temperature F-D
function. In general, the effective temperature depending on k reads,
Teff ∼ |E · v(k)|
Γ
, (B.7)
therefore in the weak-field limit in a non-interacting model, electrons traveling in the
field direction have higher effective temperature than those traveling perpendicularly.
In the weak-field limit, as the current is mostly contributed by electrons at Fermi
surface, which have velocity vF , we reach the conclusion,
Teff ∼ |E · vF |
Γ
. (B.8)
By redefining the electric potential slope with Hartree-Fock mean-field,E → E˜σ(X) ≡
E − ∇X [U〈n−σ(X〉], the expression is approximately generalized to the interacting
model, showing a dependence on the inhomogeneous non-equilibrium distribution of
charge and order parameter.
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