Abstract: Even after giving a standard 52-card deck a good shuffle, there will likely be instances where two cards with the same number end up next to each other. This article concerns my investigations into the probability of such an occurrence. In the end I found that this is by no means an uncommon event, there being a 21.7% probability of finding two cards of a given number adjacent, and a 95.4% chance of finding at least one pair of adjacent samenumbered cards. I made these calculations using combinatorics for up to 20 cards, and a random number-based simulation for the cases of 24 to 52 cards.
enough it was quite common, in excess of 70%, it seemed, to find either an adjacent pair (KQ, QK) or the pair separated by one card (K | Q, Q | K). I wondered if there might be a mathematical explanation for this. While I was looking for clues, I received a second e-mail from him. He had found a website [1] claiming that the probability of finding in a well-shuffled deck two adjacent cards with the same number was 96.35%, which seemed awfully high.
An assumption of randomness is inherent in most card games. A common way of visually checking to see if a deck has been sufficiently shuffled is to scan through it, looking for pairs of matched numbers. Upon finding such a pair, one might even split it up by moving one of the cards to another location within the deck, though doing so does not guarantee that a new pair is not formed. The website that Steve had found did not show how this probability was calculated. I therefore decided to do a little investigation into the accuracy of this 96.35% value.
The Probability of a Pair of 8s
Our final goal is to determine the probability of finding any pair of adjacent numbers, but a bit of preparation is required.
We will start by looking for a pair of a specific number, say, 8. There are 52 cards altogether, and the laws of permutations tell us that there are 52! ways of arranging them. 52! is a big number. 52! ≈ 8.066 × 10
67
There are 4 rank 8 cards, and 52 C 4 tells us the number of ways that these 4 cards can be positioned within a 52-card deck. This is calculated as follows.
After these four cards have been removed from the deck, there are 48 cards left. We'll represent those cards using a | character (Figure 1 ). Figure 1 . The probability of no adjacent 8s
The number 8 cards will not be adjacent to each other if we insert them one by one between the |s. When we include the right and left ends, there are 48 + 1 = 49 locations where we can perform these insertions. The number of ways to choose 4 out of these 49 locations is 49 C 4 , which is calculated as follows.
From the above, we can see that the probability of none of the four 8s appearing next to each other is as follows. It therefore follows that the probability that two of the 8s are next to each other is the complement of this,
which gives a final probability of about 22%.
This doesn't feel like high odds as long as we are focusing on a particular number, but a full 52-card deck has thirteen ranks in four suits each. We found that the probability of none of the four cards of a given rank being adjacent was 0.782624, which means that the probability of none of the four cards of each of the thirteen ranks being adjacent is, roughly speaking, the 13th power of this number, 0.782624 13 = 0.041323, or about 4.13%. The likelihood of at least one pair is therefore the complement of this,
or about 95.87%.
Writing it All Up
The 95.87% that we found is close to the 96.35% claim of the website -within an order of magnitude, at least -but could use some further refining. We need to take into account the fact that the thirteen ranks are not wholly independent of each other, but rather have a relationship among the 52 cards they lie within.
Namely, we cannot treat the probability that no cards of a given rank end up adjacent as a separate event from same probability with regards to another rank. As mentioned above, there are 52! ≈ 8.066 × 10 67 ways to order a deck of cards, and we need to look for cases where two adjacent cards have the same rank. I was a bit daunted at first, as 10 67 is an astronomically large number, one not easily handled on a personal computer, despite the advancements of recent years. I therefore decided to start not with 52 cards, but just four. Taking the Ace as our example, there is only one way to arrange 4 Aces -AAAA -and the probability of having two adjacent cards of the same rank is 1. So what happens when we add 2s to the mix? Then we have 8 cards, within which there are 8 C 4 = 70 ways to arrange the Aces. Of these, there are only two patterns in which no Aces are adjacent, 2A2A2A2A and A2A2A2A2 (and therefore 68 in which they are), so the probability of adjacent Aces becomes 68/70 = 0.9714. Now we add in the 3s, for a total of 12 cards. We now want to place our 4 Aces among 12 cards, and there are 12 C 4 = 495 ways of doing that. After that there are 8 C 4 = 70 ways of adding the four 2s, so the total number of ways of ordering the 12 cards becomes 12 C 4 × 8 C 4 = 495 × 70 = 34650 When we remove the 1092 cases where none of the three ranks are adjacent, the probability becomes as follows: So for just 12 cards in three ranks there are 34650 patterns. Actually, it is not necessary to look for every one -just 5775, or 1/6 of the total, would suffice.
Nonetheless, this is still not an operation that one would want to perform by hand.
In a similar manner, I found that for 16 cards in four suits there are a total of 63063000 patterns, of which 60797976 have adjacent pairs, for a probability of 96.41%. For 20 cards, the probability is 96.14% (see Table 1 ).
The number of combinations increases exponentially as the number of cards increases. For a full 52-card deck the number is extremely large.
Not quite so bad as 52! ≈ 8 × 10 67 perhaps, but each of them must be examined. This is just not possible given the memory capacity and calculation speeds of a present-day personal computer. Indeed, 20 cards is about the limit.
In that case I found a 96.14% probability of adjacent cards, but this is slightly less than the 96.35% figure given on the website. From looking at the trend, I predicted a lower number still as the number of cards increased to 52.
Cards Total patterns Adjacent cases
Prob. 
Random Simulation
Learning that I wasn't likely to get beyond about 20 cards (4 each of five ranks) using my method of listing up each case and searching them for adjacent pairs, I began looking for an alternative approach for handling a full deck. From the beginning I had intended to avoid an investigation by simulation, but circumstances seemed to be pushing me in this direction. All modern computers are capable of generating uniform pseudorandom numbers in the form of a real (floating point) number in the range (0, 1), so I wondered if that wouldn't be a help. Quite some time back I created a bingo game simulation to calculate probabilities using random numbers [2] , so I decided to try repurposing that.
In bingo, each player has a card with the numbers 1 through 25 randomly placed in a 5×5 grid. Numbered balls are then randomly drawn, and each player marks the square containing the drawn number. The player who first creates a horizontal, vertical, or diagonal row of filled-in numbers wins the game.
When investigating this before, I found that the probability of completing a row, column, or diagonal after r balls are drawn is P r , which is defined as follows.
In the case of r = 8, for example, the probability is P 8 = 0.1265 × 10 −1 . My simulator had given a predicted value of 0.1258 × 10 −1 , which is relatively close to the actual value. The bingo game simulation generated random balls numbered 1 through 25 using random numbers in the range (0, 1). Since there are 52 cards in a standard deck, I tried mapping the open range (0, 1) of real numbers to as a closed range [1, 52] of integers. We can do this as follows.
We start by choosing one of the 52 numbers. Since we can't reuse selected numbers, the second choice will be from among 51 numbers, and the third choice from among 50 numbers. Letting the selected numbers be I 1 , I 2 , I 3 , we can use a random number x to generate them as follows. We next want to use the random numbers obtained to represent card numbers from 1 through 52. For example, if the random integers were I 1 = 30, I 2 = 5, I 3 = 46, we would have the following.
We prepare 52 boxes, and assign to them the numbers 1 through 52, as well as cards, also numbered 1 through 52. Our first random number was 30, so we place the first card in the 30th box and put a lid on it. We now have 51 remaining open boxes that can accept cards. Our next random number is 5, so we place the second card in the 5th open box, and close that one. We now have 50 available boxes. Our next random number is 46, so we count to the 46th open box. Note that since we've already closed the 5th and 30th boxes those will be skipped, so the number of the box that the next card is placed into will be the box in the 46 + 2 = 48th position. After placing the card and closing its box, we repeat this process until all 52 cards are placed into the 52 boxes. We then open each box in turn, take out its card, and use the cardfs number to generate a string of random integers.
We still have to perform a second step to randomize the cards. While there are 52 cards in a deck, there are 4 of each rank (A, 2, 3, · · · , K), so the random numbers need to be associated with the following sequence. Thankfully, this is easily done using the computer.
I next wanted to verify that the generated random numbers were suitable for use in an actual simulation. I had already found that the probability in the case of 8 cards was One might predict that increasing the number of trials will result in increasingly close agreement with the theoretical value, but in actual practice the cycle of the random number generator (2 31 ≈ 2.1 × 10 9 ) cannot be exceeded, and there are limits to how far a personal computer can be pushed, so 10 million (= 10 7 ) trials seems like a sufficiently valid number. So setting the number of trials to 10 million, I compared the results of the counting method and the simulation for the cases of 8 to 20 cards, finding that the theoretical and simulated values met to within 3 -4 significant values. Having confirmed that the random number method gave more or less valid results, I reran the simulation for the cases with 24 -52 cards (Table 3) .
The value that I found for 52 cards using the rough method was 95.87%, and that of the random simulation was a very close 95.44%. This still seemed off from the website's given value of 96.35%, so I tried contacting the author.
I have yet to receive a reply, although this is perhaps not surprising since the article was written in 1996, now over 15 years ago. In any case, we can at least say that the probability of at least one pair of adjacent same-ranked cards is probably around 95 -96%.
While flipping through a deck to look for adjacent cards as a measure of how well the deck was shuffled might be common, it is likely not very effective. As we have calculated here, that should happen around 95% of the time. So if you're shuffling and notice a pair or two in the deck, don't sweat it. 
