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Electronic health records (EHRs) are widely used, but their suboptimal usability can pose 
risks for patient safety. This study uses data collected in a simulated environment in 
which providers interacted with ‘current’ and ‘enhanced’ Epic EHR interfaces to manage 
patients’ test results and missed appointments. Interactions were quantified and 
categorized by high or low burden in terms of displayed behavioral and physiological 
data. Using recorded video data, the interface was inspected for violations of usability 
heuristics, and providers’ workflow and performance was recorded. Overall, 22 heuristic 
violations were identified from 19 issues across all screens. Suboptimal performance was 
found to be associated with high burden level as well as the current EHR design. Findings 
can be incorporated into future design of EHRs in order to reduce providers’ burden. 
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Introduction 
Background & Rationale 
Adoption and use of electronic health records (EHRs) has dramatically increased 
over the past decade, and as of 2015, 84% of non-federal acute care hospitals reported 
adopting at least a basic EHR. This is more than a 900% increase in adoption from 2008, 
when reported adoption was only at nine percent (Office of the National Coordinator, 
2016). EHR adoption has undoubtedly increased since 2015, and it is this increasingly 
widespread adoption that makes EHR systems so important to consider. EHRs provide 
opportunities for improved patient care such as more convenient access to patient data, 
data integration, and clinical decision support, and they should therefore be embraced 
(Bates et al, 1998; Elnahal, Joynt, Bristol, & Jha, 2011; Blumenthal & Glaser, 2007). 
According to the Institute of Medicine, EHR systems provide a means to accumulate 
health information about individuals over time in an electronic format that is only 
available to authorized users. They are intended to support knowledge, decisions, and 
efficiency in clinical settings in order to provide patient care that is higher in quality, 
efficiency, and safety (Institute of Medicine, 2003).  
Some of the greatest benefits of EHR systems are that they allow for 
interoperability within medical facilities, improve the quality of patient care, and 
facilitate clinical workflow (Thakkar & Davis, 2006). In one case study, a pediatric 
medical practice utilized an EHR system to facilitate improved vaccinations in children
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by tracking immunization records and alerting providers of missing vaccinations, also 
allowing for quicker documentation of administered vaccines and electronic ordering of 
additional vaccines (Au, Oster, Yeh, Magno, & Paek, 2010). In addition to improving 
workflows and providing more quality care, EHRs have also been shown to improve 
patient safety. A study that looked at patient safety event data in Pennsylvania over a 
period of ten years found that the adoption of advanced EHRs reduced negative patient 
safety events by 19%. Additionally, medication errors were reduced by 24% and 
complications went down by 18% (Hydari, Telang, & Marella, 2016).  
Unfortunately, suboptimal levels of adoption and integration of health information 
technology in hospitals in the United States as well as the need for providers to use 
systems that are poorly designed raise serious challenges that can hinder quality care (Jha 
et al., 2009; Leape, 2009). Specifically, poor usability of EHR interfaces can “create new 
hazards in the already complex delivery of care,” which in turn negatively affects 
providers’ performance and patient safety (Institute of Medicine, 2011). Studies have 
found that suboptimal usability can contribute to increased burden of interaction such as 
wasteful clicks and suboptimal information processing, which decreases efficiency and 
increases the potential for human errors (Rose, Schnipper, Park, Poon, Li, & Middleton, 
2005). 
In the healthcare domain, errors could be considered to hold higher stakes than 
other disciplines because errors put human lives at risk. Errors associated with poor EHR 
usability can range from minor to severe, but because of the human consequences 
involved, the aim should be to reduce all errors, including those categorized as minor. A 
qualitative study focused on health information system-related errors by Ash, Berg, and 
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Coiera (2004) identified errors related to the processes of entering in and retrieving 
information from the system as well as communication and coordination processes. 
Poorly designed systems make it easy to accidentally order an incorrect medication or 
assign a medication to the wrong patient simply because an incorrect selection is in close 
proximity to the correct selection on the screen. Some systems cause issues because they 
do not support the typical multitasking environment of providers. Coordination-based 
issues can occur due to overreliance on the computer system to communicate with other 
providers and assuming that entry of information into the system is a sufficient means of 
communication with another provider. This assumption can result in missed critical 
information because the information transfer requires the provider on the receiving end to 
proactively enter the system in search of new information (Ash et al., 2004). 
Therefore, considering the usability of EHR interfaces used by healthcare 
providers during care delivery is incredibly important because of the possibility of high 
risks due to human errors. These EHRs should be evaluated and improved with users in 
mind in order to reduce devastating medical-related errors stemming from human 
mistakes. 
Project Background 
Researchers in the Human Factors Laboratory in the department of Radiation 
Oncology at UNC Hospitals study the usability of interfaces embedded into EHRs, such 
as Epic, with the specific aim of improving providers’ performance while reducing 
interaction burden. Research investigation has focused on topics such as assessing the 
effects of task demands and cognitive or mental workload on providers’ performance 
during interactions with EHRs (Mazur et al., 2016). Investigations have involved various 
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evaluation methods, including measuring EHR interaction task difficulties with task 
flows, mouse clicks, number of searches, repeated visits to screens, physiological 
measures for mental effort such as pupillary response and blink frequencies, and 
electroencephalography (EEG) (Mazur et al., 2016; Mosaly et al., 2018). Other 
evaluation methods included performance metrics based on errors as well as subjective 
measures like subjective workload measured with the NASA Task Load Index (NASA-
TLX) (Mazur et al., 2016). Overall, their findings suggest that improvements to EHR 
interfaces will reduce providers’ burden and improve performance, therefore increasing 
patient safety.  
One study asked providers to use the Epic EHR system to manage patient test 
results in the In Basket, and data was collected on these interactions with the EHR. The 
In Basket is an interface of the EHR where new patient results are compiled for providers 
to view and take appropriate actions, much like an email inbox (Figure 1). Providers were 
asked to manage patient test results, some of which were abnormal, and some of which 
were abnormal and had a patient fail to show up to their related follow-up appointment, 
referred to as a “no show” appointment. In the first session, all providers interacted with a 
normal Epic interface, referred to as the “current” EHR, but in the second session, half of 
providers interacted with an “enhanced” EHR. This enhanced EHR introduced changes 
into the In Basket interface by placing all In Basket items related to a “no show” 
appointment in a separate folder within the In Basket labeled “All Reminders” (Figure 2). 
All screens of the current EHR interface remained the same in the enhanced EHR, but the 
additional “All Reminders” folder was added to the In Basket to draw attention to “no 
show” appointments in the enhanced EHR interface.  
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Figure 1. In Basket interface. 
Figure 2. “All Reminders” folder in In Basket containing records of “no show” patients 
(enhanced EHR design). 
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The next phase of the study was conducted for this project. This phase of the 
investigation focused on evaluation methods utilizing formal usability heuristics on the 
EHR system as displayed in the test data from the second session, as well as investigating 
how burden and EHR design are associated with providers’ performance. Usability 
heuristics are established guidelines that are considered to reflect proper usability when 
present in a system’s interface. A usability evaluation method known as a heuristic 
evaluation involves assessors investigating a system and developing judgements on how 
well the interface abides by the established usability heuristics (Nielsen & Molich, 1990). 
Jakob Nielsen created a set of 10 usability heuristics in 1995 and they have since been the 
primary set of heuristics used for heuristic evaluations of interfaces (Nielsen, 1995; 
Jimenez, Lozada, & Rosas, 2016). This research study is focused on utilizing Nielsen’s 
usability heuristic principles to evaluate the Epic EHR design to better understand how 
violations of usability heuristics may be associated with providers’ burden when 
interacting with abnormal test results in the In Basket for patients that did not show up to 
a follow-up appointment.  
Research Questions 
To better understand the findings from the collected data, the research questions were: 
1. What violations of Nielsen’s usability heuristics contribute to providers’ burden 
and suboptimal performance when managing abnormal test results and missed 
follow-up appointments?  
2. How are burden and EHR design related to providers’ performance when 
managing abnormal test results and missed follow-up appointments? 
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Definitions 
● Violation of heuristics is considered to occur when the EHR system interface is 
observed to not uphold one of any of Nielsen’s ten usability heuristics (1995) as 
reflected in observed usability problems: 
1. Visibility of system status  
The system should always keep users informed about what is going on, 
through appropriate feedback within reasonable time. 
2. Match between system and the real world 
The system should speak the users' language, with words, phrases and 
concepts familiar to the user, rather than system-oriented terms. Follow 
real-world conventions, making information appear in a natural and 
logical order. 
3. User control and freedom 
Users often choose system functions by mistake and will need a clearly 
marked "emergency exit" to leave the unwanted state without having to go 
through an extended dialogue. Support undo and redo. 
4. Consistency and standards  
Users should not have to wonder whether different words, situations, or 
actions mean the same thing. Follow platform conventions. 
5. Error prevention 
Even better than good error messages is a careful design which prevents a 
problem from occurring in the first place. Either eliminate error-prone 
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conditions or check for them and present users with a confirmation option 
before they commit to the action. 
6. Recognition rather than recall 
Minimize the user's memory load by making objects, actions, and options 
visible. The user should not have to remember information from one part 
of the dialogue to another. Instructions for use of the system should be 
visible or easily retrievable whenever appropriate. 
7. Flexibility and efficiency of use 
Accelerators — unseen by the novice user — may often speed up the 
interaction for the expert user such that the system can cater to both 
inexperienced and experienced users. Allow users to tailor frequent 
actions. 
8. Aesthetic and minimalist design 
Dialogues should not contain information which is irrelevant or rarely 
needed. Every extra unit of information in a dialogue competes with the 
relevant units of information and diminishes their relative visibility. 
9. Help users recognize, diagnose, and recover from errors 
Error messages should be expressed in plain language (no codes), 
precisely indicate the problem, and constructively suggest a solution. 
10. Help and documentation 
Even though it is better if the system can be used without documentation, 
it may be necessary to provide help and documentation. Any such 
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information should be easy to search, focused on the user's task, list 
concrete steps to be carried out, and not be too large. 
● Provider burden is a composite measure made up of two components that can 
each be individually quantified: mental effort and task difficulty. Literature 
suggests that mental effort and task difficulty can significantly influence 
performance, so these components are important to include to assess overall 
provider burden (Mosaly et. al, 2018). 
● Mental effort is the amount of cognitive resources supplied to perform a task and 
was quantified based on two physiological measures of eye behavior: pupillary 
dilation and blink rates. Pupillary dilation and blink rates have been strongly 
correlated to represent mental effort due to task demands as well as task difficulty. 
● Task difficulty is a measure of the adaptive behaviors used to cope with task 
demands in order to perform the task, and it is measured by time on task, total 
clicks, number of searches, and number of revisits to the Chart Review screen. 
Greater time on task, numbers of clicks, numbers of searches, and numbers of 
revisits to the Chart Review reflect greater task difficulty.  
● Performance is based on whether the provider documented a patient’s no-show 
appointment status. Optimal performance was displayed if providers used the 
phrases “no show,” “missed appointment,” “reschedule appointment,” or “will re-
refer patient” in their documentation or reason for call, as well as if they added the 
pre-populated comment that was accessible in the enhanced EHR, reading “No 
show to follow-up appointment.” If these phrases or comments were not included, 
their performance was considered to be suboptimal. 
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Literature Review 
Because of the prevalence of EHRs in healthcare settings and the importance of 
their usability, much research has been conducted surrounding their use by providers. 
One particular functionality of interest is the management of patient test results. This 
literature review includes literature concerning providers’ management of patient test 
results, with special attention given to literature concerning the follow-up of abnormal 
test results. Topics include various practices used to manage test results, problems 
surrounding failing to take appropriate follow-up action, and solutions used to attempt to 
improve this activity including managing test results with the use of EHRs. Literature 
focused on provider activities not related to patient test results was not included. Also 
included in this review is literature about usability heuristics and their use in the 
evaluation of health information systems including EHRs.   
Managing Test Results Using EHRs 
EHRs are introduced into medical settings to digitize patients’ medical 
information in order to make it more accessible across their medical institution. 
According to the Institute of Medicine, EHRs allow authorized users to access 
individuals’ accumulated health information for use in clinical settings with the aim of 
providing better patient care in terms of quality, safety, and efficiency. (Institute of 
Medicine, 2003).  One functionality of many EHRs is the accumulation of patient test 
results to allow providers to take appropriate follow-up action depending on the result of 
the test. Managing test results using EHRs has been found to significantly affect follow-
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up procedures as compared to results management using paper records (Elder, McEwen, 
Flach, Gallimore, & Pallerla, 2010).  
Much research has been conducted investigating the scope and severity of 
problems surrounding following up on test results using EHRs. 
Time spent following up on test results. One outcome measured in regards to 
following up on test results is the amount of time spent interacting with test results. 
Literature has found that providers spend a large amount of their time reviewing and 
managing test results in EHRs. This has been shown by multiple studies over time and it 
demonstrates the importance of improving the usability of EHR systems (Poon et al., 
2004; Murphy, Reis, Sittig, & Singh, 2012; Arndt et al., 2017). Physicians have many 
important jobs to fit into their schedules, yet much of the time in their already busy 
schedules is devoted to managing test results in EHRs.  
Research by Poon et al. (2004) measured time spent managing alerts by mailing 
surveys to medical providers and house staff and asking them to self-report the number of 
minutes per week they spend managing test results. They found that providers and staff 
spent an average of 37 minutes per half-day session managing test results. This 
methodology was not likely extremely reliable because it relied on self-reporting and 
retrospection that may not have been recalled accurately.  
In 2012, Murphy et al. measured the amount of time providers spent processing 
alerts from an inbox using direct observation and a stopwatch to manually record the time 
from when providers clicked on each alert until they closed the patient encounter. They 
also categorized alerts given to providers, and out of an average total alert processing 
time per day of about 49 minutes, alerts categorized as “abnormal laboratory results” took 
 13 
providers an average of about 10 minutes to process, and alerts categorized as “critically 
abnormal laboratory results” took an average of about 3 minutes to process (Murphy et 
al., 2012). This methodology is more reliable than that of Poon et al. because the data was 
recorded by an observer as opposed to a participant’s self-report, but it is still prone to 
human error due to the observer starting and stopping the stopwatch.  
Arndt et al. looked at providers’ use of an Epic EHR in 2017 by using event logs 
that automatically captured time spent on activities in the EHR among other interaction 
data. These activities were categorized into different EHR tasks and were compared. It 
was found that providers spent an average of 355 minutes interacting with the EHR on a 
normal weekday, with 269 minutes occurring during clinic hours and 86 minutes 
occurring after clinic hours. On average, providers spent 84 minutes per day managing 
their inbox, which includes managing and following up on test results (Arndt et al., 
2017).  This methodology is the most reliable as it uses objectively gathered measures 
that are automatically generated by a computer. Therefore, this measure likely provides 
the best picture of how much time providers spend interacting with test results and is the 
best surrogate for time-based burden on providers.  
Extent and impact of missed test result follow-ups. Literature has also 
identified and quantified impacts on patients due to missed test result follow-ups. Poon et 
al. (2004) surveyed providers to investigate how many times they recalled delaying 
follow-up on a test result in the past two months. At least one test result delay was 
reported by 83% of respondents, and 18% reported that they had a delay in following up 
with test results five or more times (Poon et al., 2004).  
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In 2009, Casalino et al. reviewed randomly selected medical records to identify 
how often providers failed to follow up with patients regarding clinically significant 
abnormal test results. Out of 1889 abnormal results, 135 cases were not reported to 
patients, resulting in a failure to inform rate of 7.1% (Casalino et al., 2009). These studies 
demonstrate how commonly providers can fail to inform patients of abnormal test results.  
Callen, Westbrook, Georgiou, & Li reviewed literature in 2011 to find out how 
frequently and in what ways ambulatory patients were impacted by providers failing to 
follow up on test results. They reviewed 19 articles, most of which looked at medical 
records retrospectively in order to examine cases in which there was no documented 
evidence of follow-up on abnormal test results. The studies found a wide range in 
proportion of abnormal test results that were missed, ranging from 1% to 62% of results 
not followed up in different types of tests. Outcomes resulting from missed test results 
included missed cancer diagnoses, increased hospital visits, and adverse drug events 
(Callen et al., 2011). This wide variation in how frequently test results are missed as well 
as the severity of outcomes from missed test results demonstrate how important it is for 
providers to appropriately follow up on test results.  
Provider perceptions and test result management practices. Numerous studies 
have conducted exploratory interview-based research investigating how providers 
perceive their management of test results, including their methods, perceived barriers, 
and satisfaction with completing test result management.  
The survey used by Poon et al. in 2004 asked providers questions to elucidate 
what types of systems they used to manage test results as well as their satisfaction rating 
on a Likert scale with their overall test result management strategies. They found that 
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only 52% of respondents kept a record of tests ordered and only 41% of respondents felt 
at least somewhat satisfied with their test management strategies (Poon et al., 2004). 
Though this survey was conducted prior to much technological innovation in place in 
healthcare today, this shows that issues with test result management have been present in 
providers’ workflow and are a legitimate concern.  
Part of Casalino et al.’s 2009 study included provider surveys on their satisfaction 
with their test result management practices. The surveys found that providers were 
moderately satisfied with their test result management on average and higher provider 
satisfaction was correlated with lower failure rates. The survey results found that few 
practices had explicitly defined rules for how to manage test results and most providers 
developed processes on their own (Casalino et al., 2009).  
Elder, McEwen, Flach, & Gallimore (2009) found similar results in their survey 
as they found that none of the practices they surveyed had or consistently adhered to 
office-wide test result management procedures. Additionally, only 50% of the practices 
surveyed had any type of written documentation for test result management processes 
(Elder et al., 2009). Another study by Elder et al. in 2010 confirmed the lack of 
standardization in which they found that out of eight practices, no standardized processes 
for documenting test result interpretation or follow-up of abnormal results existed.  
In 2010, Hysong et al. used cognitive task analysis to gain insight into how 
providers use different strategies to manage test result alerts. Their interviews found that 
there was much variation in the time at which providers chose to manage their alerts, 
though the most common times were between seeing patients and first thing in the 
morning. They also looked at providers’ awareness of specific alert management 
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functionalities built into the EHR system (Computerized Patient Record System) meant 
to aid providers in sorting and managing results, and between 25% and 96% of 
respondents reported that they were unaware of specific functionalities. Providers instead 
reported using workarounds to manage test results, as 46% reported using either 
handwritten notes as reminders or a secondary electronic method (Hysong et al., 2010). 
Similarly to the findings from Poon et al. (2004), these findings demonstrate problems 
with providers’ test result management strategies as they show a lack of streamlined and 
satisfactory processes using the existing technology.  
Another study was conducted by Hysong et al. in 2011 in which providers were 
interviewed regarding safe and effective management of abnormal test result delivery 
using alerts. One reported barrier to effective test result management was the high 
volume of alerts, especially when presented with less critical alerts that provide clutter 
and a distraction from the important alerts. As in previous studies, interviews uncovered 
the fact that many providers were unaware of functionalities existing in the EHR that 
would aid in the management of test results (Hysong et al., 2011). These studies all show 
that providers encounter numerous barriers and inefficiencies in test result management 
and provide rationale for improving these sections in EHR systems.  
Non-EHR influences on test result follow-up. Some research has shown that 
factors besides the usability of the electronic health record system can negatively impact 
the amount of time taken to follow up on test results. Durham et al. (2016) found that 
women without insurance had a greater chance of having delayed follow-up 
communication regarding their test results. McCarthy et al. analyzed data and found that 
abnormal mammograms were more likely to trigger timely follow-up from providers than 
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abnormal fecal occult blood testing or fecal immunochemical tests (FOBT/FITs) 
(McCarthy et al., 2016). This may be due to a lack of policies and standards mandating 
particular timelines for following up with results for FOBT/FITs, but this is noteworthy. 
Perez-Stable et al. evaluated medical records regarding tests and their subsequent 
diagnoses and found that African Americans and patients with a low household income 
were less likely to receive timely diagnoses following test results (Perez-Stable et al., 
2013). These studies further expand the problem of abnormal test result follow-ups 
beyond the scope of the EHR systems, showing the problem’s severity. 
Evaluating technological solutions to test result follow-up. Some research has 
focused on different technological solutions and evaluating their feasibility to encourage 
timely follow up of abnormal test results in practice. 
In 2007, Singh et al. evaluated a “View Alert” system implemented by the 
Veterans Affairs health system that displays alert codes to providers in a window when 
logging into the EHR system or when switching between patients. Researchers used 
computerized tracking to identify certain types of alerts sent to providers between March 
7 and May 28, 2006 and downloaded alerts that were unacknowledged, or that did not 
have appropriate follow-up action documented. This research found that providers did not 
follow up on over 33% of alerts and were unaware of abnormal test results four weeks 
prior in 4% of cases (Singh et al., 2007). This demonstrates that problems with providers 
following up on test results exist despite an electronic notification system and there is 
much room for system improvement. One limitation of this study was the lack of data 
about test result follow-ups prior to the implementation of the electronic notification 
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system, so a comparison cannot be made and conclusions cannot be drawn about the 
system’s potential for improvements within this particular facility.  
Building off of their 2007 study, Singh et al. investigated alerts in the View Alert 
window by automatically tracking providers’ acknowledgement of results and subsequent 
follow-up actions (2009). Between November 2007 and June 2008, 81.9% of alerts were 
acknowledged, 18.1% were not acknowledged, and no follow-up action was documented 
for 11% of alerts (Singh et al., 2009). This documents an improvement in follow-up 
action from Singh et al.’s 2007 study as alerts not followed up on moved from 33% to 
11%. However, the 2009 study found that 7.7% of both acknowledged and 
unacknowledged alerts were not given follow-up action four weeks after the alert was 
distributed. Also, communicating alerts to more than one provider increased the chances 
that the alert would not be followed up on, perhaps because it made the responsibility 
unclear. Again, this study demonstrates that problems with following up on test results 
still exist despite advanced test result-related alerts present in the EHR.  
Singh et al. repeated their study in 2010 by looking at alerts from May to 
December 2008, again using automatic tracking to keep track of whether results in the 
“View Alert” window were acknowledged and clicked on or not as well as if follow-up 
action was taken. Providers acknowledged 89.8% of alerts, and 6.8% were not given 
follow-up action within 30 days. Additionally, it was found that providers failed to follow 
up on 6.4% of tests that they had previously acknowledged as well as 10.1% of results 
that they had not acknowledged, which shows that acknowledging results does not 
necessarily indicate an appropriate workflow (Singh et al., 2010). This research builds on 
previous work and gives the findings reliability while demonstrating that automatic alerts 
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in an electronic health record system are not impactful enough to prevent providers from 
missing alerts and appropriately following up on the results.  
In 2013, Smith et al. created a prototype software system named the Alert Watch 
and Response Engine (AWARE) that detected and notified providers of abnormal test 
results that had no documented follow-up action. The software provides a pop-up 
reminder prompt when closing a patient encounter if a test result needs attention as well 
as a searchable database of alert and follow-up information. They conducted a thorough 
evaluation of the software by conducting semi-structured interviews and usability testing. 
Though usability testing revealed some initial confusion with the addition of the new 
software, participants were optimistic about potential benefits to test result follow-ups 
using the new functionalities. All providers agreed that the reminder prompt feature 
would help them manage alerts, and all quality/safety managers and clinical IT specialists 
agreed that the database would have patient safety benefits (Smith et al., 2013). More 
reliable measures of feasibility of this system would have come about from scenario-
based testing or real-time data tracking rather than prospective interviews, which may 
have provided responses that were positively skewed due to being unable to foresee 
problems with the system.  
In 2017, Murphy et al. evaluated the effectiveness of an electronic trigger that 
identifies delayed follow-up of abnormal mammography results. Like Smith et al. (2013), 
they created their own system to test by developing an algorithm that detected abnormal 
mammography results with no documented follow-up action from providers. This trigger 
algorithm was tested through application to a set of clinical data, and the results that the 
algorithm flagged were subsequently compared with judgements made by human 
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reviewers. Overall, the algorithm was found to have a positive predictive value of 71% 
(Murphy et al., 2017). This demonstrates the potential usefulness of incorporation of an 
automatic trigger algorithm in an electronic health record, though further development is 
needed to increase the algorithm’s effectiveness. Additionally, data analysis found that 
24% of abnormal mammography results were not followed up on in a timely manner 
(Murphy et al., 2017). Like other studies, this demonstrates the severity of problems with 
timely test result follow-up, even when electronic health records have alert systems in 
place.  
Evaluating non-technological solutions to test result follow-up. Other literature 
has investigated non-technological test result follow-up solutions such as those regarding 
policy and standards improvements. Anthony et al. (2011) studied the impact of an 
implemented critical test results policy for radiology that defined critical results, 
categorized results by urgency and assigned appropriate timelines for communication, 
and defined escalation processes, modes of communication, and documentation. 
Measures were taken for four years from February 2006 to January 2010, and the 
percentage of reports adhering to the policies increased from 28.6% to 90.4% (Anthony 
et al., 2011). This study shows the effectiveness of clearly outlined policies concerning 
abnormal test result communication on providers’ actions. If providers are aware of 
clearly outlined follow-up steps, it is more likely that they will act appropriately and 
follow up with test results in a way that increases patient safety. In 2012, Quan et al. 
compared two different programs related to abnormal mammogram test results: a formal 
breast assessment affiliate (BAA) program with explicit care pathways and usual care 
(UC) using developed quality indicators for screening mammography programs. 
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Screening through a BAA program was found to give more women timely diagnoses 
after an abnormal mammogram when a histologic diagnosis was required as compared to 
UC (Quan et al., 2012). This study shows that improved workflows and reporting 
methods like those in the BAA encourage timely follow-up of abnormal mammogram 
results and ultimately benefit patient health and safety.  
Recommendations to improve EHR systems. Research on providers’ test result 
management practices has shown the importance of improving these procedures. Callen 
et al. (2011) recommend a multifaceted solution to EHR design in order to improve 
patient safety surrounding managing test results. They recommend clearly defined 
policies and procedures for following up regarding test results, design that includes 
individuals involved in the process besides physicians such as patients and staff, systems 
that facilitate technological communication, and systems that match the workflow of 
providers and can be easily incorporated into normal healthcare procedures (Callen et al., 
2011). Improving EHRs so that they have improved usability has the potential to greatly 
influence patient safety, especially in the context of test result follow-up.   
Usability Heuristics and Heuristic Evaluations 
One methodology that can be used to assess the usability of an EHR interface is 
heuristic evaluation. Heuristic evaluation is a type of usability inspection method that 
involves individuals making judgements on elements of an interface based on how well 
they follow a set of established guidelines known as usability heuristics (Nielsen & 
Molich, 1990). Molich and Nielsen created a set of heuristics in 1990 that were based on 
their own personal experience and were similar to others’ published usability 
considerations. Their heuristics were created to be easier to follow and less intimidating 
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than previously published design guidelines, such as the ones published by Smith and 
Mosier in 1986 which identified 944 guidelines over the six functional areas of data 
entry, data display, sequence control, user guidance, data transmission, and data 
protection (Smith & Mosier, 1986). Molich and Nielsen’s guidelines included use simple 
and natural dialogue, speak the user’s language, minimize user memory load, be 
consistent, provide feedback, provide clearly marked exits, provide shortcuts, use good 
error messages, and prevent errors (Molich & Nielsen, 1990). These guidelines are then 
used to categorize evaluators’ judgements about positive and negative elements of the 
interface being examined.  
Nielsen and Molich conducted a study in which they compared the findings of 
heuristic evaluations conducted by non-experts to those of experts. They found that 
heuristic evaluations do not produce objective and reproducible results, as the best 
proportion of usability problems found by both groups was 51% and the lowest 
proportion of overlap was 20% (Nielsen & Molich, 1990). However, even finding a 
proportion of usability problems is better than finding no problems. They also found that 
the goodness of evaluators does not impact the severity of the problems they can find. 
Therefore, “poor” evaluators are able to find harder problems, not just the easy problems, 
and “good” evaluators may not find easy problems. Nielsen and Molich used these 
findings to propose an aggregate of evaluators in order to improve usability problem 
identification. They suggested having three to five individuals independently conduct 
heuristic evaluations in order to receive the greatest benefit from this evaluation method 
(Nielsen & Molich, 1990).  
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In 1994, Nielsen conducted an evaluation that evaluated heuristics from several 
published sets and determined what heuristics best explained previously identified 
usability problems. He conducted a factor analysis in which he categorized usability 
heuristics into different factors and found the proportion of variation in usability problem 
ratings that each factor accounted for. The seven most important factors included 
visibility of system status (6.1% of variation), match between system and real world 
(5.9%), user control and freedom (4.6%), consistency and standards (4.2%), error 
prevention (3.7%), recognition rather than recall (3.1%), and flexibility and efficiency of 
use (2.8%) (Nielsen, 1994). In 1995, Nielsen published his refined 10 usability heuristics 
that consisted of the previous seven factors plus aesthetic and minimalist design, help 
users recognize, diagnose, and recover from errors, and help and documentation (Nielsen, 
1995).  
Since 1995, Nielsen’s 10 usability heuristics have been the most popular choice in 
research concerning heuristic evaluations of interfaces. Though more specific heuristics 
have been and continue to be created in order to be more useful for evaluating specific 
systems in different domains, his 10 heuristics continue to be widely accepted and used. 
Often, Nielsen’s heuristics are used to provide a basis that is adapted into a new set of 
heuristics that is more specific to a particular system or domain (Jimenez et al., 2016).  
Usability heuristics as applied to EHRs. Heuristic evaluations are a popular 
choice for usability evaluations because they are inexpensive, intuitive, and do not need 
advanced planning (Nielsen & Molich, 1990). Their applicability translates to health 
information systems to evaluate their usability. Ellsworth et al. (2016) conducted a 
systematic literature review of usability evaluations of EHRs and found that 17 of the 120 
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usability studies analyzed utilized a heuristic evaluation. The usability heuristics created 
by Nielsen were used in 10 (59%) of these studies, and 35% of studies utilized heuristic 
methods specific to the study or methods that were not described in the articles 
(Ellsworth et al., 2016). A review of literature on usability evaluations of navigation in 
EHRs by Roman, Ancker, Johnson, and Senathirajah (2017) found that heuristic 
evaluation was used as an evaluation methodology in 48% of the 21 articles reviewed. In 
addition, they related usability heuristics to mentions of EHR navigation actions in the 
literature in order to categorize usability problems related to navigation actions found 
throughout the analyzed literature (Roman et al., 2017). Usability heuristics are widely 
used in the evaluation of EHRs, both to guide the evaluation as well as to categorize 
findings.  
 In 2008, Edwards, Moloney, Jacko, & Sainfort conducted a usability evaluation of 
a commercial EHR in a pediatric hospital system using a heuristic walkthrough (HW) 
method prior to the rollout of the system. This heuristic walkthrough method combined a 
cognitive walkthrough with a heuristic evaluation. First, evaluators used the system to 
step through common tasks that users complete, asking questions that consider the user’s 
ability to complete next steps and be aware of progress. Next, evaluators used Nielsen’s 
usability heuristics to step through any tasks they believed to be necessary and evaluated 
the system in terms of these heuristics. In the composite evaluation of usability problems 
from both methods, Nielsen’s heuristics were used as categories in conjunction with 
questions asked during the cognitive walkthrough. For example, the top four sources of 
usability issues were “Consistency” (heuristic), “Will the user know there is a control?” 
(question from cognitive walkthrough), “Flexibility and efficiency” (heuristic), and “Will 
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the user know what to do next?” (question). In conducting this HW study, researchers 
found challenges in simulating the work environment, both in terms of finding evaluators 
with sufficient expertise and knowledge as well as having evaluators simulate 
collaborative and dynamic work environments. However, their use of both subject matter 
experts as well as usability experts helped to uncover a greater number of issues than 
would have been found with only one type of evaluator, and they recommend future 
researchers to use this evaluation method with the heuristic walkthrough if possible 
(Edwards et al., 2008). 
Other research has used Nielsen’s heuristics to evaluate the usability of health 
information systems. The heuristics have been generally used as a guide to analyze and 
categorize usability problems found within the interface with usability inspection 
methods (Rogers, Sockolow, Bowles, Hand, & George, 2013; Pinho, Oliveira, Oliveira, 
Dinis, & Marques, 2014). They have also been used in other heuristic walkthrough 
evaluations (Pereira et al., 2012) as well as in new evaluation methods such as the user 
integrated heuristic walkthrough method proposed by Wijesinghe, Prasad, Alsadoon, and 
Elchouemi (2016). Some studies gave severity ratings to the identified problems (Pinho 
et al., 2014; Pereira et al., 2012) and others identified positive heuristic findings as well 
as the typical negative heuristic violations (Rogers et al., 2013). Overall, Nielsen’s 
heuristics have been successful in identifying usability problems in health information 
technologies. 
Adaptations of Nielsen’s heuristics. It has become common for researchers to 
develop their own set of heuristics to use to evaluate systems in specific contexts and 
domains. Often, existing general heuristics are judged for their relevance to a domain and 
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then are modified along with their descriptions to fit the context (Hermawati & Lawson, 
2016). Many extend or adapt heuristics such as those developed by Nielsen, but most are 
developed using informal methods as there is no formalized process for developing and 
validating usability heuristics (Quiñones & Rusu, 2017). 
One instance of the creation of heuristics for the evaluation of a health 
information system interface was completed by Carvalho, Borycki, and Kushniruk 
(2009). They sought to develop heuristics that would be useful in evaluating how well an 
interface would be able to prevent technology-induced errors. The heuristics were created 
by first conducting research surrounding health information system-induced harm, which 
resulted in a discussion with health informatics experts that used the literature to develop 
38 evaluation heuristics grouped into four categories: workflow issues, content issues, 
safeguards, and functional issues. These heuristics were then compared to a 
demonstration version of a health information system by an expert, who found that only 
12 of the 38 heuristics could be applied in a walkthrough scenario; the remaining 26 
needed an external simulation environment in order to be assessed. Though these 
heuristics were successful at assessing the safety of the health information system, the 
results from this evaluation cannot be compared to other heuristic evaluations because the 
heuristics had not been tested on any other systems (Carvalho et al., 2009). This is one 
drawback of creating new heuristics as opposed to utilizing well-known and tested sets.  
Zhang, Johnson, Patel, Paige, & Kubose adapted Nielsen’s heuristics in 2003 in 
order to make them more applicable to the evaluation of medical devices. They revised 
and expanded Nielsen’s ten heuristics and combined them with the eight golden rules by 
Shneiderman (Shneiderman & Plaisant, 2004) as well as with their own considerations in 
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order to create their own customized set of fourteen usability principles for the health 
domain. These usability principles, referred to as the “Nielsen-Shneiderman heuristics,” 
are: “Consistency and standards in design,” “Visibility of system state,” “Match between 
system and world,” “Minimalist design,” “Minimize memory load,” “Informative 
feedback,” “Flexibility and customizability,” “Good error messages,” “Prevent use 
errors,” “Clear closure,” “Reversible actions,” “Use users’ language,” “Users are in 
control,” and “Help and documentation” (Zhang et al., 2003). Though many of the 
principles are similar to Nielsen’s original ten heuristics, this set is more specific and 
applicable in health care contexts. In this study, if they found that the interface violated a 
heuristic, they rated its severity based on how many users the problem would affect, how 
impactful the problem was, and how persistent the problem was. The following severity 
rating scale was used: “0, not a usability problem at all; 1, cosmetic problem only. Need 
not be fixed unless extra time is available; 2, minor usability problem. Fixing this should 
be given low priority; 3, major usability problem. Important to fix. Should be given high 
priority; 4, usability catastrophe. Imperative to fix this before product can be released.” 
They successfully utilized this modified heuristic evaluation method to identify usability 
problems in medical devices (Zhang et al., 2003). 
 In 2011, Zhang & Walji created a unified framework for EHR usability called 
TURF (Task, User, Representation, and Function) that includes methods to detect 
usability differences, objectively evaluate usability, and design systems with good 
usability. One type of analysis included in this framework’s guidelines utilizes heuristic 
evaluation in order to identify major usability issues. They utilized the modified usability 
heuristics from Zhang et al.’s previous 2003 work as discussed earlier in order to identify 
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usability issues specifically represented in EHR systems. They used this framework to 
evaluate an EHR system and recorded the counts of violations of each heuristic and 
subsequently rated the severity of each violation. Though heuristic evaluation was 
successfully used to identify usability problems, Zhang and Walji acknowledge that this 
method is not a systematic and consistent evaluation method and say they are working 
towards developing an evaluation process that allows for comparison between different 
representations (Zhang & Walji, 2011). 
 Zhang et al.’s Nielsen-Shneiderman heuristics (2003) have been used by other 
researchers when evaluating the usability of health information systems. Often, usability 
problems found during evaluation of the system have been categorized as violations of 
the Nielsen-Shneiderman heuristics (Khajouei, Peek, Wierenga, Kersten, & Jaspers, 
2010; Bakhshi-Raiez et al., 2012). Khajouei et al. (2010) analyzed the effect of the 
number of problems categorized as violations of different heuristics on excess mouse 
clicks and keystrokes to find what groups of usability problems significantly affected 
efficiency. Another usability study mapped observations of participants interacting with 
the system to the Nielsen-Shneiderman heuristics and identified both positive and 
negative appearances of the heuristics (Devine et al., 2014). These studies found that the 
Nielsen-Shneiderman heuristics were able to be successfully used to identify and 
categorize usability problems in health information systems.  
EHR-specific heuristics. There have been multiple groups that have created 
usability heuristics specifically for use in evaluating EHRs. Though the existence of 
multiple different heuristic sets violates the principles of heuristic evaluation in that a 
previously agreed-upon set of heuristics should be used to make judgements, these 
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different sets were proposed in order to reflect the unique environments and scenarios 
that surround EHR use (Tarrell, Grabenbauer, McClay, Windle, & Fruhling, 2015). 
The first set of EHR-specific heuristics was created by a group with the 
Healthcare Information and Management Systems Society (HIMSS) known as the EHR 
Usability Task Force in 2009. This group’s goal was to create heuristics for evaluating 
EHRs that assess efficiency, effectiveness, reduction of cognitive load, and ease of 
learning. Though the majority of the HIMSS heuristics are similar to the Nielsen-
Shneiderman heuristics, this set proposed a new category, “Effective Information 
Presentation,” which included principles of appropriate information density, meaningful 
use of color, readability, and preservation of context through minimum visual 
interruptions (Tarrell et al., 2015; Belden, Grayson, & Barnes, 2009). 
Another group with the Agency for Healthcare Research Quality (AHRQ) created 
a set of usability heuristics to evaluate EHRs around the same time in 2009. This group 
came up with both general guidelines as well as EHR-specific guidelines. The general 
heuristics were overall represented by heuristics developed by either Nielsen or 
Shneiderman, though the EHR-specific heuristics had a considerable amount of additions. 
Some novel categories included supporting privacy and confidentiality, graphic design, 
software-system interaction, supporting collaborative work practices, facilitating quality 
care, displaying sources of displayed data in an apparent way, adapting to each patient, 
and considering environmental stressors and physician cognition (Tarrell et al., 2015; 
Armijo, McDonnell, & Werner, 2009).   
The next set of EHR-specific heuristics was developed in 2010 by Horsky et al., a 
group of researchers assessing different methodologies for evaluating the usability of 
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EHRs. They created a set of 12 heuristics, about half of which align with previous 
heuristics from Nielsen and Shneiderman. New categories proposed by Horsky et al. 
include accurate biomedical rules and decision support, preventative safety 
functionalities, minimal functional errors (fault), speed, and workflow support (Tarrell et 
al., 2015; Horsky et al., 2010). 
 Another set of heuristics specifically for EHR evaluation was created in 2012 by a 
group of medical and usability experts with the U.S. National Institute of Standards and 
Technology (NIST). All of Nielsen and Shneiderman’s heuristics are represented in this 
set, though guidelines were added for many errors that are specific to EHRs: patient ID 
errors, mode errors, data accuracy errors, data availability errors, interpretation errors, 
recall errors, feedback errors, and data integrity errors (Lowry et al., 2012). Also, this set 
of heuristics added dimensions for assessing problem severity based on potential effects 
on patient morbidity during the heuristic evaluation instead of only focusing on usability 
principles. This is unique and perhaps problematic because it may be beyond the scope of 
many usability experts to assess usability problems according to health-related criteria 
(Tarrell et al., 2015; Lowry et al., 2012). 
Many of these EHR-specific heuristic sets consist mainly of principles that belong 
to previously created sets of heuristics from Nielsen and Shneiderman. However, some of 
the EHR-specific heuristics that go beyond the scope of widely accepted sets of heuristics 
extend their reach by incorporating principles that relate to system functionality and 
external practices beyond the design of a user interface (Tarrell et al., 2015). Though this 
is different from the sets of heuristics that are traditionally used, it may be useful for the 
evaluation of EHRs because they are used in complex scenarios and environments.  
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 Though usability heuristics have been used to evaluate EHRs and categorize 
usability issues, no apparent research has used usability heuristics to evaluate problems 
with providers managing patient test results specifically. This study will fill this gap in 
the literature by identifying usability problems associated with provider burden while 
interacting with patient test results in an Epic EHR and categorizing these problems using 
usability heuristics.
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Methods 
Sample 
The population of interest for this study is healthcare providers that use the Epic 
EHR system. Epic is one of the leading manufacturers of EHRs and thus is a widely-used 
interface among healthcare systems. The 2016 Medscape EHR report found that Epic was 
the most widely used EHR with 28% of respondents reporting using an Epic system 
(Peckham & Kane, 2016). Therefore, it is important to investigate providers’ burden 
when using this EHR system and use these findings to propose improvements in order to 
reduce providers’ burden and increase patient safety. Data of providers completing 
simulated patient scenarios in the Epic environment were collected, including video data 
of the interactions, clicks, time on tasks, and eye-tracking data of blinks and pupillary 
dilation during the tasks. This data was also coded in terms of high and low burden based 
on displayed mental effort and task difficulty. All patient scenarios used in this study can 
be found in Table 1.
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Table 1 
Simulated Patient Scenarios Used in This Study 
Patient Scenario Name Scenario 
Dash Abnormal chest x-ray (No show) 
Edward Abnormal pathology (No show) 
George Abnormal CBC (No show) 
Hiro Abnormal pulmonary function test (No show) 
Irene Abnormal mammogram (No show) 
Lauren Abnormal pap smear (No show) 
Mari Abnormal pap smear (No show) 
Tanya Abnormal mammogram (No show) 
 
Original data. The original data collection came from 38 resident physicians 
from Internal Medicine, Family Medicine, Pediatrics, Gynecology, Oncology, Psychiatry, 
and Surgery departments (Post-Graduate Year range: 1 to 5) who participated in the study 
and were incentivized with a $100 gift card for their participation. Participants were 
recruited through an email sent to the UNC Hospitals resident physician email list. 
Recruitment criteria included at least six months of experience using the Epic EHR 
system.  
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Sample for this study. Videos representing either high or low levels of burden 
for each component of burden (mental effort: pupillary dilation and blink rate; task 
difficulty: time on task, number of clicks, searches, and revisits) were purposively 
selected for analysis so that high and low levels of burden for each component were 
represented. For each of the eight simulated patient test result scenarios (shown in Table 
1), one study participant was selected as representing high burden and one was selected 
as representing low burden for each of the burden indicators: 
• Pupillary dilation (TEPR) 
• Blinks 
• Time on task 
• Clicks 
• Number of searches 
• Number of revisits to the Chart Review interface 
Eight representative interactions were chosen for each burden indicator, one 
representing each of the eight patient scenarios, in order to equally represent all patient 
scenarios. Interactions from 35 out of the original 38 participants were represented in this 
sample. Participants were represented in an average of 2.5 interactions each, with the 
greatest number of interactions from a single participant being 7 interactions. This 
sampling resulted in a total of 96 interactions: eight for high burden and eight for low 
burden for each of the six burden indicators. Figure 3 shows the breakdown of the sample 
sizes of interactions for each indicator. 
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Figure 3. Grouping of interactions and variables represented in each sample. 
 
Sample sizes. A total of 96 interactions were analyzed. Providers in 48 of the 
interactions displayed high burden, and providers in 48 of the interactions demonstrated 
low burden. Eight interactions were analyzed, one for each simulated patient scenario, 
within each of the following categories: High TEPR, Low TEPR, High Blinks, Low 
Blinks, High Time on Task, Low Time on Task, High Clicks, Low Clicks, High Number 
of Searches, Low Number of Searches, High Number of Revisits to the Chart Review 
Interface, and Low Number of Visits to the Chart Review Interface. Of those, 43 used the 
enhanced EHR interface (22 in high burden and 21 in low burden) and 53 used the 
current EHR interface (26 in high burden and 27 in low burden).  
96 
interactions
High Burden 
(48)
TEPR (8)
Current 
EHR (4)
Enhanced 
EHR (4)
Blinks (8)
Current 
EHR (5)
Enhanced 
EHR (3)
Time on task 
(8)
Current 
EHR (4)
Enhanced 
EHR (4)
Clicks (8)
Current 
EHR (4)
Enhanced 
EHR (4)
Number of 
searches (8)
Current 
EHR (4)
Enhanced 
EHR (4)
Number of 
revisits to 
Chart Review 
(8)
Current 
EHR (5)
Enhanced 
EHR (3)
Low Burden 
(48)
TEPR (8)
Current 
EHR (4)
Enhanced 
EHR (4)
Blinks (8)
Current 
EHR (6)
Enhanced 
EHR (2)
Time on task 
(8)
Current 
EHR (4)
Enhanced 
EHR (4)
Clicks (8)
Current 
EHR (4)
Enhanced 
EHR (4)
Number of 
searches (8)
Current 
EHR (4)
Enhanced 
EHR (4)
Number of 
revisits to 
Chart Review 
(8)
Current 
EHR (5)
Enhanced 
EHR (3)
 36 
High vs. Low Burden Grouping Criteria  
Provider burden was categorized into high and low levels of burden based on 
different criteria for mental effort and task difficulty. 
Mental effort. Mental effort was measured using pupillary dilations and blink 
rate data.  
Greater amounts of pupillary dilation activity were considered to reflect higher 
burden and lower dilation activity was considered to reflect lower burden. To determine 
indicators of high and low burden, task-evoked pupillary response (TEPR) data was 
plotted sequentially and values of change in pupillary dilations below the first quartile 
were considered to reflect low burden while values of change greater than the third 
quartile were coded as high burden in terms of mental effort. Descriptive statistics of the 
samples displaying high and low burden for TEPR can be found in Table 1A in Appendix 
A.  
Blink rate was evaluated such that greater numbers of blinks indicated lower 
burden while fewer blinks indicated higher burden. When plotted sequentially, numbers 
of blinks below the first quartile were considered to reflect high burden while numbers 
above the third quartile were considered to reflect low burden. Descriptive statistics of 
the samples reflecting low and high burden for blink rate can be found in Table 1A in 
Appendix A.  
Task difficulty. Task difficulty was evaluated based on time on task, total 
number of clicks, number of searches, and number of revisits to the Chart Review 
interface.  
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Based on the time taken interacting with each patient in the In Basket until 
finishing the encounter, high time on task was considered to reflect high burden and low 
time on task was considered to reflect low burden. In order to determine high and low 
time on task, the raw data was plotted sequentially and first and third quartiles were 
identified. Values below the first quartile were considered low time on task and therefore 
reflected low burden and values above the third quartile were considered high time on 
task and therefore reflected high burden. Descriptive statistics of the samples reflecting 
high and low burden in terms of time on task can be found in Table 1A in Appendix A. 
High numbers of clicks reflected high burden in terms of task difficulty and low 
numbers of clicks reflected low burden. As with other data, click counts were plotted 
sequentially and numbers of clicks below the first quartile were considered to be low and 
numbers of clicks above the third quartile were considered to be high. Descriptive 
statistics about the samples reflecting high and low numbers of clicks can be found in 
Table 1A in Appendix A. 
Higher numbers of searches per session were considered to reflect high burden 
while lower numbers of searches reflected low burden. After sequentially plotting the raw 
data, values below the first quartile were considered to be low numbers of searches while 
values above the third quartile were considered to be high numbers of searches. 
Descriptive statistics about the samples reflecting high and low burden in terms of 
number of searches can be found in Table 1A in Appendix A.   
Greater numbers of revisits to the Chart Review interface were considered to 
reflect higher burden. When plotted sequentially, data below the first quartile were 
considered to be low numbers of revisits while data above the third quartile were 
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considered to be high numbers of revisits. Descriptive statistics about these samples 
representing high and low burden in terms of revisits to the Chart Review interface can 
be found in Table 1A in Appendix A.  
Overall Procedure  
For this project, previously recorded video data of healthcare providers interacting 
with simulated patient test result scenarios in Epic EHR systems were analyzed. Interface 
design issues were identified and these usability problems were categorized according to 
Nielsen’s usability heuristics. These issues were compiled and counted, and suggestions 
for improvement were created. Video data was also analyzed and providers’ performance 
in terms of documenting a patient’s no-show status was recorded. This performance data 
was compared across burden level as well as EHR type (current vs. enhanced). 
Data Collection 
Heuristic violations. Relevant screens of the interface were inspected prior to 
watching videos and interface issues were identified and categorized based on Nielsen’s 
usability heuristics. Additionally, issues were similarly documented and categorized 
during the viewing of participant interactions. Issues were highlighted when providers 
displayed burden visually in their interactions, such as with increased mouse movement, 
eye movement, time taken at a particular step, or back-and-forth navigation. Interface 
elements that displayed an adherence to Nielsen’s usability heuristics were recorded and 
compiled as well. 
Relating burden and EHR design to performance. Data was collected by 
watching video data of healthcare providers interacting with selected simulated patient 
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test result scenarios. While watching each interaction, workflow patterns, including each 
interface visited, were documented in addition to the participant’s performance. All 
patient scenarios analyzed had a missed appointment, and performance was based on 
whether the provider documented the patient’s failure to show up at their appointment. 
Optimal performance in terms of documenting the patient’s no-show was determined if 
providers used the phrases “no show,” “missed appointment,” “reschedule appointment,” 
or “will re-refer patient” in their documentation or reason for call, as well as if they added 
the pre-populated comment related to the no-show that was accessible in the enhanced 
interface, reading “No show to follow-up appointment. Reschedule appointment in Breast 
Clinic.” If these phrases or comments were not included in the provider’s workflow, their 
performance was considered to be suboptimal. 
Data Analysis 
Heuristic violations. Specific usability heuristic violations were compiled 
according to the screen of the interface in which they occurred, and recommendations for 
improvement were developed. Additionally, counts of each violation were gathered in 
order to summarize and compare the relative frequency of the violation of particular 
heuristics. 
Relating burden and EHR design to performance. After collecting the data, 
workflow patterns were analyzed and interactions were categorized according to their 
performance (optimal vs. suboptimal). The interactions were then further categorized 
based on whether the interaction was a display of high or low burden, as well as if the 
interaction used the current or the enhanced EHR design. Two chi square analyses were 
conducted. One compared performance across EHR type (current vs. enhanced), and the 
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other compared performance across burden level (high burden vs. low burden). Fisher’s 
Exact Tests were conducted as a follow-up to both chi square analyses.
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Results 
Heuristic Violations  
 Heuristic violations present in the EHR interface were recorded and compiled. 
Table 2 shows the counts of violations of each of Nielsen’s 10 usability heuristics for 
interface design. Some issues were identified as violations of more than one heuristic, so 
a total of 22 heuristic violations were recorded for a total of 19 issues. Details of all found 
issues are documented in Table 3, along with which screen of the interface they occur in, 
which of Nielsen’s heuristics they violate, and recommendations for improvement. 
Further details about violations, including screenshots, can be found in Appendix B. In 
addition, a summary of areas contributing to good performance and the screens in which 
they occur can be found in Table 2A in Appendix A. 
Table 2 
Counts of Violations of Each Heuristic 
Heuristic Count 
Visibility of system status 1 
Match between system and the real world 3 
User control and freedom 0 
Consistency and standards 7 
Error prevention 2 
Recognition rather than recall 5 
Flexibility and efficiency of use 2 
Aesthetic and minimalist design 1 
Help users recognize, diagnose, and recover from errors 1 
Help and documentation 0 
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Table 3 
Summary Table of Areas Hindering Performance and Recommendations (19 total) 
Screen Areas hindering performance Recommendations 
In Basket • Icon legend disappears after 
selecting patient; 
Recognition rather than recall  
• “Abnormal” icon does not draw 
much attention; it is not visually 
distinct as it is similar in color and 
shape to other less important icons; 
Aesthetic and minimalist design 
• Icon in details section is difficult to 
see on the far right side; 
Recognition rather than recall 
•  “No show” should be clearly 
identified; 
Recognition rather than recall  
• Abnormal results are not always 
identified with color/icons as 
abnormal. “Abnormal” status is 
sometimes only communicated in 
the “impression” text; Consistency 
and standards 
• Multiple results for the same patient 
not always listed together in In 
Basket; Consistency and standards, 
Match between system and the real 
world 
• Some results are split into 2 entries 
in In Basket and sometimes contain 
the same results; Consistency and 
standards 
• Create persistent legend 
or way to access legend. 
• Make abnormal icon more 
distinct in color and shape 
from other icons in order 
to draw attention. 
• Move icon in details 
section to left side where 
user focus is likely to be. 
• Clearly indicate “no 
show” appointments using 
text or icon in In Basket. 
• Use additional “warning” 
color to draw attention to 
results that are possibly 
abnormal but not 
definitively. 
• List results for the same 
patient together in In 
Basket. 
• Only have one In Basket 
entry per patient 
containing all test results 
or only have one test 
result in each entry. 
All Reminders 
folder (enhanced 
EHR only) 
• To close the item, in Results you 
have to click ‘Reviewed’, while in 
the All Reminders folder you have 
to click ‘Done’ to close; 
Consistency and standards 
• “All Reminders” folder contains 
abnormal test results but results do 
not include the abnormal icon or 
color coding; Consistency and 
standards 
• “No Show” is only visible in the 
inbox preview section of result, not 
• Visually indicate that 
results are abnormal in 
inbox and details view. 
• Display “no show” status 
in message details. 
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in the actual message details; Match 
between system and the real world, 
Consistency and standards 
Chart Review • No clear “no show” indication; 
providers need to know where to 
look; Recognition rather than recall 
• Providers have to go back to In 
Basket message to get relevant 
information in order to take action; 
Flexibility and efficiency of use, 
Recognition rather than recall 
• Telephone Call is not directly 
accessible from within Chart 
Review interface; Flexibility and 
efficiency of use 
• Clearly indicate “no 
show” status without 
needing to complete 
multiple steps to find the 
information. 
• Display key message 
details in Chart Review 
interface. 
• Link to Telephone Call 
section within Chart 
Review interface, maybe 
on left side menu. 
Telephone Call • No reminder before closing 
encounter that sections of the 
encounter are incomplete; Error 
prevention 
• Add a visual indication 
that sections are 
incomplete. Add a red 
icon next to the 
incomplete sections and 
sub-sections. 
Medications and 
Orders 
• Two buttons with the same icon 
exist and it is difficult to know what 
is the correct way to save and 
confirm the medication; Consistency 
and standards 
• Unsigned orders labeled in green, 
which is an atypical color for an 
incomplete section; Match between 
system and the real world 
• Not clear what “tab” user is 
searching in when searching for 
medications and orders; Visibility of 
system status 
• No warning before duplicate order; 
Error prevention 
• Change the icon on either 
the “Close” or “Sign” 
button. 
• Change the color of the 
“Unsigned Orders” bar. 
• More clearly visually 
distinguish what tab the 
user is searching in. 
• Warn of a duplicate order 
earlier in order process. 
Error Messages • Duplicate order message does not 
explicitly say “no show”; Help users 
recognize, diagnose, and recover 
from errors 
• Explicitly say “no show” 
in the duplicate order 
error message stemming 
from a patient no-show. 
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Relating Burden and EHR Design to Performance 
 Data was grouped based on optimal or suboptimal performance, measured by 
whether individuals documented patients’ no-show status. This performance was then 
compared across burden level (low vs. high) as well as by EHR type (enhanced vs. 
current). Table 4 shows the counts of interactions by performance and EHR type across 
burden level. 
Table 4 
Counts of Interactions by Performance and EHR Type Across Burden Level 
 Optimal –  
Current 
Optimal – 
Enhanced 
Suboptimal – 
Current 
Suboptimal – 
Enhanced 
High Burden 2 8 24 14 
Low Burden 7 13 20 8 
Total 9 21 44 22 
 
 A chi square test was conducted comparing performance across burden level and 
found significant differences (Pearson chi square = 4.848, p = 0.0277). A one-tail 
Fisher’s Exact Test indicated that the probability for suboptimal performance is greater 
for a provider experiencing high burden as compared to low burden (p = 0.0233). Table 5 
displays the counts of interactions displaying optimal and suboptimal performance by 
burden level. 
Table 5 
Counts by Performance and Burden Level 
 Optimal Suboptimal 
Low Burden 20 28 
High Burden 10 38 
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A chi square test was conducted to compare performance across EHR type 
(current vs. enhanced) and found significant differences (Pearson chi square = 11.213,     
p = 0.0008). A one-tail Fisher’s Exact Test indicated that the probability for suboptimal 
performance is greater for a provider using the current EHR as compared to the enhanced 
EHR (p=0.0008). Table 6 displays the counts of interactions displaying optimal and 
suboptimal performance by EHR type. 
Table 6 
Counts by Performance and EHR Type 
 Optimal Suboptimal 
Enhanced EHR  21 22 
Current EHR 9 44 
 
 Therefore, providers that experienced high burden or were working in the current 
EHR were more likely to have suboptimal performance, or were more likely to not 
explicitly document the patient’s no-show status.
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Discussion 
Heuristic Violations 
Overall, 22 heuristic violations were found from 19 issues across all screens. 
Violations of usability heuristics have been shown to highlight usability issues, so it 
could be assumed that these usability heuristic violations found could be contributing to 
providers’ burden when interacting with the EHR interface. Some violations may hold a 
higher weight than others in contributing to burden, but this could not be identified from 
this study alone. Violations were not able to be explicitly linked to providers’ burden as 
the relationship between heuristic violations and burden is a complex issue. Heuristic 
violations are consistently present in the interface regardless of the user’s interaction. 
Although the violations present themselves in the same way, they do not impact all 
individuals in the same way. These individual differences in response to heuristic 
violations cause differences in burden level and performance. In most cases, there was 
not a clear indication of what particular heuristic violations caused the provider to exhibit 
high burden. The entire interaction was categorized by the burden indicator, so a 
particular section of the interaction where the provider encountered a violation that 
caused high burden could not be identified. For example, if a provider’s interaction 
displayed high burden in their number of blinks, there was not a way to definitively say 
which of the violations present in the interface caused them to have high burden in terms 
of blinks. It could be any of the individual heuristic violations present, a combination of 
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multiple violations, or it could be due to something individual, such as confusion 
regarding the task demands. Some interactions were easier to identify what violations 
caused burden, such as high clicks, as the video data showed what parts of the interface 
providers clicked on frequently and heuristic violations related to that part of the interface 
could be identified. However, because connections could not be made across all burden 
indicators, heuristic violations were not able to be related to specific indicators of burden.  
Making changes to the interface to correct the identified usability heuristic 
violations could potentially reduce provider burden. The suggested recommendations can 
be used as general guidelines to correct these violations. An adjustment period may be 
required for providers using the current system to grow accustomed to the new design 
that does not incorporate their current workarounds, but after adjusting, correcting 
usability heuristic violations may reduce burden for returning users as well as new users.  
The three most frequently violated heuristics were “Consistency and standards” 
(7), “Recognition rather than recall” (5), and “Match between system and the real world” 
(3). The EHR usability case study conducted by Edwards et al. (2008) found similar 
results, as the most frequent source of usability issues was a violation of Nielsen’s 
“Consistency and standards” heuristic as well. Consistency issues are generally not 
severe, but they could influence burden as they may increase providers’ cognitive load 
when interacting with the system. Edwards et al. (2008) explain that violations of 
consistency are common in large commercial systems, such as the Epic EHR used in this 
study, because different pieces of the system are often created independently, resulting in 
a lack of common design and terminology conventions. Consistency and standards issues 
appear in items in the In Basket interface that are pulled from other sections of the 
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system, so that explanation would be plausible. Consistency-related issues with this 
section of the interface include inconsistencies in the identification of abnormal results 
and the grouping of results related to the same patient. Other issues are related to 
confusion over the same icons resulting in different actions, as well as different icons 
representing the same actions. These issues could be due to a lack of established icon 
conventions for use in the system design. 
Rogers et al. (2013) found frequent violations of the “Recognition rather than 
recall” heuristic as well. In their study, providers said they had to remember which steps 
they had completed and which were still remaining, and they also cited needing to have 
prior knowledge of steps to take in order to be successful (Rogers et al., 2013). Their 
finding is similar to this study, as “Recognition rather than recall” was a violation that 
displayed when providers needed to have prior knowledge of the process required in 
order to identify a patient that did not show up to their appointment. Some providers 
seemed to be familiar with how to complete the complicated workflow to access a 
patient’s no-show status, but providers that did not demonstrate prior knowledge of this 
process had suboptimal performance. Other violations of “Recognition rather than recall” 
were related to the visibility of icons as well as needing to revisit the message in the In 
Basket in order to reread details necessary for next steps that were difficult to be recalled. 
If the relevant details were carried over to the Chart Review interface where the provider 
takes action, this issue would be remedied.  
Violations of the “Match between system and the real world” heuristic in a 
complicated, context-specific system such as an EHR are not especially surprising. 
Because system developers are likely not completely attuned to the terminology and 
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workflows of healthcare providers, the system may not match expectations of these 
providers. However, the violations of this heuristic were not related to expectations 
specific to healthcare providers, but were rather more general. One violation was related 
to the use of color to convey meaning. A green color was used to indicate an incomplete 
section, which violates a match between the system and the real world because green 
usually indicates “good,” “go,” or “done,” but in this case, it was indicating the opposite 
meaning. Other violations were present in the In Basket interface and were related to not 
matching expectations users may have developed from use of typical inbox interfaces 
such as in email applications.  
This knowledge about what usability heuristics are most frequently violated can 
provide insights into what design decisions are most important to focus on when creating 
new designs for systems. 
Relating Burden and EHR Design to Performance 
Results suggest associations between performance and burden level as well as 
between performance and EHR type. More specifically, it was found that the probability 
of suboptimal performance was greater for providers experiencing high burden. Though 
the definition of performance was very specific for this project as documenting a 
patient’s failure to show up at an appointment was considered optimal performance, these 
results demonstrate an association between displayed burden and taking appropriate 
actions. It is interesting to consider why there was an association between high burden 
and failing to write a note indicating “no show.” In this study, provider burden is a 
composite measure made up of mental effort, or cognitive resources, and task difficulty, 
or behaviors used to cope with task demands. Because burden is a composite measure, it 
 50 
is plausible that multiple explanations exist for the association between burden and 
performance. However, the most salient possible reason that the two indicators appear 
together is due to providers’ previous knowledge of the optimal workflow, or lack 
thereof, when following up on patients that did not show up to their appointment. When 
providers do not know what actions to take, perhaps from a lack of prior training or 
experience, they may fail to take the appropriate action and therefore have suboptimal 
performance, and they also use more cognitive resources and find the task more difficult 
due to a lack of familiarity and therefore demonstrate high burden. Although the 
association between high burden and suboptimal performance was significant, 10 out of 
30 providers that had optimal performance also displayed high burden, so burden level is 
not exclusively associated with performance. It is likely that performance is influenced 
by external factors such as previous experience with the task being completed, as 
providers could have familiarity with the task workflow and complete it optimally while 
still displaying high or low burden depending on their personal mental effort and 
difficulty with the task.  
Results also suggest that the probability of suboptimal performance was greater 
for providers interacting with the current EHR as compared to the enhanced EHR. The 
enhanced EHR did not correct the heuristic violations identified in the first phase of this 
project. Instead, the enhanced EHR design drew attention to patients that missed their 
appointment by placing them in a separate “All Reminders” folder in the In Basket, and 
did not specifically address and correct any of the identified heuristic violations. In the 
enhanced EHR, the same violations existing in the current EHR were present because the 
enhanced design added an additional screen, the “All Reminders” folder, without 
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removing any screens from the system. Therefore, providers were using a system that had 
the same violations as the current EHR within its screens, but the addition of the new 
folder interface changed their workflow and directed them to the “All Reminders” folder 
to interact with no-show patients instead of accessing them from the In Basket. After 
accessing the patient in the “All Reminders” folder, providers using the enhanced EHR 
used the same interfaces as the current EHR to take actions, including the “Chart 
Review,” “Telephone Call,” and “Medications and Orders” screens. The change in 
workflow could have lowered the likelihood of providers displaying suboptimal 
performance because it drew attention to “no show” patients. This change in the first step 
in providers’ workflow exposed them to less violations during the interactions that were 
analyzed for performance in the enhanced EHR as the “All Reminders” folder had less 
heuristic violations than the In Basket. However, because the enhanced EHR did not 
correct violations, this study cannot claim that violations impacted performance. Despite 
this, previous work has shown that a reduction in heuristic violations in an interface 
redesign can be associated with improved performance (Harrington et al., 2011). 
Limitations 
 Sample. This study was conducted with a small sample size in order to give equal 
representation to all burden indicators in the sample. Because only a sample of all 
provider interactions were analyzed, findings from this study may not be comprehensive 
to all provider behaviors. Also, using a larger sample in the original study or recruiting 
other medical providers besides residents could have expanded findings.  
Burden categorization. The sample for this study was chosen to be 
representative after categorizing the videos based on their display of burden. The criteria 
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for high or low burden in each of the burden categories was chosen for the original study, 
and the chosen criteria for categorization could have inaccurately represented high or low 
burden. There also could have been errors in recording data or categorizing interactions 
that would have put interactions into incorrect groups.  
Also, burden was only quantified by a few measures, and these may not have been 
the most representative of a provider’s burden. Burden was quantified using pupillary 
dilation, blink rate, time on task, clicks, number of searches, and number of revisits to the 
Chart Review interface, and some of these burden indicators may have appeared due to a 
factor besides burden caused by the interface. 
Performance definition. A very specific performance definition was used, which 
may have misrepresented the success of providers. Providers could have taken the 
appropriate actions to follow up on a patient’s no-show without explicitly documenting 
“no show” in their notes, but using the performance definition used in this study their 
performance would be considered suboptimal. 
Future Research 
 Future research in this area could assess provider burden when interacting with 
EHRs by using different measures, such as supplementing data with qualitative 
interviews with providers to gain insight into their experiences or self-perceptions of 
burden. The addition of a first-hand account from participants may be a more reliable 
way to determine burden as compared to observations and physiological data alone. Also, 
allowing providers to explain their decision-making processes may provide new 
information about how the EHR interface affects their workflow.   
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 Using only burden indicators that can be visually assessed by researchers may 
help to make connections between heuristic violations and burden. Measures such as 
mouse movements, clicks, and gaze patterns are able to be viewed visually in conjunction 
with participants’ interface navigation while completing tasks. The ability to visualize 
burden during interactions may allow researchers to pinpoint exactly where high burden 
occurred and what section of the interface participants were interacting with, and they can 
connect high burden to the heuristic violations identified as occurring in the section of the 
interface that was interacted with. 
Future research that aims to connect specific usability heuristic violations to 
burden would benefit from first conducting heuristic analysis on a system’s interface 
prior to involving users. Then, researchers could create a new EHR design that corrects 
specific violations and use participants to assess burden using the new design. This would 
not definitively say what violations contribute to burden, but it may provide a better idea 
than this study. An iterative process of correcting only one violation and then evaluating 
the interface may be an even stronger way to assess violations’ contribution to burden. 
Conclusions 
This study highlighted a number of heuristic violations and established 
associations between performance and burden as well as between performance and EHR 
design during providers’ management of abnormal test results and missed follow-up 
appointments. Identified heuristic violations show areas of the interface that could be 
improved and that have the potential to decrease provider burden and improve 
performance. The association between performance and burden reinforces the idea that 
providers experiencing higher burden have a greater chance of suboptimal performance. 
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The association between performance and EHR design provides evidence that the process 
of redesigning interfaces with a focus on users’ awareness of patients’ abnormal test 
results and follow-up status could be able to produce more desirable performance. 
Findings from this study can be incorporated into future design of Epic EHR systems in 
order to reduce providers’ burden and improve patient safety. An EHR system that 
burdens providers less will ultimately help to improve patient safety in healthcare.
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Appendix A 
 
Table 1A  
Descriptive Statistics of Data Samples Reflecting Low and High Burden for Mental Effort 
and Task Difficulty 
Burden Low 
burden 
(N=8) 
High 
burden 
(N=8) 
Mental Effort TEPR 
(Mean[SD]) 
-0.1 [.1] 0.3 [.1] 
Blink rate 
(Mean[SD]) 
22 [5] 11 [4] 
Task Difficulty Time 
(Mean[SD]) 
77 [18] 183 [45] 
Clicks  
(Mean[SD]) 
14 [6] 43 [10] 
Number of searches <=3 >3 
Number of re-visits to patient information 
 
1 >1 
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Table 2A 
Summary Table of Areas Contributing to Good Performance  
Screen Areas contributing to good performance 
In Basket • Unread results are displayed in bold text 
• Icons indicate abnormal results 
• Far right column displays details about the selected result (with 
color coding) 
• Patient details, test name, status highlighted in yellow box with red 
exclamation mark in yellow shape 
• Abnormal values highlighted in yellow 
• Abnormal test result is linked from In Basket and highlighted 
(directs to Labs tab)  
 
In Basket 
(enhanced) 
• No-show appointments are placed into separate “All Reminders” 
folder to attract attention 
• Ability to copy message text to encounter notes  
 
Chart Review • Abnormal test result values are highlighted in yellow and abnormal 
icon is present in details section when test result is selected (Labs 
tab) 
 
Medications and 
Orders 
• Incomplete sections are sometimes identified by a red exclamation 
mark icon  
Error Messages • Warning message makes user aware of duplicate order  
• When signing, error messages specifically tell what is incomplete 
and allow user to click on the message to recover from error  
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Appendix B 
 
 
Figure 1B. Violation of ‘Recognition rather than recall’ heuristic in In Basket interface. 
Icon	legend	disappears	after	selecting	patient	– Recognition	
rather	than	recall
This	legend	
identifying	all	icons	is	
present	before	
selecting	any	patients	
but	is	not	visible	while	
an	entry	in	the	In	
Basket	is	selected	
because	details	about	
the	selected	entry	fill	
the	section	on	the	
right	side.	Providers	
cannot	see	this	legend	
while	viewing	a	
patient’s	details,	
forcing	them	to	recall	
what	icons	represent.
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Figure 2B. Violation of ‘Aesthetic and minimalist design’ heuristic in In Basket interface. 
 
 
Figure 3B. Violation of ‘Recognition rather than recall’ heuristic in In Basket interface. 
 
“Abnormal”	icon	does	not	draw	much	attention;	it	is	not	
visually	distinct	– Aesthetic	and	minimalist	design
The	red	exclamation	mark	indicates	
“abnormal”,	but	it	looks	similar	in	shape	and	
color	to	other,	less	important	icons,	such	as	
the	blue	exclamation	mark	and	green	circle	
icon	which	indicates	“Work	assigned	to	you”	
and	the	paper	and	red	exclamation	mark	
icon,	which	is	related	to	a	“carbon	copy”.	
Because	there	are	so	many	icons,	the	
abnormal	icon,	which	should	draw	
attention,	does	not	stand	out	much	from	
the	clutter	of	other	icons.
Icon	in	details	section	is	difficult	to	see	on	the	far	right	side	–
Recognition	rather	than	recall
The	user’s	focus	is	likely	
to	be	on	the	left	side	of	
the	details	panel,	
where	the	bulk	of	the	
text	is.	However,	the	
exclamation	mark	icon	
is	very	far	to	the	right	
and	is	difficult	to	
notice.
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Figure 4B. Violation of ‘Recognition rather than recall’ heuristic in In Basket interface. 
 
 
Figure 5B. Violation of ‘Consistency and standards’ heuristic in In Basket interface.
“No	show”	should	be	clearly	identified	– Recognition	rather	
than	recall
A	line	of	text	reading	“No	Show”	and/or	an	icon	in	the	In	Basket	entry	list	would	help	the	user	to	
quickly	identify	that	the	patient	did	not	show	up	to	their	previous	appointment.
Include	a	“no	show”	icon	here Include	a	line	of	text	at	the	top	of	the	
result	details	interface	indicating	“No	
show	to	follow	up	appointment”
Abnormal	results	are	not	always	identified	with	color/icons	as	
abnormal.	“Abnormal”	status	is	sometimes	only	communicated	in	
the	“Impression”	text	– Consistency	and	standards
Normal	identification	of	abnormal	
result	with	yellow	color	and	highlights	
and	red	exclamation	mark	icon
Abnormal	test	result	but	not	definitive;	needs	a	physician	
to	officially	determine	its	abnormality.	No	warning	colors	
or	icons	are	used.	The	user	needs	to	read	the	impression	
text	carefully	to	see	that	the	results	came	back	abnormal.	
A	“potentially	abnormal”	flag	may	be	helpful	to	draw	
attention	to	these	results	that	need	provider	attention.
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Figure 6B. Violation of ‘Consistency and standards’ and ‘Match between system and the 
real world’ heuristics in In Basket interface. 
 
 
Figure 7B. Violation of ‘Consistency and standards’ heuristic in In Basket interface. 
Multiple	results	for	the	same	patient	not	always	listed	together	
in	In	Basket	– Consistency	and	standards;	Match	between	
system	and	the	real	world
It	is	expected	that	results	for	the	same	
patient	are	listed	together	so	all	details	
related	to	that	patient	can	be	managed	
together.	Sometimes,	results	pertaining	
to	the	same	patient	are	not	listed	
together	in	the	In	Basket.
Here,	patient	“Candide,	Tanya”	
has	two	different	test	results,	
but	they	are	not	listed	next	to	
each	other.	Needing	to	revisit	a	
patient’s	chart	after	a	provider	
was	managing	a	different	patient	
could	cause	additional	burden.
Results	for	the	same	patient	are	split	into	2	entries	in	In	Basket	but	
sometimes	contain	the	same	results	– Consistency	and	standards
First	entry	– results	of	surgical	
pathology	exam
Second	entry- CT	
colonography screening	&	
surgical	pathology	exam	
results	listed	again
 71 
 
Figure 8B. Violation of ‘Consistency and standards’ heuristic in the enhanced EHR ‘All 
Reminders’ folder. 
 
 
Figure 9B. Violation of ‘Consistency and standards’ heuristic in the enhanced EHR ‘All 
Reminders’ folder. 
To	close	the	item,	in	Results	you	have	to	click	‘Reviewed’,	while	
in	the	All	Reminders	folder	you	have	to	click	‘Done’	to	close	–
Consistency	and	standards
Results	folder:	to	remove	an	item	from	the	list	
when	finished,	select	‘Reviewed’.	
‘Done’	is	also	in	the	menu.
All	Reminders	folder:	The	only	option	
to	remove	an	item	from	the	list	
when	finished	is	to	select	‘Done’.
In	the	regular	In	Basket	Results	folder,	providers	select	‘Reviewed’	when	they	are	finished	taking	action	on	a	
patient,	but	in	the	All	Reminders	folder,	the	only	option	is	to	select	‘Done’.	This	is	inconsistent	labeling	of	the	
same	action.	
“All	Reminders”	folder	contains	abnormal	test	results	but	
results	do	not	include	the	abnormal	icon	or	color	coding	–
Consistency	and	standards
No	abnormal	icon	in	list	view
No	yellow	coloring	to	
indicate	abnormal	in	
message	details
Indications	of	abnormal	test	results	that	are	used	in	the	regular	In	Basket	interface	
such	as	exclamation	mark	icons	and	yellow	color	coding	and	highlights	are	not	used	in	
this	folder.
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Figure 10B. Violation of 'Match between system and the real world’ and ‘Consistency 
and standards’ heuristics in enhanced EHR ‘All Reminders’ folder. 
 
 
Figure 11B. Violation of ‘Recognition rather than recall’ heuristic in Chart Review 
interface. 
“No	Show”	is	only	visible	in	the	inbox	preview	section,	not	in	
the	actual	message	– Match	between	system	and	the	real	
world;	Consistency	and	standards
The	only	mention	of	“No	Show”	is	in	the	
line	typically	reserved	for	a	message	
preview	in	email	inbox	interfaces.	This	
could	be	easily	missed	as	it	is	not	very	
noticeable	and	the	information	is	not	
repeated	anywhere	in	the	body	of	the	
message.
No	clear	“no	show”	indication;	providers	need	to	know	where	
to	look	– Recognition	rather	than	recall
To	find	“No	Show”	status,	providers	need	to	
visit	the	encounters	tab,	uncheck	the	“Hide	
Admin	Encounters”	box,	and	then	look	for	
“No	Show”	in	the	description	field	and	open	
the	appointment.	This	is	a	complicated	
pathway	to	find	information	which	should	not	
be	hidden.	“No	Show”	should	be	displayed	
somewhere	more	prominent	in	the	Chart	
Review	interface.
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Figure 12B. Violation of ‘Flexibility and efficiency of use’ and ‘Recognition rather than 
recall’ heuristics in Chart Review interface. 
 
 
Figure 13B. Violation of ‘Flexibility and efficiency of use’ heuristic in Chart Review 
interface. 
Providers	have	to	go	back	to	In	Basket	message	to	get	relevant	
information	in	order	to	take	action	– Flexibility	and	efficiency	of	
use;	Recognition	rather	than	recall
Providers	repeatedly	revisit	the	In	Basket	message	to	review	information	required	to	take	action	because	they	
are	unable	to	easily	find	the	relevant	information	in	the	Chart	Review	interface.	This	back-and-forth	navigation	
causes	additional	burden,	and	it	would	be	better	if	the	information	was	more	easily	accessible	in	the	Chart	
Review	interface	so	providers	do	not	need	to	attempt	to	recall	the	information	or	navigate	back	and	forth.	
Information	contained	here	in	the	result	
details	section	of	the	In	Basket	is	frequently	
revisited	in	order	to	use	it	in	actions	taken	in	
the	Chart	Review	interface.
Telephone	Call	is	not	directly	accessible	from	within	Chart	
Review	– Flexibility	and	efficiency	of	use
Telephone	Call	is	not	accessible	from	within	the	Chart	
Review	interface.	It	is	accessible	at	the	very	top	bar	
outside	of	the	patient	encounter,	but	a	link	this	far	
outside	of	the	area	of	focus	during	work	may	be	
missed.	Often,	participants	closed	the	encounter	and	
returned	to	the	In	Basket	and	navigated	to	Telephone	
Call	from	there	rather	than	using	this	link,	perhaps	
because	it	is	not	prominent	enough.
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Figure 14B. Violation of ‘Error prevention’ heuristic in Telephone Call interface. 
 
 
Figure 15B. Violation of ‘Consistency and standards’ heuristic in Medications and 
Orders interface. 
No	reminder	before	closing	encounter	that	sections	of	the	
encounter	are	incomplete	– Error	prevention
Error	messages	like	this	inform	the	user	that	something	is	incomplete	appear	after	closing	and	signing	the	
encounter.	Providers	then	have	to	re-enter	the	interface	and	correct	errors.	A	warning	that	a	section	is	incomplete	
before	closing	the	encounter	may	help	to	reduce	burden.
This	icon	appears	next	to	Telephone	Call	in	the	sidebar,	but	not	all	the	time.	Each	time	a	
telephone	call	encounter	is	opened,	this	icon	should	appear	until	all	required	sections	are	
completed.	Additionally,	this	red	exclamation	mark	icon	should	appear	next	to	sections	
within	the	encounter	to	clearly	identify	which	sections	are	incomplete	while	the	
encounter	is	open.
Two	buttons	with	the	same	icon	exist	and	it	is	difficult	to	know	
what	is	the	correct	way	to	save	and	confirm	the	medication	–
Consistency	and	standards
These	buttons	both	use	the	same	icon	in	the	same	
section	of	the	interface	but	seem	to	be	used	for	
different	purposes.	This	can	cause	confusion.
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Figure 16B. Violation of ‘Match between system and the real world’ heuristic in 
Medications and Orders interface. 
 
 
Figure 17B. Violation of ‘Visibility of system status’ heuristic in Medications and Orders 
interface. 
Unsigned	orders	are	labeled	in	green,	which	is	an	atypical	color	
for	an	incomplete	section	–Match	between	system	and	the	
real	world
Typically,	a	green	color	communicates	the	meaning	“good”	or	“go”.	The	use	of	green	in	this	section	could	be	
confusing	because	the	section	is	unsigned	and	therefore	incomplete,	and	attention	should	be	drawn	to	it	
by	communicating	that	there	is	something	missing.	A	warning	color	like	red	or	yellow	may	be	more	
appropriate.
Not	clear	what	“tab”	user	is	searching	in	when	searching	for	
medications	and	orders	– Visibility	of	system	status
The	user	adjusted	the	query	3	times	here	because	
the	desired	result	was	not	being	shown.	The	query	
was	not	the	problem	but	rather	that	they	did	not	
notice	that	they	had	selected	the	wrong	tab	to	
search	in.	They	were	searching	in	“Preference	List”	
when	they	should	have	been	searching	in	“Facility	
List”.	The	distinction	between	the	two	is	not	
visually	clear	enough.
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Figure 18B. Violation of ‘Error prevention’ heuristic in Medications and Orders 
interface. 
 
 
Figure 19B. Violation of ‘Help users recognize, diagnose, and recover from errors’ 
heuristic in Error Messages. 
No	warning	before	duplicate	order	– Error	prevention
Before	selecting	“Sign”,	there	is	no	indication	that	the	referral	
being	placed	is	a	duplicate	order.	If	a	warning	had	appeared	
before	signing	the	order,	the	provider	may	not	have	needed	to	
spend	time	associating	the	diagnosis	before	signing	the	order.
Duplicate	order	message	does	not	explicitly	say	“no	show”	–
Help	users	recognize,	diagnose,	and	recover	from	errors
This	warning	message	appears	when	a	provider	orders	a	referral	for	a	patient	that	did	not	
show	up	to	their	original	referral	appointment.	Because	they	did	not	show	up,	the	new	
referral	is	a	duplicate	order	in	the	system.	This	message	does	not	say	that	the	duplication	is	
due	to	a	no	show	appointment,	and	the	addition	of	this	information	may	help	providers	to	
take	the	correct	follow-up	action.
