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Abstract
Any theory of information processing always depends on an underlying
physical theory. Information theory based on classical physics is known
as classical information theory, and information theory based on quantum
mechanics is called quantum information theory. It is the aim of this thesis
to improve our understanding of the similarities and differences between
classical and quantum information theory by discussing various information
theoretic problems from the perspective of an observer with the ability to
perform quantum operations. This thesis is divided into four parts, each is
self contained and can also be read separately.
In the first part, we discuss the algebraic approach to classical and quan-
tum physics and develop information theoretic concepts within this setup.
This approach has the advantage of being mathematically very general, and
with this, allows to describe virtually all classical and quantum mechan-
ical systems. Moreover, it enables us to include physical situations with
infinitely many degrees of freedom involved.
In the second part, we discuss the uncertainty principle in quantum me-
chanics. The principle states that even if we have full classical information
about the state of a quantum system, it is impossible to deterministically
predict the outcomes of all possible measurements. In comparison, the per-
spective of a quantum observer allows to have quantum information about
the state of a quantum system. This then leads to an interplay between un-
certainty and quantum correlations. It turns out that even in the presence
of this additional information, we exhibit nontrivial bounds on the uncer-
tainty contained in the measurements of complementary observables. We
provide an information theoretic analysis by discussing so-called entropic
uncertainty relations with quantum side information.
In the third part, we discuss the concept of randomness extractors. Clas-
sical and quantum randomness are an essential resource in information
theory, cryptography, and computation. However, most sources of random-
ness exhibit only weak forms of unpredictability, and the goal of random-
ness extraction is to convert such weak randomness into (almost) perfect
randomness. We discuss various constructions for classical and quantum
randomness extractors, and we examine especially the performance of these
constructions relative to an observer with quantum side information.
v
In the fourth part, we discuss channel simulations. Shannon’s noisy channel
theorem determines the capacity of classical channels to transmit classical
information, and it can be understood as the use of a noisy channel to simu-
late a noiseless one. Channel simulations as we want to consider them here
are about the reverse problem: simulating noisy channels from noiseless
ones. Starting from the purely classical case (the classical reverse Shannon
theorem), we develop various kinds of quantum channel simulation results.
We achieve this by exploiting quantum correlations, and using classical and
quantum randomness extractors that also work with respect to quantum
side information. Finally, we discuss implications to channel coding theory,
quantum physics, and quantum cryptography.
vi
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Chapter 1
Introduction
The theory of information processing is very closely related to physics. On the one
hand, performing physical experiments is nothing other than extracting information,
and on the other hand all information has physical representation, and hence physical
concepts are needed [Lan92]. Information theory based on classical physics is known
as classical information theory, whereas information theory based on non-relativistic
quantum mechanics is called quantum information theory. The connection between
physics and information theory has led to fundamental new insights. In the case of
quantum information theory, this concerns first of all quantum mechanics itself, since
information theoretic concepts are still helping to understand the fundamental differ-
ences between quantum and classical correlations. In addition, quantum information
theory continues to provide new ideas to areas such as strongly correlated systems,
quantum statistical mechanics, thermodynamics, to name a few. An essential find-
ing in information theory is that information cannot be defined independently of an
underlying physical theory.
Quantum information is fundamentally different from classical information [Bel87],
and it is the goal of this work to improve our understanding of the differences and simi-
larities between classical and quantum information theory. In particular, we would like
to explore these in bi- and multipartite settings, where some of the parties are classical
and some of them are quantum. It turns out that even purely classical information
theoretic problems can change if we allow for an observer that behaves quantumly (see,
e.g., [GKK+07]). As an example, we might consider a bipartite setup with a classical
party Alice and a second party Bob who might possess classical or quantum systems.
Now, if Alice has some information which is partially correlated to Bob, it turns out
that a quantum Bob has intrinsically more power than a classical Bob to predict Al-
ice’s information. Of course, if the goal is to transmit the full message to Bob, this is
an advantage. But if Alice wants to use the message as a key in some cryptographic
scheme (the idea being that Bob’s knowledge about the message is almost zero), this
is a disadvantage. In this thesis, we study various classical and quantum informa-
tion theoretic problems involving an observer who is of a quantum nature, or in other
words, an observer who has quantum side information. The analyzed problems have
5
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connections with computer science, cryptography, physics, as well as mathematics (all
of which we will discuss). In the following, we give an outline and briefly discuss our
contributions.
This work consists of four parts, each of which is self contained and can also be
read separately. As we will see, however, each chapter provides applications for the
subsequent chapters (the common denominator being the concept of quantum side
information). In general, the following introduction will be rather brief, and we refer to
the corresponding chapters for a more extensive review and references to the literature
on the subject.
Chapter 2 - Preliminaries. In prior PhD theses about classical and quantum
information theory, researchers usually start with an extensive review about finite-
dimensional classical and quantum mechanics, and then discuss information theoretic
concepts within this setup. Since we are assuming that any potential reader of this
thesis knows this framework very well anyway, we would not like to do this.1 Instead,
we would like to discuss the algebraic approach to classical and quantum mechanics,
and then develop information theoretic concepts within this setup. This has the ad-
vantage of being mathematically more general, and with this, being able to describe
infinite-dimensional systems as well. The algebraic approach is also quite elegant, and
we believe that it is illuminating to understand information theoretic concepts in this
general framework.
After an introduction to the algebraic approach to quantum theory, we introduce
the necessary mathematics about C∗-algebras and von Neumann algebras in the first
part of this chapter (Section 2.1). We note that this section is very brief and only
discusses the mathematical objects that we actually need in the following. In the
second part, we introduce quantum information theory on von Neumann algebras
(Section 2.2). This section is aimed at readers familiar with finite-dimensional quantum
information theory, but no knowledge about algebraic quantum theory is required. In
particular, we always comment on the relation to the usual approach based on finite-
dimensional Hilbert spaces. Finally, we end with a section about entropy (Section 2.3).
We mention that we will employ the algebraic approached in Section 3.2 about entropic
uncertainty relations on von Neumann algebras. For the other topics covered in this
thesis, we will work in the usual finite-dimensional framework.
Chapter 3 - Entropic Uncertainty Relations. One of the most fundamental
concepts in quantum mechanics is Heisenberg’s uncertainty principle [Hei27]. It states
that even if we have full classical information about the state of a system, it is impos-
sible to deterministically predict the outcomes of all possible measurements. Entropic
uncertainty relations are an information theoretic way to capture this. They were first
derived by Hirschman [Hir57], but many new results have been achieved in recent years,
see the review article [WW10]. Interestingly, there exists a deep connection between
1For an introduction to finite-dimensional quantum information theory, see, e.g., the excellent
textbook by Nielsen and Chuang [NC00].
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uncertainty and another fundamental quantum feature, entanglement. The discussion
already started with the famous Einstein, Podolsky, and Rosen paper in 1935 [EPR35],
but a concrete, quantitative, and operationally useful criterion of how uncertainty and
entanglement are related remained missing. In that respect, it is important to real-
ize that uncertainty should not be treated as absolute, but with respect to the prior
knowledge of an observer [Hal95, CBKG02, RB09, BCC+10, Win10]. Then, as soon
as the observer himself is quantum, this has far reaching consequences. It comes down
to a subtle interplay between the observed uncertainty, and the entanglement between
the analyzed system and the observer. We were able to quantitatively capture these
effects with the help of entropic uncertainty relations with quantum side information.
These relations not only unified our understanding about quantum mechanics by dis-
cussing the interplay of entanglement and uncertainty, but also led to new methods
in quantum cryptography (see, e.g., the thesis of Tomamichel for a discussion of these
ideas [Tom12]). Entropic uncertainty relations with quantum side information are
now widely studied and used in the field of quantum information theory and quan-
tum cryptography. Our initial relation [BCC+10] was also experimentally verified
in [PHC+11, LXX+11], and coverage in the popular literature includes [Ana11]. It
is the subject of this chapter to discuss entropic uncertainty relations with quantum
side information. Our contribution is to generalize many known entropic uncertainty
relations to the case of quantum side information.
After an introduction to entropic uncertainty relations in quantum mechanics, we
start in Section 3.1 by discussing entropic uncertainty relations with quantum side in-
formation for finite-dimensional quantum systems. Our main result is an uncertainty
equality (rather than an inequality), which shows that there exists an exact relation
between entanglement and uncertainty. In addition, several other entropic uncertainty
relations of interest follow as corollaries, and we also sketch applications to witnessing
entanglement and quantum cryptography. In the second part of this chapter (Sec-
tion 3.2), we generalize our initial result [BCC+10] to infinite-dimensional quantum
systems and measurements. This is particularly nice because it generalizes the original
work on entropic uncertainty relations (like, e.g., by Hirschman [Hir57]) to the case
of quantum side information. We also mention applications to continuous variable
quantum information theory.
This chapter is aimed at readers from the quantum information theory community
and/or physics community with an interest in entropic uncertainty relations. We
mention that we will need entropic uncertainty relations with quantum side information
in Section 4.3 about quantum-classical randomness extractors.
Chapter 4 - Randomness Extractors. Randomness is an essential resource in
information theory, cryptography, and computation. However, most sources of ran-
domness exhibit only weak forms of unpredictability. The goal of randomness extrac-
tion is to convert such weak randomness into (almost) uniform random bits. In the
setup of classical information theory, an extensive theory was developed in recent years,
connecting concepts from graph theory (expander graphs), error-correcting codes (list-
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decoding codes), and complexity theory (hardness amplifiers). As different as these
areas may sound, these ideas can be brought into a unified picture by formulating a
theory of pseudorandomness, as is nicely done in the lecture notes of Vadhan [Vad11].
The goal of this chapter is to understand some of these concepts when quantum me-
chanics comes into play. The starting point is a setup where the primary system is
still classical, but the role of an observer with quantum side information is investigated
(see, e.g., the thesis of Renner [Ren05] for an elaboration of these ideas). However,
the concept of extractors can itself be quantized, that is, to start with a quantum
source and then ask for the extraction of classical or quantum randomness. Quan-
tum randomness extractors with quantum side information are then very fundamental
in quantum coding theory, and are known as the decoupling approach to quantum
information theory (see, e.g., the thesis of Dupuis for a review of these ideas [Dup09]).
After a general introduction to extractors, we start in Section 4.1 with a review
about classical randomness extractors. We discuss in particular observers with quan-
tum side information. This section then mainly serves as a preparation for the next
section, where we go on to extend the concept of randomness extractors to the quan-
tum setup (Section 4.2). Whereas the idea of quantum extractors is omnipresent
in quantum information theory, we believe that we can give a new perspective and
a unified view on the matter by developing quantum extractors from their classical
analogue. In the third part of this chapter, we introduce quantum-classical extractors,
which are intermediate objects between fully classical and fully quantum extractors. So
far, quantum-classical extractors are mainly useful for cryptography, and we then also
mention an application to two-party quantum cryptography (Section 4.3.3). Finally,
we end with a conclusion and outlook section (Section 4.4), where we discuss some
open questions, especially about the connection of (quantum) randomness extractors
to other pseudorandom objects.
This chapter is rather technical, and is aimed at readers from the classical extractor
community with an interest in quantum generalizations, and/or at readers interested
in decoupling ideas in quantum information theory. We mention that we will need clas-
sical and quantum randomness extractors with classical and quantum side information
in Chapter 5 about channel simulations.
Chapter 5 - Channel Simulations. A fundamental result in classical information
theory is Shannon’s noisy channel theorem [Sha48]. It determines the capacity of
classical channels to transmit classical information, and it can be understood as the
use of a noisy channel to simulate a noiseless one. Channel simulations as we want
to consider them here are about the reverse problem: simulating noisy channels from
noiseless ones. As useless as this problem might sound at first, channel simulations
allow for deep insights into the structure of channels, and are also useful for various
applications. Starting from the purely classical case, it is the goal of this chapter to
develop various kinds of quantum channel simulation results. We mention that all our
proofs are based on the concept of randomness extractors, and that the stability against
quantum side information is crucial. For a comprehensive review about classical and
8
quantum channel simulation results we refer to the work of Bennett et al. [BDH+09].
After a general introduction to channel simulations, we start in Section 5.1 with
the classical reverse Shannon theorem. The theorem basically subsumes all known
classical channel simulation results, and serves as a basis for quantum generalizations.
We then go on to discuss the quantum reverse Shannon theorem in the next sec-
tion (Section 5.2). The theorem is the most natural generalization of the classical
reverse Shanon theorem, but also has aspects that have no classical counterparts. In
Section 5.3 we discuss universal measurement compression, an intermediate channel
simulation problem between the classical and quantum reverse Shannon theorem. Mea-
surement compression is about simulating quantum measurements, and the theorem
quantifies how much information is gained by performing a quantum measurement.1
Then, as a purely quantum variant of channel simulations, we discuss the entangle-
ment cost of quantum channels (Section 5.4). Finally, channel simulations also allow
to derive (strong) converses for channel capacities for transmitting information, and
we discuss this in Section 5.5.
This chapter is aimed at readers from the classical and/or quantum coding theory
community. In addition, Section 5.3 about measurement compression is also addressed
to physicists with an interest in quantum measurements.
1We note that this problem has quite a long history, going all the way back to the work of
Groenewold [Gro71].
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Chapter 2
Preliminaries
The ideas in this chapter have been obtained in collaboration with Matthias Christandl,
Fabian Furrer, Volkher Scholz, and Marco Tomamichel, and have appeared partially
in [BFS11, BCF+13]. The introduction is taken from the collaboration [BFS11], and a
more extensive review of these ideas can also be found in the thesis of Furrer [Fur12].
This chapter is aimed at a reader familiar with standard finite-dimensional quantum
mechanics and an idea about quantum information theoretic concepts. It is the goal
to motivate and develop the algebraic approach to quantum mechanics.
The usual description of a quantum system in quantum information theory is as
follows. The basic object for every physical system is a separable, or often even finite-
dimensional, Hilbert space H, and states are described by density matrices. These are
linear, positive semi-definite operators ρ from H to itself with trace equal to one. The
evolution is described by either a unitary transformation U : H → H, or a measurement
of an observable, which is given by a bounded, self-adjoint operator O on H.1 The
expectation value of a measurement described by the observable O is computed as
tr[ρO] if the system is in the state ρ. Multipartite systems are described by the tensor
product of the Hilbert spaces of the individual systems.
In contrast to this, in general quantum theory, especially in quantum field theory,
the basic object for every physical system is a von Neumann algebraM of observables.
Based on the usual approach as given above, this can for example be motivated as fol-
lows. Starting with a Hilbert space H, it is often the case that the physical system
obeys certain symmetry conditions. Such symmetries can be due to the evolution de-
termined by the Hamilton operator (dynamical symmetries) or postulated symmetries
of the theory itself (superselection rules [Haa92]). Typical examples are for instance
Ising spin chains at zero temperature which are translational invariant, or bosonic sys-
tems which are invariant under particle permutation. Such symmetry constraints are
realized by a representation pi of the symmetry group G on H, and the requirement
1There are more general ways to describe the evolution of a quantum system in the Hilbert space
setting (see Section 2.2), but for the following explanatory discussion this is sufficient.
11
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that all observables O of the theory are invariant under group actions g ∈ G,
pi(g−1)Opi(g) = O , (2.1)
which is the same as saying that all physical states are invariant. If the group acts
reducibly on H it follows that not all mathematically possible observables can actually
be observed. Hence, the set of physical observables form a subalgebra of the linear,
bounded operators B(H) on H. If H is infinite-dimensional, the imposed topological
requirements on these subalgebras are, however, more subtle. Take a sequence Oi of
observables such that tr[ρOi] is a convergent sequence for all density matrices ρ on H.
It is then physically reasonable to require that a limit observable O exists which gives
rise to this value. In other words, we would require that the subalgebra of physical
observables is closed with respect to taking expectation values. This topology is usually
called the σ-weak topology, and a σ-weakly closed *-subalgebra (invariant under taking
the adjoint) of some B(H) is a von Neumann algebra M. States in the Hilbert space
sense, i.e., density matrices ρ, now induce normalized, positive, normal (i.e., σ-weakly
continuous) linear functionals ω :M→ C via
ω(a) = tr[ρa] , (2.2)
for a ∈M. The basic idea of the algebraic approach to quantum theory, is to think of
the von Neumann algebraM as constructed above, as the fundamental object. States
of the system are then described by linear, positive, normal, normalized functionals on
M.
We could also choose the norm topology to complete a *-subalgebra of B(H). This
would then lead us to the definition of a C∗-algebra, which is more general than
a von Neumann algebra. In particular, one often defines C∗-algebras independent
of the particular representation, i.e., by just requiring certain invariance properties
under group actions. Every representation of this invariance group is then defining
a different physical setup, or one could say phase. However, once we choose such a
representation, i.e., a Hilbert space H, it is possible to close the observable algebra
in the σ-weak topology and again end up with a von Neumann algebra. Hence, one
could say that C∗-algebras are the abstract objects defining the theory, whereas von
Neumann algebras correspond to physical realizations of that theory.
Bipartite quantum systems are usually modeled by tensor products of Hilbert
spaces, the basic idea being that the observables of the two parties should not in-
fluence each other and therefore commute. Thus, bipartite quantum systems in our
setting are described by a von Neumann algebra MAB with commuting subalgebras
MA,MB, such that the algebra generated by MA ∪MB is dense in MAB. We note
that such von Neumann algebras can not always be represented on product Hilbert
spaces HA ⊗HB. The question whether the possible correlations of bipartite systems
modeled by commuting von Neumann algebras is richer than the one obtainable from
systems with tensor product structure is an open question. It is known as Tsirelson’s
12
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problem [Tsi93, NPA07, SW08, JNP+11, NCPGV12].1 From the perspective of quan-
tum information theory, this means that the set of possible correlations using von
Neumann algebras might be strictly larger then the set of possible correlations in the
standard Hilbert space approach. With respect to the title of this thesis, quantum side
information, it thus makes sense to model quantum systems by von Neumann algebras
in order to catch all possible correlations.
The Hilbert space approach can be seen as a special case if the system’s von Neu-
mann algebra is isomorphic to a full B(H).2 Such a von Neumann algebra is called a
factor of type I and in this case - but only then - it is sufficient to work in the Hilbert
space approach. However, we note that there are von Neumann algebras occurring in
physics which are not of such type. As an example we mention a free boson field of
finite temperature [AW68]. Here, the invariance under particle permutation is the re-
stricting symmetry. Another example of a non-type I factor are the algebras typically
assumed to model the set of observables corresponding to a finite space-time region in
algebraic quantum field theory [BDF87].
We conclude that the von Neumann algebra approach is mathematically more
general than the standard one using Hilbert spaces, and sometimes more desirable
because it is a unified framework for regular quantum mechanics, quantum statistical
mechanics and quantum field theory. In the first part of this chapter, we briefly discuss
some mathematical background (Section 2.1), and then give a concise introduction to
the algebraic approach to quantum mechanics (Section 2.2). This includes a short
discussion of how the usual Hilbert space approach follows as a special case. In the
second part of this chapter, we discuss the concept of entropy (Section 2.3).
2.1 Mathematical Background
This section is aimed to give a very brief but, as far as possible, self contained math-
ematical introduction to the theory of von Neumann algebras and the concepts used
within this work. For a more sophisticated introduction and further literature we refer
to [BR79, BR81, Tak01, Tak02a, Tak02b]. The following is mostly taken from the
collaboration [BFS11].
2.1.1 Operator Algebras
C∗-Algebras. A ∗-algebra is an algebra A which is also a vector space over C,
together with an operation ∗ called involution, which satisfies the property A∗∗ = A,
1It is known that Tsirelson’s problem has an affirmative answer for a large class of physical systems,
namely if the system’s C∗-algebra is nuclear and/or if the corresponding von Neumann algebra is
hyperfinite. But note that this is in general a non-constructive statement, that is, we only know that
there exists a bipartite Hilbert space which reproduces the correlations. In addition the Hilbert space
might not be separable (see [SW08] for a detailed discussion).
2Even for finite-dimensional Hilbert spaces, a von Neumann algebra does not have to be a full
B(H) (although it is always a direct sum of finite type I factors). But in quantum information theory,
it is common to model every algebra of observables as a full B(H).
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(AB)∗ = B∗A∗ and (αA + βB)∗ = α¯A∗ + β¯B∗ for all A,B ∈ A and α, β ∈ C. If
a ∗-algebra is equipped with a norm for which it is complete, it is called a Banach
∗-algebra.
Definition 2.1 (C∗-algebra). A C∗-algebra is a Banach ∗-algebra A with the property
‖A∗A‖ = ‖A‖2 , (2.3)
for all A ∈ A.
Henceforth, A always denotes a C∗-algebra if nothing else is mentioned. Note that
the set of all linear, bounded operators on a Hilbert space H, denoted by B(H), is a
C∗-algebra with the usual operator norm (induced by the norm on H), and the adjoint
operation. Furthermore, each norm closed ∗-subalgebra of B(H) is a C∗-algebra.
A representation of a C∗-algebra A is a ∗-homomorphism pi : A → B(H) on a
Hilbert space H. A ∗-homomorphism is a linear map compatible with the ∗-algebraic
structure, that is, pi(AB) = pi(A)pi(B) and pi(A∗) = pi(A)∗. We call a representation
pi faithful if it is an isometry, which is equivalent to say that it is a ∗-isomorphism
from A to pi(A). A basic theorem in the theory of C∗-algebras says that each A is
isomorphic to a norm closed ∗-subalgebra of a B(H) with suitable H [BR79, Theorem
2.1.10]. Hence, each C∗-algebra can be seen as a norm closed ∗-subalgebra of a B(H).
An element b ∈ A is called positive if b = a∗a for a ∈ A, and the set of all positive
elements is denoted by A+. A linear functional ω in the dual space A∗ of A is called
positive if ω(a) ≥ 0 for all a ∈ A+. The set of all positive functionals A∗+ defines a
positive cone in A∗ with the usual ordering ω1 ≥ ω2 if (ω1 − ω2) ∈ A∗+, and we say
that ω1 dominates ω2. A positive functional ω ∈ A∗ with ‖ω‖ = 1 is called a state.
The norm on the dual space of A is defined to be
‖ω‖ = sup
x∈A
‖x‖≤1
|ω(x)| . (2.4)
A state ω is called pure if the only positive linear functionals which are dominated by
ω are given by λ · ω for 0 ≤ λ ≤ 1. If A = B(H) we have that the pure states are
exactly the functionals ωξ(x) = 〈ξ|x|ξ〉, where |ξ〉 ∈ H.
Von Neumann Algebras. Now we consider a subset of linear, bounded operators
T ⊂ B(H) on a Hilbert space H. The commutant T ′ of T is defined as T ′ = {a ∈
B(H) : [a, x] = 0, ∀x ∈ T }.
Definition 2.2 (Von Neumann algebra). Let H be a Hilbert space. A von Neumann
algebra M acting on H is a ∗-subalgebra M⊂ B(H) which satisfies M′′ =M.
There are two other common characterizations of a von Neumann algebra. One
rises from the bicommutant theorem [BR79, Lemma 2.4.11]: a ∗-subalgebraM⊂ B(H)
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containing the identity is σ-weakly closed if and only if M′′ =M.1 From this we can
conclude that a von Neumann algebra M is also norm closed and therefore a C∗-
algebra.2 The definition of a von Neumann algebra can even be stated in the category
of C∗-algebras: a von Neumann algebra M is a C∗-algebra with the property that
it is the dual space of a Banach space. Due to historical reasons this is also called a
W ∗-algebra.
In the following M denotes a von Neumann algebra. We call Z(M) = M∩M′
the center of M and M a factor if Z(M) consists only of multiples of the identity.
A representation pi of a von Neumann algebra M is a ∗-representation on a Hilbert
space H that is σ-weakly continuous. Thus, the image pi(M) is again a von Neumann
algebra. We say that two von Neumann algebras are isomorphic if there exists a faithful
representation mapping one into the other.
A linear functional ω : M → C is called normal if it is σ-weakly continuous and
we denote the set of linear, normal functionals on M by P(M). We equip P(M)
with the usual norm as given in (2.4). Then, the set P(M) is a Banach space and
moreover it is the predual of M. The cone of positive elements in P(M) is denoted
by P+(M). It is worth mentioning that ‖ω‖ = ω(1) for all ω ∈ P+(M). We call
functionals ω ∈ P+(M) with the property ‖ω‖ ≤ 1 sub-normalized states, and denote
the set of all sub-normalized states by S≤(M). Moreover, we say that ω ∈ S≤(M) is
a normalized state if ‖ω‖ = 1, and set S(M) = {ω ∈ S≤(M) : ‖ω‖ = 1}. A particular
example of a state is a vector state ωξ(x) = 〈ξ|xξ〉, given by some unit vector |ξ〉 ∈ H.
The Gelfand-Naimark-Segal (GNS) construction [BR79, Section 2.3.3] asserts that for
every state ω ∈ S(M) there exists a Hilbert space Hω, together with a unit vector
|ξω〉 ∈ Hω and a representation piω : M → B(H) such that ω = ωξω ◦ piω. Moreover,
the vector |ξω〉 is cyclic, that is, Hω is the closure of {piω(x)|ξω〉 : x ∈M}.
Given two commuting von Neumann algebras M and Mˆ acting on the same
Hilbert space H, we define the von Neumann algebra generated by M and Mˆ as
M∨ Mˆ = (M∪ Mˆ)′′, where M∪ Mˆ = span{xy ; x ∈ M , y ∈ Mˆ}. According to
the bicommutant theorem [BR79, Lemma 2.4.11], M∨ Mˆ is just the σ-weak closure
of M∪Mˆ.
A linear map E : M → M¯ is called unital if E(1) = 1. It is called positive if
E(P+(M)) ⊂ P+(M¯), and it is called completely positive if (E ⊗ I) :M⊗B(Cn) →
M¯⊗ B(Cn) is positive for all n ∈ N, where (E ⊗ I)(∑k ak ⊗ bk) = ∑k E(ak)⊗ bk.3
Relative Modular Operator. In order to study entropic quantities on von Neu-
mann algebras, we also introduce the relative modular operator. We start with a state
ω ∈ S≤(M), and by the GNS representation (as discussed above) we can assume that
1The σ-weak topology on B(H) is the locally convex topology induced by the semi-norms A 7→
| tr(τA)| for trace-class operators τ ∈ B(H), see [BR79, Chapter 2.4.1]. Or in more physics words,
σ-weakly closed means thatM is closed with respect to taking quantum mechanical expectation values.
2We note that a norm closed subalgebra is not necessarily σ-weakly closed. Thus a C∗-algebra on
H is not always a von Neumann algebra.
3From now on, ⊗ denotes either the von Neumann tensor product or the usual Hilbert space tensor
product (depending on the context).
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the state is given by some vector |ξω〉 ∈ Hω, and that the span of the vectors of the
form a|ξω〉, a ∈ M is dense in Hω. Given σ ∈ P+(M), we then define the relative
modular operator ∆(σ/ω) as the unique self adjoint operator associated to the bilinear
form
B∆(σ/ω)
(
a|ξω〉, b|ξω〉
)
= σ(ba†) , (2.5)
where a, b ∈M.
2.1.2 Some Notation
For the case M = B(H) with H finite-dimensional, we need the following definitions.
The set of positive semi-definite operators on H is denoted by P+(H). We define
the sets of sub-normalized density matrices S≤(H) = {ρ ∈ P+(H) : tr[ρ] ≤ 1}, and
normalized density matrices S(H) = {ρ ∈ P+(H) : tr[ρ] = 1}. Furthermore, we define
the set of normalized pure-state density matrices V(H) = {|ρ〉〈ρ| ∈ S(H) : |ρ〉 ∈ H},
and sub-normalized pure-state density matrices V≤(H) = {|ρ〉〈ρ| ∈ S≤(H) : |ρ〉 ∈ H}.
The support of ρ ∈ P+(H) is denoted by supp(ρ), the projector onto supp(ρ) is denoted
by ρ0, and tr
[
ρ0
]
= rank(ρ), the rank of ρ. For ρ ∈ P+(H) the maximum eigenvalue
is denoted by λ1(ρ).
We also need the σ-weighted α-norms (see, e.g., [OZ99]).
Definition 2.3 (σ-weighted α-norms). Let ρ, γ ∈ S≤(H), and σ ∈ P+(H). For α ≥ 1
the σ-weighted α-norms are defined as
‖ρ‖α,σ =
(
tr
[|σ 12α ρσ 12α |α]) 1α , (2.6)
and for α ∈ (0, 1) we define the same the same expression (although it is no longer
a norm). For α = 2, the norm is induced by the σ-weighted Hilbert-Schmidt inner
product
〈ρ|γ〉σ = tr
[(
σ
1
4 ρσ
1
4
)†(
σ
1
4γσ
1
4
)]
. (2.7)
In particular, for σ = 1 these define the usual α-norms. We have the following
Ho¨lder type inequalities for the σ-weighted α-norms.
Lemma 2.1. [OZ99] Let ρ, γ ∈ S≤(H), σ ∈ P+(H), and p, q ∈ [1,∞] satisfying
1/p+ 1/q = 1. Then, we have that
〈ρ|γ〉σ ≤ ‖ρ‖p,σ · ‖γ‖q,σ . (2.8)
2.2 Quantum Information Theory
Based on the mathematical definitions given in the previous section (Section 2.1), we
now discuss quantum mechanics in this algebraic setup. Throughout the section we
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comment on the relation to the usual approach based on Hilbert spaces. Even though
most of the results in this thesis are about finite-dimensional matrix algebras and finite
classical systems (with the exception of Section 3.2 about entropic uncertainty relations
on von Neumann algebras), this section should serve as an illustration that quantum
information theoretic concepts can also be investigated in the setup of von Neumann
algebras. The following is mostly taken from the collaborations [BFS11, BCF+13].
2.2.1 Quantum Systems
We associate to every quantum system a von Neumann algebraM⊂ B(H) acting on a
Hilbert space H. The state of a quantum system modeled by a von Neumann algebra
M is given by a functional ω ∈ S(M), and for technical reasons we also consider
sub-normalized states in S≤(M). If M = B(H) for some finite-dimensional Hilbert
space H, then ω ∈ S≤(M) is often represented by a (sub-)normalized density matrix
ρ ∈ S≤(H) via
ω(x) = tr[ρx] ∀x ∈M . (2.9)
In the Hilbert space approach one then considers H as the fundamental object defining
the quantum system, and (sub-)normalized states are directly modeled by density
matrices ρ ∈ S≤(H).
2.2.2 Multipartite Systems
A multipartite system is a composite of different quantum systems A,B, . . . , Z as-
sociated with mutually commuting von Neumann algebras MA,MB, . . . ,MZ acting
on the same Hilbert space H.1 The corresponding von Neumann algebra of the mul-
tipartite system is given by the von Neumann algebra generated by the individual
subsystems
MAB...Z =MA ∨MB ∨ . . . ∨MZ . (2.10)
The considered subsystems are labeled by subscripts, e.g., a state onMABC is denoted
by ωABC while ωAB is the restriction of ωABC onto MAB. In the Hilbert space ap-
proach, a multipartite quantum system is modeled by the tensor product of the Hilbert
spaces HA,HB, . . . ,HZ of the individual systems, that is,
HAB...Z = HA ⊗HB ⊗ . . .⊗HZ . (2.11)
Again, the considered subsystems are labeled by subscripts, e.g., a state on HABC is
denoted by ρABC while ρAB = trC [ρABC ] is the restriction of ρABC onto HAB.
1If they act on different Hilbert spaces, we just consider their action on the tensor product of the
Hilbert spaces.
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2.2.3 Purifications
An important concept in quantum information theory is purification, which is the
completion of a system by adding a purifying system. Assume that we have a state
ωA on a von Neumann algebra MA. This state may be regarded as a state ω on a
bigger von Neumann algebra M, which contains MA as a subalgebra, provided the
restriction of ω ontoMA is ωA. Now the idea of purification is to choose an extension
ω of ωA such that ω is pure. The name is justified by the property that no further
extension of the system shows any correlation with the purification ω [Tak02a, Section
IV, Lemma 4.11]: if ω˜ ∈ S(M˜) with M⊂ M˜ and ω˜ restricted to M is a pure state ω
on M, then it follows that ω˜(xy) = ω˜(x)ω˜(y) for all x ∈M and y ∈M′ ∩ M˜.
Definition 2.4 (Purification). Let ω ∈ S≤(M). A purification of ω is defined as a
triple (pi,H, |ξ〉), where pi is a representation of M on a Hilbert space H, and ξ ∈ H is
such that ω(x) = 〈ξ|pi(x)|ξ〉 for all x ∈M. Moreover, we call pi(M) the principal and
pi(M)′ the purifying system.
The GNS construction as reviewed in Section 2.1.1 can be rephrased as every state
admits a purification. We say for short that ωA′B is a purification of ωA ∈ S≤(MA), if
there exists a purification (pi,H, |ξ〉) of ωA such that MA′ = pi(MA), MB = pi(MA)′
and ωA′B(x) = 〈ξ|x|ξ〉 for all x ∈ MA′B. Note that we use a less restrictive notion of
purification compared to the one of Woronowicz [Wor72], which only applies to factor
states. This has the consequence that the state ωA′B is in general not a pure state
for MA′B (although the vector state ωξ(x) = 〈ξ|x|ξ〉 on B(H) is). Another important
property of a purification (pi,H, |ξ〉) of ωA ∈ S(MA) is that pi is not required to be
faithful on the entire MA but only on the part seen by the state ωA. This means
that MA is in general not isomorphic to pi(MA) and the systems cannot be identified
(wherefore we denoted pi(MA) by A′ instead of A). We note that for any von Neumann
algebraM, there exists a representation pi on a Hilbert space H, such that every state
onM has a purification in H. This specific representation is called the standard form
of M [Tak02a, Chapter 9]. A purification is not unique, but all possible ones are
connected by partial isometries.
Lemma 2.2. [BFS11] Let ω ∈ S≤(M), and (pii,Hi, |ξi〉) with i = 1, 2 be two purifica-
tions of ω. Then, there exists a partial isometry V : H1 → H2 such that V |ξ1〉 = |ξ2〉,
and V intertwines with the representations pii, that is, V pi1(x) = pi2(x)V for all x ∈M.
The usual definition of a purification in finite-dimensional quantum mechanics is
a special case of Definition 2.4. Given a density matrix ρA ∈ S≤(HA) on a finite-
dimensional Hilbert space HA, a purification of ρA is a pure state density matrix
ρA′B ∈ V≤(HA′B) on some Hilbert space HA′B, such that ρA′ = ρA. The principal
system is HA′ , and the purifying system is HB. Note that the purification can be
chosen to be state-dependent as well, since |A| ≥ |A′| ≥ rank(ρA) and not necessarily
|A′| = |A|. However, in contrast to the general case, the A′ system can always be
embedded in the A system, and hence ρA′B can always be thought of as a pure state
density matrix on HAB.
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2.2.4 Classical Systems
A classical system is specified by the property that all possible observables commute,
and can thus be described by an abelian von Neumann algebra. This perspective
allows to use the same notation for states on classical systems as for states on quantum
systems. Since classical systems will play a major role in the sequel, we now discuss
them in more detail. For the sake of illustration, we start with classical systems which
are determined by a finite number of degrees of freedom indexed by X. In the following,
we denote classical systems by W,X, Y, Z,K, and use this to specify the subsystem as
well as the range of the classical variable. The corresponding von Neumann algebra
of such a system is `∞(X), that is, the set of functions from X to C equipped with
the supremums norm. A classical state is then a normalized positive functional ωX on
`∞(X), which may be identified with a probability distribution on X, i.e., ωX ∈ `1(X).
Furthermore, we denote the set of non-negative distributions on X by `+(X). In the
Hilbert space approach, it is often convenient to embed the classical system `∞(X)
into a quantum system with Hilbert space dimension |X| as the algebra of diagonal
matrices with respect to a fixed basis {|x〉}x∈X . A classical state ωX can then be
represented by a density matrix
ρX =
∑
x∈X
ωX(x)|x〉〈x|X , (2.12)
such that the probability distribution can be identified with the eigenvalues of the
corresponding density matrix.
Let us now go a step further and consider classical systems with continuous degrees
of freedom. In order to define such systems properly, we require that (X,Σ, µ) is a
σ-finite measure space with σ-algebra Σ, and measure µ. The von Neumann algebra of
the system is then given by the essentially bounded functions denoted by L∞(X). A
classical state on X is defined as a normalized, positive, normal functional on L∞(X),
and may be identified with an element of the integrable complex functions L1(X),
which is almost everywhere non-negative and satisfies∫
X
ωX(x)dµ(x) = 1 . (2.13)
Such functions in L1(X) are also called probability distributions on X. The most
prominent example of a continuous classical system is X = Rn with the usual Lebesgue
measure. Note that the case of a discrete classical system is obtained if the measure
space X is discrete, and equipped with the equally weighted discrete measure µ(I) =∑
x∈I 1 for I ⊂ X. In the discrete case, (2.12) defines a representation of a classical
state as a diagonal matrix of trace one on the Hilbert space with dimension equal to
the classical degrees of freedom. However, in the case of continuous variables this is
not possible if we demand that the image is a valid density matrix. This is easily seen
from the fact that every density matrix is by definition of trace class, and hence has
discrete spectrum.
19
2. PRELIMINARIES
2.2.5 Classical-Quantum Systems
Here, we take a closer look at bipartite systems consisting of a classical part X and a
quantum part B. For a countable classical part X, the combined system is described by
the von Neumann algebraMXB = `∞(X)∨MB, which is isomorphic to `∞(X)⊗MB ∼=
`∞(X,MB) = {f : X → MB : supx ‖f(x)‖ ≤ ∞} [Mur90, Chapter 6.3]. A state
on MXB is called a classical-quantum state, and can be written as ωXB = (ωxB) with
ωxB ∈ S≤(MB) and
∑
x∈X ω
x
B(1) = 1. If MB = B(HB) for some finite-dimensional
Hilbert space HB, then we can represent ωXB by the density matrix
ρXB =
∑
x∈X
|x〉〈x| ⊗ ρxB . (2.14)
It is now straightforward to generalize the above introduced classical-quantum sys-
tems from countable to continuous classical systems. The von Neumann algebra
MXB = L∞(X) ∨ MB ∼= L∞(X) ⊗ MB is isomorphic to the space of essentially
bounded functions with values inMB, denoted by L∞(X,MB) [Mur90, Chapter 6.3].
The normal functionals on MXB are then isometrically isomorphic to elements in
L1(X,P(MB)), and states can thus be identified with integrable functions ωXB on X
with values in P+(MB) satisfying the normalization condition∫
X
ωxB(1)dµ(x) = 1 . (2.15)
For the sake of convenience, we write the argument of the function as an upper in-
dex. The evaluation of ωXB on an element EXB ∈ L∞(X,MB) is then computed by
ωXB(EXB) =
∫
X ω
x
B(EB(x))dµ(x).
2.2.6 Channels, Measurements, and Post-Measurement States
Possible evolutions of a system are called channels. As we work with von Neumann
algebras it is convenient to define channels as maps on the observable algebra, which
is also called the Heisenberg picture. A channel from system A to system B described
by von Neumann algebrasMA andMB, respectively, is described by a linear, normal,
completely positive, and unital map E :MB →MA. The identity map is denoted by
I. Note that in general MA and MB can be either a classical or a quantum system.
If both systems are quantum (classical), we call the channel a quantum (classical)
channel.
The corresponding predual map E∗ in the Schro¨dinger picture is defined via the
relation E∗(ω)(a) = ω(E(a)) for all a ∈ MB, and is also completely positive. It maps
S(MA) into S(MB). If we consider MA = B(HA) and MB = B(HB) with finite-
dimensional Hilbert spaces HA and HB, and associate states with density matrices
ρA ∈ S(HA), the unitality of E translates to tr [E∗(ρA)] = tr [ρA], and is referred to
as trace preserving. However, in general a von Neumann algebra does not admit a
trace, and this property translates to norm conservation on P+(M). In the following,
whenever we consider channels on von Neumann algebras, we work in the Heisenberg
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picture, and whenever we consider channels on finite-dimensional matrix algebras, we
work in the Schro¨dinger picture.
We define a measurement with outcome range X as a channel which maps L∞(X)
to a von Neumann algebra MA. Its predual then maps states of the quantum system
A to states of the classical system X. We denote the set of all measurements E :
L∞(X)→MA by Meas(X,MA). If X is countable, we can identify a measurement E :
`∞(X)→MA by a collection of positive operators Ex = E(ex) with x ∈ X satisfying∑
x∈X Ex = 1 (we denote by ex the sequence with 1 at position x and 0 elsewhere).
More generally, given a σ-finite measure space (X,Σ, µ) and the associated algebra
L∞(X), the mapping O → χO → E(χO), for O ∈ Σ, χO being its indicator function,
defines a measure on X with values in P+(MA). Hence, our definition coincides with
the definition of a measurement as a positive operator valued measure [DL70, Chapter
3.1].
We define the post-measurement state obtained when measuring the state ωA ∈
S(MA) with EX ∈ Meas(X,MA) by the concatenation ωX = ωA ◦ EX . Hence, ωX
defines a functional on L∞(X), where ωX(f) = ω(EX(f)) for any f ∈ L∞(X). Since
ωA and EX are normal, so is ωX , such that ωX is an element of the predual of L
∞(X),
which is L1(X). Thus, the obtained post measurement state is a proper classical state,
and can be represented by a probability distribution on X.
In the following, we are particularly interested in the situation where we start with a
bipartite quantum systemMAB, and measure the A-system with EX ∈ Meas(X,MA).
The post measurement state is then given by ωXB = ωAB ◦EX . Similarly as in the case
of a trivial B-system, we can show that the state ωXB is a proper classical-quantum
state on L∞(X,MB) as introduced in the previous section (Section 2.2.5).
2.2.7 Distance Measures
Norm. A common distance measure for elements in S≤(M) is the one induced by
the norm defined in (2.4). IfM = B(H) with H a finite-dimensional Hilbert space, and
the states ω, σ ∈ S≤(M) are represented by density matrices ρ, γ ∈ S≤(H), this takes
the form ‖ω − σ‖ = ‖ρ − γ‖1, the metric induced by the 1-norm (see Definition 2.3).
This distance measure is operational in the sense that it quantifies the probability of
distinguishing two states with an optimal measurement.
Fidelity. Other useful distance measures are based on the fidelity. For ω, σ ∈
S≤(M), the fidelity is defined as [Bur69, Uhl76]
FM(ω, σ) = sup
pi
|〈ξpiω|ξpiσ 〉|2 , (2.16)
where the supremum is over all representations pi of M for which purifications |ξpiω〉
and |ξpiσ 〉 of ω and σ exist. We suppress the subscriptM if clear from the context, and
simply write FM(|ξω〉, σ) instead of FM(ω, σ) if |ξω〉 is a purification of ω. Various
properties are known for the fidelity, among them the monotonicity under application
21
2. PRELIMINARIES
of channels [Alb83]
F (ω, σ) ≤ F (E∗(ω), E∗(σ)) , (2.17)
which also implies that FM(ω, σ) ≤ FN (ω, σ) for von Neumann algebras N ⊂ M.
Furthermore, we can fix a particular representation pi on H in which ω, σ admit vector
states |ξω〉, |ξσ〉 ∈ H, and get [Alb83]
F (ω, σ) = sup
U∈pi(M)′
|〈ξω|Uξσ〉|2 , (2.18)
where the supremum is over all elements U in pi(M)′ with ‖U‖ ≤ 1. It is useful to
adapt the fidelity to sub-normalized states [TCR10] (see also [BFS11] for a discussion
of the von Neumann algebra setup).
Definition 2.5 (Generalized fidelity). Let ω, σ ∈ S≤(M). The generalized fidelity
between σ and ω is defined as
FM(ω, σ) =
(√
FM(ω, σ) +
√
(1− ω(1))(1− σ(1))
)2
. (2.19)
Purified Distance. One particular distance measure on the state space that is based
on the generalized fidelity is the purified distance.
Definition 2.6 (Purified distance). Let ω, σ ∈ S≤(M). The purified distance between
ρ and σ is defined as1
PM(ω, σ) =
√
1−FM(ω, σ) . (2.20)
For convenience, we omit the subscript M in the following if the respective von
Neumann algebra is clear from the context. For P (ω, σ) ≤ ε, we use the notation
ω ≈ε σ and say that ω and σ are ε-close. A detailed discussion of the properties
of the purified distance can be found in [Tom12, Chapter 3]. Although their scope
is restricted to systems described by finite-dimensional Hilbert spaces, many of the
properties follow in the same way for general systems. It is for instance easy to see
that the purified distance defines a metric on S≤(M) that is equivalent to the norm
distance on P(M).
Lemma 2.3. Let ω, σ ∈ S≤(M). Then, we have that
1
2
· (‖ω − σ‖+ |ω(1)− σ(1)|) ≤ PM(σ, ω) ≤√‖ω − σ‖+ |ω(1)− σ(1)| . (2.21)
Furthermore, the purified distance is monotone under application of channels.
Lemma 2.4. Let ωA, σA ∈ S≤(MA), and let E :MB →MA be a normal, completely
positive, and sub-unital map. Then, we have that
P (ωA, σA) ≥ P (E∗(ωA), E∗(σA)) , (2.22)
where E∗ denotes the predual map of E.
1The name purified distance comes from the fact that PM(ω, σ) = 12 infpi ‖|ξpiω〉〈ξpiω | − |ξpiσ 〉〈ξpiσ |‖1,
where the infimum runs over all representations of M in which ω and σ have a purifications denoted
by |ξpiω〉 and |ξpiσ 〉, respectively.
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Diamond Norm. Here, we define a distance measure for quantum channels. Since
we only need this for finite-dimensional spaces we restrict ourselves to this case, and
work in the Schro¨dinger picture. We use a norm on the set of quantum channels
which measures the bias in distinguishing two such mappings. The norm is known
as the diamond norm in quantum information theory [Kit97]. Here, we present it in
a formulation which highlights that it is dual to the well-known completely bounded
(cb) norm [Pau02].
Definition 2.7. Let E : B(HA) 7→ B(HB) be a linear map. The diamond norm of E
is defined as
‖E‖ = sup
k∈N
‖E ⊗ Ik‖1 , (2.23)
where Ik denotes the identity map on states of a k-dimensional quantum system, and
‖F‖1 = supσ ‖F(σ)‖1 with σA ∈ S≤(HA).
The supremum in Definition 2.7 is reached for k = |A| [Kit97, Pau02]. We call
two quantum channels ε-close if they are ε-close in the metric induced by the diamond
norm.
2.2.8 Discretization of Continuous Classical Systems
Let us consider a classical system L∞(X) with (X,Σ, µ) a σ-finite measure space, where
X is also equipped with a topology. The aim is to introduce a discretization of X into
countable measurable sets along which we can show convergence of discrete approxi-
mations of entropies for states on continuous classical-quantum systems L∞(X)⊗MB.
We start with some basic definitions.
Definition 2.8 (Partition). Let (X,Σ, µ) be a measure space. We call a countable set
P = {Ik}k∈Λ (Λ any countable index set) of measurable subsets Ik ∈ Σ a partition of
X if X =
⋃
k Ik, µ(Ik ∩ Il) = δkl · µ(Ik), µ(Ik) <∞, and the closure I¯k is compact for
all k ∈ Λ. If µ(Ik) = µ(Il) for all k, l ∈ Λ, we call P a balanced partition, and denote
µ(P) = µ(Ik).
For a classical-quantum system MXB = L∞(X) ⊗ MB, and a partition P =
{Ik}k∈Λ of X, we can now define the discretized state ωXPB ∈ S(`∞(Λ) ⊗MB) of
ωXB ∈ S(MXB) by
ωXPB
(
(bk)
)
=
∑
k∈Λ
∫
Ik
ωxB(bk) dµ(x) =
∑
k∈Λ
ωP,kB (bk) , (2.24)
where (bk) ∈ `∞(Λ ⊗ MB). The new classical system induced by the partition is
denoted by XP and thus, XP ∼ Λ. In a similar way we define the discretization of
a measurement E ∈ Meas(X,MA) with respect to a partition P = {Ik}k∈Λ as the
element EP ∈ Meas(XP ,MA) determined by the collection of positive operators
EPk = E(χIk) , (2.25)
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where χIk denotes the indicator function of Ik. We note that the concept of a dis-
cretized measurement and a discretized state are compatible in the sense that the
post-measurement state obtained by the discretized measurement EP is equal to the
one which is obtained when we first measure E, and then discretize the state. Hence,
we have that ωXPB = ωAB ◦ EP if ωXB = ωAB ◦ E.
If for two partitions P1, P2 all sets of P1 are subsets of elements in P2, we say that
P2 is finer than P1 and write P2 ≤ P1.
Definition 2.9 (Ordered dense sequence of balanced partitions). A family of partitions
{Pα}α∈∆ with ∆ a discrete index set approaching zero such that each Pα is balanced,
Pα ≤ Pα′ for α ≤ α′, µ(Pα) = α, and
⋃
α Pα generates Σ, is called an ordered dense
sequence of balanced partitions.
For simplicity, we usually omit the index set ∆. In the case that X = R, Σ the
Borel σ-algebra, and µ the Lebesgue measure, an ordered dense sequence of balanced
partitions can be easily constructed. For a positive real number α, let us take a
partition Pα of R into intervals Ik = [kα, (k + 1)α], k ∈ Z, with µ(Pα) = α. Choosing
for α the sequence 1n , n ∈ N then gives rise to an ordered dense sequence of balanced
partitions.
2.3 Entropy
A fundamental concept in classical and quantum information theory is entropy. En-
tropy can be defined via an axiomatic approach [Sha48, R6´1], or operationally, in the
sense that it should quantitatively characterize tasks in information theory [Sha48]. It
is the aim of this section to define the entropy measures that we need in the following.
We also discuss some of their mathematical properties, but in general, we omit most of
the proofs and refer to the literature and the appendix (Appendix A). We start with
defining relative entropies for general quantum systems (Section 2.3.1). From this, we
develop entropies, conditional entropies, and mutual informations of different types.
As we are also interested in classical systems, we then proceed with a section about
entropies for classical-quantum systems (Section 2.3.2). Finally, we end with a section
about entropies for finite-dimensional systems.1
2.3.1 General Quantum Systems
Von Neumann Entropy. If we analyze resources that are independent and identi-
cally distributed (iid), the most important measure in the asymptotic limit of infinitely
many repetitions turns out to be the von Neumann entropy. In order to define the von
Neumann entropy independent from the representation of states in terms of density
matrices, we require the relative modular operator as defined in (2.5). This approach
1If we define some entropies only for a restricted class of systems (like finite-dimensional ones),
this does not mean that these entropies can not be defined for more general systems (like infinite-
dimensional ones).
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was first given by [Ara76] and further studied by Petz and various authors, see [OP93]
and references therein. We start with the definition of quantum relative entropy. For
a finite-dimensional Hilbert space H and density matrices ρ ∈ S≤(H), γ ∈ P+(H), the
quantum relative entropy is defined as1
D(ρ‖γ) = tr [ρ log ρ]− tr [ρ log γ] . (2.26)
To motivate our approach using the relative modular operator, we may rewrite this as
D(ρ‖γ) = − tr
[
ρ1/2 log
(
∆(γ/ρ)
)
ρ1/2
]
, (2.27)
with the relative modular operator ∆(γ/ρ) = L(γ)R(ρ−1) acting on the Hilbert space
of Hilbert-Schmidt operators in B(H), and L(a), R(a) the left respectively right mul-
tiplication with a ∈ B(H).
Definition 2.10 (Quantum relative entropy). Let M ⊂ B(H), ω ∈ S≤(M), and
σ ∈ P+(M). The quantum relative entropy of ω with respect to σ is defined as
D(ω‖σ) = −〈ξ| log (∆(σ/ω)) ξ〉 , (2.28)
where |ξ〉 ∈ H defines a vector state for ω. The logarithm of the unbounded operator
∆(ω/σ) is defined via the functional calculus.
An important property of the quantum relative entropy is its monotonicity under
application of channels.
Lemma 2.5. [OP93, Corollary 5.12 (iii)] Let ωA ∈ S≤(MA), σA ∈ P+(MA), and let
E :MB →MA be a normal, completely positive, and unital map. Then, we have that
D(ωA‖σA) ≥ D(E∗(ωA)‖E∗(σA)) , (2.29)
where E∗ denotes the predual map of E.
We use the quantum relative entropy to define conditional von Neumann entropy.
Definition 2.11 (Conditional von Neumann entropy). LetMAB = B(HA)⊗MB with
HA finite-dimensional, and ωAB ∈ S≤(MAB). The conditional von Neumann entropy
of A given B is defined as
H(A|B)ω = −D(ωAB‖τA ⊗ ωB) , (2.30)
where τA denotes the trace on B(HA), that is, τA(a) = tr[a] for all a ∈ B(HA).
The conditional von Neumann entropy can also be defined for infinite-dimensional,
separable HA. However, this requires additional technicalities, and we do not need
infinite-dimensional principal quantum systems in this work. For the fully general
1All logarithms are base 2 in this thesis.
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bipartite setup MAB, we note that it is a priory unclear how to define conditional
entropy, since MA does not necessarily admit a trace. For trivial MB = C, Defini-
tion 2.11 gives the usual von Neumann entropy
H(A)ρ = − tr[ρA log ρA] , (2.31)
for a density matrix representation ρA of the state ωA.
1 If MB = B(HB) with HB
finite-dimensional, we may write
H(A|B)ω = H(AB)ω −H(B)ω . (2.32)
The conditional von Neumann entropy is self-dual in the following sense.
Proposition 2.6. [BCF+13, Lemma 30] Let MAB = B(HA) ⊗MB with HA finite-
dimensional, and ωAB ∈ S≤(MAB). Then, we have that
H(A|B)ω = −H(A′|C)ω , (2.33)
with ωA′B′C a purification (pi,K, |ξ〉) of ωAB with MA′B′ = pi(MAB) the principal
system, and MC = pi(MA′B′)′ the purifying system.
We also use quantum relative entropy to define mutual information.
Definition 2.12 (Mutual information). Let ωAB ∈ S≤(MAB). The mutual informa-
tion between A and B is defined as
I(A : B)ω = D(ωAB‖ωA ⊗ ωB) . (2.34)
If MAB = B(HA)⊗ B(HB) with HA and HB finite-dimensional, we may write
I(A : B)ω = H(A)ω +H(B)ω −H(AB)ω . (2.35)
Min- and Max-Entropy. Here, we give the definitions of the min- and max-based
measures that we need in the following. For a more detailed discussion of min- and
max-entropies, we refer to [Tom12, KRS09, TCR09, TCR10, Ren05, Dat09] for finite-
dimensional systems, and [Fur12, FA˚R11, Fur09, BFS11] for infinite-dimensional sys-
tems (also see Appendices A.1-A.2). Following [Dat09], we start with a pair of relative
entropies.
Definition 2.13 (Max- and min-relative entropy). Let ω ∈ S≤(M), and σ ∈ P+(M).
The max-relative entropy of ω with respect to σ is defined as
Dmax(ω‖σ) = inf {µ ∈ R : ω ≤ 2µ · σ} , (2.36)
where the infimum of the empty set is defined to be ∞. The min-relative entropy of ω
with respect to σ is defined as
Dmin(ω‖σ) = − logF (ω, σ) . (2.37)
where F (·, ·) denotes the fidelity (2.16).
1If the system is classical, the von Neumann entropy is usually called Shannon entropy.
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An important property of the max-relative and min-relative entropy is that they
are monotone under application of channels.
Lemma 2.7. [BFS11] Let ωA ∈ S≤(MA), σA ∈ P+(MA), and let E :MB →MA be
a normal, completely positive, and sub-unital map. Then, we have that
Dmax(ωA‖σA) ≥ Dmax(E∗(ωA)‖E∗(σA)) , (2.38)
where E∗ denotes the predual map of E. Moreover, if E is also unital
Dmin(ωA‖σA) ≥ Dmin(E∗(ωA)‖E∗(σA)) . (2.39)
Based on the max-relative entropy, we define the conditional min-entropy.
Definition 2.14 (Conditional min-entropy). Let MAB = B(HA) ⊗ MB with HA
finite-dimensional, and ωAB ∈ S≤(MAB). The conditional min-entropy of A given B
is defined as
Hmin(A|B)ω = − inf
σB∈S(MB)
Dmax(ωAB‖τA ⊗ σB) , (2.40)
where τA denotes the trace on B(HA).
The conditional min-entropy can be defined similarly for infinite-dimensional, sep-
arable HA. But again, this requires additional technicalities, and we do not need
infinite-dimensional principal quantum systems in this work. The conditional min-
entropy can be written in the following alternative form.
Proposition 2.8. Let MAB = B(HA)⊗MB with HA finite-dimensional, and ωAB ∈
S≤(MAB). Then, we have that Hmin = − log
(|A| · F (A|B)ω) with
F (A|B)ρ = max
ΛB→A′
F
(
ΦAA′ , I ⊗ Λ∗(ρAB)
)
, (2.41)
where HA′ ∼= HA, ΦAA′ is the maximally entangled state, and the maximum is over all
channels Λ∗ : B(HA)→MB.
For a proof, see [KRS09] for finite-dimensional systems, and [BFS11] for more
general systems. Based on the relative min-entropy, we define the conditional max-
entropy.
Definition 2.15 (Conditional max-entropy). Let MAB = B(HA) ⊗ MB with HA
finite-dimensional, and ωAB ∈ S≤(MAB). The conditional max-entropy of A given B
is defined as
Hmax(A|B)ω = − inf
σB∈S(MB)
Dmin(ωAB‖τA ⊗ σB) , (2.42)
where τA denotes the trace on B(HA).
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Again, the conditional max-entropy can also be defined for infinite-dimensional,
separable HA, but this is not needed for this work. The conditional max-entropy is
dual to the conditional min-entropy in the following sense.
Proposition 2.9. [BFS11] Let MAB = B(HA) ⊗MB with HA finite-dimensional,
and ωAB ∈ S≤(MAB). Then, we have that
Hmin(A|B)ω = −Hmax(A′|C)ω , (2.43)
with ωA′B′C a purification (pi,K, |ξ〉) of ωAB with MA′B′ = pi(MAB) the principal
system, and MC = pi(MA′B′)′ the purifying system.
The definition of the max-information is based on the relative max-entropy.
Definition 2.16 (Max-information). Let ωAB ∈ S≤(MAB). The max-information
that B has about A is defined as
Imax(A : B)ω = inf
σB∈S(MB)
Dmax(ωAB‖ωA ⊗ σB) . (2.44)
Note that unlike the mutual information, this definition is not symmetric in its
arguments.1
Smooth Min- and Max-Entropy. Smooth entropies emerge from their non-smooth
counterparts by a maximization and minimization, respectively, over states close with
respect to a suitable distance measure. The choice of the distance measure influences
the properties of the smooth entropies crucially. Here, we follow Tomamichel [Tom12],
and define the smooth entropies using ε-balls with respect to the purified distance. For
ω ∈ S≤(M) and ε ≥ 0, we define
BεM(ω) = {σ ∈ S≤(M) : PM(ω, σ) ≤ ε} . (2.45)
The set BεM(ω) is referred to as the smoothing set, and ε is called the smoothing
parameter. In the following, we often omit the indication of the von Neumann algebra
M whenever it is clear from the context.
Definition 2.17 (Smooth min- and max-entropy). Let MAB = B(HA) ⊗MB with
HA finite-dimensional, ωAB ∈ S≤(MAB), and ε ≥ 0. The ε-smooth conditional min-
entropy of A given B is defined as
Hεmin(A|B)ω = sup
ω¯AB∈Bε(ωAB)
Hmin(A|B)ω¯ , (2.46)
and the ε-smooth conditional max-entropy of A given B is defined as
Hεmax(A|B)ω = inf
ω¯AB∈Bε(ωAB)
Hmax(A|B)ω¯ . (2.47)
1For a further discussion of max-based measures for mutual information, see [Cig12].
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Since the purified distance defines a metric on S≤(MAB), we retrieve the con-
ditional min- and max-entropy for ε = 0 (Definitions 2.14 and 2.15). The duality
property of the conditional min- and max-entropy (Proposition 2.9) can be extended
to the smooth case [TCR10, BFS11]. The following is the asymptotic equipartition
property (AEP) for smooth conditional min- and max-entropy.
Lemma 2.10. Let MAB = B(HA) ⊗ B(HB) with HA finite-dimensional, ωAB ∈
S≤(MAB), ε > 0, and n ≥ 2 · (1− ε2). Then, we have that
1
n
Hεmin(A|B)ω⊗n ≥ H(A|B)ω −
η(ε)√
n
, (2.48)
1
n
Hεmax(A|B)ω⊗n ≤ H(A|B)ω +
η(ε)√
n
, (2.49)
where η(ε) = 4 · √1− 2 · log ε · (2 + 12 · log |A|).
For a proof, see [TCR09, Theorem 9] for finite-dimensional systems, and [FA˚R11,
Proposition 8] for more general systems.
Definition 2.18 (Smooth max-information). Let ωAB ∈ S≤(MAB), and ε ≥ 0. The
ε-smooth max-information that B has about A is defined as
Iεmax(A : B)ω = inf
ω¯AB∈Bε(ωAB)
Imax(A : B)ω¯ . (2.50)
In contrast to the non-smooth case, the smooth max-information is approximately
symmetric in its arguments (at least in the finite-dimensional case).
Lemma 2.11. [Cig12, Corollary 4.2.4] Let ε ≥ 0, ε′ > 0, and ρAB ∈ S(HAB) with
HAB finite-dimensional. Then, we have that
Iε+2ε
′
max (B : A)ρ ≤ Iεmax(A : B)ρ + log
(
2
ε′2
+ 2
)
, (2.51)
and the same holds for A and B interchanged.
The asymptotic equipartition property for the max-information is stated in Lemma
A.17.
2.3.2 Classical-Quantum Systems
Here, we introduce conditional differential von Neumann and conditional differential
min- and max-entropy, where the classical system is given by a σ-finite measure space,
and the quantum side information by a von Neumann algebra. As a main result,
we prove that these differential entropies can be approximated by their discretized
counterparts.
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Conditional Differential Min- and Max-Entropy. For finite classical systems
X, the conditional min-entropy has the nice feature to provide a direct operational
interpretation in terms of the guessing probability [KRS09, BFS11].
Proposition 2.12. Let MXB = L∞(X) ⊗MB with X finite, and ωXB ∈ S(MXB).
Then, we have that
Hmin(X|B)ω = − log sup
{∑
x
ωxB(E
x
B) : E
x
B ∈MB, ExB ≥ 0,∑
x
ExB = 1B
}
. (2.52)
Furthermore, the conditional max-entropy of classical-quantum states for a finite
classical system X can be written as
Hmax(X|B)ω = 2 log sup
{∑
x
√
F (ωxB, σB) : σB ∈ S(MB)
}
. (2.53)
These quantities admit natural extensions to classical-quantum systems involving con-
tinuous classical variables.
Definition 2.19 (Conditional differential min- and max-entropy). LetMXB = L∞(X)⊗
MB, and ωXB ∈ S(MXB). The conditional differential min-entropy of X given B is
defined as
hmin(X|B)ω = − log sup
{∫
ωxB(E
x
B)dµ(x) : E ∈ L∞(X)⊗MB, E ≥ 0,∫
ExBdµ(x) ≤ 1B
}
, (2.54)
and the conditional differential max-entropy of X given B is defined as
hmax(X|B)ω = 2 log sup
{∫ √
F (ωxB, σB)dµ(x) : σB ∈ S(MB)
}
. (2.55)
These quantities are well defined, since the integrands are measurable and positive.
In the case of trivial side information MB = C, they correspond to the differential
Re´nyi entropy of order ∞ and 1/2, respectively,
hmin(X)ω = − log ‖ωX‖∞ (2.56)
hmax(X)ω = 2 log
∫ √
ωxdµ(x) = 2 log ‖√ωX‖1 , (2.57)
where ‖ · ‖p denotes the usual p-norm on Lp(X). Like any differential entropy, the
conditional differential min- and max-entropy can be negative. In particular,
−∞ ≤ hmin(X)ω <∞, −∞ < hmax(X)ω ≤ ∞ . (2.58)
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and the same bounds also hold for the conditional versions in (2.54) and (2.55). For
a countable X equipped with the counting measure, we retrieve the usual form as
in (2.52) and (2.53), with sums now involving infinitely many terms. For this case, the
conditional min- and max-entropy can also be obtained from finite sum approximations,
since the terms inside the sums are all positive
Hmin(X|B)ω = hmin(X|B)ω
= − log sup
m
sup
{
m∑
x=1
ωxB(E
x
B) : E
x
B ∈MB, ExB ≥ 0,
m∑
x=1
ExB ≤ 1B
}
,
(2.59)
Hmax(X|B)ω = hmax(X|B)ω
= 2 log sup
m
sup
{
m∑
x=1
√
F (ωxB, σB) : σB ∈ S(MB)
}
. (2.60)
From now on, entropies associated with countable classical systems equipped with the
counting measure are written with upper case letters. The approximation results can
be generalized to measure spaces with an ordered dense sequence of balanced partitions.
Proposition 2.13. Let MXB = L∞(X) ⊗MB with (X,Σ, µ) a measure space with
an ordered dense sequence of balanced partitions {Pα}, and ωXB ∈ S(MXB). Then,
we have that
hmin(X|B)ω = lim
α→0
(
Hmin(XPα |B)ω + logα
)
, (2.61)
where ωXPαB is defined as in (2.24). Furthermore, if there exists an α0 > 0 such that
Hmax(XPα0 )ω <∞,1 then
hmax(X|B)ω = lim
α→0
(
Hmax(XPα |B)ω + logα
)
. (2.62)
Proof. The proof is from the collaboration [BCF+13]. We start with the conditional
differential min-entropy. Let us fix an α0 and consider Pα0 = {Iα0l }l∈Λ, where we
can assume that Λ = {1, 2, 3, ...} ⊂ N. For k ∈ Λ, we define Ck =
⋃k
l=1 I
α0
l , which is
compact by the definition of a partition (Definition 2.8). We then write the conditional
differential min-entropy as
hmin(X|B)ω = − log sup
k
sup
{
ωXB(E) : E ∈ L∞(Ck)⊗MB, E ≥ 0,∫
ExB dµ(x) ≤ 1B
}
. (2.63)
1There exists ωX ∈ L1(X) with hmax(X)ω < ∞ but Hmax(XPα)ω = ∞ for all α > 0. As
an example, take X = R and ωX to be the normalization of the function which is equal to 1 for x ∈
[k, k−1/k2], k ∈ N, and 0 else [Wal13]. But conversely, Hmax(XPα)ω <∞ implies that hmax(X)ω <∞
since the relation hmax(X|B)ω ≤ Hmax(XPα |B)ω + logα holds for all α > 0 and ωXB ∈ S(MXB).
31
2. PRELIMINARIES
Since Ck is compact, the set of step functions T k =
⋃
α≤α0 T kα with T kα the step
functions corresponding to partitions Pkα defined as the restriction of Pα onto Ck is
σ-weakly dense in L∞(Ck). Because ωXB is σ-weakly continuous we get that
hmin(X|B)ω = − log sup
k
sup
α
{
ωXB(E) : E ∈ T kα ⊗MB, E ≥ 0,
∫
ExB dµ(x) ≤ 1B
}
,
(2.64)
where we used that a {Pkα} is an ordered family of partitions. By exchanging the
two suprema, we find that the right hand side of (2.64) reduces to the supremum of
Hmin(XPα |B)ω + logα over α, with ωXPαB defined as in (2.24). Finally, we note that
since the expression on the right hand side of (2.64) is monotonic in α, the supremum
over α in (2.64) can be exchanged by the limit α→ 0.
For the corresponding approximation arguments of the conditional differential max-
entropy, we make use of the fact that exists an α0 ∈ N such that Hmax(XPα0 )ω < ∞.
We start by rewriting the definition of the conditional differential max-entropy (2.55),
using an expression for the fidelity (2.18)
hmax(X|B)ω = 2 log sup
{∫
sup
U∈pi(MB)′
|〈ξxω|U |ξσ〉|dµ(x) : σB ∈ S(MB)
}
, (2.65)
where pi is some fixed representation of MB in which ωxB and σB admit vector states
|ξxω〉, |ξσ〉, respectively, and the supremum is taken over all elements U ∈ pi(MB)′ with
‖U‖ ≤ 1. We note that we can always choose U such that 〈ξxω|U |ξσ〉 is positive. It
follows by the σ-finiteness of the measure space, together with the theorem of monotone
convergence, that we can find a sequence of sets Xn all having finite measure, and
hmax(X|B)ω = 2 log sup
σB∈S(MB)
lim
n→∞ supU(x)∈pi(MB)′
∫
Xn
〈ξxω|U(x)|ξσ〉dµ(x) . (2.66)
For later reasons we note that the sequence Xn can be chosen such that it is compatible
with the partitions in the sense that for every n the restriction of Pα onto Xn forms
again a balanced partition with measure α.1 It then follows from disintegration theory
of von Neumann algebras [Tak01, Chapter IV.7] that the expression involving the third
supremum and the integral can again be recognized as a fidelity, more precisely as the
square root of F (ωXnB, µXn⊗σB), where ωXnB is the state restricted to the subalgebra
L∞(Xn)⊗MB ⊂ L∞(X)⊗MB, and µXn is the Lebesgue measure restricted to the set
Xn. As the later one has finite measure, µXn can be identified as a positive functional
on L∞(Xn) ⊗MB. We now employ similar ideas to the min-entropy case. For an
appropriate sequence of partitions {Pα}, we have that the step functions of every fixed
partition with support in Xn form a subalgebra Nα of L∞(Xn), as well as that the set
1One can take for instance Xn to be generated by finite increasing unions of the sets in a partition
Pα0 for a fixed α0. Then for all α ≤ α0 the condition is satisfied.
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of these subalgebras are weakly dense and have a common identity. Hence, we may
apply a result of Alberti [Alb83] and find
F (ωXnB, µXn ⊗ σB) = inf
α∈N
F (ωXnPαB
, µXnPα
⊗ σB)
= lim
α→∞F (ωX
n
PαB
, µXnPα
⊗ σB) (2.67)
where the restricted states are defined as in (2.24). This leads to
hmax(X|B)ω = 2 log sup
σB∈S(MB)
lim
n→∞ limα→∞
√
F (ωXnPαB
, µXnPα
⊗ σB) , (2.68)
and in order to proceed, we have to interchange the limits. For this, we define
fn(σ, α) =
√
F (ωXnPαB
, µXnPα
⊗ σB) =
∑
k∈Λ(α,n)
√
α · F (ωPnα ,kB , σB) , (2.69)
where we have used that µXn restricted to Nα is just the counting measure multiplied
by α. Since fn(σ, α) is monotonously decreasing in α, there exists by assumption an
α0 such that
fn(σ, α) ≤
∑
k∈Λ(α0,n)
√
α0 · F (ωP
n
α0
,k
B , σB) ≤
∑
k∈Λ(α0,n)
√
α0 · ωP
n
α0
,k
B (1) (2.70)
is finite in the limit n → ∞. It follows by the Weierstrass’ uniform convergence
theorem that the sequence fn(σ, α) converges uniformly in σ and α to the limiting
function f(σ, α) = limn→∞ fn(σ, α). Hence, the limits in (2.68) can be interchanged,
and we arrive at
hmax(X|B)ω = 2 log sup
σB∈S(MB)
lim
α→∞ f(σ, α) = 2 log supσB∈S(MB)
inf
α∈N
f(σ, α) . (2.71)
As the last step, we need to interchange the supremum with the infimum. For this, we
define f¯(σ, λ) = f(σ, b1/λc) with b·c the floor function, and get
hmax(X|B)ω = 2 log sup
σB∈S(MB)
inf
λ∈[0,1]
f¯(σ, λ) , (2.72)
where f¯(σ, 0) =
∫ √
F (ωxB, σB)dµ(x). We now check the conditions of Sion’s minimax
theorem (Lemma D.12):
• The set [0, 1] is a compact and convex.
• The set S(MB) is a convex.
• The function f¯(σ, λ) is monotone in λ, and therefore quasi-convex in λ.
• The function f(σ, α) is monotonously decreasing in α, the floor function b·c is
upper semi-continuous, and hence the function f¯(σ, λ) is lower semi-continuous
in λ.
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• Since the fidelity and the square root function are concave, the function f¯(σ, λ)
is concave in σ.
• The fidelity is continuous, thus fn(σ, α) is continuous in σ. It then follows by
the uniform limit theorem that f(σ, α) is continuous in σ.
Hence, we find
sup
σB∈S(MB)
inf
λ∈[0,1]
f¯(σ, λ) = inf
λ∈[0,1]
sup
σB∈S(MB)
f¯(σ, λ) , (2.73)
and with (2.72) we conclude
hmax(X|B)ω = inf
α
(
Hmax(XPα |B)ω + logα
)
. (2.74)
By using that f(σ, α) is monotonically increasing in α we arrive at the claim.
Note that the discretized entropies are regularized by the logarithm of the measure
of the partition. This is in accordance with the fact that discretized entropies have no
units while the power of the differential entropies 2−hmin(X|B)ω and 2−hmax(X|B)ω are in
units of X.
Conditional Differential Von Neumann Entropy. In order to motivate our defi-
nition of the differential conditional von Neumann entropy, let us first recall the case of
finite-dimensional Hilbert spaces and finite classical systems. For a classical-quantum
density matrix ρXB =
∑
x px|x〉〈x|X ⊗ ρxB the conditional von Neumann entropy can
be written as
H(X|B)ρ = H(XB)ρ −H(B)ρ = −
∑
x
D(pxρ
x
B‖ρB) . (2.75)
Now, we can write the conditional differential von Neumann entropy of a classical-
quantum state ωXB ∈ S(L∞(X)⊗MB) as
h(X|B)ω = −
∫
D(ωxB‖ωB)dµ(x) . (2.76)
For MB = C and X = R, this is the differential Shannon entropy. We note that the
differential Shannon entropy can take values in [−∞,∞] and may be written in the
more familiar form [OP93]
h(X) = −
∫
p(x) log p(x) dx , (2.77)
with p(x) being the density of some probability measure with respect to the Lebesgue
measure dx.
Even though we are mostly interested in classical-quantum states, we also consider
fully quantum states with the first system given by a finite dimensional matrix algebra.
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Definition 2.20 (Conditional differential von Neumann entropy). Let MXAB =
L∞(X) ⊗ B(HA) ⊗MB with HA finite-dimensional, and ωXAB ∈ S(MXAB). The
conditional differential von Neumann entropy of XA given B is defined as
h(XA|B)ω = −
∫
D(ωxAB‖τA ⊗ ωB) dµ(x) , (2.78)
where τA denotes the trace on B(HA). If X is a discrete measure space with counting
measure, we also write h(XA|B)ω = H(XA|B)ω.
This representation can be used to derive an approximation result similar to the
ones for the conditional differential min- and max-entropy.
Proposition 2.14. [BCF+13, Proposition 8] LetMXB = L∞(X)⊗MB with (X,Σ, µ)
a measure space with an ordered dense sequence of balanced partitions {Pα}, and ωXB ∈
S(MXB). If there exists α0 > 0 for which H(XPα0 |B)ω <∞, and if h(X|B)ω > −∞,
then
h(X|B)ω = lim
α→0
(
H(XPα |B)ω + logα
)
. (2.79)
If furthermore h(X)ω <∞,1 then2
h(X|B)ω = h(X)ω − I(X : B)ω . (2.80)
2.3.3 Finite-Dimensional Systems
For the rest of this section, all systems (classical and quantum) are finite-dimensional.
Definition 2.21 (Conditional Re´nyi 2-entropy). Let ρAB ∈ P+(HAB). The condi-
tional Re´nyi 2-entropy of A given B is defined as3
H2(A|B)ρ = − log tr
[
ρAB(1A ⊗ ρB)−1/2ρAB(1A ⊗ ρB)−1/2
]
, (2.81)
where the inverses denote generalized inverses.4
We have seen in Section 2.3.1 that the conditional min-entropy of a bipartite quan-
tum state ρAB can be written as Hmin(A|B)ρ = − log
(|A| · F (A|B)ρ) for
F (A|B)ρ = max
ΛB→A′
F
(
ΦAA′ ,1A ⊗ ΛB→A′(ρAB)
)
, (2.82)
where HA′ ∼= HA, ΦAA′ is the maximally entangled state, and the maximum is over all
channels ΛB→A′ : B(HB)→ B(HA′). As it turns out, the conditional Re´nyi 2-entropy
allows for a similar operational form.
1From H(X|B)ω > −∞, it follows by the monotonicity of the quantum relative entropy under
application of channels (Lemma 2.5) that H(X)ω > −∞.
2In [Kuz10], conditional von Neumann entropy was defined as in (2.80) for ωAB ∈ S(HAB) with
H(A)ω <∞, and separable Hilbert spaces HA,HB .
3Sometimes H2(A|B)ρ is also known as the conditional collision entropy, see, e.g., [Ren05].
4For ρ ∈ P+(H), ρ−1 is a generalized inverse of ρ if ρρ−1 = ρ−1ρ = ρ0 = (ρ−1)0. In the following
all inverse are generalized inverses.
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Proposition 2.15. Let ρAB ∈ S(HAB). Then, we have that H2(A|B)ρ = − log
(|A| ·
F pg(A|B)ρ
)
for
F pg(A|B)ρ = F
(
ΦAA′ ,1A ⊗ ΛpgB→A′(ρAB)
)
, (2.83)
where HA′ ∼= HA, ΦAA′ is the normalized maximally entangled state, and ΛpgB→A′ is the
pretty good recovery map [BK02].
Proof. The proof is from the collaboration [BCW13]. This is easily seen by the fact
that the pretty good recovery map can be written as
ΛpgB→A′(·) =
1
|A| · E
†
B→A′
(
ρ
−1/2
B (·)ρ−1/2B
)
, (2.84)
where E†B→A′ denotes the adjoint of the Choi-Jamilkowski map of ρAB,
EA→B(·) = |A| · trA
[ (
(·)T ⊗ 1B
)
ρAB
]
, (2.85)
and the transpose (·)T is with respect to the basis used to define ΦAA′ .
The map ΛpgB→A′ is pretty good in the sense that it is close to optimal for re-
covering the maximally entangled state, i.e., the following bound holds [BK02] for
ρAB ∈ S(HAB),
F 2(A|B)ρ ≤ F pg(A|B)ρ ≤ F (A|B)ρ . (2.86)
For classical-quantum states ρKB =
∑
k |k〉〈k|K ⊗ ρkB, we have Hmin(K|B)ρ =
− logPguess(K|B)ρ with
Pguess(K|B)ρ = max
{EkB}
∑
k
tr
[
EkBρ
k
B
]
, (2.87)
where the maximum is over all measurements {EkB}k∈K on B (Section 2.3.2). Similarly,
Proposition 2.15 simplifies for classical-quantum states to the following operational
form (originally shown in [BCH+08]).
Corollary 2.16. Let ρKB ∈ S(HKB) be classical with respect to the basis {|k〉}k∈K .
Then, we have that
H2(K|B)ρ = − logP pgguess(K|B)ρ , (2.88)
where P pgguess(K|B)ρ denotes the probability of guessing K by performing the pretty good
measurement [HW94]. For ρKB =
∑
k |k〉〈k|K ⊗ ρkB, it has measurement operators
ΠkB = ρ
−1/2
B ρ
k
Bρ
−1/2
B . (2.89)
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It is known that the pretty good measurement performs close to optimally, i.e., the
following bound holds [HW94] for ρKB ∈ S(HKB) classical on K with respect to the
basis {|k〉}k∈K ,
P 2guess(K|B)ρ ≤ P pgguess(K|B)ρ ≤ Pguess(K|B)ρ . (2.90)
For completeness, we mention that the quantum relative entropy, the max- and
min-relative entropy, as well as the conditional Re´nyi 2-entropy are all special cases
of the following family of Re´nyi type relative entropies (at least for finite-dimensional
systems) [MLDS+13].
Definition 2.22 (Relative α-entropies). Let ρ, σ ∈ P+(H), and α > 0. The relative
α-entropies are defined as1
Dα(ρ‖σ) = α
α− 1 · log
∥∥σ− 12 ρσ− 12∥∥
α,σ
, (2.91)
with ‖ · ‖α,σ as defined in (2.6). The cases α = 1,∞ are defined via the corresponding
limit.
Proposition 2.17. [MLDS+13] Let ρ ∈ S(H), and σ ∈ P+(H). Then, we have that
Dmax(ρ‖σ) = D∞(ρ‖σ), Dmin(ρ‖σ) = D1/2(ρ‖σ), D(ρ‖σ) = D1(ρ‖σ) . (2.92)
Furthermore, for ρAB ∈ P+(H) we have that
H2(A|B)ρ = −D2(ρAB‖1A ⊗ ρB) . (2.93)
Finally, we also need the following entropies for purely technical reasons (in par-
ticular, these entropies will not show up in any of the results discussed in this work).
Definition 2.23 (R-entropy). Let ρA ∈ P+(HA). The R-entropy of ρA is defined as
HR(A)ρ = − sup{λ ∈ R : ρA ≥ 2λ · ρ0A} . (2.94)
Definition 2.24 (Conditional zero entropy). Let ρAB ∈ P+(HAB). The conditional
zero-entropy of A given B is defined as2
H0(A|B)ρ = sup
σB∈S(HB)
log tr
[
ρ0AB(1A ⊗ σB)
]
. (2.95)
The conditional zero-entropy for quantum-classical states is as follows.
1The relative α-Re´nyi entropies are often defined as D′α(ρ‖σ) = 1α−1 log tr[ρασ1−α], and we note
that this definition is in general not equivalent to (2.91).
2In the literature this quantity is also known as conditional max-entropy [Ren05, Dat09, BD11],
or alternative conditional max-entropy [TSSR11].
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Lemma 2.18. Let ρAK ∈ P+(HAK) be classical on K with respect to the basis
{|k〉}k∈K . Then, we have that
H0(A|K)ρ = max
k∈K
H0(A)ρk , (2.96)
where ρAK =
∑
k∈K ρ
k
A ⊗ |k〉〈k|K .
Proof. The proof is from the collaboration [BBaCW13]. Inserting the definition of the
conditional zero-entropy (Definition 2.24) we calculate
H0(A|B)ρ = max
σB∈S(HB)
log tr
[
ρ0AB(1A ⊗ σB)
]
= log max
σB∈S(HB)
tr
[(∑
k
(
ρkA
)0 ⊗ |k〉〈k|B) (1A ⊗ σB) ]
= log max
σB∈S(HB)
tr
[
σB ·
(∑
k
|k〉〈k|B · tr
[(
ρkA
)0])]
= log
∥∥∥∑
k
|k〉〈k|B · tr
[(
ρkA
)0]∥∥∥
∞
= log max
k
tr
[(
ρkA
)0]
= max
k
H0(A)ρk .
(2.97)
We define a smooth version of the conditional zero-entropy for quantum-classical
states.
Definition 2.25 (Smooth conditional zero-entropy). Let ε ≥ 0, and let ρAK ∈ S(HAK)
be classical on K with respect to the basis {|k〉}k∈K . The ε-smooth conditional zero-
entropy of A given B is defined as
Hε0(A|K)ρ = inf
ρ¯AK∈Bεqc(ρAK)
H0(A|K)ρ¯ , (2.98)
where
Bεqc(ρAK) =
{
ρ¯AK ∈ P+(HAK) : ρ¯AK =
∑
k
ρ¯kA ⊗ |k〉〈k|K , ‖ρAK − ρ¯AK‖1 ≤ ε
}
.
(2.99)
An entropic asymptotic equipartition property for the smooth conditional zero-
entropy of quantum-classical states is stated in the appendix (Lemma A.33).
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Entropic Uncertainty Relations
This introduction is partly taken from the collaboration [BCW13].
Heisenberg’s uncertainty principle is one of the characteristic features of quantum
mechanics. It states that measurements of two non-commuting observables necessarily
lead to statistical ignorance of at least one of the outcomes [Hei27, Rob29]. Entropic
uncertainty relations are an information theoretic way to capture this. They were first
derived by Hirschman [Hir57], and later improved by Beckner [Bec75] and Bialynicki-
Birula and Mycielski [BBM75], but many new results have been achieved in recent years
(see the review articles [WW10, BBR11] and references therein). A celebrated result
of Maassen and Uffink [MU88] reads as follows. It holds for a measurement chosen
at random from two non-degenerate observables X and Y on a finite-dimensional
quantum system HA that
H(K|Θ)ρ = 1
2
· (H(K|Θ = X)ρ +H(K|Θ = Y )ρ) ≥ 1
2
· log 1
c
, (3.1)
where H(K|Θ = X)ρ denotes the Shannon entropy of the probability distribution of
the outcomes when X is measured on a quantum state ρA ∈ S(HA), and
c = max
k,k′
|〈xk|yk′〉|2 , (3.2)
with |xk〉 and |yk′〉 the eigenvectors of X and Y , respectively.1 To see that this is an
uncertainty relation note that if one of the two entropies is zero, then (3.1) tells us
that the other is necessarily non-zero, i.e., there is at least some amount of uncertainty.
The largest amount of uncertainty is obtained when |〈xk|yk′〉| = 1/
√|A|, that is, the
two bases {|xk〉}|A|k=1 and {|yk′〉}|A|k′=1 are mutually unbiased [Iva81].
One way to think about uncertainty is through the following uncertainty game
[BCC+10] between two players, Alice (A) and Bob (B). Before the game commences,
Alice and Bob agree on two non-degenerate observablesX and Y on a finite-dimensional
1There is a priori no reason to prefer the Shannon entropy over other entropies for measuring the
uncertainty, and many relations in terms of, e.g., Re´nyi [R6´1] or Tsallis [Tsa88] entropies have been
derived (see the review articles [WW10, BBR11] and references therein).
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quantum system HA. The game proceeds as follows. Bob prepares a quantum state
ρA ∈ S(HA) of his choosing and sends it to Alice. Alice then carries out one of the
two measurements and announces her choice to Bob. Bob’s task is to minimize his
uncertainty about Alice’s measurement outcome. The amount of uncertainty as mea-
sured by entropies can be understood as a limit on how well Bob can guess Alice’s
measurement outcome — the more difficult it is for Bob to guess the more uncertain
Alice’s measurement outcomes are. If Bob is not entangled with A but only keeps
classical information about the state, such as the description of the density matrix ρA,
then (3.1) bounds Bob’s ability to win the uncertainty game [Hal95, CBKG02, RB09].
However, another central element of quantum mechanics is the possibility of en-
tanglement. In particular, Einstein, Podolsky and Rosen [EPR35] observed that if
Bob is maximally entangled with A, then his uncertainty can be reduced dramatically.
Bob can simply measure his half of the maximally entangled state in the same basis
as Alice to predict her measurement outcome perfectly, winning the uncertainty game
described above. This is precisely the effect observed in [EPR35] and shows that the
uncertainty relations of the type (3.1) are inadequate to capture the interplay between
entanglement and uncertainty. Fortunately, it is possible to extend the notion of uncer-
tainty relations to take the possibility of entanglement into account, and such relations
are known as uncertainty relations with quantum side information. More precisely, we
have shown in [BCC+10] that (3.1) can be extended to
H(K|BΘ)ρ = 1
2
· (H(K|BΘ = X)ρ +H(K|BΘ = Y )ρ) ≥ 1
2
· ( log 1
c
+H(A|B)ρ
)
,
(3.3)
where H(K|BΘ = X)ρ is the conditional von Neumann entropy of the measurement
outcomes of X given the quantum side information B,1 and H(A|B)ρ is the conditional
von Neumann entropy of A given B for ρAB ∈ S(HAB). If A and B are entangled, then
H(A|B)ρ can be negative. Indeed, H(A|B)ρ = − log |A| when ρAB is the maximally
entangled state, in which case the lower bound in (3.3) becomes trivial. This shows that
uncertainty should not be treated as an absolute, but with respect to the knowledge
of an observer who can be quantum as well. The uncertainty relation (3.3) also shows
that little uncertainty, i.e., H(K|BΘ)ρ small, implies that H(A|B)ρ must be negative,
and hence ρAB is entangled [DW05]. As such, (3.3) is useful for the task of witnessing
entanglement [PHC+11, LXX+11]. However, we note that (3.3) does not tell us if the
presence of entanglement really does lead to a significant reduction in uncertainty.
The first part of this chapter (Section 3.1.1) is based on [BCW13], and its aim is to
prove that there exists an exact relation between entanglement and uncertainty. More
precisely, we show that if we measure A uniformly at random in one of |A|+ 1 possible
mutually unbiased bases, the following uncertainty equality holds,
H2(K|BΘ)ρ = log
(|A|+ 1)− log (2−H2(A|B)ρ + 1) , (3.4)
1More precisely, H(K|BΘ = X)ρ is the conditional von Neumann entropy of the post-measurement
state ρKB =
∑
k (|xk〉〈xk|A ⊗ 1B) ρAB (|xk〉〈xk|A ⊗ 1B).
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where we use the conditional Re´nyi 2-entropy (see Section 2.3.3) to quantify uncertainty
and entanglement. With respect to the uncertainty game (now with |A|+1 observables
from a full set of mutually unbiased bases), the use of the conditional Re´nyi 2-entropy
is natural, since the classical-quantum term corresponds to Bob’s probability of win-
ning the uncertainty game by using the pretty good measurement (Corollary 2.16),
and the fully quantum term measures how close Bob can bring ρAB to a maximally
entangled state by performing the pretty good recovery map (Proposition 2.15). Our
result (3.4) reconciles the observations of Einstein, Podolsky and Rosen [EPR35], and
Heisenberg [Hei27] into a single equation.
At the price of again getting inequalities instead of an equality, we then extend (3.4)
to smaller sets of measurements, and deduce uncertainty relations (lower bounds on the
uncertainty) as well as certainty relations (upper bounds on the uncertainty) in terms
of the conditional Re´nyi 2-entropy, and the smooth conditional min-entropy. Finally,
another extension to sets of measurements with simple tensor product structure, also
allows us to get uncertainty relations in terms of the conditional von Neumann entropy
(Section 3.1.2). We briefly mention applications to witnessing entanglement and the
noisy storage model in two-party quantum cryptography (cf. Section 4.3).
The second part of this chapter (Section 3.2) is about entropic uncertainty relations
with quantum side information in the tripartite setup. It was already realized in [RB09,
BCC+10] that the monogamy property of entanglement allows for a particularly elegant
formulation in this case. It holds for any finite-dimensional tripartite quantum state
ρABC ∈ S(HABC), and two non-degenerate observables X and Y on A that
H(X|B)ρ +H(Y |C)ρ ≥ log 1
c
, (3.5)
where H(X|B)ρ and H(Y |C)ρ are the conditional von Neumann entropy of the mea-
surement outcomes of X and Y given the side information B and C, respectively,1 and
c is as in (3.2). Furthermore, Tomamichel and Renner [TR11, Tom12] generalized this
to smooth conditional min- and max-entropy. For the same notation as in (3.5) and
ε ≥ 0, it holds that
Hεmin(X|B)ρ +Hεmax(Y |C)ρ ≥ log
1
c
. (3.6)
However, all the previously mentioned results involving quantum side information
assume finite-dimensional quantum systems. In contrast to this, the first papers
about the uncertainty principle discuss position and momentum measurements (e.g.,
[Hei27, Hir57]), and thus, are for infinite-dimensional quantum systems. This problem
was recently addressed by Frank and Lieb in [FL13]. They discuss entropic uncertainty
relations with quantum side information in terms of the von Neumann entropy, which
also apply to continuous position and momentum distributions. Yet, they only consider
finite-dimensional quantum side information. The difficulties for defining conditional
entropies in an infinite-dimensional setup were already noted by Kuznetsova [Kuz10].
1More precisely, H(X|B)ρ is the conditional von Neumann entropy of the post-measurement state
ρXB =
∑
k (|xk〉〈xk|A ⊗ 1B) ρAB (|xk〉〈xk|A ⊗ 1B), where |xk〉 denote the eigenvectors of X.
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In Section 3.2, we derive entropic uncertainty relations with quantum side informa-
tion for infinite-dimensional quantum systems in the setup of von Neumann algebras.
In a previous work [BFS11], we have shown such a relation under the restriction of
measurements with a finite outcome range and for smooth conditional min- and max-
entropy. Here, we generalize (3.5) and (3.6) to measurements with continuous outcome
range. For this purpose, we introduced in Section 2.3.2 conditional differential von Neu-
mann and conditional differential min- and max-entropy, where the classical system is
described by a measure space, and the quantum side information is modeled by a von
Neumann algebra. We proved that these differential entropies can be approximated
by their discretized counterparts (Propositions 2.14 and 2.13), and by employing an
elegant proof technique of Coles et al. [CYGG11, CCYZ12] this tool then allows us to
obtain the uncertainty relations for measurements with a continuous outcome range.
As an example, we apply our uncertainty relation to position and momentum measure-
ments (Section 3.2.2). In this situation, the aforementioned approximation property
can be seen as a coarse-graining of the outcome range with finer and finer intervals.
Tripartite entropic uncertainty relations with quantum side information also found
applications in quantum key distribution [TLGR12, TR11]. In that respect, we were
able to use our infinite-dimensional smooth conditional min- and max-entropy un-
certainty relation for finite spacing position and momentum measurements to prove
security of a continuous variable quantum key distribution protocol against coherent
attacks including finite-size effects [FFB+12, Fur12]. However, we do not explore this
here.
3.1 Bipartite Relations
The results in this section have been obtained in collaboration with Patrick Coles,
Omar Fawzi, and Stephanie Wehner, and have appeared in [BCW13, BFW12, BFW13].
In this section, all systems (classical and quantum) are finite-dimensional.
3.1.1 Mutually Unbiased Bases
A set of orthonormal bases {Kθ}nθ=1 with Kθ = {|θk〉}|A|k=1 on some Hilbert space HA
is said to define mutually unbiased bases if for all elements |θk〉 ∈ Kθ and |θ′k′〉 ∈ Kθ′ ,
|〈θk|θ′k′〉| = 1/
√|A|. There can be at most |A|+1 mutually unbiased bases for HA, and
constructions of full sets of |A|+ 1 mutually unbiased bases are known in prime power
dimensions [BBRV02, WF89]. We mention that unitaries which generate a full set
of mutually unbiased bases can be implemented by quantum circuits of almost linear
size [FHS11]. Whenever we talk about a full set of mutually unbiased bases on some
Hilbert space HA, we assume that the set exits. The following is mostly taken from
the collaboration [BCW13].
Main Result. Here we precisely state our uncertainty equality in terms of the con-
ditional Re´nyi 2-entropy, which shows that there exists an exact relation between
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entanglement and uncertainty. The proof is based on the fact that a full set of mutu-
ally unbiased bases generates a complex projective 2-design [KR05], a property that
has already been used to show uncertainty relations without quantum side informa-
tion [BW07].
Theorem 3.1. Let ρAB ∈ S≤(HAB), and denote the elements of |A| + 1 mutually
unbiased bases on HA by {|θk〉}|A|k=1. Then, we have that
H2(K|BΘ)ρ = log
(|A|+ 1)− log (2−H2(A|B)ρ + 1) , (3.7)
where
ρKBΘ =
1
|A|+ 1 ·
|A|+1∑
θ=1
|A|∑
k=1
(|θk〉〈θk| ⊗ 1B)ρAB(|θk〉〈θk| ⊗ 1B)⊗ |θ〉〈θ|Θ . (3.8)
Proof. We define ρ˜AB = (1A ⊗ ρ−1/4B )ρAB(1A ⊗ ρ−1/4B ), and rewrite the fully quantum
conditional collision entropy as H2(A|B)ρ = − log tr
[
ρ˜2AB
]
. Similarly, we rewrite the
classical-quantum conditional collision entropy as
H2(K|BΘ)ρ = − log
( 1
|A|+ 1 ·
∑
θ,k
trB
[
trA
[
ρ˜AB(|θk〉〈θk| ⊗ 1B)
]2])
. (3.9)
Now, we introduce the space HA′B′ ∼= HAB as well as the state ρ˜A′B′ ∼= ρ˜AB. We have(|A|+ 1) · 2−H2(K|BΘ)ρ = ∑
θ,k
trB
[
trA
[
(|θk〉〈θk| ⊗ 1B)ρ˜AB
]
trA
[
(|θk〉〈θk| ⊗ 1B)ρ˜AB
]]
= trBB′
[
trAA′
[∑
θ,k
(|θk〉〈θk| ⊗ |θk〉〈θk|)(ρ˜AB ⊗ ρ˜A′B′)
]
FBB′
]
= trBB′
[
trAA′
[
(1AA′ + FAA′)(ρ˜AB ⊗ ρ˜A′B′)
]
FBB′
]
, (3.10)
where FAA′ =
∑
t,s |t〉〈s| ⊗ |s〉〈t| is the operator that swaps A and A′ (similarly for
FBB′). Here, the second line uses the swap trick, for operators M and N , and swap
operator F ,
tr
[
MN
]
= tr
[
(M ⊗N)F ] , (3.11)
and the third line invokes that a full set of mutually unbiased bases generates a complex
projective 2-design [KR05], that is,∑
θ,k
|θk〉〈θk| ⊗ |θk〉〈θk| = 1AA′ + FAA′ . (3.12)
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Continuing from (3.10), we then get(|A|+ 1) · 2−H2(K|BΘ)ρ = trB [ trA [ρ˜AB] trA [ρ˜AB]]
+
∑
t,s
trBB′
[
trAA′
[
(|t〉〈s| ⊗ |s〉〈t| ⊗ 1BB′)(ρ˜AB ⊗ ρ˜A′B′)FBB′
]]
= 1 +
∑
t,s
trB
[
trA
[
(|t〉〈s| ⊗ 1)ρ˜AB
]
trA
[
(|s〉〈t| ⊗ 1)ρ˜AB
]]
= 1 + tr
[
ρ˜2AB
]
. (3.13)
This generalizes a known result without quantum side information [Iva92, BZ99].
To gain further intuition about (3.7), let us first return to the uncertainty game dis-
cussed earlier. Note that in terms of the operational interpretations of the conditional
Re´nyi 2-entropy (Proposition 2.15 and Corollary 2.16), we can rewrite (3.7) as
P pgguess(K|BΘ)ρ =
1
|A|+ 1
∑
θ
P pgguess(K|BΘ = θ)ρ =
|A| · F pg(A|B)ρ + 1
|A|+ 1 . (3.14)
In the game, Bob prepares a state ρAB and sends the A system to Alice. She measures
A in one basis chosen uniformly at random from the complete set of |A|+1 MUBs, and
announces the basis (the index θ) to Bob. Bob’s task is to guess Alice’s outcome using
the pretty good measurement on B. Equation (3.14) says that Bob’s ability to win or
lose this game is quantitatively connected to the entanglement of ρAB, as measured by
F pg(A|B)ρ.
Uncertainty and Certainty Relations. We may ask if it is necessary to formu-
late our uncertainty equality (3.7) using |A|+ 1 mutually unbiased bases, can we not
use fewer measurements? To answer this, it is instructive to study what kind of re-
lations (3.7) implies. On the one hand, we can deduce regular uncertainty relations,
and, e.g., we get a relation in terms of the smooth conditional min-entropy similar
to [BFW12, BFW13, Faw12].
Corollary 3.2. Let ρAB ∈ S≤(HAB), denote the elements of |A|+1 mutually unbiased
bases on HA by {|θk〉}|A|k=1, and let ε > 0. Then, we have that
Hεmin(K|ΘB)ρ ≥ log
(|A|+ 1)− log (2−Hmin(A|B)ρ + 1)− 1− 2 log 1
ε
, (3.15)
where ρKBΘ is as in (3.8).
Proof. The claim follows immediately by the approximate equivalence of the smooth
conditional min-entropy and the conditional Re´nyi 2-entropy (Lemma A.25).
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But on the other hand, we also get relations that upper bound the uncertain-
ties of incompatible observables. In the literature these are known as certainty rela-
tions [SR95, MWW09], and here we give the first such relations that allow for quantum
side information.
Corollary 3.3. Let ρAB ∈ S≤(HAB), denote the elements of |A|+1 mutually unbiased
bases on HA by {|θk〉}|A|k=1, and let ε > 0. Then, we have that
Hmin(K|ΘB)ρ ≤ log
(|A|+ 1)− log (2−Hεmin(A|B)ρ + 2
ε2
)
+ 1 + 2 log
1
ε
, (3.16)
where ρKBΘ is as in (3.8).
Proof. The claim follows immediately by the approximate equivalence of the smooth
conditional min-entropy and the conditional Re´nyi 2-entropy (Lemma A.25).
Now, there is a simple argument that considering fewer than |A| + 1 measure-
ments implies that only trivial certainty relations can hold. As uncertainty equali-
ties as in (3.7) imply non-trivial certainty relations, such equalities cannot hold for
a smaller number of measurements. This is in sharp contrast to uncertainty rela-
tions, where non-trivial relations can be obtained for just two measurements. To see
this, consider the case where ρA is just a one qubit state and we perform measure-
ments in the Pauli σX and Pauli σZ eigenbases, respectively. Let B be trivial, i.e.,
Hmin(K|ΘB) = Hmin(K|Θ). In this case, we are just considering the entropy of the
outcome distribution of measuring ρA in one of the two bases. Clearly, when ρA is
an eigenstate of Pauli σY , then the outcome distribution for both Pauli σX and Pauli
σZ is uniform and hence Hmin(K|Θ) = 1, which is the maximum value. The same
argument shows that when measuring in fewer than |A|+ 1 mutually unbiased bases,
Hmin(K|Θ) = log |A| which is the maximum value that it can take, and hence only the
trivial certainty relation holds. It is thus clear that equalities such as (3.7) can only
hold for sets of measurements which are sufficiently rich.
Bounds for Fewer Bases Even though there does not exist an uncertainty equality
for measuring in fewer than |A|+1 mutually unbiased bases, we can still give lower and
upper bounds for Bob’s uncertainty about 1 ≤ n ≤ |A| mutually unbiased bases on A
in terms of the entanglement between A and B. Moreover, these inequalities are tight
for all n, that is, fixing the set of measurements and the entanglement to be constant,
there exist states that achieve the upper and lower bounds. Our relations are again in
terms of the conditional collision entropy, and using P pgguess(n)ρ as a shorthand to denote
Bob’s average guessing probability P pgguess(K|BΘ)ρ when Alice does n measurements,
we find the following.
Corollary 3.4. [BCW13] Let ρAB ∈ S(HAB), and denote the elements of |A| + 1
mutually unbiased bases on HA by {|θk〉}|A|k=1. For F pg(A|B)ρ ≤ 1/|A| we have that
1
|A| ≤ P
pg
guess(n)ρ ≤
|A|
n
· F pg(A|B)ρ + n− 1
n · |A| . (3.17)
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For F pg(A|B)ρ > 1/|A| we have that
F pg(A|B)ρ ≤ P pgguess(n)ρ ≤
n− 1
n
· F pg(A|B)ρ + 1
n
. (3.18)
Moreover, these inequalities are tight for all n.
From Corollary 3.4, we can also see that if Bob can guess two mutually unbiased
bases on A well, then he can also guess |A|+1 mutually unbiased bases on A fairly well.
Conceptually this follows from a two step chain of reasoning: if Bob’s uncertainty is
low for two mutually unbiased bases, then he must be entangled to Alice, which in turn
implies that he must have a low uncertainty for all bases. So entanglement provides
the key link, from two mutually unbiased bases to all bases. From the above results,
it is straightforward to derive the following quantitative statement of this idea
P pgguess(|A|+ 1)ρ ≥
|A| · (2 · P pgguess(2)ρ − 1)+ 1
|A|+ 1 . (3.19)
Witnessing Entanglement. Following [BCC+10], Theorem 3.1 offers a simple strat-
egy for witnessing entanglement since it connects entanglement to uncertainty, which is
experimentally measurable. In particular, Alice and Bob (in their distant labs, receiv-
ing A and B respectively) can sample from the source multiple times and communicate
their results to gather statistics, say, regarding the Kθ observable on A and the Lθ ob-
servable on B. Suppose they do this for a set of n mutually unbiased bases {Kθ}nθ=1 on
A, with Bob measuring in a some set of n bases {Lθ}nθ=1 on B, and then they estimate
the joint probability distribution for each pair {Kθ, Lθ}. Hence, they can evaluate the
classical entropies H2(Kθ|Lθ)ρ.
Corollary 3.5. [BCW13] Let ρAB ∈ S(HAB) be separable between A and B, let
{Kθ}nθ=1 be a subset (of size n) of a complete set of mutually unbiased bases of HA,
and let {Lθ}nθ=1 be a set of n orthonormal bases of HB. Then, we have that
n∑
θ=1
2−H2(Kθ|Lθ)ρ ≤ 1 + n− 1|A| , (3.20)
where
ρKθLθ =
∑
p,q
(|Kθ,p〉〈Kθ,p| ⊗ |Lθ,q〉〈Lθ,q|)ρAB(|Kθ,p〉〈Kθ,p| ⊗ |Lθ,q〉〈Lθ,q|) , (3.21)
with Kθ = {|Kθ,p〉}, and Lθ = {|Lθ,q〉}.
This method offers the flexibility of witnessing entanglement with 2 ≤ n ≤ |A|+ 1
observables. We note that for n = 2, the same strategy based on the uncertainty
relation (3.3) was implemented in [PHC+11, LXX+11].
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Extensions. We note that the proof of Theorem 3.1 is only based on the complex
projective 2-design property of a full set of mutually unbiased bases. With this, it
is possible to show similar relations for other sets of measurements that generate a
complex projective 2-design. As examples, we mention symmetric informationally
complete positive operator valued measures (SIC-POVMs), and measurements gener-
ated by (approximate) unitary 2-designs. For details we refer to [BCW13, BFW13].
Finally, we will use Theorem 3.1 in Section 4.3 to lift classical randomness extractors
to quantum-classical randomness extractors against quantum side information.
3.1.2 Single Qudit Measurements
If HA can be decomposed into a tensor product of d dimensional systems (qudits),
then we can generalize the results of Section 3.1.1 to tensor product measurements of
full sets of mutually unbiased bases on all the qudit spaces. This is appealing since the
measurements then have a very simple tensor product structure. However, this comes
at the price of only getting uncertainty inequalities instead of uncertainty equalities.
For the construction we take a full set of mutually unbiased bases in dimension
d, and represent it by a set of unitary transformations {V1, . . . , Vd+1} mapping the
mutually unbiased bases to some standard basis. For example, for the qubit space
(d = 2), we can choose
V1 =
(
1 0
0 1
)
V2 =
1√
2
(
1 1
1 −1
)
V3 =
1√
2
(
1 i
i −1
)
. (3.22)
We then define the set Vd,n of unitary transformations on n qudits by
Vd,n =
{
V = Vu1 ⊗ · · · ⊗ Vun |ui ∈ {1, . . . , d+ 1}
}
. (3.23)
Theorem 3.6. Let ρAB ∈ S≤(HAB) with |A| = dn, and let Vd,n be defined as in (3.23).
Then, we have that
H2(K|BΘ)ρ ≥ n ·
(
log(d+ 1)− 1)+ 1− log (2−H2(A|B)ρ + 1) , (3.24)
where
ρKBΘ =
1
(d+ 1)n
·
∑
Vθ∈Vd,n
dn∑
k=1
(
V †θ |k〉〈k|Vθ ⊗ 1B
)
ρAB
(
V †θ |k〉〈k|Vθ ⊗ 1B
)⊗ |θ〉〈θ|Θ ,
(3.25)
for {|k〉}|A|k=1 an orthonormal basis of HA.
Proof. As in the proof of Theorem 3.1, we introduce ρ˜AB = (1A ⊗ ρ−1/4B )ρAB(1A ⊗
ρ
−1/4
B ), and rewrite H2(A|B)ρ = − log
[
ρ˜2AB
]
as well as
H2(K|BΘ)ρ − log
( 1
(d+ 1)n
·
∑
θ,k
trB
[
trA
[
ρ˜AB(V
†
θ |k〉〈k|Vθ ⊗ 1B)
]2])
. (3.26)
47
3. ENTROPIC UNCERTAINTY RELATIONS
For HA′B′ ∼= HAB and ρ˜A′B′ ∼= ρAB we then arrive at
(d+ 1)n · 2−H2(K|BΘ)ρ = tr
[
ρ˜⊗2AB
∑
θ,k
(
V †θ |k〉〈k|Vθ
)⊗2 ⊗ FBB′] , (3.27)
where FBB′ denotes the swap operator. We continue with∑
θ,k
(
V †θ |k〉〈k|Vθ
)⊗2
=
∑
k1,...,kn
∑
V1,...,Vn
⊗
i
(
V †i |ki〉〈ki|Vi
)⊗2
=
⊗
i
(∑
ki,Vi
V †i |ki〉〈ki|Vi
)⊗2
.
(3.28)
As {V1, . . . , Vd+1} form a full set of mutually unbiased bases in dimension d, and with
this form a complex projective 2-design [KR05], we get
d∑
x=1
∑
V ∈Vd,1
(
V †|x〉〈x|V )⊗2 = 2 ·Πsym , (3.29)
where Πsym = 1 + F denotes the projector onto the symmetric subspace spanned by
the vectors |xx′〉+ |x′x〉. Furthermore, (ΠsymC )⊗n ≤ ΠsymC⊗n for any quantum system C,
and hence we obtain with (3.28),∑
θ,k
(
V †θ |k〉〈k|Vθ
)⊗2 ≤ 2n−1 · (1AA′ + FAA′) . (3.30)
Putting this in (3.27), we get
(d+ 1)n · 2−H2(K|BΘ)ρ ≤ 2n−1 · tr
[
ρ˜⊗2AB(1AA′ + FAA′)⊗ FBB′
]
, (3.31)
and by using the same arguments as in the proof of Theorem 3.1, the claim follows.
Similarly as in Section 3.1.1, we deduce an uncertainty relation in terms of the
smooth conditional min-entropy.
Corollary 3.7. Let ρAB ∈ S≤(HAB) with |A| = dn, let Vd,n be defined as in (3.23),
and ε > 0. Then, we have that
Hεmin(K|BΘ)ρ ≥ n ·
(
log(d+ 1)− 1)− log (2−Hmin(A|B)ρ + 1)− 2 log 1
ε
, (3.32)
where ρKBΘ is as in (3.25).
Proof. The claim follows immediately by the approximate equivalence of the smooth
conditional min-entropy and the conditional Re´nyi 2-entropy (Lemma A.25).
An uncertainty relation similar to this was used in [BFW12, BFW13, Faw12] to
analyze security in the noisy storage model [WST08, STW08, WCSL10, KWW12]. We
will briefly discuss related ideas in Section 4.3 by using Theorem 3.6 to lift classical
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randomness extractors to quantum-classical randomness extractors against quantum
side information. We also note that in a recent work with Huei Ying Nelly Ng and
Stephanie Wehner [NBW12], we were able to improve Corollary 3.7 for the case of
n qubits and only classical side information. This is crucial for analyzing security in
the bounded storage model [DFSS05, DFR+07, Sch07], and concerning security in the
noisy storage model, it is an interesting open question if Corollary 3.7 for the case of
quantum side information can be improved similarly.
By the asymptotic equipartition property for the smooth conditional min-entropy
(Lemma 2.10), we also get an uncertainty relation for the conditional von Neumann
entropy.
Corollary 3.8. Let ρAB ∈ S(HAB) with |A| = dn, and let Vd,n be defined as in (3.23).
Then, we have that
1
(d+ 1)n
·
(d+1)n∑
θ=1
H(K|B)ρθ ≥ n ·
(
log(d+ 1)− 1)+ min{H(A|B)ρ, 0} , (3.33)
where
ρθKB =
dn∑
k=1
(
V †θ |k〉〈k|Vθ ⊗ 1B
)
ρAB
(
V †θ |k〉〈k|Vθ ⊗ 1B
)
. (3.34)
Proof. The starting point is to employ Theorem 3.6 for an m-fold tensor product input
system H⊗mAB . Let ρ¯mAB ∈ Bε(ρ⊗mAB ) such that Hmin(A|B)ρ¯m = Hεmin(A|B)ρ⊗m for some
ε > 0. Since the conditional Re´nyi 2-entropy is lower bounded by the conditional min-
entropy (Lemma A.25), and upper bounded by the conditional von Neumann entropy
(Lemma A.26), it follows from Theorem 3.6 that
H(K|BΘ)ρ¯m ≥ mn ·
(
log(d+ 1)− 1)+ 1− log (2−Hmin(A|B)ρ¯m + 1) . (3.35)
By the continuity of the conditional von Neumann entropy (Lemma D.7), the additivity
of the conditional von Neumann entropy, and the definition of the state ρ¯mAB we arrive
at
m ·H(K|BΘ)ρ ≥ mn ·
(
log(d+ 1)− 1)+ 1− log (2−Hεmin(A|B)ρ⊗m + 1)
− 8ε ·mn · log |A| − 4 · h(2ε)
≥ mn · ( log(d+ 1)− 1)+ 1 + min{Hεmin(A|B)ρ⊗m , 0}
− 8ε ·mn · log |A| − 4 · h(2ε) . (3.36)
By the asymptotic equipartition theorem for the smooth conditional min-entropy
(Lemma 2.10), we arrive at the claim by letting m→∞ and ε→ 0.
Note that for n = 1, this gives an uncertainty relation for a full set of mutually
unbiased bases in terms of von Neumann entropies
1
|A|+ 1 ·
|A|+1∑
θ=1
H(K|B)ρθ ≥ log
(|A|+ 1))− 1 + min{H(A|B)ρ, 0} , (3.37)
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To get a feeling for this bound it is instructive to consider some special cases. It was
known that for the Shannon entropy [Lar90, Iva92, SR93]
1
|A|+ 1 ·
|A|+1∑
θ=1
H(K)ρθ ≥ log
(|A|+ 1)− 1 , (3.38)
which is the best known bound for a full set of mutually unbiased bases and general |A|.
This is clearly a special case of ours (3.37). However, for |A| even this was improved
to [SR95, SR98]
1
|A|+ 1 ·
|A|+1∑
θ=1
H(K)ρθ ≥
1
|A|+ 1 ·
( |A|
2
· log |A|
2
+
( |A|
2
+ 1
)
· log
( |A|
2
+ 1
))
.
(3.39)
For d = 2 the latter gives 2/3 (which is also optimal), whereas our bound (3.37) gives
log(3)− 1 ≈ 0.585.
3.1.3 Discussion
There are a number of open question we would like to mention. First of all, is it
possible to derive an uncertainty equality for the conditional von Neumann entropy
similar to Theorem 3.1? We have shown a lower bound on the uncertainty in terms of
the von Neumann entropy in Corollary 3.8, but how tight is this bound? And can we
also find a corresponding upper bound on the uncertainty (certainty relation)?
Concerning the single qudit measurement relation we would like to know if is is
possible to improve the bound in Theorem 3.6. Furthermore, it would be interesting
to see if a similar relation as in Theorem 3.6 also holds for only two complementary
measurements per qubit (instead of the full set of three mutually unbiased bases). This
would then also be interesting for the quantum-classical extractor constructions that
we discuss in Section 4.3.2, and in particular for their application in the noisy storage
model (Section 4.3.3).
Note added. The last two questions about single qudit measurement relations were
recently settled in [DFW13].
3.2 Tripartite Relations
The results in this section have been obtained in collaboration with Matthias Chri-
standl, Fabian Furrer, Volkher Scholz, and Marco Tomamichel, and have appeared
in [BCF+13, BFS11]. Similar results derived with different techniques can also be
found in the thesis of Furrer [Fur12].
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3.2.1 General Measurements
In the following, we derive entropic uncertainty relations with quantum side informa-
tion for pairs of measurements with an outcome range given by a σ-finite measure space
(X,Σ, µ). Our starting point is a recent proof technique developed for finite measure
spaces [CCYZ12], which we will lift by means of the approximation results derived in
Section 2.3.2. We start with an uncertainty relation in terms of the conditional min-
and max-entropy, and proceed with the conditional von Neumann entropy.
Min- and Max-Entropy. An entropic uncertainty relation for conditional min-
and max-entropy on finite-dimensional systems was proven in [TR11] and generalized
to finite measurements on von Neumann algebras in [BFS11]. We extend this re-
sult to measurements EX ∈ Meas(X,MA) and FY ∈ Meas(Y,MA) with (X,ΣX , µX)
and (Y,ΣY , µY ) measure spaces with ordered dense sequences of balanced partitions
[BCF+13]. A similar relation under different assumptions has also been shown in the
thesis of Furrer [Fur12] by means of other methods.
Theorem 3.9. Let ωABC ∈ S(MABC), and let be EX ∈ Meas(X,MA) and FY ∈
Meas(Y,MA) with (X,Σ, µ) and (Y,Γ, ν) measure spaces with ordered dense sequences
of balanced partitions {Pα} and {Qβ}, respectively. If for the post-measurement states
ωXBC = ωABC ◦ EX and ωY BC = ωABC ◦ FY , there exists an α0 > 0 such that
Hmax(XPα0 )ω <∞, then
hmax(X|B)ω + hmin(Y |C)ω ≥ − log c(EX , FY ) , (3.40)
where the overlap of the measurements is quantified by
c(EX , FY ) = lim
α,β→0
sup
Ik∈PαIl∈Qβ
‖(EPαk )1/2 · (F
Qβ
l )
1/2‖2
α · β (3.41)
and the notation is as in Section 2.2.
Proof. We start by proving the claim for countable measure spaces (X,Σ, µ), (Y,Γ, ν).
We achieve this by first showing an inequality for sub-normalized measurements
with a finite number of outcomes, and then use a limit argument to obtain the uncer-
tainty relation for measurements with a countable number of outcomes. We describe
sub-normalized measurements EX and FY by a finite collection of positive operators
{Ex}x∈X and {Fy}y∈Y , which sum up to M =
∑
xEx ≤ 1 and
∑
y Fy ≤ 1.
Let H be a Hilbert space such that MABC ⊂ B(H) is faithfully embedded, and
there exist a purifying vector |ψ〉 ∈ H for ωABC , that is, ωABC(·) = 〈ψ| ·ψ〉. We choose
a Stinespring dilation [Sti55] for EX of the form
V : H → H⊗ C|X| ⊗ C|X′|, V |ψ〉 =
∑
x
E1/2x |ψ〉 ⊗ |x〉 ⊗ |x〉 , (3.42)
where C|X| denotes a |X| dimensional quantum system in which the classical output of
the measurements EX is embedded, and X = X
′. Since |ψ〉 ∈ H is a purifying vector of
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ωABC , we have that V |ψ〉 ∈ H⊗C|X|⊗C|X′|, is a purifying vector of ωXB = ωAB ◦EX .
Denoting the commutant of MABC in B(H) by MD, we find that the corresponding
purifying system is equal to B(C|X′|)⊗MACD. It then follows from the duality of the
conditional min- and max-entropy (Proposition 2.9) that
Hmax(X|B)ω = −Hmin(X|X ′ACD)ψ◦V , (3.43)
where ψACD ◦ VXX′A(·) = 〈ψ|V †(·)V ψ〉. Since the conditional min-entropy can be
written as a max-relative entropy (Definition 2.14), we have that
−Hmin(X|X ′ACD)ψ◦V = inf
σ
Dmax(ψACD ◦ VXX′A‖τX ⊗ σX′ACD) , (3.44)
where the infimum is over σX′ACD ∈ S(MX′ACD), and τX denotes the trace on
B(C|X|). We define the completely positive map E : B(H) → B(H ⊗ C|X| ⊗ C|X′|)
given by E(a) = V aV ∗. The map is sub-unital since E(1) = V V ∗ and
‖V V ∗‖ = ‖V ∗V ‖ = ‖
∑
x
Ex‖ = ‖M‖ ≤ 1 . (3.45)
Due to the monotonicity of the max-relative entropy under application of sub-unital,
completely positive maps (Lemma 2.7), we obtain for fixed σX′ACD ∈ S(MX′ACD),
Dmax(ψACD ◦ V ‖τX ⊗ σX′ACD) ≥ Dmax((ψACD ◦ V ) ◦ E‖(τX ⊗ σX′ACD) ◦ E)
= Dmax(ω
V
ACD‖γσ,VACD) , (3.46)
where ωVACD = (ψACD ◦ V ) ◦ E and γσ,VACD = (τX ⊗ σX′ACD) ◦ E . Due to V ∗V = M we
get
ωVACD(·) = ψACD ◦ V ◦ V ∗(·) = 〈ψ|V ∗V (·)V ∗V ψ〉 = ωACD(M(·)M) , (3.47)
with ωACD the state onMACD corresponding to |ψ〉. Using once more the monotonic-
ity of the max-relative entropy under application of channels (Lemma 2.7), we obtain
by first restricting onto the subalgebra MAC and then measuring the A system with
F ,
Dmax(ω
V
ACD‖γσ,VACD) ≥ Dmax(ωVAC‖γσ,VAC ) ≥ Dmax(ωVY C‖γσ,VY C ) , (3.48)
where ωVY C = ω
V
AC ◦ FY and γσ,VY C = γσ,VAC ◦ FY . By definition, we have that γσ,VY C (a) =∑
y γ
σ,V
AC (Fyay) for a = (ay) ∈ MY C . Hence, it holds for all positive ay ∈ MC with
y ∈ Y that
γσ,VAC (Fyay) = τX ⊗ σX′AC(V FyayV ∗) =
∑
x
σx,xAC(
√
ExFy
√
Exay)
≤ sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 σC(ay) , (3.49)
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where we used that ay commutes with Ex and Fy, and σX′ACD = (σ
x,x′
ACD). Thus, we
conclude that
γσY C ≤ sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 · τY ⊗ σC . (3.50)
By some elementary properties of the max-relative entropy (Lemma A.5 and Lemma
A.6), it then follows for any σX′ACD ∈ S(MX′ACD) that
Dmax(ω
V
Y C‖γσY C) ≥ Dmax(ωVY C‖τY ⊗ σC)− log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2
≥ inf
η
Dmax(ω
V
Y C‖τY ⊗ ηC)− log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2
= −Hmin(Y |C)ωV − log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 , (3.51)
where the infimum is over ηC ∈ S(MC), and we used again that the conditional min-
entropy can be written as a max-relative entropy (Definition 2.14). Combining this
with all the steps going back to (3.43), we obtain
Hmax(X|B)ω ≥ −Hmin(Y |C)ωV − log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 . (3.52)
Recall that ωVY C = (ω
V,y
C )y with ω
V,y
C (·) = ω(MFyM ·), and thus, if E is normalized we
obtain the uncertainty relation for measurements with a finite number of outcomes.
Now, we lift the relation to the case of discrete but infinite X and Y . We take
sequences of increasing finite subsets X1 ⊂ X2 ⊂ ... ⊂ X and Y1 ⊂ Y2 ⊂ ... ⊂ Y
such that
⋃
nXn = X and
⋃
n Yn = Y . We apply the inequality (3.52) derived for
sub-normalized measurements to EXn = {Ex}x∈Xn and FYm = {Fy}y∈Ym . For fixed n
and m (3.52) reads as
Hmax(Xn|B)ω ≥ −Hmin(Ym|C)ωn − log sup
x∈X,y∈Y
∥∥∥E1/2x F 1/2y ∥∥∥2 , (3.53)
where ωXnB = ωAB ◦ EXn and ωnYmC = (ω
n,y
C )y∈Ym with
ωn,yC (·) = ωAC(MnFyMn·) , (3.54)
and Mn =
∑
x∈Xn Ex. We now take the limit for n→∞ on both sides. By using the
definition of the conditional max-entropy in (2.60), we see that Hmax(Xn|B)ω converges
to Hmax(X|B)ω for n → ∞. The only term on the right hand side depending on n is
the conditional min-entropy of the state ωnYmC , which is given by (see (2.52))
Hmin(Ym|C)ωn = − log sup
G
∑
y∈Ym
ωAC(MnFyMnGy) , (3.55)
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where the supremum is taken over all G = {Gy}y∈Ym in Meas(Ym,MC). It holds for
every y ∈ Ym and 0 ≤ Gy ≤ 1 that
|ωAC(FyGy)− ωAC(MnFyMnGy)| ≤ |ωAC(FyGy(1−Mn))|
+ |ωAC((1−Mn)FyGyMn)|
≤ 2
√
ωAC((1−Mn)2) , (3.56)
where we used the Cauchy-Schwarz inequality. Hence, we have that the ωn,yC (·) =
ωAC(MnFyMn·) converge uniformly to ωyC(·) = ωAC(Fy·) on the unit ball of MC
for any y ∈ Ym (since Mn converges in the σ-weak topology to 1). Because the
set Ym is finite, this also implies that ω
n
YmC
= (ωn,yC )y∈Ym converges uniformly to
ωYmC = (ω
y
C)y∈Ym on the unit ball of MYmC . Hence, we can interchange the limit for
n→∞ with the supremum over Meas(Ym,MA) and obtain
Hmax(X|B)ω ≥ −Hmin(Ym|C)ω − log sup
x∈X,y∈Y
∥∥∥E1/2x F 1/2y ∥∥∥2 . (3.57)
We then take the infimum over all m ∈ N which gives (due to the definition of the
conditional min-entropy in (2.59)) the uncertainty relation
Hmax(X|B)ω +Hmin(Y |C)ω ≥ − log sup
x∈X,y∈Y
∥∥∥E1/2x F 1/2y ∥∥∥2 . (3.58)
To prove the uncertainty relation for measure spaces (X,Σ, µ) and (Y,Γ, ν) with or-
dered dense sequences of balanced partitions, we now use the uncertainty relation (3.58)
for measurements with a countable number of outcomes. We obtain for any partitions
Pα and Qβ the inequality(
Hmax(XPα |B)ω + logα
)
+
(
Hmin(YPβ |C)ω + log β
)
≥ − log sup
Ik∈PαIl∈Qβ
‖(EPαk )1/2 · (F
Qβ
l )
1/2‖2
α · β , (3.59)
where the notation is as in Section 2.2. Taking the limit for α, β → 0 on both sides, we
finally obtain the desired uncertainty relation by means of the approximation of the
conditional differential min- and max-entropy (Proposition 2.13).
Von Neumann Entropy. The conditional von Neumann entropy can be seen a spe-
cial case of smooth conditional min- and max-entropy via the fully quantum asymp-
totic equipartition property (Lemma 2.10). However, this is only known for finite-
dimensional principal systems, and type I factor quantum side information. We could
now try to generalize this to the setting of von Neumann algebras, but we do not do
this here. Instead, we again employ the proof technique of [CCYZ12], and use the
approximation result for the conditional differential von Neumann entropy (Proposi-
tion 2.14).
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Theorem 3.10. [BCF+13, Theorem 12] Let ωABC ∈ S(MABC), and let be EX ∈
Meas(X,MA) and FY ∈ Meas(Y,MA) with (X,Σ, µ) and (Y,Γ, ν) measure spaces with
ordered dense sequences of balanced partitions {Pα} and {Qβ}, respectively. If the post-
measurement states ωXBC = ωABC ◦ EX and ωY BC = ωABC ◦ FY satisfy h(X|B)ω >
−∞ and h(Y |C)ω > −∞, and if there exists α0 > 0 for which H(XPα0 |B)ω < ∞ as
well as β0 > 0 for which H(YQβ0 |C)ω <∞, then
h(X|B)ω + h(Y |C)ω ≥ − log c(EX , FY ) , (3.60)
where c(EX , FY ) is as in (3.41).
The proof is similar to the case of the conditional min- and max-entropy (Theo-
rem 3.9). We need to replace all min- and max-entropies by their corresponding von
Neumann quantity. The claim then follows by the approximation property of the con-
ditional differential von Neumann entropy (Proposition 2.14), the self duality of the
conditional von Neumann entropy (Proposition 2.6), an extension of Lemma 2.5 about
the monotonicity of the quantum relative entropy under application of channels (to
sub-unital maps), and some elementary properties of the quantum relative entropy
(Lemmas A.1 and A.2).
3.2.2 Position and Momentum Measurements
Entropic uncertainty relations for position and momentum measurements have been
heavily studied, see the review article [BBR11] and references therein. There are
basically two types of relations, those for finite spacing position and momentum mea-
surements, and those for continuous position and momentum distributions. Whereas
relations for continuous distributions in terms of differential entropies are useful to
express the general uncertainty principle in quantum mechanics, finite spacing rela-
tions are needed in the sense that any position and momentum measurement in the
laboratory always has a finite resolution. These discrete relations then allow to actu-
ally test the uncertainty principle, and are also useful for information theoretic and
cryptographic applications. Our contribution is to generalize many known relations to
the case of quantum side information. We start from finite spacing position and mo-
mentum measurements, and then use the limiting results as discussed in Section 2.3.2
to go to continuous position and momentum distributions. Similar results can also be
found in the thesis of Furrer [Fur12].
Let Q and P be position and momentum operators defined via the commutation
relation [Q,P ] = i. The representation space is H = L2(R), with Q the multiplication
operator and P the differential operator. Both operators possess a spectral decom-
position with a positive operator valued measure EQ and EP in Meas(R,B(H)). Let
us assume that the precision of the position and momentum measurement are given
by intervals of length δq and δp for the entire range of the spectrum. As we will see,
only the spacings δq or δp are relevant but not the explicit partition into intervals
{Iqk}∞k=1 and {Ipk}∞k=1. The corresponding measurements are then formed by the opera-
tors Qk = EQ(Ik) and P
k = EP (Ik). In the following, we denote the classical systems
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induced by a position and momentum measurement with precision δp and δq by Q(δq)
and P (δp). As we know from Theorem 3.9, the quantity which enters the entropic
uncertainty relation is the overlap of the measurement operators,1
c(δq, δp) = sup
k,l
‖
√
Qk
√
P l‖2 = sup
k,l
‖QkP lQk‖ . (3.61)
This norm can be expressed by [SP64] (see also [KW10] and references therein)
c(δq, δp) =
1
2pi
· δqδp · S(1)0
(
1,
δqδp
4
)2
, (3.62)
where S
(1)
0 (1, ·) denotes the 0th radial spheroidal wave function of the first kind. For
δqδp → 0, it follows that S(1)0
(
1, δqδp4
)
→ 1, such that the behavior for small spacing
is c(δq, δp) ≈ 12pi · δqδp.
Corollary 3.11. Let MABC = B(L2(R)) ⊗MBC , ωABC ∈ S(MABC), and consider
position and momentum measurements with spacing δq > 0 and δp > 0 on the first
system. Then, we have that
Hmax(Q(δq)|B)ω +Hmin(P (δp)|C)ω ≥ − log c(δq, δp) , (3.63)
as well as
H(Q(δq)|B)ω +H(P (δp)|C)ω ≥ − log c(δq, δp) , (3.64)
where c(δq, δp) is given in (3.62).
This corollary follows directly from the proofs of Theorem 3.9 and Theorem 3.10
about measurements on von Neumann algebras. Since the statement is invariant under
exchanging Q and P , the uncertainty relation in (3.63) also holds for the conditional
min-entropy of ωQ(δq)B and the conditional max-entropy of ωP (δp)C . Corollary 3.11 gen-
eralizes known results for the Shannon entropy [Par83, BB84, Rud10, Rud11, RWT12]
and for the Re´nyi entropy (for the order pair ∞− 1/2, cf. (2.56) and (2.57)) [BB06,
Rud10, RWT12] to the case of quantum side information.
By applying the formula for the complementary constant (3.41) to position and
momentum measurements with partitions of similar fineness, we get
lim
δ→0
c(δ, δ)
δ2
= lim
δ→0
1
2pi
· S(1)0
(
1,
δ2
4
)2
=
1
2pi
, (3.65)
where we used (3.62), and that S
(1)
0
(
1, δ
2
4
)
→ 1 for δ → 0. Hence, we immediately
obtain the following corollary.
1Since we are interested in the case of finite-size intervals, the measure space in question is naturally
equipped with the counting measure, and hence the denominator in (3.41) is equal to one.
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Corollary 3.12. Let MABC = B(L2(R))⊗MBC , ωABC ∈ S(MABC), and denote the
post-measurement states obtained by continuous position and momentum measurements
on the first system by ωQBC and ωPBC . If there exists a finite spacing δq such that
Hmax(Q(δq))ω <∞, then we have that
hmax(Q|B)ω + hmin(P |C)ω ≥ log 2pi . (3.66)
If the post-measurement states ωQBC and ωPBC satisfy h(Q|B)ω > −∞ and h(P |C)ω >
−∞, and if there exists a finite spacing δq for which H(Q(δq)|B)ω <∞ as well as δp
such that H(P (δp)|C)ω <∞, then
h(Q|B)ω + h(P |C)ω ≥ log 2pi . (3.67)
This generalizes known results for the differential Shannon entropy [Hir57, Bec75,
BBM75], and for the differential Re´nyi entropy [BB06] (for the order pair ∞− 1/2,
cf. (2.56) and (2.57)) to the case of quantum side information. The question of the
tightness of Corollary 3.11 and Corollary 3.12 is discussed in [BCF+13].
3.2.3 Discussion
There is one important open question we would like to mention. Is it possible to use our
techniques to derive infinite-dimensional bipartite uncertainty relations with quantum
side information in terms of the conditional von Neumann entropy (cf. the related work
by Frank and Lieb [FL13])? In that respect, we already suggested in [BCC+10] to use
uncertainty relations with quantum side information for witnessing entanglement. It
might be worthwhile to pursue this idea for continuous variables as well, and ideas in
this direction have been developed [SDH+13, RvE13].
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Chapter 4
Randomness Extractors
The starting point for the ideas developed in this chapter is a joint work with Fre´de´ric
Dupuis, Renato Renner, and Ju¨rg Wullschleger [Ber08, DBWR10]. The introduction
is partly taken from the collaboration [BFW13]. In this chapter, all systems (classical
and quantum) are finite-dimensional, although we also make some comments about
the stability of randomness extractors against infinite-dimensional quantum side infor-
mation.
Randomness is an essential resource for information theory, cryptography, and com-
putation [Vad11]. However, most sources of randomness exhibit only weak forms of un-
predictability. The goal of randomness extraction is to convert such weak randomness
into (almost) uniform random bits. Classically, a weakly random source simply outputs
a string N where the amount of randomness is measured in terms of the maximum
probability of guessing the value of N ahead of time. That is, it is measured in terms
of the min-entropy Hmin(N) = − logPguess(N). To convert N to perfect randomness,
one applies a function Ext that takes N , together with a shorter string D of perfect
randomness (the seed) to an output string (M,D) = Ext(N,D). The (catalytic) use
of a seed D is thereby necessary to ensure that the extractor works for all sources N
about which we know only the min-entropy. Much work has been invested into showing
that particular classes of functions have the property that (M,D) is indeed very close
to uniform as long as the min-entropy of the source Hmin(N) is large enough (see the
review articles [Sha02, Vad07]). Yet, for most applications this is not quite enough,
and we want an even stronger statement. In particular, imagine that we hold some side
information R about N that increases our guessing probability to Pguess(N |R). For ex-
ample, such side information could come from an earlier application of an extractor to
the same source. Intuitively, one would not talk about randomness if, e.g., the output
is uniformly distributed, but identical to an earlier output. In a cryptographic setting,
side information can also be gathered by an adversary during the course of the proto-
col. We thus ask that the output is perfectly random even with respect to such side
information, i.e., uniform and uncorrelated from R. Classically, it is known that ex-
tractors are indeed robust against classical side information [KT08], yielding a uniform
output (M,D) whenever the conditional min-entropy Hmin(N |R) = − logPguess(N |R)
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is sufficiently high. However, since the underlying world is not classical, R may in
fact hold quantum side information about N [KMR05, RK05]. That this adds sub-
stantial difficulty to the problem was emphasized in [GKK+07], where it was shown
that there are situations where using the same extractor gives a uniform output M
if R is classical, but becomes more predictable when R is quantum. Positive results
were obtained in [Ren05, KT08, KR11, TSSR11, Sze11, DPVR12] proving that a wide
class of classical extractors are stable against quantum side information. However, we
emphasize that a general understanding of stability against quantum side information
is still lacking.
In Section 4.1, we introduce and briefly discuss classical randomness extractors.
As a result, we find that a special class of extractors, called Re´nyi 2-extractors, are
always stable against quantum side information. Apart from that, Section 4.1 mainly
serves as a preparation for the following sections (Section 4.2-4.3), where we discuss
quantum generalizations of classical extractors.
Namely, instead of just analyzing classical extractors in the presence of quantum
side information, the concept of extractors can itself be quantized. That is, we start
with a quantum state ρN instead of a classical input, and ask for a maximally mixed
quantum state 1M|M | instead of a uniform distribution as the output. Like in the classical
case the strength of a source is measured by the min-entropy Hmin(N) = − log λ1(ρN ),
where λ1(·) denotes the largest eigenvalue, and the quantum extractor should output
a maximally mixed state as long as the min-entropy of the source is large enough. In
addition, we might again demand that the output is not only quantumly fully random,
but also uncorrelated from some side information R that the initial state ρNR was
correlated to. Since N and R are both quantum, ρNR can be entangled, and the
strength of the source is then measured by the fully quantum conditional min-entropy
Hmin(N |R) = − log
(|N | · F (N |R)) with
F (N |R) = max
ΛR→N′
F (ΦNN ′ ,1N ⊗ ΛR→N ′(ρNR)) , (4.1)
where N ′ is a copy of N , ΦNN ′ the maximally entangled state, and the maximization
is over all quantum channels ΛR→N ′ . The fully quantum conditional min-entropy is
a measure for the entanglement between N and R, and can be negative for entangled
states.
Given this quantum generalization of the (conditional) min-entropy there are differ-
ent possible notions of quantum extractors, basically because it is not explicit what type
of functions we want to consider. We choose to use a definition where the seed system
D is still classical, and the resulting quantum extractors (with quantum side informa-
tion) are then well known in quantum information theory as a consequence of a notion
known as decoupling. Decoupling theorems play a central role in quantum coding the-
ory, see [Dup09, DBWR10] and references therein. In addition, other special cases of
quantum extractors include quantum expanders (see [BASTS10, HL09a] and references
therein), and quantum state randomization (see [HLSW04, AS04, DN06, Aub09] and
references therein).
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In Section 4.2, we introduce quantum extractors with and without quantum side
information, study their properties, and give probabilistic as well as explicit construc-
tions. As mentioned earlier, we find that a special class of quantum extractors, called
quantum Re´nyi 2-extractors, are always stable against quantum side information. How-
ever, in contrast to the classical case, quantum extractors and their stability in the
presence of quantum side information are rather poorly understood. We then discuss
a number of open questions.
Finally, we also discuss quantum-classical extractors, which correspond to an inter-
mediate scenario between classical and quantum extractors. We start with a bipartite
quantum state ρNR, but then only ask for the creation of perfect classical randomness
with respect to the quantum side information R. Again, the extractor should work as
long as the conditional min-entropy of the source is large enough. The setup is quite
specific, but well suited for cryptographic applications where it is often sufficient to
extract random classical bits.
In Section 4.3, we define quantum-classical extractors with and without quantum
side information, and make similar observations as for classical and quantum extrac-
tors. As our main result, we find that the Re´nyi 2-entropic uncertainty relations
discussed in Section 3.1, allow to lift classical Re´nyi 2-extractors to quantum-classical
extractors against quantum side information. We briefly discuss an application to
quantum cryptography.
We mention that we will also use classical and quantum extractors with classical
and quantum side information in Chapter 5 about channel simulations.
4.1 Classical to Classical
The results in this section have been obtained in collaboration with Volkher Scholz,
and Oleg Szehr, but are currently unpublished. The overview part of this section is
inspired by [Vad11, KT08, DPVR12].
4.1.1 Min-Entropy Extractors
Instead of denoting classical systems by W,X, Y, Z,K like in the rest of this work, we
use N to denote the classical input system, M to denote the classical output systems,
and D to denote the classical seed system. This is in accordance with the literature
on classical extractors, see, e.g., [Sha02]. We quickly recapitulate our notation for
classical systems as discussed in Section 2.2.4. The labels N,M,D are used to specify
the subsystem as well as the domain of the classical system, and states on N , i.e.,
probability distributions, are denoted by PN ∈ `1(N). Furthermore, we denote the set
of non-negative distributions on N by `+(N), and the uniform distribution on N is
denoted by υN . We note that this notation is suitable to be generalized to the quantum
setting (Sections 4.2 and 4.3).
The definition of a strong (classical) min-entropy extractor is due to Nisan and
Zuckerman [NZ96].
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Definition 4.1 (Strong min-entropy extractor). Let M ⊂ N be classical systems,
k ∈ [0, log |N |], and ε > 0. A strong (k, ε) min-entropy extractor is a set of functions
{f1, . . . , f|D|} from N to M such that for all PN ∈ `1(N) with Hmin(N)P ≥ k,
∥∥ 1
|D| ·
|D|∑
i=1
Pfi(N) ⊗ |i〉〈i|D − υN ⊗ υD
∥∥
1
≤ ε . (4.2)
The quantity n = log |N | is called the input size, m = log |M | the output size, and
d = log |D| the seed size.
We note that (4.2) is equivalent to
1
|D| ·
|D|∑
i=1
∥∥Pfi(N) − υN∥∥1 ≤ ε . (4.3)
For defining a weak (k, ε) min-entropy extractor we just replace (4.2) with
∥∥ 1
|D| ·
|D|∑
i=1
Pfi(N) − υN
∥∥
1
≤ ε . (4.4)
For a weak extractor the randomness from the seed system D is lost, and the crite-
ria (4.4) are strictly weaker than (4.2)/(4.3). An extractor is called permutation based
if all the functions fi : N → M have the form fi(·) = pii(·)
∣∣
M
with pii ∈ S|N |, the
symmetric group on {1, 2, . . . , |N |}. Permutation based extractors will be of special
interest to us concerning quantum generalizations.
It is instructive to consider extractors with domain and range consisting of bit
strings, that is, N = {0, 1}n, M = {0, 1}m, D = {0, 1}d (but the general case is
straightforward). We could now optimize the five different parameters (n, k,m, d, ε).
However, typically we are given a fixed n, k, and ε, and we want to maximize the output
length m and minimize the seed length d. The following bound by Radhakrishnan and
Ta-Shma gives an ultimate limit on m and d.
Proposition 4.1. [RTS00] Every strong (k, ε) min-entropy extractor necessarily has
m ≤ k − 2 log(1/ε) +O(1), and d ≥ log(n− k) + 2 log(1/ε)−O(1).
It turns out that a probabilistic construction using random functions achieves these
bounds up to constants.
Proposition 4.2. [Sip88, RTS00] Let n ∈ N, k ∈ [0, n], and ε > 0. Then, there
exists a strong (k, ε) min-entropy extractor with m = k − 2 log(1/ε) − O(1), and d =
log(n− k) + 2 log(1/ε) +O(1).
Probabilistic constructions are interesting, but for applications we usually need
explicit extractors. Starting with Trevisan’s breakthrough result [Tre99] there has been
a lot of progress in this direction, and there are now many constructions that almost
achieve the converse bounds in Proposition 4.1 (see the review articles [Sha02, Vad07]).
Here, we are interested in stability under side information.
62
4.1 Classical to Classical
Definition 4.2 (Strong min-entropy extractor against quantum side information).
For the same premises as in Definition 4.1, a set of functions {f1, . . . , f|D|} from N
to M is a strong (k, ε) min-entropy extractor against quantum side information if for
all classical-quantum states ρNR ∈ S(HNR) with Hmin(N |R)ρ ≥ k,
∥∥ 1
|D| ·
|D|∑
i=1
ρfi(N)R ⊗ |i〉〈i|D − υM ⊗ ρR ⊗ υD
∥∥
1
≤ ε . (4.5)
Classical side information corresponds to restricting R to be classical with respect
to some basis {|e〉}e∈R. The stability against classical side information is immediate,
basically by just conditioning on the values of the classical side information.
Proposition 4.3. [KT08, Proposition 1] Every (k, ε) strong min-entropy extractor is
also a (k+log(1/ε), 2ε) strong min-entropy extractor against classical side information
(of the same output size and the same seed size).
But what about quantum side information? It was shown by Ko¨nig and Terhal that
strong one bit output extractors are always stable against quantum side information.
Proposition 4.4. [KT08, Theorem 1] Every (k, ε) strong min-entropy extractor with
one bit output is also a (k+ log(1/ε), 3
√
ε) strong min-entropy extractor against quan-
tum side information (with one bit output and the same seed size).
In general it is known by now that many extractor constructions are completely sta-
ble against quantum side information [Ren05, KT08, KR11, TSSR11, Sze11] or suffer
at most from a decent parameter loss [DPVR12]. However, Gavinsky et al. [GKK+07]
showed that not all extractors are stable. Moreover, since all known stability results are
specifically tailored proofs, there is no general understanding of when a min-entropy
extractor is stable against quantum side information. Here, we show that min-entropy
extractors based on so-called Re´nyi 2-entropy extractors, are always stable against
quantum side information (Section 4.1.2).
4.1.2 Re´nyi 2-Extractors
Definition 4.3 (Strong Re´nyi 2-extractor). Let M ⊂ N be classical systems, k ∈
[0, log |N |], and ε > 0. A strong (k, ε) Re´nyi 2-extractor is a set of functions {f1, . . . , f|D|}
from N to M such that for all PN ∈ `+(N) with H2(N)P ≥ k,1
H2(MD)Q ≥ log
( |M | · |D|
ε+ 1
)
, (4.6)
where
QMD =
1
|D| ·
|D|∑
i=1
Pfi(N) ⊗ |i〉〈i|D . (4.7)
1Strong Re´nyi 2-extractors are often defined with the condition H2(MD)σ ≥ log
(|M | · |D|) − ε
(see, e.g., [Vad11]), but for small ε this is approximately the same.
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We have the following alternative characterization of Re´nyi 2-extractors.
Proposition 4.5. A set of functions {f1, . . . , f|D|} from N to M is a strong (k, ε)
Re´nyi 2-extractor with seed size log |D| if and only if we have for the map
ψ(PN ) =
1
|D| ·
|D|∑
i=1
Pfi(N) ⊗ |i〉〈i|D (4.8)
that
λ1
(
ψ† ◦ ψ − τ † ◦ τ) ≤ 2k · ε|M | · |D| , (4.9)
where τ(PN ) =
(∑|N |
j=1 P
j
N
) · (υM ⊗ υD). For typical applications, the uniform distri-
bution υN is the only eigenvector of ψ
† ◦ ψ with eigenvalue one, and thus the relevant
quantity is the second largest eigenvalue λ2(ψ
† ◦ ψ).
Proof. We rewrite (4.6) as
2−H2(MD)Q − 1|M | · |D| ≤
ε
|M | · |D| . (4.10)
If we understand the extractor as a map ψ : `+(N)→ `+(MD) with
ψ(PN ) =
1
|D| ·
|D|∑
i=1
Pfi(N) ⊗ |i〉〈i|D , (4.11)
and denote τ : `+(N)→ `+(MD) with τ(PN ) =
(∑|N |
j=1 P
j
N
) · (υM ⊗ υD), then
sup
P∈`+(N)
〈P |P 〉≤2−k
2−H2(MD)Q − 1|M | · |D| = supP∈`+(N)
〈P |P 〉≤2−k
〈P |(ψ† ◦ ψ − τ † ◦ τ)(P )〉
=
1
2k
· sup
P∈`+(N)
‖P‖2=1
〈P |(ψ† ◦ ψ − τ † ◦ τ)(P )〉
=
1
2k
· λ1
(
ψ† ◦ ψ − τ † ◦ τ) , (4.12)
where we have used in the last step that all entries of the matrix (ψ† ◦ ψ − τ † ◦ τ) are
non-negative, and applied the PerronFrobenius theorem (Lemma D.11).
Examples for Re´nyi 2-extractors are:1
• Pairwise independent or 2-universal families of hash functions, as well as almost
2-universal families of hash functions (these are strong extractors).
1We refer to [Vad11] for a more extensive discussion and references.
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• Pairwise independent families of permutations, as well as almost pairwise inde-
pendent families of permutations (these strong extractors).
• Constructions based on balanced expander graphs (these are weak extractors).
A straightforward calculation shows that we can also state (4.6) in terms of the
2-norm as
1
|D| ·
|D|∑
i=1
‖Pfi(N) − υM‖22 ≤
ε
|M | . (4.13)
Since the Re´nyi 2-entropy is lower bounded by the min-entropy (Lemma A.26), and
‖X‖1 ≤
√
rank(X) · ‖X‖2 (Lemma D.3), it follows that every strong (k, ε) Re´nyi 2-
entropy extractor is also a strong (k,
√
ε) min-entropy extractor (of the same output
size and the same seed size). Hence, the examples mentioned above are also strong
min-entropy extractors. They typically give an output size close to optimal (cf. Propo-
sition 4.1), but have the drawback of a long seed size.
Proposition 4.6. Every strong (k, ε) Re´nyi 2-extractor with input size n, output size
m, and seed size d necessarily has
d ≥ min{n− k, m
2
}+ log 1
ε
− 1 . (4.14)
For a proof see, e.g., [Vad11]. We will explicitly discuss a similar proof for the
quantum case in Section 4.2. The stability of Re´nyi 2-extractors against quantum side
information is defined as follows.
Definition 4.4 (Strong Re´nyi 2-extractor against quantum side information). For the
same premises as in Definition 4.3, a set of functions {f1, . . . , f|D|} from N to M is
a strong (k, ε) Re´nyi 2-extractor against quantum side information if for all classical-
quantum states ρNR ∈ P+(HNR) with H2(N |R)ρ ≥ k,
H2(MD|R)σ ≥ log
( |M | · |D|
ε+ 1
)
, (4.15)
where
σMDR =
1
|D| ·
|D|∑
i=1
ρfi(N)R ⊗ |i〉〈i|D . (4.16)
By the same ideas as in Proposition 4.5, the stability against quantum side infor-
mation is as follows.
Theorem 4.7. Every strong (k, ε) Re´nyi 2-extractor is stable against quantum side
information.
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Proof. We rewrite (4.15) as
2−H2(MD|R)Q − 1|M | · |D| ≤
ε
|M | · |D| . (4.17)
Similarly as in the case without side information, we can understand the extractor as
a map ψ : P+(HN )→ P+(HMD) with
(ψ ⊗ IR)(ρNR) = 1|D| ·
|D|∑
i=1
ρfi(N)R ⊗ |i〉〈i|D , (4.18)
and denote τ : P+(HN ) → P+(HMD) with τ(ρN ) = tr[ρN ] · 1M|M | ⊗ 1D|D| . Furthermore,
we define
ρˆNR = (1N ⊗ ρ−1/2R )ρNR(1N ⊗ ρ−1/2R ) , (4.19)
and note that
2−H2(MD|R)σ = 〈(ψ ⊗ IR)(ρˆNR)|(ψ ⊗ IR)(ρˆNR)〉(1⊗ρ) , (4.20)
with the (1MD ⊗ ρR)-weighted Hilbert-Schmidt inner product 〈·|·〉(1⊗ρ) as defined
in (2.7). For the left-hand side of (4.17) we get
sup
〈ρˆ|ρˆ〉(1⊗ρ)≤2−k
2−H2(MD|R)σ − 1|M | · |D|
= sup
〈ρˆ|ρˆ〉(1⊗ρ)≤2−k
〈ρˆ|((ψ† ◦ ψ − τ † ◦ τ)⊗ I)(ρˆ)〉(1⊗ρ)
=
1
2k
· sup
‖ρˆ‖2,(1⊗ρ)=1
〈ρˆ|((ψ† ◦ ψ − τ † ◦ τ)⊗ I)(ρˆ)〉(1⊗ρ) , (4.21)
where ρˆNR is as in (4.19) with classical-quantum ρNR ∈ P+(HNR), and the adjoints
ψ†, τ † are the same as in (4.12), because ψ, τ only act on MD and the Hilbert-Schmidt
inner product is weighted trivially on MD. Then, by the same arguments as in (4.12),
and since ψ, τ only act on MD and the 2-norm is weighted trivially on MD, we get
sup
‖ρˆ‖2,(1⊗ρ)=1
〈ρˆ|((ψ† ◦ ψ − τ † ◦ τ)⊗ I)(ρˆ)〉(1⊗ρ) = λ(1⊗ρ)1
(
(ψ† ◦ ψ − τ † ◦ τ)⊗ I)
= λ1
(
ψ† ◦ ψ − τ † ◦ τ) , (4.22)
where λ
(1⊗ρ)
1 (·) denotes the largest eigenvalue in (1 ⊗ ρ)-weighted 2-norm, and λ1(·)
denotes the largest eigenvalue in 2-norm. Together with (4.17), this is exactly the same
as in Proposition 4.5, and hence the claim follows.
Next, we show that Re´nyi 2-extractors also give rise to min-entropy extractors
against quantum side information. For this we use a similar calculation as Renner et
al., who showed (directly) that families of almost 2-universal hash functions [Ren05,
TSSR11], and families of almost pairwise independent permutations [Sze11] give rise
to strong quantum min-entropy extractors against quantum side information.
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Theorem 4.8. Every strong (k, ε) Re´nyi 2-extractor is also a strong (k, 2
√
ε) min-
entropy extractor against quantum side information (of the same output size and the
same seed size).
Proof. We think of the extractor as in (4.18) and write for the 1-norm (Lemma D.2)
‖((ψ − τ)⊗ IR)(ρNR)‖1 = 2 · max
0≤X≤1
tr
[(
(ψ − τ)⊗ IR
)
(ρNR)X
]
= 2 · max
0≤X≤1
tr
[(
(ψ − τ)⊗ IR
)
(ρˆNR)(1MD ⊗ ρ1/2R )X(1MD ⊗ ρ1/2R )
]
= 2 · max
0≤X≤1
〈((ψ − τ)⊗ IR)(ρˆNR)|X〉(1⊗ρ) , (4.23)
where ρˆNR is as in (4.19), and we made use of the (1MD⊗ρR)-weighted Hilbert-Schmidt
inner product. By using the (2, 2)-Ho¨lder inequality for the (1MD ⊗ ρR)-weighted
Hilbert-Schmidt inner product (Lemma 2.1) we get
2 · max
0≤X≤1
〈((ψ − τ)⊗ IR)(ρˆNR)|X〉(1⊗ρ)
≤ 2 · max
0≤X≤1
‖X‖2,(1⊗ρ) · ‖((ψ − τ)⊗ IR)(ρˆNR)‖2,(1⊗ρ) , (4.24)
with the (1MD ⊗ ρR)-weighted 2-norm. We estimate the first term by using the
(1,∞)-Ho¨lder inequality for the (1MD ⊗ ρR)-weighted Hilbert-Schmidt inner product
(Lemma 2.1)
‖X‖2,(1⊗ρ) =
√
〈X|X〉2,(1⊗ρ) ≤
√
‖X‖∞,(1⊗ρ) · ‖X‖1,(1⊗ρ)
=
√
λ1(X) · tr[(1MD ⊗ ρR)X] ≤
√
|M | · |D| . (4.25)
For the second term a straightforward calculation together with (4.20) shows that
‖((ψ − τ)⊗ IR)(ρˆNR)‖22,(1⊗ρ) = 〈(ψ ⊗ IR)(ρˆNR)|(ψ ⊗ IR)(ρˆNR)〉2,(1⊗ρ)
− 2 · 〈(ψ ⊗ IR)(ρˆNR)|(τ ⊗ IR)(ρˆNR)〉2,(1⊗ρ)
+ 〈(τ ⊗ IR)(ρˆNR)|(τ ⊗ IR)(ρˆNR)〉2,(1⊗ρ)
= 2−H2(MD|R)σ − 1|M | · |D| , (4.26)
with σMDR =
1
|D| ·
∑|D|
i=1 ρfi(N)R ⊗ |i〉〈i|D. But by assumption {f1, . . . , fN} is a strong
(k, ε) Re´nyi 2-entropy extractor, and with that also a strong (k, ε) Re´nyi 2-entropy
extractor against quantum side information (Theorem 4.8). Putting (4.23)-(4.26) to-
gether and noting that the conditional Re´nyi 2-entropy is lower bounded by the con-
ditional min-entropy (Lemma A.26), the claim follows.
As an example we mention pairwise independent permutations. A family P of
permutations of a set X is pairwise independent if for all x1 6= x2 and y1 6= y2, and if
pi is uniformly distributed over P,
Pr
{
pi(x1) = y1, pi(x2) = y2
}
=
1
|X|(|X| − 1) . (4.27)
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If X has a field structure, i.e., if |X| is a prime power, it is simple to see that the
family P = {x 7→ a · x+ b : a ∈ X∗, b ∈ X} is pairwise independent.
Proposition 4.9. For a family of pairwise independent permutations P on the input
N , we have for M ⊂ N , PN ∈ `+(N),
σMD =
1
|P| ·
∑
pii∈P
Ppii(N)|M ⊗ |i〉〈i|D (4.28)
that
H2(MD)σ = − log
(
1
|P| ·
( |N | − |N |/|M |
|N | − 1 · 2
−H2(N)P +
1
|M |
))
. (4.29)
Hence, a family of pairwise independent permutations is in particular a strong (k, ε)
Re´nyi 2-extractor with output size
log |M | = m = k − log 1
ε
. (4.30)
By Theorem 4.8, it is then also a strong (k, 2
√
ε)-quantum min-entropy extractor
against quantum side information with the same output size (which is optimal up to
constants, cf. Proposition 4.1).
For a proof see, e.g., [Sze11, Section 5.2]. We will explicitly prove a similar state-
ment for the quantum case in Section 4.2.
4.1.3 Discussion
Whereas we only analyze stability against finite-dimensional quantum side informa-
tion, our initial motivation was to show stability against quantum side information
modeled by von Neumann algebras. We believe that the approach presented here
also works in the case of von Neumann algebras, and investigations in this direction
are in progress. We note that it is important to analyze infinite-dimensional side in-
formation for applications in continuous variable quantum information theory (see,
e.g., [FFB+12, Fur12]), and that the stability of 2-universal hashing against infinite-
dimensional side information has been shown in [Fur09, BFS11, Fur12]
Since Re´nyi 2-entropy extractors have a long seed (Proposition 4.6), we would also
like to understand the stability of short seed probabilistic (Proposition 4.2) or Trevisan
based [Tre99] constructions. In fact, the stability of Trevisan based constructions
against quantum side information (up to a decent loss in parameters) was recently
shown in [DPVR12], but a general theory is still missing. In that respect, we would like
to mention the connection of min-entropy extractors to other pseudorandom objects
like, e.g., list-decoding and soft-decoding, or expander graphs (see the excellent review
article [Vad07, Vad11] about a unified theory of pseudorandomness). It is a priori not
clear what quantum side information means in this framework, but we believe that the
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aforementioned connections are worth to be explored. A few ideas in this direction
can be found in Section 4.4.
Finally, we mention that we will use strong min-entropy extractors against clas-
sical and quantum side information in the next chapter about channel simulations
(Chapter 5).
4.2 Quantum to Quantum
The results in this section have been obtained in collaboration with Omar Fawzi,
Volkher Scholz, and Oleg Szehr, but are currently unpublished.
4.2.1 Min-Entropy Extractors
To understand our definition of quantum extractors, it is convenient to start with per-
mutation based classical extractors, i.e., a family of permutations acting on the input.
This family of permutations should satisfy the following property: for any probability
distribution on input bit strings with high min-entropy, applying a typical permutation
from the family to the input induces an almost uniform probability distribution on a
prefix of the output. We define a quantum to quantum extractor in a similar way by
allowing the operations performed to be general unitary transformations and the input
to the extractor to be quantum.
Definition 4.5 (Strong quantum min-entropy extractor). Let HM ⊂ HN , k ∈ [0, log |N |],
and ε > 0. A strong (k, ε)-quantum min-entropy extractor is a set of unitaries
{U1N , . . . , U |D|N } such that for all ρN ∈ S(HN ) with Hmin(N)ρ ≥ k,
∥∥∥ 1|D| ·
|D|∑
i=1
trN\M
[
U iNρN (U
i
N )
†]⊗ |i〉〈i|D − 1M|M | ⊗ 1D|D|∥∥∥1 ≤ ε . (4.31)
The quantity n = log |N | is called the input size, m = log |M | the output size, and
d = log |D| the seed size.
The condition (4.31) is equivalent to
1
|D| ·
|D|∑
i=1
∥∥∥ trN\M [U iNρN (U iN )†]− 1M|M |∥∥∥1 ≤ ε . (4.32)
For defining a weak (k, ε)-quantum min-entropy extractor we just replace (4.31) with
∥∥∥ 1|D| ·
|D|∑
i=1
trN\M
[
U iNρN (U
i
N )
†]− 1M|M |∥∥∥1 ≤ ε . (4.33)
We note that the seed D is still classical in this definition. Alternatively, we could
also define quantum extractors as general quantum channels from S(HN ) to S(HM ),
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and the number of Kraus operators would correspond to the dimension of the quantum
seed D. For example, the fully depolarizing channel would then correspond to a perfect
extractor, independent of the min-entropy of the input. But since the minimal number
of Kraus operators of the fully depolarizing channel is equal to the square of the output
dimension |M |, it would also have quantum seed size d = 2m. We believe that such
a definition for quantum extractors is interesting, but here we restrict ourselves to
quantum extractors with classical seed (as in Definition 4.5).
It is instructive to consider extractors with domain and range consisting of qubit
strings, i.e., HN = (C2)⊗n and HM = (C2)⊗m, as well as with a binary seed, i.e.,
D = {0, 1}d. We have the following lower bound on the seed size.
Proposition 4.10. Every strong (k, ε)-quantum min-entropy extractor with k ≤ n−1
(n is the output size) necessarily has seed size d ≥ log(1/ε).
Proof. Let HS ⊂ HM with |S| = |M |/2, let {|t〉}|N |/|M |t=1 be an orthonormal basis of
HN/M , and consider the state
γN =
2
|M | ·
∑
s∈S
|N |/|M |∑
t=1
(U1N )
†|st〉〈st|NU1N . (4.34)
Since Hmin(N)σ = n− 1, and∥∥∥ trN/M [U1NγN (U1N )†]− 1M|M |∥∥∥1 = ∥∥∥ 2|M | ·∑
s∈S
|s〉〈s|M − 1M|M |
∥∥∥
1
= 1 , (4.35)
the claim follows.
Note that this lower bound is much weaker than what we get in the classical case,
where d ≥ log(n − k) + 2 log(1/ε) − O(1) (Proposition 4.1). However, as we will see
in Section 4.2.3 the lower bound in Proposition 4.10 is nearly tight. Examples for
quantum min-entropy extractors in the literature include the following:
• In [DBWR10, Dup09, Ber08] we studied so-called decoupling theorems, and in
particular we showed that unitary 2-designs (Definition 4.8) are strong quantum
min-entropy extractors (Proposition 4.12). An extension to almost unitary 2-
designs is discussed in [SDTR13, Sze11].
• Ben-Aroya et al. considered weak quantum min-entropy extractors with the input
size equal to the output size [BASTS10, Definition 5.1], and showed how to
use quantum expanders for explicit constructions (see also the related work by
Harrow [HL09a] and references therein).
• Hayden et al. studied quantum state randomization, which corresponds to weak
(0, ε)-quantum min-entropy extractors with the input size equal to the output
size [HLSW04] (see also the subsequent literature [AS04, DN06, Aub09]).
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These constructions have many applications in, e.g., quantum information theory,
quantum cryptography, and physics.1 Here we are interested in the stability against
quantum side information. Note that the fully quantum conditional min-entropy can
be negative for entangled states.
Definition 4.6 (Strong quantum min-entropy extractor against quantum side informa-
tion). Let HM ⊂ HN , k ∈ [− log |N |, log |N |], and ε > 0. A strong (k, ε)-quantum min-
entropy extractor against quantum side information is a set of unitaries {U1N , . . . , U |D|N }
such that for all ρNR ∈ S(HNR) with Hmin(N |R)ρ ≥ k,∥∥∥ 1|D| ·
|D|∑
i=1
trN\M
[
U iNρNR(U
i
N )
†]⊗ |i〉〈i|D − 1M|M | ⊗ ρR ⊗ 1D|D|∥∥∥1 ≤ ε . (4.36)
In analogy to the classical case, we can construct quantum min-entropy extractors
is by means of quantum Re´nyi 2-entropy extractors. In fact, all constructions (even the
probabilistic ones) for quantum min-entropy extractors that are known to be stable
against quantum side information are based on Re´nyi 2-entropy extractors.
4.2.2 Re´nyi 2-Extractors
Definition 4.7 (Strong quantum Re´nyi 2-extractor). Let HM ⊂ HN , k ∈ [0, log |N |],
and ε > 0. A strong (k, ε)-quantum Re´nyi 2-extractor is a set of unitaries {U1N , . . . , U |D|N }
such that for all ρN ∈ P+(HN ) with H2(N)ρ ≥ k,
H2(MD)σ ≥ log
( |M | · |D|
ε+ 1
)
, (4.37)
where
σMD =
1
|D| ·
|D|∑
i=1
trN\M
[
U iNρN (U
i
N )
†]⊗ |i〉〈i|D . (4.38)
In full analogy to the classical case, we have the following alternative characteriza-
tion of Re´nyi 2-extractors.
Proposition 4.11. A set of functions {U1N , . . . , U |D|N } is a strong (k, ε) Re´nyi 2-
extractor with seed size log |D| if and only if we have for the map
ψ(ρN ) =
1
|D| ·
|D|∑
i=1
trN/M
[
U iNρN (U
i
N )
†]⊗ |i〉〈i|D (4.39)
that
λ1
(
ψ† ◦ ψ − τ † ◦ τ) ≤ 2k · ε|M | · |D| , (4.40)
1We will use strong quantum min-entropy extractors (against quantum side information) in the
next chapter about channel simulations (Chapter 5).
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where τ(ρN ) = tr[ρN ] · 1M|M | ⊗ 1D|D| . For typical applications, the completely mixed state
1N
|N | is the only eigenvector of ψ
† ◦ψ with eigenvalue one, and thus the relevant quantity
is the second largest eigenvalue λ2(ψ
† ◦ ψ).
This can be proven in the exact same way as in the classical case (Proposition 4.5).
An instructive example are unitary 2-designs, which can be seen as a quantum gener-
alization of families of pairwise independent permutations.
Definition 4.8 (Unitary 2-design). A set of unitaries {U1, . . . , UL} acting on H is
said to be a unitary 2-design if we have for all M ∈ B(H) that
1
L
·
L∑
i=1
U⊗2i M(U
†
i )
⊗2 =
∫
U⊗2M(U †)⊗2dU , (4.41)
where the integration is with respect to the Haar measure on the unitary group.
Many efficient constructions of unitary 2-designs are known [DCEL09, GAE07],
and in an n-qubit space, such unitaries can typically be computed by circuits of size
O(n2).
Proposition 4.12. A unitary 2-design is a strong (k, ε)-quantum Re´nyi 2-extractor
with output size
m =
n+ k
2
− 1
2
log
1
ε
, (4.42)
where n denotes the input size.
Note that this is in contrast to classical case, where we found m = k − log 1ε for
families of pairwise independent permutations (Proposition 4.9).
Proof. By the alternative characterization for Re´nyi 2-entropy extractors (Proposi-
tion 4.11) the claim follows if we can show that
λ1
(
ψ† ◦ ψ − τ † ◦ τ) ≤ |M ||D| · |N | , (4.43)
where
ψ(ρN ) =
1
|D| ·
|D|∑
i=1
trN/M
[
U iNρN (U
i
N )
†]⊗ |i〉〈i|D = 1|D| ·
|D|∑
i=1
ψi(ρN )⊗ |i〉〈i|D . (4.44)
For any XN , YN ∈ P+(HN ) we calculate
〈XN |(τ † ◦ τ)(YN )〉 = 〈τ(XN )|τ(YN )〉 = tr
[
tr
[
X†N
] · 1MD|M | · |D| · tr [YN] · 1MD|M | · |D|
]
=
1
|M | · |D| · tr
[
X†N
] · tr [YN] . (4.45)
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Furthermore, we calculate
〈XN |(ψ† ◦ ψ)(YN )〉 = 1|D|2 ·
|D|∑
i=1
〈XN |(ψ†i ◦ ψi)(YN )〉
=
1
|D|2 ·
|D|∑
i=1
tr
[
X†N (U
i
N )
†(
1N/M ⊗ (trN/M [U iNYN (U iN )†])
)
U iN
]
=
1
|D|2 ·
|D|∑
i=1
tr
[(
trN/M [U
i
NX
†
N (U
i
N )
†]⊗ trN ′/M ′ [U iN ′YN ′(U iN ′)†]
)
FMM ′
]
=
1
|D| · tr
[(
X†N ⊗ YN ′
) · 1|D|
|D|∑
i=1
(
(U iN )
† ⊗ (U iN ′)†
)
(FMM ′ ⊗ 1NN ′/MM ′)
(
U iN ⊗ U iN ′
)]
,
(4.46)
where we have used that the partial trace commutes with the identity, and the swap
trick as in (3.11) with FMM ′ the swap operator. Since {U1N , . . . , U |D|N } is a unitary
2-design we have that (Lemma D.15)
1
|D|
|D|∑
i=1
(
(U iN )
† ⊗ (U iN ′)†
)
(FMM ′ ⊗ 1NN ′/MM ′)
(
U iN ⊗ U iN ′
)
=
∫ (
U †N ⊗ U †N ′
)
(FMM ′ ⊗ 1NN ′/MM ′)
(
UN ⊗ UN ′
)
dU
≤ 1|M | · 1NN ′ +
|M |
|N | · FNN ′ , (4.47)
and hence we arrive at
〈XN |(ψ† ◦ ψ)(YN )〉 ≤ |M ||N | · |D| · tr
[
X†NYN
]
. (4.48)
Finally, we conclude that
λ1
(
ψ† ◦ ψ − τ † ◦ τ) = sup
XN∈P+(N)
‖XN‖2=1
〈XN |(ψ† ◦ ψ − τ † ◦ τ)(XN )〉
≤ |M ||N | · |D| . (4.49)
An extension to almost unitary 2-designs can be found in [SDTR13, Sze11]. Us-
ing [HL09b], this shows for instance that random quantum circuits of size O(n2) are
strong quantum Re´nyi 2-extractors with basically the same parameters as in Proposi-
tion 4.12. Moreover, it is shown in [BF13] that even random circuits of size O(n·log2 n)
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define strong quantum Re´nyi 2-extractors with basically the same parameters as in
Proposition 4.12.
A straightforward calculation shows that we can also state (4.37) in terms of the
2-norm as
1
|D| ·
|D|∑
i=1
‖ trN/M
[
U iNρN (U
i
N )
†]− 1M|M |‖22 ≤ ε|M | . (4.50)
Since, the Re´nyi 2-entropy is lower bounded by the min-entropy (Lemma A.26), and
‖X‖1 ≤
√
rank(X) · ‖X‖2 (Lemma D.3), it follows that every strong (k, ε)-quantum
Re´nyi 2-extractor is also a strong (k,
√
ε)-quantum min-entropy extractor (of the same
output size and the same seed size). However, like in the classical case, Re´nyi 2-
extractors always have a long seed.
Proposition 4.13. Every strong (k, ε)-quantum Re´nyi 2-extractor with input size n,
output size m, and seed size d necessarily has
d ≥ min{n− k,m}+ log 1
ε
− 1 . (4.51)
Proof. Let HS ⊂ HM with |S| = d2k · |M |/|N |e, let {|t〉}|N |/|M |t=1 be an orthonormal
basis of HN/M , and consider the state
γN =
|M |
|S| · |N | ·
∑
s∈S
|N |/|M |∑
t=1
(U1N )
†|st〉〈st|NU1N . (4.52)
Since H2(N)γ ≥ k, and∥∥∥ trN/M [U1NγN(U1N )†]− 1M|M |∥∥∥22 = ∥∥∥ 1|S| ·∑
s∈S
|s〉〈s|M − 1M|M |
∥∥∥2
2
≥
∑
s∈S
(
1
|S| −
1
|M |
)2
= |S| ·
(
1
|S| −
1
|M |
)2
, (4.53)
we get by assumption that
1
|D| · |S| ·
(
1
|S| −
1
|M |
)2
≤ ε|M | . (4.54)
Now, if 2k · |M |/|N | ≤ 1, then
d ≥ log
(
|M |
ε
·
(
1− 1|M |
)2)
≥ m+ log 1
ε
. (4.55)
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Otherwise we get
d ≥ log
(
|M |
ε
· |S| ·
(
1
|S| −
1
|M |
)2)
= 2 · log (|M | − |S|)− log |S| − log |M |+ log 1
ε
≥ log |M | − log
(
2k+1 · |M |
|N |
)
+ log
1
ε
≥ n− k + log 1
ε
− 1 . (4.56)
The stability of Re´nyi 2-extractors against quantum side information is defined as
follows (note that the fully quantum conditional Re´nyi 2-entropy can be negative for
entangled states.)
Definition 4.9 (Strong quantum Re´nyi 2-extractor against quantum side informa-
tion). Let HM ⊂ HN , k ∈ [− log |N |, log |N |], and ε > 0. A strong (k, ε)-quantum
Re´nyi 2-extractor against quantum side information is a set of unitaries {U1N , . . . , U |D|N }
such that for all ρNR ∈ P+(HNR) with H2(N |R)ρ ≥ k,
H2(MD|R)σ ≥ log
( |M | · |D|
ε+ 1
)
, (4.57)
where
σMDR =
1
|D| ·
|D|∑
i=1
trN\M
[
U iNρNR(U
i
N )
†]⊗ |i〉〈i|D . (4.58)
By using the exact same arguments as in the proof of the stability of classical
Re´nyi 2-extractors against quantum side information (Theorem 4.7), we find that the
condition in Definition 4.9 is equivalent to
λ1
(
ψ† ◦ ψ − τ † ◦ τ) ≤ 2k · ε|M | · |D| , (4.59)
Hence, we get the following theorem.
Theorem 4.14. Every strong (k, ε)-quantum Re´nyi 2-extractor is stable against quan-
tum side information.
Finally, we show that quantum Re´nyi 2-extractors also give rise to quantum min-
entropy extractors against quantum side information. The calculation is inspired
by [SDTR13, Sze11, DBWR10, Dup09, Ber08], and uses the same argument as in
the classical case (Theorem 4.8).
Theorem 4.15. Every strong (k, ε)-quantum Re´nyi 2-extractor is also a strong (k, 2
√
ε)-
quantum min-entropy extractor against quantum side information (of the same output
size and the same seed size).
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This can be proven in the exact same way as in the classical case (Theorem 4.8).
As an example we mention again unitary 2-designs (see Definition 4.8).
Corollary 4.16. A unitary 2-design is a strong (k, 2
√
ε)-quantum min-entropy extrac-
tor against quantum side information with output size
m =
n+ k
2
− 1
2
log
1
ε
, (4.60)
where n denotes the input size.
Note that k can be negative for entangled input states, and that the corresponding
classical result for families of pairwise independent permutations reads m = k − log 1ε
(Proposition 4.9).
4.2.3 Discussion
We only analyzed stability against finite-dimensional quantum side information, but we
believe that our approach also works for side information modeled by a von Neumann
algebra.
The big challenge is to construct short seed quantum min-entropy extractors with
and without quantum side information. An important recent result in this direction
is by Fawzi [Faw13], who gave a probabilistic construction of a strong (k, ε) quantum
min-entropy extractor with output size m = (n + k)/2 − O(log(1/ε)) and seed size
d = 2 log(1/ε) + O(log log(1/ε)). What is remarkable about this construction is that
the seed size does not depend on n (which is in sharp contrast to the classical case). The
derivation uses the Re´nyi 2-extractor based construction discussed in Proposition 4.12,
but combines it with measure concentration ideas and ε-net techniques to show that
it is actually sufficient to sample a set (of size 2d) of unitaries from the Haar measure.
Since the measure concentration and the ε-net are done in the 1-norm directly (and not
in 2-norm), this is not in contradiction to Proposition 4.13. Interestingly, this approach
fails for several reasons for the case of quantum side information, and it is an open
question if the construction is stable against quantum side information. A few ideas
concerning short seed quantum min-entropy extractors can be found in Section 4.4.
Finally, we mention that we will use strong quantum min-entropy extractors against
quantum side information in the next chapter about channel simulations (Chapter 5).
4.3 Quantum to Classical
The results in this section have been obtained in collaboration with Omar Fawzi, and
Stephanie Wehner, and have appeared in [BFW12, BFW13]. Many of the results in
this section can also be found in the thesis of Fawzi [Faw12], but presented from a
slightly different perspective.
In the context of cryptography, a quantum extractor is often more than we need. In
fact, it is usually sufficient to extract random classical bits, which is in general easier
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to obtain than random qubits. This motivates the definition of quantum-classical
extractors (Definition 4.10), where the difference with a quantum extractor is that the
output system M is measured in the computational basis. For that purpose, we define
the measurement map for HM ⊂ HN as TN→M : B(HN )→ B(HM ),
TN→M (·) =
∑
m,m′
〈mm′|(·)mm′〉|m〉〈m|M , (4.61)
where {|mm′〉}, {|m〉} are orthonormal bases of HN , HM , respectively. A small calcu-
lation readily reveals that this map can be understood as tracing out N/M , and then
measuring the remaining system M in the basis {|m〉}. Using the map (4.61), we define
strong quantum-classical min-entropy extractors against quantum side information.
Definition 4.10 (Strong quantum-classical min-entropy extractor against quantum
side information). Let HM ⊂ HN , k ∈ [− log |N |, log |N |], and ε > 0. A strong (k, ε)
quantum-classical min-entropy extractor against quantum side information is a set of
unitaries {U1N , . . . , U |D|N } such that for all ρNR ∈ S(HNR) with Hmin(N |R)ρ ≥ k,∥∥∥ 1|D| ·
|D|∑
i=1
TN→M
(
U iNρNR(U
i
N )
†)⊗ |i〉〈i|D − 1M|M | ⊗ ρR ⊗ 1D|D|∥∥∥1 ≤ ε , (4.62)
where the measurement map TN→M is defined as in (4.61). The quantity n = log |N |
is called the input size, m = log |M | the output size, and d = log |D| the seed size.
The corresponding definition for quantum-classical Re´nyi 2-extractors against quan-
tum side information is straightforward (cf. Definitions 4.4 and 4.9). Observe that
Definition 4.10 only allows a specific form of measurements obtained by applying a
unitary transformation followed by a measurement in the computational basis of M .
The reason we use this definition is that we want the output of the extractor to be
determined by the input and the choice of the seed. In the quantum setting, a natural
way of translating this requirement is by imposing that an adversary holding a system
that is maximally entangled with the source can perfectly predict the output. This
condition is satisfied by the form of measurements dictated by Definition 4.10. Allow-
ing general measurements already (implicitly) allows the use of randomness for free.1
Note also, that in the case where the system R is trivial, a strong (0, ε) quantum-
classical extractor is the same as an ε-metric uncertainty relation as studied by Fawzi
et al. [FHS11, Faw12].
By the monotonicity of the 1-norm under channels, every quantum extractor is
also a quantum-classical extractor with the same parameters. For example a unitary
2-design {U1N , . . . , U |D|N } is then also a strong (k, ε) quantum-classical min-entropy
extractor against quantum side information with output size (Corollary 4.16)
m =
n+ k
2
− log 1
ε
. (4.63)
1Like in the case of fully quantum extractors, alternative definitions could also allow for a quantum
seed (cf. the comments in Section 4.2.1).
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But a quantum extractor is stronger than a quantum-classical extractor, since for the
latter we only require the output state to be close to uniform after performing a mea-
surement,1 and thus we might hope to get better parameters for quantum-classical
extractors. And indeed, we have shown in [DBWR10, BFW13] that unitary 2-designs
give strong (k, ε) quantum-classical min-entropy extractor against quantum side infor-
mation with output size2
m = min
{
n, n+ k − 2 log 1
ε
}
. (4.64)
Moreover, it is natural to expect that we can build smaller and simpler sets of unitaries
if we are only interested in extracting random classical bits. In fact, in Sections 4.3.1-
4.3.2, we construct simpler sets of unitaries that define quantum-classical extractors.
Like in the case of quantum extractors, we will first construct Re´nyi 2-extractors, and
then extend them to min-entropy extractors against quantum side information. We
mention that this strategy has the drawback of a long seed.
Proposition 4.17. Every strong (k, ε) quantum-classical Re´nyi 2-extractor with input
size n, output size m, and seed size d necessarily has
d ≥ min{n− k,m}+ log 1
ε
− 1 . (4.65)
Proof. The proof employs exactly the same example as in the case of quantum Re´nyi
2-extractors (Proposition 4.13).
In the following, our strategy for constructing quantum-classical Re´nyi 2-extractors
is to first measure in an adequate set of bases, and then apply a classical Re´nyi 2-
extractor. The set of bases is a good choice if the measurements create high uncertainty
in Re´nyi 2-entropy, that is, if the set of bases fulfills a strong (Re´nyi 2-) entropic
uncertainty relation. Moreover, if we want to later lift the Re´nyi 2-extractors to min-
entropy extractors against quantum side information, we need that the set of bases even
fulfills a strong (Re´nyi 2-) entropic uncertainty relation with quantum side information.
However, we constructed exactly such entropic uncertainty relations in Section 3.1.
With the help of these relations we now give explicit constructions for strong
quantum-classical min-entropy extractors by lifting classical Re´nyi 2-extractors (Sec-
tions 4.3.1 and 4.3.2). Finally, we mention an application to the noisy storage model
in two-party quantum cryptography (Section 4.3.3).
4.3.1 Mutually Unbiased Bases Extractors
For the construction we take a full set of mutually unbiased bases on the input spaceHN
and represent it by a set of unitary transformations {U θN}|N |+1θ=1 mapping the mutually
1Note that it is possible to obtain a uniform distribution over outcomes even if the state was not
maximally mixed, e.g., by measuring the pure state |0〉〈0| in the Fourier basis.
2For comparison, in the classical case we get for families of pairwise independent permutations an
output size m = k −O(log(1/ε)) (Proposition 4.9).
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unbiased bases to some standard orthonormal basis |n〉|N |n=1 of HN . In addition, we take
a set of pairwise independent permutations P = {P j}|P|j=1 on {1, . . . , |N |}, and note that
permutations of basis elements of HN can be seen as a unitary transformation on HN
defined by
P jN |n〉N = |P j(n)〉N . (4.66)
Theorem 4.18. The set of unitaries
{
P jNU
θ
N : j ∈ {1, . . . , |P|}, θ ∈ {1, . . . , |N |+ 1}
}
defines a strong (k, ε) quantum-classical min-entropy extractor with output size
m = min
{
n, n+ k − 2 log 1
ε
− 2} , (4.67)
and the seed size is
d = log |P|+ log (|N |+ 1) . (4.68)
For example for the set of pairwise permutations described before Proposition 4.9, this
shows that a seed size of d = 3n is achievable.
Proof. Similarly to the classical case (4.18), we think of the extractor as a map ψ :
B(HN )→ B(HMΘP ) with
(ψ ⊗ IR)(ρNR)
=
1
|P | ·
1
|N |+ 1 ·
|P|∑
j=1
|N |+1∑
θ=1
TN→M
(
P jNU
θ
NρNR(P
j
NU
θ
N )
†)⊗ |θ〉〈θ|Θ ⊗ |j〉〈j|P , (4.69)
and denote τ : B(HN )→ B(HMΘP ) with τ(ρN ) = tr[ρN ] · 1M|M | ⊗ 1Θ|N |+1 ⊗ 1P|P| . Further-
more, we denote
σMΘPR = (ψ ⊗ IR)(ρNR) = 1|N |+ 1
|N |+1∑
θ=1
σθMPR ⊗ |θ〉〈θ|Θ , (4.70)
as well as
σNΘR =
1
|N |+ 1 ·
|N |+1∑
θ=1
|N |∑
n=1
〈n|U θNρNR(U θN )†n〉 ⊗ |n〉〈n|N ⊗ |θ〉〈θ|Θ
=
1
|N |+ 1 ·
|N |+1∑
θ=1
σθNR ⊗ |θ〉〈θ|Θ , (4.71)
where {|n〉}|N |n=1 is the orthonormal basis of HN defined by (4.66). By the exact same
steps as in the classical proof (Theorem 4.8), we estimate the 1-norm by
‖((ψ − τ)⊗ IR)(ρNR)‖1 ≤ 2 ·
√
|M | · (|N |+ 1) · |P| · 2−H2(MΘP |R)σ − 1 , (4.72)
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and hence it only remains to determine H2(MΘP |R)σ. This, however, we can ac-
complish by using the fact that a set of pairwise permutations is a Re´nyi 2-extractor
(Proposition 4.9), and with this also stable against quantum side information (Theo-
rem 4.7), that is,
H2(MP |R)σθ = − log
(
1
|P| ·
( |N | − |N |/|M |
|N | − 1 · 2
−H2(N |R)σθ +
1
|M |
))
, (4.73)
and by the fact that we have a Re´nyi 2-entropic uncertainty relation with quantum
side information for a full set of mutually unbiased bases (Theorem 3.1), that is,
1
|N |+ 1 ·
|N |+1∑
θ=1
2−H2(N |R)σθ = 2−H2(N |ΘR)σ =
2−H2(N |R)ρ + 1
|N |+ 1 . (4.74)
We calculate
2−H2(MΘP |R)σ =
1(|N |+ 1)2 ·
|N |+1∑
θ=1
2−H2(MP |R)σθ
=
1(|N |+ 1)2 ·
|N |+1∑
θ=1
(
1
|P| ·
( |N | − |N |/|M |
|N | − 1 · 2
−H2(N |R)σθ +
1
|M |
))
=
1
|N |+ 1
(
1
|P| ·
(
|N | − |N |/|M |
|N | − 1 ·
2−H2(N |R)ρ + 1
|N |+ 1 +
1
|M |
))
,
(4.75)
where we have used (4.73) and (4.74). Going back to (4.72) we get
‖((ψ − τ)⊗ IR)(ρNR)‖1
≤ 2 ·
√
|M | · |N | − |N |
|N |2 − 1 · 2
−H2(N |R)ρ +
1
|N |+ 1 +
|M | · |N | − |N |
|N |2 − 1 − 1
≤ 2 ·
√
|M |
|N |+ 1 · 2
−H2(N |R)ρ ≤ 2 ·
√
|M |
|N |+ 1 · 2
−Hmin(N |R)ρ , (4.76)
where we have used that the conditional Re´nyi 2-entropy is lower bounded by the
conditional min-entropy (Lemma A.25). Now, we set
ε = 2 ·
√
|M |
|N |+ 1 · 2
−Hmin(N |R)ρ , (4.77)
and the claim follows since by definition k = Hmin(N |R)ρ.
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4.3.2 Qudit-Wise Extractors
For input spaces HN that can be decomposed into a tensor product of f dimen-
sional systems (qudits), we construct in this section even simpler unitaries that define
quantum-classical extractors. They are composed of unitaries U acting on single qu-
dits followed by permutations P of the computational basis elements. Note that this
means that the measurements defined by these unitaries can be implemented with cur-
rent technology. As the measurement T commutes with the permutations P , we can
first apply U , then measure in the computational basis, and finally apply the permu-
tation to the classical outcome of the measurement. In addition to the computational
efficiency, the fact that the unitaries act on single qudits is often a desirable property
for the design of cryptographic protocols. In particular, the application to the noisy
storage model that we will discuss in Section 4.3.3 does make use of this fact. For
the sake of simplicity we restrict in the following to the case f = 2 (qubits), but the
general case is straightforward (for details see [BFW13]).
For the construction we take a full set of mutually unbiased bases in dimension 2,
and represent it by a set of unitary transformations {U1, U2, U3}mapping the mutually
unbiased bases to some standard basis. For example, we can choose
U1 =
(
1 0
0 1
)
U2 =
1√
2
(
1 1
1 −1
)
U3 =
1√
2
(
1 i
i −1
)
. (4.78)
We then define the set U2,n of unitary transformations on n qubits by
U2,n =
{
UN = U
u1 ⊗ · · · ⊗ Uun |ui ∈ {1, 2, 3}
}
. (4.79)
Note that this is in complete analogy to the section about single qudit measurement
uncertainty relations (Section 3.1.2). In addition, we take a set of pairwise independent
permutations P (as in Section 4.3.1).
Theorem 4.19. Let HN ∼= (C2)⊗n. Then, the set of unitaries {PNUN : PN ∈ P, UN ∈
U2,n} defines a strong (k, ε) quantum-classical min-entropy extractor with output size
m = n · (log 3− 1) + min{0, k} −O(log(1/ε))−O(1) , (4.80)
and the seed size is d = 3n · |P|. For example for the set of pairwise permutations
described before Proposition 4.9, this shows that a seed size of d = n · (2 + log 3) is
achievable.
Proof. By employing the single qubit Re´nyi 2-entropic uncertainty relation with quan-
tum side information (Theorem 3.6), and the fact that a set of pairwise permutations
is a Re´nyi 2-extractor (Proposition 4.9), the proof follows exactly as in Theorem 4.18.
For details we refer to [BFW13].
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4.3.3 Application: Noisy Storage Model
The concept of quantum-classical extractors has an application in quantum cryptog-
raphy. Namely, it allows to relate the security of cryptographic protocols in the noisy-
storage model [WST08, STW08, WCSL10, KWW12] to the strong converse quantum
capacity.1 The appeal of the noisy storage model is that it allows to solve any crypto-
graphic problem involving two mutually distrustful parties, such as bit commitment,
oblivious transfer [KWW12] or secure identification [DFR+07, BFGGS12]. This is im-
possible without imposing any assumptions, such as a noisy quantum memory, on the
adversary [Lo97a, May, LC98, Lo97b, May97]. Proposed protocols can be implemented
with any hardware suitable for quantum key distribution.
Here, we only give a brief overview of the noisy-storage model (as illustrated in
Figure 4.3.3), and informally state our result in order to advertise the concept of
quantum-classical extractors. Our precise result and all technical arguments can be
found in [BFW13, Faw12].
The central assumption of the noisy-storage model is that the adversary can only
store quantum information in a memory described by a particular channel F : B(Hin)→
B(Hout). In practice, the use of the memory device is enforced by introducing wait-
ing times ∆t into the protocol. This is the only restriction imposed on the adversary
who is otherwise all-powerful. In particular, he can store an unlimited amount of
classical information, and all his actions are instantaneous. This includes any compu-
tations, communications, measurements and state preparation that may be necessary
to perform an error-correcting encoding and decoding before and after using his noisy
memory device. In [KWW12], a natural link was formed between security in the noisy-
storage model, and the information carrying capacity of the storage channel F . Of
particular interest were memory assumptions that scale with the number m of qubits
transmitted during the protocol.2 That is, the channel is of the form F = E⊗ν·m, where
ν is referred to as the storage rate. It was shown that any two-party cryptographic
problem can in principle3 be implemented securely if [KWW12]
C(E) · ν < 1
2
, (4.81)
where C(E) denotes the strong converse classical capacity of the channel E (which is
known to equal the classical capacity for certain classes of channels [KW09]). For the
special case of E = I2, i.e., the one qubit identity channel, the condition simplifies to
ν < 12 . This case is also known as bounded-storage [DFSS05, DFR
+07, Sch07]. For
protocols involving qubits in a simple BB84 like scheme this is the best bound known.
When considering storing quantum information exchanged during the protocol, it may
come as a surprise that the classical capacity should be relevant. Indeed, looking at
Figure 4.3.3 it becomes clear that a much more natural quantity would be the quantum
capacity of E .
1For the definitions of strong converse capacities and regular capacities, see Section 5.5.
2In turn, this tells us how many qubits need to be send in order to achieve security against an
attacker with a certain amount of storage.
3That is, by transmitting a sufficiently large number m of qubits.
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Figure 4.1: Noisy storage model.
Noisy-storage assumption: during waiting times ∆t, the adversary can only use his
noisy memory device to store quantum information. However, he is otherwise all
powerful, and storage of classical information is free.
This is exactly where the concept of quantum-classical extractors comes into play.
By the changing the encoding from a qubit BB84 scheme to a qubit six state scheme,
and using the qubit-wise quantum-classical extractor of Proposition 4.19, we can derive
a statement similar to (4.81), but with the strong converse classical capacity replaced
by the strong converse quantum capacity. This then extends the parameter regime
where security of all existing protocols can be proven. Even though there is in general
no closed expression for the strong converse quantum capacity, we calculate in Sec-
tion 5.4 a few examples for security rates by means of the entanglement cost of quantum
channels (which is an upper bound on the strong converse quantum capacity).
It is an interesting open question if a similar argument also works for the qubit
BB84 scheme. For this, we would need a single qubit Re´nyi 2-entropic uncertainty
relation for only two complementary measurements per qubit (cf. Section 3.1.3).
Note added. The question about the qubit BB84 scheme was recently settled
in [DFW13].
4.3.4 Discussion
In addition to the explicit constructions discussed above (Sections 4.3.1-4.3.2), we
were able to use operator Chernoff bound methods (see, e.g., [AW02, Tro12]) to give
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a probabilistic construction for a Re´nyi 2-entropy extractor with output size
m = min{n, n+ k −O(log(1/ε))−O(1)} , (4.82)
and seed size
d = m+ log n+O(log(1/ε)) +O(1) . (4.83)
This is almost matching the lower bound for the seed size of Re´nyi 2-extractors d ≥
min{n− k,m}+ log(1/ε)− 1 (Proposition 4.17). For details, we refer to [BFW13].
However, the challenge is to directly construct short seed quantum-classical min-
entropy extractors with and without quantum side information. Here, the probabilistic
construction for strong quantum min-entropy extractors (without quantum side infor-
mation) of [Faw13] also works for strong quantum-classical extractors and gives an out-
put size m = min{n, n+k−O(log(1/ε)) for a seed size d = 2 log(1/ε)+O(log log(1/ε))
and general k ∈ [−n, n] and ε > 0. Concerning explicit constructions, there is
a result by Fawzi et al. [FHS11, Faw12] for the case k = 0. In particular, they
can construct strong (0, ε) quantum-classical min-entropy extractors with output size
m = n − O(log log n) − O(log(1/ε)), and seed size d = O(log n · log log(n/ε)). In-
terestingly, they work with the fidelity instead of the 1-norm, and can thereby avoid
the use of the 2-norm (which would account for a long seed). But their techniques
do not directly translate to the case of non-vanishing min-entropy and quantum side
information.
Finally, we mention that quantum-classical extractors against quantum side in-
formation can also be used to derive entropic uncertainty relations with quantum
side information (rather then employing such uncertainty relations to derive quantum-
classical extractors). For details we refer to [BFW13], but note that the seed size of
the quantum-classical extractor translates into the number of measurements in the en-
tropic uncertainty relation. Since it is in general difficult to obtain strong uncertainty
relations for a small set of measurements (except for the special case of two), finding
quantum-classical extractors with a small seed size is also worth pursuing from the
point of view of uncertainty relations. For a similar discussion in the case without
quantum side information see [FHS11, Faw12].
4.4 More about Extractors
The results in this section have been obtained in collaboration with Omar Fawzi, and
Volkher Scholz, but are currently unpublished.
The big open question of this chapter is to find short seed probabilistic and ex-
plicit constructions for quantum (or quantum-classical) min-entropy extractors with
and without quantum side information (see Table 4.4 for an overview of existing con-
structions). The only lower bound on the seed size that we have (Proposition 4.10)
together with the probabilistic construction of Fawzi [Faw13] for the case without side
information thereby suggest that short seed means as small as d = O(log(1/ε)). How-
ever, as we have seen, it is not sufficient to use Re´nyi 2-extractors for such constructions
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(Proposition 4.13). So how can we construct quantum min-entropy extractors directly?
Having a look at the derivation of min-entropy extractors from Re´nyi 2-extractors (The-
orem 4.8 and Theorem 4.15), a natural approach could be the following. We write the
extractor as a map ψ : P+(HN ) → P+(HMD) and denote τ : P+(HN ) → P+(HMD)
with τ(·) = tr[ρN ] · 1M|M | ⊗ 1D|D| . Here, ψ could take the same form as in the section about
quantum extractors (Section 4.2), that is,
ψ(ρN ) =
1
|D| ·
|D|∑
i=1
trN/M
[
U iNρN (U
i
N )
†]⊗ |i〉〈i|D , (4.84)
but ψ could also be of a more general form (see the comments about quantum seed ex-
tractors at the beginning of Section 4.2.1). We estimate the 1-norm using Lemma D.2,
‖((ψ − τ)⊗ IR)(ρNR)‖1 = 2 · max
0≤X≤1
tr
[(
(ψ − τ)⊗ IR
)
(ρNR)X
]
= 2 · max
0≤X≤1
tr
[(
(ψ† − τ †)⊗ IR)(X)ρNR]
= 2 · max
0≤X≤1
tr
[
(1MD ⊗ ρ1/2R )ρˆNR(1MD ⊗ ρ1/2R )
(
(ψ† − τ †)⊗ IR
)
(X)
]
= 2 · max
0≤X≤1
〈ρˆNR|((ψ† − τ †)⊗ IR)(X)〉(1⊗σ)
≤ 2 · max
0≤X≤1
‖ρˆNR‖∞,(1⊗σ) · ‖((ψ† − τ †)⊗ IR)(X)‖1,(1⊗σ)
= 2 · 2−Hmin(N |R)ρ · max
0≤X≤1
‖((ψ† − τ †)⊗ IR)(X)‖1,(1⊗σ) , (4.85)
where σR ∈ S(HR), ρˆNR as in (4.19), and we have used the (1,∞)-Ho¨lder inequality
for the (1MD ⊗ σR)-weighted Hilbert-Schmidt inner product (Lemma 2.1). Now, the
real challenge is to bound the second term in (4.85) for given extractor maps ψ.
The above derivation is for quantum extractors, but similarly we could analyze
quantum-classical extractors as well. Moreover, this approach also seems to be promis-
ing for understanding the stability of classical extractors in the presence of quan-
tum side information. It is interesting that if the side information R is trivial, and
M,N classical, then this approach corresponds to the connection of extractors to soft-
decoding or list-decoding. We note that this connection gave a lot of insight for both
research fields, randomness extractors and coding theory, and for references we point
to the review article [Vad07, Vad11] about the unified classical theory of pseudoran-
domness. We believe that similar ideas are possible in the quantum case, and this
might lead to connections with quantum error correction, and in particular quantum
list-decoding [LS08]. In that spirit we might ask more generally, is it possible to develop
a unified quantum theory of pseudorandomness? Notable results in that direction are
(balanced) quantum expanders (see, e.g., [HL09a, BASTS10]), and non-commutative
graph theory (see, e.g., [DSW13, DSW11]).
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Chapter 5
Channel Simulations
In this chapter, all systems (classical and quantum) are finite-dimensional.
The quantification of the information theoretic power of channels is one of the
most fundamental problems in information theory, and of particular interest is the
study of a channel’s capacity for information transmission. This quantity corresponds
to the number of bits m that can be sent reliably when using the channel n times
with optimal encoding and decoding operations. In 1948, Shannon derived his famous
noisy channel coding theorem [Sha48]. It shows that the asymptotic iid capacity C
of a classical channel G is given by the maximum, over the input X, of the mutual
information between the input X and the output G(X), that is,
C(G) = max
X
I(X : G(X)) . (5.1)
Shannon also showed that the capacity does not increase if we allow to use shared
randomness between the sender and the receiver.
A different way of understanding the problem of capacities is to think more broadly
in terms of channel simulations. For example, the process of sending m bits reliably
using n uses of a channel G can be understood as a simulation of m perfect, noise-free,
channels using n instances of G. The capacity of the channel G is then simply the
rate m/n at which such a simulation is possible in the limit of large n. However, we
can also turn the problem upside down and ask: what is the optimal rate at which a
perfect channel can simulate a noisy one?
In 2001 Bennett et al. [BSST02] (see also [Win02, BDH+09]) proved the classical
reverse Shannon theorem which states that, given free shared randomness between the
sender and the receiver, every channel can be simulated using an amount of classical
communication equal to the capacity of the channel. This is particularly interesting
because it implies that in the presence of free shared randomness, the capacity of a
channel G to simulate another channel J is given by the ratio of their plain capacities
CR(G,J ) = C(G)
C(J ) , (5.2)
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and hence only a single parameter suffices to characterize classical channels. We discuss
the classical reverse Shannon theorem in Section 5.1.
Unlike classical channels, quantum channels have various distinct capacities, de-
pending on the kind of information that is sent (e.g., classical or quantum) or on the
kind of assistance that is allowed (e.g., free entanglement or free classical communi-
cation). Important examples of quantum channel capacities include the entanglement
assisted quantum capacity QE [BSST02], and the classical communication assisted
quantum capacities Q→, Q← and Q↔ (with arrows indicating the direction of the
assisting communication) [Dev05, Sho02, Llo97].
In [BSST02, BSST99] Bennett et al. argue that the entanglement assisted quantum
capacity QE of a quantum channel EA→B is the natural quantum generalization of the
classical capacity of a classical channel. They show that the entanglement assisted
quantum capacity is given by the quantum mutual information
QE(E) = 1
2
·max
ρ
I(B : R)(E⊗I)(ρ) , (5.3)
where the maximum is over all input distributions ρA, ρAR is a purification of ρA, and
IR is the identity channel on the purifying system. Motivated by this, they conjec-
tured the quantum reverse Shannon theorem in [BSST02]. Subsequently Bennett et
al. proved the theorem in [BDH+09], and we were able to give an alternative proof
in [BCR11b, BCR11a]. The theorem states that any quantum channel can be sim-
ulated by an unlimited amount of shared entanglement and an amount of quantum
communication equal to the channel’s entanglement assisted quantum capacity. So if
entanglement is free, we can conclude in complete analogy with the classical case, that
the capacity of a quantum channel E to simulate another quantum channel F is given
by
QE(E ,F) = QE(E)
QE(F) , (5.4)
and hence only a single parameter suffices to characterize quantum channels.
Free entanglement in quantum information theory is usually given in the form of
maximally entangled states. But for the quantum reverse Shannon theorem it surpris-
ingly turned out that maximally entangled states are not the appropriate resource for
general input sources. More precisely, even if we have arbitrarily many maximally en-
tangled states as an entanglement resource, the quantum communication rate in (5.3)
is not achievable [BDH+09]. This is because of an issue known as entanglement spread,
which arises from the fact that entanglement cannot be conditionally discarded without
using communication [Har10]. If we change the entanglement resource from maximally
entangled states to embezzling states [vDH03] however, the problem of entanglement
spread can be overcome and (5.3) becomes achievable. A δ-ebit embezzling state is
a bipartite state µAB with the feature that the transformation µAB 7→ µAB ⊗ φA′B′ ,
where φA′B′ denotes an ebit (maximally entangled state of Schmidt-rank 2), can be
accomplished up to an error δ with local operations. Remarkably, δ-ebit embezzling
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states exist for all δ > 0 [vDH03]. We discuss the quantum reverse Shannon theorem
in Section 5.2.
In [BRW13], we studied a scenario that lies in between the classical and the quan-
tum reverse Shannon theorems. We analyzed the simulation cost for quantum-classical
channels, i.e., quantum measurements. Our main finding is that a measurement
MA→X can be simulated by an amount of classical communication equal to the quan-
tum mutual information of the measurement,
I(M) = max
ρ
I(X : R)(M⊗I)(ρ) , (5.5)
if sufficient shared randomness is available. Comparing this with the fully quantum
reverse Shannon theorem, we conclude that if the channel has a classical output, the
entanglement (embezzling states) assistance is not necessary, and shared randomness
is sufficient. Hence, our result is a generalization of the classical reverse Shannon
theorem to quantum-classical channels. Following the measurement compression ideas
developed by Winter [Win04], we identify (5.5) as the information gain of the measure-
ment, independent of the input state on which it is performed. We call this universal
measurement compression and discuss it in Section 5.2.
In addition to studying special classes of channels, it is also natural to ask how
the simulation cost changes in the presence of other free resources. In [BBaCW13,
BCBaW12], we considered the simulation of a noisy quantum channel E by a noise-
free channel in the presence of free classical communication. It turns out not to matter
whether there is free classical forward, backward, or even two-way communication —
the capacity is identical in all scenarios. The problem can therefore be understood
as the reverse problem for all the classical communication assisted quantum capaci-
ties Q→, Q← and Q↔. Note that by quantum teleportation [BBC+93], the perfect
quantum channel can equivalently be replaced with perfect entanglement, and thus
the question can be summarized as: at what rate is entanglement, in the form of ebits,
needed in order to asymptotically simulate a quantum channel EA→B, when classical
communication is given for free? We call this the entanglement cost EC of a quantum
channel and proved the formula [BBaCW13, BCBaW12],
EC(E) = lim
n→∞
1
n
·max
ρn
EF
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.6)
where the maximization is over all purifications ρnAR of input states to the n-fold
tensor product quantum channel E⊗nA→B, and IR stands for the identity channel on
the purifying system. The entanglement of formation EF is computed between the
purifying system and the channel output; it is defined as [BDSW96]
EF (ρAB) = inf{pi,ρi}
{∑
i
piH(A)ρi
}
, (5.7)
where the infimum ranges over all pure state decompositions ρAB =
∑
i piρ
i
AB, and
H denotes the von Neumann entropy. Note that (5.6) involves a regularization, and
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is therefore not a single-letter formula. Even if we would know that we can restrict
the maximization to non-entangled input states, (5.6) would still not reduce to such
a formula, due to Hasting’s counterexample to the additivity of the entanglement of
formation [Has09, Sho04]. Furthermore, EC is generally larger than Q↔,1 in fact more
strikingly, there exist so-called bound entangled channels E . These are for instance
entangling positive partial transpose channels [HHR96, Per96, YHHSR05] for which
EC(E) is strictly greater than zero, but Q↔(E) = 0. This fact highlights an important
difference to the case of free entanglement, where the corresponding rates are equal
due to the quantum reverse Shannon theorem. In particular, when
EC(E) > Q↔(E) , (5.8)
the concatenated protocol which first simulates E from a noiseless channel and then
the noiseless channel from E will result in a net loss. We discuss the entanglement cost
of quantum channels in Section 5.3.
At this point we should mention that channel simulations come in two variants,
feedback simulations and non-feedback simulations, and that this distinction becomes
important as soon as all the necessary resources are quantified. For channels with clas-
sical output, a feedback simulation is one in which the sender and receiver are both re-
quired to obtain the channel’s output, whereas a non-feedback simulation only provides
the receiver with the output. For channels with quantum output it is impossible to give
the sender and the receiver the output, due to the no-cloning theorem [WZ82, Die82].
Following [BDH+09], we define a quantum feedback channel as an isometry in which
the part of the output that does not go to the receiver is kept by Alice (instead of going
to the environment).2 We note that various optimal trade-offs for achieving feedback
and non-feedback channel simulations are nicely outlined in [BDH+09, Figure 2]. In
this thesis we discuss the following channel simulations.
• Classical reverse Shannon theorem (Section 5.1): we give the optimal rate region
consisting of the rates of shared randomness and classical communication that
are both necessary and sufficient for the existence of classical feedback and non-
feedback channel simulations.
• Quantum reverse Shannon theorem (Section 5.2): we characterize the optimal
amount of quantum communication that is both necessary and sufficient for
the existence of quantum feedback and non-feedback channel simulations in the
presence of free entanglement.
• Universal measurement compression (Section 5.3): we characterize the optimal
rate region consisting of the rates of shared randomness and classical communi-
cation that are both necessary and sufficient for the existence of feedback and
non-feedback measurement simulations.
1The same applies to Q→ and Q← since both are smaller or equal to Q↔.
2At first, classical and quantum feedback simulations might look like rather different notions.
However, classical and quantum feedback behave similarly with respect to the resources needed for
achieving the channel simulations.
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• Entanglement cost of quantum channels (Section 5.4): we characterize the opti-
mal amount of entanglement that is both necessary and sufficient for the exis-
tence of quantum feedback and non-feedback channel simulations in the presence
of free classical communication.
At first, it might seem that channel simulations are mainly interesting for purely
information theoretic reasons, since statements like (5.2), (5.4), or (5.8) allow for
insights into the structure of classical and quantum channels. But in addition to
this, channel simulations also give upper bounds on so-called strong converse capac-
ities. A strong converse capacity is the minimal rate above which any attempt to
send information necessarily has exponentially small fidelity (potentially in the pres-
ence of some fixed free resources).1 The concept of a strong converse capacity is
appealing since it really gives a sharp threshold for information transmission. The
classical reverse Shannon theorem shows that the classical capacity is a strong ca-
pacity [BSST02] (a fact first proven by Wolfowitz [Wol64]), and the quantum re-
verse Shannon theorem shows that the entanglement assisted quantum capacity is
a strong capacity [BDH+09]. However, determining other strong converse capacities
for quantum channels turns out to be an elusive problem and only partial results are
known [KW09, Win99, ON99, BDH+09, MW13, SW13]. In [BBaCW13, BCBaW12],
we showed that the entanglement cost of quantum channels gives an upper bound on
the strong converse two-way classical communication assisted quantum capacity,2 and
we discuss this in Section 5.5. Strong converse capacities also have applications in
quantum cryptography and we mention this in Section 5.5 (see also Section 4.3). Last
but not least, channel simulations lead to protocols for classical and quantum rate
distortion coding (lossy data compression) [Win02, DHWW13, WDHW13, DHW13].
This, however, we do not explore in this work.
The proofs of our channel simulation results are based on the use of classical and
quantum randomness extractors against classical and quantum side information (as
discussed in Chapter 4), as well as the post-selection technique for quantum channels.
The technique was introduced in [CKR09] and is a tool to estimate the closeness of
channels that act symmetrically on an n-partite system, in the metric induced by the
diamond norm (Definition 2.7). The definition of this norm involves a maximization
over all possible inputs to the joint mapping consisting of the channel tensored with an
identity map on an outside system. The post-selection technique allows to drop this
maximization. In fact, it suffices to consider a single de Finetti type input state, i.e.,
a state which consist of n identical and independent copies of an (unknown) state on
a single subsystem. The technique was originally applied in quantum cryptography to
show that security of discrete-variable quantum key distribution against a restricted
type of attacks, called collective attacks, already implies security against coherent
attacks [CKR09].
1The strong converse capacity is greater than or equal to the standard capacity, which is defined
as the minimal rate above which the fidelity does not approach one.
2Of course, this is then also an upper bound on the strong converse forward classical communication
assisted, backward communication assisted, and plain quantum capacity.
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For a detailed description of the proof ideas, we point to Sections 5.1-5.4.
5.1 Classical Reverse Shannon Theorem
The ideas in this section have been obtained in collaboration with Matthias Christandl,
Joseph Renes, and Renato Renner, but are unpublished. The classical reverse Shannon
theorem states that every classical channel can be simulated using an amount of clas-
sical communication equal to the channel’s capacity, if sufficient shared randomness is
available. The theorem was first proven by Bennett et al. [BSST02], and later improved
to get the optimal shared randomness consumption rate [Win02, Cuf08, BDH+09].
Here, we sketch these results in order to motivate the quantum generalizations that
we present afterwards (Sections 5.2-5.4). As we will see, however, the classical reverse
Shannon theorem is a strict special case of universal measurement compression (as
discussed in Section 5.3), and therefore, we do not present any proofs in this section.
The classical reverse Shannon theorem is as follows (taken from [BDH+09]).
Theorem 5.1. Consider a bipartite system with classical parties Alice and Bob. Let
G be an iid classical channel with input Y (a random variable) at Alice’s side, and
output X = G(Y ) at Bob’s side. Then, G can be asymptotically simulated for all input
distributions P if and only if classical communication rate C and shared randomness
rate S lie in the rate region given by the union of the following regions,
C ≥ max
P
I(W : Y ) , (5.9)
C + S ≥ max
P
I(W : XY ) , (5.10)
where the union is with respect to all random variables W such that X − W − Y
form a Markov chain. Furthermore, let GF denote the feedback version of G, which
gives Alice a copy of Bob’s output X = G(Y ) as well. Then, GF can be asymptotically
simulated for all input distributions P if and only if the classical communication rate
C and the shared randomness rate S lie in the following rate region1
C ≥ max
P
I(X : Y ) , (5.11)
C + S ≥ max
P
H(X) . (5.12)
We can prove the achievability part of the classical reverse Shannon theorem as
presented above by using an approach based on strong classical min-entropy extrac-
tors against classical side information (as discussed in Section 4.1) and a classicalized
version of the post-selection technique (Proposition B.1). The basic idea is that Alice
locally simulates the channel, and then uses an optimal amount of classical communi-
cation and shared randomness to bring the channel’s output to Bob (state splitting).
Essentially, this is done by first employing a classical extractor in order to extract all
1Note that the two maxima in (5.11) and (5.12) can be achieved for different inputs.
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the randomness from the correlations between the input and the output of the channel.
This randomness then does not need to get sent to Bob, but can just be created using
shared randomness. Finally, the post-selection technique shows that this can be done
universally, i.e., that this works asymptotically for any possible input state and rates
as given in Theorem 5.1.
In order to pursue this approach for the quantum generalizations of the classi-
cal reverse Shannon theorem, we need strong classical min-entropy extractors against
quantum side information (as discussed in Section 4.1) for universal measurement com-
pression in Section 5.3, as well as strong quantum min-entropy extractors against quan-
tum side information (as discussed in Section 4.2) for the quantum reverse Shannon
theorem in Section 5.2 and the entanglement cost of quantum channels in Section 5.4.
In the rest of this chapter we will discuss all the necessary technical steps in detail.
5.2 Quantum Reverse Shannon Theorem
The results in this section have been obtained in collaboration with Matthias Chris-
tandl and Renato Renner, and have appeared in [BCR11b, BCR11a]. The quantum
reverse Shannon theorem was conjectured by Bennett et al. in [BSST02], and then first
proven by Bennett et al. in [BDH+09]. The theorem states that any quantum channel
can be simulated by an unlimited amount of shared entanglement and an amount of
quantum communication equal to the channel’s entanglement assisted quantum capac-
ity.
5.2.1 Proof Ideas
Here we present a proof of the quantum reverse Shannon theorem based on one-shot
information theory. In quantum information theory one usually makes the assumption
that the resources are iid and is interested in asymptotic rates. In this case many oper-
ational quantities can be expressed in terms of a few information measures, which are
usually based on the von Neumann entropy. In contrast to this, one-shot information
theory applies to arbitrary (structureless) resources. For example, in the context of
source coding, it is possible to analyze scenarios where only finitely many, possibly cor-
related messaged are encoded. For this the smooth entropy formalism was introduced
by Renner et al. [Ren05, RW04, RK05]. Smooth entropy measures have properties sim-
ilar to the ones of the von Neumann entropy and like in the iid case many operational
interpretations are known (see [Ren05, Tom12] and references therein).
For our proof of the quantum reverse Shannon theorem we work in this smooth
entropy formalism and use a one-shot version for quantum state merging and its dual
quantum state splitting as well as the post-selection technique for quantum channels
(see Appendix B). As in the original proof of the quantum reverse Shannon theo-
rem [BDH+09] we need embezzling states [vDH03].
Quantum state merging was introduced by Horodecki et al. in [HOW05, HOW07].
It has since become an important tool in quantum information processing and was sub-
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sequently reformulated in [ADHW09], where it is called the mother protocol. Quantum
state merging corresponds to the quantum generalization of classical Slepian and Wolf
coding [SW73]. For its description, we consider a sender system, traditionally called
Alice, a receiver system, Bob, as well as a reference system R. In quantum state merg-
ing, Alice, Bob, and the reference are initially in a joint pure state ρABR and we ask
how much of a given resource, such as classical or quantum communication or entan-
glement, is needed in order to move the A-part of ρABR from Alice to Bob. The dual
of this, called quantum state splitting, addresses the problem of how much of a given
resource, such as classical or quantum communication or entanglement, is needed in
order to transfer the A′-part of a pure state ρAA′R, where part AA′ is initially with
Alice, from Alice to Bob.
Our proof of the quantum reverse Shannon theorem is based on the following idea.
Let EA→B be a quantum channel that takes inputs ρA on Alice’s side and outputs
EA→B(ρA) = ρB on Bob’s side. To find a way to simulate this quantum channel, it is
useful to think of EA→B as
EA→B(ρA) = trE [UA→BE(ρA)] , (5.13)
where E is an additional register (sometimes called the environment), and UA→BE is
some isometry from A to BE. This is the Stinespring dilation [Sti55]. Now the idea
is to first simulate the isometry UA→BE locally at Alice’s side, resulting in ρBE =
UA→BE(ρA), and in a second step use quantum state splitting to do an optimal state
transfer of the B-part to Bob’s side, such that he holds ρB = EA→B(ρA) in the end.
This simulates the channel EA→B. To prove the quantum reverse Shannon theorem, it
is then sufficient to show that the quantum communication rate of the quantum state
splitting protocol is QE(E).
We realize this idea in two steps. Firstly, we propose a new version of quantum
state splitting (since the known protocols are not good enough to achieve a classi-
cal communication rate of QE(E)), which is based on one-shot quantum state merg-
ing [Ber08]. For the analysis we require a strong quantum min-entropy randomness
extractor against quantum side information (as discussed in Section 4.2). Secondly, we
use the post-selection technique to show that our protocol for quantum state splitting
is sufficient to asymptotically simulate the channel EA→B with a quantum communi-
cation rate of QE(E). This then completes the proof of the quantum reverse Shannon
theorem.
5.2.2 Quantum State Merging and State Splitting
The main goal of this section is to prove that there exists a tight one-shot quantum
state splitting protocol (Theorem 5.7), that is optimal in terms of its quantum commu-
nication cost (Theorem 5.8). The protocol is obtained by inverting a one-shot quantum
state merging protocol. The main technical ingredient for the construction of these
protocols are strong quantum min-entropy extractors against quantum side informa-
tion. Since we only care about the optimal output size of the extractor and not about
94
5.2 Quantum Reverse Shannon Theorem
its seed size, we just use a unitary 2-design (Defintion 4.8). Corollary 4.16 about the
extractor properties of unitary 2-designs can then be rephrased as follows.
Corollary 5.2. Let ε > 0, ρAR ∈ S≤(HAR), and {U jA}j∈J be a unitary 2-design.
Furthermore, consider a decomposition of the system A into two subsystems A1 and
A2, and define
σjA1R = trA2
[
(U jA ⊗ 1R)ρAR(U jA ⊗ 1R)†
]
. (5.14)
If we choose
log |A1| ≤ log |A|+Hmin(A|R)ρ
2
− log 1
ε
, (5.15)
then we have that
1
|J | ·
∑
j∈J
∥∥∥∥σjA1R − 1A1|A1| ⊗ ρR
∥∥∥∥
1
≤ ε . (5.16)
An excellent introduction about strong quantum extractors against quantum side
information in quantum coding theory (from an asymptotic iid perspective) can be
found in [Hay11]. Quantum state merging, quantum state splitting, and other related
quantum information processing primitives are discussed in detail in [HOW05, HOW07,
ADHW09, Opp08, Ber08]. Note that we are interested not only in asymptotic rates,
but in (tight) one-shot protocols. This is reflected by the following definitions.
Definition 5.1 (Quantum state merging). Consider a bipartite system with parties
Alice and Bob. Let ε > 0, and ρABR ∈ V≤(HABR), where Alice controls A, Bob B
and R is a reference system. A quantum protocol E is called ε-error quantum state
merging of ρABR if it consists of applying local operations at Alice’s side, sending q
qubits from Alice to Bob, applying local operations at Bob’s side, and outputs a state
ωB′BRA1B1 = (E ⊗ IR)(ρABR) with
ωB′BRA1B1 ≈ε (IA→B′ ⊗ IBR)(ρABR)⊗ ΦLA1B1 , (5.17)
where ΦLA1B1 is a maximally entangled state of Schmidt-rank L. The quantity q is
called quantum communication cost, and e = blogLc entanglement gain.
Quantum state merging is also called fully quantum Slepian Wolf or mother pro-
tocol [ADHW09].
Lemma 5.3. Let ε > 0, and ρABR ∈ V≤(HABR). Then, there exists an ε-error
quantum state merging protocol for ρABR with quantum communication cost
q =
⌈
1
2
· (H0(A)ρ −Hmin(A|R)ρ)+ 2 log 1
ε
⌉
, (5.18)
and entanglement gain
e =
⌊
1
2
· (H0(A)ρ +Hmin(A|R)ρ)− 2 log 1
ε
⌋
. (5.19)
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Proof. The intuition is as follows (see Figure 5.2.2). First Alice applies a unitary
UA→A1A2 . After this she sendsA2 to Bob who then performs a local isometry VA2B→B′BB1 .
We choose UA→A1A2 such that it randomizes A1 and decouples it from the reference
R. After sending the A2-part to Bob, the state on A1R is given by
1A1
|A1| ⊗ ρR, and
Bob holds a purification of this. But
1A1
|A1| ⊗ ρR is the reduced state of ρB′BR ⊗ΦLA1B1 ,
and since all purifications are equal up to local isometries, there exists an isometry
VA2B→B′BB1 on Bob’s side that transforms the state into ρB′BR ⊗ ΦLA1B1 .
More formally, let A = A1A2 with
log |A2| =
⌈
1
2
· ( log |A| −Hmin(A|R)ρ)+ 2 log 1
ε
⌉
. (5.20)
According to our results about strong quantum min-entropy extractors against quan-
tum side information in Section 4.2 (cf. Corollary 5.2), there exists a unitary UA→A1A2
such that we have for
σA1A2BR = UA→A1A2(ρABR) (5.21)
that ∥∥∥∥σA1R − 1A1|A1| ⊗ ρR
∥∥∥∥
1
≤ ε2 . (5.22)
By an upper bound of the purified distance in terms of the trace distance (Lemma 2.3)
this implies σA1R ≈ε 1A1|A1| ⊗ ρR. We apply this unitary UA→A1A2 , and then send A2 to
Bob; therefore
q =
⌈
1
2
· ( log |A| −Hmin(A|R)ρ)+ 2 log 1
ε
⌉
. (5.23)
Uhlmann’s theorem [Uhl76, Joz94] tells us that there exists an isometry VA2B→B′BB1
with
P
(
σA1R,
1A1
|A1| ⊗ ρR
)
= P
(
VA2B→B′BB1(σA1A2BR),Φ
L
A1B1 ⊗ ρB′BR
)
. (5.24)
Hence, the entanglement gain is given by
e =
⌊
1
2
· ( log |A|+Hmin(A|R)ρ)− 2 log 1
ε
⌋
. (5.25)
Now if ρA has full rank this is already what we want. In general log tr
[
ρ0A
]
= log |Aˆ| ≤
log |A|. But in this case we can restrict the Hilbert space HA to the subspace HAˆ, on
which ρA has full rank.
Definition 5.2 (Quantum state splitting with maximally entangled states). Consider
a bipartite system with parties Alice and Bob. Let ε > 0, and ρAA′R ∈ V≤(HAA′R),
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where Alice controls AA′ and R is a reference system. Furthermore, let ΦKA1B1 be
a maximally entangled state of Schmidt-rank K between Alice and Bob. A quantum
protocol E is called ε-error quantum state splitting of ρAA′R with maximally entangled
states if it consists of applying local operations at Alice’s side, sending q qubits from
Alice to Bob, applying local operations at Bob’s side, and outputs a state ωABR =
(E ⊗ IR)(ρAA′R ⊗ ΦKA1B1) with
ωABR ≈ε (IA′→B ⊗ IAR)(ρAA′R) . (5.26)
The quantity q is called quantum communication cost, and e = blogKc entanglement
cost.
This is also called the fully quantum reverse Shannon protocol [ADHW09]. Quan-
tum state splitting with maximally entangled states is dual to quantum state merging
in the sense that every quantum state merging protocol already defines a protocol for
quantum state splitting with maximally entangled states, and vice versa.
Lemma 5.4. Let ε > 0, and ρAA′R ∈ V≤(HAA′R). Then, there exists an ε-error quan-
tum state splitting protocol with maximally entangled states for ρAA′R with quantum
communication cost
q =
⌈
1
2
(
H0(A
′)ρ −Hmin(A′|R)ρ
)
+ 2 log
1
ε
⌉
, (5.27)
and entanglement cost
e =
⌊
1
2
(H0(A
′)ρ +Hmin(A′|R)ρ)− 2 log 1
ε
⌋
. (5.28)
Proof. The quantum state splitting protocol with maximally entangled states is de-
fined by running the quantum state merging protocol of Lemma 5.3 backwards (see
Figure 5.2.2). The claim then follows from Lemma 5.3.
In order to obtain a quantum state splitting protocol that is tight in terms of its
quantum communication cost,1 we need to replace the maximally entangled states by
embezzling states [vDH03].
Definition 5.3. Let δ > 0. µAB ∈ S(HAB) is called δ-ebit embezzling state if there
exist isometries XA→AA′ and XB→BB′ such that
(XA→AA′ ⊗XB→BB′)(µAB) ≈δ µAB ⊗ ΦA′B′ , (5.29)
where ΦA′B′ ∈ S(HA′B′) denotes an ebit (maximally entangled state of Schmidt rank
2).
1To see that (5.27) can be very far off, consider the following classical example. Let R be trivial,
and let the probability distribution on A′ be 1/2 at the first position and a flat distribution at all the
other m − 1 positions. Then, we have H0(A′)ρ −Hmin(A′)ρ → ∞ for m → ∞, even though there is
actually no communication needed. This example is also stable under smoothing.
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Figure 5.1: Quantum state merging and quantum state splitting.
From the quantum state merging protocol in Lemma 5.3, we already get a protocol
for quantum state splitting with maximally entangled states. All we have to do is to
time-reverse the protocol and exchange the roles of Alice and Bob.
Proposition 5.5. [vDH03] δ-ebit embezzling states exist for all δ > 0.
We would like to highlight two interesting examples. For the first example consider
the state |µm〉〈µm|AmBm ∈ V(HAmBm) defined by
|µm〉AmBm = C ·
m−1∑
j=0
|ϕ〉⊗jAB ⊗ |Φ〉⊗(m−j)AB , (5.30)
where |ϕ〉〈ϕ|AB ∈ V(HAB), |Φ〉〈Φ|AB ∈ V(HAB) denotes an ebit, and C is such that
|µm〉〈µm|AmBm is normalized. Note that applying the cyclic shift operator UA0Am that
sends Ai → Ai+1 at Alice’s side (modulo m + 1), and the corresponding cyclic shift
operator UB0Bm at Bob’s side, maps |ϕ〉A0B0 ⊗ |µm〉AmBm to |Φ〉A0B0 ⊗ |µm〉AmBm up
to an accuracy of
√
2
m [LTW08]. For the choice |ϕ〉AB = |ϕ〉A ⊗ |ϕ〉B, |µm〉〈µm|AmBm
is a
√
2
m -ebit embezzling state with the isometries XAm→A0Am = UA0Am |ϕ〉A0 and
XBm→B0Bm = UB0Bm |ϕ〉B0 .
The second example is the state |µ˜m〉〈µ˜m|AB ∈ V(HAB) defined by
|µ˜m〉AB =
( 2m∑
j=1
1
j
)−1/2 · 2m∑
j=1
1√
j
· |j〉A ⊗ |j〉B . (5.31)
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It is a
√
2
m -ebit embezzling state [vDH03].
1
Remark 5.6. By using δ-ebit embezzling states multiple times, it is possible to cre-
ate maximally entangled states of higher dimension. More precisely, for every δ-ebit
embezzling state µAB ∈ S(HAB) there exist isometries XA→AA′ and XB→BB′ such that
(XA→AA′ ⊗XB→BB′)(µAB) ≈δ·logL µAB ⊗ ΦLA′B′ , (5.33)
where ΦLA′B′ ∈ V(HA′B′) denotes a maximally entangled state of Schmidt-rank L (with
L being a power of 2).
We are now ready to define quantum state splitting with embezzling states.
Definition 5.4 (Quantum state splitting with embezzling states). Consider a bipartite
system with parties Alice and Bob. Let ε > 0, δ > 0, and ρAA′R ∈ V≤(HAA′R), where
Alice controls AA′ and R is a reference system. A quantum protocol E is called ε-
error quantum state splitting of ρAA′R with a δ-ebit embezzling state if it consists of
applying local operations at Alice’s side, sending q qubits from Alice to Bob, applying
local operations at Bob’s side, using a δ-ebit embezzling state µAembBemb, and outputs
a state ωABR = (E ⊗ IR)(ρAA′R ⊗ µAembBemb) with
ωABR ≈ε (IA′→B ⊗ IAR)(ρAA′R) . (5.34)
The quantity q is called quantum communication cost.
The following theorem about the achievability of quantum state splitting with
embezzling states (Theorem 5.7) is the main result of this section. In Section 5.2.3 we
use this theorem to prove the quantum reverse Shannon theorem.
Theorem 5.7. Let ε > 0, ε′ ≥ 0, δ > 0, and ρAA′R ∈ V≤(HAA′R). Then, there exists
an (ε+ε′+ δ · log |A′|+ |A′|−1/2)-error2 quantum state splitting protocol for ρAA′R with
a δ-ebit embezzling state for a quantum communication cost
q ≤ 1
2
Iε
′
max(A
′ : R)ρ + 2 log
1
ε
+ 4 + log log |A′| . (5.35)
1The state |µ˜m〉〈µ˜m|AB is even a (
√
2
m
, r)-universal embezzling state [vDH03]. That is, for any
|ς〉〈ς|A′B′ ∈ V(HA′B′) of Schmidt-rank at most r, there exist isometries XA→AA′ and XB→BB′ such
that
(XA→AA′ ⊗XB→BB′)(|µ˜m〉〈µ˜m|AB) ≈√ 2
m
|µ˜m〉〈µ˜m|AB ⊗ |ς〉〈ς|A′B′ . (5.32)
2The error term |A′|−1/2 can be made arbitrarily small by enlarging the Hilbert space HA′ . Of
course this increases the error term δ · log |A′|, but this can again be compensated with decreasing
δ. Enlarging the Hilbert space HA′ also increases the quantum communication cost (5.35), but only
slightly.
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Proof. The idea for the protocol is as follows (cf. Figure 5.2.2). First, we disregard the
eigenvalues of ρA′ that are smaller then |A|−2. This introduces an error α = |A|−1/2,
but because of the monotonicity of the purified distance (Lemma 2.4), the error at
the end of the protocol is still upper bounded by the same α. As a next step we
let Alice perform a coherent measurement W with roughly 2 · log |A| measurement
outcomes in the eigenbasis of ρA′ . That is, the state after the measurement is of the
form ωAA′RIA = |ω〉〈ω|AA′RIA with
|ω〉AA′RIA =
∑
i∈I
√
pi · |ρi〉AA′R ⊗ |i〉IA . (5.36)
Here the index i indicates which measurement outcome occurred, pi denotes its proba-
bility and ρiAA′R = |ρi〉〈ρi|AA′R the corresponding post-measurement state. Then, con-
ditioned on the index i, we use the quantum state splitting protocol with maximally
entangled states from Lemma 5.4 for each state ρiAA′R and denote the corresponding
quantum communication cost and entanglement cost by qi and ei, respectively. The
total amount of quantum communication we need for this is given by maxi qi plus the
amount needed to send the register IA (which is of order log log |A|). In addition, since
the different branches of the protocol use different amounts of entanglement, we need
to provide a superposition of different (namely ei sized) maximally entangled states.
We do this by using embezzling states.1 As the last step, we undo the initial coherent
measurementW. This completes the quantum state splitting protocol with embezzling
states for ρAA′R. All that remains to do is to bring the expression for the quantum
communication cost in the right form. In the following, we describe the proof in detail.
Let Q = d2 · log |A′|−1e, I = {0, 1, . . . , Q, (Q+1)}, and let {P iA′}i∈I be a collection
of projectors on HA′ defined as follows: PQ+1A′ projects on the eigenvalues of ρA′ in
[2−2 log |A′|, 0], PQA′ projects on the eigenvalues of ρA′ in [2
−Q, 2−2 log |A′|], and for i =
0, 1, . . . , (Q− 1), P iA′ projects on the eigenvalues of ρA′ in [2−i, 2−(i+1)]. Furthermore,
let pi = tr
[
P iA′ρA′
]
, ρiAA′R = |ρi〉〈ρi|AA′R with |ρi〉AA′R = p−1/2i ·P iA′ |ρ〉AA′R and define
the state ρ¯AA′R = |ρ¯〉〈ρ¯|AA′R with
|ρ¯〉AA′R = Υ−1/2 ·
Q∑
i=0
√
pi · |ρi〉AA′R , (5.37)
where Υ =
∑Q
i=0 pi. We have
ρ¯AA′R ≈|A′|−1/2 ρAA′R , (5.38)
1Note that it is not possible to get such a superposition starting from any amount of maximally
entangled states only using local operations. This problem is known as entanglement spread and is
discussed in [Har10].
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Figure 5.2: Quantum state splitting with embezzling states.
A schematic description of our protocol for quantum state splitting with embezzling
states in the language of the quantum circuit model [Deu89, NC00]. See the text for
definitions and a precise description.
as can be seen as follows. We have
P (ρ¯AA′R, ρAA′R) =
√
1− F 2(ρ¯AA′R, ρAA′R) =
√
1− |〈ρ¯, ρ〉AA′R|2
=
√√√√1− Q∑
i=0
pi =
√
pQ+1 , (5.39)
but because at most |A′| eigenvalues of ρA′ can lie in [2−2 log |A′|, 0], each one smaller
or equal to 2−2 log |A′|, we obtain pQ+1 ≤ |A′| · 2−2 log |A′| = |A′|−1, and hence (5.38)
follows.
We proceed by defining the operations that we need for the quantum state splitting
protocol with embezzling states for ρ¯AA′R (cf. Figure 5.2.2). Define the isometry
WA′→A′IA =
∑
i∈I
P iA′ ⊗ |i〉IA , (5.40)
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where the vectors |i〉A are mutually orthogonal, and IA is at Alice’s side. We want
to use the ε-error quantum state splitting protocol with maximally entangled states
from Lemma 5.4 for each ρiAA′R. For i = 0, 1, . . . , Q this protocol has a quantum
communication cost
qi =
⌈
1
2
· (H0(A′)ρi −Hmin(A′|R)ρi)+ 2 log 1ε
⌉
, (5.41)
and an entanglement cost
ei =
⌊
1
2
· (H0(A′)ρi +Hmin(A′|R)ρi)− 2 log 1ε
⌋
. (5.42)
For A1 on Alice’s side, B1 on Bob’s side and A
i
1, B
i
1 2
ei-dimensional subspaces of A1, B1
respectively, the quantum state splitting protocol from Lemma 5.4 has the following
form: apply the isometry V i
AA′Ai1→ABi2
on Alice’s side, send Bi2 from Alice to Bob
(for a quantum communication cost of qi), and then apply the isometry U
i
Bi1B
i
2→B
on
Bob’s side. As a next ingredient to the protocol, we define the isometries that supply
the maximally entangled states of size ei. For i = 0, 1, . . . , Q, let X
i
Aemb→AembAi1
and
Xi
Bemb→BembBi1
be the isometries at Alice’s and Bob’s side respectively, that embezzle,
with accuracy δ · ei, a maximally entangled state of dimension ei out of the embezzling
state and put it in Ai1B
i
1.
We are now ready to put the isometries together and give the protocol for quantum
state splitting with embezzling states for ρ¯AA′R (cf. Figure 5.2.2). Alice applies the
isometry WA′→A′IA followed by the isometry
XAembIA→AembA1IA =
Q∑
i=1
XiAemb→AembAi1 ⊗ |i〉〈i|IA , (5.43)
and the isometry
VAA′A1IA→AB2IA =
Q∑
i=0
V iAA′Ai1→ABi2 ⊗ |i〉〈i|IA . (5.44)
Afterwards she sends IA and B2, that is,
q = max
i
⌈
1
2
· (H0(A′)ρi −Hmin(A′|R)ρi)+ 2 · log 1ε
⌉
+ log
⌈
2 · log |A′|⌉ (5.45)
qubits to Bob (where we rename IA to IB). Then, Bob applies the isometry
XBembIB→BembB1IB =
Q∑
i=1
XiBemb→BembBi1 ⊗ |i〉〈i|IB , (5.46)
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followed by the isometry
UB1B2IB→BIB =
Q∑
i=0
U iBi1Bi2→B ⊗ |i〉〈i|IB . (5.47)
Next we analyze how the resulting state looks. By the definition of embezzling
states (Definition 5.3 and Remark 5.6), the monotonicity of the purified distance
(Lemma 2.4), and the triangle inequality for the purified distance, we obtain a state
σABRIB = |σ〉〈σ|ABRIB where
|σ〉ABRIB = Υ−1/2 ·
Q∑
i=0
√
pi · |ρ˜i〉ABR ⊗ |i〉IB , (5.48)
|ρ˜i〉〈ρ˜i|ABR = ρ˜iABR ≈ε+δ·ei ρiABR, and ρiABR = (IA′→B⊗IAR)(ρiAA′R) for i = 0, 1, . . . , Q.
The state σABRIB is close to the state ωABRIB = |ω〉〈ω|ABRIB with
|ω〉ABRIB = Υ−1/2 ·
Q∑
i=0
√
pi · |ρi〉ABR ⊗ |i〉IB , (5.49)
as can be seen as follows. Because we can assume without lost of generality that all
〈ρ˜i, ρi〉 are real and nonnegative,1 we obtain
P (σABRIB , ωABRIB ) =
√√√√1− ∣∣∣∣∣ 1Υ ·
Q∑
i=0
pi〈ρ˜i, ρi〉ABR
∣∣∣∣∣
2
=
√√√√1−( 1
Υ
·
Q∑
i=0
pi
√
1− P 2 (ρ˜iABR, ρiABR)
)2
≤
√√√√1−( 1
Υ
·
Q∑
i=0
pi
√
1− (ε+ δ ·max
i
ei)2
)2
= ε+ δ ·max
i
ei ≤ ε+ δ · log |A′| , (5.50)
where the last inequality follows from (5.42). To decode the state σABRIB to a state
that is (ε+ δ · log |A′|)-close to ρ¯ABR, we define the isometry WB→BIB analogously to
WA′→A′IA in (5.40). Because all isometries are injective, we can define an inverse of
W on the image of W (which we denote by Im(W )). The inverse is again an isometry
and we denote it by W−1Im(W )→B. The last step of the protocol is then to apply the
channel to the state σABRIB , that first does a measurement on BIB to decide whether
σBIB ∈ Im(W ) or not and then, if σBIB ∈ Im(W ), applies the isometry W−1Im(W )→B
and otherwise maps the state to |0〉〈0|B.
1This can be done be multiplying the isometries U i
Bi1B
i
2→B
in (5.47) with appropriately chosen
phase factors.
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By the monotonicity of the purified distance (Lemma 2.4) we finally get a state that
is (ε+ δ · log |A′|)-close to ρ¯ABR. Hence, we showed the existence of an (ε+ δ · log |A′|)-
error quantum state splitting protocol with embezzling states for ρ¯AA′R with quantum
communication cost
q = max
i
⌈
1
2
· (H0(A′)ρi −Hmin(A′|R)ρi)+ 2 log 1ε
⌉
+ log
⌈
2 · log |A′|⌉ , (5.51)
where i ∈ {0, 1, . . . , Q}. But by the monotonicity of the purified distance (Lemma 2.4),
(5.38) and the triangle inequality for the purified distance, this implies the existence of
an
(
ε+ δ · log |A′|+ |A|−1/2)-error quantum state splitting protocol with embezzling
states for ρAA′R with a quantum communication cost as in (5.51).
We now proceed with simplifying the expression for the quantum communication
cost (5.51). We have H0(A
′)ρi ≤ Hmin(A′)ρi + 1 for i = 0, 1, . . . , Q as can be seen as
follows. We have
2−(i+1) ≤ λmin(pi · ρiA′) ≤
1
pi · rank
(
ρiA′
) ≤ λ1 (pi · ρiA′) ≤ 2−i , (5.52)
where λmin(ρ
i
A′) denotes the smallest non-zero eigenvalue of ρ
i
A′ . Thus,
rank
(
pi · ρiA′
) ≤ 2i+1 = 2i · 2 ≤ λ1 (pi · ρiA′)−1 · 2 , (5.53)
and this is equivalent to the claim. Hence, we get an (ε + δ · log |A′| + |A′|−1/2)-
error quantum state splitting protocol with embezzling states for ρAA′R with quantum
communication cost
q = max
i
⌈
1
2
(
Hmin(A
′)ρi −Hmin(A′|R)ρi + 1
)
+ 2 log
1
ε
⌉
+ log
⌈
2 log |A′|⌉ . (5.54)
Using a lower bound for the max-information in terms of min-entropies (Lemma A.8),
and the behavior of the max-information under projective measurements (Corollary
A.11) we can simplify this to
q ≤
⌈
max
i
1
2
· Imax(A′ : R)ρi + 2 log
1
ε
+
1
2
⌉
+ log
⌈
2 log |A′|⌉
≤
⌈
1
2
· Imax(A′ : R)ρ + 2 log 1
ε
+
1
2
⌉
+ log
⌈
2 log |A′|⌉ . (5.55)
It is then easily seen that
q ≤ 1
2
· Imax(A′ : R)ρ + 2 log 1
ε
+ 4 + log log |A′| . (5.56)
As the last step, we transform the max-information term in the formula for the quan-
tum communication cost into a smooth max-information. Namely, we can reduce the
quantum communication cost if we do not apply the protocol as described above to the
state ρAA′R, but pretend that we have another (possibly sub-normalized) state ρˆAA′R
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that is ε′-close to ρAA′R and then apply the protocol for ρˆAA′R. By the monotonicity
of the purified distance (Lemma 2.4), the additional error term that we get from this
is upper bounded by ε′ and by the triangle inequality for the purified distance this
results in an accuracy of ε + ε′ + δ · log |A′| + |A′|−1/2. But if we minimize q over all
ρˆAA′R that are ε
′-close to ρAA′R, we can reduce the quantum communication cost to
q ≤ 1
2
· Iε′max(A′ : R)ρ + 2 log
1
ε
+ 4 + log log |A′| . (5.57)
This shows the existence of an (ε + ε′ + δ · log |A′| + |A′|−1/2)-error quantum state
splitting protocol with embezzling states for ρAA′R for a quantum communication cost
as in (5.57).
The following theorem shows that the quantum communication cost in Theorem 5.7
is optimal up to small additive terms.
Theorem 5.8. Let ε ≥ 0, ε′ > 0, and ρAA′R ∈ V≤(HAA′R). Then, the quantum
communication cost for any ε-error quantum state splitting protocol for ρAA′R is lower
bounded by1
q ≥ 1
2
· Iε+ε′max (A′ : R)ρ −
1
2
· log
(
8
ε′2
+ 2
)
. (5.58)
Proof. We have a look at the correlations between Bob and the reference by analyzing
the max-information that Bob has about the reference. At the beginning of any proto-
col, there is no register at Bob’s side and therefore the max-information that Bob has
about the reference is zero. Since back communication is not allowed, we can assume
that the protocol for quantum state splitting has the following form: applying local
operations at Alice’s side, sending qubits from Alice to Bob and then applying local
operations at Bob’s side. Local operations at Alice’s side have no influence on the max-
information that Bob has about the reference. By sending q qubits from Alice to Bob,
the max-information that Bob has about the reference can increase, but at most by 2q
(Lemma A.12). By applying local operations at Bob’s side the max-information that
Bob has about the reference can only decrease (Lemma A.7). So the max-information
that Bob has about the reference is upper bounded by 2q. Therefore, any state ωBR
at the end of a quantum state splitting protocol must satisfy Imax(R : B)ω ≤ 2q. But
we also need ωBR ≈ε ρBR = (IA′→B ⊗ IR)(ρA′R) by the definition of ε-error quantum
state splitting (Definition 5.4). Using the definition of the smooth max-information,
we get
q ≥ 1
2
· Iεmax(R : A′)ρ . (5.59)
Since the smooth max-information is approximately symmetric (Lemma 2.11), the
claim follows.
1We suppress the mentioning of any entanglement resource, since the statement holds indepen-
dently of it.
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5.2.3 Main Theorem
Here we present the main result of this section, a proof of the quantum reverse Shannon
theorem. The intuition is as follows. Let EA→B be a quantum channel with
EA→B : B(HA)→ B(HB)
ρA 7→ EA→B(ρA) = ρB , (5.60)
where we want to think of subsystem A being at Alice’s side, and subsystem B being at
Bob’s side. The quantum reverse Shannon theorem states that if Alice and Bob share
embezzling states, they can asymptotically simulate EA→B only using local operations
at Alice’s side, local operations at Bob’s side, and a quantum communication rate
(from Alice to Bob) of
QE =
1
2
·max
ρ
I(B : R)(E⊗I)(ρ) , (5.61)
where ρAR is a purification of ρA. Using Stinespring’s dilation [Sti55], we can think of
EA→B as
EA→B(ρA) = trE [UA→BE(ρA)] , (5.62)
where E is an additional register with |E| ≤ |A||B|, and UA→BE some isometry.
The idea of our proof is to first simulate the quantum channel locally at Alice’s side,
resulting in ρBC = UA→BE(ρA), and then use quantum state splitting with embezzling
states (Theorem 5.7) to do an optimal state transfer of the B-part to Bob’s side, such
that he holds ρB = EA→B(ρA) in the end. More formally, we make the following
definitions. We start with the non-feedback case, but we will see afterwards that the
quantum communication cost in the feedback case is actually the same (Section 5.2.4).
Definition 5.5 (One-shot non-feedback reverse Shannon simulation). Consider a bi-
partite system with parties Alice and Bob. Let ε ≥ 0 and E : B(HA) → B(HB) be a
channel, where Alice controls HA and Bob HB. A quantum protocol P is a one-shot
non-feedback reverse Shannon simulation for E with error ε if it consists of applying
local operations at Alice’s side, local operations at Bob’s side, sending q qubits from
Alice to Bob, using a δ-ebit embezzling state for some δ > 0, and
‖P − E‖♦ ≤ ε . (5.63)
The quantity q is called quantum communication cost of the one-shot reverse Shannon
simulation.
Definition 5.6 (Asymptotic non-feedback reverse Shannon simulation). Let E : B(HA)→
B(HB) be a channel. An asymptotic non-feedback reverse Shannon simulation for E is
a sequence of one-shot non-feedback reverse Shannon protocols Pn for E⊗n with quan-
tum communication cost qn, and error εn, such that limn→∞ εn = 0. The quantum
quantum cost of this simulation is q = lim supn→∞
qn
n .
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A precise statement of the quantum reverse Shannon theorem is now as follows.
Theorem 5.9. Let EA→B : B(HA)→ B(HB) be a channel. Then the minimal quantum
communication cost QQRST of asymptotic non-feedback reverse Shannon simulations
for EA→B is equal to the entanglement assisted quantum capacity QE of EA→B. That
is,
QQRST =
1
2
·max
ρ
I(B : R)(E⊗I)(ρ) , (5.64)
where ρAR ∈ V(HAR) is a purification of the input state ρA ∈ S(HA).1
Proof. First, note that QQRST ≥ QE by the entanglement assisted quantum capacity
theorem [BSST02].2 Hence, it remains to show that QQRST ≤ QE .
We start by making some general statements about the structure of the proof,
and then dive into the technical arguments. Because the quantum reverse Shannon
theorem makes an asymptotic statement, we have to make our considerations for a
general n ∈ N. Thus the goal is to show the existence of a one-shot reverse Shannon
simulation PnA→B for E⊗nA→B that is arbitrarily close to E⊗nA→B for n→∞, has a quantum
communication rate of QE and works for any input. We do this by using quantum
state splitting with embezzling states (Theorem 5.7), and the post-selection technique
for quantum channels (Proposition B.1).
Any hypothetical map PnA→B (that we may want to use for the simulation of E⊗nA→B),
can be made to act symmetrically on the n-partite input system H⊗nA by inserting
a symmetrization step. This works as follows. First Alice and Bob generate some
shared randomness by generating maximally entangled states from the embezzling
states and measuring their part in the same computational basis (for n large, O(n log n)
maximally entangled states are needed). Then, before the original map PnA→B starts,
Alice applies a random permutation pi on the input system chosen according to the
shared randomness. Afterwards they run the map PnA→B and then, in the end, Bob
undoes the permutation by applying pi−1 on the output system. From this we obtain a
permutation invariant version of PnA→B. Since the maximally entangled states can only
be created with finite precision, the shared randomness, and therefore the permutation
invariance, is not perfect. However, as we will argue at the end, this imperfection can
be made arbitrarily small, and can therefore be neglected.
Note that the simulation will need embezzling states µAembBemb , and maximally
entangled states ΦmAebitBebit (to assure the permutation invariance). But since the input
on these registers is fixed, we are allowed to think of the simulation as a map PnA→B,
see Figure 5.2.3.
1Since all purifications give the same amount of entropy, we do not need to specify which one we
use.
2Assume that QQRST ≤ QE − δ for some δ > 0 and start with the identity channel IA→B . Then
we could use QQRST ≤ QE − δ together with the entanglement assisted quantum capacity theorem to
asymptotically simulate the perfect quantum identity channel at a rate QE
QE−δ > 1; a contradiction to
Holevo’s theorem [Hol98, NC00].
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Figure 5.3: Embezzling map.
(a) X is the map that embezzles m maximally entangled states ΦmAebitBebit out of
µAembBemb . These maximally entangled states are then used in the protocol. (b)
The whole map that should simulate E⊗nA→B takes ρnA ⊗ µAembBemb ⊗ ΦmAebitBebit with
ρnA ∈ S(H⊗nA ) as an input. But since this input is constant on all registers except for
A, we can think of the map as in (c), namely as a channel PnA→B which takes only the
input ρnA.
Let β > 0. Our aim is to show the existence of a map PnA→B, that consists of
applying local operations at Alice’s side, local operation at Bob’s side, sending qubits
from Alice to Bob at a rate of CE , and such that
‖E⊗nA→B − PnA→B‖♦ ≤ β . (5.65)
Because we assume that the map PnA→B is permutation invariant, we are allowed to
use the post-selection technique (Proposition B.1). Thus (5.65) relaxes to∥∥((E⊗nA→B − PnA→B)⊗ IRR′)(ζnARR′)∥∥1 ≤ β(n+ 1)−(|A|2−1) , (5.66)
where ζnARR′ is a purification of ζ
n
AR =
∫
ω⊗nAR d(ωAR), ωAR ∈ V(HAR), and d(.) is the
measure on the normalized pure states on HAR induced by the Haar measure on the
unitary group acting on HAR, normalized to
∫
d(.) = 1.
To show (5.66), we consider a local simulation of the channel E⊗nA→B at Alice’s side
(using Stinespring’s dilation as in (5.62)) followed by quantum state splitting with
embezzling states. Applied to the de Finetti type input state ζnARR′ , we obtain the
state
ζnBCRR′ = U
n
A→BC(ζ
n
ARR′) . (5.67)
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Figure 5.4: Circuit quantum reverse Shannon theorem.
A schematic description of the protocol that is used to prove the quantum reverse
Shannon theorem. The channel simulation is done for the de Finetti type input state
ζnARR′ . Because our simulation is permutation invariant, the post-selection technique
(Proposition B.1) shows that this is also sufficient for all input states. The whole
simulation is called Pn in the text. (i) and (ii) denote the subroutine of quantum state
splitting with embezzling states; with local operations on Alice’s and Bob’s side and a
quantum communication rate of qn.
As described above, this map can be made permutation invariant (cf. Figure 5.2.3).
Now we use this map as PnA→B in (5.66). We obtain from the achievability of
quantum state splitting with embezzling states (Theorem 5.7) that
P
(
(E⊗nA→B ⊗ IRR′)(ζnARR′), (PnA→B ⊗ IRR′)(ζnARR′)
) ≤ ε+ ε′ + δn · log |B|+ |B|−n/2 ,
(5.68)
for a quantum communication cost
qn ≤ 1
2
· Iε′max(B : RR′)(E⊗n⊗I)(ζn) + 2 log
1
ε
+ 4 + log n+ log log |B| , (5.69)
where the last two terms on the right come from the fact that log log |XB|n = log n+
log log |XB|. Because the trace distance is upper bounded by two times the purified
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distance (Lemma 2.3), this implies∥∥((E⊗nA→B − PnA→B)⊗ IRR′)(ζnARR′)∥∥1 ≤ 2(ε+ ε′ + δn · log |B|+ |B|−n/2) , (5.70)
and by choosing ε = ε′, and δ = ε
′
n·log |B| we obtain
‖((E⊗nA→B − PnA→B)⊗ IRR′)(ζnARR′)‖1 ≤ 6ε′ + 2 · |B|−n/2 . (5.71)
Furthermore, we choose ε′ = 16 · β(n+ 1)−(|A|
2−1)− 13 |B|−n/2 (for large enough n), and
hence ∥∥((E⊗nA→B − PnA→B)⊗ IRR′)(ζnARR′)∥∥1 ≤ β(n+ 1)−(|A|2−1) . (5.72)
This is (5.66), and by the post-selection technique (Proposition B.1) this implies (5.65).
It thus remains to show that the quantum communication rate of the resulting map
is upper bounded by QE . Set
χ = 2 log
1
ε′
+ 4 + log n+ log log |B| , (5.73)
and it follows from (5.69) and below that the quantum communication cost of PnA→B
is quantified by
qn ≤ 1
2
· Iε′max(B : RR′)(E⊗n⊗I)(ζn) + χ . (5.74)
By the upper bound in Lemma A.12, and the fact that we can assume |R′| ≤ (n +
1)|A|2−1 (Proposition B.1), we get
qn ≤ 1
2
· Iε′max(B : R)(E⊗n⊗I)(ζn) + log |R′|+ χ
≤ 1
2
· Iε′max(B : R)(E⊗n⊗I)(ζn) + log
(
(n+ 1)|A|
2−1
)
+ χ . (5.75)
By a corollary of Carathe´odory’s theorem (Corollary B.3), we can write
ζnAR =
∑
i
pi(ρ
i
AR)
⊗n , (5.76)
where ρiAR ∈ V(HAR), i ∈ {1, 2, . . . , (n + 1)2|A||R|−2}, and {pi} a probability distribu-
tion. Using a quasi-convexity property of the smooth max-information (Lemma A.16)
we then obtain
qn ≤ 1
2
· Iε′max(B : R)(E⊗n⊗I)(∑i pi(ρi)⊗n) + log
(
(n+ 1)|A|
2−1
)
+ χ
≤ 1
2
·max
i
Iε
′
max(B : R)[(E⊗I)(ρi)]⊗n + log
(
(n+ 1)|A||R|−1
)
+ log
(
(n+ 1)|A|
2−1
)
+ χ
≤ 1
2
·max
ρ
Iε
′
max(B : R)[(E⊗I)(ρ)]⊗n + log
(
(n+ 1)|A||R|−1
)
+ log
(
(n+ 1)|A|
2−1
)
+ χ ,
(5.77)
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where the last maximum ranges over all ρAR ∈ V(HAR). From the asymptotic equipar-
tition property for the smooth max-information (Lemma A.17) we obtain
qn ≤ n · 1
2
·max
ρ
I(B : R)(E⊗I)(ρ) +
√
n · ξ(ε
′)
2
− log ε
′2
24
+ log
(
(n+ 1)|A||R|−1
)
+ log
(
(n+ 1)|A|
2−1
)
+ χ , (5.78)
where ξ(ε′) = 8·√13− 4 · log ε′·(2+ 12 ·log |A|). Since ε′ = 16 ·β(n+1)−(|A|
2−1)− 13 |B|−n/2,
the quantum communication rate is then upper bounded by
q = lim sup
β→0
lim sup
n→∞
qn
n
≤ 1
2
·max
ρ
I(B : R)(E⊗I)(ρ) . (5.79)
Thus it only remains to justify why it is sufficient that the maximally entangled states,
which we used to make the protocol permutation invariant, only have finite precision.
For this, it is useful to think of the channel PnA→B that we constructed above, as
in Figure 5.2.3 (b). Let ε′′ > 0 and assume that the entanglement is ε′′-close to
the perfect input state µAembBemb ⊗ ΦmAebitBebit . The purified distance is monotone
(Lemma 2.4), and hence the corresponding imperfect output state is ε′′-close to the
state obtained under the assumption of perfect permutation invariance. Since ε′′′
can be made arbitrarily small (Definition 5.3), the channel based on the imperfect
entanglement does the job.
5.2.4 Discussion
Quantum Feedback Simulation. Our main result (Theorem 5.9) concerns the case
of a non-feedback quantum channel simulation. But for the corresponding feedback
version, we can just modify the Definitions 5.5 and 5.6 by exchanging the channel EA→B
in (5.63) with its Stinespring dilation UA→BE (where the register E is at Alice’s side).
It is then obvious from our proof strategy (e.g., this can be seen from (5.62)), that
Theorem 5.9 also holds for the feedback case. Hence, we have the following corollary.
Corollary 5.10. Let EA→B : B(HA) → B(HB) be a channel. Then, the minimal
quantum communication cost of asymptotic feedback reverse Shannon simulations for
EA→B is equal to the entanglement assisted classical capacity of EA→B.
Classical Communication. The entanglement assisted classical capacity CE and
the entanglement assisted quantum capacity QE of quantum channels are equivalent
by the means of quantum teleportation [BBC+93] and superdense coding [BW92]:
CE = 2 ·QE . By the same reasoning we also get the equivalence for the corresponding
reverse capacities: CQRST = 2 ·QQRST.
Without Embezzling States. A natural follow up question is to ask for the rate
trade-off between the different resources needed (classical communication, quantum
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communication, shared randomness, entanglement) to achieve channel simulations.
We mention that some quantum channel simulation results with free entanglement
in the form of maximally entangled states are discussed in [BDH+09]. A quantum
communication rate of QE is then not achievable, but additional communication is
needed in order to deal with the problem of entanglement spread [Har10].
5.3 Universal Measurement Compression
The results in this section have been obtained in collaboration with Joseph Renes and
Mark Wilde, and have appeared in [BRW13]. We show that quantum-classical chan-
nels, i.e., quantum measurements, can be simulated by an amount of classical commu-
nication equal to the quantum mutual information of the measurement, if sufficient
shared randomness is available. Our result is a generalization of the classical reverse
Shannon theorem to quantum-classical channels. In this sense, it is as a quantum
reverse Shannon theorem for quantum-classical channels, but with the entanglement
assistance and quantum communication replaced by shared randomness and classical
communication, respectively. However, our result is also a generalization of Winter’s
measurement compression theorem for fixed independent and identically distributed
inputs [Win04] to arbitrary inputs. In this spirit, we want to argue that our channel
simulation result identifies the quantum mutual information of a quantum measure-
ment as the information gained by performing it, independent of the input state on
which it is performed.
5.3.1 Identifying the Information Gain of Quantum Measurements
Measurement is an integral part of quantum theory. It is the means by which we
gather information about a quantum system. Although the classical notion of a mea-
surement is rather straightforward, the quantum notion of measurement has been the
subject of much thought and debate [Ein49]. One interpretation is that the act of
measurement on a quantum system causes it to abruptly jump or collapse into one of
several possible states with some probability, an evolution seemingly different from the
smooth, unitary transitions resulting from Schro¨dinger’s wave equation. Some have
advocated for a measurement postulate in quantum theory [Dir82], while others have
advocated that our understanding of quantum measurement should follow from other
postulates [Zur09].
In spite of the aforementioned difficulties in understanding and interpreting quan-
tum measurement, there is a precise question that one can formulate concerning it:
how much information is gained by performing a given quantum measurement? This
question has a rather long history, which to our knowledge begins with the work of
Groenewold [Gro71]. In 1971, Groenewold argued on intuitive grounds for the follow-
ing entropy reduction to quantify the information gained by performing a quantum
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measurement
H(ρ)−
∑
x
pxH(ρx) , (5.80)
where ρ is the initial state before the measurement occurs, and {px, ρx} is the post-
measurement ensemble induced by the measurement. The intuition behind this mea-
sure is that it quantifies the reduction in uncertainty after performing a quantum
measurement on a quantum system in state ρ, and its form is certainly reminiscent of
a Holevo-like quantity [Hol73], although the classical data in the above Groenewold
quantity appears at the output of the process rather than at the input as in the case
of the Holevo quantity. Groenewold left open the question of whether this quantity
is non-negative for all measurements, and Lindblad proved that non-negativity holds
whenever the measurement is of the von Neumann-Lu¨ders kind (projecting onto an
eigenspace of an observable) [Lin72]. Ozawa then settled the matter by proving that
the above quantity is non-negative if and only if the post-measurement states are of
the form
ρx =
MxρM
†
x
tr[M †xMxρ]
, (5.81)
for some operators {Mx} such that
∑
xM
†
xMx = 1 [Oza86]. Such measurements are
termed efficient, and differ from general measurements as the latter may have several
operators Mx,s corresponding to the result x [FJ01].
The fact that the quantity in (5.80) can become negative for some quantum mea-
surements excludes it from being a generally appealing measure of information gain.
To remedy this situation, Buscemi et al. later advocated for the following measure to
characterize the information gain of a quantum measurement M when acting upon a
particular state ρ [BHH08, Luo10, Shi11, WHBH12],
I(X : R)(M⊗I)(ρ) = H(X)M(ρ) +H(R)ρ −H(XR)(M⊗I)(ρ) , (5.82)
the quantum mutual information of the state
(M⊗IR)(ρAR) =
∑
x
|x〉〈x|X ⊗ trA
[
(Mx ⊗ IR)(ρAR)
]
, (5.83)
whereM = {Mx}, X is a classical register containing the outcome of the measurement,
and ρAR is a purification of the initial state ρ on system A to a purifying system R.
The advantages of the measure of information gain in (5.82) are as follows:
• It is non-negative.
• It reduces to Groenewold’s quantity in (5.80) for the special case of measurements
of the form in (5.81) [BHH08].
• It characterizes the trade-off between information and disturbance in quantum
measurements [BHH08].
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• It has an operational interpretation in Winter’s measurement compression pro-
tocol as the optimal rate at which a measurement gathers information [Win04].
This last advantage is the most compelling one from the perspective of quantum infor-
mation theory; one cannot really justify a measure as an information measure unless
it corresponds to a meaningful information processing task. Indeed, when reading the
first few paragraphs of Groenewold’s paper [Gro71], it becomes evident that his orig-
inal motivation was information theoretic in nature, and with this in mind, Winter’s
measure in (5.82) is clearly the one Groenewold was seeking after all.
In spite of the above arguments in favor of the information measure in (5.82) as
a measure of information gain, it is still lacking in one aspect: it is dependent on the
state on which the quantum measurement M acts in addition to the measurement
itself. A final requirement that one should impose for a measure of information gain
by a measurement is that it should depend only on the measurement itself. A simple
way to remedy this problem is to maximize the quantity in (5.82) over all possible
input states, leading to the following characterization of information gain
I(M) = max
ρ
I(X : R)(M⊗I)(ρ) , (5.84)
for (M⊗ IR)(ρAR) as in (5.83). The quantity above has already been identified and
studied by previous authors as an important information quantity, being labeled as
the purification capacity of a measurement [Jac03, Jac06] or the information capacity
of a quantum observable [Hol12]. The above quantity also admits an operational
interpretation as the entanglement-assisted capacity of a quantum measurement for
transmitting classical information [BSST02, BSST99, Hol02, Hol12], though it is our
opinion that this particular operational interpretation is not sufficiently compelling
such that we should associate the measure in (5.84) with the notion of information
gain. Here, the aim is to address this issue by providing a compelling operational
interpretation of the measure in (5.84), and our contribution is to show that I(M)
is the optimal rate at which a measurement gains information when many identical
instances of it act on an arbitrary input state.
In more detail, let HA denote the input for a given measurement M. We suppose
that a third party prepares an arbitrary quantum state on H⊗nA , where n is a large pos-
itive number. A sender and receiver can then exploit some amount of shared random
bits and classical communication to simulate the action of n instances of the measure-
ment M (denoted by M⊗n) on the chosen input state, in such a way that it becomes
physically impossible for the third party, to whom the receiver passes along the mea-
surement outcomes, to distinguish between the simulation and the ideal measurement
M⊗n as n becomes large (the third party can even keep the purifying system of a
purification of the chosen input state in order to help the distinguishing task). This
information-theoretic task is known as channel simulation (depicted in Figure 5.3.1).
By design, the information gained by the measurement is that relayed by the classical
communication. Following [Win04], we call this task universal measurement compres-
sion. We prove that the optimal rate of classical communication is equal to I(M), if
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Figure 5.5: Universal measurement compression.
Simulation (left) of the measurement Λ⊗n (right). In the simulation, Alice uses shared
randomness to perform a new measurement, whose result she communicates to Bob,
such that Bob can recover the actual measurement output Xn using the message and
the shared randomness. If the simulation scheme works for any input, we can associate
the amount of communication with the information gained by the measurement.
sufficient shared randomness is available. In our opinion, this result establishes (5.84)
as the information-theoretic measure of information gain of a quantum measurement.
We also characterize the optimal rate region consisting of the rates of shared ran-
domness and classical communication that are both necessary and sufficient for the
existence of a measurement simulation, for the feedback and the non-feedback case.
Note that if sufficient shared randomness is available, and we are only interested in
quantifying the rate of classical communication, then there is no advantage of a non-
feedback simulation over a feedback one, the optimal rate of classical communication
is given by (5.84).
5.3.2 Proof Ideas
The proof technique is the same as in our proofs of the classical and quantum reverse
Shannon theorems (Sections 5.1 and 5.2). In fact, we can think of our approach here
as a classicalized or dephased version of our proof of the quantum reverse Shannon
theorem. In particular, the proof is also based on one-shot information theory and
uses the smooth entropy formalism. In addition, we make use of the idea of classically
coherent states. We say that a pure state |ψ〉〈ψ|XAXBR ∈ V(HXAXBR) is classically
coherent with respect to systems XAXB if there is an orthonormal basis {|x〉} such
that |ψ〉 can be written in the form
|ψ〉XAXBR =
∑
x
√
px |xx〉XAXB ⊗ |ψx〉R , (5.85)
for some probability distribution {px}, and pure states |ψx〉〈ψx|R ∈ V(HR). Har-
row realized the importance of classically coherent states for quantum communication
tasks [Har04], while [DST12, Sze11] recently exploited this notion in devising a de-
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coupling approach to the Holevo-Schumacher-Westmoreland coding theorem [Hol98,
SW97] that is useful for our purposes here.
We begin by establishing a protocol known as classically coherent state merging,
which is a variation of the well-known state merging protocol [HOW05, HOW07] spe-
cialized to classically coherent states. For the analysis we require a strong classical
min-entropy randomness extractor against quantum side information (as discussed in
Section 4.1). We then show how time-reversing this protocol and exchanging the roles
of Alice and Bob leads to a protocol known as classically coherent state splitting.
It suffices for our purposes for this protocol to use shared randomness and classical
communication rather than entanglement and quantum communication, respectively.
Generalizing this last protocol then leads to a one-shot channel simulation which is
essentially optimal when acting on a single copy of a known state. Finally, we exploit
the post-selection technique for quantum channels (see Appendix B), and the afore-
mentioned state splitting protocol to show that it suffices to simulate many instances
of a measurement on a purification of a particular de Finetti quantum input state in
order to guarantee that the simulation is asymptotically perfect when acting on an
arbitrary quantum state. For the non-feedback case we additionally need the idea of
randomness recycling [BDH+09].
5.3.3 Classically Coherent State Merging and State Splitting
We first establish one-shot protocols for state merging and state splitting of classi-
cally coherent quantum states. The main technical ingredient for the construction of
these protocols are permutation based strong classical min-entropy extractors against
quantum side information. Since we only care about the optimal output size of the
extractor and not about its seed size, we will just use a family of pairwise independent
permutations. Proposition 4.9 about the extractor properties of families of pairwise
independent permutations can then be rephrased as follows.
Corollary 5.11. Let ε > 0, ρXR ∈ S≤(HXR) be classical on X with respect to a basis
{|x〉}x∈X , and {P jX}j∈J be a family of pairwise independent permutations. Further-
more, consider a decomposition of the system X into two subsystems X1 and X2, and
define
σjX1R = trX2
[
(P jX ⊗ 1R)ρXR(P jX ⊗ 1R)†
]
. (5.86)
If we choose
log |X1| ≤ Hmin(X|R)ρ − 2 log 1
ε
, (5.87)
then we have that
1
|J | ·
∑
j∈J
∥∥∥∥σjX1R − 1X1|X1| ⊗ ρR
∥∥∥∥
1
≤ ε . (5.88)
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We mention that classical randomness extractors against quantum side information
already proved useful in quantum coding theory [DST12].
Definition 5.7 (State Merging for classically coherent states). Consider a bipartite
system with parties Alice and Bob. Let ε > 0, and ρXAXBBR ∈ V≤(HXAXBBR) be
classically coherent on XAXB with respect to the basis {|x〉}x∈XAXB , where Alice con-
trols XA, Bob XBB, and R is a reference system. A quantum protocol E is called an
ε-error state merging of ρXAXBBR if it consists of applying local operations at Alice’s
side, sending q qubits from Alice to Bob, local operations at Bob’s side, and it outputs
a state ωXB′XBBRXA1B1 = (E ⊗ IR)(ρXAXBBR) such that
ωXB′XBBRXA1B1 ≈ε IXA→XB′ (ρXAXBBR)⊗ ΦEXA1B1 , (5.89)
where ΦEXA1B1
is a maximally entangled state of Schmidt rank E. The quantity q is
called quantum communication cost, and e = blogEc entanglement gain.
Lemma 5.12. Let ε > 0, and ρXAXBBR ∈ V≤(HXAXBBR) be classically coherent
on XAXB with respect to the basis {|x〉}x∈XAXB . Then, there exists an ε-error state
merging protocol for ρXAXBBR with quantum communication cost
q =
⌈
H0(XA)ρ −Hmin(XA|R)ρ + 4 log 1
ε
⌉
, (5.90)
and entanglement gain
e =
⌊
Hmin(XA|R)ρ − 4 log 1
ε
⌋
. (5.91)
Proof. The intuition is as follows. First Alice applies a permutation PXA→XA1XA2
in the basis {|x〉}x∈XA that also splits the output into two subsystems XA1 and XA2 .
Then, she sendsXA2 to Bob, who finally performs a local isometry VXA2XBB→XB′XBBB1 .
After Alice applies the permutation, the state on XA1R is approximately given by
1XA1
|XA1 |
⊗ ρR and Bob holds a purification of this. But
1XA1
|XA1 |
⊗ ρR is the reduced state of
ρXB′XBBR ⊗ ΦEXA1B1 , and since all purifications are equivalent up to local isometries,
there exists an isometry VXA2XBB→XB′XBBB1 on Bob’s side that transforms the state
into ρXB′XBBR ⊗ ΦEXA1B1 . Figure 5.3.3 depicts this protocol.
More formally, let XA = XA1XA2 with
log |XA2 | =
⌈
log |XA| −Hmin(XA|R)ρ + 4 log 1
ε
⌉
. (5.92)
According to our results about permutation based strong classical min-entropy extrac-
tors against quantum side information in Section 4.1 (cf. Corollary 5.11), there exists
a permutation PXA→XA1XA2 such that we have for
σXA1XA2BR = PXA→XA1XA2 (ρXAXBBR) , (5.93)
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Figure 5.6: State merging of classically coherent states.
The protocol from the proof of Lemma 5.12 for state merging of a classically coherent
state on systems RXAXBB. The operation P is a permutation of states in the or-
thonormal basis {|x〉} of XA, and it also splits XA into two subsystems. The operation
V is an isometry guaranteed by Uhlmann’s theorem to complete the merging task,
while also generating entanglement between Alice and Bob.
that ∥∥∥∥σXA1R − 1XA1|XA1 | ⊗ ρR
∥∥∥∥
1
≤ ε2 . (5.94)
By an upper bound of the purified distance in terms of the trace distance (Lemma 2.3),
this implies σXA1R ≈ε
1XA1
|XA1 |
⊗ ρR. Alice applies this permutation PXA→XA1XA2 and
then sends XA2 to Bob; therefore
q =
⌈
log |XA| −Hmin(XA|R)ρ + 4 log 1
ε
⌉
. (5.95)
By Uhlmann’s theorem [Uhl76, Joz94] there exists an isometry VXA2XBB→XB′XBBB1
such that
P
(
σXA1R,
1XA1
|XA1 |
⊗ ρR
)
= P
(
VXA2XBB→XB′XBBB1(σXA1XA2XBBR),
ΦEXA1B1
⊗ ρXB′XBBR
)
. (5.96)
Hence, the entanglement gain is given by
e =
⌊
Hmin(XA|R)ρ − 4 log 1
ε
⌋
. (5.97)
Now, if ρXA has full rank, this is already what we want. In general log tr
[
ρ0XA
]
=
log |XAˆ| ≤ log |XA|. But in this case we can restrict XA to the subspace XAˆ on which
ρXA has full rank, i.e., those x for which px 6= 0.
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Definition 5.8 (State Splitting for classically coherent states). Consider a bipartite
scenario with parties Alice and Bob. Let ε > 0, and ρAXAXA′R ∈ V≤(HAXAXA′R)
be classically coherent on XAXA′ with respect to the basis {|x〉}x∈XAXA′ , where Alice
controls AXAXA′, and R is a reference system. Furthermore let Φ
E
A1B1
be a maximally
entangled state of Schmidt rank E shared between Alice and Bob. A quantum protocol E
is called an ε-error state splitting of ρAXAXA′R if it consists of applying local operations
at Alice’s side, sending q qubits from Alice to Bob, local operations at Bob’s side, and
it outputs a state ωAXAXBR = (E ⊗ IR)(ρAXAXA′R ⊗ ΦEA1B1) such that
ωAXAXBR ≈ε IXA′→XB (ρAXAXA′R) . (5.98)
The quantity q is called the quantum communication cost, and e = blogEc the entan-
glement cost.
Lemma 5.13. Let ε > 0, and ρAXAXA′R ∈ V≤(HAXAXA′R) be classically coherent
on XAXA′ with respect to the basis {|x〉}x∈XAXA′ . Then, there exists an ε-error state
splitting protocol for ρAXAXA′R with quantum communication cost
q =
⌈
H0(XA′)ρ −Hmin(XA′ |R)ρ + 4 log 1
ε
⌉
, (5.99)
and entanglement cost
e =
⌊
Hmin(XA′ |R)ρ − 4 log 1
ε
⌋
. (5.100)
Proof. We get the desired state splitting protocol by time-reversing the state merging
protocol of Lemma 5.12 and interchanging the roles of Alice and Bob. Figure 5.3.3(a)
depicts the state splitting protocol for classically coherent states. More precisely,
we first define an isometry VXA′2
XAA→XA′XAAA1 , analogously to VXA2XBB→XB′XBBB1
of (5.96) in the state merging protocol. Because all isometries are injective, we can
define an inverse of V acting on the image of V (which we denote by Im(V )). The
inverse is again an isometry and we denote it by V −1Im(V )→XA′2XAA
. The protocol starts
by measuring the AXAXA′A1 systems to decide whether ρAXAXA′ ⊗ ΦEA1 ∈ Im(V )
or not. If so, the protocol proceeds by applying the isometry V −1Im(W )→XA′2XAA
, but
otherwise the state is discarded and replaced with |0〉〈0|XA′2XAA. This step is necessary
because the output of merging is not exactly ρAXAXA′R. The next step is to send
XA′2 to Bob, who then applies the permutation P
−1
XA′2
B1→XB defined analogously to
PXA→XA1XA2 in (5.94). By the monotonicity of the purified distance, we get a state
that is ε-close to IXA′→XB (ρAXAXA′R).
If we are not concerned with the coherence of the registers XA and XB shared
between Alice and Bob, then the protocol given above (Lemma 5.13) also works if the
entanglement assistance and the quantum communication are replaced by the same
amount of shared randomness assistance and classical communication, respectively.
More precisely, we define the following.
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Figure 5.7: State splitting of classically coherent states.
(a) A simple protocol for state splitting obtained by time-reversing the state merging
protocol of Lemma 5.12 and interchanging the roles of Alice and Bob. (b) If it is not
necessary to maintain the quantum coherence of theX systems (if they can be dephased
to classical registers), then the state splitting protocol can exploit shared randomness
and classical communication instead of entanglement and quantum communication,
respectively.
Definition 5.9 (Classical state splitting of classically coherent states). Consider a bi-
partite system with parties Alice and Bob. Let ε > 0, and ρAXAXA′R ∈ V≤(HAXAXA′R)
be classically coherent on XAXA′ with respect to the basis {|x〉}x∈XAXA′ , where Alice
controls AXAXA′, and R is a reference system. Furthermore let Φ
S
XA1XB1
denote S
bits of shared randomness shared between Alice and Bob. A quantum protocol E is
called an ε-error classical state splitting of ρAXAXA′R if it consists of applying local
operations at Alice’s side, sending c bits from Alice to Bob, local operations at Bob’s
side, and it outputs a state ωAXAXBR = (E ⊗ IR)(ρAXAXA′R ⊗ Φ
S
XA1XB1
) such that
ωAXAXBR ≈ε
∑
x
〈x|ρAXAXA′R|x〉XA′ ⊗ |x〉〈x|XB . (5.101)
The quantity c is called the classical communication cost, and s = blogSc shared
randomness cost.
Using the achievability of state splitting of classically coherent states (Lemma 5.13)
we get the following.
Corollary 5.14. Let ε > 0, and ρAXAXA′R ∈ V≤(HAXAXA′R) be classically coherent
on XAXA′ with respect to the basis {|x〉}x∈XAXA′ . Then, there exists a classical ε-error
state splitting protocol for ρAXAXA′R with classical communication cost
c =
⌈
H0(XA′)ρ −Hmin(XA′ |R)ρ + 4 log 1
ε
⌉
, (5.102)
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and shared randomness cost
s =
⌊
Hmin(XA′ |R)ρ − 4 log 1
ε
⌋
. (5.103)
Proof. Note that it is sufficient to find a protocol for state splitting of classically
coherent states (as in Definition 5.8) that only works up to random phase flips on
the XB register. These random phase flips then commute with the action of the
permutation that takes systems B1 and XA′2 to XB. Thus, if we use the protocol for
state splitting of classically coherent states described before (Lemma 5.13), random
phase flips on XB are the same as random phase flips on XA′2B1 before the permutation
P−1XA′2B1→XB
is applied. Since random phase flips on B1 just transform the maximally
entangled state ΦA1B1 to shared randomness ΦXA1XB1 of the same size (with the
relabeling of A1B1 to XA1XB1), and they dephase the quantum system XA′2 to a
classical system, the protocol of Lemma 5.13 also works for classical state splitting of
classically coherent states.
Note that the above idea is similar to how Hsieh et al. recovered the Holevo-
Schumacher-Westmoreland coding theorem for classical communication from a proto-
col for entanglement-assisted classical communication [HDW08], simply by dephasing
shared entanglement to common randomness and replacing random unitaries with ran-
dom permutations.
However, the classical communication cost of this protocol is not good enough (for
the general one-shot case considered here). To improve this, we use the same idea
as in our proof of the quantum reverse Shannon theorem (Section 5.2). However,
there is no entanglement spread problem here because shared randomness can just be
conditionally diluted (in contrast to entanglement). The following lemma is the crucial
ingredient for the proof of our main result in this section: universal measurement
compression (Theorem 5.17).
Theorem 5.15. Let ε, ε′ > 0, and ρAXAXA′R ∈ V(HAXAXA′R) be classically coherent
on XAXA′ with respect to the basis {|x〉}x∈XAXA′ . Then, there exists a classical (ε +
ε′ +
√
12ε′ + |XA′ |−1)-error state splitting protocol for ρAXAXA′R with
c ≤ Iε′max(XA′ : R)ρ + 4 log
1
ε
+ 4 + log log |XA′ | , (5.104)
c+ s ≤ Hε′max(XA′)ρ + 2 log
1
ε′
+ log log |XA′ | , (5.105)
where c denotes the classical communication cost, and s the shared randomness cost.
Proof. The idea for the protocol is as follows. Let ρAXAXA′R = |ρ〉〈ρ|AXAXA′R with
|ρ〉AXAXA′R =
∑
x
√
px · |xx〉XAXA′ ⊗ |ρx〉AR . (5.106)
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First, in our proof, we disregard all the x with px ≤ |XA′ |−2. This introduces an error
|XA′ |−1, but the error at the end of the protocol is still upper bounded by |XA′ |−1 due
to the monotonicity of the purified distance. As the next step, we let Alice perform
a measurement WXA′→XA′YA with roughly 2 · log |XA′ | measurement outcomes in the
basis {|x〉}x∈XA′ . That is, the state after the measurement is of the form
ωAXAXA′RYA =
∑
y
qy · ρyAXAXA′R ⊗ |y〉〈y|YA , (5.107)
where the index y indicates which measurement outcome occurs, qy denotes its proba-
bility, and ρyAXAXA′R
is the corresponding post-measurement state. Then, conditioned
on the index y, we use the classical state splitting protocol for classically coherent
states from Lemma 5.14 for each state ρyAXAXA′R
, and denote the corresponding clas-
sical communication cost and shared randomness cost by cy and sy, respectively. The
total amount of classical communication we need for this is given by maxy cy, plus the
amount needed to send the register YA (which is of order log log |XA′ |). The sum cost
is given by maxy cy + sy (along with the amount for sending YA). This completes the
description of the classical state splitting protocol for ρAXAXA′R. All that remains to
do is to bring the expression for the classical communication cost and the sum cost
into the right form. In the following, we describe the proof in detail.
Let Q = d2 · log |XA′ | − 1e, Y = {0, 1, . . . , Q, (Q + 1)} and let {T yXA′}y∈Y be a
collection of projectors on XA′ defined as
TQ+1XA′
=
∑
x
0≤px≤2−2 log |XA′ |
|x〉〈x|XA′ , TQXA′ =
∑
x
2−2 log |XA′ |≤px≤2−Q
|x〉〈x|XA′ , (5.108)
and for y = 0, 1, . . . , (Q− 1) as
T yXA′
=
∑
x
2−(y+1)≤px≤2−y
|x〉〈x|XA′ . (5.109)
These define a measurement
WXA′→XA′YA(·) =
∑
y∈Y
T yXA′
(·)T yXA′ ⊗ |y〉〈y|YA , (5.110)
where the vectors |y〉YA form an orthonormal basis, and YA is at Alice’s side. Further-
more let
qy = tr
[
T yXA′
ρXA′
]
,
ρyAXAXA′R
= q−1y · T yXA′ρAXAXA′RT
y
XA′
, (5.111)
and define the sub-normalized state
ρ¯AXAXA′R =
Q∑
y=0
qy · ρyAXAXA′R . (5.112)
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We have
P (ρ¯AXAXA′R, ρAXAXA′R) =
√
1− F 2(ρ¯AXAXA′R, ρAXAXA′R)
≤
√√√√1− ( Q∑
y=0
qy
)2 ≤ qQ+1 ≤ |XA′ | · 2−2 log |XA′ | = |XA′ |−1 .
(5.113)
We proceed by defining the operations that we need for the classical state splitting
protocol for ρ¯AXAXA′R. We want to use the ε-error classical state splitting protocol
from Corollary 5.14 for each ρyAXAXA′R
. For y = 0, 1, . . . , Q this protocol has a classical
communication cost
cy ≤ H0(XA′)ρy −Hmin(XA′ |R)ρy + 4 log 1
ε
+ 1 , (5.114)
and sum cost
cy + sy ≤ H0(XA′)ρy , (5.115)
where sy denotes the shared randomness cost.
For XA1 on Alice’s side, XB1 on Bob’s side, and XAy1 , XB
y
1
2sy -dimensional sub-
spaces of XA1 , XB1 respectively, the classical state splitting protocol from Corol-
lary 5.14 has basically the following form: apply some isometry VAXA′XAXAy1
→AX(A′2)yXA
on Alice’s side, send X(A′2)y from Alice to Bob (relabel it to XB
y
2
), and then apply some
isometry UX
B
y
1
X
B
y
2
→B on Bob’s side. As the next ingredient, we define the operations
that supply the shared randomness of size sy. For y = 0, 1, . . . , Q, let SX
A
y
1
and
SX
B
y
1
be the local operations at Alice’s and Bob’s side respectively, that put shared
randomness of size sy on XAy1XB
y
1
.
We are now ready to put the steps together and give the protocol for classical
state splitting of ρ¯AXAXA′R (depicted in Figure 5.3.3). Alice applies the measurement
WXA′→XA′YA from (5.110) followed by
SA1YA =
Q∑
y=1
SX
A
y
1
⊗ |y〉〈y|YA , (5.116)
and the isometry
VAXAXA′XA1YA→AXA′2XAYA
=
Q∑
y=0
VAXAXA′XAy1
→AX(A′2)yXA
⊗ |y〉〈y|YA . (5.117)
Afterwards she sends XA′2 and YA, that is
c ≤ max
y
[H0(XA′)ρy −Hmin(XA′ |R)ρy ] + 4 log 1
ε
+ 1 + log d2 · log |XA′ |e (5.118)
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Figure 5.8: Optimal classically coherent state splitting.
Our final one-shot protocol for state splitting that achieves the smooth max-
information rate of Theorem 5.15.
bits to Bob (and we now rename XA′2 to XB2 and YA to YB). Then Bob applies
SB1YB =
Q∑
y=1
SBy1 ⊗ |y〉〈y|YB , (5.119)
followed by the isometry
UXB1XB2YB→XBYB =
Q∑
y=0
UX
B
y
1
X
B
y
2
→XB ⊗ |y〉〈y|YB . (5.120)
We obtain a sub-normalized state
σAXAXBRYB =
Q∑
y=0
qy · ρ˜yAXAXBR ⊗ |y〉〈y|YB , (5.121)
with ρ˜yAXAXBR ≈ε IXA′→XB (ρ
y
AXAXA′R
) for y = 0, 1, . . . , Q. By the (quasi) convexity
of the purified distance in its arguments (Lemma D.1), and the monotonicity of the
purified distance (Lemma 2.4), we have
σAXAXBR ≈ε IXA′→XB (ρ¯AXAXA′R) . (5.122)
Hence, we have shown the existence of an ε-error classical state splitting protocol for
ρ¯AXAXA′R with classical communication cost as in (5.118). But by the monotonicity of
the purified distance, and the triangle inequality for the purified distance, this implies
the existence of an
(
ε+ |XA′ |−1
)
-error classical state splitting protocol for ρAXAXA′R,
with the same classical communication cost as in (5.118).
We now proceed by simplifying (5.118). We have H0(XA′)ρy ≤ Hmin(XA′)ρy + 1
for y = 0, 1, . . . , Q as can be seen as follows,
2−(y+1) ≤ λmin(qy · ρyXA′ ) ≤ rank
−1
(
qy · ρyXA′
)
≤ λ1
(
qy · ρyXA′
)
≤ 2−y , (5.123)
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where λmin(ρ
y
XA′
) denotes the smallest non-zero eigenvalue of ρyXA′
. Thus,
rank
(
qy · ρyXA′
)
≤ 2y+1 = 2y · 2 ≤ λ1
(
qy · ρyXA′
)−1 · 2 , (5.124)
and this is equivalent to the claim. Hence, we get an (ε+ |XA′ |−1)-error classical state
splitting protocol for ρAXAXA′R with classical communication cost
c ≤ max
y
(
Hmin(XA′)ρy −Hmin(XA′ |R)ρy
)
+ 4 log
1
ε
+ 2 + log d2 · log |XA′ |e
≤ max
y
(
Hmin(XA′)ρy −Hmin(XA′ |R)ρy
)
+ 4 log
1
ε
+ 4 + log log |XA′ | . (5.125)
Using a lower bound for the max-information in terms of min-entropies (Lemma A.8),
and the behavior of the max-information under projective measurements (Corollary
A.11) this simplifies to
c ≤ max
y
Imax(XA′ : R)ρy + 4 log
1
ε
+ 4 + log log |XA′ |
≤ Imax(XA′ : R)ρ + 4 log 1
ε
+ 4 + log log |XA′ | . (5.126)
Furthermore, it easily seen from (5.115) that
c+ s ≤ H0(XA′)ρ + 2 + log log |XA′ | . (5.127)
As the last step, we reduce the classical communication and shared randomness cost
by smoothing the max-information and the Re´nyi zero-entropy in (5.126) and (5.127),
respectively. For that, we do not apply the protocol as described above to the state
ρAXAXA′R, but pretend that we have another classically coherent (sub-normalized)
state ρ¯AXAXA′R that is (
√
12ε′ + ε′)-close to ρAXAXA′R, and then apply the protocol
for ρ¯AXAXA′R. By the monotonicity of the purified distance (Lemma 2.4) the additional
error term from this is upper bounded by
√
12ε′ + ε′, and by the triangle inequality
for the purified distance this results in a total accuracy of ε + ε′ +
√
12ε′ + |XA′ |−1.
We now proceed by defining ρ¯AXAXA′R. Let ρ˜XA′R ∈ Bε
′
(ρXA′R) such that
Iε
′
max(XA′ : R)ρ = Imax(XA′ : R)ρ˜ . (5.128)
Furthermore, since the Re´nyi zero-entropy can be smoothed by applying a projection
and is equivalent to the smooth max-entropy (Lemma A.23), there exists ΠXA′ ∈
P(XA′) with ΠXA′ ≤ 1XA′ such that
H2ε
′
max(XA′)ρ˜ + 2 log
1
2ε′
≥ H0(XA′)ρ¯ , (5.129)
with ρ¯XA′ = ΠXA′ ρ˜XA′ΠXA′ ∈ B
√
12ε′(ρ˜XA′ ) classical with respect to the basis {|x〉}x∈XA′ .
By the properties of the purified distance [Tom12, Chapter 3], there exists a purification
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ρ¯AXAXA′R ∈ B
√
12ε′+ε′(ρAXAXA′R) that is coherently classical on XAXA′ with respect
to the basis {|x〉}x∈XAXA′ . Applying the protocol for this state ρ¯AXAXA′R, the classi-
cal communication cost (5.126) becomes by the monotonicity of the max-information
under projections (Lemma A.18) and (5.128),
c ≤ Iε′max(XA′ : R)ρ + 4 log
1
ε
+ 4 + log log |XA′ | , (5.130)
and by (5.129) the sum cost (5.127) becomes
c+ s ≤ Hε′max(XA′)ρ + 2 log
1
ε′
+ log log |XA′ | . (5.131)
For completeness we also state a converse for the classical communication cost of
classical state splitting of classically coherent states.
Theorem 5.16. Let ε ≥ 0, ε′ > 0, and ρAXAXA′R ∈ V≤(HAXAXA′R) be classically
coherent on XAXA′ with respect to the basis {|x〉}x∈XAXA′ . Then, the classical com-
munication cost for any ε-error classical state splitting protocol for ρAXAXA′R is lower
bounded by1
c ≥ Iε+ε′max (XA′ : R)ρ − log
(
8
ε′2
+ 2
)
. (5.132)
Proof. We have a look at the correlations between Bob and the reference by analyzing
the max-information that Bob has about the reference. At the beginning of any pro-
tocol, there is no register at Bob’s side correlated with the reference and therefore the
max-information that Bob has about the reference is zero. Since back communication
is not allowed, we can assume that the protocol for state splitting has the following
form: applying local operations at Alice’s side, sending bits from Alice to Bob and
then applying local operations at Bob’s side. Local operations at Alice’s side have no
influence on the max-information that Bob has about the reference. By sending c bits
from Alice to Bob, the max-information that Bob has about the reference can increase,
but at most by c (Corollary A.14). By applying local operations at Bob’s side the max-
information that Bob has about the reference can only decrease (Lemma A.7). So the
max-information that Bob has about the reference is upper bounded by c. Therefore,
any state ωXBR at the end of a state splitting protocol must satisfy Imax(R : XB)ω ≤ c.
But we also need ωXBR ≈ε ρXBR = IXA′→XB (ρXA′R) by the definition of ε-error state
splitting (Definition 5.9). Using the definition of the smooth max-information, and that
the smooth max-information is approximately symmetric (Lemma 2.11), we obtain the
bound in the statement of the theorem.
1We do not mention the required shared randomness (or entanglement) resource, since the state-
ment holds independently of it.
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5.3.4 Main Theorem
In this section, we establish our main result: universal measurement compression.
Theorem 5.17 characterizes the trade-off between shared randomness and classical
communication required for the feedback case, and Theorem 5.20 characterizes the
trade-off between shared randomness and classical communication required for the
non-feedback case.
Definition 5.10 (One-shot measurement compression). Consider a bipartite system
with parties Alice and Bob. Let δ ≥ 0, and M : B(HA) → B(HX) be a quantum-
classical channel, with quantum input A and classical output X. A quantum protocol
P is a one-shot feedback / non-feedback measurement compression for M with error δ
if it consists of using s bits of shared randomness, applying local operations at Alice’s
side, sending c classical bits from Alice to Bob, applying local operations at Bob’s side,
and for the non-feedback case1
‖P −M‖♦ ≤ δ , (5.133)
or for the feedback case
‖P −∆ ◦M‖♦ ≤ δ , (5.134)
where ∆ : B(HX)→ B(HXA)⊗ B(HXB ) is a classical copying map,
∆(σ) =
∑
x
〈x|σ|x〉 |x〉〈x|XA ⊗ |x〉〈x|XB , (5.135)
ensuring that both Alice and Bob obtain the measurement outcome. The quantity c is
called the classical communication cost, and s is the shared randomness cost.
Definition 5.11 (Universal measurement compression). Let M : B(HA)→ B(HX) be
a quantum-classical channel. An asymptotic feedback/non-feedback measurement com-
pression for M is a sequence of one-shot feedback / non-feedback measurement com-
pressions Pn for M⊗n with error δn, such that limn→∞ δn = 0. The classical commu-
nication rate is lim supn→∞
log cn
n and the shared randomness rate is lim supn→∞
log sn
n
(where cn and rn denote the corresponding costs for the one-shot feedback / non-
feedback measurement compressions).
Feedback Measurement Compression. Even though the feedback simulation can
be understood as a special case of the non-feedback simulation (as seen later), we start
with the feedback simulation because its proof is more transparent and less involved.
1If we state the task of measurement compression as being that a verifier who is given the reference
system and classical output should not be able to distinguish the true channel from the simulation
(as we do in Section 5.3.1), then we should also demand then the common randomness and classical
communication is private from the verifier.
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Theorem 5.17. Let M : B(HA) → B(HX) be a quantum-classical channel. Then,
there exist asymptotic feedback measurement compressions for M if and only if the
classical communication rate C and shared randomness rate S lie in the following rate
region1
C ≥ max
ρ
I(X : R)(M⊗I)(ρ) , (5.136)
C + S ≥ max
ρ
H(X)M(ρ) , (5.137)
where ρAR ∈ V(HAR) is a purification of the input state ρA ∈ S(HA). Or equivalently,
for a given shared randomness rate S, the optimal rate of classical communication is
equal to
C(S) = max
{
max
ρ
I(X : R)(M⊗I)(ρ), max
ρ
H(X)M(ρ) − S
}
. (5.138)
In particular, when sufficient shared randomness is available, the rate of classical com-
munication is given by
C(∞) = max
ρ
I(X : R)(M⊗I)(ρ) . (5.139)
Proof. We first show that the right-hand side of (5.136) is a lower bound for the clas-
sical communication rate, and that (5.137) is a lower bound for the sum rate (Proposi-
tion 5.18). Then we show that these lower bounds can be achieved (Proposition 5.19).
The general rate trade-off in (5.136)-(5.137) and (5.138) immediately follows, since any
fraction of the shared randomness used can always be thought of as being created by
classical communication.
Proposition 5.18. Let M : B(HA)→ B(HX) be a quantum-classical channel. Then,
we have for any asymptotic measurement compression for M that
C ≥ max
ρ
I(X : R)(M⊗I)(ρ) , (5.140)
C + S ≥ max
ρ
H(X)M(ρ) , (5.141)
where ρAR ∈ V(AR) is a purification of the input state ρA ∈ S(A).
Proof. This follows from the converse for the case of a fixed iid source [Win04, Theorem
8], since the asymptotic measurement compressions must in particular work for any
fixed IID input state ρ⊗nA (for n→∞).2
1Note that the two maxima in (5.136) and (5.137) can be achieved for different states.
2To see this explicitly cf. [WHBH12, Section 2.4].
128
5.3 Universal Measurement Compression
Proposition 5.19. Let M : B(HA) → B(HX) be a quantum to classical channel.
Then, there exist asymptotic feedback measurement compressions for M with
C ≤ max
ρ
I(X : R)(M⊗I)(ρ) , (5.142)
C + S ≤ max
ρ
H(X)M(ρ) , (5.143)
where ρAR ∈ V(AR) is a purification of the input state ρA ∈ S(A).
Proof. We show the existence of a sequence of one-shot feedback measurement com-
pressions Pn for M⊗n with asymptotically vanishing error δn, a classical communica-
tion rate cnn as in (5.142), and a shared randomness rate
sn
n such that the sum rate
becomes as in (5.143). Without loss of generality, we choose Pn to be permutation
covariant.1 The post-selection technique for quantum channels (Proposition B.1) then
applies and upper bounds the error by
δn = ‖M⊗nA→XAXB − PnAn→XnAXnB‖♦
≤ (n+ 1)|A|2−1 · ‖((M⊗nA→XAXB − PnAn→XnAXnB )⊗ I
⊗n
R ⊗ IR′(ζnARR′)‖1 , (5.144)
where ζnARR′ is a purification of the de Finetti state ζ
n
AR =
∫
ψ⊗nAR d(ψAR) with ψAR ∈
V(HAR), A ∼= R and d(·) the measure on the normalized pure states on HAR induced
by the Haar measure on the unitary group acting on HAR, normalized to
∫
d(·) = 1.
Hence, it is sufficient to consider simulating the measurement on a purification of the
de Finetti state
ωnXAXBRR′ =
(M⊗nA→XAXB ⊗ I⊗nR ⊗ IR′) (ζnARR′) , (5.145)
up to an error o
(
(n+ 1)1−|A|2
)
in trace distance, for an asymptotic simulation cost
smaller than in (5.142) and (5.143). For this, we consider a local Stinespring dilation
UA→EXAXA′ of the measurementMA→XAXA′ at Alice’s side, followed by classical state
splitting of the resulting classically coherent state (Theorem 5.15). As mentioned
above, this map can be made permutation invariant. Let UAn→EnXnAXnA′ = U
⊗n
A→EXAXA′
and
ωEnXnAX
n
A′R
nR′ = UAn→EnXnAXnA′ (ζ
n
ARR′) . (5.146)
For fixed εn > 0, Theorem 5.15 then assures that the classical state splitting protocol
outputs a state which is
4 · εn + 4
√
2εn + 2 · |XA′ |−n (5.147)
1By the same argument as in the proof of the quantum reverse Shannon theorem (Section 5.2.3),
every protocol can be made permutation covariant. To start with, Alice applies a random permutation
pi on the input system chosen according to some shared randomness. This is then followed by the
original protocol (which might not yet be permutation covariant), and Bob who undoes the permutation
by applying pi−1 on the output system. The shared randomness cost of this procedure can be kept
sub-linear in n by using randomness recycling as discussed in [BDH+09, Section IV. D].
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close to (5.145) in trace distance,1 for a classical communication cost
cn ≤ Iεnmax(XA′ : RR′)ω + 4 log
1
εn
+ 4 + log log |XA′ |+ log n , (5.148)
and a sum cost
cn + sn ≤ Hεnmax(XA′)ω + 2 log
1
εn
+ log log |XA′ |+ log n , (5.149)
where the last two terms on the right in each of the above expressions come from the
fact that log log |XA′ |n = log log |XA′ |+log n. We now analyze the asymptotic behavior
of (5.148) and (5.149). By a dimension upper bound for the smooth max-information
(Lemma A.12), and the fact that we can assume |R′| ≤ (n+1)|A|2−1 (Proposition B.1),
we get
cn ≤ Iεnmax(XA′ : R)ω + 2 · log
(
(n+ 1)|A|
2−1
)
+ 4 log
1
εn
+ 4 + log log |XA′ |+ log n .
(5.150)
By a corollary of Carathe´odory’s theorem (Corollary B.3), we write
ζnAR =
∑
i∈I
pi · (σiAR)⊗n , (5.151)
where σiAR ∈ V(HAR), I = {1, 2, . . . , (n + 1)2|A||R|−2}, and {pi}i∈I a probability dis-
tribution. Using a quasi-convexity property of the smooth max-information (Lemma
A.16), and for
χ = 2 · log
(
(n+ 1)|A|
2−1
)
+ 4 log
1
εn
+ 4 + log log |XA′ |+ log n , (5.152)
we obtain
cn ≤ Iεnmax(XA′ : R)(M⊗n⊗I)(∑i pi(σi)⊗n) + χ
≤ max
i∈I
Iεnmax(XA′ : R)[(M⊗I)(σi)]⊗n + log
(
(n+ 1)2|A||R|−2
)
+ χ
≤ max
ρ
Iεnmax(XA′ : R)[(M⊗I)(ρ)]⊗n + log
(
(n+ 1)2|A||R|−2
)
+ χ , (5.153)
where the last maximum ranges over all ρAR ∈ V(HAR). From the asymptotic equipar-
tition property for the smooth max-information (Lemma A.17) we obtain
cn ≤ n ·max
ρ
I(XA′ : R)(M⊗I)(ρ) +
√
n · ξ(εn)− 2 log ε
2
n
24
+ log
(
(n+ 1)2|A||R|−2
)
+ χ ,
(5.154)
1The trace distance is upper bounded by two times the purified distance (Lemma 2.3).
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where ξ(εn) = 8
√
13− 4 · log εn · (2 + 12 · log |A|). By choosing
εn = (n+ 1)
4(1−|A|2) , (5.155)
we get an asymptotic classical communication cost of
c = lim sup
n→∞
cn
n
≤ max
ρ
I(XA′ : R)(M⊗I)(ρ) , (5.156)
for a vanishing asymptotic error (5.144), (5.147), (5.155),
lim sup
n→∞
δn ≤ lim sup
n→∞
((
4 · (n+ 1)4(1−|A|2) + 4
√
2 · (n+ 1)2(1−|A|2) + 2 · |XA′ |−n
)
· (n+ 1)|A|2−1
)
= 0 . (5.157)
Furthermore, we estimate the asymptotic behavior of the sum cost (5.149) by us-
ing (5.151) and a quasi-convexity property of the smooth max entropy (Lemma A.22).
For χ′ = 2 · log 1εn + log log |XA′ |+ log n we get
cn + sn ≤ max
i
Hεnmax(XA′)M(σi)⊗n + log
(
(n+ 1)2|A||R|−2
)
+ χ′
≤ max
ρ
Hεnmax(XA′)M(ρ)⊗n + log
(
(n+ 1)2|A||R|−2
)
+ χ′ , (5.158)
where ρA ∈ S(HA). By the asymptotic equipartition property for the smooth max-
entropy (Lemma 2.10), we arrive at
cn + sn ≤ max
ρ
Hεn/2max (XA′)M(ρ)⊗n + 2 log
8
ε2n
+ log
(
(n+ 1)2|A||R|−2
)
+ χ′
≤ n ·max
ρ
H(XA′)M(ρ) +
√
n · 4
√
1− 2 log εn
2
· (2 + 1
2
· log |XA′ |)
+ 2 log
8
ε2n
+ log
(
(n+ 1)2|A||R|−2
)
+ χ′ , (5.159)
where ρA ∈ S(HA). By employing (5.155), we get for the asymptotic limit
c+ s = lim sup
n→∞
1
n
(cn + sn) ≤ max
ρ
H(XA′)M(ρ) , (5.160)
where ρA ∈ S(HA).
Non-Feedback Measurement Compression. The non-feedback case is as follows.
Theorem 5.20. Let M : B(HA) → B(HX) be a quantum-classical channel. Then,
there exist asymptotic non-feedback measurement compressions for M if and only if
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the classical communication rate C and shared randomness rate S lie in the rate region
given by the union of the following regions
C ≥ max
ρ
I(W : R)β , (5.161)
C + S ≥ max
ρ
I(W : XR)β , (5.162)
where the state βWXR has the form,
βWXR =
∑
w,x
qx|w · |w〉〈w|W ⊗ |x〉〈x|X ⊗ trA
[
(Nw ⊗ I)(ρAR)
]
, (5.163)
ρAR ∈ V(HAR) is a purification of the input state ρA ∈ S(HA), and the union is with
respect to all decompositions of the measurementM in terms of internal measurements
N = {Nw} and conditional post-processing distributions qx|w, that is,
N :
∑
x,w
qx|w · Nw =M . (5.164)
Or equivalently, for a given shared randomness rate S, the optimal rate of classical
communication is equal to
C(S) = min
N :∑x,w qx|wNw=Mmax
{
max
ρ
I(W : R)β, max
ρ
I(W : XR)β − S
}
. (5.165)
By the data processing inequality for the mutual information I(W : R)β ≥ I(X :
R)M(ρ), and hence, the classical communication cost can only increase compared to
a feedback simulation (Theorem 5.17). But if the savings in common randomness
consumption are larger than the increase in classical communication, then there is an
advantage to performing a non-feedback simulation. It follows from the considerations
in [MM90, WHBH12] that the rate trade-offs (5.138) and (5.165) become identical if
and only if the elements of the measurement to simulate are all rank-one operators.
Proof. We see from the converse for the case of a fixed iid source [WHBH12, Theorem
9], that the right-hand side of (5.161) is a lower bound for the classical communication
rate, and that (5.162) is a lower bound for the sum rate. This is because the asymptotic
non-feedback measurement compression must in particular work for any fixed iid input
state ρ⊗nA (for n → ∞). As the next step we show that these lower bounds can be
achieved. The general rate trade-off in (5.161)-(5.162) and (5.165) then immediately
follows, since any fraction of the shared randomness used can always be thought of as
being created by classical communication.
The idea for the achievability is as follows. Given a particular decomposition
N : ∑x,w qx|w · Nw = M as stated above, Alice and Bob just use a feedback mea-
surement compression protocol (as in the proof of Theorem 5.17) to simulate the
measurement N = {Nw}. This is followed by a local simulation of the classical map
qx|w at no cost at Bob’s side. Finally, Alice and Bob can use randomness recycling
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to extract Hmin(W |RX)β bits of shared randomness back [BDH+09]. In the one-shot
case, this leads to a classical communication cost of Imax(W : R)β, and a sum cost
Imax(W : RX)β. For technical reasons, we smooth the states using typical projectors
(see Appendix C for background on typical projectors) and arrive at the rates given
in the statement of the theorem.
Let {qx|w, Nω} be a fixed decomposition of M. As in the feedback case (Theo-
rem 5.17) we employ the post-selection technique (Proposition B.1) to upper bound
the error for one-shot non-feedback compressions Pn for M⊗n by
δn = ‖M⊗nA→XB − PnA→XB‖♦
≤ (n+ 1)|A|2−1 · ‖((M⊗nA→XB − PnA→XB )⊗ I⊗nR ⊗ IR′(ζnARR′)‖1 , (5.166)
where ζnARR′ is a purification of the de Finetti state ζ
n
AR =
∫
ψ⊗nAR d(ψAR) with ψAR ∈
V(HAR), A ∼= R and d(·) the measure on the normalized pure states on HAR induced
by the Haar measure on the unitary group acting on HAR, normalized to
∫
d(·) = 1.
Hence, it is sufficient to consider simulating the measurement M⊗n on a purification
of the de Finetti state
ωnXBRR′ =
(M⊗nA→XB ⊗ I⊗nR ⊗ IR′) (ζnARR′) , (5.167)
up to an error o
(
(n+ 1)1−|A|2
)
in trace distance, for an asymptotic simulation cost
smaller than in (5.161) and (5.162). For this, the idea is to consider a local Stinespring
dilation VA→EWAWA′ of the measurement NA→WAWA′ at Alice’s side, followed by clas-
sical state splitting of the resulting classically coherent state (along Theorem 5.15).
Let V nA→EWAWA′ = V
⊗n
A→EWAWA′ and
ωnEWAWA′RR′ = V
n
A→EWAWA′ (ζ
n
ARR′) . (5.168)
However, Alice and Bob will not execute the protocol with respect to the state
ωnEWAWA′RR′
directly, but they will do so with respect to another pure, sub-normalized
state γ¯nEWAWA′RR′
that is also coherently classical on WAWA′ with respect to the basis
{|w〉}w∈WA , and such that
‖γ¯nEWAWA′RR′ − ω
n
EWAWA′RR′‖1 ≤ εn , (5.169)
for some εn > 0. By a corollary of Carathe´odory’s theorem (Corollary B.3), we write
ζnAR =
∑
i∈I
pi · (σiAR)⊗n , (5.170)
where σiAR ∈ V(HAR), I = {1, 2, . . . , (n+ 1)2|A||R|−2}, and {pi}i∈I a probability distri-
bution. From this, we define
γi,nEWAWA′R
=
(
(VA→EWAWA′ ⊗ IR)(σiAR)
)⊗n
, (5.171)
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as well as its reduction as a classical-quantum state γi,nWAR on the systems W
n
A′R
n
γi,nWAR =
∑
wn
pWn|i(wn|i) |wn〉〈wn|Wn
A′
⊗ γi,wnRn , (5.172)
for some distribution pWn|i(wn|i). On this state, we act with typical projectors to
flatten its spectrum, defining the projected state γ¯i,nWAR as follows
γ¯i,nWAR =
∑
wn
pWn|i(wn|i) ΠW
n|i
δ |wn〉〈wn|WnA′ Π
Wn|i
δ ⊗Πnγi,δ Πnγi,wn ,δ γi,w
n
Rn Π
n
γi,wn ,δ Π
n
γi,δ ,
(5.173)
where Π
Wn|i
δ is a typical projector corresponding to the distribution pWn|i(w
n|i),
Πn
γi,wn ,δ
is a conditionally typical projector corresponding to the conditional state γi,w
n
on the system Rn, and Πn
γi,δ
is a typical projector corresponding to the state γi,nR (see
Appendix C for details of typical projectors). It follows from the properties of typical
projectors that the projected state γ¯i,nWAR becomes arbitrarily close in trace distance to
the original state γi,nWAR,
‖γi,nWAR − γ¯
i,n
WAR
‖1 ≤ ε
2
n
4
, (5.174)
for some εn > 0, and sufficiently large n. The equivalence of the trace distance and
the purified distance (Lemma 2.3) together with Uhlmann’s theorem then imply the
existence of some sub-normalized pure state γ¯i,nEWAWA′R
such that
P (γi,nEWAWA′R
, γ¯i,nEWAWA′R
) ≤ εn
2
. (5.175)
Hence, we get by (5.170) and (5.168) that
γ¯nEWAWA′R =
∑
i∈I
pi · γ¯i,nEWAWA′R (5.176)
is εn/2-close to ω
n
EWAWA′R
in purified distance. By features of the purified dis-
tance [Tom12, Chapter 3], and the equivalence of the trace distance and the puri-
fied distance (Lemma 2.3), we then get that there exists an extension γ¯nEWAWA′RR′
of
γ¯nEWAWA′R
with the desired properties such that (5.169) holds.
Alice and Bob will now act with a classical state splitting protocol for WAWA′ with
respect to the classically coherent state γ¯nEWAWA′RR′
. However, we do not directly use
our result about classical state splitting (Theorem 5.15), but go for a non-smooth
version that is implicit in the proof of Theorem 5.15. It follows from (5.126) that
for an (εn + |WA′ |−n)-error (in purified distance) classical state splitting protocol for
WAWA′ , a classical communication cost
cn ≤ max
y
Imax(WA′ : RR
′)γ¯n,y + 4 log
1
εn
+ 4 + log log |WA′ |+ log n (5.177)
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is achievable, and it follows from (5.115)/(5.127) that the sum cost becomes
cn + sn ≤ max
y
H0(WA′)γ¯n,y + 2 + log log |WA′ |+ log n , (5.178)
where the measurement outcomes y are with respect to the pre-processing measure-
ment defined in (5.110). This provides Bob with the measurement outcomes of N for
the fixed de Finetti type input state ζARR′ , and a total error of (3 · εn + 2 · |WA′ |−n)
in trace distance.1 A local simulation of the classical map qxn|wn at no cost at Bob’s
side then provides Bob with the measurement outcomes of M as desired (again for
the fixed de Finetti type input state ζARR′ and the same error). However, the sum
cost of this non-feedback measurement simulation can be reduced by invoking an addi-
tional randomness recycling step. We do this by applying, conditioned on y, a strong
classical min-entropy extractor on W against the (quantum) side information XRR′
(Corollary 5.11), and this lowers the sum cost to
cn + sn ≤ max
y
(
H0(WA′)γ¯n,y −Hmin(WA′ |RR′XA′)γ¯n,y
)
+ 4 log
1
εn
+ 2 + log log |WA′ | , (5.179)
for an additional error εn in trace distance, leading to a total error of
(4 · εn + 2 · |WA′ |−n) (5.180)
in trace distance. The min-entropy extractor is performed with respect to the following
typical projected state, in order to increase the amount of randomness that can be
extracted
γ¯i,nXWAR =
∑
wn,xn
q (xn|wn) pWn|i(wn|i) ΠX
n|Wn,i
δ |xn〉〈xn|Xn ΠX
n|Wn,i
δ ⊗
Π
Wn|i
δ |wn〉〈wn|WnA′ Π
Wn|i
δ ⊗Πnγi,δ Πnγi,wn ,δ γi,w
n
Rn Π
n
γi,wn ,δ Π
n
γi,δ . (5.181)
In the rest of the proof we bring the classical communication cost (5.177) and the sum
cost (5.179) into the right form, and show that the asymptotic error for the measure-
ment simulation (5.166) becomes zero. By the behavior of the max-information under
projective measurements (Corollary A.11), a dimension upper bound for the max-
information (Lemma A.12), the fact that we can assume |R′| ≤ (n + 1)|A|2−1 (Propo-
sition B.1), and a quasi-convexity property of the max-information (Lemma A.16), we
get
cn ≤ max
i∈I
Imax(WA′ : R)γ¯i,n + χ , (5.182)
where
χ = 2 · log
(
(n+ 1)|A|
2−1
)
+ log
(
(n+ 1)2|A||R|−2
)
+ 4 log
1
εn
+ 4
+ log log |WA′ |+ log n . (5.183)
1The trace distance is upper bounded by two times the purified distance (Lemma 2.3).
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By an upper bound on the max-information (Lemma A.8), and a lower bound on the
conditional min-entropy (Lemma A.21), this can be estimated to be
cn ≤ max
i∈I
(
HR(WA′)γ¯i,n −Hmin(WA′R)γ¯i,n +H0(R)γ¯i,n
)
+ χ . (5.184)
By (5.173), as well as the definition of typical projectors (Appendix C), we get
cn ≤ n ·max
i∈I
(
H(WA′)γi −H(WA′R)γi +H(R)γi
)
+ 5ncδ + χ
≤ n ·max
ρ
(
H(WA′)N (ρ) −H(WA′R)(N⊗I)(ρ) +H(R)ρ
)
+ 5ncδ + χ , (5.185)
where ρAR ∈ V(HAR).
By choosing
εn = (n+ 1)
4(1−|A|2) , (5.186)
we finally get an asymptotic classical communication cost of
c = lim sup
n→∞
cn
n
≤ max
ρ
I(WA′ : R)β , (5.187)
where ρAR ∈ V(HAR), βWA′R is as in (5.163), and a vanishing asymptotic error (5.166),
(5.180),
lim sup
n→∞
δn ≤ lim sup
n→∞
(
(n+ 1)|A|
2−1 · (4 · (n+ 1)4(1−|A|2) + 2 · |XA′ |−n)) = 0 . (5.188)
For the sum cost (5.179) we get by the definition of the measurement in (5.110) with
outcomes y, and a line of argument as in (5.124) that
cn + sn ≤ max
y
(
Hmin(WA′)γ¯n,y −Hmin(WA′ |RXA′)γ¯n,y
)
+ 4 · log 1
εn
+ 2 + log log |WA′ |+ log n
≤ max
y
Imax(WA′ : RXA′)γ¯n,y
+ 2 · log
(
(n+ 1)|A|
2−1
)
+ 4 · log 1
εn
+ 2 + log log |WA′ |+ log n , (5.189)
where we used a lower bound on the max-information (Lemma A.8), as well as a
dimension upper bound for the max-information (Lemma A.12), and the fact that
|R′| ≤ (n + 1)|A|2−1 (Proposition B.1). Using similar arguments (see Appendix C) as
in the estimation of the classical communication cost we arrive at
c+ s = lim sup
n→∞
cn + sn
n
≤ max
ρ
I(WA′ : RXA′)β , (5.190)
where ρAR ∈ V(HAR), and βWA′RXA′ is as in (5.163). By minimizing over all decom-
positions of the measurement M as in (5.164), the claim follows.
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5.3.5 Discussion
Fixed IID Source. If we are only interested in simulating the measurement on a
fixed iid source, we can directly apply the one-shot protocol from Theorem 5.15 to
the case of a fixed iid source, and then simply invoke the asymptotic equipartition
property for the smooth max-information and the smooth max-entropy. In this way,
we provide an alternative proof for the original measurement compression results by
Winter [Win04], that avoids the use of typical projectors and the operator Chernoff
bounds.
Classical Reverse Shannon Theorem. By applying our simulation results (Theo-
rem 5.17 and Theorem 5.20) to fully classical channels, we see that the classical reverse
Shannon theorem (Section 5.1) is a strict specialization of universal measurement com-
pression.
Universal Instrument Compression. In Winter’s original paper on measurement
compression [Win04], additional arguments were required to establish a quantum in-
strument compression protocol. For an instrument compression protocol, Alice and
Bob receive the classical outcomes of the measurement while Alice obtains the post-
measurement states (see [Win04, Section V]). We note that our protocols here already
function as universal instrument compression protocols due to our use of the classical
state splitting protocol as a coding primitive.
Applications. There are a number of open questions to consider going forward from
here. Given that there are applications of information gain or entropy reduction in
thermodynamics [Jac09], and quantum feedback control [DJJ01], it would be interest-
ing to explore whether the quantity in (5.84) has some application in these domains.
Also, Buscemi et al. showed that the static measure of information gain in (5.82)
plays a role in quantifying the trade-off between information extraction and distur-
bance [BHH08], and it would be interesting to determine if there is a role in this
setting for the information quantity in (5.84).
5.4 Entanglement Cost of Quantum Channels
The results in this section have been obtained in collaboration with Fernando Branda˜o,
Matthias Christandl, and Stephanie Wehner, and have appeared in [BCBaW12, BBaCW13].
The entanglement cost of a quantum channel is the minimal rate at which entangle-
ment (between sender and receiver) is needed in order to simulate many copies of a
quantum channel in the presence of free classical communication. In this section we
show how to express this quantity as a regularized optimization of the entanglement
formation over states that can be generated between sender and receiver. Our formula
is the channel analogue of a well-known formula for the entanglement cost of quantum
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states in terms of the entanglement of formation [HHT01, BDSW96]; and shares a
similar relation to the recently shattered hope for additivity [Has09, Sho04].
5.4.1 Proof Ideas
The proof of our main result (5.6) is similar in spirit to the proofs of the channel
simulation results in Sections 5.1 to 5.3. In particular, it is based on one-shot infor-
mation theory and uses the smooth entropy formalism. In order to prove the direct
part of (5.6), we need to show the existence of a channel simulation for E⊗n, whose
asymptotic rate of entanglement consumption is upper bounded by EC(E). That is,
we need to construct a quantum protocol that is close to E⊗n in the diamond norm,
and that uses local operations and classical communication as well as ebits at a rate
of at most EC(E). We employ the post-selection technique for quantum channels (see
Appendix B), and with this, it becomes sufficient to find a channel that creates the
purification of a special de Finetti input state, and to quantify how much entanglement
this map consumes. Since the state is a purification of a de Finetti state (and not a de
Finetti state itself) it does not have iid structure. In order to deal with this fact we em-
ploy the one-shot entanglement cost for quantum states E
(1)
C (ρAB, ε), which quantifies
how much entanglement is needed in order to create one single copy of a bipartite quan-
tum state ρAB using local operations and classical communication [BD11, Hay06a]. For
the analysis it is possible to use a strong quantum min-entropy extractor against quan-
tum side information. The resulting entanglement cost of the channel simulation is
then upper bounded by an expression similar to (5.6), but with the maximization over
input states and the minimization in the definition of the entanglement of formation
interchanged. Finally, in order to arrive at (5.6), we discretize the set of Kraus de-
compositions of E and apply Sion’s minimax theorem [Sio58] to swap the minimization
and the maximization. The proof of the converse follows a standard argument applied
to the one-shot entanglement cost.
5.4.2 Entanglement Cost of Quantum States
It is the main of result of [BD11] to quantify how much entanglement is needed in
order to create a single copy of a bipartite state ρAB [Hay06a], a scenario previously
studied in the asymptotic iid setting [HHT01, BDSW96].
Definition 5.12 (One-shot entanglement dilution). Consider a bipartite system with
parties Alice and Bob, where Alice controls a system HA and Bob HB. Let ε ≥ 0,
ΦA¯B¯ be a maximally entangled state between Alice and Bob, and ρAB ∈ S(HAB).
An ε-faithful one-shot entanglement dilution protocol for ρAB is a local operation and
classical communication (LOCC) operation Λ between Alice and Bob with A¯ → A at
Alice’s side and B¯ → B at Bob’s side, such that
Λ(ΦA¯B¯) ≈ε ρAB . (5.191)
If ΦA¯B¯ has Schmidt rank L, logL is the dilution cost of the one-shot entanglement
dilution protocol.
138
5.4 Entanglement Cost of Quantum Channels
Definition 5.13 (One-shot entanglement cost). Let ε ≥ 0, and ρAB ∈ S(HAB). The
minimal dilution cost of all ε-faithful one-shot entanglement dilution protocols for ρAB
is called ε-faithful one-shot entanglement cost of ρAB, and is denoted by E
(1)
C (ρAB, ε).
Proposition 5.21. [BD11, Theorem 1] Let ε ≥ 0, and ρAB ∈ S(HAB). Then, we
have that
min
{pk,ρk}
H
2
√
ε
0 (A|K)ρ ≤ E(1)C (ρAB, ε) ≤ min{pk,ρk}
H
ε/2
0 (A|K)ρ , (5.192)
where the minima range over all pure states decompositions ρAB =
∑
k pkρ
k
AB, and
ρAR =
∑
k pkρ
k
A ⊗ |k〉〈k|K .
We sketch a possible idea for the achievability. For any pure state decomposi-
tion ρAB =
∑
k pkρ
k
AB Alice can locally create the classical-quantum state ρABR =∑
k pkρ
k
AB ⊗ |k〉〈k|K , and then, conditioned on the index i, bring the B-part of the
pure states ρkAB to Bob. For this Alice can, e.g., use quantum state merging based
on strong quantum min-entropy randomness extractors against quantum side infor-
mation (cf. Lemma 5.1). Minimizing over all pure state decompositions, a straight-
forward analysis shows that the resulting entanglement cost in the presence of free
classical communication is bounded as in Proposition 5.21. Following [BD11] we iden-
tify min{pk,ρk}H
ε
0(A|K)ρ as the quantity representing the one-shot entanglement cost
E
(1)
C (ρAB, ε).
1
Remark 5.22. The bounds given in (5.192) also hold if we only allow one-way classical
communication (forward or backward).
5.4.3 Main Theorem
We are now in the position to define the entanglement cost of quantum channels and
prove our formula (Theorem 5.23). We start with the non-feedback case, but we will see
afterwards that the feedback case is actually an easy special case of the non-feedback
case (Section 5.4.4).
Definition 5.14 (One-shot non-feedback entanglement simulation). Consider a bipar-
tite system with parties Alice and Bob. Let ε ≥ 0, ΦA¯B¯ be a maximally entangled state
between Alice and Bob, and E : B(HA) → B(HB) be a channel, where Alice controls
HA and Bob HB. A one-shot non-feedback entanglement simulation for E with error
ε is a quantum protocol
P : B(HA)→ B(HB)
ρA 7→ Λ(ρA ⊗ ΦA¯B¯) , (5.193)
1Since the smoothing parameters in (5.192) are different, the upper and lower bounds in (5.192)
may differ as well. However, for our purpose the bounds turn out to be sufficient.
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where Λ is a LOCC operation between Alice and Bob with AA¯ → 0 (no output) at
Alice’s side and B¯ → B at Bob’s side, as well as
‖P − E‖♦ ≤ ε . (5.194)
If ΦA¯B¯ has Schmidt rank L, logL is the entanglement cost of the one-shot channel
simulation.
By the definition of the diamond norm (Definition 2.7), this assures that for any
possible input state, the output of the channel simulation P can only distinguished
with small probability from the corresponding output of E .
Definition 5.15 (Asymptotic non-feedback entanglement simulation). Let E : B(HA)→
B(HB) be a channel. An asymptotic non-feedback entanglement simulation for E is a
sequence of one-shot non-feedback entanglement simulations Pn for E⊗n with error εn,
such that limn→∞ εn = 0. The entanglement cost of the simulation is lim supn→∞
logLn
n
(where Ln denotes the entanglement cost of Pn).
Theorem 5.23. Let EA→B : B(HA) → B(HB) be a channel. The minimal entan-
glement cost of asymptotic non-feedback entanglement simulations for EA→B is given
by
EC(EA→B) = lim
n→∞
1
n
·max
ρnAR
EF
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.195)
where ρnAR ∈ V(H⊗nA ⊗H⊗nR ), and HR ∼= HA.
Proof. We first show that the right-hand side of (5.195) can be achieved (Proposi-
tion 5.26), and thereafter that it is also a lower bound (Proposition 5.27).
The proof proceeds in three steps leading to Proposition 5.26. The basic idea is as
follows. Given a quantum channel E , we need to show the existence of a sequence of
one-shot channel simulations with asymptotically vanishing error, and an entanglement
cost upper bounded by the right-hand side of (5.195). The crucial step is that by the
post-selection technique for quantum channels (Proposition B.1), it is sufficient to come
up with a quantum protocol (which consists of using maximally entangled states, local
operations, and classical communication) that works for the purification of one special
de Finetti input state. This reduces the problem to the one-shot entanglement cost
of quantum states (Proposition 5.21). Thus all that remains to do is to estimate the
one-shot entanglement cost of the state given by E⊗n applied to the purification of the
special de Finetti input state (in the limit n→∞).
Lemma 5.24. Let EA→B : B(HA)→ B(HB) be a channel. Then, we have that
EC(EA→B) ≤ inf
{MkA→B}
sup
ρA∈S(HA)
∑
k
pk ·H(B)ρk , (5.196)
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where the infimum is over all Kraus decompositions {MkA→B} of EA→B,
ρkB =
1
pk
·MkA→BρA MkA→B
†
, (5.197)
and pk = tr
[
MkA→BρA M
k
A→B
†]
.
Proof. We construct a sequence of one-shot channel simulations Pn with asymptot-
ically vanishing error εn, and an entanglement cost
logLn
n as in (5.196). Without
loss of generality we choose Pn to be permutation-covariant.1 The post-selection tech-
nique (Proposition B.1) applies to permutation-covariant quantum channels, and upper
bounds the error
εn =
∥∥E⊗nA→B − PnA→B∥∥♦ (5.198)
by
εn ≤ (n+ 1)|A|2−1 ·
∥∥((E⊗nA→B − PnA→B)⊗ I⊗nR ⊗ IR′) (ζnARR′)∥∥1 , (5.199)
where ζnARR′ is a purification of the de Finetti state ζ
n
AR =
∫
ρ⊗nAR d(ρAR) with ρAR ∈
V(HA ⊗ HR), HR ∼= HA, and d(·) the measure on the normalized pure states on
HA ⊗ HR induced by the Haar measure on the unitary group acting on HA ⊗ HR,
normalized to
∫
d(·) = 1. Hence, it is sufficient that the channel simulation Pn creates
the state
ωnBRR′ =
(E⊗nA→B ⊗ I⊗nR ⊗ IR′) (ζnARR′) , (5.200)
up to an error o
(
(n + 1)1−|A|2
)
in trace distance, for an entanglement cost smaller
than (5.196).
Let δn ≥ 0. Since ζnARR′ is pure, the δn-faithful one-shot entanglement cost for
ωnBRR′ in the bipartition B|RR′ is bounded by (Proposition 5.21)
E
(1)
C (ω
n
BRR′ , δn) ≤ inf
{Mn,kA→B}
H
δn/2
0 (B|K)ωn , (5.201)
where the infimum ranges over all Kraus decomposition {Mn,kA→B} of E⊗nA→B, and
ωBRR′K =
∑
k
Mn,kA→Bζ
n
ARR′M
n,k
A→B
† ⊗ |k〉〈k|K . (5.202)
Using a corollary of Carathe´odory’s theorem (Corollary B.3), we know that
ζnAR =
∫
ρ⊗nAR d(ρAR) =
N∑
j=1
qj · ρj⊗nAR , (5.203)
1The arguments for this are exactly the same as in Section 5.3.4, except that here Alice and Bob
first need to create shared randomness by using classical communication.
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with ρjAR ∈ V(HA⊗HR), N = (n+ 1)2(|A|
2−1), and {qj}Nj=1 a probability distribution.
This allows us to write
ωnBK =
N∑
j=1
qj ·
∑
k
Mn,kA→Bρ
j⊗n
A M
n,k
A→B
† ⊗ |k〉〈k|K . (5.204)
One particular choice for a Kraus decomposition {Mn,kA→B} of E⊗nA→B in (5.201) is ob-
tained by choosing a Kraus decomposition {MkA→B} for EA→B, and by using it for
every tensor product factor. Thus, we find
E
(1)
C (ω
n
BRR′ , δn) ≤ inf{MkA→B}
H
δn/2
0 (B|K)ωn , (5.205)
where the infimum ranges over all Kraus decompositions {MkA→B} of EA→B, and
ωnBK =
∑N
j=1 qj · ωj⊗nBK with
ωjBK =
∑
k
MkA→Bρ
j
A M
k
A→B
† ⊗ |k〉〈k|K . (5.206)
By a property of the smooth conditional Re´nyi zero-entropy (Lemma A.30) this implies
E
(1)
C (ω
n
BRR′ , δn) ≤ inf{MkA→B}
max
j
H
δn/2
0 (B|K)ωj⊗n + 2
(|A|2 − 1) · log(n+ 1) . (5.207)
Using the asymptotic equipartition property for the smooth conditional Re´nyi zero-
entropy (Lemma A.33) we arrive at
E
(1)
C (ω
n
BRR′ , δn) ≤ n ·
(
inf
{MkA→B}
max
j
H(B|K)ωj
)
+
√
n · log (|B|+ 3) ·
√
log
4
δ2n
+ 2
(|A|2 − 1) · log(n+ 1) . (5.208)
In summary, there exists a δn-faithful (measured in purified distance) one-shot entan-
glement dilution protocol Pn for the state ωnBRR′ for an entanglement cost as given
in (5.208).
Now, we choose δn =
1
2(n+ 1)
2(1−|A|2), and the entanglement cost becomes
E
(1)
C (ω
n
BRR′ ,
1
2
(n+ 1)2(1−|A|
2)) ≤ n ·
(
inf
{MkA→B}
max
j
H(B|K)ωj
)
+ 2
(|A|2 − 1) · log(n+ 1)
+
√
n · log (|B|+ 3) · 2
√
1 + log(n+ 1) · (|A|2 − 1) .
(5.209)
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By the equivalence of the purified distance and the trace distance (Lemma 2.3), the
error measured in the trace distance is then upper bounded by (n+1)2(1−|A|
2). This to-
gether with (5.198) implies that there exists a sequence of one-shot channel simulations
Pn for E⊗n with error
lim
n→∞ εn = limn→∞ ‖E
⊗n
A→B − PnA→B‖♦ ≤ limn→∞(n+ 1)
1−|A|2 = 0 , (5.210)
where the entanglement cost of this channel simulation is bounded by
inf
{MkA→B}
max
j
H(B|K)ωj ≤ inf{MkA→B}
sup
ρA∈S(HA)
∑
k
pk ·H(B)ρk , (5.211)
and the infimum ranges over all Kraus decompositions {MkA→B} of EA→B, ρkB =
1
pk
MkA→BρAM
k
A→B
†
, and pk = tr
[
MkA→BρAM
k
A→B
†]
.
Lemma 5.25. Let EA→B : B(HA)→ B(HB) be a channel. Then, we have that
EC(EA→B) ≤ max
ρAR
EF ((EA→B ⊗ IR) (ρAR)) = EF (EA→B) , (5.212)
where ρAR ∈ V(HA ⊗HR), and HA ∼= HR. We call the expression EF (EA→B) on the
right-hand side the entanglement of formation of the quantum channel EA→B.
Proof. Note that the entanglement of formation involves a minimization, and there-
fore the only thing to do to go from Lemma 5.24 to Lemma 5.25, is to interchange
the infimum with the supremum. We will do this by using Sion’s minimax theorem
(Lemma D.12). To start with, we want to discretize the set of Kraus decompositions
{Mk} of E with at most χ Kraus operators. For this we note that every such Kraus
decomposition {Mk} can be seen as a vector vχ ∈ Cχ·|A||B|, by just writing all Kraus
operators one after another in a vector.1 Furthermore, we have
∑
kM
†
kMk = 1B and
therefore vχ ∈ Nχ = {w ∈ Cχ·|A||B| | ‖w‖2 =
√|B|}.2 We now discretize the set
Tχ ⊂ Nχ of all vχ that correspond to a Kraus decomposition {Mk} of E with at most
χ Kraus operators, using a lemma about ε-nets (Lemma D.5). The lemma states that
there exists a set Tχ,ε ⊂ Tχ with |Tχ,ε| ≤
(
2
√
|B|
ε + 1
)2χ·|A||B|
, such that for every
vχ ∈ Tχ, there exists a vχ,ε ∈ Tχ,ε with ‖vχ − vχ,ε‖2 ≤ ε.
As the next step we consider the set Γχ,ε of probability distributions {qj}Nj=1 over
Tχ,ε, and note for every such probability distribution, there exists a corresponding
Kraus decomposition {√qj · Mj,k}N,χj,k=1 of E . Restricting the infimum in (5.196) to
Γχ,ε, we find
EC(EA→B) ≤ inf
Γχ,ε
sup
ρ
∑
j
qj ·
∑
k
pj,k ·H(B)ρj,k , (5.213)
1Kraus decompositions with less than χ Kraus operators can just be filled up with zeros.
2For this note that ‖vχ‖2 = ‖∑kM†kMk‖2, where the norm on the left-hand side denotes the
euclidean vector norm, and the norm on the right-hand side denotes the Hilbert-Schmidt matrix
norm.
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where ρj,k = 1pj,kMj,kρM
†
j,k, and pj,k = tr
[
Mj,kρM
†
j,k
]
.
In order to apply the minimax theorem (Lemma D.12) to (5.213), we now check
all the conditions of Lemma D.12:
• S(HA) is a compact, convex set.
• In order to see that ∑j qj · ∑k pj,k · H(B)ρj,k is concave in ρA, we consider
ρA = r
(1) ·ρ1A+r(2) ·ρ2A with ρ1A, ρ2A ∈ S(HA), and r(1) +r(2) = 1. We define r˜(1)j,k =
r(1)·p(1)j,k
pj,k
, r˜
(2)
j,k =
r(2)·p(2)j,k
pj,k
with p
(1)
j,k = tr
[
Mj,kρ
1
AM
†
j,k
]
, p
(2)
j,k = tr
[
Mj,kρ
2
AM
†
j,k
]
.
Since r˜
(1)
j,k + r˜
(2)
j,k = 1, and since von Neumann entropy is concave, we have
H(B)ρj,k ≥ r˜(1)j,k ·H(B)ρ1,j,k + r˜(2)j,k ·H(B)ρ2,j,k . (5.214)
for ρ1,j,kB =
Mj,kρ
1
AM
†
j,k
p
(1)
j,k
, ρ2,j,kB =
Mj,kρ
2
AM
†
j,k
p
(2)
j,k
. By multiplying this with qj · pj,k and
taking the sum over all j, k we conclude∑
j
qj ·
∑
k
pj,k ·H(B)ρj,k ≥ r(1) ·
∑
j
qj ·
∑
k
p
(1)
j,k ·H(B)ρ1,j,k
+ r(2) ·
∑
j
qj ·
∑
k
p
(2)
j,k ·H(B)ρ2,j,k . (5.215)
• The function ∑j qj ·∑k pj,k · H(B)ρj,k is also continuous in ρA, since for any
ρ1A, ρ
2
A ∈ S(HA) with ‖ρ1A − ρ2A‖1 ≤ δ for some δ > 0, it follows from the mono-
tonicity of the trace norm and the continuity of the conditional von Neumann
entropy (Lemma D.7) that
|
∑
j
qj ·
∑
k
p
(1)
j,k ·H(B)ρ1,j,k −
∑
j
qj ·
∑
k
p
(2)
j,k ·H(B)ρ2,j,k | ≤ 4δ log |B|+ 2h(δ) ,
(5.216)
where h(δ) = −δ log δ − (1− δ) log(1− δ) denotes the binary Shannon entropy.
• Γχ,ε is a compact, convex set.
• Moreover, ∑j qj ·∑k pj,k ·H(B)ρj,k is linear in {qj}, and therefore in particular
convex and continuous.
Finally, applying the minimax theorem (Lemma D.12) to the right-hand side of (5.213),
we find
EC(EA→B) ≤ sup
ρ
inf
Γχ,ε
∑
j
qj ·
∑
k
pj,k ·H(B)ρj,k . (5.217)
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Since the function is concave, the infimum is taken on an extreme point, and hence
inf
Γχ,ε
∑
j
qj ·
∑
k
pj,k ·H(B)ρj,k = inf{Mk}
∑
k
pk ·H(B)ρk , (5.218)
where the second infimum ranges over all Kraus decompositions {Mk} ∼= vχ,ε ∈ Tχ,ε of
E .
Now, let 0 < ε ≤ 12χ|B| . As the next step we show that for every Kraus decomposi-
tion {Mk} ∼= vχ ∈ T of E , there exists a Kraus decomposition {Mk,ε} ∼= vχ,ε ∈ Tχ,ε of
E , such that
|
∑
k
pk,ε ·H(B)ρk,ε −
∑
k
pk ·H(B)ρk | ≤ 8εχ|B| log |B|+ 2h(2εχ|B|) , (5.219)
where ρk,ε = 1pk,εMk,ερM
†
k,ε, and pk,ε = tr
[
Mk,ερM
†
k,ε
]
. To see this, we rewrite the
left-hand side of (5.219) to
|
∑
k
pk,ε ·H(B)ρk,ε −
∑
k
pk ·H(B)ρk | = |H(B|K)ρk,ε −H(B|K)ρk | , (5.220)
where ρk,εBR =
∑
k pk,ε · ρk,εB ⊗ |k〉〈k|K , and ρkBR =
∑
k pk · ρkB ⊗ |k〉〈k|K . In order to
bound (5.220) we will use the continuity of the conditional von Neumann entropy
(Lemma D.7). Note that we have∥∥∥∑
k
pk,ε · ρk,εB ⊗ |k〉〈k|R −
∑
k
pk · ρkB ⊗ |k〉〈k|R
∥∥∥
1
=
∑
k
∥∥∥Mk,ερM †k,ε −MkρM †k∥∥∥
1
.
(5.221)
By the triangle inequality for the trace norm, the equivalence of the trace norm and
the Hilbert-Schmidt norm (Lemma D.3), and the sub-multiplicativity of the Hilbert-
Schmidt norm (Lemma D.4), we find∑
k
∥∥Mk,ερM †k,ε −MkρM †k∥∥1
≤
∑
k
∥∥Mk,ερ(M †k,ε −M †k)∥∥1 + ∥∥(Mk,ε −Mk)ρM †k∥∥1
≤
√
|B| ·
(∑
k
∥∥Mk,ερ(M †k,ε −M †k)∥∥2 + ∥∥(Mk,ε −Mk)ρM †k∥∥2)
≤
√
|B| ·
(∑
k
‖Mk,ε‖2 · ‖ρ‖2 ·
∥∥M †k,ε −M †k∥∥2 + ∥∥Mk,ε −Mk∥∥2 · ‖ρ‖2 · ‖M †k,ε‖2)
≤
√
|B| ·
(
χ
√
|B|ε+ εχ
√
|B|
)
= 2εχ|B| . (5.222)
Now, (5.219) follows by the continuity of the conditional von Neumann entropy (Lemma
D.7) applied to (5.220) together with (5.222). Thus, we find using (5.217) and (5.218)
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that
EC(EA→B) ≤ sup
ρ
inf
{Mk}
∑
k
pk ·H(B)ρk + 8εχ|B| log |B|+ 2h(2εχ|B|) , (5.223)
where the infimum ranges over all Kraus decompositions {Mk} ∼= vχ ∈ T of E . Finally,
note that
inf
{Mk}
∑
k
pk ·H(B)ρk = EF
(∑
k
MkA→BρARM
k
A→B
†)
, (5.224)
where the infimum ranges over all Kraus decompositions {Mk} of E , ρAR ∈ V(HA ⊗
HR), and HR ∼= HA. This infimum is actually taken for a decomposition of size at
most |A|2|B|2 (Lemma D.9). Thus, for χ = |A|2|B|2 and ε→ 0 we find
EC(EA→B) ≤ sup
ρAR
EF ((EA→B ⊗ IR) (ρAR)) , (5.225)
where ρAR ∈ V(HA ⊗ HR), and HR ∼= HA. Since the entanglement of formation is
continuous (Lemma D.8) and S(HA) is compact, the supremum can be turned into a
maximum.
Proposition 5.26. Let EA→B : B(HA)→ B(HB) be a channel. Then, we have that
EC(EA→B) ≤ lim
n→∞
1
n
max
ρnAR
EF
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.226)
where ρnAR ∈ V(H⊗nA ⊗H⊗nR ), and HR ∼= HA.
Proof. This follows from standard blocking arguments as in [BNS98]. Namely, by
applying the non-regularized achievability (Lemma 5.25) to the quantum channel E⊗nA→B
for some n > 1, we find
EC(E⊗nA→B) ≤
1
n
·max
ρnAR
EF
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.227)
where ρnAR ∈ V(H⊗nA ⊗H⊗nR ), and HR ∼= HA. Since n · EC(EA→B) ≤ EC(E⊗nA→B),1 we
obtain the claim for n→∞.
The idea of the proof of the converse is that any channel simulation for EA→B is
able to produce any state of the form
(E⊗nA→B ⊗ I⊗nR ) (ρnAR). The converse for the one-
shot entanglement cost for quantum states (Proposition 5.21), however, can be used
to derive a lower bound on the entanglement needed to produce such states.
Proposition 5.27. Let EA→B : B(HA)→ B(HB) be a channel. Then, we have that
EC(EA→B) ≥ lim
n→∞
1
n
·max
ρnAR
EF
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.228)
where ρnAR ∈ V(H⊗nA ⊗H⊗nR ), and HR ∼= HA.
1This is immediate since a channel simulation for E⊗nA→B is a channel simulation for n copies of
EA→B .
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Proof. By the definition of an ε-faithful one-shot channel simulation Pn for E⊗n (Def-
inition 5.14), we have that ∥∥Pn − E⊗n∥∥♦ ≤ ε . (5.229)
This implies in particular that
max
ρnAR
∥∥((PnA→B − E⊗nA→B)⊗ IR) (ρnAR)∥∥1 ≤ ε , (5.230)
where ρnAR ∈ V(H⊗nA ⊗ H⊗nR ), and HR ∼= HA. Hence, every ε-faithful one-shot
channel simulation Pn for E⊗n needs to be able to produce any state of the form(E⊗nA→B ⊗ IR) (ρnAR) up to an error ε (measured in trace distance). But by the def-
inition of the one-shot entanglement cost for quantum states (Definition 5.13), the
entanglement that is needed for this, is given by
max
ρnAR
E
(1)
C
((E⊗nA→B ⊗ IR) (ρnAR) , ε/2) , (5.231)
where ρnAR ∈ V(H⊗nA ⊗H⊗nR ), and HR ∼= HA.1 Thus, we find
EC(EA→B) ≥ lim
ε→0
lim
n→∞
1
n
·max
ρnAR
E
(1)
C
((E⊗nA→B ⊗ IR) (ρnAR) , ε/2) , (5.232)
where ρnAR ∈ V≤(H⊗nA ⊗ H⊗nR ), and HR ∼= HA. But for ωnBR =
(E⊗nA→B ⊗ IR) (ρnAR),
the converse for the one-shot entanglement cost for quantum states (Proposition 5.21)
implies
E
(1)
C (ω
n
BR, ε/2) ≥ min{pk,ωk}
H
√
2ε
0 (B|K)ωn , (5.233)
where the minimum ranges over all pure states decompositions ωnBR =
∑
k p
n
k ·ωn,kBR, and
ωnBK =
∑
k p
n
k · ωn,kB ⊗ |k〉〈k|K . Now, let ω¯nBK ∈ B
√
2ε
qc (ω
n
BK) such that H
√
2ε
0 (B|K)ωn =
H0(B|K)ω¯n . Because the conditional Re´nyi zero-entropy is lower bounded by the con-
ditional von Neumann entropy (Lemma A.28), and since the conditional von Neumann
entropy is continuous (Lemma D.7), we find
H
√
2ε
0 (B|K)ωn = H0(B|K)ω¯n ≥ H(B|K)ω¯n ≥ H(B|K)ωn − 4n
√
2ε log |B| − 2h(
√
2ε) .
(5.234)
Thus, we conclude
min
{pnk ,ωn,k}
H
√
2ε
0 (B|K)ωn ≥ min{pnk ,ωn,k}
H(B|K)ωn − 4n
√
2ε log |B| − 2h(
√
2ε)
= EF (ω
n
BR)− 4n
√
ε log |B| − 2h(
√
2ε)
= EF
((E⊗nA→B ⊗ IR) (ρnAR))− 4n√2ε log |B| − 2h(√2ε) ,
(5.235)
1The factor 1/2 appears because the one shot entanglement cost for quantum states is defined
in terms of the purified distance (Definition 5.13), cf. Lemma 2.3 about the equivalence of distant
measures.
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where the minimum ranges over all pure states decompositions ωnBR =
∑
k p
n
k · ωn,kBR,
and ωnBK =
∑
k p
n
k · ωn,kB ⊗ |k〉〈k|K , as well as ρnAR ∈ V(H⊗nA ⊗ H⊗nR ) with HR ∼= HA.
Together with (5.232) and (5.233) this implies
EC(EA→B) ≥ lim
ε→0
lim
n→∞
( 1
n
·max
ρnAR
EF
((E⊗nA→B ⊗ IR) (ρnAR))
− 4
√
2ε log |B| − 2
n
· h(
√
2ε)
)
= lim
n→∞
1
n
·max
ρnAR
EF
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.236)
where ρnAR ∈ V(H⊗nA ⊗H⊗nR ), and HR ∼= HA.
5.4.4 Discussion
Entanglement Cost of Quantum States. As the name entanglement cost sug-
gests, EC(E) is the channel analogue of the asymptotic iid entanglement cost of quan-
tum states EC(ρAB), which corresponds to the rate of entanglement needed in order
to generate a bipartite quantum state ρ⊗nAB in the limit of large n [BDSW96]. Our for-
mula (5.195) can be seen as the analogue of the following well-known formula [HHT01]
EC(ρAB) = lim
n→∞
1
n
· EF (ρ⊗nAB) . (5.237)
The gap between EC(E) and Q↔(E) has its analogue in the gap between EC(ρAB) and
ED(ρAB), the distillable entanglement.
One-Way Classical Communication. Our result (Theorem 5.23) remains true if
we restrict the classical communication to be one-way (forward or backward). This
follows from the corresponding result about the entanglement cost of quantum states
(Remark 5.22). This is also true we think of the problem as simulating a noisy quan-
tum channel from a perfect quantum channel (instead of simulating a noisy quantum
channel from perfect entanglement), since in this case, a maximally entangled state
can always be distributed by the ideal channel.
Upper and Lower Bounds. The non-regularized achievability (Lemma 5.25) to-
gether with the converse (Proposition 5.27) imply the following bounds.
Corollary 5.28. Let EA→B : B(HA)→ B(HB) be a channel. Then, we have that
max
ρAR
EC ((EA→B ⊗ IR) (ρAR)) ≤ EC(EA→B) ≤ max
ρAR
EF ((EA→B ⊗ IR) (ρAR)) ,
(5.238)
where ρAR ∈ V(HA ⊗HR), and HR ∼= HA.
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Entanglement Breaking Channels Since the right-hand side of (5.238) vanishes
for every entanglement breaking channel,1 and since the left-hand side of (5.238) is
greater than zero if the channel is not entanglement breaking [YHHSR05], this results
in the following corollary.
Corollary 5.29. Let EA→B : B(HA)→ B(HB) be a channel. Then, EC(EA→B) = 0 if
and only if EA→B is entanglement breaking.
Quantum Feedback Simulation. Our result (Theorem 5.23) concerns the case
of a quantum non-feedback channel simulation. But for the corresponding feedback
version, we can just modify the Definitions 5.14 and 5.15 by exchanging the channel
EA→B in (5.194) with its Stinespring dilation UA→BE (where the register E is at Alices
side). By going through our proofs (of Lemma 5.24 and Proposition 5.27), it is then
easily seen that we have the following corollary.
Corollary 5.30. Let EA→B : B(HA) → B(HB) be a channel. Then, the minimal
entanglement cost of asymptotic feedback entanglement simulations for EA→B is given
by
EfbC (EA→B) = maxρ H(B)E(ρ) , (5.239)
where ρA ∈ S(HA).
We note that (5.239) can also be deduced from the results in [BDH+09, Figure 2].
The result is in analogy with the entanglement cost of quantum states (5.237), which
simplifies for pure states ρAB to
EC(ρAB) = H(B)ρ = H(A)ρ . (5.240)
Entanglement of Purification. We might ask if we can derive a similar result
using only a sub-linear amount of classical communication. In this case it is known
that a quantum non-feedback simulation for fixed iid input states can be done for a
quantum communication rate of [BDH+09, Hay06b]
q = lim
n→∞
1
n
· EP
(
(EA→B ⊗ IR) (ΦAR)⊗n
)
, (5.241)
with ΦAR the maximally entangled state, and EP the entanglement of purification
[THLD02]. Now, we might hope to generalize this to a general quantum non-feedback
channel simulation for arbitrary input states using the techniques presented here, lead-
ing to
q = lim
n→∞
1
n
·max
ρnAR
EP
((E⊗nA→B ⊗ IR) (ρnAR)) , (5.242)
where ρnAR ∈ V(H⊗nA ⊗ H⊗nR ). However, this does not work for the same reason that
embezzling states [vDH03] are needed in the quantum reverse Shannon theorem; the
issue of entanglement spread [BDH+09, Har10].
1A quantum channel EA→B is called entanglement breaking if (EA→B ⊗ IR) (ρAR) is separable for
all ρAR ∈ V(HA ⊗HR).
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Efficiency of Simulation. An open question concerns the relation of EC(E) and
Q→(E). We know that EC(E) ≥ Q↔(E), with the inequality typically being strict.
Can we obtain a characterization of channels for which EC(E) = Q↔(E)? This is
an analogue of the problem of characterizing bipartite states for which the distillable
entanglement is equal the entanglement cost, which is still open.
Strong Converse Capacities. In Section 5.5, we show that the entanglement cost
of quantum channels is an upper bound on the strong converse two-way classical com-
munication assisted quantum capacity. By the means of our non-regularized achiev-
ability (Proposition 5.25) we can then also give an explicit upper bound for any qubit
channel.
5.5 Application: Strong Converse Capacities
The results in this section have been obtained in collaboration with Fernando Branda˜o,
Matthias Christandl, and Stephanie Wehner, and have appeared in [BCBaW12, BBaCW13].
It was realized in [BDH+09] that the quantum reverse Shannon implies that the entan-
glement assisted classical and quantum capacities are in fact so-called strong converse
capacities. Strong converse capacities are minimal rates above which any attempt
to send information necessarily has exponentially small fidelity.1 We do not repro-
duce this result here, but use the same arguments to show that the entanglement cost
of quantum channels gives an upper bound on the strong converse two-way classical
communication assisted quantum capacity. Our result also has an application in quan-
tum cryptography, namely, for analyzing security in the noisy-storage model. We can
relate security in this model to a problem of sending quantum rather than classical
information through the adversary’s storage device, and this then improves the range
of parameters where security can be shown (cf. Section 4.3).
Determining strong converse capacities of quantum channels is challenging, and
besides the entanglement assisted findings, only partial results are known. The strong
converse capacity for sending classical information over a quantum channel is known
to be equal to the classical capacity of a quantum channel for a selected number of
channels [KW09], or under additional assumptions [Win99, ON99]. For many channels
there are also upper bounds known [BDH+09, DMHB11, DM11], but a general formula
for the strong converse classical capacity is still lacking. Understanding the strong
converse capacity for sending quantum information over a quantum channel turns out
to be an even more difficult problem. Apart from the entanglement assisted case, the
only previous result is for degradable quantum channels [MW13].
Similar to the quantum reverse Shannon theorem [BDH+09], we employ the idea
of a channel simulation to prove that when we send quantum information at a rate
exceeding EC , then the fidelity decreases exponentially fast. Our bound holds for all
1The strong converse capacity is greater than or equal to the standard capacity, which is defined
as the minimal rate above which the fidelity does not approach one.
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quantum channels. To start with, let us first define the notion of quantum capacity
more formally.
Definition 5.16. Consider a bipartite system with parties Alice and Bob. Let ε ≥ 0,
and let E : B(HA) → B(HB) be a channel, where Alice controls HA and Bob HB. An
ε-error code for E consists of an encoding channel Λenc :
(
C2
)⊗R → HA on Alice’s
side, and a decoding channel Λdec : HB →
(
C2
)⊗R
on Bob’s side such that
‖Λdec ◦ E ◦ Λenc − I‖♦ ≤ ε , (5.243)
where I : (C2)⊗R → (C2)⊗R is the identity channel, and the cost of the code is given
by R. Furthermore, an asymptotic code for E is a sequence of εn-error codes for E⊗n
with cost Rn such that limn→∞ εn = 0, and the corresponding asymptotic rate is given
by R = lim supn→∞
Rn
n . The quantum capacity Q(E) is then defined as the minimal
asymptotic rate of asymptotic codes for E.
Note that there are slightly different ways to define the quantum capacity, and
we could use other distance measures (like the entanglement fidelity or the channel
fidelity) in (5.243). Yet, it was as shown that all definitions lead to the same capacity
(see Lemma D.10, taken from [KW04]). Similarly, we can define the quantum capacity
in the presence of free classical forward communication from the sender to the receiver,
denoted by Q→, the quantum capacity in the presence of free classical backward com-
munication from the receiver to the sender, denoted by Q←, and the two-way classical
communication assisted quantum capacity Q↔.
As our argument makes crucial use of the idea of simulating a noisy channel with
perfect, noise-free, channels, we now first establish a strong converse for the identity
channel. For the unassisted quantum capacity this is straightforward, and can be
understood in terms of the impossibility of compressing n qubits into a smaller storage
device.
Lemma 5.31. Let I2 be the qubit identity channel. Then, we have for every sequence
of εn-error codes for I⊗n2 with asymptotic rate R that
εn ≥ 1− 2−n(R−1) . (5.244)
Proof. The argument is based on standard estimations, see, e.g., [KW09, NC00]. For
Kraus decompositions {Ej}, {Dk} of the channel Λenc, Λdec respectively, we bound the
error εn by using a lemma about the equivalence of distance measures (Lemma D.10)
εn ≥ 1−
∑
j,k
∣∣∣∣tr [DkEj ( 12nR
)]∣∣∣∣2
≥ 1−
∑
j,k
tr
[
DkEj
(
1
2nR
)
E†jD
†
k
]
tr
[
Πk
(
1
2nR
)]
= 1− 1
2nR
∑
j,k
tr
[
DkEj
(
1
2nR
)
E†jD
†
k
]
tr [Πk]
≥ 1− 2−n(R−1) , (5.245)
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where Πk denotes the projector onto the subspace to which Dk maps, the second
inequality follows from the Cauchy-Schwarz inequality, and the last inequality follows
from tr [Πk] ≤ 2n.
This can be generalized to the case of free classical communication assistance.
Corollary 5.32. Let I2 be the qubit identity channel. Then, we have for every sequence
of classical communication assisted εn-error codes for I⊗n2 with asymptotic rate R that
εn ≥ 1− 2−n(R−1) . (5.246)
Proof. Since back communication is allowed, the general form of a protocol consists
of potentially many rounds of forward quantum and classical communication as well
as backward classical communication. We first analyze one such round, which has
without loss of generality the following form:
1. Map D1 at the receiver with Kraus operators {D1i }
2. Classical communication from the receiver to the sender, denoted by B
3. Map E at the sender with Kraus operators {Eˆj,b} = {Ej,b ⊗ |b〉〈b|B}
4. Classical communication from the sender to the receiver, denoted by F
5. Map D2 at the receiver with Kraus operators {Dˆ2k,f} = {D2k,f ⊗ |f〉〈f |F }.
The channel fidelity after this round can be estimated as before (Lemma 5.31)
εn ≥ 1−
∑
ijkbf
∣∣∣∣tr [Dˆ2k,f Eˆj,bD1i ( 12nR
)]∣∣∣∣2
≥ 1−
∑
ijkbf
tr
[
Dˆ2k,f Eˆj,bD
1
i
(
1
2nR
)
D1i
†
Eˆ†j,b
(
Dˆ2k,f
)†]
tr
[
Πk,f
(
1
2nR
)]
≥ 1− 2−n(R−1) , (5.247)
where Πk,f denote the projector onto the subspace that Dˆ
2
k,f maps. It is now easily
seen that adding more rounds does not affect the argument; the projectors Π are just
chosen such that they project on the subspaces to which the Kraus operators of the
last channel at the receiver map to.
To generalize this to arbitrary quantum channels we need one more ingredient.
We need to show that the asymptotic non-feedback entanglement simulation for some
channel (as discussed in Theorem 5.23) can be done for an error rate which is expo-
nentially small in n.
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Lemma 5.33. Let E : B(HA)→ B(HB) be a channel, and δ1 > 0. Then, there exists
an asymptotic non-feedback entanglement simulation for E with an entanglement cost
of EC + δ1, and error
αn = (n+ 1)
|A|2−1 · 2−n·
δ21
8(log(|B|+3))2 . (5.248)
Proof. In the proof of Lemma 5.24, we can choose the error δn in the one-shot entan-
glement cost protocol for the de Finetti state ωnBRR′ (as defined in (5.200)) as
δn =
1
2
· 2−n·
δ21
8(log(|B|+3))2 . (5.249)
By (5.198) this leads to a total error rate of
αn = (n+ 1)
|A|2−1 · 2−n·
δ21
8(log(|B|+3))2 (5.250)
for the asymptotic channel simulation, and by (5.208) the entanglement cost for this
is
E
(1)
C (ω
n
BRR′ , δn) ≤ n · min{MkA→B}
max
j
H(B|K)ωj
+
√
n · log (|B|+ 3) ·
√
log
4
δ2n
+ 2 · log(n+ 1) · (|A|2 − 1) .
(5.251)
Since we have
lim
n→∞
1
n
·
(
√
n · log (|B|+ 3) ·
√
log
4
δ2n
)
= δ1 , (5.252)
we get an entanglement cost of EC + δ1 by considering the rest of the proof of the
direct part of Theorem 5.23 (that is, Lemma 5.25 and Proposition 5.26).
Using this, we can now prove the following upper bound on the strong converse
quantum capacity. The proof is by contradiction. Since our upper bound holds for
any classical communication assistance, we henceforth only talk about Q↔.
Theorem 5.34. Let E : B(HA) → B(HB) be a channel, and δ2 > δ1 > 0. Then, we
have for every sequence of two-way classical communication assisted εn-error codes for
E⊗n with asymptotic rate R = EC(E) + δ2 that
εn ≥ 1− (n+ 1)|A|2−1 · 2−n·
δ21
8(log(|B|+3))2 − 2−n·
δ2−δ1
EC (E)+δ1−1 = 1− 2−O(n) . (5.253)
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Proof. We start with the perfect qubit identity channel I2 and do a channel simulation
for E as defined in Definition 5.15. As we have just seen this can be done for an
entanglement cost EC(E) + δ1 and an exponentially small error (Lemma 5.33)
αn = (n+ 1)
|A|2−1 · 2−n·
δ21
8(log(|B|+3))2 . (5.254)
Now suppose that there existed a hypothetical asymptotic code for E allowing us to
send information at a rate R = EC + δ2 for an error rate εn ≥ 0. Hence, in total, we
would have an asymptotic code for I2 at a rate
EC(E) + δ2
EC(E) + δ1 > 1 (5.255)
for some error rate γn > 0. But by the triangle inequality of the metric induced by
the diamond norm and Corollary 5.32, we know that
(n+ 1)|A|
2−1 · 2−n·
δ21
8(log(|B|+3))2 + εn ≥ γn ≥ 1− 1
2
· 2−n·
(
EC (E)+δ2
EC (E)+δ1−1
)
, (5.256)
and thus we are done.
For generic quantum channels, we expect that this upper bound given by the en-
tanglement cost is far from being tight. But as an easy example, we consider the qubit
erasure channel
Eeras(ρ) = (1− p)ρ+ p · |e〉〈e| , (5.257)
with p ∈ [0, 1]. We immediately have EC(Eeras) ≥ 1− p, and calculate [Wil12],
EC(Eeras) ≤ max
ρ
EF ((Eeras ⊗ I)(ρ)) ≤ EF ((Eeras ⊗ I)(Φ))
≤ EF
(
(1− p)Φ + p · |e〉〈e| ⊗ 1
2
)
≤ (1− p) · EF (Φ) + p · EF
(
|e〉〈e| ⊗ 1
2
)
= 1− p , (5.258)
where Φ denotes the maximally entangled state, and we used the non-regularized
converse for the entanglement cost (Corollary 5.28), as well as the convexity of the
entanglement of formation [BDSW96]. Hence EC(Eeras) = 1 − p, and since it is also
known that Q↔(Eeras) = 1 − p [BDS97], we get by Theorem 5.34 that Q↔(Eeras) is a
strong converse capacity. Note that, this argument for the qubit erasure channel was
basically already present in [BDS97] (see also [SW13]).
In general, our bound may appear rather unsatisfying at first glance. How could
we hope to make explicit statements about the strong converse quantum capacities
when the formula for EC involves regularization? We now show that even though it is
unclear how to calculate EC explicitly, we can nevertheless obtain non-trivial bounds.
The key to such bounds is Lemma 5.25, which gives us
EC(EA→B) ≤ EF (EA→B) = max
ρAR
EF ((EA→B ⊗ IR) (ρAR)) , (5.259)
154
5.5 Application: Strong Converse Capacities
where ρAR ∈ V(HA ⊗ HR), and HR ∼= HA. For qubit channels we can use an exact
formula for the entanglement of formation as shown in [Woo98],
EF ((EA→B ⊗ IR) (ρAR)) = h
(
1
2
+
1
2
·
√
1− Con2 ((EA→B ⊗ IR) (ρAR))
)
, (5.260)
with the concurrence
Con(ρ) = max
{
0,
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4
}
, (5.261)
λi’s the eigenvalues of ρρ˜ in decreasing order, ρ˜ = (σy ⊗ σy)ρ∗(σy ⊗ σy) with ρ∗ the
complex conjugate of ρ in the canonical basis, and σy =
(
0 −i
i 0
)
. Furthermore, we
know from [VDD01, KdMT+08] that for ρAR pure
Con ((EA→B ⊗ IR) (ρAR)) = Con ((EA→B ⊗ IR) (ΦAR)) · Con(ρAR) , (5.262)
where ΦAR denotes the maximally entangled state. Since Con(ρAR) ≤ 1, it follows
that
EF (EA→B) = h
(
1
2
+
1
2
·
√
1− Con2 ((EA→B ⊗ IR) (ΦAR))
)
, (5.263)
that is, it only remains to compute Con(·) for the Choi-Jamiolkowski state of the
channel. This can be done explicitly using (5.261) for any qubit channel of interest.
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Figure 5.9: Quantum capacities of the qubit dephasing channel.
The qubit dephasing channel with dephasing parameter p - quantum capacity Q (dot-
ted line) vs. upper bound EF on the entanglement cost (solid line) vs. entanglement
assisted quantum capacity QE (dashed line).
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To get a feeling for this bound, this can, e.g., be compared to Q→(E) for all degrad-
able qubit channels [DS05, YHD08]. In the case of the the qubit dephasing channel
Edeph(ρ) = (1− r)ρ+ r · σzρσz , (5.264)
with σz =
(
1 0
0 −1
)
, we get [Wil13],
Q→(Edeph) = 1− h(p) ≤ h
(
1
2
+
√
p(1− p)
)
= EF (Edeph)
≤ 1− 1
2
· h
(p
2
)
= QE(Edeph) . (5.265)
As shown in Figure 5.5, the upper bound EF is far from being tight, but better than
the upper bound QE .
1 Since Q↔ (and also Q←) can be much larger than Q→, and
since not too much is known about these capacities, the following upper bound, which
holds for every qubit channel EA→B might be useful,
Q↔(EA→B) ≤ h
(
1
2
+
1
2
·
√
1− Con2 ((EA→B ⊗ IR) (ΦAR))
)
. (5.266)
As discussed in Section 4.3, strong converse capacities also have an application in
the noisy-storage model [WST08, STW08, WCSL10, KWW12]. In particular, since
EC is an upper bound on the classical communication assisted strong converse quan-
tum capacity, we can immediately apply EC for our results in Section 4.3. However,
these results only hold for the six-state encoding, and the entanglement cost of quan-
tum channels even allows for a more direct way of discussing security, which holds in
particular also for the BB84 encoding.
Lemma 5.35. Let m be the number of qubits transmitted in the protocol, and let the
adversary’s storage be of the form F = E⊗ν·m. Then, for sufficiently large m, any two-
party cryptographic primitive can be implemented securely in the noisy-storage model
if
EC(E) · ν < 1
2
. (5.267)
Proof. Consider the case of bounded, noise-free, memory. Note that [DFSS05] tells us
that security can be achieved for large enough m if the dimension d of the adversary’s
storage device is strictly smaller than d < 2m/2. Now, suppose by contradiction that
security could not be achieved with a storage of the form F = E⊗n, where n = ν ·m and
EC(E) ·n ≤ log d. However, then there exists a successful cheating strategy also in the
case of bounded storage of dimension d: the adversary could simply simulate E⊗n using
an entangled state of dimension d with log d = EC(E) · n, possibly using additional
classical forward communication provided by his unlimited classical storage device.
Hence, for large enough m, security can be achieved if EC(E) · ν < 12 as claimed.
1However, the results in [Yur03] show that our upper bound EF is not always better than the
upper bound QE .
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Our analysis improves the range of parameters for which security can be obtained.
We illustrate our results with explicit calculations for a number of specific channels.
This can be done explicitly using (5.261) for any qubit channel of interest. To obtain
a bound for when security can be achieved we thus can calculate when the condition
ν · h
(
1
2
+
1
2
·
√
1− Con2 ((EA→B ⊗ IA′) (ΦAA′))
)
<
1
2
(5.268)
is fulfilled. Figures 5.5 and 5.5 illustrate the improvements obtained for depolarizing
noise, Edepol(ρ) = r/2 · 12 + (1 − r)ρ, and dephasing noise (see (5.264) for the defini-
tion). Note that since previous bounds involved the strong converse classical capacity,
dephasing noise was no better than mere bounded storage. Using our new bound,
however, we obtain non-trivial bounds even for this case. Figure 5.5 provides security
bounds for the one qubit amplitude damping channel Edamp(ρ) = E0ρE†0+E1ρE†1 where
E0 =
(
1 0
0
√
r
)
and E1 =
(
0
√
1− r
0 0
)
. No previous security bound was known for
this channel.
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Figure 5.10: Qubit depolarizing channel.
Security was previously known below the dashed line [KWW12]. Now for (r, ν) inside
the solid line.
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Figure 5.11: Qubit dephasing channel.
Before security was no better than for bounded storage, left of dashed line. Now for
(r, ν) inside the solid line.
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Figure 5.12: Qubit amplitude damping channel.
No security statement was known previously. Now for (r, ν) inside the solid line.
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Appendix A
Entropy - Revisited
A.1 Von Neumann Entropy
Lemma A.1. [OP93, Corollary 5.12 (ii)] Let ω ∈ S≤(M), and σ, γ ∈ P+(M) with
σ ≥ γ. Then, we have that
D(ω‖γ) ≥ D(ω‖σ) . (A.1)
Lemma A.2. [OP93, Proposition 5.1] Let ω ∈ S≤(M), σ ∈ P+(M), and c > 0.
Then, we have that
D(ω‖c · σ) = D(ω‖σ) + log 1
c
. (A.2)
It is known that the von Neumann entropy can be approximated in the following
sense.
Lemma A.3. [OP93, Corollary 5.12 (iv)] Let {Mi}i∈N be a sequence of von Neumann
subalgebras of M such that their union is weakly dense in M. If ω, σ ∈ P+(M), then
the increasing sequence D(ωMi‖σMi) converges to D(ω‖σ), where ωMi , σMi denote
the restriction of ω, σ onto the subalgebra Mi, respectively.
The following is a chain rule for the von Neumann entropy, known as the conditional
expectation property.
Lemma A.4. [OP93, Corollary 5.20] Let MAB = MA ⊗ MB, ωAB ∈ S(MAB),
σA ∈ S(MA), and σB ∈ S(MB). Then, we have that
D(ωAB‖σA ⊗ σB) = D(ωA‖σA) +D(ωAB‖ωA ⊗ σB) . (A.3)
A.2 Max-Relative Entropy
The proofs of following two lemmas readily follow from the definition of the max-
relative entropy.
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Lemma A.5. Let ω ∈ S≤(M), and σ, γ ∈ P+(M) with σ ≥ γ. Then, we have that
Dmax(ω‖γ) ≥ Dmax(ω‖σ) . (A.4)
Lemma A.6. Let ω ∈ S≤(M), σ ∈ P+(M), and c > 0. Then, we have that
Dmax(ω‖c · σ) = Dmax(ω‖σ) + log 1
c
. (A.5)
From now on, all systems in this appendix are finite-dimensional. The max-
information is monotone under application of local channels.
Lemma A.7. Let ρAB ∈ S≤(HAB), and let EA→C : B(HA) → B(HC) and FB→D :
B(HB)→ B(HD) be channels. Then, we have that
Imax(A : B)ρ ≥ Imax(C : D)(E⊗F)(ρ) . (A.6)
Proof. Let σ˜B ∈ S(HB). Using the monotonicity of the max-relative entropy under
application of channels (Lemma 2.7) we obtain
Imax(A : B)ρ = Dmax(ρAB‖ρA ⊗ σ˜B) ≥ Dmax(E(ρAB)‖EA(ρA)⊗ EB(σ˜B))
≥ min
ωB∈S(HB)
Dmax(E(ρAB)‖EA(ρA)⊗ ωB)
= Imax(A : B)E(ρ) . (A.7)
The max-information can be lower and upper bounded in terms of a difference
between two entropic quantities.
Lemma A.8. Let ρAB ∈ S≤(HAB). Then, we have that
Hmin(A)ρ −Hmin(A|B)ρ ≤ Imax(A : B)ρ ≤ HR(A)ρ −Hmin(A|B)ρ . (A.8)
Proof. We first prove the left inequality. Let σ˜B ∈ S(HB) such that Imax(A : B)ρ =
Dmax(ρAB‖ρA ⊗ σ˜B) = log λ. That is, λ is minimal such that λ · ρA ⊗ σ˜B ≥ ρAB.
Furthermore, let µ be minimal such that µ·λ1(ρA)·1A⊗σ˜B ≥ ρAB. Since λ1(ρA)·1A ≥
ρA, we have that λ ≥ µ. Now, let ν be minimal such that ν · 1A ⊗ σ˜B ≥ ρAB. Thus,
ν = µ · λ1(ρA), and we conclude
Imax(A : B)ρ = log λ ≥ logµ = − log λ1(ρA) + log ν
= Hmin(A)ρ +Dmax(1A ⊗ σ˜B‖ρAB)
≥ Hmin(A)ρ −Hmin(A|B)ρ . (A.9)
The right inequality is as follows. Let σ˜B ∈ S(HB) such that
Hmin(A|B)ρ = −Dmax(ρAB‖1A ⊗ σ˜B) = − logµ , (A.10)
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that is, µ is minimal such that µ ·1A⊗ σ˜B ≥ ρAB. Since multiplication by ρ0A⊗1B does
not affect ρAB (note that the support of ρAB is contained in the support of ρA ⊗ ρB),
we also have µ · ρ0A ⊗ σ˜B ≥ ρAB. Furthermore, ρA ≥ λmin(ρA) · ρ0A, where λmin(ρ)
denotes the smallest non-zero eigenvalue of ρ. Therefore, µλmin(ρA) · ρA ⊗ σ˜B ≥ ρAB.
Now, let λ be minimal such that λ · ρA ⊗ σ˜B ≥ ρAB. Hence, we have λ ≤ µ · λ−1min(ρA),
and thus
Imax(A : B)ρ ≤ Dmax(ρAB|ρA ⊗ σ˜B) ≤ HR(A)ρ −Hmin(A|B)ρ . (A.11)
The upper bound can be generalized to a version for the smooth max-information.
Lemma A.9. Let ε > 0, and ρAB ∈ S(HAB). Then, we have that
Iεmax(A : B)ρ ≤ Hε
2/48
max (A)ρ −Hε
2/48
min (A|B)ρ − 2 log
ε2
24
. (A.12)
Proof. By the entropy measure upper bound for the max-information (Lemma A.8)
we obtain
Iεmax(A : B)ρ ≤ min
ρ¯AB∈Bε(ρAB)
(
HR(A)ρ¯ −Hmin(A|B)ρ¯
)
≤ min
ωAB∈Bε2/48(ρAB)
{
min
ΠA
(
HR(A)ΠAωΠA −Hmin(A|B)ΠAωΠA
)}
, (A.13)
where the minimum ranges over all 0 ≤ ΠA ≤ 1A such that ΠAωABΠA ≈ε/2 ωAB.
Now we choose σ˜B ∈ S(HB) such that Hmin(A|B)ω = −Dmax(1A⊗ σ˜B‖ωAB), and use
Lemma A.19 to obtain
Iεmax(A : B)ρ ≤ min
ωAB∈Bε2/48(ρAB)
{
min
ΠA
(
HR(A)ΠAωΠA +Dmax(ΠAωABΠA‖1A ⊗ σ˜B)
)}
≤ min
ωAB∈Bε2/48(ρAB)
{
min
ΠA
(
HR(A)ΠAωΠA
)
+Dmax(ωAB‖1A ⊗ σ˜B)
}
= min
ωAB∈Bε2/48(ρAB)
{
min
ΠA
(
HR(A)ΠAωΠA
)−Hmin(A|B)ω} , (A.14)
where the minimum ranges over all 0 ≤ ΠA ≤ 1A such that ΠAωABΠA ≈ε/2 ωAB. As a
next step we choose ωAB = ω˜AB ∈ Bε2/48(ρAB) such that Hε
2/48
min (A|B)ρ = Hmin(A|B)ω˜.
Hence, we get
Iεmax(A : B)ρ ≤ min
ΠA
(
HR(A)ΠAω˜ΠA
)−Hε2/48min (A|B)ρ , (A.15)
where the minimum ranges over all 0 ≤ ΠA ≤ 1A such that ΠAω˜ABΠA ≈ε/2 ω˜AB.
Using Lemma A.23, we can choose 0 ≤ ΠA ≤ 1A with ΠAω˜ABΠA ≈ε/2 ω˜AB such that
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HR(A)ΠAω˜ΠA ≤ Hε
2/24
max (A)ω˜ − 2 · log ε224 . From this we finally obtain
Iεmax(A : B)ρ ≤ Hε
2/24
max (A)ω˜ −Hε
2/48
min (A|B)ρ − 2 log
ε2
24
≤ Hε2/48max (A)ρ −Hε
2/48
min (A|B)ρ − 2 log
ε2
24
. (A.16)
The max-information of classical-quantum states can be estimated as follows.
Lemma A.10. Let ρABI ∈ S≤(HABI) with ρABI =
∑
i∈I piρ
i
AB ⊗ |i〉〈i|I classical on I
with respect to the basis {|i〉}i∈I , and pi > 0 for i ∈ I. Then, we have that
Imax(AI : B)ρ ≥ max
i∈I
Imax(A : B)ρi . (A.17)
Proof. Let σ˜B ∈ S(HB) such that Imax(AI : B)ρ = Dmax(ρABI‖ρAI ⊗ σ˜B) = log λ.
That is, λ is minimal such that
λ ·
∑
i
pi · ρiA ⊗ σ˜B ⊗ |i〉〈i| ≥
∑
i
pi · ρiAB ⊗ |i〉〈i| . (A.18)
Since the |i〉 are mutually orthogonal and pi > 0 for i ∈ I, this is equivalent to
∀i ∈ I : λ · ρiA ⊗ σ˜B ≥ ρiAB. Set Dmax(ρiAB‖ρiA ⊗ σ˜B) = log λi, i.e., λi is minimal such
that λi · ρiA ⊗ σ˜B ≥ ρiAB. Hence, λ ≥ maxi∈I λi, and therefore we find
Imax(AI : B)ρ = log λ ≥ max
i∈I
λi = max
i∈I
Dmax(ρ
i
AB‖ρiA ⊗ σ˜B) ≥ max
i∈I
Imax(A : B)ρi .
(A.19)
From this, we obtain the following corollary about the behavior of the max-information
under projective measurements.
Corollary A.11. Let ρAB ∈ S≤(HAB), and let P =
{
P iA
}
i∈I be a collection of
projectors that describe a projective measurement on A. For tr
[
P iAρAB
] 6= 0, let
pi = tr
[
P iAρAB
]
, and ρiAB =
1
pi
· P iAρABP iA. Then, we have that
Imax(A : B)ρ ≥ max
i
Imax(A : B)ρi , (A.20)
where the maximum is over all i for which ρiAB is defined.
Proof. We define the channel E : B(HAB) 7→ B(HABI) with E(·) =
∑
i(P
i
A(·)P iA) ⊗
|i〉〈i|I , where the |i〉 are mutually orthogonal. Then, the monotonicity of the max-
information under local channels (Lemma A.7) combined with the preceding lemma
about the max-information of classical-quantum states (Lemma A.10) show that
Imax(A : B)ρ ≥ Imax(A : B)E(ρ) ≥ max
i
Imax(A : B)ρi . (A.21)
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The following is a bound on the increase of the max-information when an additional
subsystem is added.
Lemma A.12. Let ε ≥ 0, and ρABC ∈ S(HABC). Then, we have that
Iεmax(A : BC)ρ ≤ Iεmax(A : B)ρ + 2 · log |C| . (A.22)
Proof. Let ρ˜AB ∈ Bε(ρAB), and σ˜B ∈ S(HB) be such that
Iεmax(A : B)ρ = Dmax (ρ˜AB‖ρ˜A ⊗ σ˜B) = log µ , (A.23)
that is, µ ∈ R is minimal such that µ · ρ˜A⊗ σ˜B ≥ ρ˜AB. This implies µ · ρ˜A⊗ σ˜B⊗ 1C|C| ≥
1
|C| · ρ˜AB ⊗1C . Furthermore, define ρ˜ABC ∈ Bε(ρABC) such that trC [ρ˜ABC ] = ρ˜AB (by
Uhlmann’s theorem such a state exists [Uhl76, Joz94]). We have |C|·ρ˜AB⊗1C ≥ ρ˜ABC ,
and hence µ · ρ˜A⊗ σ˜B⊗ 1C|C| ≥ 1|C|2 · ρ˜ABC . Now let Dmax
(
ρ˜ABC‖ρ˜A⊗ σ˜B⊗ 1C|C|
)
= log λ,
that is, λ is minimal such that λ · ρ˜A ⊗ σ˜B ⊗ 1C|C| ≥ ρ˜ABC . Thus, it follows that
λ ≤ µ · |C|2, and from this we get
Iεmax(A : BC)ρ ≤ Dmax
(
ρ˜ABC‖ρ˜A ⊗ σ˜B ⊗ 1C|C|
)
≤ Dmax (ρ˜AB‖ρ˜A ⊗ σ˜B) + 2 · log |C|
= Iεmax(A : B)ρ + 2 · log |C| . (A.24)
Remark A.13. In general, there is no dimension upper bound for Dmax(ρAB‖ρA ⊗
ρB) as can be seen by the following example. Let ρAB ∈ V(HAB) with Schmidt-
decomposition |ρ〉AB =
∑
i λi|i〉A ⊗ |i〉B. Then, we have that
Dmax(ρAB‖ρA ⊗ ρB) = log
(∑
i
λ−1i
)
, (A.25)
where the sum ranges over all i with λi > 0.
The following is a strengthening of the bound in Lemma A.12 when the additional
system is classical.
Corollary A.14. Let ρABX ∈ S(HABX) be classical on X with respect to the basis
{|x〉}x∈X . Then, we have that
Imax(A : BX)ρ ≤ Imax(A : B)ρ + log |X| . (A.26)
Proof. The proof is immediate from the proof of Lemma A.12 and noting that for X
classical Dmax(ρXAB‖1X ⊗ ρAB) ≤ 0 [Ren05, Lemma 3.1.9].
The max-relative entropy is quasi-convex in the following sense.
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Lemma A.15. [Dat09, Lemma 9] Let ρ =
∑
i∈I piρi ∈ S≤(H), and σ =
∑
i∈I piσi ∈
S≤(H) with ρi, σi ∈ S≤(H) for i ∈ I. Then, we have that
Dmax(ρ‖σ) ≤ max
i∈I
Dmax(ρi‖σi) . (A.27)
From this we find the following quasi-convexity type lemma for the smooth max-
information.
Lemma A.16. Let ε ≥ 0, and ρAB =
∑
i∈I piρ
i
AB ∈ S≤(HAB) with ρiAB ∈ S≤(HAB)
for i ∈ I. Then, we have that
Iεmax(A : B)ρ ≤ max
i∈I
Iεmax(A : B)ρi + log |I| . (A.28)
Proof. Let ρ˜iAB ∈ B(ρiAB), and σ˜iB ∈ S(HB) for i ∈ I. Using the quasi-convexity of
the max-relative entropy (Lemma A.15) we obtain
max
i∈I
Iεmax(A : B)ρi + log |I| = max
i∈I
Dmax
(
ρ˜iAB‖ρ˜iA ⊗ σ˜iB
)
+ log |I|
≥ Dmax
(∑
i∈I
piρ˜
i
AB‖
∑
i∈I
piρ˜
i
A ⊗ σ˜iB
)
+ log |I|
= log min
{
λ ∈ R :
∑
i∈I
piρ˜
i
AB ≤ λ ·
∑
i∈I
piρ˜
i
A ⊗ σ˜iB
}
+ log |I|
(i)
≥ log min
µ ∈ R : ∑
i∈I
piρ˜
i
AB ≤ µ ·
∑
i∈I
piρ˜
i
A ⊗
∑
j∈I
σ˜jB
+ log |I|
= log min
µ ∈ R : ∑
i∈I
piρ˜
i
AB ≤ µ ·
∑
i∈I
piρ˜
i
A ⊗
∑
j∈I
1
l
· σ˜jB
 ,
(A.29)
where step (i) holds because
(∑
i∈I piρ˜
i
A
) ⊗ (∑j∈I σ˜jB ≥)∑i∈I piρ˜iA ⊗ σ˜iB. Now set
σ˜B =
∑
j∈I
1
l · σ˜jB and ρ˜AB =
∑
i∈I piρ˜
i
AB. By the convexity of the purified distance in
its arguments (Lemma D.1) we obtain
max
i∈I
Iεmax(A : B)ρi + log |I| ≥ log min {µ ∈ R : ρ˜AB ≤ µ · ρ˜A ⊗ σ˜B}
≥ min
ρ¯AB∈Bε(ρAB)
min
σB∈S(HB)
log min {ν ∈ R : ρ¯AB ≤ ν · ρ¯A ⊗ σB}
= Iεmax(A : B)ρ . (A.30)
The asymptotic equipartition property for the smooth max-information is as fol-
lows.
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Lemma A.17. Let ε > 0, n ≥ 2 · (1− ε2), and ρAB ∈ S(HAB). Then, we have that
1
n
Iεmax(A : B)ρ⊗n ≤ I(A : B)ρ +
ξ(ε)√
n
− 2
n
· log ε
2
24
, (A.31)
where ξ(ε) = 8 · √13− 4 · log ε · (2 + 12 · log |A|).
Proof. Using the entropy measure upper bound for the smooth max-information (Lemma
A.9) together with the asymptotic equipartition property for the smooth conditional
min- and max-entropies (Lemma 2.10) we obtain
1
n
Iεmax(A : B)ρ⊗n ≤
1
n
Hε
2/48
max (A)ρ⊗n −
1
n
H
ε2/48
min (A|B)ρ⊗n −
2
n
· log ε
2
24
≤ H(A)ρ −H(A|B)ρ − 2
n
· log ε
2
24
+ 2 · 4√
n
√
1− log
(
ε2
48
)2
· log(2 + 1
2
· log |A|)
≤ I(A : B)ρ + ξ(ε)√
n
− 2
n
· log ε
2
24
. (A.32)
The following two lemmas are here for purely technical reasons.
Lemma A.18. Let ρAB ∈ S(HAB), and ΠA ∈ P+(HA) with ΠA ≤ 1A. Then, we have
that
Imax(A : B)ρ ≥ Imax(A : B)ΠρΠ . (A.33)
Proof. Let σB ∈ S(HB), and λ ∈ R be such that
Imax(A : B)ρ = Dmax(ρAB‖ρA ⊗ σB) = log λ . (A.34)
Then, we have that λ · ρA ⊗ σB ≥ ρAB, and with this
λ · ρA ⊗ σB ≥ λ ·ΠAρAΠA ⊗ σB ≥ ΠAρABΠA . (A.35)
Hence, we have log λ ≥ Dmax(ΠAρABΠA‖ΠAρAΠA ⊗ σB) ≥ Imax(A : B)ΠρΠ.
Lemma A.19. Let ρAB ∈ S≤(HAB), σB, ωB ∈ S(HB), and ΠAB ∈ P+(HAB) with
ΠAB ≤ 1AB and 1A ⊗ ωB −ΠAB(1A ⊗ σB)ΠAB ≥ 0. Then, we have that
Dmax(1A ⊗ ωB‖ΠABρABΠAB) ≤ Dmax(1A ⊗ σB‖ρAB) . (A.36)
Proof. Let λ be minimal such that λ ·1A⊗σB−ρAB ≥ 0. Hence, we have λ ·ΠAB(1A⊗
σB)ΠAB −ΠABρABΠAB ≥ 0. Using 1A ⊗ ωB −ΠAB(1A ⊗ σB)ΠAB ≥ 0, we obtain
λ · 1A ⊗ ωB −ΠABρABΠAB = λ · (1A ⊗ ωB −ΠAB(1A ⊗ σB)ΠAB)
+ λ ·ΠAB(1A ⊗ σB)ΠAB −ΠABρABΠAB ≥ 0 . (A.37)
The claim then follows by the definition of the max-relative entropy (Definition 2.13).
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A.3 Conditional Min- and Max-Entropy
In this appendix, all systems are finite-dimensional. The conditional min-entropy is
non-negative for separable states.
Lemma A.20. Let ρAB ∈ S(HAB) be separable between A and B. Then, we have that
Hmin(A|B)ρ ≥ 0 . (A.38)
Proof. Immediate from the definition of the conditional min-entropy (Definition 2.14).
We have the following chain rule for the conditional min-entropy.
Lemma A.21. [Ren05, Lemma 3.1.10] Let ρAB ∈ S≤(HAB). Then, we have that
Hmin(A|B)ρ ≥ Hmin(AB)ρ −H0(B)ρ . (A.39)
The following is a quasi-convexity property of the smooth max-entropy.
Lemma A.22. Let ε ≥ 0, and ρA =
∑
x pxρ
x
A ∈ S(HA) with px > 0 for all x. Then,
we have that
Hεmax(A)ρ ≤ maxx H
ε
max(A)ρx + log |X| . (A.40)
Proof. Let ρ¯xA ∈ Bε(ρxA) such that Hεmax(A)ρx = Hmax(A)ρ¯x , and define ρ¯AX =∑
x px · ρ¯xA ⊗ |x〉〈x|X . Note that by Lemma D.1, ρ¯A ∈ Bε(ρA). Then, it follows
by the definition of the smooth max-entropy as well as [Tom12, Proposition 5.10]
and [Tom12, Proposition 4.6] that
Hεmax(A)ρ ≤ Hmax(A)ρ¯ ≤ Hmax(A|X)ρ¯ + log |X|
= log
(∑
x
px · 2Hmax(A)ρ¯x
)
+ log |X|
≤ max
x
Hεmax(A)ρx + log |X| . (A.41)
The following shows that the entropiesHR andH0 can be smoothed by a projection,
and that their smoothed versions are equivalent to Hmax.
Lemma A.23. Let ε > 0, and ρA ∈ S≤(HA). Then, there exists ΠA ∈ P+(HA) with
ΠA ≤ 1A such that
Hεmax(A)ρ ≥ HR(A)ΠρΠ − 2 log
1
ε
≥ H0(A)ΠρΠ − 2 log 1
ε
, (A.42)
and ΠAρAΠA ∈ B
√
6ε(ρA).
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Proof. The second inequality is immediate since HR(A)σ ≥ H0(A)σ for all σA ∈
S≤(HA). For the first inequality, we note that by [BCC+10, Lemma A.15] we have for
ε > 0 and ρA ∈ S≤(HA), that there exists ΠA ∈ P+(HA) with ΠA ≤ 1A such that
tr
[(
1A −Π2A
)
ρA
] ≤ 3ε, and
Hεmax(A)ρ ≥ HR(A)ΠρΠ − 2 log
1
ε
. (A.43)
Then, Lemma D.14 shows that tr
[(
1A −Π2A
)
ρA
] ≤ 3ε implies ρA ≈√6ε ΠAρAΠA.
A.4 Conditional Re´nyi 2-Entropy
In this appendix, all systems are finite-dimensional. The conditional Re´nyi 2-entropy
is monotone under application of channels on the conditioning system.
Lemma A.24. [MLDS+13] Let ρAB ∈ S(HAB), and let EB→C : B(HB) → B(HC) be
a channel. Then, we have that
H2(A|B)ρ ≤ H2(A|C)E(ρ) . (A.44)
The conditional Re´nyi 2-entropy is equivalent to the smooth conditional min-
entropy in the following sense.
Lemma A.25. Let ρAB ∈ S(HAB), and ε > 0. Then, we have that
Hεmin(A|B)ρ + log
2
ε2
≥ H2(A|B)ρ ≥ Hmin(A|B)ρ . (A.45)
Proof. The proof of the second inequality is immediate by invoking the operational
form of the conditional min-entropy (Proposition 2.8) and the conditional Re´nyi 2-
entropy (Proposition 2.15), since ΛpgB→A′ in (2.83) is a particular channel, and the
conditional min-entropy involves an optimization over all channels ΛB→A′ in (2.41).
For the first inequality, the exact proof technique of [TCR09, Theorem 7] together
with the data-processing inequality for the conditional Re´nyi 2-entropy (Lemma A.24)
leads to the claim [MLDS+13].
The conditional Re´nyi 2-entropy is upper bounded by the conditional von Neumann
entropy.
Lemma A.26. Let ρAB ∈ S(HAB). Then, we have that
H2(A|B)ρ ≤ H(A|B)ρ . (A.46)
Proof. The idea for this proof is from [MLDS+13]. We evaluate the upper bound on
the conditional Re´nyi 2-entropy from Lemma A.25 for ρ⊗nAB,
H2(A|B)ρ⊗n ≤ Hεmin(A|B)ρ⊗n + log
2
ε2
≤ sup
ρ¯n∈Bε(ρ⊗n)
H(A|B)ρ¯n + log 2
ε2
≤ H(A|B)ρ⊗n + 8ε · n · log |A|+ 2 · h(2ε) + log
2
ε2
, (A.47)
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where we have used the definition of the smooth conditional min-entropy (Defini-
tion 2.17), that the conditional min-entropy is upper bounded by the conditional von
Neumann entropy [TCR09, Lemma 2], and the continuity of the conditional von Neu-
mann entropy (Lemma D.7). Since the conditional Re´nyi 2-entropy and the conditional
von Neumann entropy are both additive (by inspection), we arrive at the claim by let-
ting n→∞ and ε→ 0.
The following lemma is from the collaboration [BCW13] and written by Patrick
Coles.
Lemma A.27. Let ρAB ∈ S(HAB), and {|k〉}|A|k=1 be an orthonormal basis of HA.
Then, we have that
P pgguess(K|B)ρ ≥ F pg(A|B)ρ , (A.48)
where ρKB =
∑|A|
k=1(|k〉〈k| ⊗ 1B)ρAB(|k〉〈k| ⊗ 1B).
Proof. We calculate
P pgguess(K|B) = tr
[
ρKBρ
−1/2
B ρKBρ
−1/2
B
]
= tr
[
ρABρ
−1/2
B ρKBρ
−1/2
B
]
= |A| · tr [ΦAA′(IA ⊗ ΛpgB→A′)(ρKB)]
= F
(
ΦAA′ , |A| · (IA ⊗ ΛpgB→A′)(ρKB)
)
≥ F (ΦAA′ , (IA ⊗ ΛpgB→A′)(ρAB)) = F pg(A|B)ρ . (A.49)
where ΦAA′ denotes the maximally entangled state, and the inequality step invokes
the property that the fidelity decreases upon decreasing one of its arguments. Hence,
the result would follow from
|A| · (IA ⊗ ΛpgB→A′)(ρKB) ≥ (IA ⊗ ΛpgB→A′)(ρAB) . (A.50)
To show (A.50), we denote the positive operator γAA′ = (I ⊗ ΛpgB→A′)(ρAB), and note
that the measurement in K on the A-system commutes with I ⊗ ΛpgB→A′ . We get
|A| · (IA ⊗ ΛpgB→A′)(ρKB)− (IA ⊗ ΛpgB→A′)(ρAB)
= |A| ·
∑
k
(|k〉〈k| ⊗ 1)γAA′(|k〉〈k| ⊗ 1)−∑
k,k′
(|k〉〈k| ⊗ 1)γAA′(|k′〉〈k′| ⊗ 1)
= (|A| − 1)
(∑
k
(|k〉〈k| ⊗ 1)γAA′(|k〉〈k| ⊗ 1)
− 1|A| − 1 ·
∑
k,k′ 6=k
(|k〉〈k| ⊗ 1)γAA′(|k′〉〈k′| ⊗ 1))
=
(|A| − 1) · (F ⊗ I)(γAA′) , (A.51)
where we set in the last line
F(·) = 1|A| − 1
|A|−1∑
m=1
Zm(·)(Zm)†, Z =
|A|−1∑
k=0
ωk|k〉〈k|, ω = e2pii/|A| . (A.52)
Since F is a channel, the claim follows.
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A.5 Conditional Zero-Entropy
In this appendix, all systems are finite-dimensional. The conditional zero-entropy is
lower bounded by the conditional von Neumann entropy.
Lemma A.28. [Dat09, Lemma 10] Let ρAB ∈ S≤(HAB). Then, we have that
H0(A|B)ρ ≥ H(A|B)ρ . (A.53)
The following is a quasi-convexity property of the zero-entropy.
Lemma A.29. Let ρA =
∑N
j=1 pjρ
j
A with ρ
j
A ∈ P+(HA) and pj > 0 for j = 1, . . . , N .
Then, we have that
H0(A)ρ ≤ max
j
H0(A)ρj + logN . (A.54)
Proof. We have rank(M +N) ≤ rank(M)+rank(N) for M,N ∈ B(HA) [HJ85, Propo-
sition 0.4.5], and hence we get
H0(A)ρ = log
(
rank
( N∑
j=1
pjρ
j
A
))
≤ log
( N∑
j=1
rank
(
pjρ
j
A
))
= log
( N∑
j=1
rank
(
ρjA
))
≤ log (N ·max
j
rank
(
ρjA
))
= max
j
H0(A)ρj + logN . (A.55)
This can be generalized to a quasi-convexity property of the smooth conditional
zero-entropy.
Lemma A.30. Let ε ≥ 0, ρAK =
∑N
j=1 pjρ
j
AK ∈ S(HAK), and pj > 0 as well as
ρjAK ∈ P+(HAK) classical on K with respect to the basis {|k〉}k∈K for j = 1, . . . , N .
Then, we have that
Hε0(A|K)ρ ≤ max
j
Hε0(A|K)ρj + logN . (A.56)
Proof. Let ρ¯jAK ∈ Bεqc(ρjAK) be such that Hε0(A|K)ρj = H0(A|K)ρ¯j for j = 1, . . . , N .
Now, define ρ¯AK =
∑N
j=1 pj ρ¯
j
AK and note that ρ¯AK ∈ Bεqc(ρAK). Using the defini-
tion of the smooth conditional zero-entropy and its form on quantum-classical states
(Lemma 2.18), it follows that
Hε0(A|K)ρ ≤ H0(A|K)ρ¯ = max
k
H0(A)∑
j pj ρ¯
j,k . (A.57)
Using the preceding lemma (Lemma A.29), and again the structure of quantum-
classical states (Lemma 2.18), we conclude
max
k
H0(A)∑
j pj ρ¯
j,k
A
≤ max
k
max
j
H0(A)ρ¯j,k + logN = max
j
H0(A|K)ρ¯j + logN
= max
j
Hε0(A|K)ρj + logN . (A.58)
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Lemma A.31. Let ε > 0, and let ρAK ∈ S(HAK) be classical on K with respect to
the basis {|k〉}k∈K . Then, the smoothing in Hε0(A|K)ρ can without lost of generality
be restricted to states that commute with ρAK .
Proof. We have ρAK =
∑
k∈K ρ
k
A ⊗ |k〉〈k|K . The crucial step is to see that for every
σAK =
∑
k σ
k
A⊗|k〉〈k|K ∈ Bεqc(ρAB), there exists a unitary UAK =
∑
k U
k
A⊗|k〉〈k|K such
that UAKσAKU
†
AK ∈ Bεqc(ρAK) and [UAKσAKU †AK , ρAK ] = 0. For this, just choose UkA
to be the unitary that maps the eigenbasis of σkA to the eigenbasis of ρ
k
A. Therefore,
[UAKσAKU
†
AK , ρAK ] = 0, and furthermore by Lemma D.13,
ε ≥ ‖ρAK − σAK‖1 =
∑
k
‖ρkA − σkA‖1 ≥
∑
k
‖P kA −QkA‖1 =
∑
k
‖ρkA − UkAσkA(UkA)†‖1
= ‖ρAK − UAKσAKU †AK‖1 , (A.59)
where P kA, Q
k
A denote the eigenvalue distributions of ρ
k
A, σ
k
A, respectively.
The definition of the smooth conditional zero-entropy can be specialized canonically
to classical probability distributions.
Definition A.1. Let ε ≥ 0, and let X and Y be random variables with range X and
Y respectively, and joint probability distribution PXY . The conditional zero-entropy of
X given Y is defined as
H0(X|Y )P = max
y∈Y
log |supp (P yX) | , (A.60)
where P yX denotes the function P
y
X : x 7→ PXY (x, y). The smooth conditional zero-
entropy of X given Y is defined as
Hε0(X|Y )P = inf
P¯XY ∈Bεc(PXY )
H0(X|Y )P¯ , (A.61)
where Bεc(PXY ) denotes the set of non-negative linear functions P¯XY : X × Y → R+
such that ‖PXY − P¯XY ‖1 ≤ ε.
The following is an entropic formulation of the classical asymptotic equipartition
property.
Lemma A.32. [HR11, Theorem 1] Let X and Y be random variables with range X and
Y respectively, and joint probability distribution PXY . Furthermore, let ε > 0, n ≥ 1,
and let PnXnY n = PX1Y1× . . .×PXnYn be the n-fold product probability distribution over
X n × Yn. Then, we have that
1
n
Hε0(X
n|Y n)Pn ≤ H(X|Y )P +
log (|X|+ 3) ·
√
log 1
ε2√
n
. (A.62)
This can be generalized to the following quantum-classical asymptotic equipartition
property.
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Lemma A.33. Let ε > 0, n ≥ 1, ρAK ∈ S(HAK) classical on K with respect to the
basis {|k〉}k∈K . Then, we have that
1
n
Hε0(A|K)ρ⊗n ≤ H(A|K)ρ +
log (|A|+ 3) ·
√
log 1
ε2√
n
. (A.63)
Proof. The basic idea is that by Lemma A.31, the smoothing of the conditional zero-
entropy can be restricted to states that commute with the initial state, and hence all
states that appear are diagonal in the same basis. Working in this basis, this then
allows us to use the classical asymptotic equipartition property (Lemma A.32). In
more detail, we calculate
1
n
Hε0(A|K)ρ⊗n =
1
n
min
ρ¯nAK∈Bεqc(ρ⊗nAB)
H0(A|K)ρ¯n = 1
n
min
P¯nAK∈Bεc(PnAK)
H0(A|K)P¯n , (A.64)
where the second equality is due to Lemma A.31, PnAK is the eigenvalue distribution of
ρ⊗nAK , and Bεc(·) is as in Definition A.1. Moreover, we conclude by the definition of the
classical smooth conditional zero-entropy (Definition A.1), and the classical asymptotic
equipartition property (Lemma A.32) that
1
n
min
P¯nAK∈Bεc(PnAK)
H0(A|K)P¯n =
1
n
Hε0(A|K)Pn ≤ H(A|K)P +
log (|A|+ 3) ·
√
log 1
ε2√
n
= H(A|K)ρ +
log (|A|+ 3) ·
√
log 1
ε2√
n
,
(A.65)
where PAK denotes the eigenvalue distribution of ρAK .
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Appendix B
The Post-Selection Technique
In this appendix, all systems are finite-dimensional. The following proposition lies at
the heart of the post-selection technique for quantum channels.
Proposition B.1. [CKR09] Let ε > 0, and let EnA and FnA be channels from B(H⊗nA )
to B(HB). If there exists a channel Kpi for any permutation pi such that (EnA−FnA)◦pi =
Kpi ◦ (EnA −FnA), then ‖EnA −FnA‖♦ ≤ ε whenever
‖((EnA −FnA)⊗ IRR′)(ζnARR′)‖1 ≤ ε(n+ 1)−(|A|
2−1) , (B.1)
where ζnARR′ is a purification of the de Finetti state
ζnAR =
∫
σ⊗nAR d(σAR) , (B.2)
with σAR ∈ V(HAR), HR ∼= HA and d(·) the measure on the normalized pure states on
AR induced by the Haar measure on the unitary group acting on AR, normalized to∫
d(·) = 1. Furthermore, we can assume without loss of generality that
|R′| ≤ (n+ 1)|A|2−1 . (B.3)
Theorem B.2. [GW93, Carathe´odory] Let d ∈ N, and x be a point that lies in the
convex hull of a set P of points in Rd. Then, there exists a subset P ′ of P consisting
of d+ 1 or fewer point such that x lies in the convex hull of P ′.
A straightforward application of Carathe´odory’s theorem gives the following.
Corollary B.3. Let ζnAR =
∫
σ⊗nAR d(σAR) be as in (B.2). Then, we have that
ζnAR =
∑
i
pi
(
ωiAR
)⊗n
, (B.4)
with ωiAR ∈ V(AR), i ∈ {1, 2, . . . , (n+ 1)2|A||R|−2}, and {pi} a probability distribution.
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Proof. We can think of ζnAR as a normalized state on the symmetric subspace
Symn(HAR) ⊂ H⊗nAR , (B.5)
and the dimension of Symn(HAR) is bounded by k = (n+ 1)|A||R|−1. Furthermore, the
normalized states on Symn(HAR) can be seen as living in a m-dimensional real vector
space, where m = k−1+ 2 · k(k−1)2 = k2−1. Now define S as the set of all ξnAR = ω⊗nAR,
where ωAR ∈ V(HAR). Then, ζnAR lies in the convex hull of the set S ⊂ Rk
2−1. Using
Carathe´odory’s theorem (Theorem B.2), we have that ζnAR lies in the convex hull of a
set S′ ⊂ S where S′ consists of at most p = k2 − 1 + 1 = k2 points. Hence, we can
write ζnAR as a convex combination of p = (n+ 1)
2|A||R|−2 extremal points in S′, i.e.,
ζnAR =
∑
i
pi(ω
i
AR)
⊗n , (B.6)
where ωiAR ∈ V(HAR), i ∈ {1, 2, . . . , (n+ 1)2|A||R|−2}, and {pi} a probability distribu-
tion.
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Appendix C
Typical Projectors
This appendix is from the collaboration [BRW13] and written by Mark Wilde. All
systems are finite-dimensional.
A sequence xn is typical with respect to some probability distribution pX (x) if its
empirical distribution has maximum deviation δ from pX (x). The typical set T
Xn
δ is
the set of all such sequences
TX
n
δ =
{
xn :
∣∣∣∣ 1nN (x|xn)− pX (x)
∣∣∣∣ ≤ δ ∀x ∈ X} , (C.1)
where N (x|xn) counts the number of occurrences of the letter x in the sequence xn.
The above notion of typicality is the strong notion (as opposed to the weaker entropic
version of typicality sometimes employed [CT91]). The typical set enjoys three useful
properties: its probability approaches unity in the large n limit, it has exponentially
smaller cardinality than the set of all sequences, and every sequence in the typical
set has approximately uniform probability. That is, suppose that Xn is a random
variable distributed according to pXn (x
n) = pX (x1) · · · pX (xn), ε is positive number
that becomes arbitrarily small as n becomes large, and c is some positive constant.
Then the following three properties hold [CT91]
Pr
{
Xn ∈ TXnδ
} ≥ 1− ε , (C.2)∣∣TXnδ ∣∣ ≤ 2n·(H(X)+cδ) , (C.3)
∀xn ∈ TXnδ : 2−n·(H(X)+cδ) ≤ pXn (xn) ≤ 2−n·(H(X)−cδ) . (C.4)
These properties translate straightforwardly to the quantum setting by applying the
spectral theorem to a density matrix ρ. That is, suppose that
ρ =
∑
x
pX (x) |x〉 〈x| , (C.5)
for some orthonormal basis {|x〉}x. Then there is a typical subspace defined as follows
Tnρ,δ = span
{
|xn〉 :
∣∣∣∣ 1nN (x|xn)− pX (x)
∣∣∣∣ ≤ δ ∀x ∈ X} , (C.6)
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and let Πnρ,δ denote the projector onto it. Then properties analogous to (C.2-C.4)
hold for the typical subspace. The probability that a tensor power state ρ⊗n is in the
typical subspace approaches unity as n becomes large, the rank of the typical projector
is exponentially smaller than the rank of the full n-fold tensor-product Hilbert space of
ρ⊗n, and the state ρ⊗n looks approximately maximally mixed on the typical subspace
tr
[
Πnρ,δ ρ
⊗n] ≥ 1− ε , (C.7)
tr
[
Πnρ,δ
] ≤ 2n·(H(B)+cδ) , (C.8)
2−n·(H(B)+cδ) Πnρ,δ ≤ Πnρ,δ ρ⊗n Πnρ,δ ≤ 2−n·(H(B)−cδ) Πnρ,δ . (C.9)
Suppose now that we have an ensemble of the form {pX (x) , ρx}, and suppose that
we generate a typical sequence xn according to a pruned distribution (defined as a
normalized version of pXn(x
n) with support on its typical set and zero otherwise),
leading to a tensor product state ρxn = ρx1 ⊗ · · · ⊗ ρxn . Then there is a conditionally
typical subspace with a conditionally typical projector defined as follows
Πnρxn ,δ =
⊗
x∈X
ΠIxρx,δ , (C.10)
where Ix = {i : xi = x} is an indicator set that selects the indices i in the sequence xn
for which the ith symbol xi is equal to x ∈ X and ΠIxρx,δ is the typical projector for the
state ρx. The conditionally typical subspace has the three following properties
tr
[
Πnρxn ,δ ρxn
] ≥ 1− ε , (C.11)
tr
[
Πnρxn ,δ
] ≤ 2n·(H(B|X)+cδ) , (C.12)
2−n·(H(B|X)+cδ) Πnρxn ,δ ≤ Πnρxn ,δ ρxn Πnρxn ,δ ≤ 2−n·(H(B|X)−cδ) Πnρxn ,δ . (C.13)
Let ρ be the expected density matrix of the ensemble {pX (x) , ρx} so that ρ =∑
x pX (x) ρx. The following properties are proved in [Win99, Dev05, Wil13]
∀xn ∈ TXnδ : tr [ρxn Πρ] ≥ 1− ε , (C.14)∑
xn
p′X′n (x) ρxn ≤ (1− ε)−1 ρ⊗n . (C.15)
In order to justify some of the estimates made in Section 5.3.4, we use the above
estimates on eigenvalues and support sizes. For the classical communication cost, we
consider
HR (W
n)γ¯i −Hmin (WnRn)γ¯i +H0 (Rn)γ¯i . (C.16)
The smallest nonzero eigenvalue of the reduced state onWn is larger than 2−n·(H(W )+cδ)
due to the typical projection on Wn. Thus, we have that
HR (W
n) ≤ n · (H (W ) + cδ) . (C.17)
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The largest eigenvalue of γ¯i,nWR is bounded by
2
−n·
(
H(W )γ¯i−cδ
)
2
−n·
[
H(R|W )γ¯i−cδ
]
, (C.18)
due to the typical projection on Wn and the conditionally typical projection on Rn.
So we have that
Hmin (W
nRn)γ¯i ≥ n ·
(
H (WR)γ¯i + 2cδ
)
. (C.19)
The size of the support of Rn is bounded from above by 2
n·
(
H(R)γ¯i+δ
)
, due to the
outermost projection on Rn. Thus, we have that
H0 (R
n)γ¯i ≤ n ·
(
H (R)γ¯i + 2cδ
)
. (C.20)
The above development then gives the following bound
HR (W
n)γ¯i −Hmin (WnRn)γ¯i +H0 (Rn)γ¯i ≤ n ·
(
I (W : R)γ¯i + 5cδ
)
. (C.21)
We have similar arguments for bounding the shared randomness cost
HR (W
n)γ¯i −Hmin (WnXnRn)γ¯i +H0 (RnXn)γ¯i . (C.22)
By the same argument as above, we have that
HR (W
n)γ¯i ≤ n ·
(
H (W )γ¯i + cδ
)
. (C.23)
The largest eigenvalue of γ¯i,nWXR is bounded by
2
−n·
(
H(W )γ¯i−cδ
)
2
−n·
(
H(X|W )γ¯i−cδ
)
2
−n·
(
H(R|W )γ¯i−cδ
)
= 2
−n·
(
H(WX)γ¯i−2cδ
)
2
−n·
(
H(R|WX)γ¯i−cδ
)
= 2
−n·
(
H(WXR)γ¯i−3cδ
)
, (C.24)
where we have used the fact that H (R|W )γ¯i = H (R|WX)γ¯i because the state on R
is independent of X. Thus, we have that
Hmin (W
nXnRn)γ¯i ≥ n ·
(
H (WXR)γ¯i − 3cδ
)
. (C.25)
Finally, the support of RnXn is bounded again by 2
n·
(
H(RX)γ¯i+2cδ
)
, due to the typical
projections, so that we have
H0 (R
nXn)γ¯i ≤ n ·
(
H (RX)γ¯i + 2cδ
)
. (C.26)
The above development then gives the following bound
HR (W
n)γ¯i −Hmin (WnXnRn)γ¯i +H0 (RnXn)γ¯i ≤ n ·
(
I (W : XR)γ¯i + 6cδ
)
.
(C.27)
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Appendix D
Technical Lemmas
In this appendix, all systems are finite-dimensional. The purified distance is convex in
its arguments in the following sense.
Lemma D.1. [BCR11b, Lemma A.3] Let ρi, σi ∈ S≤(H) with ρi ≈ε σi for i ∈ I, and
{pi} a probability distribution. Then, we have that∑
i∈I
piρi ≈ε
∑
i∈I
piσi . (D.1)
The metric induced by the 1-norm can be written in the following alternative form.
Lemma D.2. [Wil13, Lemma 9.1.1] Let ρ, σ ∈ S(H). Then, we have that
‖ρ− σ‖1 = 2 · max
0≤X≤1
tr[(ρ− σ)X] . (D.2)
The 1-norm can be upper and lower bounded by the 2-norm.
Lemma D.3. [HJ85] Let M ∈ Ca×b for a, b ∈ N. Then, we have that
‖M‖2 ≤ ‖M‖1 ≤
√
rank(M) · ‖M‖2 . (D.3)
The 2-norm is sub-multiplicative.
Lemma D.4. [Mey00, Section 5.2] Let M ∈ Ca×b and N ∈ Cb×c for a, b, c ∈ N. Then,
we have that
‖M ·N‖2 ≤ ‖M‖2‖N‖2 . (D.4)
The following lemma is about an ε-net construction in the 2-norm.
Lemma D.5. Let 0 < ε < 1, and D, d > 0. Furthermore, let
N dD =
{
w ∈ Cd | ‖w‖2 ≤ D
}
, (D.5)
and let T be some subset of N dD. Then, there exists a subset Tε ⊂ T with |Tε| ≤(
2D
ε + 1
)2d
, such that for every vector v ∈ T , there exists a vector vε ∈ Tε with
‖v − vε‖2 ≤ ε.
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Proof. The proof is inspired by [HLSW04, Lemma II.4]. Let Tε = {vi}i=1,...,m be a
maximal subset of v ∈ T satisfying ‖vi − vj‖2 ≥ ε for all i, j.1 It remains to estimate
m. As subsets of R2d, the open balls of radius ε/2 about each vi ∈ Tε are pairwise
disjoint, and all contained in the ball of radius D+ ε/2 centered at the origin. Hence,
we have that
m · (ε/2)2d ≤ (D + ε/2)2d . (D.6)
The von Neumann entropy is continuous.
Lemma D.6. [Aud07, Theorem 1] Let ρA, σA ∈ S(HA) with ρA ≈ε σA for some ε ≥ 0.
Then, we have that
|H(A)ρ −H(A)σ)| ≤ ε · log(|A| − 1) + h(ε) . (D.7)
The conditional von Neumann entropy is continuous.
Lemma D.7. [AF04] Let ρAB, σAB ∈ S(HAB) with ‖ρAB−σAB‖1 ≤ ε for some ε ≥ 0.
Then, we have that
|H(A|B)ρ −H(A|B)σ| ≤ 4ε · log |A|+ 2h(ε) . (D.8)
The entanglement of formation is continuous.
Lemma D.8. Let ρAB, σAB ∈ S(HAB) with ρAB ≈ε σAB for some ε ≥ 0. Then, we
have that
|EF (ρAB)− EF (σAB)| ≤ 8ε · log |A|+ 2h(2ε) . (D.9)
Proof. The proof is the same as the original proof for the continuity of the entangle-
ment of formation [Nie00], but uses the (improved) continuity of the conditional von
Neumann entropy (Lemma D.7) instead of the continuity of the unconditional von
Neumann entropy (Lemma D.6).
Lemma D.9. [Uhl98, Lemma 1] Let ρAB ∈ S(HAB). Then, the minimization over
all pure states decompositions ρAB =
∑
i piρ
i
AB in the entanglement of formation
EF (ρAB) = min{pi,ρi}
∑
i piH(A)ρi is taken for a decomposition with at least rank(ρAB)
and at most rank(ρAB)
2 elements.
The following lemma shows that the different ways of the defining the quantum
capacity are all equivalent.
1Such a subset can be constructed by starting with an arbitrary vector v1 ∈ T , as a next step
taking another vector v2 ∈ T with ‖v1−v2‖2 ≥ ε, and then v3 ∈ T with ‖v1−v3‖2 ≥ ε, ‖v2−v3‖2 ≥ ε
etc. A subset constructed like this becomes maximal as soon as it is not possible to add another vector
vk ∈ T , such that ‖vk − vi‖2 ≥ ε for all vectors vi that are already in the subset.
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Lemma D.10. [KW04, Proposition 4.3] Let E : B(HA) 7→ B(HB) be a channel. Then,
we have that
1− min
ρ∈S(HA)
Fe(ρ, E) ≤ 4
√
1− Fc(E) ≤ 4
√
‖E − I‖ ≤ 8
(
1− min
ρ∈S(HA)
Fe(ρ, E)
)1/4
,
(D.10)
where Fc(E) = 〈Φ|(E⊗I)(Φ)|Φ〉 with ΦAA′ the maximally entangled state on HA⊗HA′,
and Fe(ρ, E) = 〈ρ|(E ⊗ I)(ρ)|ρ〉 with ρAA′ ∈ V(HA ⊗HA′).
The following is one aspect of the PerronFrobenius theorem.
Lemma D.11. [Mey00] Let M ∈ Rd×d with d ∈ N, and M = (mij)di,j=1 with mij ≥ 0.
Then, we have that the largest eigenvalue of M has an eigenvector with non-negative
entries.
The following is Sion’s minimax theorem.
Lemma D.12. [Sio58, Corollary 3.3] Let X be a compact, convex subset of a linear
topological space, Y a convex subset of a linear topological space, and f a real valued
function on X×Y , that is quasi-convex and lower semicontinuous in the first argument,
and quasi-concave and upper semicontinuous in the second argument. Then, we have
that
inf
x∈X
sup
y∈Y
f(x, y) = sup
y∈Y
inf
x∈X
f(x, y) . (D.11)
The last three lemmas are purely technical statements.
Lemma D.13. [NC00] Let ρ, σ ∈ P+(H), and denote the corresponding eigenvalue
distribution by PX , QX respectively. Then, we have that
‖ρ− σ‖1 ≥ ‖PX −QX‖1 . (D.12)
Lemma D.14. [BCC+10, Lemma A.7] Let ρ ∈ S≤(H), and let Π ∈ P+(H) be such
that Π ≤ 1. Then, we have that
P (ρ,ΠρΠ) ≤ tr[ρ]−1/2 ·
√
tr[ρ]2 − tr[Π2ρ]2 . (D.13)
Lemma D.15. Let A = A1A2, and let FAA′ be the swap operator on HAA′ with
HA′ ∼= HA. Then, we have that∫
(U ⊗ U)†(1A2A2′ ⊗ FA1A′1)(U ⊗ U)dU ≤
1
|A1|1AA
′ +
1
|A2|FAA
′ , (D.14)
where the integration is with respect to the Haar measure on the unitary group U(|A|).
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Proof. For any X ∈ B(HAA′) that is Hermitian, it follows from Schur’s lemma that∫
U(A)
(U † ⊗ U †)X(U ⊗ U)dU = a+(X)Π+A + a−(X)Π−A , (D.15)
where a±(X) · rank(Π±A) = tr[XΠ±A], and Π±A denotes the projector on the symmetric
and the anti-symmetric subspace of HAA′ , respectively. Choosing X = 1A2A′2 ⊗ FA1A′1
we get
tr
[
Π±A(1A2A′2 ⊗ FA1A′1)
]
=
1
2
· tr
[
(1AA′ ± FAA′)(1A2A′2 ⊗ FA1A′1)
]
=
1
2
tr
[
1A2A′2 ⊗ FA1A′1
]
± 1
2
· tr
[
FAA′(1A2A′2 ⊗ FA1A′1)
]
=
1
2
· |A2|2 · |A1| ± 1
2
· |A2| · |A1|2 . (D.16)
Since rank(Π±A) =
1
2 · |A|(|A| ± 1) we get
a±(X) =
|A2|2|A1| ± |A2||A1|2
|A|(|A| ± 1) =
|A2| ± |A1|
|A| ± 1 . (D.17)
From
a+(X) + a−(X)
2
=
1
2
·
( |A2|+ |A1|
|A|+ 1 +
|A2| − |A1|
|A| − 1
)
=
|A2||A| − |A1|
|A|2 − 1
=
1
|A1| ·
|A|2 − |A1|2
|A|2 − 1 ≤
1
|A1| , (D.18)
and
a+(X)− a−(X)
2
=
1
2
·
( |A2|+ |A1|
|A|+ 1 −
|A2| − |A1|
|A| − 1
)
=
|A1||A| − |A2|
|A|2 − 1
=
1
|A2| ·
|A|2 − |A2|2
|A|2 − 1 ≤
1
|A2| , (D.19)
it follows that∫
(U † ⊗ U †)X(U ⊗ U)dU = a+(X)Π+A + a−(X)Π−A
=
a+(X) + a−(X)
2
1AA′ +
a+(X)− a−(X)
2
FAA′
≤ 1|A1| · 1AA
′ +
1
|A2| · FAA
′ . (D.20)
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