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Adaptive Multi-Feature Budgeted Profit
Maximization in Social Networks
Tiantian Chen, Jianxiong Guo and Weili Wu, Senior Member, IEEE
Abstract—Online social network has been one of the most im-
portant platforms for viral marketing. Most of existing researches
about diffusion of adoptions of new products on networks are
about one diffusion. That is, only one piece of information about
the product is spread on the network. However, in fact, one
product may have multiple features and the information about
different features may spread independently in social network.
When a user would like to purchase the product, he would
consider all of the features of the product comprehensively
not just consider one. Based on this, we propose a novel
problem, multi-feature budgeted profit maximization (MBPM)
problem, which first considers budgeted profit maximization
under multiple features propagation of one product.
Given a social network with each node having an activation
cost and a profit, MBPM problem seeks for a seed set with
expected cost no more than the budget to make the total expected
profit as large as possible. We consider MBPM problem under
the adaptive setting, where seeds are chosen iteratively and next
seed is selected according to current diffusion results. We study
adaptive MBPM problem under two models, oracle model and
noise model. The oracle model assumes conditional expected
marginal profit of any node could be obtained in O(1) time and a
(1− 1/e)-approximation algorithm is proposed. Under the noise
model, we estimate conditional expected marginal profit of a node
by reverse influence sampling technique and propose an efficient
algorithm, which could return a (1− exp(′−1))-approximation
solution with high probability. Experimental results on three
real-world datasets show efficiencies and superiorities of our
algorithm.
Index Terms—Multi-feature Diffusion, Budgeted Profit Maxi-
mization, Approximation Algorithm, Social Network
I. INTRODUCTION
Online social network, like Facebook, Twitter, Linkedln,
etc., has been one of the most important platforms for
marketing and communication. Many companies have taken
social network as main method to promote products by word-
of-mouth effects. To maximize the product influence and
obtained profit, companies may apply many methods, such
as distributing coupons, free samples or offering some dis-
counts when purchasing. Many researches have been focused
on the diffusion phenomenon on social networks, including
diffusion of ideas, news, adoptions of new products, etc. One
topic extensively studied is the Influence Maximization (IM)
problem [2], [3], [4], [5], [6], which asks for choose k seeds to
maximize the expected number of influenced users under some
diffusion model. There are two classical diffusion models:
Independent Cascade (IC) model and Linear Threshold (LT)
model.
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However, it has been proved IM problem is NP-hard and
computing the expected spread of any node set is #P-hard
under IC and LT model [4]. Kempe et al. [6] presented a
(1 − 1/e)-approximation scheme, classical greedy algorithm,
for IM problem and they used Monte Carlo method to estimate
expected spread of a seed set, but it is time-consuming. Many
recent works, like [17], [18], [25], [22], have been focused
on solving this problem, which could not only obtain a (1 −
1/e − )-approximation solution with high probability but is
efficient even for large-scale datasets.
Most of existing papers related to IM problem only consider
a single diffusion, that is, only one piece of information about
the product is spread on social networks. Some paper like [7],
[31], [9], [29] indeed consider multiple diffusions of products.
But the diffusions are for multiple products and each diffusion
is for one product. However, in reality, one product may have
multiple features and the information about all these features
can spread on social network. For instance, when a customer
wants to buy a phone, he may consider many features, such
as price, brand, camera, display, speed, etc. He has his own
preference for each feature, which can be regarded as weight
for the feature, and has a threshold to purchase the phone. He
heard the information about features of the phone on networks,
and he will purchase the phone only when the sum of weights
of features satisfying his requests is larger than or equal to the
threshold.
Guo et al. [15] first proposed a multi-feature diffusion model
to describe multiple information about one product spreading
on the social network, where different information spreads
independently according to different successful probabilities.
This model combines IC model and LT model, and well
defines diffusions of multiple information about one product.
They considered the rumor blocking problem under this model
but they assume that the weights of each node for each feature
is equal when solving the problem.
Based on the multi-feature diffusion model in [15], we pro-
pose a novel budgeted profit maximization problem, MBPM
problem. Given a social network, MBPM problem assumes
multiple information about multiple features of a product are
spread on it. Each feature has its own propagation probability
when spreading from one user to another, and each user has its
own weights for each feature. A user will purchase the product
only when the sum of weights of features he accepts is larger
than or equal to his threshold. Each node has a activation
cost and a profit. MBPM problem seeks for a seed set with
expected cost no more than the budget to make the obtained
profit as large as possible. We consider MBPM problem under
the adaptive setting, in which next seed is selected based on
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the diffusion result of current seeds. That is, we first select a
seed and then observe which nodes would be activated by the
seed. According to diffusion result, we would select next seed
to maximize the profit as much as possible.
Main contributions of this work are as follows:
• We propose a novel practical problem, MBPM problem,
and consider it under the adaptive setting. We show the
objective function of adaptive MBPM problem is adaptive
monotone and adaptive submodular.
• We consider adaptive MBPM problem under two mod-
els, oracle model and noise model. An algorithm with
(1 − 1/e)-approximation ratio is given in oracle model.
Under noise model, we estimate the conditional expected
marginal profit of any node by reverse influence sampling
technique and propose an algorithm which could return
a (1 − exp(′ − 1))-approximation solution with high
probability, where 0 < ′ < 1.
• Experimental results on three realistic datasets confirm
effectiveness and superiority of our algorithm.
Organization. In Section II, we introduce related works
of MBPM problem. The diffusion model and definition of
MBPM problem are described in Section III. Section IV
presents the definition of adaptive MBPM problem and prop-
erty of its objective function. Section V gives the algorithm
to solve the AMBPM problem and corresponding proofs for
theoretical guarantee. Section VI is dedicated to experiments
and Section VII concludes the paper.
II. RELATED WORKS
Kempe et al. [6] first formulated IM problem as a com-
binatorial optimization problem, which aims to choose k
seeds to make the expected influence as large as possible.
They presented a (1−1/e)-approximation algorithm, classical
greedy scheme, to solve IM. Later, many variants of IM
problem appeared, such as coupon based profit maximization
[30], [28], multiple products profit maximization [7], [9],
[29], etc. The one related to our work is cost-aware targeted
viral marketing (CTVM) problem [25], which maximizes the
expected total benefit by choosing a seed set under the budget.
The difference between CVTM and our MBPM problem is
CVTM only considered one information diffusion on networks
under the classical IC and LT model. And they studied
CVTM problem under non-adaptive setting and they designed
a (1 − 1/√e − )-approximation algorithm. Banerjee et al.
[26] considered targeted CVTM problem where only nodes
in target set have a activation profit, and they proposed a
(1 − 1/√e)-approximation algorithm. However, we consider
multiple diffusions of a product’s features and studied the
MBPM problem under the adaptive setting.
For adaptive problem related research, Golovin et al. [10]
proved the objective of adaptive IM problem is adaptive
monotone and submodular under full-adoption model and IC
model. They proposed an adaptive greedy scheme, which is
a (1 − 1/e)-approximation scheme for adaptive IM problem.
They also proved this algorithm can be used when a set func-
tion with adaptive monotonicity and submodularity subjects to
the knapsack constraint. Han et al. [23] considered an variant
of the adaptive IM problem, where k seeds are selected in
batches of equal size b. Then designed an efficient algorithm
to improve running time of adaptive greedy scheme and can
also be utilized to solve classical adaptive IM problem. [24]
first compared the performance of adaptive greedy algorithm
to its non-adaptive counterpart.
III. PROBLEM FORMULATION
A social network is generally denoted by a directed graph
G = (V,E), where |V | = n and |E| = m. For each (v, w) ∈
E, v is named the in-neighbor of w and w is called the out-
neighbor of v.
A. Realization
Definition 1 (Realization). Give G = (V,E) with probability
p : E → (0, 1], a realization φ of G can be produced by
deleting each e ∈ E with 1 − p(e) probability. For e ∈ E, if
e appears in φ, we say e is a live edge and define φ(e) = L.
Otherwise, e is called dead edge and define φ(e) = B.
For a realization φ, the probability of generating φ is
Pr [φ] =
∏
e∈E:
φ(e)=L
pe
∏
e∈E:
φ(e)=B
(1− pe).
Definition 2 (Partial Realization). Define a partial realization
of G = (V,E) as ϕ : E → {L,B,U} such that ϕ(e) = L
(resp. ϕ(e) = B) if e ∈ E has already been known to be live
(resp. dead) under ϕ, and ϕ(e) = U if the status of e is not
known yet.
B. Multiple Information Diffusion Model
A company wants to promote a new product by distributing
coupons on social networks to maximize its profit as much
as possible. But the advertisement budget is usually limited,
thus it is important to wisely select customers to allocate
coupons. Usually, a product may have multiple features and the
information about each feature may spread from one customer
to another. Before formulating the problem formally, we first
introduce the diffusion model about multiple information prop-
agation on the social network [31], which are called multiple
information diffusion (MID) Model.
1. Given a social network G = (V,E), q pieces of informa-
tion about q features of a product are spread on it, respectively.
For each (u, v) ∈ E, there is a q-dimensional propagation
probability vector p¯u,v = (p1u,v, . . . , p
q
u,v) associated with it,
where piu,v ∈ (0, 1] is the successful probability when u tries
to activate v to accept the information about feature i of the
product.
2. Each u ∈ V has a threshold θu distributed in [0, 1]
uniformly and a weight vector w¯u = (w1u, . . . , w
q
u), where w
i
u
denotes the weight of feature i for user u and
∑q
i=1 w
i
u = 1.
3. When user u accepts feature i at timestamp t (called
i-accepted, otherwise called i-unaccepted), it will attempt to
activate its i-unaccepted out-neighbor v with successful prob-
ability piu,v at timestamp t+1. The information about different
features is diffused independently on the social network, and
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user v will purchase the product if and only if the sum
of corresponding weights of features that have already been
accepted by v is no less than θv (called purchase condition).
4. Initially, a set of seeds is activated to spread all of the
q features. At every step, each node would check whether
the purchase condition is satisfied. The diffusion process will
continue until there is no more node activated.
For convenience, we still use G = (V,E) to represent
the social network G = (V,E) with propagation probability
p : E → (0, 1]q , threshold θ : V → [0, 1] and weight
w : V → [0, 1]q . For each u ∈ V , assume the cost of
picking u as the seed of product and profit obtained when
u purchases the product are c(u) and b(u), respectively. For
any S ⊆ V , the profit and activation cost of S are defined as
c(S) =
∑
u∈S c(u) and
∑
u∈S b(u), respectively.
C. Problem Definition
Definition 3 (Multi-feature Budgeted Profit Maximization
(MBPM) Problem). Given G = (V,E), q pieces of informa-
tion about q features of a product are spread on the social
network according to the MID model. The MBPM problem
seeks for a seed set S ⊆ V with expected activation cost at
most B, i.e., E[c(S)] ≤ B, to maximize the total expected
profit.
Since information of different features is spread indepen-
dently on the social network, that is, the diffusion of one
piece of information about one feature has no influence on
information of other features, we can view the propagation
process of MID model as follows.
Definition 4 (Multi-level Graph). Given social network G =
(V,E), define its multi-level graph as Ĝ = (V̂ , Ê) = G1 ∪
G2 ∪ . . . Gq , where Gi = (V i, Ei), and each node vi ∈ V i
is a copy node of v ∈ V and vi has a weight wvi = wiv . For
each (u, v) ∈ E, there is a corresponding edge (ui, vi) ∈ Ei,
i = 1, . . . , q, and the propagation probability on (ui, vi) is
piu,v , that is, the successful probability when u attempts to
activate v to accept feature i.
An example of the multi-level graph can be seen in Fig. 1.
Given G = (V,E) and its multi-level graph Ĝ, for each node
Fig. 1. An example of G = (V,E) with its multi-level graph Ĝ.
set S ⊆ V , denote by Ŝ = S1 ∪ . . . ∪ Sq the corresponding
copy node set in Ĝ of nodes in S, where Si = {ui ∈
V i : ui is the corresponding copy node of u ∈ S}. For
eachu ∈ V , denote the corresponding copy node set of u as
û = {u1, . . . , uq}. Now we can give the equivalent diffusion
process of the MBPM problem.
1. Given G = (V,E) and its multi-level graph Ĝ = G1 ∪
. . .∪Gq , q pieces of information about q different features are
spread on Ĝ, but the information about feature i is just spread
on Gi.
2. Initially, we choose the seed set S ⊆ V for the product
whose expected cost is no more than B, then nodes in Ŝ, are
seeds of the corresponding features.
3. The information about different features is diffused
independently from their own seeds according to the classic IC
model. A node in Gi can only have two states: i-accepted or
i-unaccepted. A node in Gi activated to accept the information
of feature i is called i-accepted. Otherwise, it is called i-
unaccepted.
4. After the propagation process of all features terminates,
we could determine whether each node v ∈ V would pur-
chase the product (the state of nodes in V ). That is, we
would check whether the sum of weights of i-accepted nodes
vi, i = 1, . . . , q, is larger than or equal to θv . If it satisfies the
purchase condition, then the node v ∈ V would purchase the
product and we call v active. Otherwise, v is called inactive.
Given the equivalent diffusion process of the MID model,
we could solve the MBPM problem by solving the profit
maximization problem on the multi-level graph.
Denote Ω as the set of all possible realizations of multi-
level graph Ĝ. Let S be the seed set of the product and Ŝ =
S1 ∪ . . . ∪ Sq be its corresponding copy node set. Then Si is
the seed set of feature i in Gi. Given a realization φ ∈ Ω, for
each node ui in Ĝ, define
xφ(S
i, ui) =
{
1, ui accepts feature i in φ under Si
0, otherwise
Therefore, node u ∈ V will purchase the product under
realization φ if and only if
∑q
i=1 xφ(S
i, vi) ·wiv ≥ θu. Denote
Iφ(S
i) as the node set in Gi containing the i-accepted nodes
under Si. Let Iφ(S) be the set of active nodes in V when
diffusion process of nodes in Ŝ on φ terminates. Then for any
u ∈ V , we have that
Pr[u ∈ Iφ(S)] =
∑
1≤i≤q:
ui∈Iφ(Si)
wiu
Then the MBPM problem can be formulated as:
max P (S) =
∑
φ∈Ω
Pr[φ] ·
∑
u∈V
Pr[u ∈ Iφ(S)] · b(u)
s.t. E[c(S)] ≤ B
(1)
Theorem 1. The objective function of MBPM Problem is
monotone submodular with respect to the seed set of the
product.
Proof. For any set S ⊆ T ⊆ V , denote their corresponding
node set in Ĝ as Ŝ = S1 ∪ . . . ∪ Sq and T̂ = T 1 ∪ . . . ∪ T q ,
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respectively.
P (S) =
∑
φ∈Ω
Pr[φ] ·
∑
u∈V
Pr[u ∈ Iφ(S)] · b(u)
=
∑
φ∈Ω
Pr[φ] ·
∑
u∈V
[
∑
1≤i≤q:
ui∈Iφ(Si)
wiu] · b(u)
=
∑
φ∈Ω
Pr[φ] ·
∑
u∈V
b(u) ·
∑
1≤i≤q:
ui∈Iφ(Si)
wiu
Since S ⊆ T , then Si ⊆ T i, i = 1, . . . , q. Clearly, Iφ(Si) ⊆
Iφ(T
i) since any node in Iφ(Si) can also be activated to
accept feature i by T i under φ. Therefore,
∑
ui∈Iφ(Si) w
i
u ≤∑
ui∈Iφ(T i) w
i
u and P (S) is monotone with respect to S.
For any v ∈ V \ T ,
P (S ∪ {v})− P (S)
=
∑
φ∈Ω
Pr[φ] ·
∑
u∈V
b(u) ·
∑
1≤i≤q:
ui∈(Iφ(Si∪{vi})\Iφ(Si))
wiu
Iφ(S
i ∪ {vi}) \ Iφ(Si) contains the nodes in Gi that
can only be activated to accept feature i by vi but can-
not by Si under φ. Clearly,
(
Iφ(S
i ∪ {vi}) \ Iφ(Si)
) ⊇(
Iφ(T
i ∪ {vi}) \ Iφ(T i)
)
, since vi could activate more nodes
when adding to Si than T i under φ.
Therefore, P (S ∪ {v})− P (S) ≥ P (T ∪ {v})− P (T ) and
the proof of Theorem 1 is completed.
D. Algorithm
Before presenting the algorithm of MBPM problem, we
first introduce another problem, maximization of a monotone
submodular function under the cardinality constraint. Let
g : 2V → R≥0 be a monotone submodular function. For
u ∈ V and S ⊆ V , the marginal gain by adding v to S is
denoted as gv(S) = g(S ∪ {v}) − g(S). For the problem
maxS⊆V,|S|≤k g(S), classical greedy scheme could return
(1−1/e)-approximation solutions [33]. The algorithm always
selects the element with largest marginal gain to current se-
lected set until k nodes are chosen. That is, for current selected
set S0, the algorithm will select v∗ = arg maxv∈V \S0 gv(S0)
and add it into S0. Under cardinality constraint, each node
actually has a cost of 1 and greedy scheme always selects the
element with the largest marginal gain per unit cost.
The constraint E[c(S)] ≤ B in MBPM problem is actually
equivalent to the cardinality constraint. Since the objective of
MBPM problem is monotone submodular, based on ideas of
classical greedy scheme, we could utilize Algorithm 1 to solve
it. Assume current selected set is S, Alg. 1 always selects the
node v∗ with largest ratio of marginal gain to S to cost among
remaining nodes. If c(S) + c(v∗) ≤ B, v∗ will be added into
S. Otherwise, add v∗ to S with B−c(S)c(v∗) probability. It could
guarantee the output S satisfying E[c(S)] ≤ B.
Theorem 2. Algorithm 1 could obtain a (1 − 1/e)-
approximation solution of MBPM problem.
Algorithm 1 Modified Greedy Algorithm
Input: G = (V,E) and B
Output: A (1 − 1/e)-approximation solution of the MBPM
problem.
1: S ← ∅;
2: while c(S) < B do
3: v∗ = arg maxv∈V \S
P (S∪{v})−P (S)
c(v) ;
4: if c(S) + c(v∗) > B then
5: break with 1− B−c(S)c(v∗) probability;
6: S ← S ∪ {v∗}
7: Return S;
IV. ADAPTIVE MULTI-FEATURE BUDGETED PROFIT
MAXIMIZATION PROBLEM
In practice, the decision maker may select one seed at a time
and then observe the propagation result. He could make choice
to select the next seed based on currently observed results. And
this strategy is usually called adaptive seed selection strategy.
This strategy may bring more advantages and profits since the
decision maker could adaptively revise the strategy according
to the current situation rather than select all of the seeds one
time before the actual propagation process starts. Therefore, it
is worth considering whether adaptive selection strategy helps
a lot or not. In this section, we will introduce the adaptive
MBPM problem and some related definitions.
A. Problem Definition
In the adaptive MBPM problem, we also choose seeds S
from G = (V,E) and observe the propagation process of
corresponding seeds Ŝ in its multi-level graph Ĝ like in the
non-adaptive MBPM problem. But under the adaptive setting,
seeds are selected one by one and we need to observe the
diffusion result once a seed u is chosen. That is, we need to
know which nodes would be activated by u. Then we could
make decision of which node to select as the next seed based
on the current result to maximize the profit. Therefore, states
of edges are needed to be observed when activating a seed u.
We are allowed to observe several candidate edge sets when
we activate a seed u. The full-adoption feedback model [10]
is considered in this paper.
Definition 5 (Full-Adoption Feedback Model). After activat-
ing a seed u , we could observe the states (live or dead) of
all edges exiting v, for all nodes v which can be reached by
u through currently known live edges.
Fig. 2 shows an example of the propagation process of
adaptive MBPM problem. Graph G and its multi-level graph
Ĝ can be seen in Fig. 2(a) and (b) , respectively. This example
is just used for illustrating the adaptive spread process of the
MBPM problem, so we omit some information, like weight
vector, etc. Assume u is selected as the first seed and Fig. 2(c)
shows the diffusion result. Specifically, nodes in blank double-
cycle are activated during the diffusion process. Bold dashed-
line (resp. full-line) arrow represents a failed (resp. successful
) attempt of activation. It can be seen that u1 successfully
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activates x1 but fails to activate v1. Then x1 tries to activate
its out-neighbor z1 to accept feature 1 but fails.
Fig. 2. An example of the propagation process of adaptive MBPM problem.
We usually encode the adaptive strategy of selecting seeds
as a policy pi, a function mapping from a already chosen seed
set S ⊆ V and a set of partial realizations to V , specifying
which node to select as the next seed of the product within the
budget. In the following part of the paper, when we mention
the realization (partial or full), we mean the realization of
multi-level graph Ĝ.
Denote pi as the adaptive strategy adopted by the company
and S(pi, φ) as the set of nodes in V chosen by pi under
realization φ. Denote dom(pi) as the domain of pi. Denote by
Iφ(S(pi, φ)) the set of nodes that would purchase the product
under pi in realization φ. Then the profit obtained by policypi
under realization φ is:
f (S(pi, φ), φ) =
∑
u∈V
Pr[u ∈ Iφ(S(pi, φ))] · b(u).
Let Φ be a random variable denoting a random realization.
Thus, the expected profit obtained by policy pi can be formu-
lated as:
favg(pi) = E [f (S(pi,Φ),Φ)] ,
where the expectation is taken over Φ and internal randomness
of φ that determines S(pi, φ) for each φ.
Definition 6 (Adaptive Multi-feature Budgeted Profit Maxi-
mization (AMBPM) Problem). Given G = (V,E), assume q
pieces of information about q features of a product are spread
on G according to the MID model. The AMBPM problem seeks
for a policy to maximize the total expected profit obtained:
max
pi
favg(pi)
s.t. E[c(S(pi, φ))] ≤ B
We consider AMBPM problem under the MID model and
full-adoption feedback model. For any partial realization ϕ,
denote by dom(ϕ) the set of seeds for the product that have
already been picked from V . Denote d(ϕ) as the corresponding
copy node set of dom(ϕ), that is, all of the seeds for the q
features in Ĝ. Let obs(ϕ) = {e ∈ Ê : ϕ(e) = L or ϕ(e) = B},
that is, the set of edges whose statuses have already been
known under ϕ. We say a partial realization ϕ is consistent
with a full realization φ if ϕ(e) = φ(e) whenever ϕ(e) 6= U ,
and denote it as φ ∼ ϕ. If ϕ and ϕ′ are both consistent with
some full realization φ, satisfying dom(ϕ) ⊆ dom(ϕ′) and
obs(ϕ) ⊆ obs(ϕ′), we say ϕ is a subrealization of ϕ′, denoted
as ϕ ⊆ ϕ′.
Definition 7 (Conditional Expected Marginal Profit). Given a
partial realization ϕ and a node u, the conditional expected
marginal profit of u conditioned on having observed ϕ is
defined as:
∆(u|ϕ) := E [f(dom(ϕ) ∪ {u},Φ)− f(dom(ϕ),Φ)|Φ ∼ ϕ]
where the expectation is taken over p(φ|ϕ) = P(Φ = φ|Φ ∼
ϕ).
Definition 8 (Adaptive Monotonicity). A function f : 2V ×
2Ω → R≥0 is adaptive monotone with respect to distribution
p(φ) if for all partial realization ϕ with Pr[Φ ∼ ϕ] > 0 and
all u /∈ dom(ϕ), we have
∆(u|ϕ) ≥ 0.
Definition 9 (Adaptive Submodularity). A function f : 2V ×
2Ω → R≥0 is adaptive submodular with respect to distribution
p(φ) if for all partial realizations ϕ and ϕ′ satisfying ϕ ⊆ ϕ′
and for all u /∈ dom(ϕ′), we have
∆(u|ϕ) ≥ ∆(u|ϕ′).
Theorem 3. The objective function f(·, φ) of AMBPM prob-
lem is adaptive monotone and adaptive submodular.
Proof. We first show adaptive monotonicity of f . Consider a
fixed partial realization ϕ. For a node u /∈ dom(ϕ), when
selecting u as the seed under ϕ, if all of the copy nodes
u1, . . . , uq of u have been activated before u is selected, then
for any realization φ ∼ ϕ, we have that f(dom(ϕ)∪{u}, φ) =
f(dom(ϕ), φ). If at least one of nodes u1, . . . , uq is not
activated before u is selected, assume u1 is one of the nodes
satisfy the condition. Then for any realization φ ∼ ϕ, we have
that f(dom(ϕ) ∪ {u}, φ) − f(dom(ϕ), φ) ≥ b(u) · w1u ≥ 0.
Thus, no matter which case happens, for any realization
φ ∼ ϕ, f(dom(ϕ) ∪ {u}, φ) ≥ f(dom(ϕ), φ) always holds.
Since ∆(u|ϕ) is a linear combination of each realization, we
know that ∆(u|ϕ) ≥ 0.
Then we prove the adaptive submodularity of f . For any
pairs of partial realizations ϕ,ϕ′ satisfying ϕ ⊆ ϕ′ and any
u /∈ dom(ϕ′), we have to show ∆(u|ϕ) ≥ ∆(u|ϕ′).
To show it rigorously, define a coupled distribution µ over
pairs of realizations φ ∼ ϕ and φ′ ∼ ϕ′. The realization
φ is actually a function of random variables X = {Xuv :
(u, v) ∈ Ê} under the full-adoption feedback model. Define
µ implicitly in terms of a joint distribution µˆ on X × X ′,
where φ = φ(X) and φ′ = φ′(X ′) are realizations induced
by X and X ′, respectively. Therefore, µ(φ(X), φ′(X ′)) =
µˆ(X,X ′). For each (u, v) ∈ obs(ϕ), Xuv is deterministically
set to the status of (u, v) observed by ϕ. That is,
Xuv =
{
1, if ϕ((u, v)) = L
0, if ϕ((u, v)) = B
If Xuv = X ′uv for all (u, v) ∈ Ê \ obs(ϕ′),
µˆ(X,X ′) = Π(u,v)∈Ê\obs(ϕ)p
Xuv
uv (1− puv)1−Xuv ,
and otherwise µˆ(X,X ′) = 0. Note that p(φ|ϕ) =∑
φ′ µ(φ, φ
′) and p(φ′|ϕ′) = ∑φ µ(φ, φ′). Given the real-
ization φ and a partial realization ϕ, define δ(u|φ, φ ∼ ϕ) =
f(dom(ϕ) ∪ {u}, φ) − f(dom(ϕ), φ). Then we show for all
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(φ, φ) ∈ support(µ), the following inequality holds
δ(u|φ, φ ∼ ϕ) ≥ δ(u|φ′, φ′ ∼ ϕ′) (2)
Denote σ(dom(ϕ) ∪ {u}, φ) as the set of activated nodes
in Ĝ when d(ϕ) ∪ û are seeds in Ĝ under the realization φ.
Denote T = σ(dom(ϕ)∪{u}, φ) and M = σ(dom(ϕ), φ). Let
N = T \M . Similarly, denote T ′ = σ(dom(ϕ′)∪{u}, φ′) and
M ′ = σ(dom(ϕ′), φ′), and let N ′ = T ′ \M ′.
We first show that M ⊆M ′. Fix wi ∈M . Then there must
exist a path Pi from some vi ∈ d(ϕ) to wi. Therefore, edges on
path Pi are observed to be live by ϕ. Since (φ, φ′) ∈ support
(µ), edges observed by ϕ have same states in φ and φ′. That
is, each edge on Pi is also live under φ′. Since ϕ ⊆ ϕ′, it
is clear that vi ∈ d(ϕ′). Therefore, wi will be activated when
d(ϕ′) are seeds in Ĝ under realization φ′, i.e., wi ∈M ′.
We next show N ′ ⊆ N . We prove this by contradiction. Fix
vj ∈ N ′. Assume vj /∈ N . Since vj ∈ N ′ and M ′ ∩N ′ = ∅,
we have that vj /∈M ′. Since we have prove that M ⊆M ′, it
is obvious that vj /∈ M . As vj ∈ N ′, there must exist some
path Pj from uj to vj in φ′ but at least one edge on path
Pj is dead in φ. Assume one such edge is (sj , tj). Since the
status of edge (sj , tj) is different in realization φ and φ′ and
(φ, φ′) ∈ support(µ), thus (sj , tj) must be observed by ϕ′ but
not by ϕ. Since (sj , tj) is observed by ϕ′, sj must be activated
after selecting d(ϕ′) according to the full-adoption feedback
model. That is, sj and the nodes that can be reachable from
sj must be activated after we select d(ϕ′). Therefore, sj and
the nodes that can be reachable from sj , including vj , will
belong to M ′, a contradiction.
δ(u|φ, φ ∼ ϕ) = f(dom(ϕ) ∪ {u}, φ)− f(dom(ϕ), φ)
=
∑
v∈V
b(v)
∑
1≤i≤q:
vi∈T
wiv −
∑
v∈V
b(v)
∑
1≤i≤q:
vi∈M
wiv
=
∑
v∈V
b(v)
∑
1≤i≤q:
vi∈(T\M)
wiv =
∑
v∈V
b(v)
∑
1≤i≤q:
vi∈N
wiv
(3)
Since we have shown that N ′ ⊆ N , we could obtain that
δ(u|φ, φ ∼ ϕ) ≥ δ(u|φ′, φ′ ∼ ϕ′). Therefore,
∆(u|ϕ) =
∑
(φ,φ′)
µ(φ, φ′)δ(u|φ, φ ∼ ϕ)
≥
∑
(φ,φ′)
µ(φ, φ′)δ(u|φ′, φ′ ∼ ϕ′) = ∆(u|ϕ′),
(4)
which completes the proof.
V. ALGORITHM AND THEORETICAL ANALYSIS
Since the objective f of AMBPM problem is adaptive
monotone and adaptive submodular, we could utilize adaptive
greedy scheme proposed in [10] to solve it. The seed selection
rule of of adaptive greedy algorithm is straightforward, i.e.,
we always select the node with largest ratio of conditional
expected marginal profit to cost. However, given a partial
realization ϕ and a node u /∈ dom(ϕ), it is difficult to compute
the conditional expected marginal profit ∆(u|ϕ) since there are
almost exponential possible realizations φ with φ ∼ ϕ. This
section would consider algorithms of AMBPM problem under
both the oracle model and the noise model.
Before introducing the algorithms in detail, we would like
to present some definitions about the policy to make our
algorithm more understandable. Imagine the policy running
over time, such that when a policy pi selects a node u, it
begins to execute u, and finishes executing u after c(u) units
of time.
Definition 10 (Policy truncation with costs). The t-truncation
of a policy pi, denoted by pi[t], is a randomized policy obtained
by running pi for t units of time. If the last selected node u
is not finished by time t and it only runs for 0 ≤ s < c(u)
time by time t, then we will include u in pi[t] with probability
s/c(u). In this case, we could guarantee E[c(S(pi[t], φ)] ≤ t
holds for any realization φ.
Definition 11 (Policy concatenation). Given two adaptive
policies pi1 and pi2, define the policy concatenation pi1@pi2
as the policy which runs pi1 first to completion, and then runs
pi2 like from a new start, ignoring the information obtained
during the running of pi1.
A. Adaptive Greedy Algorithm under the Oracle Model
Under the oracle model, assume conditional expected
marginal profit of any node under any partial realization can
be obtained in constant time. The algorithm to solve this
problem can be seen in Algorithm 2, which is based on the
adaptive greedy algorithm proposed in [10]. Under the current
partial realization ϕ and seed set S, the algorithm would
select a node v∗ satisfying v∗ := arg maxv∈V \S{∆(v|ϕ)c(v) }.
If c(S) + c(v∗) ≤ B, then v∗ is the next seed. Otherwise,
we select v∗ as the next seed with probability B−c(S)c(v∗) . After
selecting v∗, we observe the nodes activated by copy nodes of
v∗, denoted by A(vmax) and update the partial realization ϕ by
changing states of edges related to nodes in A(vmax) ∪ vˆmax
from U to L or B. Then we remove nodes in A(vmax)∪ vˆmax
and their corresponding edges whose states have been known.
The algorithm repeats the above process and terminates until
c(S) ≥ B. In this way, we could guarantee E[c(S)] ≤ B.
In this paper, instead of computing the conditional expected
marginal profit of every node for each iteration, the accelerated
adaptive greedy scheme is applied, which could significantly
decrease running time in practice. The idea is similar to
the accelerated version of classical greedy algorithm in non-
adaptive setting [27]. Assume the current partial realization is
ϕi and we would select v as the next seed. Let ϕj be a partial
realization with ϕj ⊆ ϕi. Assume u has not been activated
by the time v is selected. Then there is no need to compute
∆(u|ϕi) at all. Since if we have known ∆(u|ϕj)c(u) < ∆(v|ϕi)c(v) ,
then we could obtain ∆(u|ϕi)c(u) <
∆(v|ϕi)
c(v) due to the adaptive
submodularity of f .
The algorithm keeps a priority queue to implement the
acceleration of the algorithm (lines 6 to 13). At each iteration,
it compares value of δmax with the maximum priority in the
current queue. And we only compute the conditional expected
marginal profit under current partial realization of the node
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with larger priority than δmax, where δmax stores the current
maximum ratio of conditional expected marginal profit to cost.
Since the objective f(S, φ) of AMBPM problem is adaptive
monotone and adaptive submodular, according to the result in
[10], we have the following conclusion.
Theorem 4. Algorithm 2 could obtain a (1 − 1/e)-
approximation solution of the AMBPM problem.
Algorithm 2 Accelerated-Adaptive-Greedy
Input: G = (V,E), its multi-level graph Ĝ and B
Output: A (1−1/e)-approximation solution of the AMBPM
problem.
1: S ← ∅, ϕ← ∅;
2: Priority Queue Q← EMPTY-QUEUE;
3: foreach v ∈ V do Q.insert(v,+∞);
4: while c(S) < B do
5: δmax ← −∞; vmax ← NULL ;
6: while δmax ≤ Q.maxPriority() do
7: v ← Q.pop();
8: δ ← ∆(v|ϕ);
9: δ′ = δ/c(v);
10: Q.insert(v, δ′);
11: if δmax < δ′ then
12: δmax ← δ′;
13: vmax ← v;
14: if c(S) + c(vmax) > B then
15: break with 1− B−c(S)c(vmax) probability;
16: S ← S ∪ {vmax};
17: Q.remove(vmax);
18: Observe the node set A(vmax) activated to be i-
accepted by the copy nodes of vmax, 1 ≤ i ≤ q;
19: Update ϕ by updating states of edges related to nodes
in A(vmax) ∪ vˆmax;
20: Update Ĝ by removing nodes in A(vmax)∪ vˆmax and
their corresponding edges;
21: Return S
B. Adaptive Greedy Algorithm under the Noise Model
This section will present algorithms of AMBPM problem
under the noise model. The basic seed selection strategy is
similar to that of oracle model, but the difference is that we
will estimate the conditional expected marginal profit of any
node under a fixed partial realization by the reverse influence
sampling technique. An important definition is needed in this
technique.
Definition 12 (Reverse Reachable (RR) set [17]). For any
realization φ ∈ Ω and vi ∈ V̂ , the RR set for vi, denoted by
Rφ(vi) the set containing all of the nodes that could reach vi
in φ. vi is called the target node.
A random RR set is a RR set whose target node vi is
selected randomly from V̂ . Given a random RR set Rφ(vi)
and Ŝ ⊆ V̂ , we say Ŝ covers Rφ(vi) if Ŝ ∩ Rφ(vi) 6= ∅.
Define
yφ(Ŝ, Rφ(vi)) =
{
1, if Ŝ ∩Rφ(vi) 6= ∅
0, otherwise
Proposition 1. Given the seed set S ⊆ V with corresponding
copy node set Ŝ = S1 ∪ S2 ∪ . . . ∪ Sq and a node vi ∈
V̂ , for any realization φ of Ĝ, xφ(Si, vi) = 1 if and only if
yφ(S
i, Rφ(vi)) = 1.
It is clear yφ(Si, Rφ(vi)) = yφ(Ŝ, Rφ(vi)), since Sj ∩
Rφ(vi) = ∅, if i 6= j.
Denote W =
∑
v∈V b(v). Assume each node vi ∈ V̂ is
selected randomly from V̂ with probability b(v)W · wvi as the
target node of a RR set. By the reverse Breadth First Search
algorithm [14], we could produce a large number of random
RR sets R = {R1, R2, . . . , Rα} of Ĝ. Define
ρ(S) = W · 1
α
α∑
j=1
y(Ŝ, Rj) = W · 1
α
q∑
i=1
α∑
j=1
y(Si, Rj),
then the following result holds.
Theorem 5. Given a seed set S ⊆ V with corresponding copy
node set Ŝ = S1 ∪ S2 ∪ . . . ∪ Sq , we have E [ρ(S)] = P (S).
Proof.
E [ρ(S)] = E
W · 1
α
q∑
i=1
α∑
j=1
y(Si, Rj)

= W · E
 1
α
q∑
i=1
α∑
j=1
y(Si, Rj)

= W ·
∑
vi∈V̂
Pr [vi]
∑
φ∈Ω
Pr[φ] · yφ(Si, Rφ(vi))
= W ·
∑
vi∈V̂
b(v)
W
· wiv
∑
φ∈Ω
Pr[φ] · yφ(Si, Rφ(vi))
=
∑
vi∈V̂
b(v)
∑
φ∈Ω
Pr[φ] · xφ(Si, vi) · wiv
=
∑
φ∈Ω
Pr[φ] ·
∑
v∈V
b(v) ·
q∑
i=1
xφ(S
i, vi) · wiv
= P (S)
Given a partial realization ϕ and v ⊆ V , let R be a random
RR set generated from a realization φ with φ ∼ ϕ. Define
fR(v|ϕ) =
{
1, if (v̂ ∪ d(ϕ)) ∩R 6= ∅ and d(ϕ) ∩R = ∅
0, otherwise
Proposition 2. Given a partial realization ϕ and v ∈ V , let
R be a random RR set generated from a realization φ with
φ ∼ ϕ. Then fR(v|ϕ) = 1 if and only if y(v̂ ∪ d(ϕ), R) = 1
and y(d(ϕ), R) = 0. That is, fR(v|ϕ) = 1 if and only if
y(v̂ ∪ d(ϕ), R)− y(d(ϕ), R) = 1.
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Let R′ = {R1, . . . , Rθ} be a set of random RR set, where
Ri, 1 ≤ i ≤ θ, is a random RR set generated from a realization
φ with φ ∼ ϕ, where the target node vj of Ri is selected from
V̂ with probability b(v)W · wvj . Define
ρ(v|ϕ) = W · 1
θ
θ∑
j=1
fRj (v|ϕ). (5)
Theorem 6. Given a node v ∈ V and a partial realization ϕ,
we have E [ρ(v|ϕ)] = ∆(v|ϕ).
Proof. According to Proposition 2, we know that fR(v|ϕ) = 1
if and only if y(v̂ ∪ d(ϕ), R)− y(d(ϕ), R) = 1. According to
the definition of ρ(v|ϕ), we only care about the case when
fRj (v|ϕ) = 1. Therefore, we have
E [ρ(v|ϕ)] = E[W · 1
θ
θ∑
j=1
fRj (v|ϕ)]
=W · E[ 1
θ
θ∑
j=1
[y(v̂ ∪ d(ϕ), Rj)− y(d(ϕ), Rj)]]
=W ·
∑
φ∈Ω:
φ∼ϕ
Pr[φ|ϕ]
∑
vi∈V̂
Pr[vi] · [yφ(v̂ ∪ d(ϕ), Rφ(vi))
− yφ(d(ϕ), Rφ(vi))]
=
∑
φ∈Ω:
φ∼ϕ
Pr[φ|ϕ]
∑
v∈V
b(v) ·
q∑
i=1
[xφ(v̂ ∪ d(ϕ), vi)
− xφ(d(ϕ), vi)] · wiv
=
∑
φ∈Ω:
φ∼ϕ
Pr[φ|ϕ] · [P (v ∪ dom(ϕ), φ)− P (dom(ϕ), φ)]
=E [P (dom(ϕ) ∪ {u},Φ)− P (dom(ϕ),Φ)|Φ ∼ ϕ]
=∆(v|ϕ)
According to Theorem 6, ρ(v|ϕ) is an unbiased estimate
of the expected profit ∆(v|ϕ). By Chernoff bounds, we show
that ρ(v|ϕ) is an accurate estimation of ∆(v|ϕ) when θ is
sufficiently large.
Lemma 1. (Chernoff Bounds [16]) Let X be the sum of θ
i.i.d. random variables sampled from a distribution on [0, 1]
with a mean µ. For any δ > 0,
Pr[|X − cµ| ≥ δ · θµ] ≤ exp(− δ
2
2 + δ
θµ)
Pr[|X − cµ| ≤ δ · θµ] ≤ exp(−δ
2
2
θµ)
Theorem 7. Given a partial realization ϕ, 0 < , δ < 1 and
ρ(v|ϕ) defined in Equation (5), if θ satisfies
θ ≥ (2 + )W
2∆(v|ϕ) · ln
2B
δ
, (6)
then we have Pr [|ρ(v|φ)−∆(v|φ)| >  ·∆(v|φ)] < δ/2B.
Proof. Recall that ρ(v|ϕ) = W · 1θ
∑θ
j=1 fRj (v|ϕ). Let
fR(v) = 1θ
∑θ
j=1 fRj (v|ϕ), that is, fR(v) = ρ(v|ϕ)W . Ac-
cording to the conclusion in theorem 6, we have E [fR(v)] =
∆(v|ϕ)
W .
According to Lemma 1, we have that
Pr [|ρ(v|ϕ)−∆(v|ϕ)| >  ·∆(v|ϕ)]
= Pr
[
|θ · fR(v)− θ · ∆(v|ϕ)
W
| > θ∆(v|ϕ)
W
]
< exp(− 
2
2 + 
· θ∆(v|ϕ)
W
) = δ/2B
For a given node v and a partial realization ϕ, it is hard
to set θ directly according to Equation (6) because ∆(v|ϕ)
is unknown. However, because ∆(v|ϕ) ≥ b(v) ≥ bmin where
bmin = minu∈V b(u), we could give a lower bound of ∆(v|S).
That is, we could set θ = (2+)W2bmin ln
2B
δ , which makes θ satisfy
Equation (6).
AG algorithm (Alg. 3) can be used to solve AMBPM prob-
lem. The basic frame of AG algorithm is similar to Algorithm
2 and the difference is that we use Profit-estimate algorithm to
compute the good estimation ρ(v|ϕ) of a conditional expected
marginal profit ∆(v|ϕ). We generate θ random RR sets where
target nodes of them are selected from remaining nodes in
Ĝ (lines 3 to 7). And then count the fraction FR(v|S) of
random RR sets in R covered by vˆ but not by Ŝ and output
W ′ · FR(v|S) as the estimation (lines 8 to 9).
Theorem 8. Given a partial realization ϕ and the current seed
set S, assume v′ is the node selected by Algorithm 3 as the
next seed under ϕ. Denote v∗ := arg maxv∈V \S
∆(v|ϕ)
c(v) . Then
we have the following inequality holds with at least 1− δ/B
probability:
∆(v′|ϕ)
c(v′)
≥ 1− 
1 + 
· ∆(v
∗|ϕ)
c(v∗)
.
Proof. According to Theorem 7, if θ satisfies Equation (6),
then we have
Pr [|ρ(v|S)−∆(v|S)| ≤  ·∆(v|S)] ≥ 1− δ/2B.
Therefore, the following inequality holds with at least 1−δ/B
probability:
∆(v′|ϕ)
c(v′)
≥ 1
1 + 
ρ(v′|ϕ)
c(v′)
≥ 1
1 + 
ρ(v∗|ϕ)
c(v∗)
≥ 1− 
1 + 
· ∆(v
∗|ϕ)
c(v∗)
By setting ′ = 1−1+ , we know the seed v
′ selected by AG
algorithm under the partial realization ϕ and current seed set
S satisfies ∆(v
′|ϕ)
c(v′) ≥ (1 − ′) ·maxv∈V \S ∆(v|ϕ)c(v) . Obviously,
∆(v′|ϕ)
c(v′) ≤ maxv∈V \S ∆(v|ϕ)c(v) holds.
For any adaptive greedy policy pi, consider pi[i] and the
partial realization ϕ[i] ∈ dom(pi[i]). Define
∆∗(pi[i]) = max
v∈V \dom(ϕ[i])
∆(v|ϕ[i])
c(v)
.
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Algorithm 3 AdapGreedy (AG)
Input: G = (V,E), its multi-level graph Ĝ and B
Output: A (1− exp(′ − 1))-approximation solution of the
AMBPM problem.
1: S ← ∅, ϕ← ∅;
2: W ′ =
∑
u∈V b(u);
3: Priority Queue Q← EMPTY-QUEUE;
4: foreach v ∈ V do Q.insert(v,+∞);
5: while c(S) < B do
6: δmax ← −∞; vmax ← NULL ;
7: R=RRsetGeneration(Ĝ,W ′, , δ, B, bmin);
8: while δmax ≤ Q.maxPriority() do
9: v ← Q. pop ();
10: δ ← ρ(v|ϕ)=Profit-estimate(Ĝ, S, v,W ′, );
11: δ′ = δ/c(v);
12: Q.insert(v, δ);
13: if δmax < δ′ then
14: δmax ← δ′;
15: vmax ← v;
16: if c(S) + c(vmax) > B then
17: break with 1− B−c(S)c(vmax) probability;
18: S ← S ∪ {vmax};
19: Q.remove(vmax);
20: Observe the node set A(vmax) activated to be i-
accepted by the copy nodes of vmax, 1 ≤ i ≤ q;
21: Update ϕ by updating states of edges related to nodes
in A(vmax) ∪ vˆmax;
22: W ′ = W ′ − ∑ui∈A(vmax) b(u) · wui −∑
vi∈vˆmax∩Ĝ b(vmax) · wvi ;
23: Update Ĝ by removing nodes in A(vmax)∪ vˆmax and
their corresponding edges;
24: return S;
Algorithm 4 RRsetGeneration
Input: A social network Ĝ,W ′, , δ, B, bmin,
Output: A set R of θ random RR sets.
1: θ = (2+)W
′
2bmin
· ln 2Bδ ;
2: count = 0;
3: while count ≤ θ do
4: Generate a realization φ of Ĝ;
5: Select node ui form Ĝ with probability
b(u)
W ′ · wui ;
6: Rφ(ui) = {wi ∈
Ĝ | there is a path from wi to ui in φ};
7: R = R∪ {Rφ(ui)};
return R;
Algorithm 5 Profit-estimate
Input: A social network Ĝ, a node set S, a node v and
R = {R1, . . . , Rθ}
Output: An estimation of ∆(v|ϕ).
1: FR(v|S) = 0;
2: for i from 1 to θ do
3: if Ri ∩ vˆ 6= ∅ and R(u) ∩ Ŝ = ∅ then
4: FR(v|S) = FR(v|S) + 1;
5: return W ′ · FR(v|S)/θ;
Then we have the following results hold.
Proposition 3. For any adaptive greedy policy pi and 1 ≤ i ≤
B, we have that
favg(pi[i])− favg(pi[i−1]) ≤ E[∆∗(pi[i−1])].
Proposition 4. For any adaptive greedy policy pi and 1 ≤ i ≤
j ≤ B, we have that
E[∆∗(pi[i])] ≥ E[∆∗(pi[j])].
Proposition 4 is another representation of the rationale that
we use in the accelerated adaptive greedy algorithm. Now, we
could give the approximation guarantee of our AG algorithm.
Theorem 9. Algorithm 3 could obtain a (1 − exp(′ − 1))-
approximation solution of the AMBPM problem with at least
1 − δ probability and run in O(mBW (2+) ln Bδ E[I({v∗})]n2cminbmin ) ex-
pected time, where cmin = arg minu∈V c(u) and 0 < , ′, δ <
1.
Proof. Let pi and piopt be the AdapGreedy policy and the
optimal adaptive greedy policy, respectively. Therefore,
favg(pi
opt)− favg(pi[i−1]) ≤ favg(pi[i−1] ⊕ piopt)− favg(pi[i−1])
≤
B∑
j=1
[favg(pi[i−1] ⊕ piopt[j] )− favg(pi[i−1] ⊕ piopt[j−1])]
≤
B∑
j=1
E[∆∗(pi[i−1] ⊕ piopt[j−1])]
≤
B∑
j=1
E[∆∗(pi[i−1])]
= B · E[∆∗(pi[i−1])]
favg(pi[i])− favg(pi[i−1]) ≥ (1− ′)E[∆∗(pi[i−1])]
≥ 1− 
′
B
[favg(pi
opt)− favg(pi[i−1])]
Therefore,
favg(pi
opt)− favg(pi) ≤ (1− 1− 
′
B
)(favg(pi
opt)− favg(pi[B−1]))
≤ . . .
≤ (1− 1− 
′
B
)B)favg(pi
opt)
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Thus, we have that
favg(pi) ≥ [1− (1− 1− 
′
B
)B ] · favg(piopt)
≥ [1− exp(′ − 1)] · favg(piopt)
As presented in Algorithm 3, there are at most (2+)W2·bmin ·
ln 2Bδ random RR sets that we have to generate when we need
to select the node with largest conditional expected marginal
profit under current partial realization. Clearly, the number of
seeds is no more than d Bcmin e.
According to the result in [17], we know that the expected
time to generate a random RR set, denoted as EPT , satisfies
EPT ≤ mqnq E[I({v∗})] = mn E[I({v∗})], where v∗ is the node
with largest expected influence spread in G. Therefore, the
expected time of Algorithm 3 is
O(
B
cmin
· (2 + )W
2bmin
ln
2B
δ
· m
n
E[I({v∗})])
=O(
mBW (2 + ) ln Bδ E[I({v∗})]
n2cminbmin
)
VI. EXPERIMENTS
We verify efficiencies of AG algorithm by comparing the
running time and obtained profit of it with other algorithms.
We run experiments on a Linux machine with an Intel Xeon
3.5GHz CPU and 32GB RAM. For each dataset, 30 possible
realizations are produced randomly and the average perfor-
mance of each algorithm is reported.
A. Experimental Setup
Datasets. Three real-world social network datasets are used
in this paper: soc-hamsterster, p2p-Gnutella08 and cit-DBLP.
The detail statistics are shown in table I. Soc-hamsterster and
cit-DBLP datasets are from [11], while p2p-Gnutella08 dataset
could be found in [12]. According to the structure of MID
model, the number of nodes in multi-level graph is different
from these basic information, which is also determined by the
number of features.
Propagation Model. We use the MID model as diffusion
model in experiments and all other data related to social net-
work are generated randomly. Specifically, for e = (u, v) ∈ E,
the propagation probability vector on e is generated randomly
from (0, 1]q . For u ∈ V , the weight vector of u is also
generated randomly from (0, 1]q such that the sum of weights
of all features for u is 1. Also, we generate random numbers
from (0, 1] as the cost and profit of each node.
Algorithms. We compare the performance of AG algorithm
with three baselines: Adaptive Random (AR), Adaptive Max-
degree (AM) and Modified Greedy (MG).
• AR is the adaptive version of the simple random algo-
rithm. It randomly selects unselected nodes in V as the
next seed.
• AM always pick the node with maximum out-degree in
current residual graph.
• In order to get a clear comparison between the adaptive
greedy and non-adaptive greedy algorithm, we also run
the MG algorithm (Alg. 1) on the MBPM problem with
the same graph and same input. The number of Monte
Carlo simulations are set to 103.
Parameters. For each dataset, we verify the performance of
algorithms on three values of q, 3, 5 and 8. Unless otherwise
stated, set  = 0.1 and δ = 0.1. Budget B changes from 10
to 100.
TABLE I
DATASET CHARACTERISTICS
Dataset n m Type Average
degree
soc-hamsterster 2426 16630 undirected 13.7
p2p-Gnutella08 6301 20777 directed 6.6
cit-DBLP 12591 49743 undirected 7.9
B. Experimental Results
1) Comparison of the profit: Fig. 3 to Fig. 5 present results
of the profit obtained on soc-hamsterster, p2p-Gnutella08 and
cit-DBLP, respectively. The results show that our AG algo-
rithm is always evidently superior than AR and AM algorithm
no matter on which one of the three datasets. When the budget
is small, the difference of profits obtained by AG and MG
algorithm is not so evident. For some cases, AG algorithm
obtain smaller profit than MG algorithm. But when the budget
is larger than 50, the AG algorithm exceeds the MG algorithm
a lot. The larger the budget is, the larger the difference between
these two algorithms is. For q = 8, when the budget is larger
than or equal to 40, the performance of AG algorithm is always
more superior than MG algorithm. Another observation is that
the profit obtained by AM algorithm is always larger than AR
algorithm, but both of those are always smaller than the result
obtained by MG algorithm.
2) Comparison of the running time: Fig. 6 to Fig. 8 present
results of running time of algorithms run on soc-hamsterster,
p2p-Gnutella08 and cit-DBLP, respectively. Obviously, the
running time of our AG algorithm is as small as those of the
AR and AM algorithm. Since the selection rule of AR and
AM algorithms is simple, it doesn’t take long time for them
to select the next seed based on current propagation result. And
our AG algorithm overcomes MG algorithm a lot on running
time. For example, on the cit-DBLP dataset, AG algorithm is
about 100 times faster than MG algorithm for large budget.
Fig. 3. Profit VS budget on soc-hamsterster.
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Fig. 4. Profit VS budget on p2p-Gnutella08.
Fig. 5. Profit VS budget on cit-DBLP.
Fig. 6. Running time VS budget on soc-hamsterster.
Fig. 7. Running time VS budget on p2p-Gnutella08.
Fig. 8. Running time VS budget on cit-DBLP.
VII. CONCLUSION
This work proposes a novel problem, multi-feature budgeted
profit maximization problem (MBPM), which asks for a seed
set with expected cost no more than the budget to make
expected profit as large as possible. We mainly consider the
adaptive MBPM problem, where the seeds are selected itera-
tively and next seed is chosen based on the current diffusion
result. We study the adaptive MBPM problem under two mod-
els, oracle model and noise model. Specifically, a (1− 1/e)-
approximation algorithm is proposed in the oracle model.
Under the noise model, we compute conditional expected
marginal profit of a node under a partial realization by reverse
influence sampling technique and propose an efficient algo-
rithm, which could return a (1 − exp(′ − 1))-approximation
solution with high probability, where 0 < ′ < 1. To evaluate
the performance of our algorithms, extensive experiments
are done on three realistic datasets and results demonstrate
efficiencies and superiorities of our algorithms.
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