The concept of 'strong stability' of linear time-invariant (LTI) systems has been introduced in a recent paper (Karcanias, N., Halikias, G., and Papageorgiou, A. (2010) , 'Strong Stability of Internal System Descriptions', International Journal of Control, 83,. This is a stronger notion of stability compared to alternative definitions (e.g. stability in the sense of Lyapunov, asymptotic stability), which allows the analysis and design of control systems with non-overshooting response in the state-space for arbitrary initial conditions. This article reviews the notion of 'strong stability ' (Karcanias et al. 2010) and introduces the problem of non-overshooting stabilisation. It is shown that non-overshooting stabilisation under dynamic and static output feedback are, in a certain sense, equivalent problems. Thus, we turn our attention to static non-overshooting stabilisation problems under state-feedback, output injection and output feedback. After developing a number of preliminary results, we give a geometric interpretation to the problem in terms of the intersection of an affine hyperplane and the interior of an open convex cone. A solution to the problem is finally obtained via linear matrix inequalities, along with the complete parameterisation of the optimal solution set.
Introduction
The concept of 'strong stability' for autonomous internal linear time-invariant (LTI) system descriptions was introduced in Karcanias, Halikias, and Papageorgiou (2010) . This is a stronger version of stability compared to the standard definitions of asymptotic and Lyapunov stability (Marcus and Minc 1964; Barnett 1971; Horn and Johnson 1980; Khalil 1992; Hershkowitz 1998; Hinrichsen and Pritchard 2005) . These two notions of stability are clearly necessary for bounding these variables in some sense, but do not guarantee that these physical variables do not overshoot. In contrast, strong stability characterises the case where there is non-overshooting transient response for arbitrary initial conditions taken from a given hyper-sphere in the phase-space. Nonovershooting behaviour is a desirable property in certain applications (Plischke 2005) and can be considered as a special case of constrained control.
In Karcanias et al. (2010) , three different notions of strong stability were introduced for the linear time-invariant autonomous system SðAÞ : _ xðtÞ ¼ AxðtÞ, xðt 0 Þ ¼ x 0
and these were related to the properties of the state matrix A. (The relevant definitions and properties are briefly reviewed in Section 2.) In addition, the dependence of the strong stability property on general coordinate transformations was examined and the existence of special coordinate systems incompatible with strong stability was established. It was further shown that the strong-stability property is invariant under orthogonal transformations, which led to the use of the Schur canonical form as the basis for investigating further the parameterisation of strongly stable state matrices. Finally, it was shown that the skewness of the eigen frame of A is an important indicator of the violation of the strong stability property. Bounds on the eigen-frame skewness were derived (both for diagonalisable and nondiagonalisable matrices), for which asymptotic stability and strong stability are equivalent properties. The results indicate that there is a link between the loss of strong stability due to eigen-frame skewness and the reduced robustness of stability to parameter variations. In this work, we address non-overshooting stabilisation problems under various feedback regimes (statefeedback, output injection and output feedback) for state space system descriptions defined in terms of physical state variables. Thus, the main problem addressed in this article is the following: given an LTI system of the form (1), does there exist an appropriate state or output feedback matrix for which the resulting ('closed-loop') state matrix is strongly stable?
The layout of this article is as follows. Section 2 introduces the notation and Section 3 reviews the notion of strong stability introduced in Karcanias, Halikias, and Papageorgiou (2007) and Karcanias et al. (2010) . In Section 4 the non-overshooting stabilisation problem is defined for general multiple input multiple output (MIMO) systems. It is first shown that a linear system is non-overshooting stabilisable by output feedback if and only if it is nonovershooting stabilisable by static output feedback. Moreover, if a static output feedback can be found for which the closed-loop system is strongly stable, then the dynamic non-overshooting stabilising compensation schemes of arbitrary state-dimension can also be obtained. Thus the non-overshooting stabilisation is essentially a static feedback problem.
In Section 5, the general geometric conditions for z.o. stabilisability are derived under static state and output feedback, in terms of the intersection of an affine hyperplane and a convex cone. A solution to the problem is obtained in Section 6 via convex programming/LMI. Connections with asymptotic stabilisation and the Kalman decomposition are also established. Section 7 gives a complete parameterisation of the families of state and output feedback matrices which solve the z.o. stabilisation problem. Finally, Section 8 contains the main conclusions of this article and discusses the future research directions related to this work.
Notation and background results
The notation is mostly standard and is included here for completeness. R nÂm denotes the space of all n Â m matrices over the field R. For a set R nÂm , " denotes its closure in R nÂm (with respect to a suitable norm) and @ ¼ " n. The interior of a set in denoted by int(). The distance of A 2 R nÂm to is defined as dist(A, ) ¼ inf X2 kA À Xk where kÁk denotes a suitably defined norm. A set R nÂm is called convex if whenever ! 1 2 and ! 2 2 , ! 1 þ (1 À )! 2 2 for every 2 [0, 1]. A set R nÂm is said to be a cone if whenever ! 2 , ! 2 for every 40. The cone generated by a set R nÂn is defined as cone[] ¼ {x 2 R nÂn : x ¼ !, ! 2 , 40}.
A set R nÂn is called a convex invertible cone (cic) if it is a convex cone and ! 2 ) ! À1 2 .
The spectrum (set of eigenvalues) of a matrix A 2 R nÂn is the set of eigenvalues (A) ¼ { 1 (A), 2 (A), . . . , n (A)}. (A) :¼ max{j 1 (A)j, j 2 (A)j, . . . , j n (A)j} is the spectral radius of A. The (column) range and (right) null-space of A 2 R mÂn are denoted as R(A) and N (A), respectively. The trace of A, trace(A), is defined as the sum of the diagonal elements of A. The set of all real n Â n real symmetric matrices (A ¼ A 0 ) is denoted as S n and the set of all n Â n real skew-symmetric matrices (A ¼ ÀA 0 ) is denoted as A n . If A 2 S n the eigenvalues of A are denoted as i (A) indexed in non-increasing order of magnitude. In this case, we define the inertia of A as the triplet In(A) ¼ ((A), (A), (A)) of positive, zero and negative eigenvalues of A, respectively, counted according to their algebraic multiplicity. The spectral decomposition of a matrix A 2 S n is given by
the matrix that results by setting all negative (positive) eigenvalues in the spectral decomposition of A to zero. An n Â n symmetric positive-definite (positive semidefinite) matrix A is denoted by A40 (A ! 0), while a negative-definite (negative semi-definite) matrix A is denoted as A50 (A 0). The set of all n Â n positivedefinite (positive semi-definite) matrices is denoted by S n þ ( " S n þ ) while S n À ( " S n À ) denotes the set of all n Â n negative-definite (negative semi-definite) symmetric matrices. It follows easily that the sets S n þ (and S n À ) are convex invertible cones.
The spectral norm of A 2 R nÂn is denoted as kAk or " ðAÞ, where " is the largest singular value of a matrix. The Frobenius norm of A is defined as kAk 2 F ¼ traceðAA 0 Þ ¼ P n i¼1 P n j¼1 ja ij j 2 . In matrix distance problems the convenience of using the Frobenius norm arises from the fact that it is induced by an inner product in R nÂn , hA, Bi ¼ trace{B 0 A}, with kAk 2 F ¼ hA, Ai. Thus the space (R nÂn , R) equipped with the Frobenius norm becomes an inner-product space (actually a Hilbert space due to completeness). Since any A 2 R nÂn can be written (uniquely) as the sum of a symmetric matrix 1 2 ðA þ A 0 Þ 2 S n and a skewsymmetric matrix 1 2 ðA À A 0 Þ 2 A n , R nÂn can be written as the direct sum of the two subspaces R nÂn ¼ S n È A n of dimensions n(n þ 1)/2 and n(n À 1)/2, respectively. It can be easily seen that these two subspaces are orthogonal.
Given A 2 R nÂm define vec(A) : R nÂm ! R nm as the column vector:
vecðAÞ ¼ a 11 a 21 . . . a n1 a 12 a 22 . . . a n2 . . . a 1m a 2m . . . a nm À Á 0
It is straightforward to show that vec(Á) defines an isometric isomorphism between the spaces R nÂn and R n 2 , so that kAk F ¼ kvec(A)k for every A 2 R nÂn , where kÁk denotes the usual Euclidian norm. Note also that vec(S n ) ¼ {vec(A) : A 2 S n } R n 2 is a linear subspace of R n 2 of dimension r ¼ n(n þ 1)/2. Let {w 1 , w 2 , . . . , w r } be an orthonormal basis set for vec(S n ) and define W S ¼ [w 1 w 2 . . . w r ]. For each A 2 S n the column vector of co-ordinates of vec(A) with respect to {w 1 , w 2 , . . . , w r } is denoted by vec S ðAÞ. Clearly, we have:
vecðAÞ
The characterisation of positive semi-definiteness in Allwright (1988) is based on the fact that A 2 " S n þ can be written (e.g. via its spectral decomposition) as A ¼ B 2 for some B ¼ B 0 and ! 0. Let:
Then the following result is proved in Allwright (1988) .
Lemma 2.1 (Allwright 1988 ):
is a compact set, S is a non-empty convex compact set with dist ð0, S Þ ¼ 1= ffiffi ffi n p and cone[ S ] is a non-empty closed convex cone.
The Kronecker product of two matrices A 2 R mÂn and B 2 R pÂq is denoted as A B 2 R mpÂnq . A useful identity involving the vectorisation of three matrices of compatible dimensions is vec(ABC) ¼ (C 0 A)vec(B) (see Horn and Johnson (1980) ). We will also make use of the following result.
Lemma 2.2 (Horn and Johnson 1980) : Let m, n be given positive integers. There is a unique matrix P(m, n) 2 R mÂn such that:
vecðX 0 Þ ¼ Pðm, nÞvecðXÞ for all X 2 R mÂn This matrix P(m, n) depends only on the dimensions m and n and is given by
where each E ij 2 R mÂn has entry 1 in position (i, j ) and all other entries are zero. Moreover P(m, n) is a permutation matrix and P(m, n) ¼ P 0 (n, m) ¼ P(n, m) À1 . oe A matrix A 2 R nÂn is said to be strongly stable iff A þ A 0 2 S n À (see Karcanias et al. (2007 Karcanias et al. ( , 2010 and Section 3). The set of all strongly-stable matrices of dimension n Â n is denoted by K n and is a cic in R nÂn (Cohen and Lewkowicz 1997; Lewkowicz 1999) . Given A 2 R nÂn we define the Lyapunov cone of A as the set P A ¼ fP 2 S n þ : ÀAP À PA 0 2 S n þ g. Lyapunov's stability theorem for LTI systems states that A is asymptotically stable if and only if P A is non-empty (Bhatia and Szego 1970; Barnett 1971) , and that A is strongly stable if and only if I n 2 P A . It is straightforward to verify that P A is also a cic in R nÂn .
Strong stability: definitions and basic results
We start by giving the two standard definitions of Lyapunov and asymptotic stability (Barnett 1971; Khalil 1992) .
Definition 3.1: For a linear system: S(A) we define:
(1) S(A) is Lyapunov stable iff for each 40 there exists ()40 such that kx(t 0 )k5() implies that kx(t)k5 for all t ! t 0 .
(2) S(A) is asymptotically stable iff it is Lyapunov stable and () in part (1) of the definition can be selected so that kx(t)k ! 0 as t ! 1.
Remark 3.1: Note that asymptotic stability is here taken to mean that the origin is the unique equilibrium point and that it is asymptotically stable (in the sense of Definition 3.1 part 2).
In this article we use a refined version of stability which characterises the systems with non-overshooting behaviour in the (Euclidian) norm of their state trajectories for arbitrary initial conditions in phasespace (with the exception of the origin). We refine this notion by introducing the following definitions (see Karcanias et al. (2010) for details).
Definition 3.2: For the LTI system S(A) we define:
(1) The system S(A) is strongly Lyapunov stable iff kx(t)k kx(t 0 )k, 8t4t 0 and 8x(t 0 ) 2 R n . (2) The system S(A) is strongly asymptotically stable (in the wide sense) w.s., iff kx(t)k5 kx(t 0 )k, 8t4t 0 and 8x(t 0 ) 6 ¼ 0.
(3) The system S(A) is strongly asymptotically stable (in the strict sense, or simply strongly asymptotically stable) s.s. iff d kxðtÞk dt 5 0 8t ! t 0 and 8xðt 0 Þ 6 ¼ 0.
Remark 3.2: The three definitions of strong stability introduced above make precise the notion of non-overshooting responses. Thus, strong Lyapunov stability does not allow state trajectories to exit (at any time) the (closed) hyper-sphere with centre the origin and radius the norm of the initial state vector r 0 ¼ kx(t 0 )k (although motion on the boundary of the sphere kx(t)k ¼ r 0 is allowed, e.g. an oscillator's trajectory). Strong asymptotic stability (s.s.) requires that all state trajectories enter each hyper-sphere kx(t)k ¼ r r 0 from a non-tangential direction, whereas for systems which are strongly asymptotically stable (w.s.), tangential entry is allowed.
Remark 3.3: Strong Lyapunov stability implies the Lyapunov stability and strong asymptotic stability (in either sense) implies asymptotic stability. Moreover, strong asymptotic stability (s.s.) implies strong asymptotic stability (w.s.) which in turn implies strong Lyapunov stability. For concrete examples of each type of strong stability see Karcanias et al. (2007) and Karcanias et al. (2010) .
The characterisation of the properties of LTI systems for which we may have, or can avoid, overshoots is a property dependent entirely on the matrix A. The necessary and sufficient conditions for each type of strong stability are stated below. Remark 3.4: In the remaining parts of this article we consider only strong asymptotic stability in the strict sense (s.s.), which will be simply referred to as 'non-overshooting', or in simpler terms as 'strong stability'.
Non-overshooting stabilisation: problem definition and preliminary results
In this section, we consider the general nonovershooting stabilisation problem. We first consider the general dynamic output feedback case and show that, in a certain sense that is made precise subsequently, dynamic compensation does not offer additional flexibility to static stabilisation.
It should be stressed at this point that the problem of strong stability (and non-overshooting stabilisation) does not have any meaning under general co-ordinate transformations, since the states of the underlying system realisation are assumed to represent physical variables. Further note that, even for the statefeedback case, the problem of non-overshooting stabilisation is qualitatively different from the corresponding asymptotic stabilisation problem. In the latter case, a simple necessary and sufficient condition for state-feedback stabilisation of a pair (A, B) is the pair's stabilisability, i.e. that all C þ eigenvalues of A are controllable. To see that this does not apply for nonovershooting stabilisability, consider a pair (A, b) in controllable-canonical form. Then we have the following result.
Proposition 4.1: If A 2 R nÂn is in companion form, then it is not strongly stable. Hence no pair (A, b) in controllable-canonical form can be non-overshooting stabilisable by state (or output) feedback.
Proof: State, or output feedback leaves the companion form invariant, i.e. it produces a closed-loop system in companion form. It has been proved (Karcanias et al. 2010 ) that no companion form can be strongly stable and this completes the proof. oe
It is shown next that dynamic output feedback does not offer any additional flexibility to the problem of non-overshooting stabilisation. Thus, consider the following feedback configuration shown in Figure 1 , which is used for the study of dynamic stabilisation problems.
Definition 4.1: Given a system AE G (A, B, C, 0) and a dynamic compensator AE K (A k , B k , C k , D k ) in the feedback configuration of Figure 1 , we say that AE K is a non-overshooting stabiliser of AE G if the natural state-space realisation of the closed-loop system (AE G , AE k ) is strongly stable.
Remark 4.1: Note that strong stability of (AE G , AE k ) also implies asymptotic stability and hence it is also an internal stability condition of the feedback system. Proof: (a) Necessity is obvious since the set of static controllers is a subset of the set of dynamic controllers. (b) Assume that the dynamic controller K(s) with state space realisation AE K :
so that, in particular, A À BD k C þ (A À BD k C) 0 50. Thus A À BD k C is strongly stable and D k is a nonovershooting stabilising static output feedback of AE G (A, B, C, 0). oe
The above result shows that an LTI system is non-overshooting stabilisable by static output feedback if and only if it is non-overshooting stabilisable by dynamic output feedback. Next we establish a slightly stronger result, i.e. if an LTI system is nonovershooting stabilisable by static output feedback, then it is also non-overshooting stabilisable by dynamic output feedback of arbitrary statedimension.
Proposition 4.3: If a system AE G (A, B, C, 0) is non-overshooting stabilisable by output static feedback then it is also non-overshooting stabilisable by dynamic output feedback of arbitrary state dimension.
Then a Schur-type argument shows that A c þ A 0 c 5 0 if and only if:
or equivalently:
k Þ À1 5 0, a continuity argument shows that the lefthand side of the above equation can be made negative definite by choosing
for a sufficiently small "40. oe
The last two propositions show that the design of non-overshooting stabilisers (static or dynamic) can be reduced to an LMI condition in terms of the controller parameters (D k in the static case or (A k , B k , C k , D k ) in the dynamic case). It is also clear that nonovershooting stabilisation is a static feedback property and there is no need to consider dynamics. In the remaining parts of this article we turn our attention to static non-overshooting stabilisation problems. We distinguish three types of such problems: P.1 State-feedback non-overshooting stabilisation:
Given a matrix pair (A, B) with A 2 R nÂn and B 2 R nÂm , find a state-feedback matrix F 2 R mÂn such that the matrix A þ BF is strongly stable. P.2 Output injection non-overshooting stabilisation:
Given a matrix pair (A, C) with A 2 R nÂn and C 2 R pÂn , find an output injection matrix H 2 R nÂp such that the matrix A þ HC is strongly stable. P.3 Output feedback non-overshooting stabilisation:
Given a matrix triplet (A, B, C) with A 2 R nÂn , B 2 R nÂm and C 2 R pÂn find an output feedback matrix F 2 R mÂp such that the matrix A þ BFC is strongly stable.
The main objective of the work is to establish necessary and sufficient conditions of non-overshooting stabilisation (for each problem type) and parameterise the set of all non-overshooting stabilising state-feedback (resp. output injection, output feedback) matrices.
Remark 4.2: Since a matrix A is strongly stable if and only if A 0 is strongly stable, the problem of non-overshooting stabilisation by state feedback is dual to non-overshooting stabilisation by output injection.
It is shown in Karcanias et al. (2010) that strong stability is essentially equivalent to asymptotic stability along with a 'small' degree of eigen-frame skewness. Thus, the problem of non-overshooting stabilisation is in principle related to the problem of robust eigen-structure assignment, i.e. assigning the eigenvalues of the closed loop matrix in the stable region of the complex plane together with the selection of an eigenvector matrix whose distance from orthogonality is minimal. A number of methods have been proposed in the literature for achieving this objective, e.g. minimisation of the eigenvector's matrix condition number (Arnold and Datta 1990; Sun 1998) . Although the two problems are intimately related, in the next section we follow a direct approach for achieving strong stabilisation which is independent of all techniques related to the robust eigen-structure assignment problem.
Non-overshooting stabilisation: geometric
conditions In this section we consider the general nonovershooting stabilisation problem under state or output feedback via convex optimisation. Using a concrete representation of positive semi-definite matrices in terms of convex cones (Allwright 1988) we give a geometric interpretation of the problem in terms of 'conic sections'; in particular it is shown that the problem is solvable if and only if the intersection of an affine hyperplane with the interior of a convex cone is non-empty. The technique leads to the formulation of the non-overshooting stabilisation problem as a convex feasibility problem which can be efficiently solved via LMI or alternative convex programming techniques (Overton 1988; Allwright 1989; Skelton, Iwasaki, and Grigoriadis 1997; Scherer and Weiland 1999) . These are further developed in Sections 6 and 7 to derive the easily verifiable necessary and sufficient conditions for the solvability of the general state and output feedback non-overshooting stabilisation problem and to derive a closed-form parameterisation of the solution sets in each case.
We start by giving a geometric interpretation to the problem. This is based on the characterisation of the cone of positive semi-definite matrices (Allwright 1988) summarised in Section 2. 
Taking the Kronecker products, this is equivalent to
for some F 2 R mÂp , and using Lemma 2.1, this leads to:
Using the definitions of vector 2 R n 2 and matrix D 2 R mÂn we derive the stated equivalent condition, by noting that since F varies freely over R mÂp , vec(F ) varies freely over R mp . oe
Remark 5.1: R(D) is a subspace in R n 2 and is a fixed vector in R n 2 . Hence the above theorem states that the non-overshooting stabilisation problem has a solution if and only if an affine hyperplane in R n 2 has a nonempty intersection with the interior of a convex cone. Thus, provided the intersection is non-empty, all solutions are geometrically described in terms of 'conic sections' in n 2 -dimensional space.
An equivalent result to Theorem 5.1 using the vecðÁÞ operation is given next. This effectively reduces space-dimensionality (from n 2 to r), by taking into account the symmetry constraints of the problem.
Theorem 5.2: There exists an output feedback matrix F such that A þ BFC is strongly stable if and only if ½ þ RðDÞ \ int cone½W 0 S S 6 ¼ ; where ¼ ÀvecðA þ A 0 Þ and where r ¼ n(n þ 1)/2, the E ij are defined in Lemma 2.2 and
Proof: The solvability of the strong stabilisation problem by output feedback matrix F is equivalent to
P p j¼1 f ij Â vecðD ij Þ 2 int cone½W 0 S S using Lemma 2.1(ii) and the definition of the D ij 's, or ½ þDvecðF Þ 2 int cone½W 0 S S . The result follows again on noting that RðDÞ ¼ fDvecðF Þ : F 2 R mÂp g. oe
In conclusion, the existence of a strongly stabilising output feedback F can be expressed as follows.
Feasibility linear matrix inequality problem: This is defined as:
where
The numerical verification of the above relations involves the maximisation of the smallest eigenvalue of a linear combination of symmetric matrices (Overton 1988; Allwright 1989) and is a standard convex feasibility programme. For example, if we wish to minimise kFk subject to non-overshooting stabilisation we can enforce the additional constraint
and solve the optimisation problem: inf subject to the constraints (4) and (5), which is a standard LMI problem with variables ¼ kFk and {f ij }. Additional LMI constraints can be added to enforce other design objectives, e.g. pole placement in a convex region of the open left half plane, special block-structure of F for decentralised problems, etc. Additional techniques for solving non-overshooting stabilisation problems are described in Sections 6 and 7 of this article.
6. Non-overshooting stabilisation: convexity and LMI conditions In this section we analyse the problem of nonovershooting stabilisation under state feedback, output injection and output feedback, using techniques based on convex programming and the theory of LMIs. First, a number of links between non-overshooting and asymptotic stabilisability are established. The use of Finsler's lemma (Skelton et al. 1997) and Schur-type arguments allows the development of solution of the non-overshooting stabilisation problem, in the form of easily verifiable necessary and sufficient conditions and provides a complete parameterisation of all strongly stabilising solutions of the state feedback, output injection or output feedback type, respectively. A number of the results presented in this section are based on the theory of LMIs (Skelton et al. 1997; Scherer and Weiland 1999) , which are reproduced here (with minor adaptations) for continuity of the main arguments.
Before stating the results of this section we make the following remarks.
Remark 6.1 : Let (A, B, C) be a state-space realisation of a dynamic LTI system. In this section, we are concerned with the problem of non-overshooting stabilisation of this system under state feedback, output feedback and output injection. It will be assumed throughout the section (and the next) that B has full (column) rank and that C has full (row) rank. These assumptions are standard for well-formed systems, and although not strictly necessary for our purposes, simplify the presentation considerably.
Remark 6.2: In the later part of the section we refer to the left and right annihilators, respectively, of the matrices B and C, corresponding to the input and output system matrices, respectively. If B 2 R nÂm (with m n -see Remark 6.1), we define its left annihilator B ? 2 R n l Ân as any matrix with linearly independent rows such that B ? B ¼ 0, where n l is the dimension of the left null-space of B (so that n l ¼ n À with the rank of B). Similarly, we define the right annihilator of C 2 R pÂn to be any matrix C ? 2 R nÂn r with linear independent columns such that CC ? ¼ 0. Here n r ¼ n À is the dimension of the right null space of C and is the rank of C. In view of Remark 6.1 above, left and right annihilators of B and C, respectively, always exist unless n ¼ m or n ¼ p. In such a case, we will assume that any statement involving the corresponding annihilator is vacuously satisfied. Remark 6.3: In some of the proofs in this section, we refer to a 'Schur-type argument'. This is an argument based on the following well-known result (e.g. Horn and Johnson (1980) 
with A 11 square. Then A40 if and only if A 22 40 and A 11 À A 12 A À1 22 A 0 12 4 0. The last term will be referred to as a 'Schur complement' of A. The variants of this result using permutations of the rows and columns of A will also be used.
Some preliminary results for non-overshooting stabilisability by state feedback are established next: Lemma 6.1: A necessary condition for (A, B) to be non-overshooting stabilisable via state feedback is that the pair (A, B) is stabilisable.
Proof: This is based on the fact that strong stability implies asymptotic stability (Karcanias et al. 2010 ). If (A, B) is not a stabilisable pair, then A þ BF has an eigenvalue in the closed right-half of the complex plane for every state feedback matrix F 2 R mÂn . Thus A þ BF is not asymptotically stable for any F 2 R pÂn and thus (A, B) is not non-overshooting stabilisable by state feedback. oe Lemma 6.2: A necessary condition for (A, B) to be non-overshooting stabilisable by state feedback is that the pair (A þ A 0 , B) is stabilisable.
has an uncontrollable mode s 0 ! 0. Thus, A þ A 0 þ BF has an eigenvalue s 0 ! 0 for every F 2 R mÂn and hence 1 2 ðA þ A 0 Þ þ 1 2 BF has an non-negative eigenvalue s 0 2 ! 0 for every F 2 R mÂn . DefiningF ¼ 1 2 F, this implies that 1 2 ðA þ A 0 Þ þ BF has a non-negative eigenvalue s 0 2 for everyF 2 R mÂn and thus
is not negative definite for any F 2 R mÂn , i.e. (A, B) is not non-overshooting stabilisable. oe Remark 6.4: It can be shown by straightforward dual arguments that the detectability of (A, C ) and (A þ A 0 , C ) are (independently) necessary conditions for non-overshooting stabilisability of (A, C ) under output injection.
We next investigate the effect of uncontrollable (unobservable) modes of the pair (A, B) ((A, C)) on non-overshooting stabilisability by state-feedback (output injection). We first state the following necessary and sufficient condition for non-overshooting stabilisability. Proof: This follows from the fact that strong stability is invariant under orthogonal transformations (Karcanias et al. 2010) . Suppose (A, B, C) is nonovershooting stabilisable by output feedback. Then there exists a matrix F such that A þ BFC is strongly stable. Hence for every orthogonal matrix U, U 0 (A þ BFC)U is strongly stable and hence (U 0 AU, U 0 B, CU) is strongly stabilisable by output feedback. The reverse implication is immediate. oe Proposition 6.1: Given a pair (A, B) , the following properties hold true:
(i) There exists an orthogonal transformation V such that:
with (A 11 , B 1 ) controllable. (ii) A necessary condition for (A, B) to be nonovershooting stabilisable under state feedback is that: (a) A 22 is strongly stable and (b) (A 11 , B 1 ) is non-overshooting stabilisable by state feedback. (iii) If A 22 is strongly stable then the existence of matrices F 1 and F 2 such that
is necessary and sufficient for the nonovershooting stabilisability of the pair (A, B) by state feedback.
Proof (i) The indicated realisation is Kalman's decomposition into the controllable and uncontrollable parts of the system. It is well known (Barnett 1971; Hinrichsen and Pritchard 2005) that V can be chosen orthogonal. (ii) Since non-overshooting stabilisation is invariant under orthogonal transformations (Lemma 6.3 and Remark 6.5), it follows that (A, B) is non-overshooting stabilisable if and only if the pair
is non-overshooting stabilisable, i.e. if and only if there exists a matrix F ¼ (F 1 F 2 ) such that
Thus, a necessary condition for A c þ A 0 c 5 0 is that (A 11 , B 1 ) is non-overshooting stabilisable and A 22 is strongly stable. (iii) A Schur argument (Remark 6.3) establishes the necessary and sufficient conditions given by (iii) . oe
Note that the necessary conditions for nonovershooting stabilisability (under state) feedback of the pair (A, B) given in Proposition 6.1 part (iii) above are not sufficient in general. Necessary and sufficient conditions for non-overshooting stabilisability are considered next.
Remark 6.6: The alternative necessary conditions for non-overshooting stabilisability under state feedback can be obtained as follows: Let B ? 1 be a left annihilator of B 1 . Multiplying from left and right Equation (7) by B ? 1 and ðB ? 1 Þ 0 , respectively, shows that an alternative set of necessary conditions for strong stabilisability of (A, B) by state feedback are that: (i) A 22 is strongly stable and (ii) B ?
1 Þ 0 5 0. It is shown later in the section (Theorem 6.3) that this set of conditions is actually both sufficient and necessary for the non-overshooting stabilisability of (A, B). Remark 6.7: Left and right annihilators may be easily constructed, e.g. via the singular value decomposition: Let B 2 R nÂm be full column rank (Remark 6.2) so that Rank(B) ¼ m n. Then B has a singular value decomposition:
where AE ¼ diag(AE) 2 R mÂm is positive definite and matrices [U 1 U 2 ] and V are orthogonal. Then, all left annihilators of B are given as B ? ¼ ÂU 0 2 where Â is an arbitrary (n À m) Â (n À m) non-singular matrix. A dual construction may be followed to generate all right annihilators of matrix C.
Non-overshooting stabilisability of a pair (A, C) by output injection follows by duality. Proposition 6.2: Given a pair (A, C), the following properties hold true:
(i) There exists an orthogonal transformation V such that
with (A 11 , C 1 ) observable. (ii) A necessary condition for (A, C) to be non-overshooting stabilisable by output injection is that: (i) A 22 is strongly stable and (ii) (A 11 , C 1 ) is non-overshooting stabilisable by output injection. (iii) If A 22 is strongly stable then the existence of matrices H 1 and H 2 such that
is necessary and sufficient for the nonovershooting stabilisability of (A, C) by output injection.
Proof: Dual to the proof of Proposition 6.1. oe Remark 6.8: Let C ? 1 be a right annihilator of C 1 . Then multiplying from left and right condition (12) by ðC ?
1 Þ 0 and C ? 1 , respectively, shows immediately that an alternative set of necessary conditions for the non-overshooting stabilisability of (A, C) by output injection is that: (i) A 22 is strongly stable, and (ii) ðC ? 1 Þ 0 ½A 11 þ A 0 11 À A 0 21 ðA 22 þ A 0 22 Þ À1 A 21 C ? 1 5 0. It is shown in the sequel (Theorem 6.3) that this set of conditions is actually both sufficient and necessary.
A necessary and sufficient condition for the solution of the non-overshooting stabilisation problem (under state-feedback) is given in Theorem 6.1. This follows from a standard result in linear algebra and the theory of LMIs (Skelton et al. 1997) . Before stating this theorem, we give two standard preliminary results. Lemma 6.4 (Skelton, Iwasaki, and Grigoriadis 1997; Scherer and Weiland 1999) : There exists a symmetric matrix X such that P 11 P 12 P 13 P 0 12 P 22 þ X P 23 P 0
if and only if P 11 P 13 P 0 13 P 33 5 0 ð14Þ Lemma 6.5 (Projection Lemma (Scherer and Weiland 1999) ): Let P be a symmetric matrix partitioned in three block rows and columns and consider the LMI:
Then, there exists a matrix X satisfying this LMI if and only if: P 11 P 13 P 31 P 33 5 0 and P 22 P 23
In this case, one particular solution of the LMI is X ¼ P 0 32 P À1 33 P 31 À P 21 . The results below give necessary and sufficient conditions for non-overshooting stabilisation by output feedback and (dually) by output injection. First, we consider the necessary and sufficient conditions of non-overshooting stabilisation under state feedback.
Theorem 6.1: Let A 2 R nÂn and B 2 R nÂm be two given matrices with Rank(B) ¼ m. Then, the following two statements are equivalent:
Proof: The theorem is a special case of a more general result which is fully proved below Theorem 6.2. oe
The more general result involving nonovershooting stabilisation via output feedback follows: Theorem 6.2: Let A 2 R nÂn , B 2 R nÂm and C 2 R pÂn be given matrices with Rank(B) ¼ m and Rank(C) ¼ p. Then, the following two statements are equivalent:
(1) There exists a matrix F such that:
(2) The following two conditions hold:
where B ? is any left annihilator of B and C ? is any right annihilator of C.
Proof: The theorem is a generalisation of Theorem 6.1 and its proof is adapted from a parallel result in Skelton et al. (1997) : Let B ? and C ? be left and right annihilators of B and C, respectively. Multiplying Equation (18) by B ? from the left and by (B ? ) 0 from the right gives the first necessary condition. Similarly, multiplying by (18) by (C ? ) 0 from the left and C ? from the right gives the second necessary condition.
For proving the reverse implication let S ¼ (S 1 S 2 S 3 S 4 ) be a non-singular matrix such that the columns of S 3 span N l (B) \ N r (C), the columns of (S 1 S 3 ) span N l (B) and the columns of (S 2 S 3 ) span N r (C). Instead of (18) consider the equivalent inequality:
It will be shown that provided the two conditions given in part 2 of the theorem hold, the above LMI is satisfied for some matrix F. Note that S 0 B and CS have the structure
where ðB 0 2 B 0 4 Þ and (C 1 C 4 ) have full column rank. Thus (S 0 B)F(CS) has the structure
Note that the rank properties of ðB 0 2 B 0 4 Þ and (C 1 C 4 ) imply that the map
is surjective (onto), since given any
where B r and C l denote two arbitrary right and left inverses of ðB 0 2 B 0 4 Þ 0 and (C 1 C 4 ), respectively. Thus as F varies over R mÂp , Z 21 , Z 24 , Z 41 and Z 44 are arbitrary matrices. In the new coordinate system, the LMI given in Equation (19) can be written as
Thus we need to show that this LMI is satisfied for a suitable choice of Z 21 , Z 24 , Z 41 and Z 44 (which can be chosen freely). On noting that
are full rank left and right annihilators of SB and CS, respectively, the two conditions given in part 2 of the theorem can be written as Q 11 Q 13 Q 31 Q 33 5 0 and Q 22 Q 23
Thus, by Lemma 6.5 ('Projection Lemma') we can find Z 21 such that the sub-matrix of (23) consisting of the first three block rows and columns is negative definite. Fix Z 41 and Z 24 to arbitrary matrices (of appropriate dimensions). With Z 21 , Z 41 and Z 24 fixed, Z 44 can be determined according to Lemma 6.4 so that the lefthand side of the inequality in (23) is negative definite. oe
Using the theorem above, the following corollary readily follows.
Corollary 6.1: The linear system S (A, B, C) with B full column rank and C full row rank is: Proof: Part (i) follows immediately from Theorem 6.2 above. Parts (ii) and (iii) follow from part (i) by setting C ¼ I n and B ¼ I n , respectively. oe Corollary 6.2: The system (A, B, C) is nonovershooting stabilisable by output feedback if and only if the following conditions hold true:
(i) (A, B) is non-overshooting stabilisable by state feedback. (ii) (A, C) is non-overshooting stabilisable by output injection.
Proof: Sufficiency is immediate. Necessity also follows immediately from Corollary 6.1. oe
We can also state the following necessary and sufficient conditions for non-overshooting stabilisability under either state-feedback or output injection: Theorem 6.3: (i) Given a pair (A, B) , there exists an orthogonal transformation V such that:
Then, if B has full column rank, a set of necessary and sufficient conditions for (A, B) to be non-overshooting stabilisable under state feedback is that: (a) A 22 is strongly stable, and (b)
where B ? 1 is any left annihilator of B 1 . (ii) Given a pair (A, C), there exists an orthogonal transformation V such that:
with (A 11 , C 1 ) observable. Then, if C has full row rank, a set of necessary and sufficient conditions for (A, C) to be non-overshooting stabilisable under output injection is that: (a) A 22 is strongly stable and, (b)
where C ? 1 is any right annihilator of C 1 . Proof: Part (i) is proved only; part (ii) follows by duality. First note that since the non-overshooting stabilisability property is invariant under orthogonal state-space transformations, the pair (A, B) 1 Þ 0 5 0. Clearly, this is a weaker condition, in general, than the condition B ? 1 ½A 11 þ A 0 11 À A 12 ðA 22 þ A 0 22 Þ À1 A 0 12 ðB ? 1 Þ 0 5 0 given in Theorem 6.3 above, which along with condition (a), is both necessary and sufficient for the non-overshooting stabilisability of (A, B).
The following is also an immediate consequence of Theorem 6.2: Corollary 6.3: The following properties hold true: Proof: (i) If R(B) R(C 0 ), then N r (C) ¼ N l (C 0 ) N l (B) and condition 2(ii) of Theorem 6.2 is redundant. Thus output-feedback stabilisability is equivalent to state-feedback stabilisability in this case. Part (ii) follows similarly. oe 7. Parametrisation of all non-overshooting stabilising solutions We now assume that the necessary and sufficient conditions for non-overshooting state-feedback stabilisability (resp. non-overshooting output-injection stabilisability and non-overshooting output-feedback stabilisability) are satisfied and give a parameterisation of all non-overshooting stabilising state feedback (resp. output-injection and output feedback) matrices. In general, two separate techniques are reported in the literature for parameterising the solutions of LMIs with simple structure. The first approach proceeds via Finsler's theorem (Skelton et al. 1997 ) and the second via Parrot's theorem (Ly, Safonov, and Ahmad 1994) . Here we follow the first approach. We first need two preliminary results related to LMIs.
Lemma 7.1 (Skelton et al. 1997) : Suppose that P 11 and P 22 are two symmetric positive-definite matrices. Then, there exists a matrix X such that
if and only if kP À1=2 11 XP À1=2 22 k 5 1, where kÁk denotes the largest singular value of a matrix. Further, all solutions of the matrix inequality (28) are parametrised as X ¼ P 1=2 11 ZP 1=2 22 where Z is an arbitrary matrix satisfying kZk51 and P 1/2 denotes a symmetric square root of the symmetric positive-definite matrix P.
Theorem 7.1 (Finsler's Theorem (Skelton et al. 1997) ): Let matrices B 2 R nÂm and Q 2 R nÂn be given. Suppose further that Rank(B) ¼ m and Q ¼ Q 0 . Then the following statements are equivalent:
(i) There exists a scalar such that
(ii) The following condition holds:
If the above two statements hold, then all scalars satisfying BB 0 À Q40 are given by: Proof: The proof is adapted from Skelton et al. (1997) using the simplifying assumption that B has full column rank. Let T be a square non-singular matrix: 
The following theorem gives a complete parametrisation of all non-overshooting stabilising state-feedback matrices F. It is assumed that B has full-column rank. The assumption can be removed, if required at the expense of a significantly more complex parameterisation.
Theorem 7.2: Suppose that (A, B) is non-overshooting stabilisable by state-feedback and that B has full column rank. Then all F such that A þ A 0 þ BF þ F 0 B 0 50 are given as
where L is an arbitrary contraction (i.e. any matrix such that kLk51) and 40 is any scalar such that ¼ BB 0 À A À A 0 40; in particular all such are given as 4max( min , 0) where:
Proof: Since Theorem 7.2 is a special case of Theorem 7.4 below, we do not supply a separate proof. oe
Two properties of the strongly stable 'closed-loop' matrix A c ¼ A þ BF corresponding to a nonovershooting stabilising state-feedback matrix F are given in the following Theorem. The first property makes the strong stability of A c more transparent, while the second property shows that the symmetric part of all (strongly-stable) matrices A c which arise from the parameterisation of Theorem 7.2 is constant, when restricted to the range of (B ? ) 0 and projected onto the range of B ? .
Theorem 7.3: Suppose that (A, B) is non-overshooting stabilisable by state-feedback and consider any strongly stabilising state-feedback matrix F as given in Theorem 7.2. Denote by A c the 'closed-loop' A-matrix of the system, i.e. A c ¼ A þ BF. Then: Proof: To show (i) note that: A, B) is assumed non-overshooting stabilisable and 2 ! 1 4 min , E 1 and E 2 are non-empty. Let F 2 E 1 be a non-overshooting stabilising state feedback matrix. We need to show that F 2 E 2 . First note that:
Further,
Equations (35) and (36) taken together imply that
which may be written, using the definition of 1 , as:
where Z is an arbitrary matrix such that kZk51 and % is any positive scalar such that È ¼ %C 0 C À A À A 0 40.
Proof: Follows immediately from Theorem 7.2 by identifying H with F 0 and C with B 0 . oe A parametrisation of all non-overshooting stabilising output feedback matrices is given next. This generalises Theorem 7.2 and is again adapted from a result in Skelton et al. (1997) .
Theorem 7.5: Suppose that (A, B, C) is nonovershooting stabilisable by output-feedback and that matrices B and C have full column rank and full row rank, respectively. Then all matrices F such that A þ A 0 þ BFC þ C 0 F 0 B 0 50 are given as:
where L is an arbitrary contraction (i.e. any matrix such that kLk51),
and 40 is any scalar such that È ¼ (BB 0 À A À A 0 ) À1 40; in particular all such are given as 4max( min , 0) where:
Proof: First assume that F satisfies A þ A 0 þ BFC þ C 0 F 0 B 0 50. We need to show that F can be written as F ¼ ÀB 0 ÈC 0 (CÈC 0 ) À1 þ É 1/2 L(CÈC 0 ) À1/2 for some (, È, É, L) as defined above. First note that the existence of a 40 (as defined in Equation (42)) such that È ¼ BB 0 À A À A 0 40 follows from Finsler's theorem and the non-overshooting stabilisability of (A, B, C) (see Theorem 6.2). Now, since A þ A 0 þ BFC þ C 0 F 0 B 0 50, there exists a positive scalar (sufficiently large) such that:
A þ A 0 þ BFC þ C 0 B 0 F 0 þ À1 C 0 F 0 F C 5 0 or equivalently, À1 ðB þ C 0 F 0 ÞðB 0 þ FCÞ 5 BB 0 À A À A 0 ¼ È À1 or ðB 0 þ FCÞÈðB þ C 0 F 0 Þ 5 I This is further equivalent to ðF þ B 0 ÈC 0 È À1 c ÞÈ c ðF 0 þ È À1 c CÈBÞ 5 I À 2 B 0 ÈB þ 2 B 0 ÈC 0 ðCÈC 0 Þ À1 CÈB ¼ É where È c ¼ CÈC 0 , and thus also to:
From Lemma 7.1 above, all F which satisfy the above LMI are given by
where L is an arbitrary matrix such that kLk51) and È ¼ (BB 0 À A À A 0 ) À1 40.
Conversely, it is shown that any F given by Equation (33) 
or equivalently (for a sufficiently large ) that À1 ðB þ C 0 F 0 ÞðB 0 þ FCÞ 5 BB 0 À A À A 0 ¼ È À1 This is further equivalent to ðB 0 þ FCÞÈðB þ C 0 F 0 Þ 5 I or, equivalently, to ðF þ B 0 ÈC 0 È À1 c ÞÈ c ðF 0 þ È À1 c CÈBÞ 5 I À 2 B 0 ÈB þ 2 B 0 ÈC 0 ðCÈC 0 Þ À1 CÈB ¼ É for some 40. Using Equation (41) shows that this is further equivalent to the condition: ðÉ 1=2 LðCÈC 0 Þ À1=2 ðCÈC 0 ÞðCÈC 0 Þ À1=2 L 0 É 1=2 5 É , É 1=2 LL 0 É 1=2 5 É , LL 0 5 I which is valid since kLk51. oe
Conclusions
This article extends our previous work (Karcanias et al. 2007 (Karcanias et al. , 2010 in the area of strong stability of internal system descriptions. This is a finer notion of stability compared to classical definitions (stability in the sense of Lyapunov, asymptotic stability) which is relevant for systems with physical variables that do not exhibit overshooting behaviour in the phase-space for the arbitrary initial conditions. It has been shown in Karcanias et al. (2010) that strong stability is intimately related to the skewness of the eigen frame of the state matrix.
In this paper we address the problem of non-overshooting stabilisation, i.e. designing a compensation scheme for which the closed-loop state matrix is strongly stable. It was shown that nonovershooting stabilisation under dynamic and static feedback are, in a certain sense, equivalent problems. A number of results were developed for the static non-overshooting stabilisation problem under state-feedback, output injection and output feedback, leading to the derivation of easily verifiable necessary and sufficient conditions and a complete parametrisation of the non-overshooting stabilising matrix feedback sets, in each case, using convex programming and LMI techniques. Geometric conditions were also derived, showing that the problem of nonovershooting stabilisation is solvable if the intersection of an affine hyper-plane with the interior of a convex cone is non-empty. Our future work in this area will concentrate on the following topics: (a) development of robust zeroovershoot stabilisation methods, when the system state model is subjected to uncertainties; (b) definition of metrics for characterising the distance of a matrix from strong stability and their efficient computation; (c) extension of the theory to the non-linear case; (d) applications of strong stability in the area of switched systems (Mason and Shorten 2006) and (e) development of a novel methodology for achieving robust partial eigen-structure assignment using zeroovershooting stabilisation ideas.
