We find new confidence intervals for the mean of a stationary process. The new intervals are based on orthonormally weighted standardized time series and asymptotically have smaller half-length mean and variance than their predecessors.
Introduction
In this paper, we find confidence intervals for the mean p of a stationary process Y Y 1, 2,. . . . We generalize the standardized time series area and weighted area confidence intervals developed by Schruben 141 and Goldsman and Schruben 131. An expanded version of this paper containing proofs and further Theorem 1 If Wi(-) is continuous on [0, l] for i = 1,. . . , d, then as n --t 'CO (Al(n), . . . I Ad(n)) 3 (AI,. . . aAd) .
The following theorem gives conditions which the weighting functions must satisfy so that Al,. . . , &j are independent, normal (O,o') random variables.
First, we need a definition. We sssume that p is finite, U* is well-defined, and 0 < a2 < 00. We also assume that 
PVi(t) E lrWi(s)ds, and
Conditions 0 and U together yield several desirable properties for VW. One such property, first-order unbiased, is that the bias of VW as an estimator of o2 is of order 0(1/n).
Example
2 The following are two polynomial weighting functions which satisfy Conditions 0 and U:
For some simple stochastic processes and low-order polynomial weighting functions, it is possible to carry out the algebra to exactly compute the expected value of &v. Thus, VW is first-order unbiased as claimed.
Example 4 We can also give an infinite sequence of weighting junctions which satisjy both conditions by letting wi(t) = fisicos(27rit), i = 1,2,. . . . Now we give preliminary empirical results comparing several methods of confidence interval estimation.
Consider the AR(l) process, Y;+r = dx + ci+r, i = 1,2,. . . where the E'S are i.i.d. normal (0, l-4') random variables and Yr is a standard normal random variable.
Let 4 = 0.9; such a process is stationary.
We compared the performance of five confidence interval methods: batch means with 2 batches (V,), the area estimator from (41 (VA), and the weighted area estimators from Example 4 using weighting functions wr,. . . , UJ~ with d = 1,2, and 3 (Vw,,Vwz,V~s, resp.). The results are presented in the following two tables. These results are for estimated coverages and expected half-lengths and are based on 2000 independent replications of the appropriate simulation experiments.
Coverage of 90% was desired; hence, the standard error of the coverage estimates is about 0.007. The first table shows that V, and VW, have better coverage for small sample sizes, but all methods attain the desired coverage as n increases.
Also note that for very small sample sizes the coverages of the weighted area confidence intervals with d > 1 are worse than those of the other methods, but all methods seem to reach the desired coverage at roughly the same sample size.
The second table shows that the expected half-lengths for VW, and VW, are much smaller than those of the other methods. Similar results hold for the variances of the half-lengths.
In another paper [l], we give additional analytical and empirical results for AR(l), MA(l), and M/M/l processes. In a sense, our weighted area estimator is at the opposite end of the spectrum from those in (3,4]; they have one estimator (d = 1) with multiple batches, while we have one batch with several estimators (d > 1). The "best" procedure most likely lies between the two ends of the spectrum. 
