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On Some Inverse Eigenvalue Problems of Quadratic
Palindromic Systems ∗
Yunfeng Cai † Jiang Qian ‡
Abstract
This paper concerns some inverse eigenvalue problems of the quadratic ⋆-(anti)-palindromic
system Q(λ) = λ2A⋆1 + λA0 + ǫA1, where ǫ = ±1, A1, A0 ∈ C
n×n, A⋆0 = ǫA0, A1 is nonsingular,
and the symbol ⋆ is used as an abbreviation for transpose for real matrices and either transpose or
conjugate transpose for complex matrices. By using the spectral decomposition of the quadratic
⋆-(anti)-palindromic system, the inverse eigenvalue problems with entire/partial eigenpairs given,
and the model updating problems with no-spillover are considered. Some conditions on the
solvabilities of these problems are given, and algorithms are proposed to find these solutions.
These algorithms are illustrated by some numerical examples.
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1 Introduction
In this paper, we consider the following quadratic ⋆-(anti)-palindromic eigenvalue problem:
Q(λ)x = 0, (1.1)
where
Q(λ) = λ2A⋆1 + λA0 + ǫA1, (1.2)
ǫ = ±1, A1, A0 ∈ Cn×n, A⋆0 = ǫA0, A1 is nonsingular, and the symbol ⋆ is used as an abbreviation
for transpose for real matrices and either transpose or conjugate transpose for complex matrices. The
scalar λ and nonzero vector x satisfying (1.1) are called an eigenvalue of the quadratic eigenvalue
problem (QEP) and the (right) eigenvector of the QEP corresponding to λ, respectively. The eigen-
value λ together with the corresponding eigenvector x, (λ, x) is called an eigenpair of the QEP. To be
specific, we summarize the names and structures of the palindromic system Q(λ) in (1.2) as follows:
⊤-palindromic Q(λ) = λ2A⊤1 + λA0 +A1, A⊤0 = A0, (1.3a)
∗ -palindromic Q(λ) = λ2A∗1 + λA0 +A1, A∗0 = A0, (1.3b)
⊤-anti-palindromic Q(λ) = λ2A⊤1 + λA0 −A1, A⊤0 = −A0, (1.3c)
∗ -anti-palindromic Q(λ) = λ2A∗1 + λA0 −A1, A∗0 = −A0. (1.3d)
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The phrase “⋆-(anti)-palindromic” is due to the fact that reversing the order of coefficient matrices
of Q(λ), and followed by taking the (conjugate) transpose and multiplying by ǫ, the matrix polynomial
becomes nothing but the original one, i.e., Q(λ) = ǫλ2Q(1/λ)⋆. Then it follows that eigenvalues
of Q(λ) occur in pairs (λ, 1/λ⋆), or in quadruples (λ, λ¯, 1/λ, 1/λ¯) when A1 are A0 are real. This
property is sometimes referred to as “symplectic spectral symmetry”, since symplectic matrices exhibit
this behavior. Moreover, the (algebraic, geometric, and partial) multiplicities of eigenvalues in each
pair/quadruple are equal [30].
The ⋆-(anti)-palindromic QEPs arise in the analysis and numerical solution of high order systems
of ordinary and partial differential equations, and enjoy a variety of applications. For example, a
⊤-palindromic QEP is raised in the study of rail traffic noise caused by high speed trains [16, 17],
and of the behavior of periodic surface of acoustic wave filters [38]; an ∗-palindromic QEP arises in
the computation of Crawford number by bisection and level set methods [15]. For more examples, we
refer readers to [30, 9, 20] and references therein.
The QEP is usually solved via a two-stage procedure: first, transform the QEP into a general
eigenvalue problem (GEP) via linearization; second, apply certain numerical methods for the GEP,
such as the QZ method [37, 34], etc. However, the symplectic spectrum symmetry is in general
destroyed, producing large numerical errors [21, 10, 19]. Great efforts have been made to the de-
velopment of numerical methods which preserve the symplectic spectrum symmetry. In [30, 31],
the ⋆-(anti)-palindromic polynomial eigenvalue problem is linearized into the form λZ⋆ + Z, which
naturally preserves the symplectic spectrum symmetry and enables the developments of structure
preserving numerical methods, for example, the QR-like method [35], the hybrid method computing
the anti-triangular Schur form [32] and the URV decomposition based structured method [36]. Based
on a symplectic linearization, a structure preserving doubling algorithm is developed in [29] for lin-
ear palindromic eigenvalue problem. In [10, 19, 8], the structure preserving doubling algorithms are
discussed for the ⋆-(anti)-palindromic QEPs.
The inverse eigenvalue problem (IEP), on the other hand, concerns determining the coefficient
matrices with partial or entire eigenvalues (and eigenvectors) prescribed. The IEP is of great impor-
tance and challenging, many efforts have been devoted to the IEP of quadratic systems, especially
quadratic symmetric systems. There is quite a long list of studies on this subject, see for example,
[13, 25, 27, 23, 26, 4, 3, 12, 6, 22, 33] and references therein. The IEP of ⋆-(anti)-palindromic systems
with entire eigenvalues given is considered in [1], which is based on the spectral decomposition of
⋆-(anti)-palindromic systems [28, 1].
In this paper, we consider some other types of IEP of quadratic ⋆-(anti)-palindromic systems
(1.2), namely, the IEP of quadratic ⋆-(anti)-palindromic systems with k prescribed eigenpairs (IEP-
QP(k)), where 1 ≤ k ≤ 2n, and the model updating problems with no-spillover of quadratic ⋆-(anti)-
palindromic systems (MUP-QP).
The IEP of quadratic symmetric systems with k prescribed eigenpairs is discussed in [11, 24] for
1 ≤ k ≤ n, under the assumption that the eigenvector matrix, formed by the prescribed eigenvectors,
is of full column rank. For the case when n < k ≤ 2n, a general solution is given in [4] assuming that
the eigenvector matrix is of full row rank. Special attention is paid to the IEP of quadratic symmetric
systems with entire eigenpairs given in [3], where under some proper assumptions, it is shown that
when the solution is not unique up to a scalar, the coefficient matrices of the resulting system can be
jointly block diagonalized via a congruence transformation.
In this paper, the IEP of quadratic ⋆-(anti)-palindromic systems with k prescribed eigenpairs
(IEP-QP(k)) is considered in section 3. We first propose a necessary and sufficient condition on the
existence of regular solutions to the IEP-QP(2n). It is also shown that under certain conditions, the
coefficient matrices of the solutions to the IEP-QP(2n) can be jointly block diagonalized. We then
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propose an algorithm to solve the IEP-QP(k) for general k, based on the spectral decomposition of the
⋆-(anti)-palindromic QEP. Different from the approaches on solving the IEP for symmetric systems
in literature, we give solutions to the IEP-QP(k) uniformly, without distinguishing the cases of k ≤ n
and k > n, and we do not need to assume that the eigenvector matrix is of full column or row rank.
The model updating problem with no-spillover (MUP) is to replace some unwanted eigenvalues of
the original system by some desired ones, meanwhile keeping the remaining eigenpairs unchanged (the
so called no-spillover phenomenon). There exist some references on the MUP for quadratic symmetric
systems. In [7], the unwanted eigenvalues is replaced one by one or one complex conjugate pair by
pair. However, this approach may suffer from breakdown before all desired eigenvalues are updated.
Later in [12], the unwanted eigenvalues are replaced simultaneously. Parametric solutions are given in
[6], in which the parameters can be further exploited to optimize the updated system in some sense.
In these approaches for symmetric systems, the number of eigenvalues to be replaced is restricted to
be no more than n, and the range space spanned by those desired eigenvectors of the updated system
is assumed to be in that of those eigenvectors to be replaced of the original system. Otherwise, they
fail to output any solution.
In this paper, the MUP of quadratic ⋆-(anti)-palindromic systems (MUP-QP) is considered in
section 4. Parametric solutions are given for two cases: the eigenvectors of the updated system
corresponding to the updated eigenvalues are prescribed, and not prescribed. These solutions are
given without the restrictions that the number of unwanted eigenvalues must be no more than n, and
and the range space spanned by those desired eigenvectors of the updated system must be in that of
those eigenvectors to be replaced of the original system.
The rest of this paper is organized as follows. In section 2, we present the spectral decomposition
of the ⋆-(anti)-palindromic QEP, expressing the coefficient matrices in terms of the standard pair, and
a parameter matrix, whose structure is characterized in section 2.2. The spectral decomposition is
used to solve some QIEPs: the IEP-QP(k) and the MUP-QP in sections 3 and 4, respectively. Some
numerical examples are presented in section 5 to illustrate the performance of the algorithms proposed
in sections 3 and 4. Some concluding remarks are finally drawn in section 6.
2 Preliminaries
In this section, we present some preliminaries results which will be used to solve the inverse eigenvalue
problems of quadratic palindromic systems.
2.1 Spectral decomposition
We start with the spectral decomposition theory of the ⋆-(anti)-palindromic QEP, expressing the
coefficient matrices A1 and A0 in terms of a standard pair (X,T ) together with a parameter matrix
S. Here a matrix pair (X,T ) ∈ Cn×2n × C2n×2n is called a standard pair of Q(λ) (1.2) if the matrix
W =W (X,T ) :=
[
X
−XT−1
]
is nonsingular and
A⋆1XT
2 +A0XT + ǫA1X = 0. (2.1)
If all eigenvalues of Q(λ) (1.2) are semi-simple, we may collect all eigenvalues in a diagonal matrix
Λ and corresponding 2n eigenvectors in U , and then (U,Λ) serves as a standard pair of Q(λ) (1.2).
However if some eigenvalue of Q(λ) (1.2) is defective, Q(λ) does not have a complete set of 2n
eigenvectors. In this case, the standard pair is still well defined, and similar as Lemma 2.2 in [12], the
eigenvalues and eigenvectors of Q(λ) can be completed attainable by the standard pair.
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For a matrix pair (X,T ) ∈ Cn×k × Ck×k, define
ST = {S ∈ Ck×k
∣∣ S⋆ = −ǫS, S = TST ⋆}, (2.2)
S(X,T ) = {S ∈ ST
∣∣ XSX⋆ = 0}. (2.3)
Then the spectral decomposition of the ⋆-(anti)-palindromic QEP is characterized in the following
theorem.
Theorem 2.1. Let (X,T ) be a standard pair of a regular ⋆-(anti)-palindromic system Q(λ). Denote
S = (W ⋆LJǫL
⋆W )−1, (2.4)
where
W =
[
X
−XT−1
]
, L =
[
0 I
A⋆1 0
]
, Jǫ =
[
0 In
−ǫIn 0
]
. (2.5)
Then S ∈ S(X,T ), and the coefficient matrices A1, A0 can be represented in terms of X, T and S as:
A1 = ǫ(XT
−1SX⋆)−1, A0 = −A1XT−2SX⋆A1. (2.6)
Proof. Since (X,T ) is a standard pair of the regular ⋆-(anti)-palindromic system Q(λ), both W and
L defined in (2.5) are nonsingular. So S in (2.4) is well defined, and obviously satisfies S⋆ = −ǫS,
since J⋆ǫ = −ǫJǫ.
It follows from (2.1) that
T−2⋆X⋆A⋆1 + T
−⋆X⋆A0 +X⋆ǫA1 = 0, (2.7)
which is equivalent to
W ⋆M = T−⋆W ⋆L, (2.8)
where M =
[
ǫA1 0
−A0 −I
]
, W and L are defined in (2.5). Direct calculations show that these M,L and
Jǫ satisfy
MJǫM
⋆ =
[
0 −ǫA1
A⋆1 0
]
= LJǫL
⋆. (2.9)
Using (2.4), (2.9) and (2.8), we have
S−1 =W ⋆LJǫL⋆W =W ⋆MJǫM⋆W = T−⋆W ⋆LJǫL⋆WT−1 = T−⋆S−1T−1,
from which we can see that S = TST ⋆. Hence we have S ∈ ST .
From (2.4) and the definition of W in (2.5), by calculation we have[
XSX⋆ −XST−⋆X⋆
−XT−1SX⋆ XT−1ST−⋆X⋆
]
=WSW ⋆ = (LJǫL
⋆)−1 =
[
0 A−⋆1
−ǫA−11 0
]
.
The above equation gives XSX⋆ = 0, which implies S ∈ S(X,T ), and the formula for A1 as in (2.6).
The formula for A0 in (2.6) then follows readily by postmultiplying T
−2SX⋆ on (2.1).
Theorem 2.1 is motivated by Chu and Xu [12] for symmetric systems, which can also be obtained
via the GLR theory [14]. It also follows from cases (4) and (5) with m = 2 of Theorem 3.5 in [2]: the
parameter matrix S in Theorem 2.1 is just −SvS(T ) and the equations S⋆ = −ǫS, S = TST ⋆ in the
definition of ST follows from the equation T S⋆ = −αǫS in Theorem 3.5 of [2].
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2.2 The structure of S ∈ ST
We now take a deep look at the structure of the parameter matrix S ∈ ST . Recall that the eigen-
values of QEP (1.1) occur in pairs (λ, 1λ⋆ ), with the same algebraic multiplicities and same partial
multiplicities. Let the distinct eigenvalues of Q(λ) be
λ1, λ2, . . . , λ2ℓ−1, λ2ℓ, λ2ℓ+1, . . . , λt, (2.10)
where for i = 1, . . . , ℓ,λ2i =
1
λ⋆
2i−1
, |λ2i−1| ≤ 1, and for i = 2ℓ + 1, . . . , t, λi = ±1 for ⊤-(anti)-
palindromic system or |λi| = 1 for ∗-(anti)-palindromic system. For i = 1, . . . , t, assume that λi has
algebraic multiplicity ni, geometry multiplicity mi, and partial multiplicities ni1 ≥ ni2 ≥ · · · ≥ nimi .
Then we can denote the Jordan block associated with λi by
Ji = λiIni +Ni, Ni = diag(Ni1, . . . , Nimi), (2.11)
where Nij ∈ Rnij×nij is a nilpotent matrix with nij − 1 ones along its superdiagonal for each j =
1, . . . ,mi. Therefore,
∑t
i=1 ni =
∑t
i=1
∑mi
j=1 nij = 2n, and for i = 1, . . . , ℓ, j = 1, . . . ,mi, n2i−1 = n2i,
n2i−1,j = n2i,j . Let
J = diag(J1, J2, . . . , Jt). (2.12)
Hereafter J of the above form will be referred to as the palindromic Jordan canonical form (PJCF).
Let (X, J) be a stand pair of QEP (1.1) with J of the PJCF. Direct calculations show that S ∈ SJ
if and only if S is of the form
S = diag
([
0 S1
−ǫS⋆1 0
]
, . . . ,
[
0 Sℓ
−ǫS⋆ℓ 0
]
, S2ℓ+1, . . . , St
)
, (2.13)
where for i = 1, . . . , t, Si satisfies
(λiI +Ni)Si(
1
λ⋆i
I +Ni)
⋆ = Si,
and the matrices Si display the sign characteristic of Q(λ) [2]. Partition Si as Si = [S
(i)
jk ], where
S
(i)
jk ∈ Cnij×nik . It then holds that
(λiI +Nij)S
(i)
jk (
1
λ⋆i
I +Nik)
⋆ = S
(i)
jk . (2.14)
Notice that ( 1λ⋆i
I+Nik)
−⋆ is similar to λiI +N⊤ik, i.e., there exists a nonsingular matrix Pik such that
( 1λ⋆i
I +Nik)
−⋆ = P−1ik (λiI +N
⊤
ik)Pik. To be specific, Pik can be given by
Pik = diag(λ
nik−1
i , λ
nik−2
i , . . . , 1)Likdiag(1,−1/λi, . . . , 1/(−λi)nik−1), (2.15)
where Lik is a lower triangular Pascal-like matrix of order nik. Here a lower triangular Pascal-like
matrix L of order m is defined as L = [lij ], where lij = 0 for i < j, and lij = C(m− j,m− i) for
i ≥ j. The symbol C(·, ·) stands for the binomial coefficient. Now that (2.14) becomes
NijS
(i)
jk P
−1
ik = S
(i)
jk P
−1
ik N
⊤
ik.
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Using the results in [12], we know that each S
(i)
jk P
−1
ik is an upper triangular Hankel matrix. Then it
follows that S
(i)
jk = PikHik, where Pik is a lower triangular scaled rotated Pascal matrix, and Hik is
an upper triangular Hankel matrix. In another word, S
(i)
jk is the product of a scaled rotated Pascal
matrix and a Hankel matrix. Hereafter, we will refer matrices with such structure as Pascal-Hankel
matrices.
So, overall speaking, the parameter matrix S is in a block diagonal form (2.13), and each Si is a
block Pascal-Hankel matrix. It is worth mentioning here that, in S, the Hankel matrices Hik are free
parameters, while the matrices Pik are all constant.
When all eigenvalues are semi-simple, then S is still in the form (2.13), and each Si has only one
block, which is a Pascal-Hankel matrix. Furthermore, when all eigenvalues of Q(λ) are simple, let
Λ = diag(λ1, λ2, . . . , λ2ℓ, λ2ℓ+1, . . . , λ2n), (2.16)
where for i = 1, 2, . . . , ℓ, λ2i =
1
λ⋆
2i−1
, and for i = 2ℓ + 1, . . . , 2n, λi = ±1 for ⊤-(anti)-palindromic
system or |λi| = 1 for ∗-(anti)-palindromic system, then S ∈ SΛ if and only if
S = diag
([
0 s1
−ǫs⋆1 0
]
, . . . ,
[
0 sℓ
−ǫs⋆ℓ 0
]
, s2ℓ+1, . . . , s2n
)
, (2.17)
where for i = 1, 2, . . . , ℓ, si ∈ C, and for i = 2ℓ+ 1, . . . , 2n, s⋆i = −ǫsi.
Remark 2.1. For ∗-palindromic and ∗-anti-palindromic systems, s⋆i = −ǫsi implies that si is pure
imaginary and real, respectively. For ⊤-anti-palindromic system, s⋆i = −ǫsi holds for any si ∈ C.
However, for ⊤-palindromic system, s⋆i = −ǫsi implies si = 0, which seems to contradict with the
fact that the parameter matrix S should be nonsingular for a regular ⊤-palindromic system. But, in
fact, 1(−1) can not be a simple eigenvalue of a regular ⊤-palindromic system. This is because when
1(−1) is an simple eigenvalue, then −1(1) is also an eigenvalue with an odd algebraic multiplicity.
Therefore, the product of all eigenvalues Π2ni=1λi equals to −1, which contradicts with Π2ni=1λi =
det(A1)/ det(A
⊤
1 ) = 1.
2.3 A special standard pair
Let (X,T ) be a standard pair of Q(λ), where T is not necessarily of the PJCF, and S be the corre-
sponding parameter matrix. Direct calculation shows that (XY, Y −1TY ) is also a standard pair of
Q(λ) for any nonsingular matrix Y , and the corresponding parameter matrix becomes Y −1SY −⋆. We
wish to obtain a special standard pair by introducing appropriate nonsingular matrix Y , such that
the corresponding parameter matrix is as simple as possible.
We will need the following results. For any matrix B ∈ Cn×n satisfying B⋆ = −ǫB and rank(B) =
t, it can be factorized as
B = ZΓZ⋆, (2.18)
where Z is unitary, and
Γ =

diag(γ1, γ2, . . . , γt, 0, . . . , 0), 0 6= ıγi ∈ R, if ⋆ = ∗, ǫ = 1;
diag(γ1, γ2, . . . , γt, 0, . . . , 0), 0 6= γi ∈ R, if ⋆ = ∗, ǫ = −1;
diag(
[ 0 γ1
−γ1 0
]
, . . . ,
[
0 γt/2
−γt/2 0
]
, 0, . . . , 0), γi > 0, if ⋆ = ⊤, ǫ = 1,
diag(γ1, γ2, . . . , γt, 0, . . . , 0), γi > 0, if ⋆ = ⊤, ǫ = −1.
(2.19)
INVERSE EIGENVALUE PROBLEMS OF PALINDROMIC SYSTEMS 7
The first two cases (⋆ = ∗, ǫ = ±1) are actually the Schur decompositions of B; the last two cases
(⋆ = ⊤, ǫ = ±1) are Hua’s decompositions [18, Theorem 7.5]. Using permutation and diagonal scaling,
we can further factorize Γ as
Γ = PD∆DP⊤, (2.20)
where P is a permutation matrix, D > 0 is diagonal, and
∆ =
{
∆p,q, p+ q = t, if ⋆ = ∗;
∆t, if ⋆ = ⊤. (2.21)
Here
∆p,q =
{
diag(ıIq,−ıIp, 0), if ǫ = 1,
diag(Ip,−Iq, 0), if ǫ = −1, (2.22a)
∆t =
{
diag(
[
0 It/2
−It/2 0
]
, 0), if ǫ = 1,
diag(It, 0), if ǫ = −1,
(2.22b)
where p, q are the positive and negative inertia indices of
√−ǫB, respectively. Then let Y = ZPD,
(2.18) can be rewritten as
B = Y∆Y ⋆. (2.23)
Hereafter, we call the factorization B = Y∆Y ⋆ as the ⋆-factorization of B, the matrices Y and ∆ as
the Y and ∆ factors of B, respectively.
Now let (X,T ) be a standard pair of Q(λ), and S be the corresponding parameter matrix. Then
S is nonsingular and satisfies S⋆ = −ǫS. Therefore, the ⋆-factorization of S is of the form
S = Ŷ ∆̂Ŷ ⋆, (2.24)
where Ŷ is nonsingular, and
∆̂ =
{
∆n,n, if ⋆ = ∗;
∆2n, if ⋆ = ⊤. (2.25)
Here ∆n,n and ∆2n are defined in (2.22a) and (2.22b), respectively. And using (2.4) we can show
p = q = n in ∆n,n.
Let (X̂, T̂ ) = (XŶ , Ŷ −1T Ŷ ), then (X̂, T̂ ) is also a standard pair of Q(λ), and the corresponding
parameter matrix is ∆̂. Using ∆̂ ∈ ST̂ , we have ∆̂ = T̂ ∆̂T̂ ⋆. Then T̂ is U -symplectic for ⋆ = ∗,
that is, U∗T̂U is conjugate symplectic, where U2n = 1√2
[
In In
ıIn −ıIn
]
; symplectic for ⋆ = ⊤, ǫ = 1;
complex orthogonal for ⋆ = ⊤, ǫ = −1. Notice here that the eigenvalues of U -symplectic matrix and
symplectic/complex orthogonal matrix appear in pairs (µ, 1µ¯ ) and (µ,
1
µ ), respectively.
3 Solving IEP-QP(k)
In this section, we consider the inverse eigenvalue problem of quadratic ⋆-(anti)-palindromic systems
with k prescribed eigenpairs (IEP-QP(k)), which can be stated as follows.
IEP-QP(k): Given (X1, T1) ∈ Cn×k × Ck×k with
[
X1
−X1T−11
]
of full column rank (1 ≤ k ≤ 2n),
construct a ⋆-(anti)-palindromic system Q(λ) such that
A⋆1X1T
2
1 +A0X1T1 + ǫA1X1 = 0. (3.1)
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The solution Q(λ) is referred to as a regular solution if the leading coefficient matrix is nonsingular.
Note the IEP-QP(k) considered here is slightly different from the problem considered in [1], where
only eigenvalues are given while eigenvectors are not prescribed.
3.1 Case k = 2n
We first consider the special case when k = 2n, that is, all eigenpairs are given. The following theorem
presents a necessary and sufficient condition on the existence of a regular solution to the IEP-QP(2n).
Theorem 3.1. Let (X,T ) ∈ Cn×2n × C2n×2n and W =
[
X
−XT−1
]
be nonsingular. Then there exists
a regular solution Q(λ) to the IEP-QP(2n) if and only if there exists a nonsingular S ∈ S(X,T ). In
such case, the coefficient matrices A1, A0 of Q(λ) are given by (2.6).
Proof. The necessity can be directly followed from Theorem 2.1. Next, we only show the sufficiency.
Let S be a nonsingular matrix and S ∈ S(X,T ). Define A1, A0 as in (2.6), direct calculation leads
to
(A⋆1XT
2 + A0XT + ǫA1X)T
−2SW ⋆
=(A⋆1X +A0XT
−1 + ǫA1XT−2)S[X⋆ | T−⋆X⋆]
=[0 +A0(ǫA
−1
1 ) + ǫA1(−A−11 A0A−11 ) | A⋆1(−ǫ2A−⋆1 ) + 0 + ǫA1(ǫA−11 )] = 0.
Hence A⋆1XT
2 +A0XT + ǫA1X = 0, which completes the proof of sufficiency.
For each nonsingular S ∈ S(X,T ), if it exists, (2.6) gives a regular solution Q(λ) to the IEP-QP(2n).
If such S is unique up to scalars, these solutions Q(λ) to the IEP-QP(2n) are also unique up to scalars.
However, if such S is not unique up to scalars, we will show that under some mild conditions, the
coefficient matrices of Q(λ) can be jointly block diagonalized. We will need the following two lemmas.
Lemma 3.1. Given (X,T ) ∈ Cn×2n × C2n×2n with
[
X
−XT−1
]
nonsingular. Suppose that there exist
two nonsingular matrices S, S˜ ∈ S(X,T ). Then the eigenvalues of S˜S−1 have the pairing (µ, µ⋆). If
µ 6= µ⋆, they have the same algebraic multiplicity; otherwise, the multiplicity of µ must be even.
Proof. Define Q(λ) as in (1.2), where A1 and A0 are given by (2.6) in terms of X , T and S. Likewise,
define Q˜(λ) with the coefficient matrices given by (2.6) in terms of X , T and S˜. By Theorem 3.1, we
know that (X,T ) is a stand pair of Q(λ) and also Q˜(λ). Now let W =
[
X
−XT−1
]
, we have
S−1 =W ⋆
[
0 −ǫA1
A⋆1 0
]
W, S˜−1 =W ⋆
[
0 −ǫA˜1
A˜⋆1 0
]
W.
Then it follows that
S˜S−1 =W−1diag(A˜−⋆1 A
⋆
1, A˜
−1
1 A1)W. (3.2)
Noticing that
A˜−11 A1x = µx⇐⇒ (x⋆A⋆1)(A˜−⋆1 A⋆1) = µ⋆(x⋆A⋆1),
the conclusion follows immediately.
INVERSE EIGENVALUE PROBLEMS OF PALINDROMIC SYSTEMS 9
Lemma 3.2. Let (X, J) be a stand pair of Q(λ) with J of the PJCF. Assume the geometry multiplicity
of each distinct eigenvalue is one. Then for any nonsingular S, S˜ ∈ SJ of the form
S = diag
([
0 S1
−ǫS⋆1 0
]
, . . . ,
[
0 Sℓ
−ǫS⋆ℓ 0
]
, S2ℓ+1, . . . , St
)
,
S˜ = diag
([
0 S˜1
−ǫS˜⋆1 0
]
, . . . ,
[
0 S˜ℓ
−ǫS˜⋆ℓ 0
]
, S˜2ℓ+1, . . . , S˜t
)
,
S˜S−1 is of the form
S˜S−1 = diag(S˜−⋆1 S
⋆
1 , S˜
−1
1 S1, . . . , S˜
−⋆
ℓ S
⋆
ℓ , S˜
−1
ℓ Sℓ, S˜
−1
ℓ+1Sℓ+1, . . . , S˜
−1
t St), (3.3)
and for each i = 1, 2, . . . , t, S˜−1i Si is a lower triangular Toeplitz matrix.
Proof. Direct calculation shows that S˜S−1 is in the block diagonal form (3.3). Next we only need to
show each S˜−1i Si is a lower triangular Toeplitz matrix.
Using S, S˜ ∈ SJ , we have Si, S˜i ∈ SJi and hence, Si = JiSiJ⋆i and S˜i = JiS˜iJ⋆i . Then it follows
that J⋆i S˜
−1
i Si = S˜
−1
i SiJ
⋆
i . Using Ji = λiIni + Ni, we get N
⊤
i S˜
−1
i Si = S˜
−1
i SiN
⊤
i . Comparing the
elements on both sides of the above equality, we know that S˜−1i Si is a lower triangular Toeplitz matrix.
Using Lemma 3.1, we can assume that the eigenvalues of S˜−1S, counting multiplicities, are
µ1, . . . , µ1︸ ︷︷ ︸
n1
, µ⋆1, . . . , µ
⋆
1︸ ︷︷ ︸
n1
, . . . , µℓˆ, . . . , µℓˆ︸ ︷︷ ︸
nℓˆ
, µ⋆
ℓˆ
, . . . , µ⋆
ℓˆ︸ ︷︷ ︸
nℓˆ
, µℓˆ+1, . . . , µℓˆ+1︸ ︷︷ ︸
2nℓˆ+1
, . . . , µtˆ, . . . , µtˆ︸ ︷︷ ︸
2ntˆ
, (3.4)
where µi 6= µj for i 6= j, µi 6= µ⋆i for i = 1, . . . , nℓˆ, µi = µ⋆i for i = nℓˆ + 1, . . . , ntˆ. Now define
ζn(S˜S
−1) = (n1, n2, . . . , ntˆ), then ζn(S˜S
−1) is a partition of n, i.e.,
∑tˆ
i=1 ni = n, and tˆ is the
cardinality of ζn(S˜S
−1), denoted by card(ζn(S˜S−1)).
Theorem 3.2. Given (X, J) ∈ Cn×2n × C2n×2n with
[
X
−XJ−1
]
nonsingular and J of the PJCF 1.
Assume the geometry multiplicity of each distinct eigenvalue is one. If there are two nonsingular
matrices S, S˜ ∈ S(X,J) such that ζn(S˜S−1) = (n1, n2, . . . , ntˆ), then for any nonsingular Ŝ ∈ S(X,J),
there exists a nonsingular K such that
K⋆Q̂(λ)K = diag(Q1(λ), . . . , Qtˆ(λ)),
where Q̂(λ) is a regular ⋆-(anti)-palindromic system of the form (1.2) with coefficient matrices given
by (2.6) in terms of X, J and Ŝ; for i = 1, . . . , tˆ, Qi(λ) is a regular ⋆-(anti)-palindromic system of
order ni. Furthermore, the choice of K is independent of Ŝ.
Proof. Using ζn(S˜S
−1) = (n1, n2, . . . , ntˆ), we know that the eigenvalues of S˜
−1S are (3.4). Following
the proof of Lemma 3.1, we have (3.2). Then it follows that the eigenvalues of A˜−11 A1 are
µˆ1, . . . , µˆ1︸ ︷︷ ︸
n1
, . . . , µˆℓˆ, . . . , µˆℓˆ︸ ︷︷ ︸
nℓˆ
, µℓˆ+1, . . . , µℓˆ+1︸ ︷︷ ︸
nℓˆ+1
, . . . , µtˆ, . . . , µtˆ︸ ︷︷ ︸
ntˆ
,
1Using similarity transformation, we can show that the assumption that J is of the PJCF can be removed.
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where µˆi = µi or µ
⋆
i for i = 1, . . . , ℓˆ. Thus, there exists a nonsingular matrix K such that
K−1A˜−⋆1 A
⋆
1K = diag(E11, . . . , Etˆtˆ), (3.5)
where λ(Eii) = µˆi for i = 1, . . . , ℓˆ, λ(Eii) = µi for i = ℓˆ+1, . . . , tˆ. Using the fact that the eigenvalues
of S˜−1S are (3.4) again, we know that there exists a permutation matrix Π such that
Π⊤S˜S−1Π = diag(D11, . . . , Dtˆtˆ), (3.6)
where for i = 1, . . . , tˆ, the eigenvalue set of Dii counting multiplicity is
λ(Dii) = {µi, . . . , µi︸ ︷︷ ︸
ni
, µ⋆i , . . . , µ
⋆
i︸ ︷︷ ︸
ni
},
and λ(Dii) ∩ λ(Djj) = ∅ for i 6= j. Using Lemma 3.2, we know that Π can also be chosen to satisfy
Π⊤SΠ = diag(S11, . . . , Stˆtˆ),
Π⊤S˜Π = diag(S˜11, . . . , S˜tˆtˆ), (3.7)
Π⊤JΠ = diag(J11, . . . , Jtˆtˆ),
where for i = 1, . . . , tˆ, Sii, S˜ii and Jii are all of order 2ni.
Now we rewrite (3.4) as
WS˜S−1 = diag(A˜−⋆1 A
⋆
1, A˜
−1
1 A1)W,
and the first n rows become
XS˜S−1 = A˜−⋆1 A
⋆
1X.
Substituting (3.6) and (3.5) into the above equality, we get
K−1XΠdiag(D11, . . . , Dtˆtˆ) = diag(E11, . . . , Etˆtˆ)K
−1XΠ. (3.8)
Partition K−1XΠ = [Xij ], where Xij ∈ Cni×nj . Then comparing the (i, j) block of (3.8) on both
sides, we have
XijDjj − EiiXij = 0.
Notice that λ(Djj) ∩ λ(Eii) = ∅ for i 6= j, thus, Xij = 0. Consequently, we can rewrite (3.8) as
K−1XΠ = diag(X11, . . . , Xtˆtˆ). (3.9)
For any nonsingular Ŝ ∈ S(X,J), we have
Π⊤ŜΠ = diag(Ŝ11, . . . , Ŝtˆtˆ). (3.10)
Then for Â1, Â0 defined by (2.6) in terms of X , J and Ŝ, using (3.9), (3.10) and J in (3.7), we have
K⋆Â1K = ǫK
⋆(XJ−1ŜX⋆)−1K
= ǫK⋆(Kdiag(Xjj)Π
⊤Πdiag(J−1jj )Π
⊤Πdiag(Ŝjj)Π⊤Πdiag(X⋆jj)K
⋆)−1K
= ǫdiag((XjjJ
−1
jj ŜjjX
⋆
jj)
−1),
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similarly,
K⋆Â0K = −diag((XjjJ−1jj ŜjjX⋆jj)−1(Xjj ŜjjJ−2jj X⋆jj)(XjjJ−1jj ŜjjX⋆jj)−1).
The conclusion follows.
Theorem 3.2 shows that if card(ζn(S˜S
−1)) = tˆ, then the coefficient matrices can be jointly block
diagonalized with tˆ diagonal blocks. We then want to show how large can tˆ be. Define
ζoptn = ζ
opt
n (S(X,J)) = argmax{card(ζn)|ζn = ζn(S˜S−1), S, S˜ ∈ S(X,J) nonsingular}.
Similar as in [5], we can show that in the definition of ζoptn , S can be fixed as some nonsingular
S0 ∈ S(X,J), that is,
ζoptn = ζ
opt
n (S(X,J)) = argmax{card(ζn)|ζn = ζn(S˜S−10 ), S˜ ∈ S(X,J) nonsingular}.
The following theorem characterizes the relationship between card(ζoptn ) and the dimension of S(X,J).
Theorem 3.3. Given (X, J) ∈ Cn×2n × C2n×2n with
[
X
−XJ−1
]
nonsingular and J of the PJCF.
Assume the geometry multiplicity of each distinct eigenvalue is one, it then holds that
1
2
dim(S(X,J)) ≤ card(ζoptn ) ≤ dim(S(X,J)). (3.11)
Proof. For the fixed nonsingular S0 ∈ S(X,J), assume that the nonsingular S ∈ S(X,J) is chosen such
that ζn(SS
−1
0 ) = ζ
opt
n = (n1, · · · , nt). Then from the proof of Theorem 3.2 we know that there exist
a nonsingular matrix K and a permutation matrix Π such that
K−1XΠ = diag(X11, . . . , Xtt), Π⊤JΠ = diag(J11, . . . , Jtt),
where Xjj ∈ Cnj×2nj , Jjj ∈ C2nj×2nj , and for A1 defined as in (2.6) using X, J, S,
K⋆A1K = diag(A11, · · · , A1t),
where A1j ∈ Cnj×nj . Similar to S(X,J) and ζoptn (S(X,J)), we can define S(Xjj ,Jjj) and ζoptn (S(Xjj ,Jjj)),
and then
dim(S(X,J)) =
t∑
j=1
dim(S(Xjj ,Jjj)), card
(
ζoptn (S(Xjj ,Jjj))
)
= 1.
Define Wjj =
[
Xjj
−XjjJ−1jj
]
and S
(0)
jj = W
⋆
jj
[
0 −ǫA1j
A⋆1j 0
]
Wjj , then for any Sjj ∈ S(Xjj ,Jjj), the
eigenvalues of Sjj(S
(0)
jj )
−1 are either the same λ satisfying λ = λ⋆ or a pair of distinct λ and λ⋆. In the
former case, Sjj = λS
(0)
jj and hence dim(S(Xjj ,Jjj)) = 1. While in the latter case, if dim(S(Xjj ,Jjj)) > 2,
there exist S
(1)
jj , S
(2)
jj ∈ S(Xjj ,Jjj) such that S(k)jj (k = 0, 1, 2) are linearly independent. Assume that the
eigenvalues of S
(k)
jj (S
(0))−1
jj (k = 1, 2) are αk ± iβk(βk 6= 0). Let
Sjj =
1
β1
(S
(1)
jj − α1S(0)jj ) +
2
β2
(S
(2)
jj − α2S(0)jj ),
then Sjj ∈ S(Xjj ,Jjj) and the eigenvalues of Sjj(S(0))
−1
jj are ±3i and ±i. Thus card(Sjj(S(0))
−1
jj )=2,
which contradicts card
(
ζoptn (S(Xjj ,Jjj))
)
= 1. So in all dim(S(Xjj ,Jjj)) ≤ 2 and hence (3.11) holds.
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Several remarks follow in order.
1. By Theorem 3.3, we know that when dim(S(X,Λ)) > 3, it holds t = card(ζ
opt
n ) ≥ 2. Then
it follows from Theorem 3.2 that the coefficient matrices of the quadratic palindromic matrix
polynomial can be joint block diagonalized, and the resulting block diagonal matrices has exactly
t blocks.
2. From [3] to [5], the authors generalize the results on joint block diagonalization of the coefficient
matrices of self-adjoint matrix polynomial from the quadratic case to high order case. Similarly,
we can generalize the theorems in this subsection to high order palindromic matrix polynomial,
which can be used to solve the general joint block diagonalization problem of a general matrix
set (the matrices in the set are not necessarily Hermitian as in [5]). The detailed discussions
and results will be presented in a separate paper.
3.2 Case 1 ≤ k < 2n
In what follows, we try to give a uniform solution to the IEP-QP(k). We make the following assump-
tions: the remaining 2n−k eigenvalues of the constructed Q(λ) do not intersect the eigenvalues of T1,
and T1 is similar to T
−⋆
1 . The assumption that T1 is similar to T
−⋆
1 amounts to require that eigenvalues
of T1 occur in pairs (λ, 1/λ
⋆), and the (algebraic, geometric and partial) multiplicities of eigenvalues in
each pair are equal. IEP-QP(k) with these assumptions is referred to as the IEP-QP(k)-A hereafter.
The following theorem characterizes the solvability and solutions to IEP-QP(k)-A.
Theorem 3.4. The IEP-QP(k)-A has a regular solution Q(λ) if and only if there exist a nonsingular
S1 ∈ ST1 and a matrix Ψ ∈ Cn×(2n−k) such that X1T−11 S1X⋆1 + YΨT̂−12 ΩΨ⋆Y ⋆ is nonsingular and
ΨΩΨ⋆ = −∆, (3.12)
where Y and ∆ are the Y and ∆ factors of X1S1X
⋆
1 , respectively, Ω ∈ C(2n−k)×(2n−k) is nonsingular,
and Ω = ∆n−p,n−q for ⋆ = ∗ with p, q the positive and negative inertia indices of
√−ǫS1, respectively,
Ω = ∆2n−k for ⋆ = ⊤, T̂2 ∈ C(2n−k)×(2n−k) satisfies T̂2ΩT̂ ⋆2 = Ω. In such case, the coefficient matrices
A1, A0 of Q(λ) are given by (2.6) in terms of X, T and S, where X = [X1 YΨ], T = diag(T1, T̂2)
and S = diag(S1,Ω).
Proof. Necessary. If IEP-QP(k)-A has a regular solution Q(λ), then there exist X2 and T2 such that
(X,T ) = ([X1 X2], diag(T1, T2)) forms a stand pair of Q(λ). Define the parameter matrix S as in
(2.4). By the assumption that λ(T1) ∩ λ(T2) = ∅ and T1 is similar to T−⋆1 , we know that S is in a
block diagonal form S = diag(S1, S2), where S1 ∈ Ck×k, S2 ∈ C(2n−k)×(2n−k). By Theorem 2.1, we
have S ∈ S(X,T ). Then it follows that S1 ∈ ST1 , S2 ∈ ST2 and
XSX⋆ = X1S1X
⋆
1 +X2S2X
⋆
2 = 0. (3.13)
Let the ⋆-factorization of X1S1X
⋆
1 be X1S1X
⋆
1 = Y∆Y
⋆, the ⋆-factorization of S2 be S2 = GΩG
⋆.
Then there exists a Ψ ∈ Cn×(2n−k) such that X2 as X2 = YΨG−1. Let T̂2 = G−1T2G, then it follows
from S2 ∈ ST2 that
T̂2ΩT̂
⋆
2 = G
−1T2GΩG⋆T ⋆2G
−⋆ = G−1T2S2T ⋆2G
−⋆ = G−1S2G−⋆ = Ω.
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According to Theorem 2.1, we have ǫA−11 = XT
−1SX⋆, which is nonsingular. Therefore, the
matrix
XT−1SX⋆ = X1T−11 S1X
⋆
1 +X2T
−1
2 S2X
⋆
2
= X1T
−1
1 S1X
⋆
1 + (YΨG
−1)(GT̂−12 G
−1)(GΩG⋆)(YΨG−1)⋆
= X1T
−1
1 S1X
⋆
1 + YΨT̂
−1
2 ΩΨ
⋆Y ⋆
is nonsingular.
Now using the expression of X2 and the ⋆ factorizations of X1S2X
⋆
1 and S2, we have from (3.13)
that
ΨΩΨ⋆ = ΨG−1GΩG⋆G−⋆Ψ⋆ = Y −1X2S2X⋆2Y
−⋆ = −Y −1X1S1X⋆1Y −⋆ = −∆.
The matrix Ω is nonsingular since S2 is. That Ω = ∆n−p,n−q for ⋆ = ∗, Ω = ∆2n−k for ⋆ = ⊤
comes from the fact that the direct sum of Ω and the ∆ factor of S1 equals to ∆̂ up to a permutation,
where ∆̂ is defined in (2.25).
Sufficiency. First, it is easy to see that S = diag(S1,Ω) is nonsingular since both S1 and Ω are.
Recall the definition of ⋆-factorization, we know that Ω⋆ = −ǫΩ. Then it follows that S⋆ = −ǫS. By
calculation, we have
TST ⋆ = diag(T1S1T
⋆
1 , T̂2ΩT̂
⋆
2 ) = diag(S1,Ω) = S,
and also
XSX⋆ = Y (∆ + ΨΩΨ⋆)Y ⋆ = 0.
Therefore, we have S ∈ S(X,T ).
Noticing that XT−1SX⋆ = X1T1S1X⋆1 + YΨT̂
−1
2 ΩΨ
⋆Y ⋆ is nonsingular, we can define A1 and A0
as in (2.6). Using (2.4), we know that W =
[
X
−XT−1
]
is nonsingular since S is. By Theorem 3.1, a
regular solution to IEP-QP(k)-A can be given by (2.6) in terms of X , T and S. This completes the
proof.
By Theorem 3.4, we can construct a regular solution to the IEP-QP(k)-A as in the following
Algorithm 1.
Input: (X1, T1) ∈ Cn×k × Ck×k.
Output: A1 and A0.
1 Find a nonsingular S1 ∈ ST1 .
2 If ⋆ = ∗, compute the positive and negative indices of √−ǫS1, denoted by p and q, respectively.
3 Compute the ⋆-factorization of X1S1X
⋆
1 , denoted by X1S1X
⋆
1 = Y∆Y
⋆.
4 Set Ω = ∆n−p,n−q for ⋆ = ∗, Ω = ∆2n−k for ⋆ = ⊤.
5 Determine a T̂2 satisfying T̂2ΩT̂
⋆
2 = Ω.
6 Find a Ψ satisfying (3.12).
7 If X1T
−1
1 S1X
⋆
1 + YΨT̂
−1
2 ΩΨ
⋆Y ⋆ is nonsingular, compute A1 and A0 as in (2.6) in terms of
X = [X1 YΨ], T = diag(T1, T̂2) and S = diag(S1,Ω).
Algorithm 1: Solving IEP-QP(k)-A
Several remarks follow in order.
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1. In Step 1, if T1 is of the PJCF, by the discussion in Section 2.2, the parameter solution of S1
can be easily obtained, from which a nonsingular one can be chosen if there exists;
2. In Step 5, by arranging Ω as in (2.17), a T̂2 can be easily obtained from (2.16);
3. In Step 6, for the case ⋆ = ∗, it must hold that
n−(
√−ǫΩ) ≥ n+(
√−ǫ∆), n+(
√−ǫΩ) ≥ n−(
√−ǫ∆).
Otherwise, (3.12) has no solution. Here n+(·) and n−(·) denote the positive and negative indices
of a Hermitian matrix, respectively. We can of course pursue the general solutions to (3.12),
which needs detailed discussions and makes our main idea obscure. Instead, we can find a Ψ
satisfying (3.12) as follows. If k ≤ n, let B be a nonsingular matrix of order 2n−k. We compute
the ⋆-factorization BΩB⋆ = YB∆BY
⋆
B. Then let B := Y
−1
B B, Ψ can be given by
Ψ =

[
0 Θ∗1
Θ∗2 0
]
B,
pˆ = n+(
√−ǫ∆B),Θ1 ∈ Cpˆ×p,Θ∗1Θ1 = Ip,
qˆ = n−(
√−ǫ∆B),Θ2 ∈ Cqˆ×q,Θ∗2Θ2 = Iq, if ⋆ = ∗, ǫ = ±1;[
0 Θ⊤
Θ⊤ 0
]
B, Θ ∈ Ct/2×(n−k/2), Θ⊤Θ = I, if ⋆ = ⊤, ǫ = 1;
ıΘ⊤B, Θ ∈ Ct×(2n−k), Θ⊤Θ = I, if ⋆ = ⊤, ǫ = −1.
(3.14)
If k > n, let B ∈ Cn×(2n−k) be of full column rank. We compute the ⋆-factorization BΩB⋆ =
YB∆BY
⋆
B . Then let B := Y
†
BB, Ψ can also be given by (3.14).
4 Solving MUP-QP
The model updating problem with no-spillover of the quadratic ⋆-(anti)-palindromic system (MUP-
QP) can be phrased as follows.
MUP-QP: Given a regular ⋆-(anti)-palindromic system Q(λ), and some of its eigenpairs {(λj , xj)}kj=1,
update Q(λ) to another regular ⋆-(anti)-palindromic system Q˜(λ) = λ2A˜⋆1 + λA˜0 + ǫA˜1, such that
{λj}kj=1 are replaced by {λ˜j}kj=1, meanwhile the remaining 2n− k eigenpairs are kept unchanged.
Let (X1, T1) ∈ Cn×k × Ck×k, (X2, T2) ∈ Cn×(2n−k) × C(2n−k)×(2n−k) be the invariant standard
pairs [?] of Q(λ) associated with {(λj , xj)}kj=1 and the remaining 2n− k eigenpairs, respectively. Let
T˜1 = diag(λ˜1, λ˜2, . . . , λ˜k), X˜1 = [x˜1 x˜2 . . . x˜k] ∈ Cn×k, where for j = 1, 2, . . . , k, x˜j is the eigenvector
of Q˜(λ) corresponding to λ˜j . Let X = [X1X2], X˜ = [X˜1X2], T = diag(T1, T2), T˜ = diag(T˜1, T2).
Then for the original system Q(λ), we know that (X,T ) is a standard pair of Q(λ). The MUP-QP
amounts to find a regular ⋆-(anti)-palindromic system Q˜(λ) such that (X˜, T˜ ) is a standard pair of
Q˜(λ).
In current literature solving the MUP for symmetric systems, the number of unwanted eigenvalues
k is usually restricted to be no more than than n, and the range space spanned by the columns of X˜1
is assumed to be in that of X1. In what follows we will not make such assumptions, which makes our
solutions more general.
Theorem 4.1. With the notations above, assume that T1 is similar to T
−⋆
1 and λ(T1) ∩ λ(T2) = ∅.
Let
S1 = (ǫX
⋆
1A1X1T
−1
1 − T−⋆1 X⋆1A⋆1X1)−1. (4.1)
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If there exist a nonsingular S˜1 ∈ ST˜1 and a solution X˜1 to
X˜1S˜1X˜
⋆
1 = X1S1X
⋆
1 (4.2)
satisfying that Ξ := Iℓ + ǫZ
⋆
2A1Z1 is nonsingular, where Z1, Z2 ∈ Cn×ℓ are determined by the rank
factorization X˜1T˜
−1
1 S˜1X˜
⋆
1 − X1T−11 S1X⋆1 = Z1Z⋆2 , then a regular solution to the MUP-QP can be
given as
A˜1 = A1 − ǫA1Z1Ξ−1Z⋆2A1, (4.3a)
A˜0 = (I − ǫA1Z1Ξ−1Z⋆2 )(A0 −A1ΥA1)(I − ǫZ1Ξ−1Z⋆2A1), (4.3b)
where Υ = X˜1T˜
−2
1 S˜1X˜
⋆
1 −X1T−21 S1X⋆1 .
Proof. For the original system Q(λ), let S be the parameter matrix given by
S =
([
X1 X2
−X1T−11 −X2T−12
]⋆ [
0 −ǫA1
A⋆1 0
] [
X1 X2
−X1T−11 −X2T−12
])−1
. (4.4)
Using the assumptions that T1 is similar to T
−⋆
1 and λ(T1)∩λ(T2) = ∅, we know that S is in the block
diagonal form S = diag(S1, S2), where S1 is of order k and given by (4.1), and S2 is of order 2n− k
and given by S2 = (ǫX
⋆
2A1X2T
−1
2 − T−⋆2 X⋆2A⋆1X2)−1. By Theorem 2.1, it holds that S ∈ S(X,T ), i.e,
S⋆ = −ǫS, S = TST ⋆ and XSX⋆ = 0.
Now let S˜ = diag(S˜1, S2). Then S˜ is nonsingular since both S˜1 and S2 are. On one hand, using
S˜1 ∈ ST˜1 and S2 ∈ ST2 (since S ∈ ST ), we have S˜ ∈ ST˜ . On the other hand, using (4.2), we have
X˜S˜X˜⋆ = X˜1S˜1X˜
⋆
1 +X2S2X
⋆
2 = X1S1X
⋆
1 +X2S2X
⋆
2 = 0.
Therefore, S˜ ∈ S(X˜,T˜ ).
Using (4.3a), direct calculations give
A˜1(A
−1
1 + ǫZ1Z
⋆
2 ) = (A1 − ǫA1Z1Ξ−1Z⋆2A1)(A−11 + ǫZ1Z⋆2 )
= I + ǫA1Z1Z
⋆
2 − ǫA1Z1Ξ−1Z⋆2 −A1Z1Ξ−1Z⋆2A1Z1Z⋆2
= I + ǫA1Z1Ξ
−1(Ξ− I − ǫZ⋆2A1Z1)Z⋆2 = I.2
Then it follows that A˜1 is nonsingular and
A˜−11 = A
−1
1 + ǫZ1Z
⋆
2
= ǫXT−1SX⋆ + ǫ(X˜1T˜−11 S˜1X˜
⋆
1 −X1T−11 S1X⋆1 ) (4.5)
= ǫ(X˜1T˜
−1
1 S˜1X˜
⋆
1 +X2T
−1
2 S2X
⋆
2 ) = ǫX˜T˜
−1S˜X˜⋆,
where the second equality uses the expression of A1 in (2.6).
Using the expression of A0 in (2.6) and (4.3b), we have
A˜−11 A˜0A˜
−1
1 = A
−1
1 (A0 −A1ΥA1)A−11
= A−11 A0A
−1
1 − (X˜1T˜−21 S˜1X˜⋆1 −X1T−21 S1X⋆1 )
= −XT−2SX⋆ − X˜1T˜−21 S˜1X˜⋆1 +X1T−21 S1X⋆1 = −X˜T˜−2S˜X˜⋆,
2This is actually a proof of Sherman-Morrison-Woodbury formula.
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which can be rewritten as
A˜0 = −A˜1X˜T˜−2S˜X˜⋆A˜1. (4.6)
Notice that A˜1 in (4.5) and A˜0 in (4.6) are actually A1 and A0 in (2.6) in terms of X = X˜, T = T˜
and S = S˜. According to Theorem 3.1, (X˜, T˜ ) is a standard pair of Q˜(λ). This completes the proof.
By Theorem 4.1, we can construct a solution to MUP-QP as in the following Algorithm 2.
Input: The original system Q(λ) = λ2A⋆1 + λA0 +A1, some of its eigenpairs in
(X1, T1) ∈ Cn×k × Ck×k and T˜1 = diag(λ˜1, λ˜2, . . . , λ˜k).
Output: A˜1 and A˜0.
1 Compute S1 as in (4.1) and the ⋆-factorization X1S1X
⋆
1 = Y∆Y
⋆.
2 Construct a nonsingular S˜1 ∈ ST˜1 .
3 Compute the ⋆-factorization S˜1 = Y˜ ∆˜Y˜
⋆.
4 Solve Ψ∆˜Ψ⋆ = ∆ for Ψ, which can be obtained similar as (3.12).
5 Compute X˜1 = YΨY˜
−1.
6 Compute the rank factorization X˜1T˜
−1
1 S˜1X˜
⋆
1 −X1T−11 S1X⋆1 = Z1Z⋆2 .
7 Compute Ξ and Υ as in Theorem 4.1.
8 If Ξ is nonsingular, compute A˜1 and A˜0 as in (4.3).
Algorithm 2: Solving the MUP-QP
In some applications, the eigenvector matrix X˜1 is prescribed. In this case, if there exists a
nonsingular S˜1 ∈ ST˜1 such that it holds (4.2) and Ξ := Iℓ + ǫZ⋆2A1Z1 is nonsingular, where Z1, Z2 ∈
C
n×ℓ are determined by the rank factorization X˜1T˜−11 S˜1X˜
⋆
1 − X1T−11 S1X⋆1 = Z1Z⋆2 , then a regular
solution can be given by Q˜(λ) with A1, A0 given by (4.3).
We need to solve a nonsingular S1 ∈ ST˜1 satisfying (4.2). If T˜1 is of the PJCF, by the structure of
the parameter matrix, we can get the parameter expression of S˜1. Noticing that (4.2) is a linear system
of equations, we can solve the parameters of S˜1 with ease. However, whether S˜1 is nonsingular or not,
determined by those parameters, depends on. In [3], under the assumption that all eigenvalues are
simple, a necessary and sufficient condition is given for the existence of nonsingular S, and a numerical
method is proposed to find a nonsingular one. Here, assuming that all eigenvalues of T˜1 is simple and
using the parametric expression of S˜1, we can follow the approach in [3] to find a nonsingular S˜1 ∈ ST˜1
when there exists.
It is also worth mentioning here that in the above theorem the number of updated eigenpairs k is
not required to be no more than n, and the range space spanned by the column vectors of X˜1 is not
necessarily in that of X1.
5 Numerical Examples
In this section, we will present some examples to illustrate the performance of Algorithms 1 and 2 for
solving the IEP-QP(k)-A and MUP-QP, respectively, on four different types of palindromic systems
as shown in (1.3).
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Example 1. The following are some examples illustrating the performance of Algorithm 1 for
solving the IEP-QP(k)-A. Setting
X1 =

1 i 0 0
2 2i 1 0
1 1 i i
1 −1 1 −1
 , T1 = diag(1 + i, 11 + i , 2 + 3i, 12 + 3i
)
,
Algorithm 1 computes a ⊤-palindromic system Q(λ) = λ2A⊤1 + λA0 +A1 with
A1 =

4.3000− 3.1500i −1.4500 + 1.3500i −1.1750− 0.4750i 0.2750− 0.5750i
−1.4500 + 2.3500i 0.5000− 1.0000i 0.6500 + 0.3000i −0.2000 + 0.3500i
−1.4250− 1.7250i 0.6500 + 0.8000i −0.1250 + 0.2500i −0.2500− 0.1250i
−0.4750− 0.8250i 0.3000 + 0.3500i −0.2500− 0.1250i 0.1250− 0.2500i
 ,
A0 =

−8.6000 + 6.3000i 2.9000− 3.7000i 2.6000 + 2.2000i 0.2000 + 1.4000i
2.9000− 3.7000i −1.0000 + 2.0000i −1.3000− 1.1000i −0.1000− 0.7000i
2.6000 + 2.2000i −1.3000− 1.1000i 0.2500− 0.5000i 0.5000 + 0.2500i
0.2000 + 1.4000i −0.1000− 0.7000i 0.5000 + 0.2500i −0.2500 + 0.5000i
 ,
which satisfies
‖A0 −A⊤0 ‖2 = 6.7641× 10−15, ‖A⊤1 X1T 21 +A0X1T1 +A1X1‖2 = 1.6859× 10−14,
and also a ⊤-anti-palindromic system Q(λ) = λ2A⊤1 + λA0 −A1 with
A1 =

−1.5000− 0.6250i 0.9750 + 0.5750i −0.3375 + 0.2625i −0.3625− 0.0375i
0.2750− 0.3250i −0.2500 + 0.0000i 0.0750− 0.1000i 0.1500− 0.0750i
0.3375 + 0.7375i −0.0750− 0.4000i 0.0625− 0.0000i 0.0000 + 0.0625i
0.3625 + 0.0375i −0.1500 + 0.0750i −0.0000 + 0.0625i −0.0625 + 0.0000i
 ,
A0 =

0.0000 + 0.0000i 0.7000 + 0.9000i −0.6750− 0.4750i −0.7250− 0.0750i
−0.7000− 0.9000i 0.0000 + 0.0000i 0.1500 + 0.3000i 0.3000− 0.1500i
0.6750 + 0.4750i −0.1500− 0.3000i 0.0000 + 0.0000i 0.0000− 0.0000i
0.7250 + 0.0750i −0.3000 + 0.1500i 0.0000− 0.0000i 0.0000 + 0.0000i
 ,
which satisfies
‖A0 +A⊤0 ‖2 = 7.3444× 10−15, ‖A⊤1 X1T 21 +A0X1T1 −A1X1‖2 = 6.5052× 10−15.
Setting
X1 =

1 i 0 0
2 2i 1 0
1 1 i i
1 −1 1 −1
 , T1 = diag(1 + i, 11− i , 2 + 3i, 12− 3i
)
,
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Algorithm 1 computes a ∗-palindromic system Q(λ) = λ2A∗1 + λA0 +A1 with
A1 =

5.1000 + 0.7500i −2.6500− 0.0500i 0.6750− 1.2250i 1.0250 + 0.0750i
−2.1500− 1.4500i 1.0000 + 0.5000i −0.4000 + 0.5500i −0.4500− 0.1000i
−0.3250+ 2.2250i 0.1000− 1.0500i 0.2500 + 0.1250i −0.1250 + 0.2500i
0.0250 + 0.9250i 0.0500− 0.4000i 0.1250− 0.2500i 0.2500 + 0.1250i
 ,
A0 =

−10.2000− 0.0000i 4.8000− 1.4000i −0.3500 + 3.4500i −1.0500+ 0.8500i
4.8000 + 1.4000i −2.0000 + 0.0000i 0.3000− 1.6000i 0.4000− 0.3000i
−0.3500− 3.4500i 0.3000 + 1.6000i −0.5000− 0.0000i −0.0000− 0.5000i
−1.0500− 0.8500i 0.4000 + 0.3000i 0.0000 + 0.5000i −0.5000+ 0.0000i
 ,
which satisfies
‖A0 −A∗0‖2 = 2.0551× 10−14, ‖A∗1X1T 21 +A0X1T1 +A1X1‖2 = 4.3688× 10−14,
and also a ∗-anti-palindromic system Q(λ) = λ2A∗1 + λA0 −A1 with
A1 =

−2.0000 + 2.0500i 0.1500− 0.4500i 0.1750− 0.2250i 0.0250− 0.4250i
0.8500 + 0.5500i 0.0000− 0.5000i 0.1000 + 0.0500i 0.0500 + 0.4000i
0.0750− 1.4750i −0.1000 + 0.5500i 0.0000− 0.1250i 0.1250 + 0.0000i
0.7250− 0.6750i −0.5500 + 0.4000i −0.1250− 0.0000i 0.0000− 0.1250i
 ,
A0 =

0.0000 + 4.1000i −0.7000 + 0.1000i 0.1000− 1.7000i −0.7000− 1.1000i
0.7000 + 0.1000i 0.0000− 1.0000i 0.2000 + 0.6000i 0.6000 + 0.8000i
−0.1000− 1.7000i −0.2000 + 0.6000i 0.0000− 0.2500i 0.2500− 0.0000i
0.7000− 1.1000i −0.6000 + 0.8000i −0.2500 + 0.0000i 0.0000− 0.2500i
 ,
which satisfies
‖A0 +A∗0‖2 = 7.5570× 10−15, ‖A∗1X1T 21 +A0X1T1 −A1X1‖2 = 7.9397× 10−15,
Example 2. The following are some examples illustrating the performance of Algorithm 2 for
solving the MUP-QP.
Let
A1 =
 2 1 + 2i 1− 2i1 −1 + i 1 + i
1− 2i 1 + i 1
 , A0 =
 4 −3 + i 5−3 + i 1 −1
5 −1 −1
 .
Algorithm 2 updates the original ⊤-palindromic system Q(λ) = λ2A⊤1 + λA0 + A1 to a new ⊤-
palindromic system Q˜(λ) = λ2A˜⊤1 +λA˜0+ A˜1, such that two eigenvalues λ1 = −4.0685+10.3032i and
λ2 = −0.0332− 0.0840i = 1/λ1 are replaced by λ˜1 = −6 + 9i, λ˜2 = 1/(−6 + 9i), while the remaining
eigenpairs are kept unchanged. The updated ⊤-palindromic system is given by
A˜1 =
 6.3172− 1.0938i 1.1789 + 0.7591i 1.2710− 1.0174i−2.1052 + 3.9269i −0.1964 + 0.4151i −0.0471 + 0.7540i
2.2610− 5.5507i 1.2274 + 1.7493i 1.6496− 0.1509i
 ,
A˜0 =
−10.7835− 10.6064i 6.0838 + 8.1298i 1.6969− 6.9283i6.0838 + 8.1298i −2.8344− 3.3986i 0.1363 + 3.6357i
1.6969− 6.9283i 0.1363 + 3.6357i −1.2954− 2.9336i
 ,
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and satisfies
‖A˜0 − A˜⊤0 ‖2 = 3.8603× 10−13, ‖A˜⊤1 X˜1T˜ 21 + A˜0X˜1T˜1 + A˜1X˜1‖2 = 7.8410× 10−12,
‖A˜⊤1 X2T 22 + A˜0X2T2 + A˜1X2‖2 = 6.6798× 10−13,
where T1 = diag(λ˜1, λ˜2), and X˜1 are corresponding eigenvectors, while (X2, T2) are the remaining
eigenpairs of the original system Q(λ) to be kept unchanged.
Let
A1 =
2 1 11 −1 1
1 1 1
 , A0 =
 0 −3 53 0 −1
−5 1 0
 .
Algorithm 2 updates the original ⊤-anti-palindromic system Q(λ) = λ2A⊤1 + λA0 − A1 to a new
⊤-anti-palindromic system Q˜(λ) = λ2A˜⊤1 + λA˜0 − A˜1, such that two eigenvalues λ1 = 4.2361 and
λ2 = 0.2361 = 1/λ1 are replaced by λ˜1 = 4, λ˜2 = 1/4, while the remaining eigenpairs are kept
unchanged. The updated ⊤-anti-palindromic system is given by
A˜1 =
 −2.3558 2.8351 −0.60669.3284 −4.9928 4.8786
−11.4287 7.0430 −4.9287
 , A˜0 =
 0.0000 −0.0961 0.16020.0961 0.0000 −0.0320
−0.1602 0.0320 0.0000
 ,
and satisfies
‖A˜0 + A˜⊤0 ‖2 = 1.3555× 10−12, ‖A˜⊤1 X˜1T˜ 21 + A˜0X˜1T˜1 − A˜1X˜1‖2 = 4.5452× 10−13,
‖A˜⊤1 X2T 22 + A˜0X2T2 − A˜1X2‖2 = 1.2552× 10−12,
Let
A1 =
2− 5i 1 + 2i 1− 2i1 + 2i −1 + i 1 + i
1− 2i 1 + i 1 + 3i
 , A0 =
 4 −3 5−3 1 −1
5 −1 −1
 .
Algorithm 2 updates the original ∗-palindromic systemQ(λ) = λ2A∗1+λA0+A1 to a new ∗-palindromic
system Q˜(λ) = λ2A˜∗1 + λA˜0 + A˜1, such that two eigenvalues λ1 = 0.8745+ 0.6115i and λ2 = 0.7680+
0.5371i = 1/λ¯1 are replaced by λ˜1 = 1 + i, λ˜2 = 1/(1 − i), while the remaining eigenpairs are kept
unchanged. The updated ∗-palindromic system is given by
A˜1 =
6.7472− 9.3739i 2.5735 + 4.0973i 0.7229− 5.6862i3.0311 + 3.2620i −1.5796 + 1.6936i 2.5406 + 0.6804i
3.1161− 2.9941i 1.5673 + 2.0398i 0.4722 + 2.4112i
 ,
A˜0 =
16.4611− 0.0000i −2.3817+ 1.4735i 9.3482− 4.0036i−2.3817− 1.4735i 2.6838− 0.0000i −1.0836− 0.5791i
9.3482 + 4.0036i −1.0836+ 0.5791i −0.6201− 0.0000i
 ,
and satisfies
‖A˜0 − A˜∗0‖2 = 6.3131× 10−13, ‖A˜∗1X˜1T˜ 21 + A˜0X˜1T˜1 + A˜1X˜1‖2 = 1.3634× 10−13,
‖A˜∗1X2T 22 + A˜0X2T2 + A˜1X2‖2 = 7.9817× 10−13.
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Let
A1 =
2− 5i 1 + 2i 1− 2i1 + 2i −1 + i 1 + i
1− 2i 1 + i 1 + 3i
 , A0 =
 0 −3 5−3 0 −1
5 −1 0
 .
Algorithm 2 updates the original ∗-anti-palindromic system Q(λ) = λ2A∗1 + λA0 − A1 to a new ∗-
palindromic system Q˜(λ) = λ2A˜∗1 + λA˜0 − A˜1, such that two eigenvalues λ1 = 0.8195− 2.4199i and
λ2 = 0.1255− 0.3707i = 1/λ¯1 are replaced by λ˜1 = 1 − 2.5i, λ˜2 = 1/(1 + 2.5i), while the remaining
eigenpairs are kept unchanged. The updated ∗-anti-palindromic system is given by
A˜1 =
 2.1491− 6.5859i −0.6259 + 4.1774i 0.5897− 5.0508i0.6137 + 0.3797i −0.5406 + 1.0722i 0.9749 + 0.1034i
−0.2765 + 0.4966i 0.7322 + 0.2886i 0.0448 + 4.3964i
 ,
A˜0 =
 0.0000 + 0.3634i 1.5570 + 2.9811i −0.0006 + 0.1029i−1.5570 + 2.9811i 0.0000− 1.9361i −1.9504 + 1.2902i
0.0006 + 0.1029i 1.9504 + 1.2902i 0.0000 + 0.5061i
 ,
and satisfies
‖A˜0 + A˜∗0‖2 = 5.8613× 10−14, ‖A˜∗1X˜1T˜ 21 + A˜0X˜1T˜1 − A˜1X˜1‖2 = 4.6765× 10−14,
‖A˜∗1X2T 22 + A˜0X2T2 − A˜1X2‖2 = 8.4643× 10−14.
6 Conclusion
In this paper we consider some inverse eigenvalue problems of quadratic palindromic systems, namely,
the inverse eigenvalue problem with k prescribed eigenpairs (IEP-QP(k)) and the model updating
problem with no-spillover (MUP-QP). Solutions to the IEP-QP(k) are given uniformly without dis-
tinguishing k ≤ n and k > n. And for the IEP-QP(2n), we show under what condition the coefficient
matrices of the solutions can be jointly block diagonalized. We also give parametric solutions to the
MUP-QP, without assuming that the number of the unwanted eigenvalues/eigenpairs is no more than
n and that the space spanned by the column vectors of X˜1 is in that of X1.
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