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  To help provide safety for drivers, many driver assistance systems (DAS) 
have been developed. Various kinds of devices are used in DAS. Some devices 
have been installed in cars, like air bags, antilock braking system (ABS), and 
backup radar. Some descriptions of other devices have recently been published, 
such as the crossing-lane sensor and a alcohol sensor. And some devices are 
still in research, such as road sign sensors. 
  Such devices work independently of each other and, as a result, indicate 
when drivers become distracted from their primary task of driving or are tired. 
For this reason, this paper proposes a system to integrate the outputs of these 
devices and to provide a warning to drivers. 
  First, the dangerous driving event analysis system using fuzzy rough sets 
to reduce the attributes is presented. Then the system selects the important rules 
depending on the representation and confirmation of the rules from the reduced 
data. Finally, the system using fuzzy Petri nets to form the reasoning module 
from a set of rules we derive determines if there is a danger. Thereby, the driver 
is warned, and the accident can be prevented. 
 




























  在此以誠摯的心，願大家都能身體健康，事事順利。 
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第一章  緒論 























































H. L. Hsueh 於 2004 提出了使用 fuzzy Petri nets 架構[Hsu04]以各車載




八個方位的鄰車動向對本車的威脅性成為本車的行車危險程度。   1-4
 






  由於 fuzzy Petri nets 的推論架構可使用「法則」為基礎來建立，也就







Fig. 1.1 H. L. Hsueh 於 2006 所提出使用 fuzzy Petri nets 架構[Hsu04]分析行
車危險程度 ， 此圖使用本車與左前車之相對速度推論兩車距離的變化 。  1-5
在資料庫領域中 「出現頻率(Support)」 為尋找法則很重要的一個依據，
目標往往是在尋找最常出現的串列[Pei04]，而根據應用的不同有不同的搜









向量空間中形成新的特徵向量，如 principle components analysis(PCA)、以
及 linear discriminant analysis(LDA)[Far05, Yu07]等技術；另一種是直接選
取部份特徵判斷以新的特徵集合來分類結果是否會變好，如本篇所使用的
rough sets[Cai03, Paw82, Paw91, Pen04, Son05]技術。前者使用「投影」的過
程，使特徵維度所本身所對應到的意義消失，而後者可將原特徵維度上的





的訓練資料，配合 rough sets 技術便可和其他技術使用全部訓練資料之結
果相當。而[Son05]則是使用 rough sets 技術分析加工再製造工廠之可行性
的評估，由於其資料的取得非常困難，若使用模擬器產生大量的資料，由  1-6
於其中包含許多不適用的資料無法在分析前先將其排除，因此將耗費很長
的時間，此時便可使用 rough sets 技術，在少量資料的情況下進行分析。
除此之外也有人使用 rough set 技術來做分類[Kim00, Li06]，或將其概念導
入類神經網路的應用[Chi08, Now08]。 
  由於傳統 rough sets 技術只能處理硬性分類後的離散資料，因此 R. 
Jensen 以及 Q. Shen 提出將 fuzzy theory 引入 rough sets 中的 fuzzy rough 
sets[Jen01, Jen04, Jen07-1, Jen07-2]  技術，此技術的提出解決的實數資料使
用 rough sets 概念降維的問題。根據其[Jen07-1]對網頁瀏覽記錄使用 fuzzy 
rough sets 進行降維的實驗，成功的將特徵數量降至只剩原特徵數量的
0.9%，不但比 rough sets 技術的 1.13%低，且擁有更高的精確度和更低的
錯誤率。除了降維的應用之外，在 rough sets 技術中使用 fuzzy theory 也有
其它的應用方式[Lin07, Pal04]，以及對 fuzzy rough sets 其他不同的探討
[Du05, Tsa05, Wan05, Wu06, Wu08, Yeu05]。 
  
1.3  論文架構 
本論文的架構如下，首先在第二章會敘述分析系統的主要架構，以及
三大步驟：(1)使用 fuzzy rough sets 技術對特徵維度做降維。(2)分析降維後




及未來發展。   2-1
第二章  高速公路分析系統架構 
2.1  系統架構 










Fig. 2.1 Flowchart of the analysis system.   2-2
  行車資料的定義為本車各裝置所能收集到之所有資料，以 Mercedes 
Benz 之 W203 車型為例，其車子本身就含有四個輪子個別的輪速感知器
(left/right front/rear wheel speed sensor)、側向晃動感知器(lateral acceleration 


















假設某一車輛共有N 個裝置可提供各種行車資料，令裝置i (1 ) iN ≤≤
於時間t所得到的資料為
t
i f ，則此 N 個裝置於時間t取得的資料，可組成向  2-3
量 123 ( , , ,  ...,   )
t ttt t
N F fff f = ，稱之為特徵向量。在車輛行進過程中，各裝置
會定期取得資料組成一組特徵向量，存於某暫存處。由於危險事件的發生
都是很短暫的，導致一個危險事件的發生其影響時間也不會太長，因此可










危險程度d ，時間t之特徵向量將成為 123 ' ( , , ,  ..., ,   )
tt t t t t
N Ff f f f d = 。如前面
所述，特徵向量前N 個特徵為各裝置收集而得的資料，表車輛行車狀態，
最後一個特徵為前N 個特徵代表的行車狀況之危險程度值。 
取得行車事件資料庫後，如 Fig. 2.1 所示，首先將資料庫輸入至分析系
統中，以資料庫中所有的特徵向量做為分析危險事件時的參考依據，由於
特徵數量眾多且依據車輛型式的不同而有增減，因此本研究使用 fuzzy 












中，便可使用 fuzzy Petri nets(FPN)形態表達。轉成 FPN 後，系統便進入了
第二階段---上線階段(online stage)。系統將法則以 FPN 形態上線運作後，






  以下 2.2 節將介紹 fuzzy rough sets 技術，分為 2.2.1 與 2.2.2 兩小節，
分別介紹 rough sets、以及 fuzzy rough sets 的概念和降維的方法，接著 2.3
節將說明如何使系統分析資料挑選對應的法則。2.4 節說明如何將學習階
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2.2 Fuzzy rough Sets 
2.2.1 Rough Sets 
Rough sets 技術是一種集合分類的估測方法，在此之所以會選用 rough 
sets 技術來做降維，主要由於其有四項優點： 
(1)  只需極少量的資料便可做很好的分析 ：Rough sets 技術在訓練資料不足
的情況下，依然有相當好的結果。Z. Cai 等人[Cai03]，曾針對電腦入












算，如使用 Bayes＇rule 欲計算在出現 x U ∈ 樣本點的情況下類別Z 發







=            ( 2 - 1 )  
需先知道類別Z 之 prior 機率 () PZ、likelihood  (|) PxZ以及 evidence 
() Px，在知道了以上機率分佈後，才能以 Bayes＇ rule 計算 (|) PZ x。  2-6
而 rough sets 技術不像上述方法般需要額外的知識便可做分析，此為
rough sets 的優點，不過要注意的是其分析結果將直接反應原輸入資
料，因此，若原始資料有問題也將會反映在分析結果中。 






結論，相較之下 rough sets 技術對雜訊有更高的容忍度，因雜訊而無法
完成分類的部分將被保留下來，而非直接排除掉。 
(4)  降維過程可保留特徵語意上的意義：有些技術在做降維時，沒辦法將




個維度的特徵意義，已和原維度的特徵意義已經不同。而 rough sets 技
術在做降維時，主要在選擇具代表性的分類特徵，並未經過投影轉換
的程序，因此各向量維度所對應的特徵意義皆與原來相同，容易理解。
且 PCA 在做降維時需所有的特徵值皆求出後才能進行降維，但 rough 
sets 只需選擇適當的特徵之後，即可進行降維，不需要再擷取其他的特
徵，如此也可以提升系統分析的速度。 
由於以上四項優點，我們認為使用 rough sets 技術為行車事件的特徵向量
做降維，不但能對雜訊有高容忍度且降維後的特徵依舊保留住原特徵意
義。然而，傳統的 rough sets 技術有一個限制，它所使用的資料一定要是  2-7
離散的資料，才有辦法處理。例如買衣服時，廠商只做幾種尺寸的衣服，
如 S、M、L、XL 等，若套量的結果發現你最適合的尺寸介於 M 與 L 之間，
此時還是必須在兩者之間做一決定。當我們欲使用 rough sets 技術分析行
車事件中的輸入資料，大多數的資料都是以實數來表示，而不是只用一個
離散的硬性分類符號代表對應的值，例如：踩煞車的程度、踩油門的程度、
方向盤的轉向角度…等都是以實數形式來表示。因此，將 fuzzy theory 導
入到 rough sets 技術產生的 fuzzy rough sets 技術被提出[Jen01, Jen04, 
Jen07-1, Jen07-2]，用來解決當輸入資料為實數型態時的問題，下一節將介
紹 fuzzy rough sets 技術的概念。 
 
2.2.2 Fuzzy Rough Sets 




(1)  使用一組門檻值，直接將資料做切割離散。2)  使用一組隸屬函數
(membership functions)來做轉換，以最大隸屬程度之對應符號來代表原資
料。 
以 Table 2.1 (a)中之實數資料庫為例，此小型資料庫共有 6 個物件
16 O~ O，condition 特徵為{ , ,   } abc 其值範圍皆介於-0.5~0.5；decision 特徵
為{   } q 表示各物件所對應的結果，有{ Yes }與{ No }兩離散類別。各特徵
維度值以門檻值 0.25 做切割分類，比 0.25 小的為類別S 、比 0.25 大的為
類別T ，離散化後的結果如 Table 2.1 (b)所示。例如物件 1 O ，其特徵a的特  2-8
(b) 
Obj. a  b  c  q 
1 O a S   b S   c S   Yes 
2 O a S   b S   c S   Yes 
3 O a S   b S   c T   No 
4 O a T   b S   c S   Yes 
5 O a S   b S   c S   No 
6 O a T   b T   c S   No 
徵值為-0.4、特徵b 為-0.2、特徵c為 0.2，在經過門檻值 0.25 的切割離散
後，特徵a屬於類別 a S 、特徵b 屬於類別 b S 、特徵c屬於類別 c S ，而其結





雜訊干擾造成其特徵值變為 0.26，將使結果q由 c S 轉為 c T 。 
為了解決上述之「sharp boundary」的問題，R. Jensen, and Q. Shen 提出了




因此，fuzzy rough sets 技術能在保留各特徵維度意義的情況下處理實
數的資料，在此使用其來找出一個最好的 condition 特徵子集合，其所包含
Table 2.1 Example data in (a) real value and (b) discrete value. 
 
    ( a )  
Obj.  a  b   c  q 
1 O   -0.4  -0.2  0.2  Yes 
2 O   0  0.2  -0.4  Yes 
3 O   0  0.2  0.3  No 
4 O   0.5  -0.3  -0.1  Yes 
5 O   -0.2  -0.4  0.2  No 




2.3 Rule Selection 






號來代表原特徵值後，其中每一個物件由 condition attributes 中的值推導得
出 decision attribute 值的結果皆可表示為「If…then…」之法則的形式。舉
例來說，假設 Table 2.2 為 Table2.1 (a)資料庫離散化後的結果，而物件 6 O 所
對應的法則為： 
6 O : If    is    and    is    and    is      then (  is No). abc aT bT cS q  
在此，condition 特徵為{ , ,   } abc，decision 特徵為{   } q 。此法則描述物件 6 O
Table 2.2 Example data after discrete. 
Obj.  a  b  c  q 
1 O   a S   b S   c S   Yes 
2 O   a S   b S   c S   Yes 
3 O   a S   b S   c T   No 
4 O   a T   b S   c S   Yes 
5 O   a S   b S   c S   No 
6 O   a T   b T   c S   No   2-10
之 condition 特徵{ , ,   } abc 分別為{ , ,   } abc TTS 時，分類結果q為 No。 
但並非所有的 condition 特徵都和 decision 結果有關係，有些特徵在此
雖然有特徵值、有對應的分類符號 （T orS ） ，卻可能和推論結果完全無關，
若僅有部分特徵對推論有幫助，其法則也可以僅含有部份 condition 特徵，
以物件 6 O 為例： 
Condition 特徵只有a:  If    is      then    is No a aT q  
Condition 特徵有a和b :  If    is    and    is      then    is No ab aT bT q  
Condition 特徵有a和c:  If    is    and    is      then    is No ac aT cS q  
以上皆為法則的表達方法，在此未描述出來之 condition 特徵維度表其存在























2.4  從 Rules 轉至 Fuzzy Petri Nets 形式 







判斷結果不穩定的情形 ， 即給定一樣的條件 ， 卻無法推論出相同的結果 。  
(2) 同一物件滿足二條以上的法則：一物件在法則集合中，前項條件
(antecedent)  符合物件的法則超過一條，卻推論出不相同的結果。由於

























此時若將法則集合轉至 fuzzy Petri nets 形式做推論，將可解決此一問









個問題的一部分在 fuzzy Petri nets 形式之下都得以解決，在系統上線後，




   3-1
第三章  Fuzzy  Rough  Sets 與 Rule  Selection 
3.1 Rough Sets 










: the concept to be approximated X
Fig. 3.1 Definitions of rough set. 
  令整個資訊系統 (,  ) I UA = ，U 為宇集，是一個非空且有限的集合，稱
為 universal set，U 中的每一個物件，可能表示狀態、事件、或是某種觀測
資訊； A為 attribute set，且 AC D = ∪ ，其中C為 condition attribute set，表
法則之前項條件(antecedent)部分，也就是條件部份的特徵所組成之集合，
為該物件的狀態 ；D為 decision attribute set ， 表法則之推論結果(consequence)
部分，為該物件所對應結論的特徵所組成之集合。假設特徵子集合PC ⊆ ，
為一組特徵所組成之集合，則P 之 equivalence relation  () IND P  
(indiscernibility relation overP)： 
2 ( ) { ( ,  ) | ,  ( ) ( ) } IND P x y U p P p x p y =∈ ∀ ∈=       (3-1) 
其中 () p x 表示物件 x在特徵 p 的特徵值，因此，若(,  ) () x yI N D P ∈ ，則表示  3-2
物件 x與物件 y 無法利用特徵集合P 中的特徵區分出來，也就是對於P 中
所含的任一特徵 p P ∈ 而言，物件 x與物件 y 皆擁有相同的特徵值，無法區
分出兩物件有何差異。 /( ) UI N D P 表使用特徵集合P中各特徵 p P ∈ 將整個
宇集U 做分割的結果。分割完後的同一個區域中的各物件，對於所有的特
徵 p P ∈ 皆擁有相同的特徵值，也就是說，位於相同分割區域中的物件，兩
兩之間是無法利用P中的的特徵來分辨其不同處的。此外，將 /( ) UI N D P 中
擁有物件x的分割區域定義為 () [] IND P x ，也就是使用特徵集合P中所有的特
徵的情況下，所有和物件x無法區分出來的物件所組成的集合。 
  /( ) {  /( {     } ) :   } UI N D P UI N D p p P =⊗ ∈ ,  其中      (3-2) 
{ : ,  ,    } AB XY XA YB XYφ ⊗= ∩ ∀∈ ∀ ∈ ∩≠  
() [] {    |   ,   () ()   } IND P x yU pP p x p y =∈ ∀ ∈ =        (3-3) 
假設 X 為欲分類之某一類別的物件所組成之集合，X U ⊆ ，在 Fig. 3.1
中以粗黑曲線所圍成的區域表示，P 為分類所使用的特徵集合，P C ⊆ 。
依據 rough set 定義，可將整個宇集  U 分成四個部份： 
(1)PX (P-lower approximation)：表利用各特徵 p P ∈ ，可以分辨出來屬於 X
的區域。 
() {     | [ ]  } IND P PX x x X =⊆           ( 3 - 4 )  
(2)PX (P-upper approximation)：表利用各特徵 p P ∈ ，有機會可以分辨出
來屬於 X 的區域。 
() {   |   [ ]   } IND P PX x x X φ =∩ ≠          ( 3 - 5 )    3-3
(3) () P BND (boundary region)：表利用各特徵 p P ∈ ，不能確定是否可以分辨
出來屬於 X 的區域。 
/( ) /( )
() P
XUI N DD XUI N DD
BN D PX PX
∈∈
=− ∪∪         ( 3 - 6 )  





NEG D U PX
∈
=−∪           ( 3 - 7 )  
在此對上述四個部分詳細介紹。假設使用特徵集合P中的特徵將宇集
U 分割成若干個子集合，即 /( ) UI N D P ，如 Fig. 3.1 中粗線區域內由細線所
圍成之數個小矩形，則PX 為完全落在欲分類之類別 X 中的子集合
/( ) UI N D P 所組成的區域(圖中以 「+」 號表示的部份) 。也就是說當 /( ) UI N D P
中的某個子集完全包含於 X 的範圍中，只要是屬於此子集的物件，即可確
定其結果為類別 X ，因此，PX 為使用特徵集合P對類別 X 來說可完成分
類之物件所組成的物件集合。 
() P BND 為邊緣區域(boundary region)，為只有部份物件落於 X 中的
/( ) UI N D P子集所組成之區域，在圖中以灰色區域表示。當物件屬於這些
/( ) UI N D P子集時，無法確定是否屬於類別 X ，因為根據所擁有的所有物
件來看，此分割區域中有部份物件是屬於類別 X ，但也有部分物件並不屬
於類別 X 。也就是說當一分割區域 /( ) UI N D P屬於邊緣區域時，表示使用
特徵集合P中的特徵只能判斷該子集之物件「有可能」屬於類別 X ，但並
沒有辦法完全確定其物件屬於或不屬於類別 X 。這也是 rough sets 和傳統
集合論最大不同之處，rough sets 不像傳統集合將所有集合分為「屬於」及  3-4
「不屬於」 兩類，若出現無法確定的集合時，rough sets 保留了其 「可能性」 ，
以待更多資訊的加入來完成集合的分類。 
PX 範圍包含了PX 及 () P BND 的部份，也就是只要是 /( ) UI N D P 中含有
任一物件 x 屬於 X ，這些使用特徵集合P 中的特徵對宇集U 的分割
/( ) UI N D P 子集全在PX 的範圍內，為 Fig. 3.1 中外圍的黑色粗線，是「+」
號區域及灰色區域的聯集。最後，在PX 範圍之外的部分為 () P NEG D ，表
示使用特徵集合P可確認不屬於分類 X 的部分，在圖中以「−」號表示。 
因此，使用某一特徵集合P中的特徵，針對某一類別 X 便可將整個宇
集U 分成四個部分，其中最重要的部份為PX ，因為只要屬於PX 集合中的
物件，便代表著使用 condition attribute set  P中的特徵可以區分出類別 X 。
將宇集U 根據 decision attribute set D中的特徵做分割，產生出許多類別
X ， /( ) X UI N D D ∈ ，例如，若 D中僅含一個表「危險程度」的特徵，且「危
險程度」包含著「很危險」 、 「危險」 、 「普通」 、 「安全」 、 「很安全」等五個
類別，如此一來 /( ) UI N D D 便包含了五個類別子集。使用特徵集合P 中的
特徵在各分類中尋找PX 的部分，取其聯集，最後可得到所謂的 positive 
region，以 () P POS D 表示之，表示宇集U 中使用特徵集合P中的特徵對D中
各類別能確實分類的部份。 
/( ) () P XUI N DD POS D PX
∈ =∪           ( 3 - 8 )  
最後，將 () P POS D 裡的物件個數除以總物件個數|| U ，如 3-9 式所示，
代表使用特徵集合P中的特徵對結果D做分類，能被分類出來的物件個數
佔整個宇集的比例，也就是使用特徵集合P中的特徵可推論得到D的推論
程度值，在此以 () P D γ 表示，稱之為 dependence function。 () P D γ 值越大，  3-5
(b) 
Obj. a  b  c  q 
1 O a S   b S   c S   Yes 
2 O a S   b S   c S   Yes 
3 O a S   b S   c T   No 
4 O a T   b S   c S   Yes 
5 O a S   b S   c S   No 











γ =            ( 3 - 9 )  
 
3.2 Fuzzy Rough Sets 
如同上節所示，我們使用同一個小型資料庫資料為例，如 Table 3.1 
(a)，其中共有 6 個物件 16 O~ O，condition  特徵為{ , ,   } abc 其值範圍皆介於
-0.5~0.5、decision 特徵為{   } q 表示各物件所對應的分類結果，有{ Yes }與
{ No }兩類別、以及一組隸屬函數(Fig. 3.2)，以此小型資料庫為例子來說明
如何使用 fuzzy rough sets 技術做特徵維度的降維。 
 
Table 3.1 Two examples. (a) real data. (b) discrete data. 
 
    ( a )  
Obj.  a  b  c  q 
1 O   -0.4  -0.2  0.2  Yes 
2 O   0  0.2  -0.4  Yes 
3 O   0  0.2  0.3  No 
4 O   0.5  -0.3  -0.1  Yes 
5 O   -0.2  -0.4  0.2  No 
6 O   0.4  0.3  0  No   3-6
 
Fuzzy rough sets 技術是對每一個物件x U ∈ 皆計算物件特徵值對所有
/( ) UI N D P分割的隸屬程度値、以及物件特徵值對所有結果類別
/( ) X UI N D D ∈ 的隸屬程度値。在此以 condition 特徵子集合 {   } Pb = ,  PC ∈
為例，特徵集合P使用 fuzzy 分類，分為{   } b S 與{   } b T 兩類，而 decision 特
徵集合 {   } Dq = ，為硬性分類，可分為 Yes 與 No 兩類： 
{   }






/( ) {  ,    } bb UI N D P S T =  
124 356
/( ) {  Y e s ,  N o  }
                   {{O , O , O }, {O , O , O }}
UI N D D=
=
 
特徵集合 {   } Pb = 為 fuzzy 分類，宇集U 中每一個物件皆需對P 的兩類別
{   } b S 及{   } b T 計算隸屬程度值，而特徵集合 {   } Dq = 為硬性分類，分為
{ Yes }與{ No }兩類別，其組成的物件為 124 {O , O , O } 及 356 {O , O , O }兩部
分，也藉此區分 fuzzy set 和 crisp set 兩種不同分類運算過程的不同之處。 
在硬性分類中 ， 每一個物件隸屬於某類別的程度不是 0 就是 1 ，如 Table 
Fig. 3.2 Membership functions.   3-7
3.1 (b)中，decision 特徵q即為硬性分類，舉個例子來說，物件 6 O 隸屬於Yes
的程度値為 0，而隸屬於No程度値則為 1。假設我們對高速公路上車子的
速度做分類，將速度分成 「快」 、 「中」 、 「慢」 三類別，有兩速度 100 及 150，
在硬性分類中皆被分類於「快」的類別，速度 100 雖然歸類於「快」 ，但
在高速公路一般路段限速為 60~100 的情況下，速度 100 雖然位於速限最
上限，但依舊屬於合法速度的範圍內，相對來說，150 是很嚴重的超速，
兩者的差異在硬性分類中，卻無法表達出來。 
若使用 fuzzy  分類，將 100 及 150 兩速度，對「快」 、 「中」 、 「慢」三
類別皆計算其隸屬程度值，速度 100 相對於速度 150，在「中」的類別將





計算物件隸屬於特徵集合P的程度值，以 Table 3.1 (a)的資料庫為例
子 ， 由於特徵集合P可分為{   } b S 與{   } b T 兩類別 ， 因此需分別計算物件 6 O 隸
屬{   } b S 與{   } b T 兩類別的隸屬程度值： 
6 (O ) 0.4
b S μ =  
6 (O ) 0.6
b T μ =  
如同傳統 rough sets，接著計算 lower approximation 部份。此時 lower 
approximation 可用 () Xi F μ 表示，其中 ( 1   #( / ( ))) i Fi t o U I N DP = ，為使用特徵  3-8
集合P 中的特徵對宇集U 做分割之後的各 /( ) UI N D P， X 為根據 decision 
attribute set D對宇集U 做 fuzzy 分割之後的各 /( ) UI N D D ，計算方式如式
子(3-10)，式子中x為宇集U 中所含的物件x U ∈ ， ()
i F x μ 表示物件x隸屬於
i F 的程度值， () X x μ 表示物件 x隸屬於 X 的程度值。 
  , ( ) inf max{  1 ( ), ( )  }, 
i Xi x F X iF x x x U μ μμ ∀= − ∈     (3-10) 
依據上式所計算出的値 () Xi F μ 為 i F 對於分類結果類別 X 的隸屬程度值，也
就是說 i F 對類別 X 的可分類程度。仔細觀察式子中
max{ 1 ( ),  ( ) }
i FX x x μ μ − ，當 ()
i F x μ 值接近 1 時，max{ 1 ( ),  ( ) }
i FX x x μ μ − 會相當
於計算 () X x μ ；反過來當 ()
i F x μ 值接近 0 時，max{ 1 ( ),  ( ) }
i FX x x μ μ − 的值就
會接近 1。這相當於計算法則「If     then   i FX 」的真實性，程度值 1 為 true，
程度值 0 為 false，當物件x隸屬於 i F 的程度高時，表法則前半部正確性高，
因此，此法則的正確與否將由後半部來決定；相反的，當物件x隸屬於 i F 的
程度低時，表法則前半部正確性低，此時法則後半部為何就不再重要了，
因為不管後半部如何，只要前半部為 false 此法則皆會是 true(1)。最後將每
一個物件x U ∈ 計算後之值取最小值，以此表示整個資料庫來看， i F 隸屬於
類別 X 的程度值。 
  在此以 Table 3.1 (a)的小型資料庫為例，針對特徵計算當特徵集合
{   } Pb = 時， i F (12 i ≤≤)，分別為 1 {   } b FS = 和 2 { T  } b F = ，而分類結果 X 有
兩類，分別為 124 { Yes } { O , O , O  } X = = 以及 356 { No } { O , O , O  } X = = 兩類  3-9
別。針對每一個 i F 與 X ，運算 i F 隸屬於 X 的程度值： 
124 124 { O , O , O  } { O , O , O  } ()i n f m a x {  1 ( ) ,   ( )  }
                        inf{ 1, 1, 0.4, 1, 0.8, 0.6 }
                        0.4




124 124 {  O,  O,  O } {  O,  O,  O } ()i n f m a x {  1 ( ) ,   ( )  }
                        inf{ 1, 1, 0.6, 1, 1, 0.4 }
                        0.4




356 356 {  O,  O,  O } {  O,  O,  O } ()i n f m a x {  1 ( ) ,   ( )  }
                        inf{ 0.4, 0.4, 1, 0.6, 1, 1 }
                        0.4




356 356 {  O,  O,  O } {  O,  O,  O } ()i n f m a x {  1 ( ) ,   ( )  }
                        inf{ 1, 0.6, 1, 1, 1, 1 }
                        0.6




  上述 () Xi F μ 計算出 i F 對某結果類別 X 的隸屬程度，因此，對於每一個
/( ) X UI N D D ∈ ，將各 () Xi F μ 取聯集便可得到 i F 對於整體結果特徵集合D的
分類程度，以 ()
P POS i F μ 表示， ()
P POS i F μ 愈大，表示使用特徵集合P中的特徵
對宇集U 做分割後，使用分割 i F 來推論結果D推論程度高，也就是說使用
i F 來區分結果D，有較好的分類結果。 
 
/( ) () ()
P POS i X i XUI N DD FF μ μ
∈ =∨           ( 3 - 1 1 )  
以上述的小型資料庫做例子，對 /( ) UI N D D中所有的分割
124 { Yes } { O , O , O  } X == 與 356 { No } { O , O , O  } X = = 皆計算 () Xi F μ 値，再
將其取聯集得到各 i F 對於整體結果特徵集合D的分類程度 ()
P POS i F μ ，也就
是特徵集合P中兩分割{   } b S 和{ T  } b 對於整體結果的分類程度：   3-10
{} /( ) () ()
                 max{ 0.4, 0.4 }
                 0.4





{} /( ) () ()
                 max{ 0.4, 0.6 }
                 0.6





  接下來將物件x對於某 i F 的隸屬程度 ()
i F x μ 和上面所算出的 ()
P POS i F μ 取
交集，便可得到物件x 在使用此 i F 的情況下對結果特徵集合D 的分類程
度，因此，將特徵集合P中的特徵對宇集U 造成的所有分割 /( ) i FU I N D P ∈
皆計算一次並取聯集，便可得到物件 x對整體結果特徵集合D的最大分類
程度，在此以 ()
P POS x μ 表示之。 ()
P POS x μ 值愈大，表示物件x可被特徵集合D
所分類出來的程度值高。 
/( ) () {  () ( )   }
Pi P
i
POS F POS i FUI N D P x xF μ μμ
∈ =∨ ∧        ( 3 - 1 2 )  
以 Table 3.1 的資料庫來說，將物件 6 O 隸屬於某 i F 的程度值和 i F 對特徵
集合D 的分類程度 ()
P POS i F μ 取交集，得到物件 6 O 使用某 i F 對 D 的分類程
度，接著將特徵集合P中的特徵對宇集U 造成的所有分割 /( ) i FU I N D P ∈ 皆
計算一次並取聯集，便可得到物件 6 O 對整體結果特徵集合D的最大分類程
度，以此表示物件 6 O 對特徵集合D的分類程度
{} 6 (O )
b POS μ ：   3-11
{} 66 /( )
66
(O ) { (O ) ( )  }
                  max{ {  (O ) ( ) }, {  (O ) ( ) } }
                  max{ min(0.4, 0.4), min(0.6, 0.6) }




POS F POS i FUI N D P










使用相同的方法計算宇集U 中其他物件 15 O~ O： 
{} 11 /( )
11
(O ) { (O ) ( )  }
                  max{ {  (O ) ( ) }, {  (O ) ( ) } }
                  max{ min(0.6, 0.4), min(0, 0.6) }




POS F POS i FUI N D P










{} 22 /( )
22
(O ) { (O ) ( )  }
                  max{ {  (O ) ( ) }, {  (O ) ( ) } }
                  max{ min(0.6, 0.4), min(0.4, 0.6) }




POS F POS i FUI N D P










{} 33 /( )
33
(O ) { (O ) ( )  }
                  max{ {  (O ) ( ) }, {  (O ) ( ) } }
                  max{ min(0.6, 0.4), min(0.4, 0.6) }




POS F POS i FUI N D P










{} 44 /( )
44
(O ) { (O ) ( )  }
                  max{ {  (O ) ( ) }, {  (O ) ( ) } }
                  max{ min(0.4, 0.4), min(0, 0.6) }




POS F POS i FUI N D P










{} 55 /( )
55
(O ) { (O ) ( )  }
                  max{ {  (O ) ( ) }, {  (O ) ( ) } }
                  max{ min(0.2, 0.4), min(0, 0.6) }




POS F POS i FUI N D P
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  最後，將每一個物件 x U ∈ 對D的分類程度值 ()
P POS x μ 累加起來，表示
整個質料庫使用特徵集合P 對 decision 特徵集合D可完成分類的物件個
數，相當於傳統 rough sets 中 positive region 的部分。如同傳統 rough sets
般將 positive region 除以宇集總物件個數|| U ，得到整個資料庫使用特徵集
合P對 decision 特徵集合D的可分類百分比 () P D γ′ ： 
 
() () () |( ) |
()
|| ||







∈ ′ == ∑        ( 3 - 1 3 )  
以 Table 3.1 的資料庫為例，將物件 16 O~ O對分類結果D的分類程度
{} {} 16 (O ) ~ (O )
bb POS POS μμ 加總的和除以宇集U 的總物件個數 6，得到的值即為
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徵集合 {   } Pb = 對特徵集合D的分類程度值最高，特徵集合 {   } Pa ′ = 對特徵
集合D的分類程度值最低 。 也就是說在只用一個特徵的情況下 ， 用特徵b來
分類有最好的分類結果，而用特徵a來分類的結果是最差的。 
上述過程說明了如何使用 fuzzy rough sets 技術評估一特徵集合P對分
類結果D的分類程度，但上例中特徵集合P之內容僅為一個特徵的情況，
然而事實上特徵集合P可以是許多特徵所組成的集合，當P內含有超過一
個特徵時，P對宇集U 的分割 /( ) i FU I N D P ∈ 個數將會快速增加。例如當特
徵集合P擁有兩個特徵 ,  ab 時， i F 必須將 /( {    } ) UI N D a 以及 /( {    } ) UI N D b 皆
考慮進去： 
  /( ) {  /( {     } ) :   } UI N D P UI N D p p P =⊗ ∈        ( 3 - 1 4 )  
/( )/( {    } )     /( {    } )
                   { ,  }   { ,  }
                   { { ,  }, { ,  }, { ,  }, { , } }
aa bb
ab ab ab ab
UI N D P UI N D a UI N D b
ST ST





因此，在特徵集合P擁有兩個特徵 ,  ab 時，U 對P之分割 /( ) UI N D P 將產生
4 個 i F ， 1 {{ , }} ab FS S = ,  2 {{ , }} ab FS T = ,  3 {{ , }} ab FT S = ,  4 {{ , }} ab FT T = 。 
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3.3 Rule Selection 
為了在眾多的法則集合中挑選所需的法則 ， 在此介紹兩種個數值來評估
法則的重要性：(1) support，(2) confidence。 
(1) Support ：將法則SQ → 出現的次數除以總物件的個數定為
support(SQ → )，為此法則於資料庫中出現的頻率，也就是代表性。當
support(SQ → )大的時候，表示法則SQ → 在資料庫中出現比例高，此
法則較有代表性；反之當 support(SQ → )小的時候，表示法則SQ → 在
資料庫中較少出現，因此相較之下代表性較低。 
    假設 condition 特徵部份為S，decision 特徵部分為Q， 「#」表示個
數的多寡。法則SQ → 的 support 值計算方法如下： 
support( )   ( )
#(condition is   and decision is  )
                           
#(all objects)




      ( 3 - 1 5 )  
(2) Confidence：將法則SQ → 出現的次數除以法則前項條件(antecedent)出
現S 的物件個數定為 confidence(SQ → )，為法則 SQ → 的可確認程度，
若 confidence(SQ → )大的時候，表示此法則有很高的確認性，也就是
在 condition 特徵部分為S 的情況下 ， decision 特徵出現Q的可能性很高 。  
confidence( )   ( | )
# (condition is   and decision is  )
                                  
#(condition is  )





     ( 3 - 1 6 )  
support 值與 confidence 值並無直接關係，support 值大時，confidence 值可
能很小，表示此法則常常出現，但每次出現都有不同的結果，確認性低；
而 support 值小時，confidence 值可能大，表示此法則不常出現，一但出現
往往有特定結果，確認性高。   3-15




(1)  一般來說，從資料庫中找重要法則時，會分別對 support 和 confidence
設一組門檻值min_supp和min_conf ，support 和 confidence 兩者皆大於
其門檻值，表法則出現的頻率夠高、可確定性也夠大，這種往往就是
我們所需要的重要法則，即( Support( ) min _supp SQ →> ) & 













入法則所組成的集合Rules中。在此，條件有(1) support 和 confidence 值皆





的流程圖如 Fig. 3.4。 
reduced
reduced
1.  (set of rules) {},   all labels of reduced data
2. queue[1] {}, head 0, tail 1
3. while(head tail) {
4.     head head 1
5.      queue[head]
6.      ( ( ,  ))
7.         for all
Rules C
S







 kinds of fuzzy terms of  { } and  , 
                                                        apply rules  :  { }
8.             if  (   ) high_conf








10.           else if  (   ) min_supp &  (   ) min_conf
11.               insert rule (   ) into 
12.           else 
13.               queue[tail] { }
14.               tail tail 1
15.      }
Supp Y Conf Y






Fig. 3.3 Rule selection algorithm.   3-17
reduced
Rules :{  { } |
        ,   }
YS X Q
X CS S Q R u l e s
∪→
∀∈ − →∉
If   ( ) high_conf
            insert   into 
Conf Y
YR u l e s
>
Initial ,  Rules S
{} SSX ← ∪
End
reduced? SC =
If   ( ) min_supp  and  ( ) min_conf  
                      insert   into 
Supp Y Conf Y
YR u l e s
>>
 
Fig. 3.4 Flowchart of rule selection algorithm. 
 
Table 3.2 The Example after reducing attributes. 
Obj. b  c  q 
1 O b S   c S   Yes 
2 O b S   c S   Yes 
3 O b S   c T   No 
4 O b S   c S   Yes 
5 O b S   c S   No 
6 O b T   c S   No   3-18
  在此以 Table 3.1 (a)的小型資料庫作例子，假設此資料庫於降維後剩下
的特徵維度為{ ,   } bc 兩特徵，如 Table 3.2，接下來將分析此兩特徵並產生
對應的法則 。 降維後的資料庫 ， 剩下兩特徵b與c， 此資料庫中各物件 16 O~ O
可用以下法則的形式表達： 
1 O : If    is    and    is      then    is Yes; bc bS cS q  
2 O : If    is    and    is      then    is Yes; bc bS cS q  
3 O : If    is    and    is      then    is No; bc bS cT q  
4 O : If    is    and    is      then    is Yes; bc bS cS q  
5 O : If    is    and    is      then    is No; bc bS cS q  
6 O : If    is    and    is      then    is No. bc bT cS q  




與 confidence 的最低門檻值定為 min_supp = 0.65、min_conf = 0.7，而
confidence 較高的門檻值 high_conf = 0.85，也就是當法則之 support 值超過
0.65 且 confidence 值超過 0.7；或是 confidence 值超過 0.85，符合其中一個
條件的法則將會被挑選出來，為我們所需要的法則。以 Table 3.3 描述單一
特徵之法則挑選的過程。   3-19
 
Table 3.3 顯示在步驟ㄧ至六中，首先針對特徵集合P只有ㄧ個特徵時，當
資料庫中物件 15 O~ O特徵b 皆為 b S ，且q 的部分，物件 124 O, O, O 為類別
Yes，而物件 35 O,  O為類別 No，因此法則“If    is    then   is Yes b bS q ”與法則

















= ，因此兩法則皆不符合兩條件。而物件 6 O 中當特










然低，但是確定性很高，因此我們將法則“If    is    then    is No b bT q ”挑選出來。
同樣的，法則“If    is    then    is Yes c cS q ”與“If    is    then    is No c cS q ”也是不符合
條件，而法則“If    is    then    is No c cT q ”由於 confidence 值高，也被挑選出來。  
  將特徵集合P僅含有一個特徵的法則都判斷完之後，得到兩法則，也
就是在步驟三及步驟六所得到的兩法則： 
Table 3.3 Rule selection part 1. 





1  If    is      then    is Yes b bS q   0.50 0.60 
2  If    is      then    is No b bS q   0.33 0.40 
3  If    is      then    is No b bT q   0.17  1.00 
4  If    is      then    is Yes c cS q   0.50 0.60 
5  If    is      then    is No c cS q   0.33 0.40 
6  If    is      then    is No c cT q   0.17  1.00   3-20
If    is      then    is No b bT q  
If    is      then    is No c cT q  
此兩法則是在特徵b或c之特徵值為類別 b T 或 c T 的情況，因此，特徵值類別
是 b S 與 c S 的情況尚無法建立法則。於是我們在特徵集合P 再加入一個特
徵 ， 兩個特徵一起做判斷 。 當兩特徵b 與c特徵值為 b S 與 c S 時，如 Table 3.4，
其結果q 有兩種情況，若q 為 Yes 時，法則








= ，滿足條件一的兩門檻值 min_supp = 0.65、min_conf = 0.7，因此
將含有兩特徵維度b 與c的法則“If    is    and    is    then    is Yes bc bS cS q ”挑選出
來。另一種情況，兩特徵b 與 c 特徵值皆為S 時，若q 為 No，法則












  兩特徵的法則尚有“ If    is    and    is    then    is No bc bT cS q ” 和
“If    is    and    is    then    is No bc bS cT q ”的情況，由於在特徵集合P 僅有一特徵
Table 3.4 Rule selection part 2. 





7  If    is    and    is      then    is Yes bc bS cS q   0.67  0.75 
8  If    is    and    is      then    is No bc bS cS q   0.33 0.25   3-21
時已將法則“If    is    then    is No b bT q ”與“If    is    then    is No c cT q ”挑選出來，因
此無須再判斷法則“ If    is    and    is    then    is No bc bT cS q ” 和




再加入特徵集合P，程式終止，最後得到的 3 個法則如 Table 3.5，即為我
們從資料庫中分析得到的一組法則。 
 






If    is      then    is No b bT q   0.17  1.00 
If    is      then    is No c cT q   0.17  1.00 
If    is    and    is      then    is Yes bc bS cS q   0.67  0.75   4-1
第四章  實驗結果 





















































































Fig. 4.1 Structure of the simulation. 
  本論文從各車載型感知器、影像處理系統或網路資訊系統所能收集到
的資訊中，挑選出由各輸入訊號組成的 condition 特徵集合
12 2 7 { , ,  ... ,  } CC C C = ， 此特徵集合依照性質可分成三大類 ，如 Table 4.1 (a), (b), 
以及(c)。各表格第二個欄位「D/F」中「D」代表此特徵維度為硬性分類；
「F」代表此特徵維度為模糊分類。   4-3
 
 
Table 4.1 Three kinds of data generated by the simulation system. 
 
(a) Class1: static data. 
  D/F  特徵維度的意義  真實情況資料來源 數值範圍 
1 C   D  路段  GPS+資料庫查詢  1~4 
2 C   D  標誌  影像  1~5 
(b) Class2: dynamic data. 
  D/F  特徵維度的意義  真實情況資料來源 數值範圍 
3 C   F  駕駛者精神狀況  影像  0~1 
4 C   F  輪胎摩擦力  輪胎特殊偵測裝置 0~1 
5 C   D  顏色  自行輸入  0-9 
6 C   F  車輛位於高速公路位置 GPS  0~高速公路長 
7 C   F  偏移車道中心量  影像  -1.5~1.5 
8 C   D  車道  影像  1~4 ;  最左為 1 
9 C   F  速度  行車紀錄器  0~120 
10 C   F  加速度  行車紀錄器  -4~4 
11 C   D  大燈  行車紀錄器  0 / 1 
12 C   F  方向  行車紀錄器  0 / 1 / 2 
13 C   D  方向燈  行車紀錄器  0 / 1 / 2 
14 C   D  煞車  行車紀錄器  0 / 1 
15 C   D  煞車燈  行車紀錄器  0 / 1 
16 C   F  兩車的速度差  影像+行車紀錄器 -120~120 
17 C   F  兩車的 X 距離差  影像+行車紀錄器 -1.5~1.5 
18 C   F  兩車的 Y 距離差  影像+行車紀錄器 -1000~1000 
19 C   D  鄰車顏色  影像  0-9 
20 C   D  鄰車方向燈  鄰車行車紀錄器  0 / 1 / 2 
21 C   D  鄰車煞車燈  鄰車行車紀錄器  0 / 1 
22 C   F  加速度累積  行車紀錄器  -9~9 
23 C   F  煞車累積  行車紀錄器  0~9 










值(由 22 C 、 23 C 及 24 C 分別代表之)，此三特徵能描述出本車一段時間所累積
的狀態，可更完整表達出本車的行車狀態。 
除了這 27 個特徵維度代表著本車所處的行車狀態之外， 在學習階段時
每個狀況還有一個對應的 decision 特徵集合D，在此特徵集合D僅含有一
個特徵---危險程度 1 D ， 1 {   } DD = ，因此時間t收集到的各特徵値與對應的
危險程度所組成的特徵向量便以 12 2 71 ( , ,...  , )
tt tt t FC CC D = 表示，這也就是資料
庫中各狀況的儲存結構。 
 
4.2  高速公路分析子系統實驗 
  第三章中介紹了 fuzzy rough sets 技術，使用 fuzzy rough sets 技術可以
(c) Class3: environmental data. 
  D/F  特徵維度的意義  真實情況資料來源 數值範圍 
25 C   D  天氣  網路資訊系統  1~5 
26 C   D  時段  系統時間  1~6 
27 C   F  能見度  影像  0~1   4-5
從所有特徵集合C 中找出一個特徵子集合PC ⊆ ，將原資料庫所隱含的知
識盡可能的保留下來。經過降維後的特徵子集合P可表示成各特徵取或不
取的排列組合，假設原本特徵集合C有M 個特徵(|| CM = )，取其中m 個特
徵出來(1 ) mM ≤≤ ，其可能組成的特徵集合P將會有
!






用 QuickReduct Algorithm(FRAR) [Jen01, Jen04, Jen07]，其演算法和流程圖
如 Fig. 4.2 與 Fig. 4.3。 
 
{}
1.  {}, ' 0, ' 0
2. 
3.         
4.         
5.          ( - )
6.                 if   ( ) ( )
7.                          { }


































Fig. 4.2 QuickReduct algorithm[Jen07].   4-6
 
Fig. 4.2 QuickReduct 演算法中C為 condition attribute set；D為 decision 
attribute set；R為 Reduct，也就是上述所要求的特徵集合P之結果； () R D γ′
為使用特徵集合R可推論得到D的推論程度值。演算法一開始，讓特徵集
合R初始為空集合，之後試著把每一個特徵 () x CR ∈ − 加入特徵集合R中，
重新計算加入後的推論程度值 {} () RxD γ ∪ ′ ，使 {} () RxD γ ∪ ′ 值最大的特徵x將被加
入R中形成新的特徵集合。重覆一樣的步驟，每一輪選出一個最佳的特徵
() x CR ∈−加入特徵集合R中，直到 {} () RxD γ ∪ ′ 值不再增加為止。這種 greedy
的演算法並不是最佳解，但卻是一個速度快、結果也會很好的方法。 
接下來以一個簡單的行車資料庫為例介紹如何使用 fuzzy rough sets 技
術做特徵維度的降維。如 Table 4.2 為一行車狀況資料庫，此資料庫
condition 特徵集合C 共有 3 個特徵 123 { , ,   } CC C C = ，decision 集合中有一
個特徵 1 {   } DD = ： 
Initial R
{} R Rx ← ∪
{} argmax{ ( )| - } Rx x x Dx C R γ ′ ∪ ′
′ =∈
{}  ? Rx R γ γ ∪ ′ ′ >
End
 
Fig. 4.3 Flowchart of the QuickReduct algorithm.   4-7
(1)  17 C ：本車與鄰車 X 方向距離，其值為大於 0 的實數，單位為公尺。 
(2)  18 C ：本車與鄰車Y 方向距離，其值為大於 0 的實數，單位為公尺。 
(3)  19 C ：鄰車顏色，使用硬性分類符號表示，其值為 1 或 2，代表兩顏色
Col1 與 Col2。 
(4)  1 D ：行車之危險程度值，其值為介於 0 到 1 之間的實數。 
 
  此行車資料庫共有 6 個狀況 16 O~ O，以狀況 1 O 為例，鄰車和本車 X 方
向距離 0 公尺，Y 方向距離 80 公尺，鄰車顏色為 Col1，危險程度為 0，此
狀況表示兩車同車道，而前後距離大於安全距離，因此危險程度低。而狀
況 5 O 則表示兩車前後距離很近，但由於兩車位於不同車道，因此危險程度
也是低。因此，在此行車事件紀錄中，僅有 X 方向或Y 方向距離並沒有辦
法判斷是否危險，只有在 X 方向距離以及Y 方向距離皆過近的情況下，才
屬於危險情況，例如資料庫中狀況 3 O 及 4 O 。 
  使用 fuzzy rough sets 技術進行降維時，各特徵需要一組隸屬函數計算
各狀況對各類別的隸屬程度值 ， 特徵 17 C (表本車與鄰車 X 方向距離) 、 18 C (表
Table 4.2 A database of driving conditions. 
Condition 
Attribute
17 C   18 C   19 C   1 D  
1 O   0 80 1  0 
2 O   0 55 1  0.45 
3 O   0 25 1  0.95 
4 O   0 10 1  1 
5 O   2 10 1  0 
6 O   6 5 1  0   4-8
本車與鄰車Y 方向距離)以及結果 1 D (危險程度)，此三組隸屬函數分別為
Fig. 4.4 (a), (b)和(c)。Fig. 4.4 中(a)所示為定義 X 方向距離「近」與「遠」
兩類別之隸屬函數；Fig. 4.4 中(b)所示為定義Y 方向距離「近」與「遠」兩
類別之隸屬函數，若兩車分別行駛於相鄰車道之中心，此時兩車之間的距
離約為 2 公尺，因此以 2 公尺為兩類別中心點。但同車道兩車Y 方向之安
全距離數值大約是時速的一半，單位為公尺，以高速公路最高限速
100km
hr 計算，約需 50 公尺的安全距離，因此以 50 公尺為兩類別的中心
點。Fig. 4.4 中(c)所示為定義危險程度值「安全」與「危險」兩類別之隸屬
函數。而特徵 19 C 為為硬性分類，分為 Col1 和 Col2 兩類別，若 19 C 特徵值







X near   X far  
Y near   Y far  
distance X −  
distance Y −  
() x μ  
() x μ    4-9
 
  使用 QuickReduct 演算法，一開始計算當特徵子集合PC ⊆ 僅含有單一




{   }
{   }























在演算法第一輪中，特徵 17 C 擁有最高的γ′值(
1.5
6
)，而特徵 18 C 與 19 C 之γ′值






)，表示在僅用一個特徵的情況下，特徵 17 C 是
最好的選擇，因此特徵 17 C 將成為三個特徵中第一個被挑選出來的特徵。 
 特 徵 17 C 被挑選出來後，接下來從 17 18 19 { , ,   } CC C C = 中，將尚未被選出
的兩特徵 17 18 19 { ,   } CC C C −= 逐一加入特徵集合P中，形成兩個新的特徵集
 
(c) 
Fig. 4.4 Six membership functions. 
(a) Membership functions of  X -disdence corresponding to “ X near ”and “ X far ” respectively. 
(b) Membership functions of  Y -disdence corresponding to “ Y near ”and “ Y far ” respectively. 
(c) Membership functions of degree of danger corresponding to “safe”and “danger ” 
respectively. 
safe  danger
Degree of danger  
() x μ    4-10
合 17 18 { ,   } CC、 17 19 { ,   } CC，分別對兩個新的特徵集合計算γ′值： 
17 18
17 19
{ ,   }




















> )，因此第二輪結束後會將特徵 18 C 加入特
徵集合P ，表示當 17 18 { ,   } PC C = 時對D的分類程度會比 17 {   } PC = 時來的
好。 
  第三輪時，還未被加入特徵集合P的特徵只剩下特徵 19 C ，因此將特徵
19 C 加入P中，計算在特徵集合P擁有全部特徵 17 18 19 { , ,   } PC C C = 時之分類
程度： 








和特徵 19 C 加入前相同，特徵 19 C 的加入對分類沒有任何幫
助，因此特徵 19 C 不會被挑選出來，故最後降維的結果為特徵集合
17 18 { ,   } PC C = 。 
  上例中降維後的結果為特徵 17 C 與 18 C ，分別表示本車與鄰車 X 方向及
















知識分析出來。在此以降維後的特徵集合 17 18 { ,   } PC C = 兩特徵為例子，如
Table 4.3，找出資料所隱含的知識法則。 
 
  降維後的資料庫每一個狀況僅擁有兩個condition特徵---兩車 X 方向的
距離( 17 C )及兩車Y 方向的距離( 18 C )，以及一個 decision 特徵---危險程度
1 D ，各特徵使用對應的一組隸屬函式，如 Fig. 4.4 (a), (b)和(c)所示，以擁
有最高隸屬程度之類別符號來代表每一個特徵值，轉換後的結果如 Table 
4.4。 
Table 4.3 A database of driving conditions after attribute reduction. 
Condition 
Attribute
17 C   18 C   1 D  
1 O   0 80 0 
2 O   0 55  0.45 
3 O   0 25  0.95 
4 O   0 10 1 
5 O   2 10 0 







If    is  and    is        then    is 
If    is  and    is        then    is 
If    is  and    is     then    is 





C near C far D safe
C near C far D safe
C near C near D danger
Cn e a r
       
       
       
   18 1
17 18 1
17 18 1
  is     then    is 
If    is  and    is     then    is 




C near D danger
Cf a r C n e a r D s a f e
Cf a r C n e a r D s a f e
    
         
         
 
使用第三章 3.3 節所提出之兩條件挑選法則。條件一：法則Y 之 support
值 supp(Y )要高於門檻值 min_supp，且 confidence 值 conf(Y )要高於門檻









If    is      then    is 
If   is    then    is 




C far D safe
C far D safe
C near C near D danger
    
       
 
Table 4.4 A discrete database of driving conditions after attribute reduction.
Condition 
Attribute
17 C   18 C   1 D  
1 O   X near   Y far   safe 
2 O   X near   Y far   safe 
3 O   X near   Y near   danger 
4 O   X near   Y near   danger 
5 O   X far   Y near   safe 
6 O   X far   Y near   safe   4-13
此三條法則分別表示： 
(1)  當兩車 X 距離「遠」 ，危險程度為「安全」 。 
(2)  當兩車Y 距離「遠」 ，危險程度為「安全」 。 
(3)  當兩車 X 距離「近」且Y 距離「近」 ，危險程度為「危險」 。 
這三條法則和行車資料庫中所隱含的知識符合，也和我們的認知相同。 
 
  系統經由上述方式分析降維後的行車資料庫，找到 3 條危險法則，如
Table 4.5 所示。之後便可以轉成 fuzzy Petri nets 的形式，裝設於車上在各
裝置上線收集到資料後進行危險程度的推論[Hsi04]。而 fuzzy Petri nets 以
data-driven 為導向，其中各法則 antecedent 部份所需的資料皆到位才會進
行推論。以 Table 4.5 的 3 條法則為例，若車載型裝置收集到 17 C 特徵，法
則 1 可進行推論 ，若收集到 18 C 特徵 ，法則 2 可進行推論 ，當收集到 17 C 與 18 C






Table 4.5 Dangerous rules. 
No.  Antecedent  Consequence 
Rule 1  17 is  X Cf a r   1 is  Ds a f e  
Rule 2  18 is Y Cf a r        1 is  Ds a f e  




方車輛」 ，共含有 40 個狀況、且 condition 特徵集合為全部特徵
12 2 7 { , ,  ...,   } CC C C = 。圖中各特徵名稱下方若有值表示此特徵在整個事件記
錄中皆為此定值，不會隨著行車的狀況而變動；特徵的下方若標記「
~ ij R 」
表示此特徵之特徵值為亂數產生，其亂數值介於i至 j；除了有固定數值或
標記「
~ ij R 」之外，特徵下方若為空白，表示此特徵之數值會依行車的狀況
而不斷變動。 
 
  此實驗將駕駛精神狀況( 3 C )、輪胎摩擦力( 4 C )、本車顏色( 5 C )、鄰車顏




Table 4.6 A driving event of experiment 1. 
特徵數量  行車事件內容  狀況個數 
27  同車道的兩車前後距離不斷接近，最後撞上  40 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C   12 C   13 C   14 C
   0.85 0.85  0           
15 C   16 C   17 C 18 C   19 C 20 C 21 C 22 C 23 C 24 C 25 C   26 C   27 C    
     1        1  4  0.9     4-15
  使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.7，依序挑選出來的特徵及其γ′值增加量以及γ′值累積量如 Table 
4.8。在第一次計算各特徵γ′值時，特徵 18 C 有最高的γ′值，一舉將推論程
度值γ′提升至 51.8%，這在 fuzzy rough sets 技術中，是很高的推論程度值，
特徵 18 C 內容為「兩車的Y 距離差」 ，此特徵和我們的實驗內容非常符合。
接著在第二輪時挑選到特徵 16 C ，推論程度值γ′增加了 0.6%，且觀察在第




挑選時特徵 16 C 也有不小的γ′值 ， 但在這個實驗中主要還是兩車前後距離的
縮短所造成的危險程度值上升，因此相較於 16 C ，特徵 18 C 有更高的推論程
度值γ′，且在第二輪當「兩車的 Y 距離差( 18 C )」已被挑選出來的情況下，
再挑選「兩車的速度差( 16 C )」的推論程度γ′值就大大的降低了。而第三輪
任何尚未被挑選出來的特徵加入後，對結果都沒有幫助，因此實驗結束
後，本實驗僅挑選 16 C 與 18 C 兩特徵。   4-16
 
 
完成降維後，挑選出來的特徵為 18 C 與 16 C ，接著便以此兩特徵來挑選
重要的法則 。 挑選法則的過程中所需要的三個門檻值分別定為 ： min_supp = 
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If    is      then    is      where  support: 0.12  /  confidence: 0.83
If    is      then    is      where  support: 0.20  /  confidence: 0.89








18 5 1 1
  where  support: 0.15  /  confidence: 1.00
If    is      then    is      where  support: 0.30  /  confidence: 0.92
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Table 4.7 The process of fuzzy rough sets attribute reduction of experiment 1. 
  1st  2nd 3rd   1st  2nd  3rd 
1 C +0% +0% +0% 15 C +0% +0% +0% 
2 C +0% +0% +0% 16 C +31.6% +0.6%  
3 C +0% +0% +0% 17 C +0% +0% +0% 
4 C +0% +0% +0% 18 C +51.8%  
5 C +0% +0% +0% 19 C +0% +0% +0% 
6 C +0% +0% +0% 20 C +0% +0% +0% 
7 C +12.5% +0% +0% 21 C +0% +0% +0% 
8 C +0% +0% +0% 22 C +0% +0% +0% 
9 C +21.3% +0.5% +0% 23 C +0% +0% +0% 
10 C   +10.0%  +0% +0% 24 C +0% +0% +0% 
11 C   +0% +0% +0% 25 C +0% +0% +0% 
12 C   +0% +0% +0% 26 C +0% +0% +0% 
13 C   +0%  +0% +0% 27 C +0% +0% +0% 
14 C   +0% +0% +0%    
Table 4.8 The  γ′  value of attributes in order of experiment 1. 
  特徵維度的意義  單一特徵γ′值 累積γ′值 
18 C   兩車的Y 距離差  +51.8% 51.8% 
16 C   兩車的速度差  +0.6% 52.4%   4-17
其中
i C
j s 為特徵 i C 的第 j 個類別，
1 D
k s 為危險程度 1 D 的第k 個類別。 「兩車的
速度差( 16 C )」共分為{很小,  小,  普通,  有點大,  大,  很大}六個類別， 「兩車
的Y 距離差( 18 C )」共分為{很近,  近,  普通,  遠,  很遠}五個類別，而危險程
度 1 D 則分為{很安全,  安全,  普通,  危險,  很危險}五個類別： 
16 16 16 16
18 18 18 18 18
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  由於含有特徵 16 C 的法則無法通過法則挑選的門檻值，因此產生出來的
4 條法則僅有特徵 18 C ，這是合理的，因為一開始本實驗就是針對特徵 18 C 來






hr 」 ，共含有 78 個狀況，且
condition 特徵集合為全部特徵 12 2 7 { , ,  ...,   } CC C C = 。   4-18
 
  此實驗中固定特徵值部分和實驗一相同，共有駕駛精神狀況( 3 C )、輪
胎摩擦力( 4 C )、本車顏色( 5 C )、鄰車顏色( 19 C )、天氣( 25 C )、時段( 26 C )、以
及能見度( 27 C )等 7 個特徵，此行車事件並不含有亂數特徵，而其餘特徵在
行車過程中皆會不斷改變。 
  使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.10，依序挑選出來的特徵及其γ′值增加量以及γ′值累積量如 Table 
4.11。在第一輪計算各特徵γ′值時，特徵 9 C 有最高的γ′值 34.8%，此特徵為
「本車的速度」 ，此特徵和我們的實驗內容非常符合。接著在第二輪時挑
選到特徵 22 C ，推論程度值γ′增加了 4.9%，此特徵為「本車的加速度累積」 ，
由於實驗中本車持續加速的影響，因此特徵 22 C 會有一定的影響力，可以
注意到特徵 22 C 在第一輪的γ′值是第二高的(27.5%)。 
第三輪和第四輪分別挑選到「本車加速度( 10 C )」 、 「兩車速度差( 16 C )」其
增加的γ′值分別為 4.9%與 0.5%，到了第五輪時，已無法找到任何特徵能使
γ′值增加，因此，降維的結果為 91 01 62 2 {  , , ,   } C CCC 。 
Table 4.9 A driving event of experiment 2. 
特徵數量  行車事件內容  狀況個數 
27  本車車速由 95 持續加速至 127  78 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C   12 C   13 C   14 C
   0.85 0.85  0           
15 C   16 C   17 C 18 C   19 C 20 C 21 C 22 C 23 C 24 C 25 C   26 C   27 C    
     6        1  4  0.9     4-19
 
 
使用降為過後的特徵集合 91 01 62 2 {  , , ,   } C CCC 來挑選重要的法則。挑選
法則的過程中所需要的三個門檻值分別定為：min_supp = 0.05、min_conf = 
0.7、high_conf = 0.85，經過兩條件的篩選最後一共得到 5 條法則： 
Table 4.10 The process of fuzzy rough sets attribute reduction of 
experiment 2. 
  1st  2nd  3rd  4th 5th   1st  2nd 3rd 4th  5th 
1 C   +0% +0% +0%  +0% +0% 15 C +0% +0% +0% +0%  +0% 
2 C   +0% +0% +0%  +0% +0% 16 C +13.1% +3.3%+1.9% +0.5%  
3 C   +0% +0% +0%  +0% +0% 17 C +0% +0% +0% +0%  +0% 
4 C   +0% +0% +0%  +0% +0% 18 C +25.5% +0% +0% -1.3%  -0.3% 
5 C   +0% +0% +0%  +0% +0% 19 C +0% +0% +0%  +0% +0% 
6 C   +0% +0% +0%  +0% +0% 20 C +0% +0% +0% +0%  +0% 
7 C   +0% +0% +0% +0% +0% 21 C +0% +0% +0% +0%  +0% 
8 C   +0% +0% +0%  +0% +0% 22 C +27.5%+4.9%     
9 C   +34.8%    23 C +0% +0% +0% +0%  +0% 
10 C   +7.1% +4.9% +4.9%  24 C +0% +0% +0% +0%  +0% 
11 C   +0% +0% +0%  +0% +0% 25 C +0% +0% +0% +0%  +0% 
12 C   +0% +0% +0%  +0% +0% 26 C +0% +0% +0% +0%  +0% 
13 C   +0%  +0% +0%  +0% +0% 27 C +0% +0% +0% +0%  +0% 
14 C   +0% +0% +0%  +0% +0%       
Table 4.11 The  γ′  value of attributes in order of experiment 2. 
  特徵維度的意義  單一特徵γ′值 累積γ′值 
9 C   速度  +34.8% 34.8% 
22 C   加速度累積  +4.9% 39.7% 
10 C   加速度  +4.9% 44.6% 
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車 X 距離與Y 距離」 ，共含有 172 個狀況，且 condition 特徵集合為全部特
徵 12 2 7 { , ,  ...,   } CC C C = 。   4-21
 
  此實驗中固定特徵值部分和實驗一相同，共有駕駛精神狀況( 3 C )、輪
胎摩擦力( 4 C )、本車顏色( 5 C )、鄰車顏色( 19 C )、天氣( 25 C )、時段( 26 C )、以
及能見度( 27 C )等 7 個特徵，此行車事件並不含有亂數特徵，而其餘特徵在
行車過程中皆會不斷改變。 
  使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.13，依序挑選出來的特徵及其γ′值增加量以及γ′值累積量如 Table 
4.14。在第一次計算各特徵γ′值時，特徵 17 C 有最高的γ′值 44.7%，此特徵為
「本車與鄰車的 X 距離」 ，此特徵和我們的實驗內容符合。接著在第二輪
時挑選到特徵 18 C ，推論程度值γ′增加了 22.8%，此特徵為「本車與鄰車的Y
距離積」 ，此特徵的γ′值在第一輪中是第二高的，代表此特徵不但對危險
情況的分析很重要，且其被挑選出來後能分析許多僅用特徵 17 C 無法分析的
狀況。 
到了第三輪時，已無法找到任何特徵能使γ′值增加，因此，降維後的
特徵集合僅有 17 18 { ,   } CC兩特徵。 
Table 4.12 A driving event of experiment 3. 
特徵數量  行車事件內容  狀況個數 
27  本車與鄰車 X 距離與Y 距離  172 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C   12 C   13 C   14 C
   0.85 0.85  0           
15 C   16 C   17 C 18 C   19 C 20 C 21 C 22 C 23 C 24 C 25 C   26 C   27 C    
     7        1  4  0.9     4-22
 
 
接著系統可利用兩特徵 17 18 { ,   } CC來挑選重要的法則。挑選法則的過程
中所需要的三個門檻值分別定為：min_supp = 0.05、min_conf = 0.7、
high_conf = 0.85，一共得到 7 條法則： 
Table 4.13 The process of fuzzy rough sets attribute reduction of 
experiment 3. 
  1st  2nd 3rd   1st  2nd  3rd 
1 C +0% +0% +0% 15 C +0% +0% +0% 
2 C +0% +0% +0% 16 C +16.4% -0.7% -0.6% 
3 C +0% +0% +0% 17 C +44.7%  
4 C +0% +0% +0% 18 C +33.9%+22.8%  
5 C +0% +0% +0% 19 C +0% +0% +0% 
6 C +0% +0% +0% 20 C +0% +0% +0% 
7 C +0% +0% +0% 21 C +0% +0% +0% 
8 C +0% +0% +0% 22 C +0% +0% +0% 
9 C +6.2%  +0% +0% 23 C +0% +0% +0% 
10 C +0%  +0% +0% 24 C +0% +0% +0% 
11 C +0%  +0% +0% 25 C +0% +0% +0% 
12 C +0%  +0% +0% 26 C +0% +0% +0% 
13 C +0%  +0% +0% 27 C +0% +0% +0% 
14 C +0% +0% +0%    
Table 4.14 The  γ′  value of attributes in order of experiment 3. 
  特徵維度的意義  單一特徵γ′值 累積γ′值 
17 C   兩車 X 距離  +44.7% 44.7% 
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  這些法則所描述關於 / X Y 兩距離和危險程度的關係和我們的知識直
接無法對上，例如「Y 距離近」會推導到「危險程度安全」 。但嚴格來說，
這些法則也不完全算是錯誤的結果，因為當本車與鄰車在不同車道時， 「Y
距離近」 推導到 「危險程度安全」 並沒有錯，不過這並非是好的分析結果。
會出現這種狀況原因出在於 minimal confidence threshold min_conf 門檻值
定的太低，以致於率先將較短的法則挑選出來，造成真正重要的法則沒有
機會被檢驗(短的法則挑選出來後，更長的法則便會略過不被檢驗)。 
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這和之前所找出來的法則集合有部份相同，不過其中出現了我們認為最重










車距離縮短以及本車速度過快」 ，共含有 88 個狀況，且 condition 特徵集合  4-25
為全部特徵 12 2 7 { , ,  ...,   } CC C C = 。 
 
  此實驗中固定特徵值大部分和實驗一相同，共有駕駛精神狀況( 3 C )、
輪胎摩擦力( 4 C )、本車顏色( 5 C )、天氣( 25 C )、時段( 26 C )、以及能見度( 27 C )
等 6 個特徵，其中鄰車顏色( 19 C )有兩個值分別為 2 與 6，此行車事件並不
含有亂數特徵，而其餘特徵在行車過程中皆會不斷改變。 
  使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.16，依序挑選出來的特徵及其γ′值增加量以及γ′值累積量如 Table 
4.17。在第一輪計算各特徵γ′值時，特徵 18 C 有最高的γ′值 32.5%，此特徵為
「本車與鄰車的Y 距離」 ，接著在第二輪時挑選到特徵 9 C 為「本車速度」 ，
推論程度值γ′增加了 8.6%，此兩特徵和我們所設計的實驗內容相符合。 




Table 4.15 A driving event of experiment 4. 
特徵數量  行車事件內容  狀況個數 
27  本車與前車距離縮短以及本車速度過快  88 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C   12 C   13 C   14 C
   0.85 0.85  0           
15 C   16 C   17 C 18 C   19 C 20 C 21 C 22 C 23 C 24 C 25 C   26 C   27 C    
      2/6        1  4  0.9     4-26
不再會有被挑選出來的情形。而最後挑選到特徵 16 C 時γ′值僅增加 1.2%，因此




接著系統可利用此四個特徵 91 61 81 9 { ,  ,  ,    } CC C C 來挑選重要的法則。挑
Table 4.16 The process of fuzzy rough sets attribute reduction of 
experiment 4. 
  1st  2nd  3rd  4th 5th   1st  2nd 3rd  4th  5th 
1 C   +0% +0% +0%  +0% +0% 15 C +0% +0% +0%  +0%  +0% 
2 C   +0% +0% +0%  +0% +0% 16 C +13.2% +7.4% +2.5% +1.2%   
3 C   +0% +0% +0%  +0% +0% 17 C +0% +0% +0%  +0%  +0% 
4 C   +0% +0% +0%  +0% +0% 18 C +32.5%      
5 C   +0% +0% +0%  +0% +0% 19 C +0% +8.6%+3.2%     
6 C   +0% +0% +0%  +0% +0% 20 C +0% +0% +0%  +0%  +0% 
7 C   +5.7% +2.0% +2.1% +0% +0% 21 C +0% +0% +0%  +0%  +0% 
8 C   +0% +0% +0%  +0% +0% 22 C +0% +0% +0%  +0%  +0% 
9 C   +22.5% +8.6%    23 C +0% +0% +0%  +0%  +0% 
10 C   +4.5% +1.7% +1.7% +0% +0% 24 C +0% +0% +0%  +0%  +0% 
11 C   +0%  +0%  +0% +0% +0% 25 C +0% +0% +0%  +0%  +0% 
12 C   +0%  +0%  +0% +0% +0% 26 C +0% +0% +0%  +0%  +0% 
13 C   +0%  +0%  +0% +0% +0% 27 C +0% +0% +0%  +0%  +0% 
14 C   +0% +0% +0%  +0% +0%        
Table 4.17 The  γ′  value of attributes in order of experiment 4. 
  特徵維度的意義  單一特徵γ′值 累積γ′值 
18 C   兩車Y 距離  +32.5% 32.5% 
9 C   本車速度  +8.6% 41.1% 
19 C   鄰車顏色  +3.2% 44.3% 
16 C   兩車速度差  +1.2% 45.5%   4-27
選法則的過程中所需要的三個門檻值分別定為：min_supp = 0.05、min_conf 
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和我們所預期的一樣，最後一輪挑選出來的特徵 16 C 沒有出現在法則
中，而特徵 19 C 在後三條法則中出現，但由於此特徵是因為其特徵值在狀況
中分布不平均的結果，因此雖然在法則中出現，若是拿掉此特徵後法則集
合也不會有太大的不同，此組法則主要還是以「本車速度( 9 C )」與「兩車Y
距離( 18 C )」兩特徵對危險程度的影響為主。   4-28
實驗五： 
Table 4.18 為實驗五的行車事件描述，其使用的特徵以實驗三降維後的
特徵集合 17 18 { ,   } CC為基礎，另外再增加一個特徵維度 28 C ，特徵 28 C 之內容
為兩車的直線距離，使用特徵 17 C 、 18 C 記算得到，
22
28 17 18 () () () Cx Cx Cx =+ 。
也就是說本實驗僅使用集合 17 18 28 { , ,   } CCC 此三個特徵，此實驗欲分析以此
三特徵做降維以及以此特徵集合挑選法則的結果。將實驗三降維後的資料
庫再增加ㄧ特徵 「直線距離( 28 C )」 成為本實驗資料庫，共含有 172 個狀況。  
 
  此實驗使用之三個特徵 17 18 28 { , ,   } CCC 其特徵值皆會隨時間而變動，其
餘特徵下方劃一斜直線表示此特徵沒有使用。 
  使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.19，依序挑選出來的特徵及其γ′值增加量以及γ′值累積量如 Table 
4.20。在第一輪計算各特徵γ′值時，特徵 17 C 與特徵 18 C 和實驗三的數據一模
一樣，分別為 44.7%和 33.9%，而新增的特徵 28 C 為 35.9%，因此第一輪依舊挑選
出特徵 17 C 。接著在第二輪時特徵 28 C 略高於特徵 18 C ，分別為 23.6%和 22.8%，
Table 4.18 A driving event of experiment 5. 
特徵數量  行車事件內容  狀況個數 
3  兩車 X 距離、Y 距離與直線距離  172 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C 12 C   13 C   14 C
              
15 C   16 C   17 C 18 C   19 C   20 C 21 C 22 C 23 C 24 C 25 C 26 C   27 C   28 C
                4-29
第二輪時挑選新增的特徵兩車的直線距離( 28 C )。而第三輪將最後一個特徵
18 C 挑選出來後，γ′值並沒有上升(反而有些微下降)，因此，降維後的結果
為特徵集合 17 28 { ,   } CC 兩特徵。 
 
 
接著利用兩特徵 17 28 { ,   } CC 來挑選重要的法則 。 挑選法則的過程中所需
要的三個門檻值分別定為：min_supp = 0.05、min_conf = 0.8、high_conf = 
Table 4.19 The process of fuzzy rough sets attribute reduction of 
experiment 5. 
  1st  2nd 3rd   1st  2nd  3rd 
1 C      15 C  
2 C      16 C  
3 C      17 C +44.7%  
4 C     18 C +33.9% +22.8% -0.8% 
5 C     19 C  
6 C     20 C  
7 C       21 C  
8 C     22 C  
9 C       23 C  
10 C       24 C  
11 C       25 C  
12 C       26 C  
13 C       27 C  
14 C      28 C +35.9%+23.6%  
Table 4.20 The  γ′  value of attributes in order of experiment 5. 
  特徵維度的意義  單一特徵γ′值 累積γ′值 
17 C   兩車Y 距離  +44.7% 44.7% 
28 C   兩車直線距離  +23.6% 68.3%   4-30




17 4 1 2
17 5 1 2
28 3 1 2
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很 近近普 通遠很 遠
很 近近普 通遠很 遠
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此組法則和實驗三幾乎一樣，差別只是特徵 18 C 換成特徵 28 C 還有 support
值和 confidence 值的些許差異而已 。 由於兩車的直線距離( 28 C )和兩車Y 距離( 18 C )




特徵集合 17 18 { ,   } CC為基礎，另外再增加一個特徵維度 28 C ，特徵 28 C 之內容
為兩車Y 距離( 28 C )的平方，也就是
2
28 18 () () Cx Cx = 。此實驗欲分析若資料中
含有高度相依性的兩特徵( 18 C 與 28 C )時，將在過程及結果上會呈現何種結
果。將實驗三降維後的資料庫再增加一特徵「Y 距離的平方( 28 C )」成為本  4-31
實驗資料庫，共含有 172 個狀況。 
 
  此實驗使用之三個特徵 17 18 28 { , ,   } CCC 其特徵值皆會隨時間而變動，其
餘特徵下方劃一斜直線表示此特徵沒有使用。 
  使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.22，依序挑選出來的特徵及其γ′值增加量以及γ′值累積量如 Table 
4.23。在第一輪計算各特徵γ′值時，特徵 17 C 與特徵 18 C 和實驗三的數據一模
一樣，分別為 44.7%和 33.9%，而新增的特徵 28 C 為 33.5%，和特徵 18 C 非常相近，
因此第一輪依舊是挑選到特徵 17 C ，和實驗三一樣。接著在第二輪時兩特徵 18 C
與 28 C 分別為 22.8%與 19.6%，因此挑選特徵 18 C 。最後第三輪時將特徵 28 C 挑選
出來並無法使γ′值上升(略降-0.9%)，整個實驗結果和實驗三完全相同。 
Table 4.21 A driving event of experiment 6. 
特徵數量  行車事件內容  狀況個數 
3  兩車 X 距離Y 距離與Y 距離的平方  172 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C 12 C   13 C   14 C
              
15 C   16 C   17 C 18 C   19 C   20 C 21 C 22 C 23 C 24 C 25 C 26 C   27 C   28 C







現其γ′值的增加量不是 0 就是負的。 
 
Table 4.22 The process of fuzzy rough sets attribute reduction of 
experiment 6. 
  1st  2nd 3rd   1st  2nd  3rd 
1 C      15 C  
2 C      16 C  
3 C      17 C +44.7%  
4 C     18 C +33.9%+22.8%  
5 C     19 C  
6 C     20 C  
7 C       21 C  
8 C     22 C  
9 C       23 C  
10 C       24 C  
11 C       25 C  
12 C       26 C  
13 C       27 C  
14 C      28 C +33.5% +19.3% -0.9% 
Table 4.23 The  γ′  value of attributes in order of experiment 6. 
  特徵維度的意義  單一特徵γ′值 累積γ′值 
17 C   兩車Y 距離  +44.7%  44.7% 
18 C   本車速度  +22.8%  67.5%   4-33
實驗七： 
Table 4.24 為實驗七的行車事件描述，其所要探討的是「亂數維度對資
料的影響」 ，，使用的資料為實驗三的資料庫，共含有 172 個狀況，且
condition 特徵集合除了模擬器所產生的全部特徵 12 2 7 { , ,  ...,   } CC C C = 之
外，另外新增一特徵 28 C ，內容為介於 0 到 1 之間的亂數值。 
 
  此實驗中固定特徵值和實驗三相同，共有駕駛精神狀況( 3 C )、輪胎摩
擦力( 4 C )、本車顏色( 5 C )、鄰車顏色( 19 C )、天氣( 25 C )、時段( 26 C )、以及能
見度( 27 C )等 7 個特徵，此外本行車事件含有亂數特徵( 28 C )，而其餘特徵在
行車過程中皆會不斷改變。 
使用 fuzzy rough sets 技術配合 QuickReduct 演算法，其運作過程如
Table 4.25。在第一輪計算各特徵γ′值時，特徵 28 C 為 1.5%，第二輪時加入特
徵 28 C 將導致γ′值降低 1.5%，到了第三輪時加入特徵 28 C γ′值將降低 0.3%。
不管再哪一輪加入亂數特徵 28 C 皆對γ′值沒有太大幫助，甚至會有反效果，
Table 4.24 A driving event of experiment 7. 
特徵數量  行車事件內容  狀況個數 
28  亂數維度對資料的影響  172 
1 C   2 C   3 C 4 C   5 C   6 C 7 C 8 C 9 C 10 C 11 C   12 C   13 C   14 C
   0.85 0.85  0           
15 C   16 C   17 C 18 C   19 C 20 C 21 C 22 C 23 C 24 C 25 C   26 C   27 C   28 C
     8        1  4  0.9 






Table 4.25 The process of fuzzy rough sets attribute reduction of 
experiment 7. 
  1st  2nd 3rd   1st  2nd  3rd 
1 C +0%  +0% +0% 15 C +0% +0% +0% 
2 C +0%  +0% +0% 16 C +16.4% -0.7% -0.6% 
3 C +0%  +0% +0% 17 C +44.7%  
4 C +0%  +0% +0% 18 C +33.9%+22.8%  
5 C +0%  +0% +0% 19 C +0% +0% +0% 
6 C +0%  +0% +0% 20 C +0% +0% +0% 
7 C +0%  +0% +0% 21 C +0% +0% +0% 
8 C +0%  +0% +0% 22 C +0% +0% +0% 
9 C +6.2%  +0% +0% 23 C +0% +0% +0% 
10 C +0%  +0% +0% 24 C +0% +0% +0% 
11 C +0%  +0% +0% 25 C +0% +0% +0% 
12 C +0%  +0% +0% 26 C +0% +0% +0% 
13 C +0%  +0% +0% 27 C +0% +0% +0% 
14 C +0%  +0% +0% 28 C +1.5% -1.5%-0.3%   5-1























在分析系統的降維方面雖然 rough sets 技術只使用資料本身便可進行







high_conf 的設定在本系統中也需人工給定。給定太低的 min_supp 會造成
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