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Abstract: Kopparty and Wang studied in [3] the relation between the roots
of a univariate polynomial over Fq and the zero-nonzero pattern of its coef-
ficients. We generalize their results to polynomials in more variables.
1 Introduction
In [3] Kopparty and Wang considered the zero-nonzero pattern of a uni-
variate polynomial P (X) over Fq and its relation to the number of roots
in F∗q. Their main theorem [3, Th. 1] states that a polynomial with many
zeros cannot have long sequences of consecutive coefficients all being equal
to zero. Then in [3, Th. 2] they gave necessary and sufficient conditions
for a product of pairwise different linear factors to have sequences of zero
coefficients of maximal possible length for any polynomial with prescribed
number of roots. In this note we generalize the abovementioned results to
polynomials in more variables.
In Section 2 we start by recalling the results by Kopparty and Wang. In
Section 3 we then present and prove the generalizations.
2 Univariate polynomials
The main theorem in [3] is their Theorem 1 which we present in a slightly
stronger version.
Theorem 1 Let P (X) ∈ Fq[X] be a nonzero polynomial of degree at most
q−2, say P (X) =
∑q−2
i=0 biX
i. Let m be the number of x ∈ F∗q with P (x) 6= 0.
Then there does not exist any k ∈ {0, . . . , q− 2} where all the m coefficients
bk, bk+1 mod (q−1), . . . , bk+m−1 mod (q−1) are zero.
The modification made in Theorem 1 is that we consider k ∈ {0, . . . , q−
2} rather than just k ∈ {0, . . . , q − 1 −m}. The proof in [3] is easily mod-
ified to cover this more general situation. Alternatively, one can deduce it
by writing P (X) = XsQ(X) with s maximal and then applying [3, Th. 1]
to Q(X).
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Obviously, if we consider a product of q− 1−m pairwise different linear
factors X − x with x 6= 0, this polynomial has exactly m non-roots in F∗q
and we have bq−m = · · · = bq−2 = 0 which is a sequence of m−1 consecutive
zero coefficients modulo q − 1. The below theorem, corresponding to [3,
Th. 2], gives sufficient and necessary conditions for a sub-sequence of m− 1
consecutive zeros among b0, . . . , bq−m−2 to exist.
Theorem 2 Let S be a subset of F∗q of size q − 1 − m, where m ≥ 2 and
consider
P (X) =
∏
a∈S
(X − a) =
q−1−m∑
i=0
biX
i. (1)
There exists a k ∈ {1, . . . , q − 2m} such that bk = · · · = bk+m−2 = 0 if
and only if F∗q\S is contained in γH for some γ ∈ F
∗
q and for some proper
multiplicative subgroup H of F∗q.
Inspecting the proof in [3] one sees that for polynomials of the form (1)
the existence of one sub-sequence of m − 1 consecutive zero coefficients in
b0, . . . , b|S|−1 is equivalent to the existence of (q − 1)/|H| such disjoint se-
quences.
Proposition 3 Let P (X) be a polynomial as in (1) satisfying the condition
of Theorem 2. That is, there exists a k ∈ {1, . . . , q − 2m} such that bk =
· · · = bk+m−2 = 0 where m = |F
∗
q\S|. Write d = |H| where H is the sub-
group corresponding to P . The coefficients bjd, bjd+(d−m), j = 0, . . . ,
q−1
d −1
are nonzero and the only other possible nonzero coefficients of P (X) are
bjd+1, bjd+1, . . . , bjd+(d−m)−1, j = 0, . . . ,
q−1
d − 1.
Proof: According to [3, Proof of Th. 2], if P (X) satisfies the conditions in
Theorem 2 then it can be written( (q−1)/d∑
j=1
bjX
(q−1)−jd
)
· U(X)
where U is a product of d − m pairwise different expressions X − x with
x ∈ F∗q.
Example 1 Let α be a primitive element of F16. We first consider
T = {β | β3 = α3} = {α,α6, α11}.
The support of P (X) becomes {1,X3,X6,X9,X12}. If we choose T to
be a subset of {α,α6, α11} of size 2 then the support of P (X) becomes
{1,X,X3,X4,X6,X7,X9,X10,X12,X13}. Consider next
T = {β | β5 = α10} = {α2, α5, α8, α11, α14}.
The support of P (X) becomes {1,X5,X10}. Finally, if we choose T to be a
subset of {α2, α5, α8, α11, α14} of size 3 then we can conclude:
{1,X2,X5,X7,X10,X12} ⊆ SuppP ⊆ {1,X,X2,X5,X6,X7,X10,X11,X12}.
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3 Multivariate polynomials
The crucial observation used in the proof of Theorem 1 is that a univariate
polynomial F (X) can at most have degF roots. For multivariate polynomi-
als over general fields there does not exist a similar result as typically such
polynomials have infinitely many roots when the field under consideration is
infinite. For multivariate polynomials over finite fields, however, we do have
a counterpart to the bound used in the proof of Theorem 1. We describe
this bound in terms of roots from (F∗q)
n in Proposition 3 below. To motivate
the bound we need a few results from Gro¨bner basis theory.
Let F be a field and I ⊆ F[X1, . . . ,Xn] an ideal. Throughout this sec-
tion assume that an arbitrary fixed monomial ordering ≺ has been chosen.
Following [2] we define the footprint of I by
∆≺(I) = {X
i1
1 · · ·X
in
n | X
i1
1 · · ·X
in
n is not
a leading monomial of any polynomial in I}.
From [1, Prop. 4, page 229] we know that {M + I |M ∈ ∆≺(I)} constitutes
a basis for F[X1, . . . ,Xn]/I as a vector space over F. Assume I is finite
dimensional (which simply means that ∆≺(I) is a finite set). Consider ℓ
pairwise different points P1, . . . , Pℓ in the zero-set of I (over F). The map
ev : F[X1, . . . ,Xn]/I → F
ℓ given by ev(F + I) = (F (P1), . . . , F (Pℓ)) is
a surjective vector space homomorphism (surjectivity follows by Lagrange
interpolation). Therefore
ℓ ≤ |∆≺(I)| (2)
(this result is often called the footprint bound [2]). In particular we derive:
Proposition 4 Consider P ( ~X) ∈ Fq[X1, . . . ,Xn] with leading monomial
equal to Xi11 · · ·X
in
n such that is < q−1 for s = 1, . . . , n. Letm be the number
of elements in (F∗q)
n which are not roots of P . Then m ≥
∏n
s=1(q − 1− is).
Proof: The proor follows by applying (2) to the ideal I = 〈P ( ~X),Xq−11 −
1, . . . ,Xq−1n − 1〉. The footprint of this ideal is a subset of
{Xj11 · · ·X
jn
n | 0 ≤ js < q − 1, s = 1, . . . , n, not all js satisfy is ≤ js}.
Therefore, the number of non-roots is at least |{(j1, . . . , jn) | is ≤ js <
q − 1, s = 1, . . . , n}|.
Observe that for n = 1 the statement in Proposition 4 is but the well-
known fact that a multivariate polynomial P has at least q − 1 − degP
non-roots in F∗q.
Before giving the generalization of Theorem 1 we introduce the set
U(q,m, n). This set shall play the role as did the set of consecutive mono-
mials {Xq−1−m, . . . ,Xq−2} in connection with Theorem 1.
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Definition 5 Given positive integers m and n let
M(q, n) = {Xi11 · · ·X
in
n | 0 ≤ i1, . . . , in < q − 1},
U(q,m, n) = {Xi11 · · ·X
in
n ∈ M(q, n) |
m∏
s=1
(q − 1− is) ≤ m}.
Theorem 6 Given a positive integer n write ~X = (X1, . . . ,Xn) and con-
sider a nonzero polynomial P ( ~X) ∈ Fq[ ~X ] with degXi P < q−1, i = 1, . . . , n.
Let m be the number of ~x ∈ (F∗q)
n with P (~x) 6= 0. Then there does not exist
any (k1, . . . , kn) ∈ {0, 1, . . . , q − 2}
n such that
Supp(Xk11 · · ·X
kn
n P (
~X) mod {Xq−11 − 1, . . . ,X
q−1
n − 1}) ∩ U(q,m, n) = ∅.
Observe that for n = 1 we have U(q,m, n) = {Xq−1−m, . . . ,Xq−1−1}
which is a list of m consecutive monomials. Hence, Theorem 6 is a natural
generalization of Theorem 1 to polynomials in more variables.
Proof: Let P ( ~X) and m be as in the theorem. Aiming for a contradiction
assume that an Xk11 · · ·X
kn
n exists such that
Supp
(
Xk11 · · ·X
kn
n P ( ~X) mod {X
q−1
1 − 1, . . . ,X
q−1
n − 1}
)
∩ U(q,m, n) = ∅.
According to Proposition 4
Xk11 · · ·X
kn
n P (
~X) mod {Xq−11 − 1, . . . ,X
q−1
n − 1}
has at least m+ 1 non-roots in F∗q; and so has P ( ~X).
The generalization of Theorem 2 is as follows:
Theorem 7 Consider sets Si ⊆ F
∗
q, i = 1, . . . , n. Write si = |Si| and
assume 0 < si < q − 1, i = 1, . . . , n, not all si being equal to q − 2. Define
Ti = F
∗
q\Si and let ti = |Ti| and m =
∏n
i=1 ti (by the above assumption on
si we have m ≥ 2). Consider
P ( ~X) =
n∏
i=1
∏
x∈Si
(Xi − x). (3)
There exists an Xk11 · · ·X
kn
n with 0 < k1, . . . , kn < q − 1 such that
Supp(Xk11 · · ·X
kn
n P (
~X) mod {Xq−11 − 1, . . . ,X
q−1
n − 1}) ∩ U(q,m− 1, n) = ∅ (4)
if and only if for i = 1, . . . , n it holds that Ti is contained in γiHi for some
γi ∈ F
∗
q and for some proper multiplicative subgroup Hi of F
∗
q.
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We note that the role of the assumption m ≥ 2 is to make U(q,m−1, n)
non-empty.
As already observed, for n = 1 we have U(q,m−1, n) = {Xq−m1 , . . . ,X
q−2
1 }.
Therefore for n = 1 the assumption (4) is equivalent to saying that
M(q, n)\
(
SuppP ∪ U(q,m− 1, n)
)
contains a set D such that
U(q,m− 1, n) ⊆ Xk11 D mod {X
q−1
1 − 1}
(a similar remark does not hold for n > 1.) In other words, for n = 1,
M(q, n)\SuppP contains besides U(q,m − 1, n) also a translated copy of
U(q,m − 1, n = 1) which is disjoint from U(q,m − 1, n). We have argued
that Theorem 7 reduces to Theorem 2 in the case that n = 1.
Turning to the general case of n ≥ 1 one sees by inspection that U(q,m −
1, n) ⊆ M(q, n)\SuppP . The condition 0 < ki < q − 1, i = 1, . . . , n means
that the sets assumed to exist or proved to exist, respectively, in Theorem 7
are different from U(q,m − 1, n) itself; but they may have an overlap with
this set.
Before giving the proof we illustrate the theorem with an example.
Example 2 This is a continuation of Example 1 where we considered poly-
nomials P (X) ∈ F16[X] of the form (1) satisfying the conditions in Theo-
rem 2. In this example we consider a polynomial P (X1,X2) ∈ F16[X1,X2]
of the form (3) satisfying the condition in Theorem 7. Choosing T1 =
{α2, α5, α8, α11, α14} and T2 = {α,α
6, α11} we get that the support of P ( ~X)
is
{1,X51 ,X
10
1 ,X
3
2 ,X
5
1X
3
2 ,X
10
1 X
3
2 ,X
6
2 ,X
5
1X
6
2 ,X
10
1 X
6
2 ,
X92 ,X
5
1X
9
2 ,X
10
1 X
9
2 ,X
12
2 ,X
5
1X
12
2 ,X
10
1 X
12
2 }.
Clearly, m = 5 · 3 = 15. In Figure 1 the support is illustrated with di-
amonds. A set D is illustrated with filled circles. This set satisfies that
D ⊆M(q, n)\SuppP and that
X51X
3
2D mod {X
q−1
1 − 1, . . . X
q−1
m − 1} = U(q,m− 1, 2).
Hence,
Supp(X51X
3
2P mod {X
15
1 − 1,X
15
2 − 1}) ∩ U(q,m− 1, 2) = ∅.
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Figure 1: The situation in Example 2.
It is possible to give a proof of Theorem 7 which as a main tool uses
Theorem 2 and Proposition 3 in combination with a study of the shape
of U(q,m − 1, n). Using this approach the proof of the “if” part becomes
straight forward whereas the proof of the “only if” part becomes technical
and requires more care. Instead of stating the technical proof of the “only
if” part we shall present a self contained proof of the “only if” part based
on the technique from [3]. Our proof calls for the following lemma which
has some interest in itself. We state the lemma in a slightly more general
version than shall be needed (we will employ the lemma with F = Fq and
A1 = · · · = An = F
∗
q).
Lemma 8 Given a field F let A1, . . . , An ⊆ F be finite sets. Consider proper
subsets B1 ( A1, . . . , Bn ( An and write
P ( ~X) =
n∏
i=1
∏
x∈Bi
(Xi − x).
Assume that G( ~X) ∈ F[ ~X] is a polynomial with degXi G < |Ai|, i = 1, . . . , n
such that
{~x | ~x ∈ A1 × · · · ×An, F (~x) = 0} ⊆ {~x | ~x ∈ A1 × · · · ×An, G(~x) = 0}.
Then F ( ~X) divides G( ~X).
Proof: It is enough to prove that (Xs − x) divides G( ~X) for arbitrary
s ∈ {1, . . . , n} and x ∈ Bs. We can write G( ~X) = Q( ~X)(Xs − x) +
R( ~X) where R( ~X) is a polynomial in F[X1, . . . ,Xs−1,Xs+1, . . . ,Xn] and
where degXi R < |Ai| for i ∈ {1, . . . , s − 1, s + 1, . . . , n}. We observe that
(α1, . . . , αs−1, x, αs+1, . . . , αn) is a root of P and thereby also of G, for all
(α1, . . . , αs−1, αs+1, . . . , αn) in A1× · · · ×As−1×As+1× · · · ×An. But then
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(α1, . . . , αs−1, αs+1, . . . , αn) is a root of R and from the Chinese remainder
theorem it follows that R( ~X) = 0.
We are now ready to prove Theorem 7.
Proof: Assume that there exists an Xk11 · · ·X
kn
n with 0 < k1, . . . , kn < q−1
such that (4) holds true. Write
G( ~X) = Xk11 · · ·X
kn
n P ( ~X) mod {X
q−1
1 − 1, . . . ,X
q−1
n − 1}.
Clearly the roots of P ( ~X) in (F∗q)
n are also roots of G( ~X). Hence, by
Lemma 8, G( ~X) = Q( ~X)P ( ~X) for some Q( ~X) ∈ Fq[ ~X]. Recall that
Xs11 · · ·X
sn
n is the leading monomial of P ( ~X). If we consider a monomial
N such that NXs11 · · ·X
sn
n ∈ M(q, n) then either N = 1 or NX
s1
1 · · ·X
sn
n ∈
U(q,m−1, n). From assumption (4) it therefore follows that G( ~X) = αP ( ~X)
for some α ∈ F∗q. This implies that
P ( ~X)(Xk11 · · ·X
kn
n − α) = 0 mod {X
q−1
1 − 1, . . . ,X
q−1
n − 1}.
However, then all non-roots of P ( ~X) in (F∗q)
n – that is the elements of
T1 × · · · × Tn – must be roots of X
k1
1 · · ·X
kn
n − α. In other words, for
~x ∈ T1×· · ·×Tn we have x
ki
i = αi, i = 1, . . . , n where
∏n
i=1 αi = α. Consider
an i such that ti > 1. Let y and z be two different elements in Ti. For fixed
xj ∈ Tj , j ∈ {1, . . . , i − 1, i + 1, . . . , n} both (x1, . . . , xi−1, y, xi+1, . . . , xn)
and (x1, . . . , xi−1, z, xi+1, . . . , xn) satisfy that they produce the value α when
plugged into Xk11 · · ·X
kn
n . Hence, α1, . . . , αn are unique. Let Hi = {β ∈ F
∗
q |
βki = 1} (which is a proper subgroup of F∗q as 0 < ki < q − 1), and γi ∈ Ti.
Then Ti ⊆ γiHi.
We next prove the “if” part of the theorem. Assume that Ti ⊆ γiHi, i =
1, . . . , n and write di = |Hi|. Define
Wi =
{
Xvi | v ∈ {jdi, . . . , jdi + (di − ti) | j = 0, . . . ,
q − 1
di
− 1}
}
and
W = {Xv11 · · ·X
vn
n | X
vi
i ∈Wi, i = 1, . . . , n}.
Proposition 3 tells us that SuppP ⊆ W and by inspection we find that
U(q − 1,m− 1, n) is contained in M(q, n)\W . By symmetry we have
Xk11 · · ·X
kn
n W mod {X
q−1
1 − 1, . . . ,X
q−1
n − 1} =W
for all (k1, . . . , kn) where for i = 1, . . . , n, ki = ℓidi for some ℓi. The theorem
follows.
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