We give a number of equivalent definitions of hypercomplex varieties and construct a twistor space for a hypercomplex variety. We prove that our definition of a hypercomplex variety (used, e. g., in alg-geom 9612013) is equivalent to a definition proposed by Deligne and Simpson, who used twistor spaces. This gives a way to define hypercomplex spaces (to allow nilpotents in the structure sheaf). We give a self-contained proof of desingularization theorem for hypercomplex varieties: a normalization of a hypercomplex variety is smooth and hypercomplex.
Introduction.
Hypercomplex varieties are a very natural class of objects. This notion allows one to speak uniformly of a number of disparate examples coming from hyperkahler geometry and the theory of moduli spaces (Remark 4.4, Subsection 10.2).
A crucial property of hypercomplex varieties is that they can be desingularized in a functorial way, and this desingularization is a hypercomplex manifold. Moreover, this desingularization is achieved by taking normalization. This is a very useful result -see [A] , [V4] for some of its uses. This is why it is important to dwell on the definition of hypercomplex varieties. We give a number of equivalent definitions, in order to produce conditions which are easy to check in every context.
It is now possible to prove that something is not hypercomplex. In Proposition 10.3, we show that for a hypercomplex variety M, and a finite group G acting on M by automorphisms, the quotient M/G is not hypercomplex, unless G acts on M freely. More precisely, we show that, for MQ C M being the part of M where G acts freely, the natural hypercomplex structure on MQ/G cannot be extended to M/G.
An overview.
The two definitions of a hypercomplex variety, proposed in [V-d] and [V-d2] , on one hand, and in [V3] , [VI] on the other hand, are not identical. We show that these two definitions are in fact equivalent.
We give the weakest form of the definition of hypercomplex varieties (one used in [V3] , [VI] ), and give the proof of the desingularization theorem under these assumptions. This proof is essentially identical to the proof used in [V-d] and [V-d2] , though our assumptions are weaker, and the arguments are more rigorous. Then we obtain the stronger version of the definition (used in [V-d] and [V-d2] ) from the desingularization and a recent result of Kaledin [K] .
An almost hypercomplex variety (Definition 4.1) is a real analytic variety M with a quaternionic action on its sheaf of real analytic differentials. For each L G H, L 2 = -1, L gives an almost complex structure on M. This almost complex structure is called induced by the quaternionic action. We say that M is hypercomplex (Definition 4.2) if there are induced almost complex structures I, J G H, such that I ^ ± J, and /, J are integrable (Definition 2.11). We show then that all induced complex structures are integrable. This was a definition of the hypercomplex variety which we used in [V-d] and [V-d2] .
For almost hypercomplex manifolds (i. e., smooth almost hypercomplex varieties), D. Kaledin [K] proved that integrability of two /, J € H, / ^ ± J implies integrability of all induced complex structures. We prove the desingularization theorem (Theorem 6.2) for hypercomplex varieties, and then apply Kaledin's result to obtain integrability of all induced complex structures (Theorem 6.3).
The last part of this paper deals with several other versions of the definition of hypercomplex variety, which are, as we show, equivalent.
We define the twistor space of a hypercomplex variety (Definition 7.2), constructed as an almost complex variety. Using Kaledin's theorem and desingularization, we prove that the almost complex structure on the twistors is integrable, i. e., the twistor space is a complex variety. We give a description of the hypercomplex structure in terms of the twistor space, following [HKLR] , [S] and [De] .
The twistor space Tw is a complex variety equipped with a holomorphic map TT : Tw -> CP 1 and an antilinear involution L : Tw -> Tw. The original hypercomplex variety is identified with a fiber 7r~1(/), / e CP 1 , and the data (Tw, TT, L) are essentially sufficient to recover the hypercomplex structure on M = / 7r~1(/) (see (7.1) for details and a precise statement).
It is possible to define a hypercomplex variety in terms of (Tw, TT, L) . This definition was proposed by Deligne and Simpson ([De] , [S] ). We show that their definition is equivalent to ours. Their definition has the significant advantage that it does not assume that M is reduced, and indeed might be used to define hypercomplex spaces, i. e., to allow nilpotents in the structure sheaf.
Twistor spaces: an introduction.
The twistor space of a hypercomplex variety is the following object. Let M be a hypercomplex variety. Then the quaternion algebra H acts in ri 1 M in such a way that for all L G H, L 2 = -1, the corresponding operator is an almost complex structure. Identifying the set {L 6 H | L 2 = -1} with CP 1 , we obtain an almost complex structure 1 on
where L € CP 1 acts on T m M as the corresponding quaternion, and I^pi is the complex structure operator on CP 1 . This almost complex structure is integrable (Claim 7.1; essentially, this is proven by D. Kaledin [K] According to Deligne and Simpson ([De] , [S] ), singular hyperkahler varieties should be defined in terms of the following data (see (7.1) for details). satisfying the following conditions (see (7.2) for details).
(a) Through every point x € Tw passes a unique line s G Hor (b) Let 5 e Hor. Consider the points x, y situated in a small neighbourhood U of im s C Tw, 7r(x) ^ ^(y). Assume that x and y belong to the same irreducible component of U. Then there exist a unique twistor line s X y G Sec passing through rr, y.
The advantage of the definition of Deligne-Simpson (see Definition 7.7) is that it is easy to adopt for the scheme situation: one may allow nilpotents in structure sheaf. For the definition of a hypercomplex space, see Definition 10.1. We show that Deligne-Simpson's definition of a hypercomplex variety is equivalent to ours (Theorem 9.1). The condition (b) in the above listing is very difficult to check. We replace it by an equivalent condition, which should be thought of as its linearization (see Definition 7.6 for details).
(V) For each s G Hor, the conormal sheaf ker m^Tw) ims -^(ims) J is isomorphic to ®(0(-1)).
Theorem 8.1 shows that the above conditions (b) and (b 7 ) are equivalent.
The condition (b') is very easy to check, and hence is extremely useful. In Subsection 10.2, we use the condition (b) to give a new proof that a deformation space of a stable holomorphic bundle B over a hyperkahler manifold is a hyperkahler variety, provided that the Chern classes of B are 5 , [/(2)-invariant.
Desingularization of hypercomplex varieties.
Let M be a hypercomplex variety (4.2), / an integrable induced complex structure. Consider the complex variety (M,/) , which is M with the complex structure defined by I. The Desingularization Theorem (Theorem 6.2) says that the normalization (M, I) of (M, I) is smooth and hypercomplex. This desingularization is canonical and functorial: the hypercomplex manifold (Af, /) is independent from the choice of induced complex structure
The proof of the Desingularization Theorem goes along the following lines. We define spaces with locally homogeneous singularities (5.2). A space with locally homogeneous singularities (SLHS) is an analytic space X such that for all x G X, the x-completion of a local ring O x X is isomorphic to an x-completion of the associated graded ring {O x X)g r . We show that hypercomplex varieties are always SLHS (Theorem 5.14). This is proven using an elementary argument from commutative algebra.
We work with a complete local Noetherian ring A over C, with a residual field C. By definition, an automorphism e : A -► A is called homogenizing (5.5) if its differential acts as a dilatation on the Zariski tangent space of A^ with dilatation coefficient |A| < 1. As usual, by the Zariski tangent space we understand the space (tru/m^)*, where tru is a maximal ideal of A. For a ring A equipped with a homogenizing automorphism e : A -> A, we show that A has locally homogeneous singularities.
We complete the proof that all hypercomplex varieties are SLHS by constructing an explicit homogenizing automorphism in a local ring of germs of holomorphic functions on a complex variety underlying a given hypercomplex variety (Proposition 5.10).
The proof of Desingularization Theorem proceeds then with a study of a tangent cone of a hypercomplex variety. For every point of a hypercomplex variety, the corresponding Zariski tangent space T X M is equipped with a quaternionic action. This makes T X M into a hyperkahler manifold, with appropriately chosen metric. We show that the tangent cone Z X M of M, considered as a subvariety of T^M, is trianalytic, i. e. analytic with respect to all induced complex structures (Proposition 4.6). It was proven in [V3] (see also Proposition 3.10), that trianalytic subvarieties are totally geodesic, i. e. all geodesies in such a subvariety remain geodesies in the ambient manifold. Since T X M is flat, its totally geodesic subvariety Z X M is a union of planes. Now from the local homogeneity of singularities of M it follows that M looks locally as its tangent cone, i. e. as a union of nonsingular hypercomplex varieties. This finishes the proof of Desingularization Theorem.
Contents.
The paper is organized as follows.
The Introduction is independent from the rest of this paper.
In Section 2, we recall some standard definitions and results from the theory of real analytic spaces. We define an almost complex real analytic space and show that the complex structure on a complex variety can be recovered from the corresponding almost complex structure on the underlying real analytic variety.
Section 3 contains some well-known results and definitions from the hyperkahler geometry. We define trianalytic subvarieties of hyperkahler manifolds and show that trianalytic subvarieties naturally apppear in the complex geometry of hyperkahler manifolds.
In Section 4, we define a hypercomplex variety. Examples of hypercomplex varieties include trianalytic subvarieties of hyperkahler manifolds (3.4) and moduli spaces of certain kinds of stable bundles over hyperkahler manifolds (Subsection 10.2). We study the tangent cone ZxM C T X M of a hypercomplex variety, and show that it is a union of linear subspaces of the Zariski tanhgent space T X M.
• Section 5 deals with spaces having locally homogeneous singularities (SLHS). Roughly speaking, these are analytic spaces M for which every point x e M has a system of coordinates zi,..., z n such that the corresponding epimorphism of formal completions has a homogeneous kernel (5.2, Claim 5.3).
We show that a space has LHS if it is endowed with a system of infinitesimal automorphisms acting as dilatation on the tangent spaces (Proposition 5.6). We show that every hypercomplex variety is naturally equipped with such a system of automorphisms, thus proving that it is SLHS (Theorem 5.14).
• In Section 6, we prove the desingularization theorem for hypercomplex varieties: a normalization of a hypercomplex variety is smooth and hypercomplex (Theorem 6.2). This result is used to show that all induced complex structures on a hypercomplex variety are integrable (Theorem 6.3).
• In Section 7, we define a twistor space of a hypercomplex variety. We show how to reconstruct a hypercomplex variety from its twistor space. We axiomatize this situation, giving two sets of conditions which are satisfied for twistor spaces of hypercomplex varieties: we define twistor spaces of hypercomplex type (7.6) and twistor spaces of Deligne-Simpson type (7.7).
•
•
In Section 8, we prove that these sets of conditions are equivalent: a variety is a twistor space of hypercomplex type if and only if it is a twistor space of Deligne-Simpson type.
In Section 9, we show how to construct a hypercomplex variety starting from an arbitrary twistor space of hypercomplex (or, equivalently, Deligne-Simpson) type. This proves that a functor associating to each hypercomplex variety a twistor space of hypercomplex type is an equivalence of categories.
• In Section 10, we give some applications of the equivalence of categories constructed in Section 9. We define hypercomplex spaces (10.1), thus generalizing the definition of hypercomplex varieties to spaces with nilpotents. We show that a quotient of a hypercomplex variety by an action of a finite group G cannot be hypercomplex, unless G acts freely. Finally, we give another proof that the space of stable bundles over a compact hyperkahler manifold is hypercomplex, assuming its Chern classes are "suitable" (for the precise definition of suitability and the full statement, see Subsection 10.2; see also [VI] ).
Real analytic varieties and spaces.
In this section, we follow [GMT] .
Real analytic varieties and spaces: reduction, differentials.
Let / be an ideal sheaf in the ring of real analytic functions in an open ball B in M n . The set of common zeroes of / is equipped with a structure of ringed space, with 0(B)/I as the structure sheaf. We denote this ringed space by Spec(0(B)/I). Definition 2.1. By a weak real analytic space we understand a ringed space which is locally isomorphic to Spec(0(B)/I), for some ideal / C O(B) . A real analytic space is a weak real analytic space for which the structure sheaf is coherent (i. e., locally of finite presentation). Let (X, O(X)) be a real analytic space and N(X) C O^X) be the kernel of the natural sheaf morphism O(X) -► C(X). Clearly, the ringed space (X, 0(X)/N(X)) is a real analytic variety. This variety is called a reduction of X, denoted X r . The structure sheaf of X r is not necessarily coherent, for examples see [GMT] , IIL2.15.
For an ideal I C 0(B) we define the module of real analytic differentials on 0(B)/I by
where B is an open ball in R n , and ^^{B)) ^ R n ® 0{B) is the module of real analytic differentials on B. Patching this construction, we define the sheaf of real analytic differentials on any real analytic space. Likewise, one defines sheaves of analytic differentials for complex varieties and in other similar situations.
Real analytic spaces underlying complex analytic varieties.
Let X be a complex analytic variety. The real analytic space underlying X (denoted by X^) is the following object. By definition, X^ is a ringed space with the same topology as X, but with a different structure sheaf, denoted by Ox^-Let i : U ^-> B n be a closed complex analytic embedding of an open subset U C X to an open ball B n C C n , and I be an ideal defining i(U). Then
is a quotient sheaf of the sheaf of real analytic functions on B n by the ideal Re(I) generated by the real parts of the functions / G I.
Note that, according to our definition of reduction, the real analytic space underlying X needs not be reduced, though it has no nilpotents in the structure sheaf.
Consider the sheaf Ox of holomorphic functions on X as a subsheaf of the sheaf C(X, C) of continuous C-valued functions on X. The sheaf C(X, C) has a natural automorphism / -■ * /., where / is complex conjugation. By definition, the section / of C(X, C) is called antiholomorphic if / is holomorphic. Let Ox be the sheaf of holomorphic functions, and Ox be the sheaf of antiholomorphic functions on X. Let Ox <S>c Ox -^ Ox® ® C be the natural multiplication map. 
Claim 2.4. Tensoring both sides of (2.1) by Ox w ® C produces an isomorphism
According to the general results about differentials (see, for example, [H] , Chapter II, Ex, 8.3), the sheaf ^{Ox ®c Ox) admits a canonical decomposition: 
The endomorphism / is called the complex structure operator on the underlying real analytic space. In the case when X is smooth, / coincides with the usual complex structure operator on the cotangent bundle.
Definition 2.5. Let M be a weak real analytic space, and
I: fii(0 M )-^(OM)
be an endomorphism satisfying J 2 = -1. Then / is called an almost complex structure on M.
Real analytic varieties and almost complex structures.
Let B be an open ball in C n , and X C B a closed complex subvariety defined by an ideal / c OB-Let X^ C BR be the underlying real analytic space, and X^ C B^ the underlying real analytic variety, with the respective ideal sheaves denoted by JR, ij. Consider the ideal /J ® C C (9^ ® C Lemma 2.6. In the above assumptions, the ideal JJ ® C zs generated by elements f • <7 ; where f^gE OB 
Then ip r is an isomorphism.
Proof We work in notation introduced earlier in this section. Consider the closed embedding X^ c -> XR. Let N c Ox^ be the ideal defining X£,
Clearly from the definitions,
To show that (2.2) is an isomorphism, it suffices to prove that the subsheaf dN C 0 1 (X]^), tensored by Ox r , gives zero. By Lemma 2.7, it suffices to show that every section of
has value zero in x, for all points x E X. The fiber of £l l X^ in x G X is m x /m^ where m x C Ox m is the ideal generated by all functions vanishing in x. For all / 6 Ox R such that f(x) = 0, the value df of df 6 f} 1^ in x coincides with the class of / in m x /xn^.
By Lemma 2.6, N (8) C is generated by fg, f,g G O^, /g € /. Therefore, N C tn^ (g) C and by the above, the value diV iz zero. This proves Proposition 2.8. □
From Proposition 2.8, it follows that a a real analytic variety underlying a given complex variety is equipped with a natural almost complex structure. The corresponding operator is called the complex structure operator in the underlying real analytic variety.
Integrability of almost complex structures.
Definition 2.9. Let X, Y be complex analytic varieties, and
be a morphism of underlying real analytic varieties. Let /*Oy -> fi^ be the natural map of sheaves of differentials associated with /. Let be the complex structure operators, and riy: /*$%-►rn^ be (9x M -linear automorphism of /*fiy K defined as a pullback of /y. We say that / commutes with the complex structure if be an endomorphism satisfying I 2 = -1. Then / is called an almost complex structure on M. If there exist a structure £ of complex variety on M such that / appears as the complex structure operator associated with £, we sa}^ that / is integrable. Theorem 2.10 implies that this complex structure is unique if it exists.
3. Hyperkahler manifolds.
Definitions.
This subsection contains a compression of the basic definitions from hyperkahler geometry, found, for instance, in [Bes] or in [Bea] . The notion of a hyperkahler manifold was introduced by E. Calabi ([C] ).
Clearly, a hyperkahler manifold has the natural action of the quaternion algebra H on its real tangent bundle TM. Therefore its complex dimension is even. For each quaternion L G H, L 2 = -1, the corresponding automorphism of TM is an almost complex structure. It is easy to check that this almost complex structure is integrable ( [Bes] ).
The corresponding complex structure on M is called an induced complex structure. The M considered as a complex manifold is denoted by (M,L) .
Let M be a hyperkahler manifold. We identify the group SU(2) with the group of unitary quaternions. This gives a canonical action of SU{2) on the tangent bundle, and all its tensor powers. In particular, we obtain a natural action of 577(2) on the bundle of differential forms.
Lemma 3.3. The action of SU(2) on differential forms commutes with the Laplacian.
Proof This is Proposition 1.1 of [VI] . □ Thus, for a compact M, we may speak of the natural action of SU{2) in cohomology.
Trianalytic subvarieties in compact hyperkahler manifolds.
In this subsection, we give a definition and a few basic properties of trianalytic subvarieties of hyperkahler manifolds. We follow [V2] .
Let M be a compact hyperkahler manifold, dim^ M = 2m.
Let / be an induced complex structure on M, and N C (M, J) be a closed analytic subvariety of (M, /) , dimcN = n. Denote by [N] G i?2n (M) the homology class represented by N. Let (iV) € H 2rn~2n (M) denote the Poincare dual cohomology class. Recall that the hyperkahler structure induces the action of the group SU(2) on the space H 2rn~2n (M) .
Theorem 3.5. Assume that (N) e H 2rn~2n (M) is invariant with respect to the action of SU{2) on H
2m -2n (M) . Then N is trianalytic.
Proof. This is Theorem 4.1 of [V2] . □ Remark 3.6. Trianalytic subvarieties have an action of quaternion algebra in the tangent bundle. In particular, the real dimension of such subvarieties is divisible by 4.
Let M be a hyperkahler manifold, TZ the set of induced complex structures. The following result implies that for generic I e IZ, all complex subvarieties of (M, /) are trianalytic in M.
Definition 3.7. Let M be a compact hyperkahler manifold, TZ the set of induced complex structures. The complex structure / C TZ is called generic with respect to the hyperkahler structure if all rational (p, p)-classes 
(i) Every geodesic line in X is geodesic in M.
(ii) Consider the Levi-Civita connection V on TM, and restriction ofV toTM Consider the orthogonal decomposition
Then, this decomposition is preserved by the connection V.
Proof. Well known; see, for instance, [Bes] . □ An almost hypercomplex variety is equipped with an action of quaternion algebra on its sheaf of differentials. Each quaternion L € H, L 2 = -1 defines an almost complex structure on M. Such an almost complex structure is called induced by the hypercomplex structure. 
Tangent cone of a hypercomplex variety.
Let M be a hypercomplex variety, / an integrable induced complex structure, Z X (M, I) be the Zariski tangent cone to (M, /) in x 6 M and Z X (M, I) its reduction. Consider Z X {M,I) as a closed subvariety in the Zariski tangent space T X M. The space T X M has a natural quaternionic structure and admits a compatible metric. This makes T X M into a hyperkahler manifold, isomorphic to H n .
Theorem 4.5. Under these assumptions, the following assertions hold: The aim of the present subsection is to prove the following statement. Proof. Let a 6 m/m 2 . Let a G m be a representative of a in m. To prove Proposition 5.7 it suffices to find c G m 2 , such that e(a -c) = Aa -Ac. Thus, we need to solve an equation Proof. We need to show that the operator P := (e -A) 2 is invertible. (M,I) be the adic completion of the local ring O x (M,I ) of x-germs of holomorphic functions on the complex variety (M,/) . Clearly, the sheaf ring of the antiholomorphic functions on (M,/) coincides with O x (M y -I) . Thus, the corresponding completion ring is A-j. The isomorphism of Claim 2.3 produces a natural epimorphism
where is the x-completion of the ring of germs of real analytic complex-valued functions on M. Consider the natural quotient map
Consider the natural epimorphism of complete rings
where a e A/, & G A_j, and a® be' A/^cA-j.
Lemma 5.9. T/ie kernel of (5-A) contains the kernel of (5.Z).
Proof. Consider an epimorphism ip : B x -> Aj where
Let 3 C B x be the kernel of (p. By Lemma 2.6, the ring A^ is naturally isomorphic to Let a E Aj ®c A_/ be an element which is mapped to zero by the map (5.3). Then a is a linear combination of ^(/igj, for fi^gi E C[[^i, ...,^n]], fg E 3. Therefore, it suffices to show that a lies in the kernel of (5.4) for For an integrable induced complex structure J, we define Aj, A-j, ij, ej likewise. Let ^r/ j j : Aj -> Aj be the composition
Clearly, for / = J, the ring morphism \I/J } J is identity, and for 7 = -J, ^/ ? j is an augmentation map.
Proposition 5.10. Let M be a hypercomplex variety, x G M a point, and I, J induced complex structures, such that I ^ J and I ^ -J. Consider the map ^J^J : Aj -> Aj defined as above. Then ^r/ j j is a homogenizing automorphism of Aj?
Proof. Let d^ be the differential of ^j, that is, the restriction of ^j to (m/m 2 )*, where m is the maximal ideal of Aj. By Nakayama's lemma, to prove that ^ j is an automorphism it suffices to show that d 1 ® is invertible. To prove that ^j is homogenizing, we have to show that dfy is a multiplication by a complex number A, |A| < 1. As usually, we denote the real analytic variety underlying M by MR. Let T/, Tj, TR be the Zariski tangent spaces to (M,7) , (M, J) and MR, respectively, in x G M. Consider the complexification Tfe := TR ® C, which is a Zariski tangent space to the local ring AR. TO compute of^ : Tj -> T/, we need to compute the differentials of e/, ej, i/, ij, i. e., the restrictions of the homomorphisms ej, ej, z/, ij to the Zariski tangent spaces Tj, Tj, TR. Denote these differentials by de/, dej, di/, dij. 
Proof. Clear. Proof. Follows from Lemma 5.11 □
As we have seen, to prove Proposition 5.10 it suffices to show that d\I> is a multiplication by a non-zero complex number A, |A| < 1. Thus, the proof of Proposition 5.10 is finished with the following lemma. Consider the 2-dimensional C-vector space V}' as a representation of SU(2). Clearly, V}' is an irreducible representation. Thus, by Schur's lemma, the automorphism $/,j(V) G End(Vj' )) is a multiplication by a complex constant A. The bounds 0 < |A| < 1 are implied by the following elementary argument. The composition ijoej applied to a vector v G Vj' is a projection of v to V}' along Vj' . Consider the natural Euclidean metric on V = EL Clearly, the decomposition V = Vy © V}' is orthogonal. Thus, the composition i/ o ej is an orthogonal projection of v G Vj-' to V}' . Similarly, the composition zj o ej is an orthogonal projection of v G V}' to Vj-' . Thus, the map $7,7(V) is an orthogonal projection from Vj' to Vj' and back to Vj' . Such a composition always decreases a length of vectors, unless Vj 1 coincides with Vy , in which case I = J. Also, unless
Vj ' = Vy , $7 j j(V r ) is non-zero; in the later case, / == -J. Proposition 5.10 is proven. □ From Proposition 5.10 and Proposition 5.6, we obtain the following theorem. Let ]J Ui -^ U be the morphism mapping a disjoint union of irreducible components of U to U. By Theorem 4.7, the x-completion of C?^ is regular. Shrinking Ui if necessary, we may assume that Ui is smooth. Then, the morphism u coincides with the normalization of U.
Theorem 5.14. (the main result of this section) Let M be a hypercomplex variety. Then M is a space with locally homogeneous singularities (SLHS).
For each variety X, we denote by X ns C X the set of non-singular points ofX. Clearly, u(Ui)nU ns is a connected component of U ns . Therefore, u(Ui) is trianalytic in U. By Remark 4.4, Ui has a natural hypercomplex structure, which agrees with the map u. This gives a hypercomplex structure on the normalization U := ]J U^ Gluing these hypercomplex structures, we obtain a hypercomplex structure H on the smooth manifold (M,/) . Consider the normalization map n : (M, J) -► M, and let M n := n-^M 715 ). Then,
ns is an etale finite covering which is compatible with the hypercomplex structure. Thus, H n can be obtained as a pullback from M. Clearly, a hypercomplex structure on a manifold is uniquely defined by its restriction to an open dense subset. We obtain that H is independent from the choice of /. □
Integrability of induced complex structures.
Theorem 6.3. Let M be a hypercomplex variety, I an induced complex structure. Then I is integrable.
Proof. Kaledin has proven Theorem 6.3 for smooth M ( [K] ). Let M be a desingularization of M, which is hypercomplex. Then / induces an integrable almost complex structure on M. From the local structure of the singularities of M, it is clear that M js obtained from M by gluing in pairs certain trianalytic subvarieties Xi C M. Since / induces an integrable complex structure on M, the Xi are complex subvarieties of (M,/) , and the identification procedures are complex analytic with respect to /. Performing these identification morphisms on (M,/), we obtain a complex variety M' such that (M, /) is the underlying almost complex variety. This proves Theorem 6.3. □
Twistor spaces of hypercomplex varieties.
Let M be a hypercomplex variety, M^ the underlying real analytic variety. Consider the variety Tw^ := M^ x S 2 , where S 2 is the 2-dimensional sphere identified with the real variety underlying CP 1 . We endow Tw^ with an almost complex structure as follows. We have a decomposition
where TT : Tw^ -> S 2 , a : TWR -> M are the natural projection maps.
Let C be the natural map fi 1 MR ® H -> ^M^ arising from the quaternionic structure. As usual we identify the points of S 2 with induced complex structures on M, which are quaternions L G H, L 2 = -1. This gives a natural real analytic map i : S 2 -> EL A composition of C and i gives an endomorphism 1Q : o^f^M^ -> cr*^1^^. In terms of the fibers, the endomorphism ZQ can be described as follows. For (s, m) Proof. For M non-singular, this is proven by D. Kaledin [K] . For M singular, the proof essentially repeats the proof of Theorem 6.3: we apply the desingularization theorem (Theorem 6.2), and then Kaledin's result. □ Definition 7.2. Let M be a hypercomplex variety. Consider the complex variety (Tw,X) obtained in Claim 7.1. Then Tw is called a twistor space of M.
It is possible to characterize the hypercomplex varieties in terms of the twistor spaces. This characterization is the main purpose of the present paper.
Consider Remark 7.4. Sometimes in this paper it is assumed implicitly that Sec is a reduced complex analytic space. Since Sec is defined as the Douady space of certain curves of the twistor family this is not immediately obvious. There are two ways around that -one can define Sec as the Barlett space (so it is automatically reduced) or just show directly by deformation theory that the Douady space of sections of a twistor family is always reduced and is in fact isomorphic to the Barlett space.
Let Sec* be the space of all lines s 6 Sec which are fixed by t. The space Sec* is equipped with a structure of a real analytic space. We have a natural Proof. By the Desingularization Theorem (Theorem 6.2), we may assume that M is smooth. For smooth M, Lemma 7.5 is a well-known statement which can be easily deduced from the deformation theory. For details, the reader is referred to [HKLR] . □
The following data suffice to recover the hypercomplex variety M:
• A complex analytic variety Tw, equipped with a morphismTr: Tw -►CP 1 .
• An antilinear involution L : Tw -> Tw such that t o
TT = TT O LQ
• A choice of connected component Hor of Sec* C Sec.
The hypercomplex variety M is reconstructed as follows. The real analytic structure on M = Hor comes from Sec''. For / G CP 1 , consider the map pi : Hor -> TT-^J) C Tw, s e Hor -> s(I) E Tw. This identifies Hor with 7r _1 (/) C Tw. We obtained a complex structure I on M, for each / E CP 1 . Identifying CP 1 with a subset of quaternions, we recover the original quaternion action on JVM. The data (7.1) satisfies the following properties (condition (ii) is implicit in the quaternionic action). (ii) For every line s E Hor C Sec'', the conormal sheaf
Definition 7.6. The data (7.1) satisfying the conditions (i), (ii) of (7.2) are called a twistor space of hypercomplex type. We have shown how to associate a twistor space of hypercomplex type to every hypercomplex variety. Denote the corresponding functor by F.
Condition (ii) of (7.2) can be replaced by the following condition.
(7.2) (ii 7 ) For every line s E Hor c Sec 6 , there exists an open neighbourhood U C Tw of ims, such that for every x,y E ?7, 7r(x) ^ 7r(y), there exists a unique twistor line s Xj y passing through x and y, provided that x and y belong to the same irreducible component of U.
Condition (ii) of (7.2) should be thought of as a linearization of (7.2) (ii 7 ). In the subsequent section, we shall see that these conditions are equivalent.
Definition 7.7. The data (7.1) satisfying the conditions (i), (ii 7 ) of (7.2) are called a twistor space of Deligne-Simpson type. These conditions were proposed by Deligne and Simpson ([S] , [De] ) in order to define singular hyperkahler manifolds.
Twistor spaces of Deligne-Simpson type.
The main result of this section is the following theorem. The proof of Theorem 8.1 takes the rest of this section.
Under assumptions of (7.1), (7.2) (i) consider the map a : Tw -► HOT associating to a point x G Tw the unique horizontal line passing through this point. This map is continuous, and induces a homeomorphism a x TT : Tw -► HorxCP 1 .
Lemma 8.2. Let (Tw, TT, £,Hor) be the data of (7.1) satisfying condition (i) of ( (7), and the dimensions of the corresponding tangent spaces are equal. Thus, for a smooth point m G TT" 1^) , and every J G CP 1 , the points pj(cr(m)) G 7r~1(J) are smooth in 7r" 1 (J). We obtained the following result. Proof. Let 5 = imra C Tw be the horisontal twistor line corresponding to m. From the deformation theory we know that the deformations of a smooth curve s are classified by the sections of the normal bundle r(iV"s), with obstructions corresponding to ^(Ns). The cohomology space ^(Ns) vanishes, because Ns = 00 (1) is ample. Thus, r(Ns) has a dimension 2(dimTw-1). For a small deformations s f of 5, Ns' = 00(1), since 00(1) is semistable. Thus, T s / Sec is constant in a neighborhood of 5, where Sec is the space of sections of TT : Tw -► CP 1 . This implies that s is a smooth point of Sec, and hence, s is a smooth point of Hor. Lemma 8.4 (i) is proven.
To prove (ii), let /, J be distinct points in CP 1 and consider the map pjj :
Sec -> 7r~1 (-f) x 7T~1 (J)') 7 -> (TW? 7(^))-We have to prove that pu has invertible differential in s. The tangent space T s Sec is, as we have seen, T(Ns). The differential of the map pj : Sec -► 7r _1 (/), 7 -> j(I) coincides with the restriction map 77 : r(Ns) -> Ns . Since Ns is 0(9(1), the differential dpjj = rjxrj is an isomorphism (a section of 0 0(1) is uniquely determined by its value in two distinct points). This proves Lemma 8.4 (ii).
□
We return to the proof of an implication "(Tw, TT, £, Hor) of hypercomplex type" => "(Tw,7r,*,Hor) of Deligne-Simpson type". Let Tw ns be the set of non-singular points of Tw, /, J be two distinct points of CP 1 . Let W C Sec be an open neighbourhood of a horisontal line s € Sec, such that its closure W is compact and VJJ the set of all triples (rr, y, s X y) G TT -1 (/) x TT -1 (J) X Sec such that s X y G W, and s X y is a twistor line passing through x and y. Let VJJ C VJJ be the set of the triples (x, y, 5^^) G VJJ, for which the corresponding twistor line s X y belongs to the non-singular part of Tw. _1 (J) belonging to the same irreducible component of U C Tw. Consider the forgetful map p : VJJ->7r _1 (7) x 7r~1(J). Clearly, the image of p intersected with U x U lies in Xu, so we may assume that p maps VJJ to Xu-Computing the differential of p as in the proof of Lemma 8.4, we find that dp is locally injective for s X y in a neighbourhood of Hor. To prove the condition of Deligne and Simpson, it of the tangent spaces. Thus, dimension of T s (j)7r -1 (I) is independent from the choice of I. We obtain that the conormal sheaf N*s is a bundle, and it makes sense to speak of the normal bundle Ns.
Through each point in a neighbourhood of s passes a deformation of s. Thus, T s Sec = r(iVs); there is no first order obstructions to the deformation. Since T s Sec = iVs, the map (8.1) can be interpreted as
Since (8.1) is an isomorphism, Ns is a bundle which is isomorphic to 0 0(1). Theorem 8.1 is proven. □
Hypercomplex varieties and twist or spaces of hypercomplex type.
The main result of this paper is the following theorem. Proof. Using Claim 9.3, Lemma 9.2 and Lemma 8.2, we may assume that the fiber '7r~1(/) is locally irreducible and thus, equidimensional. The real dimensions of the varieties Hor, 7r _1 (/) are clearly equal. Thus, to show that p, pj induce isomorphisms, it suffices to show that corresponging maps of local rings are surjective. By Nakayama, for this we need to show that p, pj induce surjection on the Zariski tangent spaces. The differential of the evaluation map evj : Sec -> '7r~1(/), s -> s(I) is the standard restriction map 77 : 7 -► 7 i , where 7 G T s Sec = r(iVs), and 7 / G Ns j = 
(I).
Thus, dpi is a composition of 77 and the embedding T s Hor ^ T s Sec. A similar argument proves that p is also an isomorphism. Lemma 9.4 is proven. □
We obtained that the real analytic variety Hor is isomorphic to one underlying 7r~1(I), for all I E CP 1 . This gives a set of integrable almost complex structures on Hor, parametrized by CP 1 .
The following linear algebraic argument shows that these complex structures satisfy quaternionic relations. This finishes the proof of Theorem 9.1. 
Stable bundles over hyperkahler manifolds.
Let M be a compact hyperkahler manifold, / an induced complex structure and B a stable holomorphic bundle over (M, /) , such that the first two Chern classes ci(5), C2(B) are S'C/(2)-invariant, with respect to the natural action of the group SU{2) on the cohomology of M (Lemma 3.3).
Recall that SU{2) acts on the space of differential forms on M. This allows us to speak of 5C/(2)-invariant differential forms, for instance of connections with S'[/(2)-invariant curvature. In [VI] , the following theorem was proven.
Theorem 10.2. There exist a unique Hermitian connection V on B such that its curvature © is SU'(2) -invariant. Conversely, if such a connection exists on a holomorphic bundle B over (M,/) ; then B is a direct sum of stable bundles with SU(2)-invariant Chern classes. D
We show that the moduli space Def (B) of deformations of B is hypercomplex. Consider the twistor space Tw of M, and a standard real analytic map a : Tw -► M. Let cr*B be the pullback of B equipped with the connection which is trivial along the fibers of a. Due to the standard properties of the twistor transform ( [KV] , Section 5) it is clear that cr*B is holomorphic.
Restricting a*B to the fibers of TT : Tw -►CP 1 , we obtain holomorphic bundles Bj on TT"^ J) = (Af, J). By Theorem 10.2, Bj is stable. Let Tw be the moduli space of sheaves of type i^F, where i J : (M, J) = /^~1 (J) ^ Tw is the natural embedding, and F a stable holomorphic bundle which is a deformation of Bj (i. e. belongs in the same deformation class). Then Tw is equipped with a holomorphic fibration TT : Tw -► CP 1 , i^F -> J. Mapping F to L*F, we obtain an antilinear involution t of Tw. The operation (P, J) -► Bj gives an ^-invariant section of TT, parametrized by Def(P). To show that thus obtained quadruple (Tw, TT, £, Def(P)) is hypercomplex, it suffices to prove the condition (ii) of (7.2). Equivalently, we may prove (ii') of Definition 7.7. On the other hand, Proposition 2.19 of [KV] implies (ii 7 ). This gives another proof that the space of stable deformations of B is hypercomplex, in addition to that given in [VI] .
Quotients of hypercomplex varieties by
an action of a finite group. Let M be a hypercomplex variety and G a finite group acting on M, generically free. Assume that G preserves the hypercomplex structure, and acts freely outside of nonempty finite set of fixed points, denoted by F.
Clearly, ( M\{r} \/G has a natural structure of a hypercomplex variety. □
