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Abstract
A space W12 [a, b], which is proved to be a reproducing kernel space with simple reproducing kernel, is defined. The expression
of its reproducing kernel function is given. Subsequently, a class of linear Volterra integral equation (VIE) with weakly singular
kernel is discussed in the new reproducing kernel space. The reproducing kernel method of linear operator equation Au = f , which
request the image space of operator A is W12 [a, b] and operator A is bounded, is improved. Namely, the request for the image space
is weakened to be L2[a, b], and the boundedness of operator A is also not required. As a result, the exact solution of the equation
is obtained. The numerical experiments show the efficiency of our method.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the weakly-singular linear Volterra integral equation (VIE) of the second kind given by
u(t) +
t∫
a
H(t, s)
(t − s)α u(s) ds = f (t), 0 < α < 1, a  t  b, (1.1)
where H(t, s) is continuous on region Ω = [a, b] × [a, b] and absolutely continuous on [a, b] with respect to s,
H ′s(t, s) ∈ L2[a, b] with respect to s, H ′s(t, s) ∈ L2[Ω].
We assume that Eq. (1.1) has a unique solution which belongs to W 12 [a, b], where W 12 [a, b] which is a reproducing
kernel space is defined in the second section.
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Z. Chen, Y.Z. Lin / J. Math. Anal. Appl. 344 (2008) 726–734 727The numerical solution of VIE has attracted the interest of many authors. Existing methods for VIE include the
generalized Newton–Cotes formulae combined with product-integration rules (Ref. [1]); collocation methods in cer-
tain polynomial and non-polynomial spline spaces with uniform and graded meshes (Ref. [2]) and so on (see Refs.
[3,4] for the details).
But no one gives the exact solution of Eq. (1.1). In this paper, by improving the reproducing kernel method of
solving linear operator equation Au = f , which request the image space of operator A is W 12 [a, b] and operator A
is bounded, the authors give the exact solution, denoted by series, of Eq. (1.1) in reproducing kernel space W 12 [a, b].
After truncating the series, the approximate solution is obtained. And the approximate solution converges to the exact
solution uniformly. The effectiveness of our method is shown by the numerical experiments.
2. A new reproducing kernel space W 12 [a,b]
The reproducing kernel space W 12 [a, b] is defined by
W 12 [a, b] =
{
u(x)
∣∣ u(x) is an absolute continuous real-valued function on [a, b] and u′[x] ∈ L2[a, b]} (2.1)
and the inner product and the norm of W 12 [a, b] are of the forms as follows
(u, v)W 12 [a,b] = u(a)v(a) +
b∫
a
u′(x)v′(x) dx, ∀u,v ∈ W 12 [a, b], (2.2)
‖u‖W 12 [a,b] =
√
(u,u)W 12 [a,b], ∀u ∈ W
1
2 [a, b]. (2.3)
It is easy to verify that (·,·) is an inner product.
Theorem 2.1. W 12 [a, b] is a Hilbert space.
Proof. Suppose that {fn}∞n=1 is a Cauchy sequence in W 12 [a, b], that is,
‖fn − fm‖2W 12 [a,b] =
(
fn(a) − fm(a)
)2 +
b∫
a
(
f ′n(x) − f ′m(x)
)2
dx → 0, as n,m → ∞.
We can obtain {fn(a)}∞n=1 is a real number Cauchy sequence, and {f ′n(x)}∞n=1 is a Cauchy sequence in L2[a, b].
Therefore, there exist a real number λ and a real function f ∈ L2[a, b] such that
lim
n→∞fn(a) = λ,
b∫
a
(
f ′n − f
)2
dx → ∞, as n → ∞.
Let g(x) = λ + ∫ x
a
f (t) dt , then g(x) is absolutely continuous and g′(x) = f (x) ∈ L2[a, b]. It follows that g(x) ∈
W 12 [a, b] and g(a) = λ,
‖fn − g‖2W 12 [a,b] =
(
fn(a) − g(a)
)2 +
b∫
a
(
f ′n(x) − g′(x)
)2
dx
= (fn(a) − λ)2 +
b∫
a
(
f ′n(x) − f (x)
)2
dx → 0, as n → ∞.
So W 12 [a, b] is complete. Namely, W 12 [a, b] is a Hilbert space. 
Lemma 2.1. (See [5].) Hilbert space H composed of functions is a reproducing kernel space if and only if for any
s ∈ [a, b], linear functional I : f → f (s) is bounded on H .
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Proof. In order to obtain the result as expected, from Theorem 2.1 and Lemma 2.1, it is enough to show that for any
s ∈ [a, b], linear functional I (u) = u(s) is bounded on W 12 [a, b]. In fact, for any u ∈ W 12 [a, b], u(x) is absolutely
continuous on [a, b]. We obtain |u(x)| |u(a)| + ∫ b
a
|u′(t)|dt from u(x) = u(a) + ∫ x
a
u′(t) dt . Since
∣∣u(a)∣∣=√u2(a)
√√√√√u2(a) +
b∫
a
(
u′(x)
)2
dx = ‖u‖W 12 [a,b],
b∫
a
∣∣u′(t)∣∣dt 
√√√√√ b∫
a
(
u′(x)
)2
dx ·
b∫
a
12 dx 
√
b − a
√√√√√u2(a) +
b∫
a
(
u′(x)
)2
dx = √b − a‖u‖W 12 [a,b],
thus ∣∣u(x)∣∣ (1 + √b − a )‖u‖W 12 [a,b], ∣∣I (u)∣∣= ∣∣u(s)∣∣ (1 + √b − a )‖u‖W 12 [a,b].
Consequently, I (u) = u(s) is bounded on W 12 [a, b]. 
Theorem 2.3. The reproducing kernel of W 12 [a, b] is
Rx(y) =
{
1 − a + y, y  x,
1 − a + x, y > x. (2.4)
Proof. Using formula of integration by parts, one has
b∫
a
f ′g′ dx = fg′|ba −
b∫
a
fg′′ dx, (2.5)
further
(f, g)W 12 [a,b] = f (a)g(a) +
b∫
a
f ′g′ dx = f (a)(g(a) − g′(a))+ f (b)g′(b) −
b∫
a
fg′′ dx,
thus
(
f (y),Rx(y)
)
W 12 [a,b] = f (a)
(
Rx(a) − R′x(a)
)+ f (b)R′x(b) −
b∫
a
f (y)R′′x (y) dy.
In order to (f (y),Rx(y))W 12 [a,b] = f (x), it is enough to request the following equalities hold
−R′′x (y) = δ(y − x), (2.6)
Rx(a) = R′x(a), R′x(b) = 0. (2.7)
From (2.6), we have R′′x (y) = 0 as y 
= x. Its characteristic equation is λ2 = 0. So, λ = 0 (dual), then we obtain
Rx(y) =
{
c1(x) + c2(x)y, y  x,
d1(x) + d2(x)y, y > x. (2.8)
Integrating on both sides of (2.6) from x − ε to x + ε with respect to y and let ε → 0, one gets
Rx(x + 0) = Rx(x − 0), (2.9)
R′x(x − 0) − R′x(x + 0) = 1. (2.10)
Substituting the results c1, c2, d1, d2 solved from (2.6), (2.7), (2.9), (2.10) into (2.8), (2.4) is obtained. 
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From the definition of absolute continuity, Lemma 3.1 can be easily obtained.
Lemma 3.1. Let c ∈ (a, b), continuous function f (x) be absolutely continuous on [a, c] and [c, b] respectively, then
f (x) is absolutely continuous on [a, b].
Lemma 3.2. Suppose that 0 < α < 1, H(t, s) is continuous on region Ω = [a, b] × [a, b], and absolutely continuous
on [a, b] with respect to s, H ′s(t, s) ∈ L2[a, b] with respect to s, H ′s(t, s) ∈ L2[Ω], and u(s) ∈ W 12 [a, b], then
(1) Improper integral ∫ t
a
H(t,s)
(t−s)α u(s) ds is convergent;
(2) ∫ t
a
H(t,s)
(t−s)α u(s) ds ∈ L2[a, b].
Proof. In view of the absolute continuity of (t − s)1−α , H(t, s) and u(s) on [a, t] with respect to s, we have
H(t, s)u(s)(t − s)1−α is absolutely continuous on [a, t]. Since
t∫
a
H(t, s)
(t − s)α u(s) ds
= lim
y→t−0
y∫
a
H(t, s)
(t − s)α u(s) ds
= − 1
1 − α limy→t−0
y∫
a
H(t, s)u(s)d(t − s)1−α
= − 1
1 − α limy→t−0H(t, s)u(s)(t − s)
1−α|ya + 11 − α limy→t−0
y∫
a
(t − s)1−α[H ′s(t, s)u(s) + H(t, s)u′(s)]ds
= 1
1 − αH(t, a)u(a)(t − a)
1−α + 1
1 − α
t∫
a
(t − s)1−αH ′s(t, s)u(s) ds +
1
1 − α
t∫
a
(t − s)1−αH(t, s)u′(s) ds
= I + II + III,
(1)
II  1
1 − α
√√√√√
t∫
a
(t − s)2−2αu2(s) ds ·
t∫
a
(
H ′s(t, s)
)2
ds
 1
1 − α
√√√√√ b∫
a
(b − s)2−2αu2(s) ds ·
b∫
a
(
H ′s(t, s)
)2
ds < +∞, (3.1)
thus, II exists. In like manner,
III  1
1 − α
√√√√√ b∫
a
(b − s)2−2αH 2(t, s) ds ·
b∫
a
(
u′(s)
)2
ds < +∞. (3.2)
So, III exists. As a result, improper integral
∫ t H(t,s)
α u(s) ds is convergent.a (t−s)
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b∫
a
II2 dt 
(
1
1 − α
)2 b∫
a
(b − s)2−2αu2(s) ds ·
b∫
a
b∫
a
(
H ′s(t, s)
)2
ds dt < +∞, (3.3)
then, II ∈ L2[a, b]. Again, from (3.2) and the continuity of H(t, s) on Ω ,
b∫
a
III2 dt 
(
1
1 − α
)2 b∫
a
b∫
a
(b − s)2−2αH 2(t, s) ds dt ·
b∫
a
(
u′(s)
)2
ds < +∞, (3.4)
thus, III ∈ L2[a, b]. Consequently, ∫ t
a
H(t,s)
(t−s)α u(s) ds ∈ L2[a, b]. 
Define linear operator Au = u(t) + ∫ t
a
H(t,s)
(t−s)α u(s) ds, we can obtain the following corollary.
Corollary 3.1. Linear operator A : W 12 [a, b] → L2[a, b] is an injection.
Let {xi}∞i=1 be a dense subset of interval [a, b]. Put ψi(x) = [AyRx(y)](xi).
Lemma 3.3. ψi(x) ∈ W 12 [a, b].
Proof. Note that ψi(x) = [AyRx(y)](xi) = Rx(xi) +
∫ xi
a
H(xi ,s)
(xi−s)α Rx(s) ds, we only need to show g1(x) =∫ xi
a
H(xi ,s)
(xi−s)α Rx(s) ds ∈ W 12 [a, b].
Let us first discuss the value of Rx(s) in
∫ xi
a
H(xi ,s)
(xi−s)α Rx(s) ds.
In fact, fix xi , since
Rx(y) =
{
1 − a + y, y  x,
1 − a + x, y > x,
when xi < x, one has s < xi < x, then Rx(s) = 1 − a + s. When xi > x, we divided [a, xi] into both intervals [a, x]
and [x, xi]. On [a, x], Rx(s) = 1 − a + s; On [x, xi], Rx(s) = 1 − a + x. Therefore, one gets
g1(x) =
{ ∫ xi
a
H(xi ,s)
(xi−s)α (1 − a + s) ds = const, x > xi,∫ x
a
H(xi ,s)
(xi−s)α (1 − a + s) ds + (1 − a + x)
∫ xi
x
H(xi ,s)
(xi−s)α ds, x  xi .
(3.5)
It is obvious that g1(x) is continuous at point x = xi . Owing to H(xi ,s)(xi−s)α (1 − a + s) and
H(xi ,s)
(xi−s)α is integrable on [a, xi],
one obtains
∫ x
a
H(xi ,s)
(xi−s)α (1 − a + s) ds and
∫ xi
x
H(xi ,s)
(xi−s)α ds are both absolutely continuous on [a, xi]. Hence, g1(x) is
absolutely continuous on [a, xi]. Note that the absolute continuity of y = const on [xi, b], it follows that g1(x) is
absolutely continuous on [a, b]. Since
g′1(x) =
{
0, x > xi,∫ xi
x
H(xi ,s)
(xi−s)α ds, x  xi,
(3.6)
similarly, we know g′1(x) is absolutely continuous on [a, b]. This implies g′1(x) ∈ L2[a, b]. Hence, g1(x) ∈
W 12 [a, b]. 
4. Main results
Definition 4.1. {ψi}∞i=1 is called a complete system in W 12 [a, b] if to arbitrary u(x) ∈ W 12 [a, b], we have u(x) ≡ 0
provided (u(x),ψi(x))W 12 [a,b] = 0 (i = 1,2, . . .).
Theorem 4.1. {ψi}∞ is complete in W 1[a, b].i=1 2
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(u(x),Rx(y))W 12 [a,b] = u(y), we have
0 = (u,ψi)W 12 [a,b] =
(
u(x),AyRx(y)(xi)
)
W 12 [a,b] =
[
Ay
(
u(x),Rx(y)
)
W 12 [a,b]
]
(xi) =
(
Ayu(y)
)
(xi). (4.1)
Using the density of {xi}∞i=1 in [a, b], we obtain Au = 0. Note that A : W 12 [a, b] → L2[a, b] is injection (see Corol-
lary 3.1), thus u = 0. 
Define the orthonormal system {ψi}∞i=1 in W 12 [a, b] which derives from Gram–Schmidt orthogonalization process
of {ψi}∞i=1,
ψi =
i∑
k=1
βikψk (βii > 0, i = 1,2, . . .). (4.2)
Theorem 4.2. The exact solution of Eq. (1.1) is
u(x) =
∞∑
i=1
f˜i ψ¯i , (4.3)
where f˜i =∑ik=1 βikf (xk).
Proof. From (4.1), one has (u,ψk)W 12 [a,b] = Au(xk) = f (xk). Then (u, ψ¯i)W 12 [a,b] =
∑i
k=1 βik(u,ψk)W 12 [a,b] =∑i
k=1 βikf (xk) = f˜i . Hence, the exact solution of Eq. (1.1) is
u(x) =
∞∑
i=1
(u, ψ¯i)W 12 [a,b]ψ¯i =
∞∑
i=1
f˜i ψ¯i . 
Put
un(x) =
n∑
i=1
f˜i ψ¯i , (4.4)
where f˜i , ψ¯i have the same meaning as in (4.3). Then we have the following corollary.
Corollary 4.1. un(x) is the approximate solution of Eq. (1.1) and un(x) converges to u(x) on [a, b] uniformly.
Proof. Obviously, ‖un − u‖W 12 [a,b] → 0 holds as n → ∞. That is, un(x) is the approximate solution of Eq. (1.1).
Besides, from inequality∣∣un(x) − u(x)∣∣= ∣∣(un(y) − u(y),Rx(y))W 12 [a,b]
∣∣ ‖un − u‖W 12 [a,b] · ∥∥Rx(y)∥∥W 12 [a,b]
= ‖un − u‖W 12 [a,b]
√
Rx(x)M‖un − u‖W 12 [a,b], ∀x ∈ [a, b], (4.5)
it follows that un(x) converges uniformly to u(x) on [a, b]. So the proof is complete. 
5. Examples
In this section, two examples are presented to illustrate computationally the results established in the paper.
Let us describe the process for solving the approximate solution un(x) denoted by (4.4). To begin with, choose
nodes {xi+1 = a + in−1 (b − a)}n−1i=0 . Then compute
ψi(x) = AyRx(y)(xi) = Rx(xi) +
xi∫
H(xi, s)
(xi − s)α Rx(s) ds
a
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Numerical results for Example 5.1 (n = 100)
x u(x) u˜(x) |u(x) − u˜(x)|
0 0 −1.77209E−11 1.77209E−11
0.1 0.309017 0.309017 1.05413E−07
0.2 0.587785 0.587785 5.46013E−08
0.3 0.809017 0.809017 3.56192E−08
0.4 0.951057 0.951057 2.55397E−08
0.5 1.0 1.0 1.93954E−08
0.6 0.951057 0.951057 1.55209E−08
0.7 0.809017 0.809017 1.31073E−08
0.8 0.587785 0.587785 1.15938E−08
0.9 0.309017 0.309017 1.04803E−08
1.0 1.2E−16 1.26612E−08 1.26612E−08
Table 2
Numerical results for Example 5.1 (n = 200)
x u(x) u˜(x) |u(x) − u˜(x)|
0 0 4.84164E−11 4.84164E−11
0.1 0.309017 0.309017 1.28867E−08
0.2 0.587785 0.587785 6.73835E−09
0.3 0.809017 0.809017 4.45177E−09
0.4 0.951057 0.951057 3.24116E−09
0.5 1.0 1.0 2.52028E−09
0.6 0.951057 0.951057 2.05407E−09
0.7 0.809017 0.809017 1.72583E−09
0.8 0.587785 0.587785 1.51208E−09
0.9 0.309017 0.309017 1.30846E−09
1.0 1.2E−16 1.30075E−09 1.30075E−09
and
(
ψi(x),ψj (x)
)
W 12 [a,b] =
(
ψi(x),AyRx(y)(xj )
)
W 12 [a,b] = Ay
(
ψi(x),Rx(y)
)
W 12 [a,b](xj )
= Ayψi(y)(xj ) = ψi(xj ) +
xj∫
a
H(xj , s)
(xj − s)α ψi(s) ds.
Subsequently, using Gram–Schmidt orthogonalization process, we calculate βik (i = 1,2, . . . , n; k = 1,2, . . . , i) de-
fined in (4.2). Finally, by Corollary 4.1, the approximate solution un(x) = ∑ni=1∑ik=1 βikf (xk)ψ¯i of Eq. (1.1) is
obtained.
Example 5.1. Considering the weakly singular kernel linear Volterra integral equation
u(t) +
t∫
0
1√
t − s u(s) ds = f (t), 0 t  1, (5.1)
where f (x) = sinπx + √2[−cosπxS(√2x ) + sinπxC(√2x )], S(x) = ∫ x0 cos(πt22 ) dt , C(x) = ∫ x0 sin(πt22 ) dt and
u(x) = sin(πx) is the exact solution of Eq. (5.1).
Solution. Using the method provided in this section, we compute un(x). The numerical results are listed in Tables 1
and 2, where u, u˜ denote the exact solution and the approximate solution, respectively.
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Numerical results for Example 5.2 (n = 50)
x u(x) u˜(x) u(x) − u˜(x)
0 0 3.38218E−12 3.38218E−12
0.1 0.09 0.0899999 5.568E−08
0.2 0.16 0.16 1.45303E−09
0.3 0.21 0.21 1.60765E−09
0.4 0.24 0.24 1.88317E−09
0.5 0.25 0.25 5.21151E−09
0.6 0.24 0.24 2.29187E−09
0.7 0.21 0.21 2.42075E−09
0.8 0.16 0.16 2.63799E−09
0.9 0.09 0.0899999 5.03177E−08
1.0 0 5.17704E−06 5.17704E−06
Table 4
Numerical results for Example 5.2 (n = 100)
x u(x) u˜(x) u(x) − u˜(x)
0 0 6.23004E−11 6.23004E−11
0.1 0.09 0.09 1.34264E−10
0.2 0.16 0.16 1.43473E−10
0.3 0.21 0.21 1.67347E−10
0.4 0.24 0.24 1.83718E−10
0.5 0.25 0.25 2.02363E−10
0.6 0.24 0.24 2.20552E−10
0.7 0.21 0.21 2.32603E−10
0.8 0.16 0.16 2.60798E−10
0.9 0.09 0.09 9.14195E−10
1.0 0 9.14975E−07 9.14975E−07
Example 5.2. Solve weakly singular kernel linear Volterra integral equation
u(t) +
t∫
0
ts√
t − s u(s) ds = f (t), 0 t  1, (5.2)
where f (x) = x(1 − x) + 16105x
7
2 (7 − 6x) and u(x) = x(1 − x) is the exact solution of Eq. (5.2).
Solution. Using the method provided in this section, we compute un(x). The numerical results are shown in Tables 3
and 4, where u, u˜ denote the exact solution and the approximate solution, respectively.
Comparison with Ref. [2]: In Ref. [2], ‖un − u‖∞ O( 1n2 ) (in fact, if take xi = i/n, then ‖un − u‖∞ = O( 1√n )),
namely, take n = 200, the error is between 10−5 and 10−4. But in our method, the error is between 10−10 and 10−8.
It is obvious that our method is more effective.
6. Conclusion
In this paper, we give the exact solution, denoted by series, of the linear second kind Volterra integral equation
(VIE) with weakly-singular kernel (1.1) in reproducing kernel spaces. Truncating the series, the approximate solution
is obtained. As far as we know, there are no people study this problem (1.1) by our method. Our method has the follow-
ing advantages: small computational work, fast convergence speed and high precision. In addition, the approximate
solution converges uniformly to the exact solution of Eq. (1.1).
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