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We address two critical choices in Global Sensitivity Analysis (GSA): the choice of the sample size and of
the threshold for the identiﬁcation of insensitive input factors. Guidance to assist users with those two
choices is still insufﬁcient. We aim at ﬁlling this gap. Firstly, we deﬁne criteria to quantify the conver-
gence of sensitivity indices, of ranking and of screening, based on a bootstrap approach. Secondly, we
investigate the screening threshold with a quantitative validation procedure for screening results. We
apply the proposed methodologies to three hydrological models with varying complexity utilizing three
widely-used GSA methods (RSA, Morris, Sobol’). We demonstrate that convergence of screening and
ranking can be reached before sensitivity estimates stabilize. Convergence dynamics appear to be case-
dependent, which suggests that “ﬁt-for-all” rules for sample sizes should not be used. Other modellers
can easily adopt our criteria and procedures for a wide range of GSA methods and cases.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Sensitivity Analysis (SA) aims to characterize the impact that
changes in the model input factors (e.g. parameters, initial states,
input data, time/spatial resolution grid etc.) have on the model
output (e.g. a statistic of the simulated time series, such as the
average simulated streamﬂow, or an objective function, like the
Root Mean Squared Error). SA is a diagnostic tool that can guide
model calibration and veriﬁcation, support the prioritization of
efforts for uncertainty reduction, or help with model-based deci-
sion-making (Norton, 2015; Pianosi et al., 2016; Song et al., 2015).
Such purposes are generally implemented as four different objec-
tives of GSA: screening (or Factor Fixing), ranking (or Factor Prior-
itization), Variance Cutting, and Factor Mapping (Saltelli et al.,
2008). Screening refers to the identiﬁcation of those input factors,
if any, which have no inﬂuence on the model output and therefore
can be ﬁxed to any value within their feasible range with negligible
implications on the output. For instance, in Kannan et al. (2007) and
in Vanuytrecht et al. (2014), screening of model parameters is
applied as a preliminary step to inform a subsequent calibration,
which is tailored to the subset of inﬂuential parameters. Rankingrrazin).
Ltd. This is an open access article udescribes the ordering of the input factors according to their rela-
tive inﬂuence on the model output. It is typically used to enhance
our understanding of the model and to identify dominant controls
of the model's behaviour (e.g. Van Werkhoven et al., 2008), as well
as to prioritize efforts for uncertainty reduction (e.g. Sin et al.,
2011), or to support model development (Hartmann et al., 2013).
The Variance Cutting setting is used for the reduction of the output
variance to a value below a user chosen tolerance. It aims at
obtaining speciﬁc sensitivities for the different input factors and is,
for example, applied in reliability and risk assessment (e.g. Saltelli
and Tarantola, 2002). Finally, Factor Mapping aims at identifying
those conditions (e.g. sub-ranges of input factors like parameters or
forcing inputs) that produce critical values of the output. It can be
used to enhance model understanding (e.g. Spear and Hornberger,
1980) or to support robust decision-making (Singh et al., 2014).
Unlike Local Sensitivity Analysis (LSA), where the variability of
the model output is explored around some reference input factor
setting (e.g. Ljung, 1999 for a general link between LSA and model
calibration; Hill and Tiedeman, 2007, for an example application to
groundwater models), Global Sensitivity Analysis (GSA) rather at-
tempts to explore the entire space of the input factors. It therefore
typically requires larger computational resources than LSA.
Generally, the implementation of GSA methods is sampling-based
and the value of the sensitivity indices are approximated usingnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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GSA is therefore the choice of the sample size to run the MC
experiment. If the sample is too small to adequately cover the input
space, the analysis may not provide robust results. On the other
hand, for very large sample sizes the computational cost may
become very high while not improving the precision of the results
signiﬁcantly. In environmental applications, where models are
often complex and simulations expensive, an acceptable trade-off
has to be found between the need to obtain robust results and
the need to limit computational cost.
The total number of model evaluations (N) used in GSA typically
increases with the number of model input factors (M). For some
GSA methods, depending on the methodology used to derive the
estimates of the sensitivity indices,N is expressed as a function ofM
and of a base sample size (n) that must be speciﬁed by the user (i.e.
N ¼ f(n,M)). Thus, choosing the value of the total number of model
evaluations (N) comes down to choosing the value of the base
sample size (n). For other methods, no explicit expression relates N
to M and therefore N is directly chosen by the GSA user (N ¼ n).
Suggestions for the choice of n can be found in the literature for
several GSA methods. For instance, Saltelli et al. (2008, Table 6.9)
report typical values of n for the Elementary Effect Test (EET, or
method of Morris (Morris, 1991)), for Regional Sensitivity Analysis
(RSA; Young et al., 1978; Spear and Hornberger, 1980) and for
Variance-Based Sensitivity Analysis (VBSA; Sobol’, 1990; Saltelli,
2002). However, a relatively limited number of studies actually
focus on a rigorous assessment of the convergence of GSA results.
Fig. 1 reports several examples taken from the literature regarding
the relationship between N and M for EET, RSA and VBSA. From
these studies, we make three observations:
1. Previous convergence studies assessed different types of
convergence, namely convergence of the sensitivity indices, of
the screening results (identiﬁcation of the non-inﬂuential input
factors), and of the ranking (ordering of input factors according
to their relative importance). This lack of uniformity in the
deﬁnition of ‘convergence’ makes it difﬁcult to consistently
compare the results obtained for models of different complex-
ities when using different GSAmethods. However, a preliminary
conclusion that seems to emerge from these studies is that
different sample sizes are required for different types of
convergence. For instance, in the case of EET, Vanuytrecht et al.
(2014) highlight that while a low sample size (n ¼ 25) can be
suitable for screening, it can be insufﬁcient for factor ranking.
Nossent et al. (2011) ﬁnd that a base sample size of 12,000 is
needed to ensure the convergence of Variance-Based sensitivity
indices in their speciﬁc case study, however, a much smaller
sample size (n < 2000) is sufﬁcient if one is only interested in
ranking the most important input factors.
2. Within a given type of convergence, different values of the base
sample size are found for the same method when applied to
different models. For instance to ensure convergence of the
value of Variance-Based sensitivity indices (Fig. 1 bottom left
panel), Tang et al. (2007) use a base sample size n of 8192 (for a
case study with 18 input factors), while Yang (2011) uses n equal
to 3000 (for a case study with 5 input factors). This suggests that
the base sample size may also be a function of the number of
input factors or of other characteristics of the model or of the
case study. It is also worth noting that these studies show that
convergence is often reached using a base sample size signiﬁ-
cantly larger than the values suggested in Saltelli et al. (2008).
3. Convergence is generally assessed based on a visual analysis of
the stability of the results for increasing sample size. Some au-
thors use the conﬁdence intervals of the sensitivity indices for a
more quantitative assessment of their convergence (e.g.Campolongo and Saltelli, 1997; Nossent et al., 2011). However,
they do not explicitly deﬁne a convergence criterion. Herman
et al. (2013) and Vanrolleghem et al. (2015) both introduce a
quantitative criterion to measure the convergence of the
sensitivity indices values (that will be discussed in Section 2.1),
but they do not consider the convergence of ranking or
screening.
Another issue for GSA is the choice of the screening threshold
i.e. a threshold value for the sensitivity indices below which factors
are classiﬁed as insensitive (more details in Section 2.1). In this
respect, the following can be learned from existing studies:
1. For Variance-Based SA, the input factors that have a sensitivity
index below 0.01 are often considered non-inﬂuential (Tang
et al., 2007; Sin et al., 2011; Cosenza et al., 2013;
Vanrolleghem et al., 2015). The adequacy of this screening
threshold is tested in Tang et al. (2007), however the validation
strategy used in that work (based on a visual approach intro-
duced by Andres (1997)) has some limitations that we discuss
and overcome here (more details in Section 2.2). Nossent et al.
(2011) consider a screening threshold value of zero. They iden-
tify as statistically signiﬁcant any input factor for which the
lower bound of the conﬁdence interval on the sensitivity index
is positive. This method is quite conservative since, in our
experience, a sensitivity index could have positive conﬁdence
bounds, and therefore a non-zero value, even if the input factor
has negligible effect on the output.
2. EET, which is widely used for screening purpose, provides a
relative measure of sensitivity that has a different meaning and
range of variation depending on the model output deﬁnition in
the particular case under study. Therefore, case-speciﬁc
threshold values are usually taken (Vanuytrecht et al., 2014)
and little guidance exists in the literature on this topic. Cosenza
et al. (2013) and Vanrolleghem et al. (2015) present an attempt
at deﬁning an absolute value for the screening threshold for EET.
However, they do not validate the adequacy of their proposed
threshold values.
Based on this literature review, we believe that there is a lack of
guidance to support GSA users in the choice of an adequate sample
size and in the deﬁnition of a screening threshold, while there is an
opportunity for improving current approaches to the validation of
GSA results. Thus, the objectives of the present study are:
1. To deﬁne quantitative criteria to assess different types of
convergence of GSA results, i.e. convergence of sensitivity
indices, ranking and screening.
2. Based on these quantitative convergence measures, to investi-
gate the convergence of three widely used GSA methods and to
assess whether it is possible to give general guidelines for an
adequate choice of the base sample size.
3. To develop a methodology to quantitatively validate screening
results and therefore to formally investigate the adequacy of
different choices for the screening threshold.
Here, we consider three widely used GSA methods, the
Elementary Effect Test (EET), Regional Sensitivity Analysis (RSA)
and Variance-Based Sensitivity Analysis (VBSA), implemented in
the Sensitivity Analysis For Everybody (SAFE) toolbox (Pianosi et al.,
2015). We apply GSA to three hydrological models of increasing
complexity (HyMod, HBV and SWAT). The input factors are the
model parameters and the output is the model accuracy. However,
our approach could equally be applied to other GSA methods or
models, and with different experimental set-ups, i.e. different
Fig. 1. Number of model evaluations (N) used in GSA against number of input factors (M) from several examples reported in the literature. Circles indicate that convergence is
reached (respectively convergence of sensitivity indices, ranking and screening) and crosses indicate that convergence is not reached. The ﬁlled areas correspond to typical values of
the sample size used in the literature (values from Saltelli et al., 2008, Table 6.9). N is computed as follows: N ¼ n$ðM þ 1Þ for applications of Elementary Effect Test (EET), N ¼ n for
applications of Regional Sensitivity Analysis (RSA), N ¼ n$ðM þ 2Þ for applications of Variance- Based method (VBSA), where n is a base sample size chosen by the GSA user. The
results are taken from 1Campolongo and Saltelli (1997), 2Tang et al. (2007), 3Yang (2011), 4Nossent et al. (2011), 5Nossent and Bauwens (2012), 6Cosenza et al. (2013), 7Vanuytrecht
et al. (2014), 8Vanrolleghem et al. (2015). (*) RSA is not used for screening since it neglects parameter interactions.
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GSA (e.g. boundary conditions, errors in input forcing data, model
resolution, etc.). Following this introduction, in Section 2 we deﬁne
the convergence criteria and the validation procedure for the
screening results and we describe the workﬂow adopted for the
experiments. Section 3 presents brieﬂy the three GSA methods and
the three case studies analysed.We then report the results obtained
for convergence and for screening validation in Section 4. We
discuss meaning, implications and limitations of these results in
Section 5.2. Methodology
2.1. Deﬁnition of convergence criteria
In this section we provide three deﬁnitions of ‘convergence' of
GSA results and we propose criteria to quantitatively assess the
different types of convergence. By ‘convergence’ we mean here the
fact that GSA results do not change (or change to a limited degree)
when using a different sample of model evaluations (of equal or
larger size). We suggest distinguishing three different types of
convergence (Fig. 2):
Fig. 2. Deﬁnition of convergence for the three GSA objectives. The ﬁgure reports the
value of the sensitivity index against the number of model evaluations (N) in a hy-
pothetical example with four parameters. Vertical lines indicate the convergence of the
screening, ranking and indices. The screening converges when the partitioning be-
tween inﬂuential parameters and non-inﬂuential parameters (indices below the
screening threshold) stabilizes. The ranking converges when the ordering among the
parameters stabilizes. The sensitivity indices converge when their value stabilizes.
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values of the indices remain stable;
2) Convergence of ranking, which is achieved if the ordering be-
tween the parameters remains stable;
3) Convergence of screening, which is reached if the partitioning
between sensitive and insensitive parameters remains stable.
We propose three indicators that can be used to assess the three
types of convergence deﬁned above. All three indicators satisfy the
following properties:
(a) They are quantitative indicators, i.e. they are computed
through a numerical, reproducible procedure;
(b) They are efﬁcient, i.e. the numerical procedure for their
computation does not require additional model evaluations;
(c) They are easy to interpret and they allow for comparison
across case studies and GSA methods.
The convergence indicators are described in the following par-
agraphs. They all measure the degree of uncertainty in GSA results,
which is estimated via the bootstrap technique (Efron and
Tibshirani, 1993; Archer et al., 1997). In bootstrapping, many
different resamples are constructed by drawing randomly with
replacement from the original sample of the model input/output so
that no additional model runs are required and property (b) above
is respected. The drawback is that resamples are obviously not in-
dependent from each other. A discussion regarding the quality of
the bootstrap can be found in other studies, e.g. for estimating the
mean of a distribution (Yang, 2011) and for its quantiles (Romano
and Shaikh, 2012). Under certain conditions, the reliability of the
bootstrap technique may be questioned, for instance when the
sample size is small (Isaksson et al., 2008). We elaborate on this
issue in Section 5.3.2.1.1. Convergence of the sensitivity indices value
To assess the convergence of the sensitivity indices, we compute
the width of the 95% conﬁdence intervals (5% signiﬁcance level) of
the index distribution obtained by bootstrapping. We use the
maximum width of the conﬁdence intervals across all the model
input factors as a summary statistic:Statindices ¼ max
i¼1…M

Subi  Slbi

(1)
where Subi and S
lb
i are the upper and lower bounds of the sensi-
tivity index of the i-th input factor while M is the number of input
factors. A value of the width of the conﬁdence interval close to
zero indicates that the sensitivity index has converged. Since in
our study we use normalized sensitivity indices that vary be-
tween 0 and 1 (see Section 3.1), we could deﬁne an absolute
threshold value for Statindices, below which convergence is
considered to be reached. In our experience, we found that a
reasonable choice for this threshold is 0.05. Other threshold
values could be considered, for instance a percentage of the
sensitivity index value of the most inﬂuential input factor as in
Herman et al. (2013).
Our convergence criterion is quite different from the one by
Vanrolleghem et al. (2015). In that study, the authors measure the
variability of the sum of the sensitivity indices between two
random samples of different size. Convergence is reached when
this variability is low. We believe that their criterion is a necessary,
but not sufﬁcient condition for convergence for two reasons. First, it
does not ensure that the sensitivity indices for all input factors have
converged individually. Second, it assesses the variability between
two random samples only and therefore it could happen that this
variability is low even if convergence is not actually reached (the
two samples can give similar results ‘by chance’). Our criterion
instead is based on the statistic of Eq. (1), which measures the
variability of the sensitivity estimates of all individual input factors
and across multiple resamples.2.1.2. Convergence of input factor ranking
To assess the convergence of the ranking process, we use a rank
correlation coefﬁcient that quantiﬁes the agreement between pairs
of rankings generated using different bootstrap resamples. We
initially considered and compared different rank correlation co-
efﬁcients, starting with Spearman's rank correlation coefﬁcient
(Spearman, 1904). Its main limitation, when used in our context, is
that it gives the same importance to rank differences occurring in
the higher positions of the ranking (highly sensitive input factors)
as in the lowest (insensitive input factors). However, rank reversals
between insensitive input factors are typically of scarce interest
since the main aim of ranking is to separate out and sort the most
sensitive input factors. This limitation of the Spearman rank cor-
relation coefﬁcient is described by Iman and Conover (1987) and
shown in Section C of our Supplementary Material using a theo-
retical example. Therefore, we decided that this indicator is un-
suitable for our purposes.
Other studies attempt to deal with the limitation of the
Spearman rank correlation coefﬁcient. Iman and Conover (1987)
propose to compute a correlation coefﬁcient based on Savage
scores (Savage, 1956) instead of ranks. Dancelli et al. (2013)
introduce weights in the Spearman rank correlation coefﬁcient
formula (these weights are decreasing functions of the ranks).
These two studies partially overcome the limitation of the un-
weighted Spearman coefﬁcient by giving more weight to rank
reversals occurring at the top of the ranking (most sensitive input
factors). However, rank reversals of low-sensitivity input factors
can still have a signiﬁcant impact when a model has a large
number of low-sensitivity input factors and therefore some of
them are in relatively high ranking positions despite having a
small sensitivity index (see again Section C of our Supplementary
Material). We tackle this situation by proposing the following
adjusted and weighted rank correlation coefﬁcient:
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XM
i¼1
Rji  Rki  maxj;k

Sji; S
k
i
2
PM
i¼1 max
j;k

Sji; S
k
i
2 (2)
Where Sji and S
k
i are the values of the sensitivity index and R
j
i and R
k
i
are the ranks of the i-th input factor, estimated using the j-th and
the k-th bootstrap resample respectively.
This indicator emphasizes the disagreements in the ranking for
themost sensitive input factors while neglecting the disagreements
for the least sensitive input factors by directly using the sensitivity
values to weight rank reversals. As a weight functionwe choose the
squared maximum sensitivity index value between the two sam-
ples. This indicator has a clearly interpretable meaning: it repre-
sents the (weighted) average distance in the input factor ranks,
obtained over two different bootstrap samples. The choice of the
convergence statistic for ranking is further analysed in Section C of
our Supplementary Material. In order to aggregate the rank co-
efﬁcients obtained over all possible pairs of bootstrap resamples,
we use the 95% quantile value (5% signiﬁcance level):
Statranking ¼ Q0:95
j;k

rs;j;k

(3)
We consider that the convergence of the ranking is reached
when the statistic of Eq. (3) falls below 1. This choice is motivated
by the fact that a value of the weighted and adjusted rank corre-
lation coefﬁcient (Eq. (2)) equal to 1 means that, on average, the
differences in the ranking for the most sensitive input factors are
less than one position.2.1.3. Convergence of input factor screening
Screening the model input factors (in our application the model
parameters) consists in separating them in two groups, the inﬂu-
ential and the non-inﬂuential (insensitive) ones.
Theoretically, input factors are completely insensitive when the
corresponding sensitivity index is equal to zero. In practice, when
sensitivity indices are approximated via MC simulation, they are
likely to take a very small positive value even when their (un-
known) exact value is zero. Moreover, the objective of screening is
often to identify not only the parameters that are completely
insensitive, but also the ones that have a small but negligible effect.
For these reasons, it is common practice to assume a threshold
value T for the sensitivity index below which the input factors are
considered as insensitive (e.g. Tang et al., 2007; Sin et al., 2011;
Cosenza et al., 2013; Vanrolleghem et al., 2015). For a given value
of the screening threshold T, the corresponding subset of insensi-
tive input factors X0 is deﬁned as follows:
X0 ¼ fxi when Si < Tg (4)
where xi is the i-th input factor and Si is the sensitivity index
(bootstrap mean) for the i-th input factor. In principle, the
screening convergence might be assessed by measuring the sta-
bility in the partitioning as deﬁned by Eq. (4). However, results
would be highly dependent on the choice of the screening
threshold T, whose exact value is not known a priori. Here, we
therefore use a proxy measure for the screening convergence. We
set the threshold in Eq. (4) to a relatively high value (T ¼ 0.05) so
that X0 takes the meaning of set of “lower-sensitivity” input factors
rather than set of “insensitive” input factors. Then, we use as a
summary statistic the maximum width of the 95% conﬁdence in-
tervals across the lower-sensitivity input factors in X0:Statscreening ¼ max
xi2X0

Subi  Slbi

(5)
Similar to the convergence of the sensitivity indices (Eq. (1)), we
consider that screening convergence is reached when Statscreening is
below a value of 0.05. In other words, we assume that screening
convergence has been reached when the sensitivity indices for the
lower-sensitivity input factors have converged. We can then
investigate whether all input factors in X0 are actually insensitive
using the validation test presented in the next section. This test is
also a tool to determine a posteriori the value of the screening
threshold T that would identify insensitive input factors in the case
under study.2.2. Validation procedure for screening
In this section we discuss and review two methods that can be
used to validate the screening results obtained by GSA. Both
methods aim to detect possible effects of the input factors classiﬁed
as insensitive to avoid classifying inﬂuential input factors as
insensitive. We denote the model output as y and the vector of
input factors subject to GSA as X.
Andres (1997) proposes a method to evaluate the accuracy of
the set X0 deﬁned in Eq. (4) and obtained by a generic GSA
approach. In Andres’ test, three sets of samples are generated. Set 1
is obtained by sampling the entire input factor space. In set 2 only
the non-inﬂuential input factors (X0) are allowed to vary while the
inﬂuential input factors (denoted hereon by X0 )are ﬁxed to a
prescribed value (for instance, the default parameter value from
literature, or the mean of the assumed distribution). Finally in set 3,
the inﬂuential input factors are sampled within their feasible range
while the non-inﬂuential input factors are kept ﬁxed. The actual
value we ﬁx the input factors at should not matter if the input
factors are indeed insensitive. Three sets of model output samples
are then obtained throughMC simulations: the set of unconditional
outputs {y} (obtained from input factor set 1) and the two sets of
conditional outputs {yjX0} (from set 2) and {yjX0} (from set 3). The
original test consists of a visual analysis of the two scatter plots that
are obtained by plotting the unconditional output samples {y}
against the two conditional sets {yjX0} and {yjX0}. The input factors
in X0 are conﬁrmed to be non-inﬂuential when in the ﬁrst plot the
conditional samples yjX0 align along a horizontal line (i.e. the
output does not vary if varying the input factors in X0 only) and
when in the second plot the conditional samples {yjX0} align along
a 45 line (i.e. the output variability when varying all input factors
but those in X0 is the same as when varying them all). Tang et al.
(2007) and Nossent et al. (2011) use this approach to validate
their screening results. These authors also propose to quantify the
satisfaction of this screening test by computing the correlation
coefﬁcient of the scatter plots. However, the correlation coefﬁcient
also takes a value close to one even when the points align along a
straight line that does not coincidewith a 45 line. Therefore, a high
value of the correlation coefﬁcient does not necessarily indicate
that the input factors in X0 are insensitive.
In this study, we use a variation of the original Andres’ test, ﬁrst
introduced by Pianosi and Wagener (2015). It is based on the
computation of the KolmogoroveSmirnov (KS) statistic
(Kolmogorov, 1933; Smirnov, 1939; see Wall, 1996 for a general
introduction) to estimate the discrepancy between the sets of un-
conditional and conditional outputs. Speciﬁcally in this test, the
ﬁrst step is to compute the empirical unconditional Cumulative
Distribution Function (CDF) Fy(y) and the empirical conditional CDF
FyjX0 ðyÞ of the model output. Then, a two-sample KS-test can be
applied to test the null hypothesis that the two CDFs (Fy(y) and
F. Sarrazin et al. / Environmental Modelling & Software 79 (2016) 135e152140FyjX0 ðyÞ) are drawn from the same distribution. To this end, the KS-
statistic is computed:
cKSðX0Þ ¼ maxy FyðyÞ  FyjX0ðyÞ (6)
The null hypothesis is rejected if the KS-statistic between the
two CDFs is above a critical value KScrit. For a given signiﬁcance level
of the test ac, KScrit(ac) is computed as:
KScritðacÞ ¼ cðacÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nu þ Nc
NuNc
s
(7)
where Nu and Nc are the number of samples used to build the
empirical CDFs, and the critical value c(ac) can be found in the
literature (e.g. Wall (1996)).
Given that the KS statistic of Eq. (6) depends on the conditioning
values attributed to the input factors in X0, the test should be
repeated at different conditioning values, thus obtaining a set of KS
values, which are then aggregated using a summary statistic. Here,
we aggregate them by taking the maximum cKSmaxover a number nc
of conditioning values:
cKSmax ¼ max
X0;1…X0;nc
cKSX0;i (8)
The validation test we apply in our study compares the statisticcKSmax of Eq. (8) with the critical value KScrit(ac) of Eq. (7). It is worth
noting that unlike the original two-sample KS-test, which consists
in the comparison of two CDFs, our validation test consists in the
comparison of nc CDFs (conditional CDFs) to a reference CDF (un-
conditional CDF). Therefore, given the value of the signiﬁcance level
ac used to compute the critical value of the KS-statistic of Eq. (7),
the signiﬁcance level of our validation test, denoted as at, is higher
than ac. In particular, if the nc KS-statistics are considered to be
independent, it can be shown that at ¼ 1 ð1 acÞn.
The choice of the sample sizes Nu, Nc and nc must ensure a
sufﬁcient coverage of the input factor space and the convergence
and robustness of the results of the KS-test. To set the value of the
sample size for conditional (Nc) and unconditional (Nu) outputs, we
assessed the convergence of the results of the KS-test. The results
and methodology are presented in detail in Section D of our
Supplementary Material. From our analysis, the KS-test appears
to be very sensitive in that it can detect small deviations between
two CDFs. We choose a signiﬁcance level ac equal to 0.001 (mini-
mum value of the signiﬁcance level given in the tables see for
instance Wall, 1996). In this way, input factors with very small but
non-zero sensitivity are more likely to be detected as insensitive by
the KS-test. For the purpose of screening, we believe it is appro-
priate to identify not only the input factors that are completely
insensitive, but also the input factors that have a very small inﬂu-
ence on the output, otherwise the screening would be too strict.
We note that a different summary statistic could be chosen
instead of the maximum, for instance the mean or the median. The
same level of conﬁdence of the validation test at can be obtained
using any of these summary statistics, provided that an appropriate
value of the signiﬁcance level ac is chosen to compute the critical
KS-statistic. Given the value of at, the value of ac is lower for the
maximum than for the median or the mean.
2.3. Workﬂow for the experiments
Fig. 3 presents the workﬂow of the analysis that we conduct to
investigate and compare the convergence of several GSA methods.
First, for each GSA method, we build a dataset of N input/output
samples by MC random sampling and model evaluation. Weestimate the sensitivity indices and their bootstrapping conﬁdence
intervals by resampling with replacement (Fig. 3a). We can then
compute the three statistics of Eqs. (1), (3) and (5) and verify
whether convergence of the indices, ranking and screening has
been reached according to the criteria introduced in Section 2.1.
Computations can be repeated using sub-samples of reduced size. A
visual summary of the values of sensitivity indices and their un-
certainty at different sample size is given by the convergence plot
as Fig. 3b. At the sample size when screening convergence is
reached, we also apply the validation procedure deﬁned in Section
2.2. For a given value of the assumed screening threshold, we obtain
the set of insensitive input factors, compute the KS-statistic (Fig. 3c)
and apply the KS-test. We repeat the test for increasing values of
the assumed screening threshold and obtain Fig. 3d.
3. GSA methods and experiments
3.1. GSA methods
Herewe brieﬂy introduce the three GSAmethods investigated in
this study. In the following sections, we denote the number of input
factors subject to GSA as M, the number of model evaluations
performed during GSA as N, and the base sample size chosen by the
GSA user as n.
3.1.1. Variance-Based SA (VBSA)
Variance-Based SA (VBSA) is based on the variance decompo-
sition ﬁrst proposed by Sobol’ (1990). Following common practice
in GSA applications (Saltelli et al., 2008), we use two sensitivity
indices for each input factor: the Main effect (VBM) index SVBMi and
the Total effect (VBT) index SVBTi , which includes themain effect and
interactions. The two sensitivity indices are expressed as follows
(Saltelli et al., 2008):
SVBMi ¼
VXiðEXiðyjXiÞÞ
VðyÞ (9)
SVBTi ¼
EXiðVXiðyjXiÞÞ
VðyÞ (10)
where Xi is the i-th input factor, X~i denotes the vector of all input
factors but the i-th one, E is the expected value and V is the vari-
ance. Both sensitivity indices can be used for ranking the input
factors depending on whether the GSA user is interested in main
effect only or in main effect and interactions. However, only the
total effect index is suitable for screening because it accounts for
input factor interactions as well as individual impact on its own.
Here, the indices SVBMi and S
VBT
i are estimated according to the
method proposed by Saltelli (2002). First, two independent input
samples XA and XB are built (each being a matrix of dimension
(n,M)). Then, a matrix XC of dimension (n.M,M) is generated by
recombination of the samples in XA and XB: XC is composed of M
blocks XCi (i ¼ 1,…,M), each block being a (n,M) matrix whose col-
umns are all taken from XB exception made for the i-th column,
which is taken from XA. We denote the three corresponding sets of
model outputs as yA, yB and yC. Then, SVBMi and S
VBT
i are computed as
follows:
SVBMi ¼
1
n
Pn
j¼1 y
ðjÞ
A y
ðjÞ
Ci 
0@1
n
Pn
j¼1 y
ðjÞ
A
1A2
1
n
Pn
j¼1

yðjÞA
2 
0@1
n
Pn
j¼1 y
ðjÞ
A
1A2
(11)
Fig. 3. Workﬂow for the convergence analysis of GSA and for the screening validation. We investigate the inﬂuence of the choice of base sample size n and screening threshold T. We
keep the other characteristics of the experimental setup unchanged. We repeat the experiments for different GSA methods. We note that the number of model evaluations N is a
function of the base sample size n and the number of input factors M.
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The total number of model evaluations for the approximation of
both the main and total effects indices is therefore equal to:
N ¼ n$ðM þ 2Þ (13)In order to maximize the coverage of the input factor space, for
each given sample size, we use maximin (maximisation of the
minimum inter-point Euclidean distance between any two sampled
points) Latin Hypercube Sampling (LHS) to build the matrices XA
and XB. VBSA is deemed to provide reliable results for screening and
ranking purposes (Saltelli et al., 2008). It is often considered as a
benchmark to assess the credibility of other GSA methods (see for
instance Yang 2011). The sensitivity indices are expressed in terms
of percentages of the output variance and always take values be-
tween 0 and 1.
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The Elementary Effect Test (EET, Saltelli et al., 2008) or Method
of Morris (Morris, 1991) is a much less computationally expensive
method than VBSA and therefore most suitable when dealing with
time-consuming models (Saltelli et al., 2008). Campolongo et al.
(2007) demonstrated empirically that the sensitivity measure
produced by EET could be used as a proxy of the total effect index
produced by VBSA, and therefore EET is particularly suitable for
screening.
EET is a global extension of One-factor-At-the-Time (OAT) Local
SA methods. It is based on the computation of several Elementary
Effects (EEs). Speciﬁcally, the EE of the i-th input factor xi at given
baseline point Xj and for a predeﬁned perturbation D is given by:
EEji ¼
y

x j1; x
j
2;…; x
j
i1; x
j
i þ D;…x
j
M

 y

x j1; x
j
2;…; x
j
i1; x
j
i ;…x
j
M

D
(14)
For each input factor, EEs are computed at n randomly chosen
baseline points across the input factor space. The estimated mean
(mi) of the EEs is taken as a measure of the total effects of the i-th
input factor. The standard deviation (si) of the EEs can be inter-
preted as the intensity of the interactions of the i-th input factor
with other input factors. In order to avoid compensations between
EEs of opposite sign, we use the mean of the absolute values of the
EEs (m*i ) in this study, as ﬁrst suggested by Campolongo et al.
(2007), i.e.:
m*i ¼
1
n
Xn
j¼1
EEji (15)
The sensitivity index of Eq. (15) provides a semi-quantitative
measure of sensitivity, particularly suitable to rank the factors on
an interval scale (Saltelli et al., 2008). To deﬁne baseline points and
the perturbation D, we implement the radial design strategy pro-
posed by Campolongo et al. (2011) since it was shown that radial
based design is computationally efﬁcient. In this approach, n
baseline points are sampled across the input factor space, and
associated with other n auxiliary points, also randomly chosen.
Then, the perturbation D is computed as the difference between the
i-th coordinate of the auxiliary and baseline point. Here, the base-
line and auxiliary points were generated by maximin Latin Hy-
percube sampling so to maximize the coverage of the input factor
space. The total number of model evaluations required to compute
the mean EEs for all input factors is equal to:
N ¼ n$ðM þ 1Þ (16)
We note that the value of m*i has no speciﬁc meaning per se, as it
depends on the scale and units of measurements of the model
output y. Therefore, to allow for comparison between different case
studies, we deﬁne a normalized mean of the EEs as our sensitivity
index, i.e. the ratio between m*i and themaximumvalue of themean
EEs across all the input factors:
SEETi ¼
m*i
max
k
m*k
(17)
The sensitivity index of Eq. (17) now takes values between 0 and
1 regardless of the units of measurement of y, and it expresses input
factor sensitivity as a fraction of the sensitivity for the most inﬂu-
ential input factor. The index still provides a semi-quantitative
measure of sensitivity.3.1.3. Regional Sensitivity Analysis (RSA)
Regional Sensitivity Analysis (RSA, Young et al., 1978; Spear and
Hornberger, 1980) is a GSA method, which is widely used because
of its ease of implementation and because it allows for Factor
Mapping (see for instance Freer et al., 1996; Wagener et al., 2001;
Sieber and Uhlenbrook, 2005). Though it is of limited use for
screening, since it does not detect interactions between input fac-
tors (for instance, factors combined as products or quotients may
compensate, see p.190 in Saltelli et al. (2008)) and therefore a zero-
value sensitivity index produced by RSA is a necessary, but not
sufﬁcient condition for an input factor to be non-inﬂuential.
The method ﬁrst decomposes the set of input factor samples
into two groups, depending on whether their associated output
exceeds a prescribed threshold value (e.g. a certain level of per-
formance). The two marginal CDFs FBi ðxiÞ and FBi ðxiÞ for the two
groups (B and B), i.e. behavioural (acceptable) and non-behavioural
(poor) model predictions, are then derived and compared.
In the present study, we quantify the discrepancy between the
behavioural and the non-behavioural CDFs by means of the Kol-
mogoroveSmirnov statistic. The sensitivity index for the i-th input
factor xi is then expressed as follows:
SRSAi ¼ maxxi
FBi ðxiÞ  FBi ðxiÞ (18)
The sensitivity index of Eq. (18) varies between 0 and 1 and is
semi-quantitative.
3.2. Models and data
Three hydrological conceptual-typemodels of varying complexity
are investigated in this study (HyMod, HBV and SWAT) and are
applied to three different catchments. In our application, the input
factors are the model parameters. Fig. 4 presents the available data-
sets for the three case studies and Section A of our Supplementary
Material provides a brief description of the model parameters.
3.2.1. HyMod model (5 parameters)
The HyMod model was ﬁrst introduced by Boyle (2001) and is
described in Wagener et al. (2001). It has been widely applied
because of its simplicity (5 parameters) (e.g Vrugt et al., 2002;
Kollat et al., 2012; Gharari et al., 2013). The HyMod model pro-
duces a time series of stream ﬂow predictions and is forced by
precipitation and potential evapotranspiration. It is composed of a
soil moisture routine (parameters BETA and SM) and a routing
module (parameters ALPHA, RS and RF). The latter module consists
of two sets of parallel linear reservoirs, namely three linear reser-
voirs for the fast runoff component and a single linear reservoir for
the slow runoff component. In this study, the model is evaluated
with daily time step data over a simulation horizon of ten years,
starting on 01/11/1948, including a one-year warm-up period. The
application study site is the Leaf River catchment, a 1950 km2
catchment located north of Collins, Mississippi, USA. Sorooshian
et al. (1983) provide a detailed description of the Leaf River
catchment.
3.2.2. HBV model (13 parameters)
The HBV model was introduced by Bergstr€om (1995) and is
described in Seibert (1997). Although developed initially for ap-
plications in Scandinavia, the HBV model was used in many studies
around the world (e.g. Grillakis et al., 2010; Kollat et al., 2012). The
model produces a time series of stream ﬂow predictions and is
driven by precipitation, mean temperature, and potential evapo-
transpiration. We implement a version with 13 parameters. The
model includes a snowmodule (parameters TS, CFMAX, CFR, CWH),
Fig. 4. Data, routine and model output for the three case studies analysed.
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and routing module (parameters PERC, K0, K1, K2, UZL, MAXBAS).
The latter is composed of an upper reservoir for the fast response, a
lower reservoir for the slow response and a channel routing
component with a triangular weighting function. Here, HBV isevaluatedwith daily time step data over a simulation horizon of ten
years, starting on 01/10/1948, including a one-year warm-up
period. We use hydrologic years to remove the carry-over impacts
of snow storage. The application study site is the Nezinscot River at
Turner Center, Maine, USA (USGS 01055500), a catchment of
F. Sarrazin et al. / Environmental Modelling & Software 79 (2016) 135e152144438 km2 (Duan et al., 2006).
3.2.3. SWAT model (50 parameters)
The Soil and Water Assessment Tool, SWAT (Arnold et al., 1993,
1998), is a semi-distributed hydrological model developed by the
USDA Agricultural Research Service. The model is used worldwide to
study the impact of catchment management on water availability
(e.g. Tram et al., 2014), sediments (e.g. Ali et al., 2014), nutrients (e.g.
Bouraoui and Grizzetti, 2008) and agricultural yields (e.g. Bannwarth
et al., 2014), and the impact of land use (e.g. Vache et al., 2002) and
climate change (e.g. Bae et al., 2011). It is a complexmodelwithmore
than 100 parameters (though not all are typically calibrated) that
includes the major catchment processes. The simulation of the hy-
drology is separated in two divisions in the SWAT model. The ﬁrst
division is the land phase of the hydrologic cycle, which controls the
amount of water, sediment, nutrient and pesticide loadings to the
main channel in each sub-basin. It includes multiple modules:
climate of the watershed (weather generator, soil temperature),
snow pack, canopy interception, surface runoff, soil moisture,
groundwater, surface storage (ponds), tributary channels, plant
growth and erosion, sediment, nutrient and pesticide yield. The
second division is the water or routing phase of the hydrologic cycle,
which is composed of four components: water, sediments, nutrients
and organic chemicals. It includes the routing in themain channel or
reach to the outlet and the routing in the reservoirs. A catchment is
partitioned into multiple sub-basins, which are then divided into
Hydrological Response Units (HRUs). Each HRU has unique land
cover, soil characteristics, and management combination and
therefore requires speciﬁc values for its parameters. The ﬂow at the
outlet of the basin is evaluated with daily time-step data over a
simulation horizon of eight years, starting on 01/01/1998, including a
three-year-warm-up period. The application study site is the upper
Zenne River basin, Belgium, a 642 km2 catchment (Leta et al., 2015).
We use a SWAT model version that includes 21 sub-basins and
155 HRUs. We study the sensitivity of 26 ﬂow parameters typically
considered for GSA (see for instance Nossent and Bauwens, 2012). In
order to addmore parameters to GSA, we analyse the sensitivity of 6
of these 26 parameters separately for the ﬁve land use types present
in the basin - Agriculture (A), Urban (U), Forest (F), Pasture (P) and
Range Brush (R). We therefore consider 50 parameters for SA. It is
worth noting that these 6 parameters deﬁned at the land use scale
are controlling the properties of a part of the catchment only.
Therefore, they are likely to be less sensitive than the corresponding
parameters deﬁned at the catchment scale. In the present study, we
use the 2009 version of the SWAT model (Neitsch et al., 2009).
The ranges of the parameters are taken from Wagener et al.
(2001) for HyMod, from Kollat et al. (2012) for HBV. and from
personal communication for SWAT. An initial analysis was con-
ducted to reﬁne those ranges for the particular application sites
(see Section B of our Supplementary Material) since the chosen
ranges inﬂuence the results of GSA (Wang et al., 2013; Kelleher
et al., 2013). Section A of our Supplementary Material reports the
ranges that are used for the analysis.
3.3. Output deﬁnition
We compute the Nash-Sutcliffe Efﬁciency (Nash and Sutcliffe,
1970) as scalar output for sensitivity analysis:
NSE ¼ 1
PH
t¼1

yo;t  ys;t
2
PH
t¼1

yo;t  yo
2 (19)
whereH is the number of time steps, yo,t is the observed value of thestream ﬂowat time t, yo is the average value of the observations and
ys,t is the simulated value of the stream ﬂow at time t. NSE is widely
used in hydrology. The better the simulations match the observa-
tions, the more NSE tends towards a value of 1. Instead, values
of NSE below 0 indicate that the average of the observations pro-
vides a better estimate of the observed stream ﬂow than the model
simulations. It is worth noting that the NSE has a tendency to focus
on ﬁtting high ﬂows due to the use of squared residuals. Different
results for the GSA could be obtained with different model outputs,
such as a different performancemeasure (e.g. bias or absolutemean
error, which focuses on the water balance), a prediction function
(e.g. mean annual stream ﬂow) or an output related to a state
variable (e.g. soil moisture). For a rigorous diagnostic of the
parameter sensitivity, different model outputs and environmental
conditions should be taken into account (Van Werkhoven et al.,
2008; Vanuytrecht et al., 2014). This is, however, beyond the
scope of the present study, which only aims to provide indications
on how to choose the sample size and validate screening in GSA
through particular case studies.
3.4. Experimental set-up
The computational experiments were performed with the SAFE
toolbox (Pianosi et al., 2015; available at http://www.bris.ac.uk/
cabot/resources/safe-toolbox/). SAFE implements the three GSA
methods tested (EET, RSA, VBSA), the bootstrap technique, tools for
the convergence analysis and the HyMod and the HBV models as
test examples. Table 1 summarizes the experimental set-up adop-
ted for the analyses.
First, we generated a Latin Hypercube Sample of maximum size
and we derived smaller samples by randomly taking sub-samples
of the original LHS. The advantage of this approach is that it
limits the number of model evaluations. However, the sub-samples
are dependent and therefore, the evolution of the sensitivity
indices for increasing sample size is smoother than it would be
when using independent samples. The computation of the boot-
strap estimates partially overcomes this issue, since the bootstrap
technique approximates the sample distribution. For a sub-sample
of a given size N, the bootstrap estimates were obtained by
resampling with replacement within this sub-sample. Moreover,
the stratiﬁed structure of the Latin Hypercube is not maintained in
the sub-samples. For RSA, we reduced the sample size by dropping
parameterizations using the maximin criterion (i.e. we randomly
generate ten subsamples and we take the one with the maximal
value of the minimum Euclidian inter-point distance) in order to
cover the search space as evenly as possible. For EET and VBSA
instead, due to the particular structure of the samples, the pa-
rameterizations in the initial LHS were dropped randomly without
using the maximin criterion. We note that strategies exist to avoid
this loss of stratiﬁcation (see for instance Andres (1997) for further
details).
4. Results
In this section we present the results of the convergence study
and of the screening threshold investigation. Fig. 5 shows the
evolution of the sensitivity indices for increasing numbers of model
evaluations for the three GSAmethods and the three case studies. It
is worth noting that an apparent convergence of the bootstrap
mean of the sensitivity index (ﬂattening of the line) is a necessary
but not sufﬁcient condition for convergence. It can happen that the
bootstrap mean takes similar values in two different samples ‘by
chance’ while the actual statistical convergence is not reached yet
(the conﬁdence intervals are still very wide). Therefore, it is
important to also include information about the conﬁdence
Table 1
Experimental set-up for the analyses.
Experimental set-up for sampling of the parameter space
Parameter distribution Uniform distribution (no a priori
knowledge)
Sampling strategy Maximin Latin Hypercube (uniform
1D margins and maximisation of the
minimum inter-point Euclidean distance)
Experimental set-up for convergence analysis
Threshold value for RSA 0.4
Number of bootstrap
replicates (Nboot)
1000
Maximum number of model
evaluations for HyMod (Nmax)
EET 78,000
RSA 10,000
VB 420,000
Maximum number of model
evaluations for HBV (Nmax)
EET 560,000
RSA 20,000
VB 600,000
Maximum number of model
evaluations for SWAT (Nmax)
EET 102,000
RSA 30,000
VB 520,000
Experimental set-up for validation of screening
Sample size for
unconditional output (Nu)
2000
Sample size for
conditional output (Nc)
1600
Number of
conditioning values (nc)
20
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deﬁned in Section 2.1. In this Figure, vertical lines indicate the
number of model evaluations, N, suggested in Saltelli et al. (2008,
Table 6.9) for the three GSA methods. These values correspond to a
base sample size n equal to 10 for EET, 2000 for RSA and 1000 for
VBSA. Table 2 reports the values of the sample sizes that ensure
convergence of the indices (Statindices < 0.05), of ranking (Statrank-
ing < 1) and of screening (Statscreening < 0.05) when using our sug-
gested convergence statistics. Note that for VBSA, the number of
model evaluations necessary to reach convergence refers to the
joint estimation of the two indices (VBM and VBT), because these
two indices are obtained from the same sample of model
evaluations.4.1. Convergence of sensitivity indices
The top panels in Fig. 6(aec) show the values of the convergence
statistic for the value of the sensitivity indices for increasing sample
size. They show that the sensitivity indices converge ﬁrst for RSA
compared to the other methods (see also Table 2). RSA requires at
most 15,000 model evaluations for the three case studies consid-
ered. EET and VBSA require a much larger number of model eval-
uations, generally of the order of magnitude of several hundreds of
thousands, which is prohibitive when simulations are computa-
tionally expensive. In particular for the SWAT model (Fig. 6c),
sensitivity indices have not reached convergence even after
102,000 model evaluations for EET and 520,000 model evaluations
for VBSA for both Main effect (VBM) and Total effect (VBT). More-
over, we observe that with the typical values suggested in the
literature (vertical dashed lines in Fig. 6), the width of the conﬁ-
dence intervals of the sensitivity indices are quite wide, especially
for EET. However, for RSA, Statindices is already quite close to its
threshold value after 2000model evaluations since thewidth of the
conﬁdence intervals is equal to 0.09 for the HyMod and the SWAT
models.4.2. Convergence of parameter ranking
The middle panels in Fig. 6(def) show the value of the conver-
gence statistic for ranking for increasing sample size, for the three
models. Fig. 5 reports the ordering of the most sensitive
parameters.
We ﬁrst observe from Fig. 5 that the three GSA methods provide
different rankings of importance for the model parameters. This is
reasonable since the three methods measure sensitivity according
to different rationales and assumptions. The rankings given by EET
and VBT indices are generally quite consistent with each other. In
particular, the two methods identify the same group of most sen-
sitive parameters (ALPHA and RF for HyMod in Fig 5a,d; FC and TS
for HBV in Fig. 5e,h; CN2_A, CHeK2 and CHeN2 for SWAT in
Fig. 5i,l) and of least sensitive parameters. For HBV and SWAT, the
ranking given by RSA (Fig. 5g,k) differs from the one produced by
EET and VBSA, which might be explained by the fact that RSA does
not detect many types of interactions (see p.190 in Saltelli et al.
(2008)).
We ﬁnd that the ranking generally converges faster than the
estimates of the sensitivity indices when comparing the middle
panels of Fig. 6(def) with the top panels (aec) and the corre-
sponding values of the sample sizes reported in Table 2. However,
the results are different for RSA applied to SWAT. The two more
sensitive parameters (CN2_A and SLOPE_A) clearly separate out
while the other parameters have very similar values of the sensi-
tivity indices. Since this happens also for parameters that have a
relatively high sensitivity index, minor ﬂuctuations in these indices
values can lead to large differences in ranking.
When comparing the convergence of the ranking across the
three case studies, we observe that the number of model evalua-
tions N required for convergence usually increases with the
number of parameters, M, as expected. Interestingly, this does not
seem to be the case for EET. We indeed observe that for the HBV
model (Fig. 6e), 7000 model evaluations are necessary for the
convergence of the ranking provided by EET while for the SWAT
model (Fig. 6f) only 4590 model evaluations are necessary. The rate
of convergence for the ranking appears to depend on the speciﬁc
case study and on the relative value of the sensitivity indices
among the different parameters. For EET applied to the SWAT
model (Fig. 5i), the sensitivity indices of the three most inﬂuential
parameters are signiﬁcantly higher than all the others, while for
the HBV model (Fig. 5e) they are more evenly spread. As a result,
the ranking of the most inﬂuential parameters stabilizes faster for
SWAT than for HBV.
Analysing the rate of convergence across the three GSA
methods, we observe that the convergence of the ranking is
reached quickest for the RSA method compared to the other
methods for the HyMod and the HBV models (Fig. 6, Table 2). EET
appears to require fewer model evaluations than VBSA while
providing a ranking consistent with VBT. We also note that the
ranking obtained with the number of model evaluations sug-
gested in the literature (vertical dashed lines in Fig. 6) is generally
not robust for the two more complex models (HBV and SWAT)
since Statranking takes values above 1 at these sample sizes. In
particular for EET, with a base sample size of n ¼ 10 (N ¼ 140 for
HBV and N ¼ 520 for SWAT), Statranking is higher than 4 for these
two models. However, Statranking underestimates the rate of
convergence for the VBSA method applied to the SWAT model
(Fig. 6f). We indeed note that the curve for VBM has large oscil-
lations and only converges for a very high number of model
evaluations. This is due to rank reversals happening between
some low-sensitivity parameters, while the ranking of the most
sensitive parameters stabilizes already after a much lower number
of model evaluations. This shows that rank reversals for low-
Fig. 5. Convergence plots: the ﬁgure represents the sensitivity indices of the model parameters for HyMod, HBV and SWAT, estimated using an increasing number of model
evaluations N, computed for the different GSA methods, Elementary Effect Test (EET), Regional Sensitivity Analysis (RSA), Variance-based methods Main effect (VBM) and Total
effect (VBT). The solid lines are the bootstrap means of the sensitivity indices and the dashed lines are the 95% bootstrap conﬁdence intervals.
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Fig. 6. Value of the convergence statistics against number of model evaluations N. Statindices (convergence of sensitivity indices) is the maximum width of the bootstrap conﬁdence
intervals, Statranking (convergence of ranking) is an adjusted rank correlation coefﬁcient, and Statscreening (convergence of screening) is the maximum width of the bootstrap con-
ﬁdence intervals for the lower-sensitivity parameters. The results are reported for the three case studies. The dashed vertical lines report the number of model evaluations suggested
in the literature (Saltelli et al., 2008, Table 6.9) and the dashed horizontal black lines represent the threshold values for the convergence statistics, below which we assume that
convergence is reached.
Table 2
Number of model evaluations N (and corresponding base sample size n) necessary to reach convergence of sensitivity indices (Statindices < 0.05), ranking (Statranking < 1) and
screening (Statscreening < 0.05) based on analysis.M is the number of parameters. RSA and VBM are not used for screening. We do not screen the HyMod parameters (they are all
inﬂuential).
GSA method Objective Number of model evaluations for convergence
HyMod (M ¼ 5) HBV (M ¼ 13) SWAT (M ¼ 50)
EET
N ¼ n$ðM þ 1Þ
Indices N ¼ 60,000 (n ¼ 10,000) N ¼ 560,000 (n ¼ 40,000) N > 102,000 (n > 2000)
Ranking N ¼ 3000 (n ¼ 500) N ¼ 7000 (n ¼ 500) N ¼ 4590 (n ¼ 90)
Screening N ¼ 560 (n ¼ 40) N ¼ 5100 (n ¼ 100)
RSA
N ¼ n
Indices N ¼ 7000 (N/M ¼ 1400) N ¼ 15,000 (N/M ¼ 1154) N ¼ 7000 (N/M ¼ 140)
Ranking N ¼ 500 (N/M ¼ 100) N ¼ 7000 (N/M ¼ 538) N ¼ 25,000 (N/M ¼ 500)
Screening
VBM
N ¼ n$ðM þ 2Þ
Indices N ¼ 210,000 (n ¼ 30,000) N ¼ 225,000 (n ¼ 15,000) N > 520,000 (n > 10,000)
Ranking N ¼ 1400 (n ¼ 200) N ¼ 30,000 (n ¼ 2000) N ¼ 416,000 (n ¼ 8000)
Screening
VBT
N ¼ n$ðM þ 2Þ
Indices N ¼ 350,000 (n ¼ 50,000) N ¼ 450,000 (n ¼ 30,000) N > 520,000 (n > 10,000)
Ranking N ¼ 3500 (n ¼ 500) N ¼ 112,500 (n ¼ 7500) N ¼ 130,000 (n ¼ 2500)
Screening N ¼ 262,500 (n ¼ 17,500) N ¼ 208,000 (n ¼ 4000)
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posed indicator Statranking (see Section C of our Supplementary
Material for further analysis).4.3. Convergence of parameter screening
The bottom panels in Fig. 6(g,h) show the value of the conver-
gence statistic for screening for increasing sample size. Fig. 7
F. Sarrazin et al. / Environmental Modelling & Software 79 (2016) 135e152148reports the results of the validation test.4.3.1. Convergence of sensitivity indices for low-sensitivity
parameters
For the purpose of screening, we consider only EET and VBT
while we exclude RSA and VBM because they do not account for
interactions. Furthermore, screening is not applied to the HyMod
model since all its ﬁve parameters are found to be inﬂuential in our
experimental set-up. We compute the convergence statistic for
screening for the other two case studies (HBV and SWAT) (Fig. 6g,h).
Comparing the bottom panels of Fig. 6(g,h) with the top panels
(b,c), we observe that the convergence of the sensitivity indices for
the lower-inﬂuence parameters (Statscreening) is quicker compared
to the other parameters (Statindices). In particular, for EET, after 560
model evaluations (n ¼ 40) for HBV and 5100 model evaluations
(n ¼ 100) for SWAT, the lower-sensitivity parameters have already
converged while it takes hundreds of thousands of model evalua-
tions for all the sensitivity indices to converge (see alsoTable 2). The
convergence of the indices for the lower-sensitivity parameters
requires still more model evaluations than usually suggested in the
literature.
Analysing the results obtained with EET across the two case
studies, we observe that the convergence of the screening for HBV
is reached for a smaller number of model evaluations than for
SWAT, which is expected because HBV has a lower number of pa-
rameters. However, for VBT, the screening converges slightly earlier
for the SWATmodel than the HBVmodel. Therefore, as observed for
the convergence of the ranking, the number of model evaluations
required to stabilize the sensitivity indices of lower-sensitivity
parameters does not necessarily increase with the number of pa-
rameters considered.Fig. 7. Validation of screening results: KSmax against assumed Screening Threshold on the sen
the number of model evaluations used to compute the sensitivity indices (this was chosen t
are reported for different signiﬁcance levels. Next to each data point is the number of paraMoreover, we notice some oscillations in the value of Statscreening
for EET when the number of model evaluations is small (Fig. 6g,h).
For small sample sizes, the bootstrap technique is not able to assess
the ‘true’ variability of the sensitivity indices because the small
samples may not contain enough information. We indeed note that
the width of the bootstrap conﬁdence interval for some low-
inﬂuence parameters increases signiﬁcantly with the sample size
early on, before decreasing and reaching convergence when further
increasing the sample size.4.3.2. Validation of screening
We validated the screening and investigated the value of the
screening threshold at the sample sizes for which convergence is
reached (reported in Table 2). Fig. 7 shows the estimated KSmax for
increasing values of the assumed screening threshold for the two
models and the two GSA methods. The Figure also shows the crit-
ical values of the KS-statistics at different signiﬁcance levels. As
explained in Section 2.2, we used a small value of the signiﬁcance
level (0.001) when applying the KS-test, so that the screening is not
too conservative.
The screening results of EET and VBT are consistent. For the HBV
model (Fig. 7a,c), one insensitive parameter is identiﬁed (K2) by
both EET and VBT. For the SWAT model (Fig. 7b,d), 27 insensitive
parameters are identiﬁed by EET and only 21 of those 27 insensitive
parameters are identiﬁed with VBT. Therefore, for SWAT, EET
identiﬁes a higher number of non-inﬂuential parameters for a
much smaller number of model evaluations than VBT. The reason is
that for VBT, the 95% conﬁdence intervals of the sensitivity index
for the lower-sensitivity parameters are strongly overlapping while
for EET we observe much less overlap. As a result, for SWAT, EET is
able to differentiate the sensitivities among the lower-sensitivitysitivity indices, computed by EET and VBT methods for the HBV and SWAT models. N is
o ensure screening convergence, see also Table 2). The critical values of the KS-statistic
meters that are ﬁxed to compute the KS-statistic.
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that have a negligible impact on the output and parameters that
have a low but non-negligible inﬂuence.
For EET (Fig. 7a,b), the screening is validated for screening
threshold values of 2.6  102 and 2.7  102 for HBV and SWAT
respectively. For the VBT method (Fig. 7c,d), it is validated for a
screening threshold value of 8.4  103 and 4.0  103 for HBV
and SWAT respectively. We note that the value of the screening
threshold is slightly negative for VBT because the value of the
sensitivity indices for the lower-sensitivity parameters has still not
perfectly converged (thewidth of the conﬁdence interval is equal to
0.05 and not 0). The values of the screening thresholds for VBT are
lower than the value of 0.01 generally used in the literature (see for
instance Tang et al., 2007; Sin et al., 2011; Cosenza et al., 2013;
Vanrolleghem et al., 2015). For the SWAT model (Fig.7d), using a
threshold of 0.01 would lead to a KS-statistic well above the critical
values. On the other hand, the subset of parameters with a sensi-
tivity index below a value of 0.01 seems to remain stable when the
sample size is increased, since it does not change up to the
maximum sample size analysed (N ¼ 520,000) (result not shown).
Therefore, a screening threshold of 0.01 as used before appears to
be too high to screen the parameters of the SWAT model because it
would lead to a larger number of parameters being deemed
insensitive.
5. Discussion
5.1. Implications of the results for GSA implementation
The results of the present study can be used to derive guidelines
for the implementation of GSA, while of course considering that we
used speciﬁc case studies for testing, as well as a speciﬁc experi-
mental set-up, e.g. the choice of parameter ranges, of the output
function, of the simulation period, of the sampling strategy. Shin
et al. (2013) for example demonstrate the inﬂuence of some of
these choices on GSA results.
Firstly, we observe that different base sample size values are
needed for differentmodels. Interestingly, from our results, no clear
relationship emerges between the number of parametersM and the
number of model evaluations N needed to reach convergence
(Table 2). The values of the base sample size n for EET and VBSA and
of the ratio N/M for RSA vary between models. Moreover, while the
number of model evaluations generally increases with model
complexity in our case studies, for EET, the ranking of the 50 model
parameters of the SWAT model converges before the ranking of the
13 model parameters of the HBV model. Besides model complexity,
we believe that the rate of convergence depends on other factors,
such as the relative sensitivity of the parameters (i.e. the closer the
sensitivity of the inﬂuential parameters, the slower the conver-
gence of the ranking). We expect to observe even more variations
between convergence rate of GSA when considering a larger range
of models and types of parameter variation. In particular, highly
non-linear models (e.g. models that exhibit low frequency high
consequence effects) are likely to show different convergence dy-
namics. Therefore, our study demonstrates that it is essential to
check the convergence of the GSA results within the case under
study and not only rely on numbers reported in previous studies. In
particular, we ﬁnd that sample sizes needed to reach the conver-
gence are larger than suggested in the literature (e.g. Saltelli et al.,
2008, Table 6.9) (Fig. 6, Table 2). This is consistent with results re-
ported in the few other studies that speciﬁcally focus on GSA
convergence (Fig. 1).
Secondly, we note that the convergence of ranking and
screening can be reached at signiﬁcantly lower number of model
evaluations than the convergence of the sensitivity indices. Thisobservation emphasizes the importance of distinguishing between
the three types of convergence (indices, ranking and screening) to
use computational resources efﬁciently. Full convergence of the
value of the sensitivity indices may not be needed if one is inter-
ested in ranking (Factor Prioritization) or screening (Factor Fixing).
In this case, trying to reach the full convergence of the value of the
sensitivity indices constitutes a Type III error or framing error
(Saltelli et al., 2008), given that the right answer (sample size for
convergence) is sought for the wrong questions (what is the exact
value of the sensitivity indices?). If instead the objective would be
Variance Cutting, a converged value of VBSA sensitivity indices is
needed. For RSA and EET, the values of the sensitivity indices do not
provide much information by themselves and determining
converged values seems to be of little interest.
Furthermore, we ﬁnd that it is important to validate the
screening results to avoid classifying inﬂuential parameters as
insensitive. For EET, we obtain similar values of the screening
threshold (between 0.025 and 0.03) for both the HBV and the SWAT
models. A more exhaustive analysis would be needed in order to
study the applicability of these values to other case studies. For VBT,
we obtain negative values of the screening threshold very close to
zero, even after a high number of model evaluations (more than
200,000). This indicates that the sensitivity indices for the insen-
sitive parameters have not perfectly convergence because their
actual value should be zero or very small but positive. Conse-
quently, the exact (converged) value of the screening threshold T
cannot be determined in these case studies. Nonetheless, we
showed that the typical value of the screening threshold used for
the VBT method (0.01) is not suitable for screening the parameters
of the SWAT model. Some inﬂuential parameters appear to have a
sensitivity index below this threshold value and the actual value of
the screening threshold is thus below 0.01.
Finally, we can draw a comparison between the different GSA
methods. In the case studies analysed here, EET provides ranking
and screening of the model parameters consistent with VBT using
much fewer model evaluations. For the SWATmodel, after applying
the validation test, we even identiﬁed a higher number of insen-
sitive parameters with EET compared to VBT. Therefore, for SWAT, a
complex model, VBT may not be suitable, since it would require a
very high number of model evaluations and EET may be a better
choice. Moreover, the results provided by RSA converge quickly in
the three case studies. More broadly, given that the different GSA
methods rely on different assumption, we recommend applying
different GSA methods to the same case study within the limits of
the available computational resources.
5.2. Consistency of our results with previous studies
Our study conﬁrms the results found in the literature regarding
the relative computational cost of the three GSA methods EET, RSA
and VBSA (comparing our results in Table 2 and Fig. 6 with the
results of other studies summarized in Fig.1). We also ﬁnd that for a
given number of parameters, the ranking provided by RSA con-
verges before the ranking provided by VBSA. Likewise, ranking and
screening provided by EET converge before the ranking and the
screening provided by VBSA. In particular, Campolongo et al. (2007)
empirically demonstrated that EET allows for screening the model
parameters with much fewer model evaluations than VBSA, which
is corroborated by our study. However, we show that the result
does not hold when the objective is the full convergence of the
indices: the order of magnitude of the number of model evaluations
necessary to reach convergence of the indices is the same for EET
and VBSA, while RSA is much less computationally expensive.
Moreover, for HyMod and HBV, convergence of indices and ranking
given by Variance-Based Main effect (VBM) requires fewer model
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(2011) already noticed that the convergence of VBM tends to be
faster than the convergence of VBT. No conclusion can be drawn
from the results of the SWAT model on this point, because sensi-
tivity indices did not converge for either VBM or VBT even after
520,000 model evaluations and the convergence statistic for
ranking underestimates the rate of convergence in particular for
VBM (see Section 4.2).
It is worth comparing our results with the study by Yang (2011)
for the HyMod model applied to the Leaf River Catchment.
Although the experimental set-up differs between Yang's and our
study (simulation period, threshold for RSA, sampling strategy), we
observe similarities in the results. The sample sizes for the
convergence of the sensitivity indices (EET and RSA) and of ranking
(VBSA and EET) have the same order of magnitude. Yet, we note a
signiﬁcant difference for the convergence of the sensitivity indices
for VBSA (n ¼ 30,000 in our study while n ¼ 3000 in Yang's study).
In Yang's study, the convergence analysis is performed qualitatively
and in ours, the quantitative criterion usedmay be conservative. No
sample size is explicitly given for the convergence of the ranking for
RSA in Yang's paper, while screening convergence is not considered.
Finally, we observe a general coherence between EET and VBT
results since both methods consistently separate out the most
sensitive and the least sensitive parameters, in agreement with
previous studies (e.g. Campolongo et al., 2007; Confalonieri et al.,
2010; Herman et al., 2013). However, also in accordance with
these previous studies, differences are observed in parameter
ranking. EET may be a suitable alternative to VBT when model
simulations are computationally expensive depending on the spe-
ciﬁc case study.
5.3. Limitations of our study
Our study introduces methods to formally assess the conver-
gence of GSA results, relying on the deﬁnition of quantitative
convergence statistics (Section 2.1). We set threshold values on
these convergence statistics below which we assume that conver-
gence has been reached. We believe that these threshold values
ensure a sufﬁcient degree of convergence of GSA results in order to
obtain reliable results, although they could be conservative. The
adjusted and weighted rank correlation coefﬁcient here proposed,
was shown to be more suitable than the Spearman rank correlation
coefﬁcient for comparison of parameter rankings. In fact, it em-
phasizes the differences in ranking for the more inﬂuential pa-
rameters while it reduces the impact of the low-sensitivity
parameters. However, low-sensitivity parameters can still
contribute to the value of the statistic when their sensitivity index
is not negligible and when their rank is highly variable (see Section
C of our Supplementary Material and discussion in Section 4.2).
Therefore, the convergence statistic for ranking may underestimate
the rate of convergence, which leads again to an estimate on the
conservative side. In fact, when the statistic takes low values, GSA
users can be quite conﬁdent that ranking convergence has been
reached.
The methodology introduced to assess convergence may not be
suitable when sample sizes are very small. In this case, the sample
may not provide sufﬁcient coverage of the parameter space so that
bootstrapping may showwrongly low uncertainty of the sensitivity
index estimates (see discussion in Section 4.3). This problem has for
example been observed by Isaksson et al. (2008). At very small
sample sizes, our analysis could be misleading and incorrectly
suggest that GSA has converged. Likewise, when low frequency
high consequence events can occur in a model (i.e. a small number
of input data points can produce a large effect on the output),
bootstrapping might fail to assess the uncertainty of the sensitivityindex estimates (if these highly inﬂuential values are not present in
the sample).
The methodology for screening (introduced in Section 2.1) ap-
plies for models with a reasonable number of input factors so that it
is computationally affordable to estimate the sensitivity for every
single input factor. When in contrast the number of input factors is
very high compared to available computational resources (like in
supersaturated designs), it might not be possible to estimate the
effect of every single input factor. Nevertheless, the methodology
proposed in our study could be applied for such models if input
factors are assigned to a given number of groups, and if GSA is
performed by taking these groups of input factors as inputs. In this
case, screening consists in identifying the inﬂuential groups (i.e. at
least one input factor in the group is sensitive) and the non-
inﬂuential ones (i.e. all input factors in the group are insensitive).
We refer to Saltelli et al. (2008) for more details on screening for
supersaturated designs and group sampling.
Finally, we propose a quantitative validation method for the
screening results based on the computation of the KS-statistic be-
tween unconditional output (obtained by varying all parameters)
and conditional output (only inﬂuential parameters are varied)
(Section 2.2). One main drawback of this method is that it requires
further model evaluations for the computation of the conditional
outputs. Further investigation is needed regarding the robustness
of the KS-test. One possibility would be to use the bootstrap tech-
nique to compute the KS-statistic. However, in our study we found
that bootstrapping tends to overestimate the KS-statistic (more
details are given in Section D of our Supplementary Material).
6. Conclusions
We examine three widely used GSA methods, the Elementary
Effect Test (EET, or method of Morris), Regional Sensitivity Analysis
(RSA) and Variance-Based Sensitivity Analysis (VBSA, or Sobol’
method). These methods are based on the computation of sensi-
tivity indices through Monte Carlo simulations to measure the in-
ﬂuence of parameters or other model inputs on the model output.
We test these methods for the model parameters of three hydro-
logical models with increasing complexity, the HyMod (5 param-
eters), HBV (13 parameters) and SWAT (50 parameters) models. The
methods introduced here can be generalized to other case studies
and other types of input factors as long as the associated uncer-
tainty (distribution) can be quantiﬁed.
The methodological contribution of this paper is twofold. First,
we deﬁne quantitative criteria to assess the convergence of sensi-
tivity indices, of ranking (ordering among the inﬂuential parame-
ters) and of screening (identiﬁcation of the insensitive parameters).
Second, we propose a quantitative and unconditional method to
validate the screening results to avoid classifying inﬂuential pa-
rameters as non-inﬂuential.
The results of our study show that EET can provide a good
approximation of the ranking and screening given by VBSA for
much fewer model evaluations, as has already been noted in pre-
vious studies. As far as RSA is concerned, it appears to converge
quickly in the case studies considered, although, as discussed in
previous studies, it cannot be used when the objective is to study
parameter interactions.
Our study demonstrates that it is indeed important to separately
assess the convergence of sensitivity indices, ranking and
screening, since these three objectives may require different
numbers of model evaluations. It is not always necessary to reach
the full convergence of the value of all the sensitivity indices. In fact,
the parameter ranking and the sensitivity indices of the low-
inﬂuential parameters (and therefore the screening) may
converge ﬁrst. We also observed that typical values of the sample
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et al. (2008)) can be insufﬁcient to reach convergence of GSA re-
sults, as observed for the two more complex models analysed here
(HBV and SWAT). Moreover, we found that typical values of the
screening threshold can be inadequate and lead to a misclassiﬁ-
cation of inﬂuential parameters as insensitive.
Since no clear relationship emerged between the number of
model parameters subject to GSA and the number of model eval-
uations necessary to reach convergence, we recommend that GSA
users always check the convergence of their results within their
speciﬁc case study. Likewise, the choice of the screening threshold
should always be validated in order to avoid classifying inﬂuential
parameters as non-inﬂuential. In this paper, we introduce and test a
number of convergence criteria and a validation procedure to
formally do this. In particular, the convergence analysis can be done
without additional model evaluations when using bootstrapping.
Further investigation is needed for:
 the convergence statistic for ranking in order to make it
potentially less conservative,
 the KS-test in order to formalize the assessment of its
convergence,
 the bootstrap technique in order to overcome its limitations in
particular for the KS-statistic,
 the LHS design in order to develop and test strategies that would
avoid a loss of stratiﬁcation when increasing or decreasing the
sample size.
Additionally, future work should include a comparison of the
convergence speed between different sampling strategies to help
GSA users with this choice.
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