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The classical Eckart–Young formula for square matrices identiﬁes the distance to singularity
of a matrix. The main purpose of this paper is to get generalizations of this formula. We
characterize the distance to non-surjectivity of a linear operator W ∈ L(X, Y ) in ﬁnite-
dimensional normed spaces X , Y , under the assumption that the operator W is surjective
(i.e. W X = Y ) and subjected to structured perturbations of the form W + MΔN . As an
application of these results, we shall derive formulas of the controllability radius for
a descriptor controllable system [E, A, B]: Ex˙ = Ax + Bu, t  0, under the assumption
that systems matrices E , A, B are subjected to structured perturbations and to multi-
perturbations.
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1. Introduction
Let W ∈ Cn×n be a non-singular complex matrix, that is detW = 0. Then the classical Eckart–Young Theorem [3] says
that the distance from A to the set Ω of all singular matrices in Cn×n is
dist(W ,Ω) = inf{‖Δ‖: W + Δ ∈ Ω}= 1‖W−1‖ =max{δ > 0: δB1Cn ⊂ WB1Cn}. (1.1)
This result was extended to rectangular matrices as follows: Let W ∈ Cn×m with n  m be a full row rank matrix (or
equivalently WCm = Cn), then the distance from W to the set Σ of all rank-deﬁcient matrices is
dist(W ,Σ) = inf{‖Δ‖: W + Δ ∈ Σ}= 1
maxv∈B1
Cn
min{‖x‖: Wx = v} , (1.2)
and dist(W ,Σ) is called the distance to non-surjectivity. It is clear that W /∈ Σ iff the linear system Wx = b, x ∈ Cm is feasible
for all b ∈ Cn or W is well-posed. So dist(W ,Σ) is sometimes called the distance of W to infeasibility or the distance of
W to ill-posedness. The problem of calculation of the above mentioned “distance” is of great importance in mathematical
control and optimization theory and attracts thereby a good deal of attention from researchers over several last decades.
It worth noticing that in most of papers only the case of “unstructured distance” (or “component-wise distance”) has been
so far studied, where perturbations matrices Δ are assumed to be arbitrary. In many cases, however, perturbations are
restricted to some speciﬁc structure and ignoring such structure may lead to substantial underestimation of the sensible
distance to ill-posedness.
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subjected to the structured perturbations of the form
W  W˜ = W + MΔN
and the multi-perturbations of the form
W  W˜ = W +
η∑
i=1
MiΔiNi,
where M , N and Mi , Ni , i = 1, . . . , η are given matrices deﬁning the structure of perturbations. The above structured
perturbation model allows us, by choosing the appropriate structuring matrices M and N , to describe the case where only
one row or column of W or even only one entry of W is perturbed, whereas the more general class of multi-perturbations
will cover all cases of aﬃne perturbations (for instance, the case where the diagonal entries of W are perturbed). We shall
then apply our result to calculating the controllability radius of a controllable descriptor system Ex˙ = Ax + Bu, x ∈ Cn ,
u ∈ Cm , t  0. The key technique is to make use of some well-known facts from the theory of multi-valued linear operators
in representing equations and evaluating the norms of matrices involved in the calculation.
The organization of the paper is as follows. In the next Section we shall recall some notations and some known results
from the theory of linear multi-valued operators (see, e.g. [1]) which will be used in the sequence. In Section 3 we prove
the main results of the paper which give formulas for calculating the distance of a rectangular matrix to non-surjectivity
when subjected to structured perturbations and to multi-perturbations. Section 4 will be devoted to the application of the
results obtained in the previous section to establish formulas for the controllability radius. In Conclusion we summarize the
obtained results and give some remarks of further investigation.
2. Preliminaries
Let K = C or R, the set of real or complex numbers, and n, m, k, l, q, r, η be positive integers. Throughout the paper, we
denote η = 1, η = {1, . . . , η} and Kn×m will stand for the set of all n ×m-matrices. A∗ ∈ Km×n denotes the adjoint matrix
of A ∈ Kn×m , Kn(= Kn×1) is the n-dimensional vector space (of columns of n numbers from K) equipped with the vector
norm ‖ · ‖, its dual space can be identiﬁed with (Kn)∗ = (Kn×1)∗ = {u∗: u ∈ Kn}, the vector space of rows of n numbers
from K, equipped with the dual norm. For u∗ ∈ (Kn)∗ we shall write u∗(x) = u∗x, ∀x ∈ Kn . For a subset M ⊂ Kn , we denote
M⊥ = {u∗ ∈ (Kn)∗: u∗x = 0 for all x ∈ M}. Let F : Km ⇒ Kn be a multi-valued operator, where K is R or C. If the graph
of F , deﬁned by
grF = {(x, y) ∈ Km × Kn: y ∈F(x)}, (2.1)
is a linear subspace of Kn × Km then F is called a linear multi-valued operator. The domain and the nullspace of F are
denoted, respectively, by domF = {x ∈ Km: F(x) = ∅} and kerF = {x ∈ domF : 0 ∈ F(x)}. By deﬁnition, F(0) is a linear
subspace and, for x ∈ domF , we have the following equivalence
y ∈F(x) ⇐⇒ F(x) = y +F(0). (2.2)
Let F : Km⇒Kn be a multi-valued linear operator, then for given vector norms on Kn and Km , the norm of F is deﬁned
by
‖F‖ = sup
{
inf
y∈F(x)‖y‖: x ∈ domF, ‖x‖ = 1
}
. (2.3)
It follows from the deﬁnition that
inf
y∈F(x)‖y‖ ‖F‖‖x‖ for all x ∈ domF,
and therefore, if F is single-valued,∥∥F(x)∥∥ ‖F‖‖x‖ for all x ∈ domF . (2.4)
If the spaces under consideration are equipped with the Euclidean norms (i.e. ‖x‖ = √x∗x) then from (2.2) it follows obvi-
ously that the following implication holds
y ∈F(x), y∗ ∈F(0)⊥ ⇒ d(0,F(x)) := inf
z∈F(x)‖z‖ = ‖y‖. (2.5)
For a linear multi-valued operator F : Km ⇒ Kn , its adjoint operator F∗ : (Kn)∗ ⇒ (Km)∗ and its inverse operator F−1 :
ImF ⇒Km are deﬁned, correspondingly, by
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F−1(y) = {x ∈ Km: y ∈F(x)}. (2.7)
Then F∗ and F−1 are also linear multi-valued operators and we have(F∗)−1 = (F−1)∗, ‖F‖ = ∥∥F∗∥∥. (2.8)
It can be proved that F is surjective (i.e. F(Km) = Kn) if and only if F∗ is injective (i.e. F∗−1(0) = {0}), or, equivalently,
F∗−1 is single-valued. Let F : Km ⇒ Kn , G : Kn ⇒ Kl be linear multi-valued operators, then the operator GF : Km ⇒ Kl ,
deﬁned by (GF)(x) = G(F(x)) for all x ∈ domF , is a linear multi-valued operator and if ImF ⊂ domG or ImG∗ ⊂ domF∗
then
(GF)∗ =F∗G∗ and ∥∥(GF)∗∥∥= ∥∥F∗G∗∥∥ ∥∥F∗∥∥∥∥G∗∥∥= ‖F‖‖G‖. (2.9)
If F is the linear single-valued operator deﬁned by F(x) = FG(x) = Gx, where G ∈ Kn×m and x ∈ Km , then, clearly, the
norm of FG deﬁned by (2.3) is just the operator norm of matrix G:
‖FG‖ = ‖G‖.
In the sequence, when dealing with this operator in the context of the theory of multi-valued linear operators, we shall
use the notation FG(x) = G(x). It is easily seen that the adjoint operator (FG)∗ : (Kn)∗ → (Km)∗ is also linear single-valued
operator which is given by (FG)∗(v∗) = v∗G , ∀v∗ ∈ (Kn)∗ . For the sake of simplicity, we shall identify (FG)∗ with G∗ , that
reads
(FG)∗
(
v∗
)= G∗(v∗)= v∗G, ∀v∗ ∈ (Kn)∗. (2.10)
Remark that the notation G∗v is understood, as usual, the product of matrix G∗ ∈ Km×n and column vector v ∈ Kn and
we have (G∗v)∗ = G∗(v∗). Finally, let P ∈ Kn×l , Q ∈ Kl×m and FP Q : Km → Kn is the linear single-valued operator deﬁned
by FP Q (x) = (P Q )x. Then the adjoint operator (FP Q )∗ : (Kn)∗ → (Km)∗ is also linear single-valued operator and we have,
by (2.10), ∀v∗ ∈ (Kn)∗ ,
(P Q )∗
(
v∗
)= (FP Q )∗(v∗)= v∗(P Q ) = Q ∗(P∗(v∗))= (Q ∗P∗)(v∗)= (F∗Q F∗P )(v∗),
and, by (2.9),∥∥(P Q )∗∥∥ ∥∥Q ∗∥∥∥∥P∗∥∥.
3. Structured distance to non-surjectivity
Assume that the matrix W ∈ Kn×m is surjective, i.e. WKm = Kn , and is subjected to aﬃne perturbations of the form:
W  W˜ = W + MΔN. (3.1)
Here M ∈ Kn×l , N ∈ Kq×m are given matrices and Δ ∈ Kl×q is the perturbation matrices. The structure matrices M , N deter-
mine the structure of the perturbations MΔN .
Deﬁnition 3.1. Let W ∈ Kn×m be surjective. Given a norm ‖ · ‖ on Kl×q, the structured distance of W to non-surjectivity
with respect to aﬃne perturbations of the form (3.1) is deﬁned by
dist(W ;M,N) = inf{‖Δ‖: Δ ∈ Kl×q s.t. W˜ = W + MΔN non-surjective}. (3.2)
If W + MΔN is surjective for all Δ ∈ Kl×q then we set dist(W ;M,N) = +∞.
Deﬁne the multi-valued operator NW−1M : Kl⇒Kq by setting(
NW−1M
)
(u) = N(W−1(Mu)), ∀u ∈ Kl,
where W−1 : Kn⇒Km is the (multi-valued) inverse operator of W .
Theorem 3.2. Assume that the surjective matrix W is subjected to structured perturbations of the form (3.1). Then the structured
distance of W to non-surjectivity is given by the formula
dist(W ;M,N) = 1‖NW−1M‖ . (3.3)
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W˜ = W + MΔN
is non-surjective, for some Δ ∈ Cl×q . This implies that there exists y∗0 ∈ (Cn)∗, y∗0 = 0 such that (W + MΔN)∗(y∗0) =
W ∗(y∗0) + (N∗Δ∗M∗)(y∗0) = 0. Since W ∗−1 is single-valued, we have
y∗0 = −
(
W ∗−1N∗Δ∗
)(
M∗
(
y∗0
))
(3.4)
and, hence, M∗(y∗0) = 0. By applying M∗ to the left of the both sides of (3.4), we obtain
M∗
(
y∗0
)= −(M∗W ∗−1N∗Δ∗)(M∗(y∗0)).
Therefore, by (2.4),
0<
∥∥M∗(y∗0)∥∥ ∥∥M∗W ∗−1N∗∥∥∥∥Δ∗(M∗(y∗0))∥∥ ∥∥M∗W ∗−1N∗∥∥∥∥Δ∗∥∥∥∥M∗(y∗0)∥∥.
Since ImW−1 ⊂ domN = Cm , we have, by using (2.9), (NW−1)∗ = W−1∗N∗ = W ∗−1N∗ . Further, since W is surjective,
ImM ⊂ dom(NW−1) = Cn we have again by (2.9),(
NW−1M
)∗ = M∗(NW−1)∗ = M∗W ∗−1N∗.
By (2.8), we get∥∥Δ∗∥∥= ‖Δ‖ 1‖M∗W ∗−1N∗‖ = 1‖NW−1M‖ .
Since the above inequality holds for any disturbance matrix Δ ∈ Cl×q such that MΔN destroys surjectivity, we obtain by
deﬁnition,
dist(W ;M,N) 1‖NW−1M‖ . (3.5)
To prove the converse inequality, we note ﬁrst that M∗W ∗−1N∗ is single-valued. Therefore its norm is the operator
norm and hence there exists v∗ ∈ (Cq)∗: ‖v∗‖ = 1, v∗ ∈ dom(M∗W ∗−1N∗) such that ‖NW−1M‖ = ‖M∗W ∗−1N∗‖ =
‖(M∗W ∗−1N∗)(v∗)‖. Denoting u∗ = −W ∗−1(N∗(v∗)) = 0, we have
W ∗
(
u∗
)= −N∗(v∗) and M∗(u∗)= −(M∗W ∗−1N∗)(v∗) = 0.
By Hahn–Banach Theorem, there exists h ∈ Cl such that ‖h‖ = 1, (M∗(u∗))h = ‖M∗(u∗)‖. Thus, we can deﬁne a rank-one
perturbation Δ ∈ Cl×q by setting
Δ = 1‖M∗(u∗)‖hv
∗.
Then, it is obvious that
‖Δ‖ = ∥∥M∗(u∗)∥∥−1 = ∥∥(M∗W ∗−1N∗)(v∗)∥∥−1 = 1‖NW−1M‖ ,
and, using (2.10), (Δ∗M∗)(u∗) = Δ∗(M∗(u∗)) = M∗(u∗)Δ = v∗ . Hence, (N∗Δ∗M∗)(u∗) = N∗(v∗) and, therefore,
W ∗
(
u∗
)+ (N∗Δ∗M∗)(u∗)= 0,
with u∗ = 0, which implies that the perturbed matrix W˜ = W + MΔN is non-surjective. Thus, by deﬁnition,
dist(W ;M,N) ‖Δ‖ 1‖NW−1M‖ . (3.6)
The proof is complete. 
We note that Theorem 3.2 has been proved for the case when the norms of matrices under consideration are operator
norms induced by arbitrary vector norms in corresponding vector spaces.
Now, we consider the more general situation, assuming that the matrix W ∈ Cn×m is subjected to structured multi-
perturbations of the form
W  W˜ = W +
η∑
MiΔiNi, (3.7)
i=1
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tions. The size of each perturbation Δ = (Δ1, . . . ,Δη) ∈DC =∏ηi=1 Cli×qi is measured by
‖Δ‖ =
η∑
i=1
‖Δi‖, (3.8)
where the norms ‖Δi‖ are operator norms on Cli×qi induced by given vector norms on the spaces Cli ,Cqi , i ∈ η, respectively.
Deﬁnition 3.3. Assume that the surjective matrix W is subjected to multi-perturbations of the form (3.7). Then the struc-
tured distance of W to non-surjectivity is deﬁned by
dist(W ;Mi,Ni, i ∈ η) = inf
{
‖Δ‖: Δ ∈DC, W +
η∑
i=1
MiΔi Ni non-surjective
}
, (3.9)
where ‖Δ‖ is given by (3.8).
In the following theorem we shall make use of the Moore-Penrose pseudoinverse of the matrix W to get a lower
bound and an upper bound for dist(W ;Mi,Ni, i ∈ η). We recall that for a surjective matrix W ∈ Kn×m the Moore-Penrose
pseudoinverse of W is deﬁned by W † = W ∗(WW ∗)−1 ∈ Km×n , see, e.g. [9]. We note that W †x ∈ W−1(x) for all x ∈ Cn
which means that W † is a linear selection of multi-valued operator W−1.
Theorem 3.4. Assume that the surjective matrix W is subjected to multi-perturbations of the form (3.7). Then
1
maxi, j∈η ‖NiW †M j‖  dist(W ;Mi,Ni, i ∈ η)
1
maxi∈η ‖NiW−1Mi‖ . (3.10)
Proof. Assume that the perturbed matrix W˜ deﬁned as in (3.7) is non-surjective. Then there exists 0 = y∗0 ∈ (Kn)∗ such
that
y∗0
(
W +
η∑
i=1
MiΔi Ni
)
x = 0 for all x ∈ Kn+m. (3.11)
For x= W †u, it follows that
y∗0u +
η∑
i=1
y∗0MiΔiNiW †u = 0 for all u ∈ Kn. (3.12)
Assume ‖y∗0Mi0‖ = maxi∈η ‖y∗0Mi‖, then by (3.12), ‖y∗0Mi0‖ > 0. By the Hahn–Banach Theorem, there exists 0 = v0 ∈ Kli0 :
‖v0‖ = 1 such that |y∗0Mi0 v0| = ‖y∗0Mi0‖. Letting u = u0 = Mi0 v0 we get from (3.12)
y∗0Mi0 v0 +
η∑
i=1
y∗0MiΔiNiW †Mi0 v0 = 0, (3.13)
and hence,
∥∥y∗0Mi0∥∥= ∥∥y∗0Mi0 v0∥∥ η∑
i=1
∥∥y∗0Mi∥∥‖Δi‖∥∥NiW †Mi0∥∥‖v0‖ ∥∥y∗0Mi0∥∥ η∑
i=1
‖Δi‖
∥∥NiW †Mi0∥∥.
Thus
‖Δ‖ 1
maxi∈η ‖NiW †Mi0‖
,
which implies the lower bound in (3.10). To prove the second inequality, choose k ∈ η and  >0 such that ‖NkW−1Mk‖− =
maxi∈η ‖NiW−1Mi‖− > 0. Then, as was shown in the proof of Theorem 3.2, there exists a disturbance matrix Δk ∈ Clk×qk
such that W + MkΔkNk is non-surjective and
‖Δk‖ 1−1 .‖NkW Mk‖ − 
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W +∑ηi=1 NiΔ˜iMi is non-surjective and
‖Δ˜‖ = ‖Δk‖ 1maxi∈η ‖NiW−1Mi‖ −  .
This implies the second inequality in (3.10), completing the proof. 
We remark that the formula (3.10) is still valid when we replace W † by any linear selection of multi-valued operator
W−1, that is when W † is replaced by arbitrary matrix Z ∈ Cm×n such that Zx ∈ W−1(x) for all x ∈ Cn .
4. The controllability radius of descriptor systems
In this section, the results of the previous section will be used to obtain the formula for controllability radius of descrip-
tor systems. Recall that the descriptor control system{
Ex˙ = Ax+ Bu,
y = Cx, x ∈ Kn, t  0, (4.1)
where E, A ∈ Kn×n , B ∈ Kn×m , C ∈ Kr×n , with K = R or C, is said to be controllable if for any initial state x(0) = x0 and
any desired ﬁnal state x1 there exist T > 0 and a measurable control function u(t) ∈ Km , 0 t  T such that x(T ) = x1. The
problem of great practical interest is to calculate the (unstructured) controllability radius of system (4.1) where the system
matrices are subjected to perturbation of the form
[E, A, B] [E, A, B] + [Δ1,Δ2,Δ3]. (4.2)
For linear systems
x˙ = Ax+ Bu (4.3)
(in the sequence this system is denoted by (A, B)), this problem has attracted a good deal of attention from researchers in
recent years, see, e.g., [4–7,11,10,13], in the meanwhile the case of descriptor system is less considered, see, e.g. [16]. One
of the most interesting results was due to Zou and Yang [14]:
rC(E, A, B) = inf
{∥∥[Δ1,Δ2,Δ3]∥∥: [Δ1,Δ2,Δ3] ∈ Cn×(2n+m), [E, A, B] + [Δ1,Δ2,Δ3] is not controllable}
= min|λ|1
{
σmin
([A − λE, B]), σmin([λA − E, B])} (4.4)
(where σmin denotes the minimal singular value of a matrix) which extended the well-known result of Eising [4] to descrip-
tor systems. We note that proof of the main result in [4] was essentially based on the Hautus Theorem on characterization
of controllability (see, e.g. [8]):
(A, B) ∈ Kn×n × Kn×m controllable ⇐⇒ rank[A − λI, B] = n, ∀λ ∈ C, (4.5)
and was valid under the assumption that the spectral norm or Frobenious norm of matrices are used. Recently, for (4.3),
formulas of the structured controllability radius deﬁned by
rK(A, B;M,N) = inf
{‖Δ‖: Δ ∈ Kl×q, [A, B] + MΔN is not controllable}, (4.6)
where M ∈ Kn×l , N ∈ Kq×(m+n) , have been obtained in [10] and [13], under some assumptions on the matrix N . In this
section, we shall make use of the formulas for distance to non-surjectivity given by Theorem 3.2 and Theorem 3.4 to derive
formulas of structured controllability radius of descriptor systems (4.1) for arbitrary operator norms of matrices.
Assume that the matrix triple (E, A, B) is subjected to perturbations of the form
[E, A, B] [E, A, B] + MΔN, (4.7)
where M ∈ Kn×l , N ∈ Kq×(2n+m) are given structuring matrices and Δ ∈ Kl×q is unknown disturbance.
Deﬁnition 4.1. The structured controllability radius of system (4.1) subjected to perturbations (4.7) is deﬁned by
rK(E, A, B;M,N) = inf
{‖Δ‖: Δ ∈ Kl×q, (E, A, B) + MΔN not controllable}. (4.8)
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K
n+m , and the multi-valued operator FW−1αβ D : Kl⇒Kq by setting(
FW−1αβ D
)
(u) = F (W−1αβ (Du)), ∀u ∈ Kl,
where F and D are given matrices of appropriate dimensions and W−1αβ : Kn⇒Kn+m is the (multi-valued) inverse operator
of Wαβ . In [15,17], it has been proved that the following characterization of controllability for the descriptor systems holds
(4.1) is controllable ⇐⇒ Wαβ is surjective for all (α,β) ∈ C2 \ (0,0). (4.9)
Theorem 4.2. If K = C then
rC(E, A, B;M,N) = 1
sup(α,β)∈C2\(0,0) ‖NαβW−1αβ M‖
, (4.10)
where
Nαβ = NHαβ, Hαβ =
(−β In 0
α In 0
0 Im
)
∈ C(2n+m)×(n+m) (4.11)
(In and Im are the identity matrices in Kn and Km, respectively).
Proof. Suppose that [˜E, A˜, B˜] = [E, A, B] + MΔN is not controllable for Δ ∈ Cl×q . It means, by (4.9), that W˜α0β0 = [α0 A˜ −
β0 E˜, B˜] is not surjective for some (α0, β0) = (0,0). By deﬁnition we can easily deduce
[α0A − β0E, B] + MΔNα0β0 = [E, A, B]Hα0β0 + MΔNHα0β0 = [˜E, A˜, B˜]Hα0β0 = [α0 A˜ − β0 E˜, B˜], (4.12)
which means that the disturbance MΔNα0β0 destroys the surjectivity of Wα0β0 = [α0A − β0E, B]. By Theorem 3.2,
‖Δ‖ dist(Wα0β0;M,Nα0β0) =
1
‖Nα0β0W−1α0β0M‖
 1
sup(α,β)∈C2\(0,0) ‖NαβW−1αβ M‖
,
and, therefore, by deﬁnition we get
rC(E, A, B;M,N) 1
sup(α,β)∈C2\(0,0) ‖NαβW−1αβ M‖
.
To prove the converse inequality, assume that sup(α,β)∈C2\(0,0) ‖NαβW−1αβ M‖ > 0 and  > 0 is any arbitrarily small number
such that
sup
(α,β)∈C2\(0,0)
∥∥NαβW−1αβ M∥∥−  > 0
(the case sup(α,β)∈C2\(0,0) ‖NαβW−1αβ M‖ = 0 is trivial). Then, there exists (α,β) ∈ C2 \ (0,0) such that∥∥Nαβ W−1αβ M∥∥ sup
(α,β)∈C2\(0,0)
∥∥NαβW−1αβ M∥∥− .
As in the proof of Theorem 3.2, there exists a rank-one perturbation Δ ∈ Cl×q such that
‖Δ‖ = 1‖Nαβ W−1αβ M‖
and W˜αβ = Wαβ + MΔNαβ is not surjective which implies, by (4.9), that the system (˜E, A˜, B˜) with [˜E, A˜, B˜] =[E, A, B] + MΔN is not controllable. Therefore,
‖Δ‖ 1
sup(α,β)∈C2\(0,0) ‖NαβW−1αβ M‖ − 
.
By letting  → 0 we get the converse inequality, completing the proof. 
We have the following simple lemma (see, e.g., [2,14,15]).
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1. The descriptor system (E, A, B) is controllable;
2. rank[αA − βE, B] = n for all (α,β) ∈ C2 \ (0,0);
3. rank[A − sE, B] = rank[sA − E, B] = n for all s ∈ C: |s| 1;
4. rank[A − sE, B] = n for all s ∈ C and rank[E, B] = n.
Similarly with the proof of Theorem 4.2, we obtain the following result.
Theorem 4.4. Assume that the controllable system (E, A, B) is subjected to perturbations of the form (4.7). Then, we have
rC(E, A, B;M,N) = min|s|1
{
1
‖N1sW−11s M‖
,
1
‖Ns1W−1s1 M‖
}
=min
{
1
sups∈C ‖N1sW−11s M‖
,
1
‖N01W−101 M‖
}
, (4.13)
where Nαβ is deﬁned by (4.11).
We now formulate some consequences of the above results.
Corollary 4.5. Assume that E = In and the linear system (A, B) is subjected to structured perturbations of the form [A, B] [A, B]+
MΔN. Then we have
rC(A, B;M,N) = 1
sups∈C ‖NW−11s M‖
. (4.14)
The above corollary has been proved in our recent paper [13] in the direct way and is shown to cover as particular cases
the results due to Eising [4], Karow and Kressner [10], Mengi [12]. For the general case of descriptor systems, the formulas
(4.10) and (4.13) extend the results of Yun and Chengwu [14], Byers [16] to more general situations, namely by considering
structured perturbations and for arbitrary operator norms.
Note that the matrix Hαβ has full column rank for all (α,β) ∈ C \ (0,0). Therefore, in a similar way as the proof of
Corollary 3.7 in [13] we can derive the following result.
Corollary 4.6. Assume the controllable triple (E, A, B) ∈ Cn×n × Cn×n × Cn×m is subjected to perturbations of the form (4.7) where
N ∈ Cq×(2n+m) has full column rank. Then the structured controllability radius of (E, A, B) is given by
rC(E, A, B;M,N) = 1
sup(α,β)∈C2\(0,0) ‖([αA − βE, B](N∗αβNαβ)−1/2)†M‖
. (4.15)
We now assume that the controllable matrix triple (E, A, B) ∈ Cn×n × Cn×n × Cn×m is subjected to structured multi-
perturbations of the form
[E, A, B] [˜E, A˜, B˜] = [E, A, B] +
η∑
i=1
MiΔi Ni, (4.16)
where Mi ∈ Cn×li , Ni ∈ Cqi×(n+m) , i ∈ η = {1, . . . , η} are given structure matrices and Δi ∈ Cli×qi , i ∈ η are unknown pertur-
bations. The size of each perturbation Δ = (Δ1, . . . ,Δη) ∈DC =∏ηi=1 Cli×qi is measured by:
‖Δ‖ =
η∑
i=1
‖Δi‖, (4.17)
where the norms ‖Δi‖ are operator norms on Cli×qi induced by given vector norms on the spaces Cli ,Cqi , i ∈ η, respectively.
Then the controllability radius of (E, A, B) under the multi-perturbations of the form (4.16) is deﬁned by
rC(E, A, B;Mi,Ni, i ∈ η) = inf
{
‖Δ‖: Δ ∈DC, [E, A, B] +
η∑
i=1
MiΔi Ni uncontrollable
}
. (4.18)
By using Theorem 3.4, we get the following result. The proof is similar to that of Theorem 4.2 and therefore omitted.
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1
maxi, j∈η sup(α,β)∈C2\(0,0) ‖Niαβ W †αβM j‖
 rC(E, A, B;Mi,Ni, i ∈ η)
 1
maxi∈η sup(α,β)∈C2\(0,0) ‖Niαβ W−1αβ Mi‖
, (4.19)
where † denotes the Moore-Penrose pseudoinverse of matrices.
We illustrate the above results by an example.
Example 4.1. Consider the linear control system (A, B) described by
Ex˙(t) = Ax(t) + Bu(t), (4.20)
where E = [ 0 0
0 1
]
, A = [ 0 2
1 −1
]
, B = [ 1
0
]
. It is easy to see that Wαβ = [αA − βE, B] is surjective for all (α,β) ∈ C2 \ (0,0).
Therefore, by (4.9), this system is controllable. Assume that, the control matrix [E, A, B] is subjected to structural perturba-
tion of the form[
0 0 0 2 1
0 1 1 −1 0
]

[
δ1 δ1 δ2 2+ δ2 1+ δ2
δ1 1+ δ1 1+ δ2 −1+ δ2 δ2
]
, (4.21)
where δi ∈ C, i ∈ 1,2 are disturbance parameters. The above perturbed model can be represented in the form [E, A, B]
[E, A, B] + MΔN with
M =
[
1
1
]
, N =
[
1 1 0 0 0
0 0 1 1 1
]
.
We have
NαβW
−1
αβ M(v) = NαβW−1αβ
(
v
v
)
=
{
Nαβ
( p
q
r
)
: 2αq + r = αp − (α + β)q = v
}
=
⎧⎪⎪⎨⎪⎪⎩
{(−(β/α)v−(2+β/α)βq
2v+βq
)
: q ∈ C} if α = 0, β = 0,{( 0
2v
)}
if α = 0, β = 0,{( v−βp
v
)
: p ∈ C} if α = 0, β = 0.
Thus, in the case α = 0, β = 0, for each v ∈ C, the problem of computing d(0, E[A − λI, B]−1D(v)) is reduced to the
calculation of the distance from the origin to the straight line in C2 whose equation can be rewritten in the form
x1 + (2+ β/α)x2 = (4+ β/α)v
with x1 = −(β/α)v − (2+ β/α)βq, x2 = 2v + βq. Let C2 be endowed with the vector norms ‖ · ‖∞ , then we can deduce
|4+ β/α||v| |x1| + |2+ β/α||x2|
(
1+ |2+ β/α|)∥∥∥∥(x1x2
)∥∥∥∥∞.
This implies∥∥∥∥(x1x2
)∥∥∥∥∞  |4+ β/α||v|1+ |2+ β/α| ,
which yields the equality if x1 = (4+β/α)v1+|2+β/α| and x2 = eiϕx1, where ϕ is chosen such that (2+β/α)eiϕ = |2+β/α|. Therefore,
by the similar calculations in the cases α = 0, β = 0 and α = 0, β = 0, we get
∥∥NαβW−1αβ M∥∥=
⎧⎪⎨⎪⎩
|4+β/α|
1+|2+β/α| if α = 0, β = 0,
2 if α = 0, β = 0,
1 if α = 0, β = 0.
By applying Theorem 4.2, we obtain rC(E, A, B;M,N) = 12 .
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In this paper we developed a unifying approach to the problem of calculating the distance to non-surjectivity of a
surjective matrix, which is based on the theory of linear multi-valued operators. Our result generalized, in particular, the
classical Eckart–Young Theorem to structured perturbations. We applied the obtained results to establish some formulas
for the controllability radius of descriptor control systems under structured perturbations and multi-perturbations of system
matrices. Our approach can be developed further for calculating the distance from ill-posedness of conic systems of the form
Ax = b, x ∈ K ⊂ Km , where K is a closed convex cone, as well as for controllability radius of convex processes x˙ ∈ F(x),
t  0. These problems are the topics of our further study.
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