Abstract -Using integrate-and-fire networks, we study the relationship between the architectural connectivity of a network and its functional connectivity as characterized by the network's dynamical properties. We show that dynamics on a complex network can be controlled by the topology of the network, in particular, scale-free functional connectivity can arise from scale-free architectural connectivity, in which the architectural degree correlation plays a crucial role.
edges of the respective graph. The degree of a node is understood to be the number of edges emanating from this node. A fundamental issue concerning a given network is whether its connectivity architecture, which is frequently unknown, could possibly be inferred from its functional properties, described by the distribution of the nodes' activity-intensity or the correlation patterns of their activity, which are often referred to as functional connectivity. A particularly important type of interaction among nodes is via pulses they send to one another, which takes place for example in brain networks. In brain networks, functional magnetic resonance imaging (fMRI) can be used to measure the signal correlations among small cortical regions called voxels. The degree distribution of highly correlated voxels viewed as a graph of functional connectivity was observed to asymptotically satisfy a scale-free distribution [5, 6] ∼ k −γ , k being the degree, γ > 2, signifying that nodes have large fluctuations in the number of connections. The Internet and some metabolic reaction networks are also known to be scalefree [7] [8] [9] . A natural question that arises is whether scalefree functional connectivity, such as that observed in (a) E-mail: cai@cims.nyu.edu fMRI imaging, can reflect a possible underlying scale-free architectural connectivity.
In this letter, we investigate this question using pulse-coupled dynamics of nodes on a directed, scale-free network, whose node-degree distribution and node-degree correlation functions, can be characterized by precise asymptotic forms in the large network limit [10] . On each node, our dynamical unit is an Integrate-and-Fire (IF) oscillator. We characterize the network's functional connectivity by the activity-intensity or activity correlation of its dynamical units. Their activity-intensity is naturally described by the firing rate of the IF oscillators. For this network, we demonstrate that the topological property of degree correlation in the network architecture has strong implications for the network dynamics, and functional connectivity indeed reflects the scale-free characteristic of the underlying network architectural connectivity as follows: 1) the probability density function (pdf) of the activity-intensity in the network is scale-free; 2) the activity-intensity has a power law scaling with node degrees; 3) when the edge direction is reversed in the network, the number of activity-correlated nodes satisfies a scale-free distribution. Surprisingly, our analysis shows that a precise characterization of the above relations requires a full description of the degree-correlation function as well as the degree distribution itself.
First, we describe the topology of our network constructed following [10] . The network grows in stages, beginning with two nodes connected by a directed edge.
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At each subsequent stage one new node is attached to an already existing node in the network via an outgoing edge. The probability that the new node is attached to a particular old node is proportional to the total degree of this old node. In this network, each node (except an initial one) has precisely one outgoing edge (outgoing degree is 1), while the number of incoming edges, k, (incoming degree k) can be shown to possess the distribution P in (k) = 4/[(k + 1)(k + 2)(k + 3)] [10] . A node with incoming degree k will be termed a k-node. As mentioned above, we also study this network with the direction of all the edges reversed, i.e., the reversed network, with the outgoing degrees of the nodes given by the scale-free distribution P in and the incoming degree of each node equaling 1.
Next, we describe the dynamics of N pulse-coupled IF nodes over the above directed network: the activity v i of the i-th node in the network is governed by
where τ is the time constant. At each spike time, when v i reaches the threshold value V th , the spiking i-th node sends a pulse to a node in the network via the outgoing edge, and the activity v i is instantaneously reset to the reset value V r (where V r < V th < V E , V E is a constant). The spiking rate of a node is referred to as the activity-intensity of this node. The pulse train driving the i-th node is composed of pulses induced by the external drive and by the spiking nodes in the network, G i (t) ≡ f l g(t − t il ) + S n,j g(t − t n j ), with external input strength f and coupling strength S, respectively. Here t il is the l-th input spike time and t n j is the n-th spike time of the j-th node connected to the i-th node. The external input spike times for each node in the network are assumed to be given by an independent Poisson spike train with the same constant rate ν. The pulse shape is described by g(t) = t/σ 2 exp(−t/σ)Θ(t), Θ(t) being the Heaviside function and σ the time constant, which determines the pulse-width.
From the construction of the network, one would naively expect that the activity-intensity of each node would be simply determined by its incoming degree distribution. However, our study shows that linking the activityintensity distribution of the network to its underlying architecture requires more than the degree distribution, even in the mean-field (MF) limit, i.e. the size of the network N → ∞, and the fluctuations in the external input vanish, i.e. ν → ∞ and fν = const. Employing the method developed in [11] , we find the MF description for the average activity-intensity m k of any k-node in the system (1) in the steady state as
Here, g k ≡ fν + Skµ k is the average input to a k-node and µ k is the expected activity-intensity that this node receives from each of its k incoming edges. Note that the activityintensities m k = 0 whenever fν > (V T − V r )/(V E − V T ); otherwise the external drive is insufficient to drive the network above the threshold and all m k = 0 in the MF limit. To obtain the activity-intensity µ k , we need to invoke the degree correlation of this network. By averaging the activity-intensity over all types of nodes, we derive
where T (n, k) is the degree correlation function defining the probability of finding a directed edge originating at an n-node and terminating at a k-node:
, which is derived in the limit N → ∞. In the derivation, we utilized the following facts: 1) the number of edges originating at an n-node and terminating at any other node in this network equals the total number of n-nodes, i.e., T (n, k) dk = P in (n).
2) The number of edges terminating at a k-node and originating from an arbitrary node equals T (n, k) dn = kP in (k). The dependence of m k on the incoming degree k can be found by truncating eq. (2) at a finite network size N and solving it iteratively (terminated when the sum of the errors in m k drops below 10 −16 ). As shown in the inset in fig. 1 , the solution m k of the truncated eq. (2) is insensitive to N .
Our study shows that the average activity-intensity of the network is well captured by the MF theory, as confirmed in fig. 1 , which shows a good comparison between m k obtained from the MF theory (2) and those obtained via full numerical simulations of IF dynamics (1) [12] . Comparison in fig. 1 between the cases of N = 10 4 and N = 10 5 indicates that the small undershoot of the simulation results at the high end of the k-range is a consequence of the finite size of simulated networks. Finally, we emphasize the importance of incorporating the node-degree correlation into the MF theory. Were we to assume that the connection probability between two node types is only related to the degree distribution of the nodes, i.e. T (n, k) = kP in (k)P in (n), as is often assumed for random networks, m k obtained via the resulting analog of eq. (2) would deviate from that obtained via simulations, as shown in fig. 1 . In particular, there would be significant errors for nodes with high degrees. Overall, the results depicted in fig. 1 demonstrate that the MF system (2) provides an accurate description of m k when the nodedegree correlations are accounted for. Clearly, this demonstrates that the degree correlation in the network topology has a strong impact on the network dynamics even in the MF limit.
Now we turn to investigating the question of whether a power law degree distribution in the network architecture can induce dynamically a power law dependence of the activity-intensity on k. Invoking the ansatz
, under the condition that the total input g k 1. The leading-order average input µ k in eq. (3) can now be found using residue calculus with a further large-k expansion, yielding the following equation for γ:
Interestingly, eq. (4) reveals that the asymptotic behavior of m k is governed only by the coupling strength S and is independent of the driving strength fν, which is confirmed in fig. 2 both by the numerical solution of eq. (2) and by network simulations. Figure 2 demonstrates power law behavior of m k for large k. The requirements that γ < 4 (to ensure the finite activity-intensity) and S > 0 single out two possible branches of the dependence of γ on S in eq. (4), as shown in the inset of fig. 2 ; the lower branch is stable and is observed in the simulations. Although the asymptotic independence of the exponent γ from the external drive can be intuitively understood as the total activity that a high-degree node receives from the large number of possibly weakly active nodes overwhelming its external input and leading the control of γ via the coupling strength S, we emphasize that the precise knowledge of both the distribution P in (k) and the degree correlation function T (n, k) is necessary to find the asymptotic dependence of the activity-intensity m k on the degree k. Were we to use only the asymptotic behavior of these two functions, i.e., P in (k) ∼ 4/k 3 , 
, which fails to capture either the numerical solutions of the MF system (2) or the results of direct numerical simulations (data not shown).
In addition to the dependence of m k on k, another important question is whether the combined effect of the power law behavior of m k and the scale-free nature of the network will generate a power law behavior for the pdf P (m) of the activity-intensitym in the network. Indeed, P (m) turns out to be scale-free because
, where m −1 is the inverse of the function m k = m(k) and m = dm/dk. In the asymptotic regime as k → ∞, apart from the finitesize effect at extremely high k, this equation reduces to P (m) ∼m −2/γ−1 . As shown in fig. 3 , there is excellent agreement between the theoretically predicted P (m) (solid line) and the histogram of the activity-intensity obtained from simulations of the networks with N = 10 4 and N = 10 5 . Clearly, increasing N reduces the deviations due to the finite size, with an ever expanding range of agreement. Therefore, in our network, the activity-intensity -which is a dynamical quantity and, importantly, can be observed and measured-reflects the scale-free character of the underlying network topology.
Finally, we discuss how graph structures induced by correlated activities are dynamically related to the underlying network architecture. To illustrate this, the reversed network provides an appealing model network as will be seen below. In this network, the average activity-intensity of all the nodes is the same because each node receives pulses via precisely one incoming edge. This activity-intensity is in contrast to the scale-free 50001-p3 M. S. Shkarayev et al. distribution of the outgoing degrees. However, this scale-free property for the outgoing degrees does manifest itself in the correlation of the activity among the nodes that receive edges from a common input node. To study this correlation, we numerically evolve the dynamics of the reversed network and measure the correlation between the i-th and j-th nodes in a steady state:
, where · denotes the time average. Note that the activity v i , not the activity-intensity m i , is used in computation of C ij . We construct a graph in which the i-th and j-th nodes are linked if C ij is above certain threshold value C th and unlinked otherwise. We assign the linking degree n to a node, if it is linked to n other nodes. We have verified that this degree is insensitive to the specific C th , provided this value is between ∼ 0.45 and ∼ 0.55.
Our numerical result shows that the correlation-induced graph is scale-free, as confirmed in fig. 4 . The squares in fig. 4 represent the normalized histogram of nodes' linking degrees. We expect that two nodes are linked if they receive input from the same node. The diamonds in fig. 4 display the normalized histogram of the numbers of nodes that share a common input node in a given realization of the network. Analytically, this second histogram can be approximated by the pdf for a given node to share a common input node with precisely n other nodes, which equalsP (n) = nP in (n)/ n P in (n )dn and is depicted by a solid line in fig. 4 . (This is because the distribution P in is the outgoing degree distribution in the reversed network.) Notwithstanding the finite-size effects, fig. 4 shows that there is a close match between the probability distribution of the degree of nodes in a graph generated by thresholded correlated nodes in the network (a measurable quantity) and the probability distributionP (n) of the numbers of nodes sharing a common input (a property of the network architecture). Since, asymptotically,P (n) scales as n −2 for large n, we see that the former, measurable, degree distribution of the correlation-induced graph is again scale-free, reflecting the scale-free nature of the underlying network connectivity.
In conclusion, we have answered in the affirmative the question of whether functional connectivity of a network can arise from its architectural connectivity using IF networks over a scale-free topology. We have also shown that the properties of this relationship are not universal, but instead crucially depend on the correlation structure of the underlying architectural connectivity, even in the MF limit.
Many important related questions remain, of which we mention three: the first question is whether scale-free functional connectivity can only arise in a network with scale-free architectural connectivity, or perhaps also in networks with simpler architectural connectivity, and, more generally, is there a means of extracting information about the architectural connectivity of a pulse-coupled network from its functional connectivity. To our knowledge, the answer is not yet known, but finding a counterexample of a neuronal network with very simple architectural connectivity giving rise to some type of scale-free functional connectivity would have a profound influence on inferring conclusions about the anatomical connectivity of various brain networks from the results of functional studies such as fMRI.
The second question concerns the universality of our result, since we have obtained it for a very specific network in which the scale-free architecture is also only unidirectional. We have recently found a partial answer to this question [13] , stating that scale-free architectural connectivity must give rise to scale-free functional connectivity in a large class of disassortative networks, i.e., networks in which the mean incoming degree of nodes from which 50001-p4 a given k-node receives incoming edges is a decreasing function of its degree k [14] .
Finally, the related third question concerns the specific choice of the dynamical unit, in particular, that only the somewhat idealized IF oscillator was used in this study. In fact, if the scale-free functional connectivity arising from the underlying scale-free architectural connectivity of the network under our investigation is truly a network effect, the specific choice of the dynamical unit in a parsimonious model should be immaterial as long all the units in the network are pulse-coupled [15] . This is certainly the case in large-scale computational models of spatiotemporal activity in the mammalian primary visual cortex [16, 17] , in which linear and exponential [18] IF models give similar dynamical phenomena. This conjecture is strengthened by the fact that our numerical results are well matched by the results of the yet more idealized mean-field model as reported in this work. Nevertheless, a study involving alternative spiking dynamical units remains interesting and should be pursued to contrast the dynamical effects induced by the unit and those induced by the network. * * * This work was supported by NSF grants DMS-0914827, DMS-0636358, DMS-0506287, DMS-0506396, and DMS-0507901.
