Introduction
Wavelets show promise for both signal (or image) representation and classification. Signal representation using wavelets has received by far the most 16 Representation and classification both can be viewed as feature extraction problems in which the goal is to find a set of daughter wavelets (dilations and shifts of a mother wavelet) that either best represent the signal or best separate various signal classes in the resulting feature space. However, the best set of wavelets for representation will not necessarily be the same as the best set for classification, or vice versa. This is because representation emphasizes the humps of a distribution, while classification emphasizes the overlapping tails, which tend to be close to the decision boundaries.
We present examples of how wavelets can be adaptively computed for representation and classification. By ' 'adaptive,' ' we mean that either the wavelet parameters or the wavelet shape are iteratively computed to minimize an energy function for a specific application. This differs from most previous applications that test a large fixed set of wavelets and then discard the ones that contribute least. In addition, a new concept of a ' 'superposition-wavelet, ' ' or in short, ' 'super-wavelet,'
' is introduced. The super-wavelet is a linear combination of adaptive wavelets that is itself treated as a wavelet, in that dilations of a super-wavelet handle scale changes in a signal. The introduction of a superwavelet means that the fundamental shape of the wavelet can be adapted to particular applications, rather than just the parameters of a fixed-shape wavelet.
As noted above, wavelets have been rarely applied to classification. One paper has considered this,7 but has used
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human-selected rather than adaptive wavelets. We now review major approaches that have been used for representation. Most approaches, e.g. , Ref. 1 and 2, use a fixed mother wavelet with varying shift and dilation parameters.
Clearly, higher compression ratios can be obtained by choosing the mother wavelet that best fits the data. Coifman and
Wickerhauser3 find the best (in terms of minimum entropy) mother wavelets from a library of possible mother wavelets for compressing a signal. They have produced a fast a!-gorithm (N !ogN, where N is the signal length) for doing so. One would expect that higher compression ratios can be obtained by adaptively computing the wavelet, rather than selecting one from a fixed library, although this is likely to be at the cost of greater computation time. Tewfik, Singha, and Jorgensen4 propose a complex but efficient approach for computing the best orthogonal mother wavelet from a scaling function. Several methods that combine neural networks and wavelets have been considered. Daugman' uses a neural network to learn the best set of coefficients for approximating an image with a set of Gabor wavelets. Pati and Krishnaprasad5 also find the best coefficients for a wavelet expansion using a neural network. However, a more adaptive approach is to learn the wavelet parameters using neural networks, as Zhang and Benveniste6 have done for approximating a function. Our approach is similar to Ref. 6 but differs in important aspects, namely, the wavelet function, the approximation function, the learning algorithm, and the super-wavelet concept. We also address classification as well as representation. Throughout this paper, we use examples based on speech signals. That is because we feel this adaptive wavelet approach has great potential for both speech and machinemade sounds (as well as images). However, the principal purpose of the paper is to demonstrate the concept of adaptive wavelets, and not to actually solve any aspect of the speech problem, which remains for future work. Simulation examples are given in Sec. 3, which also discusses the super-wavelet concept. Section 4 discusses how this approach might apply to phoneme and speaker recognition. Section 5 offers conclusions. An appendix provides physiological insights into speech characteristics.
A network and formulation for signal representation is offered first and is followed by signal classification.
Representation
A signal s(t) can be approximated by daughters of a mother . wavelet ht accordin to We use a conjugate gradient method8 to minimize E. Forming the column vectors g(w) and w from the elements g(w)k where the Wk, bk, and ak are the weight coefficients, shifts, and Wk, the i'th iteration for minimizing E with respect to and dilations for each daughter wavelet. This approximation w proceeds according to the following two steps [s(w) is can be expressed as the neural network of Fig . 1 , which the search direction as a function of w]:
contains wavelet nonlinearities in the artificial neurons rather than the standard sigmoidal nonlinearities. This architecture
is similar to a radial basis function (RBF) neural 31, 32 because symmetric wavelets form a family of RBFs spec-
ii ified by the dilation parameter. The network parameters wk,
bk, and ak can be optimized by minimizing an energy funcg tion. We employ the least-mean-squares (LMS) energy for (8) signal representation. 1 T
2.
= w+ as(w)' .
. . . .
2t= i
Step 1 computes a search direction s at iteration i.
Step 2 computes the new weight vector using a variable step-size A simple extension of Eq. (2) would be to produce an apa. At each iteration, steps 1 and 2 are computed for the proximation over multiple realizations of a particular waverepresentation parameter vectors w, a, and b. It is preferable form to reduce noise and extract commonality. Adopting to perform a line search to find the best step-size (this can the mother wavelet greatly reduce the number of iterations needed for convergence), but to demonstrate the concept of adaptive wavelets Wavelets appear promising as a feature space for classifi- inner products of a set of wavelets with the input signal. (4) These features can then be input to a classifier. A major issue is which wavelets to select. As an example of an adaptive solution to this problem, we consider the combined classifier and wavelet feature detector given by (10) where v,, is the output for the n'th training vector s(t) and r(z) = 1/[ 1 + exp( -z)] , a sigmoidal function. This classifier can be depicted as the neural network of Fig. 2 , which uses wavelet weights rather than the wavelet nonlinearities of the representation network in Fig. 1 . The lower part of Fig. 2 produces inner products of the signal and wavelets, with (6) the first wavelet on the left and the K'th wavelet on the right. Figure 2 shows two layers of weights, but once the network is synthesized, the two layers collapse into one because a nonlinearity does not exist between layers. The classification parameters wk, bk, and ak can be optimized by minimizing, e.g. , for two well-separated classes, N E=(d_v)2 (11) where d is the desired classifier output for s(t). We set d = 1 for one class and d =0 for the other. Extensions or other approaches are certainly possible. For example, a more complex multilayer network or a network with multiple output elements to handle more than two classes could be adopted instead of the classifier in Eq. (10). More than one mother wavelet could be included in Eq. (10) [e.g. , in addition to h(t), one could include another mother g(t)]. Also, a different measure could be used to determine the optimal features, such as the Fisher ratio9or minimax criterion, which minimizes the difference between the intraclass variation of the training vectors and maximizes the interciass or a minimum-misclassification-error criterion for overlapping classes.11 However, the approach of Eqs. (10) and (11) suffices to demonstrate the concept of adaptive wavelet feature generation. Employing the wavelet of Eq. (3) and let- (14) Conjugate gradient descent is used to minimize Eq. (11), as described in Sec. 2. 1 . We have proposed different network structures and energy functions for representation and classification. We next present results run on sample data for the formulations in this section. 3 
Simulations
Simulationresults for signal representation are offered first, followed by signal classification. 3 .1 Representation To demonstrate how adaptive wavelets can approximate functions, we consider three phonemes, "a," "e," and "i,"
that were extracted from speech signals and which are shown in Fig. 3 . (These are long vowels spoken in isolation.) In this section, we consider the phonemes as generic signals to demonstrate the neural network's operation. In Sec. 4, we consider how this method could be applied to phoneme and speaker recognition in future work. Note that each phoneme in Fig. 3 is periodic. We approximate only a single period of each. The solid lines in Fig. 4 show the extracted periods, where the signal on either side of the period has been windowed with a Gaussian falloff with a standard deviation of two pixels. The dashed lines in Fig. 4 show the wavelet approximations, which we now describe. The wavelet in Eq. (3) with a = 8 is shown in Fig. 5 . To determine the number and initial placement for each wavelet, we convolve this wavelet with the signal and place a mother wavelet at each location where a peak occurs. The number of wavelets selected for ' 'a,' ' ' 'e,' ' and ' 'i' ' was 1 1 , 6, and 14. All weights and dilations were initialized to 0 and 8, respectively. The gradient descent algorithm was run for 500 iterations (batch mode) with a =10 2 aa ab 10 , and a restart cycle of n = 10. Letting e =s -(where the boldface denotes column vectors containing the time samples of the signal, etc.), we measure a normalized approximation error eTe/sTs, so that the error between s and an allzero vector 0 equals 1. The approximation errors for "a," "e," and "i" are 0.210, 0.231, and 0.083. Tables 1, 2,   and 3 show the final parameters for each approximation. Note that the dilations range over an order of magnitude, with the smallest being 0.207 times the initial value of 8, and the largest being twice the initial value. The maximum change between an initial and final shift is 9.8, or roughly half of the initial spacing between shifts. Thus, the neural network has adaptively created a wide range of daughter wavelets and has produced good approximations. (12) The purpose of these simulations is to show the potential of neural networks for adaptively creating a wavelet approximation, not to produce an efficient production code for doing so. The program required three CPU minutes for approximating the single period of ''i,'
' which is represented by 14 wavelets and required proportionately less for the other two phonemes . The speed of neural network syn- (13) thesis could be dramatically improved by (1) a line search that computes the best step-sizes a at each iteration, (2) including a stopping criterion, (3) creating better initial values for the weights and dilations, and (4) running the algorithm on specialized neural network hardware. Note that the wavelet approximation of each signal describes a super-wavelet, which is a linear combination of wavelets that itself can be treated as a wavelet. Dilations of the super-wavelet could represent the same period of speech spoken at different speeds. Section 4 provides a more detailed discussion.
Classification
To generate a simple training set for demonstration purposes, we segmented three single-period training vectors from each of the ' 'a,'
' ' 'e,' ' and ' 'i' ' signals. The length of each period was adjusted to be identical, and all nine signals were normalized to unit norm. These training vectors are plotted in Figs. 6(a) through 6(c) . Because the three classes are quite different, they pose a simple recognition problem. To make the problem more challenging, 10 additional vectors for each class were synthesized by adding Gaussian noise with o =0.2 (SNR = -6 dB) to the first period extracted from each class. A representative noisy training vector ' 'a' ' is plotted in Fig. 6(d) . Thus the training set contamed 39 vectors. A test set was not used because we are simply demonstrating the concept of adaptive wavelet feature selection and not testing a real application. As in Sec. 2.5%. This demonstrates the point that adaptive wavelet features can produce much better classification rates than ad hoc fixed wavelet features. Table 4 gives the resulting parameters for each case and shows that for the adaptive case, the dilations and shifts changed from their initial values. Figure 7 shows the resulting wavelet features for each case. Because the classifier linearly combines the wavelet features, Fig. 7 plots the linear combination of the weighted wavelets. (Linear combination of wavelets has previously been used to form a detection filter,7 but the wavelets were fixed and not adaptive.) Figure 7 clearly shows the differences between the fixed and adaptive wavelet features . In a real application, one would want to pick good initial values for the wavelet parameters and then optimize them as demonstrated in this paper. Good initial values are important to avoid local minima of energy functions such as Eq. (1 1). The combination of wavelets in Fig. 7(b) forms a superwavelet meant for classification rather than representation.
Features rather than raw data are used for classification Table 2 Weights, dilations, and shifts for adaptive wavelet approximation of "e."
0.00 -0.25 Table 3 Weights, dilations, and shifts for adaptive wavelet approximation of "i.' 0 50 100 150 time Sections 2 and 3 clearly show that representation and classification significantly differ in terms of the network structure and the type of criterion that is optimized and in terms of the resulting wavelets. However, both approaches can be used for recognition, as described in Sec. 4.
Speech Case Study
To make the concepts presented in the previous sections more concrete, we consider how these ideas might apply to phoneme and speaker recognition. Implementation of these ideas to a particular application remains for future work. or semiperiodic (e.g. , the ' 'a,'
' ' 'e,' ' and ' 'i' ' phonemes in Fig. 3 ). Unvoiced sounds are higher frequency and more noiselike. The waveform ofa phoneme varies from phoneme to phoneme, from speaker to speaker, and from pronunciation to pronunciation for the same speaker. Figure 8 shows examples of speech using the words ''the seat,' ' in which the periodic nature of the voiced sounds are visible and the high-frequency noiselike quality of unvoiced sounds can be seen in the ''s' ' and ' 't.' ' Also, the two signals give an idea of how speech differs in frequency and envelopes between two speakers, particularly between male and female speakers. More details on the physiology of speech characteristics and speaker differences are given in Sec. 6. We make use of the waveform variability of phonemes to suggest a phoneme recognition system and the variability of the same phoneme from speaker to speaker to suggest a speaker recognition system using adaptive super-wavelets. Sections 4.1 and 4.2 discuss a phoneme recognition and a speaker recognition system. 
Phoneme Recognition
Phoneme recognition systems are used in automatic speech recognition systems and related phoneme generators are used in speech synthesis systems . Several phoneme recognizers have been developed. 14-18 These systems exploit the vanations in the phonemes' spectra by computing the spectrum of a small segment of a speech signal and then computing the mel or bark scale coefficients from the power spectrum.
These features are classified by classical methods14 and neural network approaches. [15] [16] [17] [18] Adaptive wavelets offer two potential approaches. First, a super-wavelet could be generated for each phoneme using the function representation method of Sec. 2. 1 , optimized over multiple speakers . The super-wavelet might be fashioned to represent several periods of a phoneme to improve the SNR. The set of super-wavelets then forms a bank of filters that can be correlated with a speech signal. The correlation peaks would identify the phonemes. sions of the super-wavelets could be used to identify speech at different speeds. This idea is shown conceptually in Fig. 9 , which plots correlations of the super-wavelets in Fig. 4 (normalized to unit norm) with the full phoneme signals in Fig . 3 . The correlation peaks clearly indicate the occurence of each period and the type of phoneme. For example, The correlation peaks decrease over time because the signal strength is decreasing. Clearly, the local signal strength must be taken into account in such an approach. This is a simplistic example, in that Fig. 9 is testing on the training data (at least for the first period of the signal) and the wavelet approximations have not been produced over multiple phoneme realizations, but Fig. 9 is only meant to show the concept. This approach resembles template matching, except that the super-wavelet is produced from multiple phoneme realizations and wavelet dilations handle speed changes. In the second approach, a classifier with adaptive wavelet features as in Sec. 2.2 could be used to identify phonemes. This is similar to the classifiers described above, except that instead of features taken from a spectrogram, the adaptive wavelets generate wideband transient features that are taibred to the problem. By optimizing the features for the problem, fewer features should be needed and better classification rates could result. The adaptive wavelet approach seems best suited to the better characterized waveforms of voiced rather than unvoiced phonemes.
Speaker Recognition
Two main applications of speaker recognition are (1) verifying a person's identity prior to admitting him to a secured place or to a telephone transaction and (2) associating a person with a voice in police 19 Due to fewer applications of speaker recognition compared to speech recognition and lack of complete knowledge about which characteristics of a speech signal help in identifying a speaker, speaker recognition has received less emphasis.2024
In general, automatic speaker recognizers exploit the variability in speech characteristics of different speakers caused by variations in the vocal cords and vocal tract. The differences in different speakers' vocal cords introduce vanations in the pitch period (fundamental frequency of a speech signal), and differences in the vocal tract introduce vaniations in its resonant frequencies and, hence, variations in the waveform on spectrum of a phoneme.
The speaker recognizens developed so far can be broadly classified into text-dependent and text-independent systems. Text-dependent systems use a specially designed utterance, whereas text-independent systems operate on previously unknown speech utterances . The erron rate is lower in the case of the text-dependent systems; however, text-independent systems are more flexible and foolproof. Hence , we consider a text-independent speaker recognition system.
Generally , text-independent speaker recognition systems use a feature set averaged over a long utterance for classification purposes.2527 The main disadvantage of longterm statistics is that they are often impractical for real-time text-independent applications. However, this problem can be overcome by using phonemes. can be applied to speaker recognition, except in this case the same phoneme from different speakers would form different classes. However, speaker recognition has the advantage that the spectral features of vowels (voiced phonemes) are most useful for speaker recognizers.29 This is convenient for adaptive wavelets that can better capture the waveforms of voiced sounds than unvoiced.
Conclusion
Wavelets frequently have been applied to representation, but rarely to classification. We have shown how wavelets can be adaptively computed for either task, using different neural network structures and energy functions best suited for each. The new concept of a super-wavelet allows the wavelet shape to be adaptively computed for a particular problem, rather than only adaptively computing the parameters of a fixed-shape wavelet.
Our concern is primarily with classification rather than representation. For representation, orthogonal wavelets have proven very useful for efficient and fast data compression, e.g. , Ref. 3. The adaptive wavelets we studied are not orthogonal, but we see this as less of an issue for classification where we are trying to find features that separate the classes rather than orthogonal features. The concepts of adaptive wavelets have been demonstrated on 1-D signals, and a discussion was presented on how these concepts could apply to phoneme and speaker recognition. However, these concepts should also apply to images. In particular, the idea of using dilations of a superwavelet to handle input scale changes applies to both 1-D signals and images. The idea of adaptively generating an optimal set of wavelet features seems like a powerful approach for both signals and images.
6 Appendix: Speech Characteristics Speech characteristics arise from physiology. This appendix reviews physiological details to provide insight into interphoneme and interspeaker differences. The human speech production system consists of the lungs , trachea (windpipe), pharynx (throat cavity), and vocal tract (which includes the oral and nasal Speech sounds are produced by the passage of forced air from the lungs through the trachea into the pharynx. The upper portion of the trachea contains a cartilaginous structure called the larynx. The larynx houses two liplike ligaments called the vocal cords . The slitlike opening between these two vocal cords is called the glottis. The vocal cords are held by arytenoid cartilage. This cartilage facilitates in adjusting the tension in the vocal cords. The air from the pharynx then passes through the oral or nasal cavity of the vocal tract depending on whether the velum (soft palate at the rear of the roof of the mouth) is closed or open.
A language can be described by a set of linguistic units called phonemes (distinct speech sounds).19 For example, American English can be described by a set of 42 phonemes. 12 The nature of each phoneme varies based on the source of excitation (forced air), i.e., manner of articulation and the shape of the vocal tract, i.e., place of articulation. The shape of the vocal tract varies while producing various sounds based on the movements of articulatories such as the glottis, the pharynx, the velum, the jaw, the tongue, and the lips. The variations in the characteristics of a phoneme based on the shape of the vocal tract can be explained as follows: The vocal tract can be considered similar to an acoustic tube. The forced air from the lungs and the pharyngeal cavity causes the vocal tract to resonate, which modulates the sound waveform, and the resonant frequencies (formant frequencies) of the vocal tract vary depending on the length and shape of the vocal tract. The length of the vocal tract is fixed for a given speaker but varies from speaker to speaker.
Based on the source of excitation, phonemes can be broadly classified into voiced, unvoiced, and mixed voiced or mixed unvoiced 13 The voiced sounds are produced by the periodic or the semiperiodic vibrations of the vocal cords. Based on the place of articulation, the speech sounds can be classified into the following eight groups19: From the above description, it is clear that the variety of body parts involved in producing speech create a rich variation in the spectral and the waveform nature of different phonemes.
