Extracting software features from the public product descriptions in the natural language is beneficial for developing new products. Because software features are often expressed in phrases, many approaches currently propose to define phrase patterns and extract phrases as features from product descriptions accordingly. However, there are often lots of noisy phrases extracted because public product descriptions are described freely by different designers and it is difficult to obtain accurate phrase patterns in practice. It is also not suitable to filter those noisy phrases according to frequencies because some important features may be infrequent. To address such issues, this paper proposes a feature extraction approach by extracting phrases as features from the sentence clusters among product descriptions rather than directly from the product descriptions. Considering that more than one feature can be described in one sentence, a new algorithm is designed to detect the overlapping sentence clusters from public product descriptions. It can detect all potential sentence clusters and reduce the affection of noisy descriptions. By taking bigram collocations as the phrase pattern, the bigram collocations containing cluster keywords are elicited as features from each detected sentence cluster. The evaluations conducted on the public software product descriptions from the application market of Softpedia.com, have shown that the proposed approach has better performance than the competitive approaches in terms of precision and time consumption.
I. INTRODUCTION
With the popularity of the application markets such as Google Play, Apple store and Softpedia, lots of natural language data such as the product descriptions and the user comments have been accumulated. It is beneficial to mine these natural language data for software development. Mining product descriptions help identifies and reuses the features of the products in one application domain since these product descriptions, written by software designers, are always concerned about product features. At the same time, new user requirements can be identified by mining user comments since they reveal users' complains about some software features. In this paper, we focus on mining the product descriptions to extract the features of software products in one application domain.
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It is challenging to extract software features from public textual product descriptions. First, there is no template to describe what the features look like. Some features may be described by short phrases such as compress file, but some features, for example, provide protection for the system from virus, may be delivered in more complicated phrases. Second, these features are implied in the sentences and one sentence may be concerned about more than one feature. Two features may overlap with each other, for example, compress and decompress files. Third, some important features may occur frequently, but some important features may not. Thus, it is not suitable to identify features only according to feature frequency.
Many approaches have been proposed in recent years to address these challenges. One kind of approaches is to take sentences as feature descriptors and identify different sentence clusters which imply different features. For example, in light that one sentence in the descriptions may describe more than one feature, Hariri et al. [1] have designed the algorithm of incremental diffusive clustering(IDC) which clusters the sentences and selects the best clusters iteratively. The sentences which are the closest to the centroid of these selected clusters are taken as descriptors of the implied features. Due to the application of the clustering algorithms such as k-means, the number of features are often required for clustering the sentences. Obviously, it is not easy for analysis to specify such a number. Moreover, these approaches are also prone to the affection of noisy sentences in product descriptions because they often apply these clustering algorithms directly on the whole set of sentences.
Because software features are often expressed in phrases instead of sentences and the features extracted by clustering sentences are not easy to understand, another kind of approaches proposes to define phrase patterns and elicit phrases accordingly from the descriptions as the feature descriptors. For example, through identifying phrase patterns from a sampled dataset manually, Liu et al. [2] have proposed to extract features from app descriptions. However, obtaining accurate phrase patterns is time-consuming because there may be various features and each feature can be expressed in different ways. And even if those accurate phrase patterns are defined, lots of noisy phrases will also be extracted since the product descriptions are often written freely by different designers and have lots of errors in grammar [3] . Some approaches have filtered the potential noisy phrases according to phrases frequencies. This may lead to these important but infrequent phrases are eliminated while some noisy phrases with higher frequencies are kept. For example, when extracting bigram collocations as features, we found that some phrases e.g., file system and file folder, which are not features, possess higher frequencies.
In this paper, we propose a new approach named DSE (short for detect, select and extract) for the feature extraction with the aim to improve the accuracy. It proposes to extract phrases as features from the sentence clusters of the product descriptions rather than directly from the product descriptions to reduce noisy phrases. It first detects all potential sentence clusters which imply different features, then selects a given number of detected clusters, and finally extracts phrases from selected sentence clusters as feature descriptors. Considering that more than one feature can be described in one sentence and the sentence clusters implying different features may overlap with each other, it detects overlapping sentence clusters among the product descriptions. It takes the bigram collocation as phrase pattern and extracts bigram collocations from each detected cluster as feature descriptors to avoid identifying various phrase patterns. This is also to facilitate the comparison with these phrase based approaches because the performance of these approaches depends on the defined patterns which are specific to the datasets they used. But both the patterns and the datasets are not publicly available. Our main contributions are twofold.
• First, a new algorithm is designed for detecting overlapping sentence clusters from natural language product descriptions. Inspired by the approach of overlapping community detection [4] , the new algorithm detects the sentence clusters greedily from different seeds without running on the whole set of sentences iteratively. Once a sentence cluster is detected, it releases the sentences far from the cluster centroid for other clusters. And in order to decrease the impact of one feature on the detection of other features, it identifies the keywords of the detected sentence clusters and removes them from all the left data from which other sentence clusters will be detected. The new algorithm has lower time complexity for detecting overlapping sentence clusters but also can reduce the affection of noisy descriptions.
• Second, based on two datasets of natural language product descriptions crawled from Softpedia.com, several studies have been done. It has been validated that the proposed approach has better accuracy than both the competing approach of detecting overlapping sentence clusters and the approach of extracting bigram collocations directly from product descriptions. This also indicates that extracting phrases from sentence clusters improves the accuracy of feature extraction.
The implementations of the proposed approach are available at github (https://github.com/liuchunbest) and all the results can be repeated again. The remainder of the paper is organized as follows. Section II provides a general overview of the background of our approach as well as the related work. Section III describes the details of the proposed approach. Section IV introduces research questions, the design and results of the evaluations, and possible threats to validity. Finally Section V provides the conclusion of our work.
II. BACKGROUND A. SOFTWARE FEATURE EXTRACTIONS FROM INFORMAL NATURAL LANGUAGE DATA
Our work is located in the research areas of domain analysis [5] , [6] , requirements mining [7] - [10] , and feature model extraction [11] - [16] . Several automatic or semi-automatic approaches exist to extract features from different types of information sources, e.g., product descriptions, requirements specification documents, user comments, etc [17] . In this section, we focus only on works that extract software features from informal natural language product description and user comments and give a brief introduction about the related works.
As stated before, there is no template to describe what a software feature looks like. So when extracting features from textual descriptions or comments, some take sentences as feature descriptors and some take phrases as feature descriptors. Different feature formats require different methods. Thus, existing approaches for feature extraction can be divided into two typical classes to our knowledge: sentence based and phrase based. The sketch of them can be seen in Table 1 .
Sentence based approaches assume each sentence describes one or more features. So this kind of approaches tends to cluster the sentences in the textual descriptions into different clusters by different methods. Each sentence cluster implies one software feature. Hariri et al. [1] used the method of term frequency-inverse document frequency(TF-IDF) [18] to represent each sentence and proposed the incremental diffusive clustering (IDC) algorithm to cluster these sentences iteratively. In each iteration, it first adopted Spherical k-Means method for clustering sentences, selected the best cluster and one representative sentence from the best cluster as feature descriptor, then identified the dominate words of the best cluster, and finally removed the dominate words of the best cluster from all the sentences to eliminate their impact on further clustering. When extracting k features, it needs to do the iteration k times. Instead of using TF-IDF vector space model, Yu et al. [20] took latent dirichlet allocation(LDA) method to turn the sentences into vectors and then applied a hierarchical clustering method to cluster the sentences with the aim to mine the semantic structure between features. In the above works, the number of potential features, i.e., the number of clusters to be generated, should be provided. Moreover, while taking either Spherical k-Means or LDA for clustering sentences, the clustering process of these approaches runs on all the sentences of the descriptions, which suffers from the impact of noisy descriptions.
Different from the sentence based approaches, the phrase based approaches claim that the features are often in the form of a phrase, i.e., a sequence of words with different parts of speech (POS). This kind of approaches tends to first define phrase patterns, then extract phrases according to the defined patterns from each sentence, and finally cluster phrases to merge similar ones. Obviously, the simplest pattern for phrases is the keyword. Vu et al. proposed a keyword based approach for mining user opinions in mobile app reviews [3] . Comparing with keywords, collocations can describe features more accurately. To extract features from user reviews, Guzman and Maalej [21] took the bigram collocations as phrase patterns and identified the frequent collocations from reviews. Either keywords or collocations specify only one phrase pattern. But in fact, different features may be described in different phrase patterns. Thus, Vu et al. [22] first mined the sequence pattern of POS from a corpus to get the different phrase patterns when extracting features from app reviews. Similarly, by taking the POS tagger into consideration, Bakar et al. [19] first used the approach of latent semantic analysis(LSA) to find similar reviews and then took the combination forms of <adjective, noun> or <noun, adjective> and <verb, adjective> as phrase patterns to extract features from reviews. Liu et al. [2] obtained the patterns of phrases manually from a sampled dataset to extract features from app descriptions. Focusing on extracting and matching the features from the app descriptions and the reviews to let designers know which app features are being reviewed and which are not, Johann et al. [23] manually built several POS patterns and sentence patterns, and applied them uniformly to app descriptions and user reviews. To identify the app features and analyze feature lifecycle in app stores, Sarro et al. first extracted raw feature patterns [24] . In their work, if an HTML list in the description of apps is related with the set of words ''include, new, latest, key, free, improved, download, option, feature'', such HTML list is saved as the raw feature patterns.
Although different approaches have shown their effectiveness, however, it is not easy to compare them. The implementations of these proposed approaches are often not provided. Different papers have used the data from different sources, and the inputs and/or the outputs are also not publicly available [15] . Generally, the features extracted by phrase based approaches are more understandable compared with those by sentence based approaches. But for the phrase based approach, the phrases patterns are required and many noisy phrases are often extracted. Motivated by that, we propose to extract phrases from the sentence clusters of the natural language product descriptions instead of directly from the product descriptions to improve the accuracy of feature extraction.
B. THE OVERLAPPING COMMUNITY DETECTION METHOD LMF
Our proposed approach has brought the idea of detecting overlapping sentence clusters greedily from the overlapping community detection method of local maxima of fitness(LMF) [4] . Generally, community detection aims to detect the node clusters which can be overlapped with each other from a complex network. To detect the overlapping communities, LMF starts from different seeds and detects the members of each community in a greedy way. The seeds are randomly selected from the nodes which have not been assigned to any communities. Starting from one selected seed, a new community is detected by the maximization of the fitness of its nodes in the community. The fitness is defined as follows:
where k in and k out are the total internal and external degrees of the nodes in the community, and α is a positive real-valued parameter controlling the size of the communities. With such a definition of fitness, LMF starts from the seed, iteratively finds the neighbors of the community and calculates the contribution of each neighbor to the fitness. The contribution is defined as the variation of the fitness of the community with and without one neighbor. The neighbor with the maximal contribution is selected and added to the community. Then it evaluates the nodes already in the community again and removes the misfit nodes. When the contributions of all the neighbors are negative, such iteration stops and a new community is detected. This process amounts to determining local maxima for the fitness function for a given α.
III. THE DSE APPROACH
The DSE approach first detects all potential overlapping clusters among the sentences of the product descriptions and then extracts the bigram collocations from some selected clusters as the feature descriptors. As shown in Figure 1 , it consists of four main steps: preprocess textual data, detect overlapping sentence clusters, select given number of clusters, and extract feature descriptors. First step is to filter the noisy descriptions and words and get a sentence list consisting of all the sentences in the form of TF-IDF vectors. Since more than one feature can be described in one sentence, the clusters among the sentences may be overlapped with each other. Inspired by the overlapping community detection method LMF [4] , DSE in the second step starts to find the seed of a cluster and then detects the cluster members greedily. Once a sentence cluster is obtained, the sentences close to the centroid of the cluster are removed from the sentence list, because they certainly belong to the cluster but not any other clusters. This also means that the other sentences in the cluster can be assigned to other clusters in further detection. At the same time, the cluster keywords are identified and removed from all the left sentences in the sentence list. The identified cluster keywords will be further used for sorting clusters and extracting bigram collocations. In the third step of selecting sentence clusters, the clusters are sorted by the cluster size and the average weight of cluster keywords. The cluster size reflects the frequency of the implied feature and the average weight of cluster keywords reflects the importance of the feature. In the feature descriptor extraction step, the most frequent bigram collocations which contain the cluster keywords are selected as the descriptors of the features. The details of each step are described as follows.
A. PREPROCESS TEXTUAL DATA
The inputs of DSE approach are the public textual product descriptions crawled from the websites like Softpedia.com. Figure 2 shows a sample product description from the Softpedia.com. To preprocess these descriptions, the redundant descriptions and the empty descriptions are filtered initially.
Then, the natural language processing(NLP) techniques provided by NLTK [25] are used for the following processing:
• Sentence extraction: separate the sentences in the informal product descriptions • Tokenization: break down sentences into words • Part of Speech (POS) tagging: label words with known lexical categories • Words selection: keep only the verbs, nouns, and adjectives words
• Stop words removal: remove commonly used words • Stemming: stem the words to their root forms Finally, the collection of the textual product descriptions in one application domain such as antivirus or compress tool is treated as a document and the TF-IDF method [18] is applied to compute the weights of all the words in the collection. Accordingly, all the sentences of the product descriptions in one application domain are turned into vectors. And let X be one of the vectors where X = [x 1 , x 2 , · · · , x n ], these vectors are normalized subsequently according to equation (2) . Such normalization makes that the cosine similarity metric which we use to measure the similarity between two sentences can be obtained by compute the dot product of two vectors. 
B. DETECT OVERLAPPING SENTENCE CLUSTERS
Since LMF [4] is applied for non-weighted network and can't deal with the noises in the product descriptions, it is not suitable for detecting the overlapping sentence clusters among product descriptions. By following the way of LMF, the algorithm designed for detecting overlapping sentence clusters is shown in algorithm 1. The list of sentences in the product descriptions is taken as input and there are two parameters to control the size of the sentence clusters, the size of the overlap between clusters, and the impact of potential noises. Treating each sentence as a node in the complex network, it consists of the following five steps.
1) BUILD SENTENCE SIMILARITY NETWORK
Building sentence similarity network (line 2 in algorithm 1)is to help find the seeds for detecting sentence clusters. In this network, the nodes are the sentences represented by their TF-IDF vectors, and the weights of the edges between nodes are the similarities between them. To measure the sentence similarities, the cosine similarity metric [18] is used. Let X and Y be two vectors where X = [x 1 , x 2 , · · · , x n ], Y = [y 1 , y 2 , · · · , y n ], then the cosine similarity between X and Y is computed as equation (3). As stated before, since the vectors X and Y representing the sentences have been normalized to X and Y according to the equation (2), the cosine similarity between two sentences now can be obtained according to equation (4) by computing the dot product of the normalized vectors. 
2) SELECT SEED Selecting seed(line 6 in algorithm 1) is the starting point of detecting a community in LMF. Instead of selecting seeds randomly, we select the node which is linked to an edge with the maximal weight that is larger than a threshold(i.e., the parameter MIN in algorithm 1) as the seed. This can speed up the detection process because it is more possible for two sentences connected by an edge with the maximal weight to belong to a cluster. But it will cost some computing resources for building the sentence similarity network. It can also reduce the impact of the noisy data on the seed selection. Noisy data are either isolated in the network or the weights of their connections to other nodes are small. Thus they are less likely to be selected as seeds. Moreover, the seeds are only selected from the set of left sentences that have not been certainly assigned to some clusters. When none candidates are left for selection or all the left sentences are not suitable for selection(i.e., all the weights of the connections between these sentences are smaller than the parameter MIN ), the selection of seeds will fail and the whole overlapping cluster detecting process, i.e., the algorithm 1, will stop(line 21 in algorithm 1).
3) FIND CLUSTER MEMBERS
Once a seed is selected, it is taken as the initial centroid of a new cluster( line 8 and 9 in algorithm 1). Given the seed and the initial centroid, algorithm 1 starts to iteratively evaluate the neighbors of the new cluster(i.e., the function findMembers in algorithm 1). The neighbors are the nodes in the similarity network that have connections with the nodes already in the cluster. In one iteration, if some neighbors are there, the neighbor which is the closest to the cluster centroid is selected. And, if the cosine similarity between such neighbor and the cluster centroid is larger than a threshold(i.e., the parameter MIN in algorithm 1), such neighbor node is added into the cluster (line 31 in algorithm 1). Once a new member of the cluster is found, the cluster centroid is recomputed(line 32 in algorithm 1). After that, next iteration continues to find more members of the new cluster. The iterations stop when there are none neighbors, or all the neighbors are far from the cluster centroid(line 30 in algorithm 1).
4) IDENTIFY CLUSTER KEYWORDS
Since one sentence in the product descriptions may describe more than one feature, identifying cluster keywords(line 12 in algorithm 1) aims to remove one identified feature from the sentence and separate the overlapping features. To achieve this purpose, IDC approach [1] has selected the words whose weights in the vector of cluster centroid are larger than a threshold (e.g., 0.15) as the cluster keywords. However, it is difficult to find a threshold suitable for every cluster. If an inappropriate threshold is given, none keywords will be found for some identified clusters and the sentences for further cluster detection will not be changed. We will fail to separate the features in the same sentences.
To avoid that, we apply the k-means algorithm from the package of sklearn [26] to divide the words whose weights in the vector of cluster centroid are larger than 0 into two groups. The words in the group with larger average word weight are selected as cluster keywords. In this case, the identification of the cluster keywords can adapt with the distribution of the word weights in the cluster centroid. 
5) UPDATE SENTENCES AND SIMILARITY NETWORK
Once a new sentence cluster and its cluster keywords are identified, the sentences and the similarity network will be updated.
First, as shown in Figure 3 , these members which are close to the cluster centroid, i.e., whose cosine similarities with the cluster centroid are larger than a threshold(i.e., the parameter MAX ), are removed from the set of left sentences which have not been certainly assigned to some clusters(line 13, 14 and 15 in algorithm 1). These members are the determined ones which should not be assigned to other clusters. In other words, the members whose cosine similarities with the cluster centroid are in the range(MIN , MAX ) can be assigned to other clusters in further cluster detection. The red node representing one sentence in Figure 3 is one of such members that can be assigned to other clusters. This also means that if the parameter MAX is equal with MIN , then all the cluster members will be removed and all the detected clusters will have no overlap. At the same time, when the parameter MAX is equal with 1, then none members will be removed.
Second, the cluster keywords are removed from all the left sentences which have not been certainly assigned to some clusters to reduce their impact on further cluster detection(line 18 in algorithm 1).
Third, since some sentences containing the cluster keywords are changed after removing cluster keywords, the sentence similarity network is updated subsequently(line 19 in algorithm 1).
C. SELECT GIVEN NUMBER OF CLUSTERS
According to the algorithm shown in algorithm 1, a set of overlapping sentence clusters representing different software features will be obtained from the product descriptions in one application domain. The analysts may be interested in only part, for example, top 10, of the detected features instead of all of them. In this case, we proposes to sort the detected clusters and return a given number of clusters according to the sorted result. For this purpose, the following metric is used for computing the weights of each cluster.
CW (c i ) represents the weight of the detected cluster c i . It is computed according to the cluster size |c i | and the average weight av(c i ) of the cluster keywords. The cluster size reflects the frequency or support of the feature implied by a cluster. The average weight of cluster keywords reflects the importance of the implied feature. It can improve the position of the infrequent but important features in the ranking to take into account the average weight of cluster keywords.
D. EXTRACT FEATURE DESCRIPTORS
For each detected sentence clusters, the closest sentence to the centroid is often used as the descriptor of the feature implied. In fact, it is not easy to understand the feature when the selected sentence has many words. Instead, DSE extracts bigram collocations from the sentences in the cluster as feature descriptors.
Particularly, we believe that cluster keywords are the anchors of the clusters. If we extract bigram collocations as feature descriptors, the extracted bigram collocations should contain the cluster keywords. In this case, DSE only extracts the bigram collocations(within 5 words distance) that contain cluster keywords from each selected cluster. This can avoid generating lots of bigram collocations. Event that, there still may be many collocations extracted and some of them may be the synonyms. Thus DSE approach further groups the synonyms based on WordNet [27] , sorts the bigram collocations according to their frequencies, and finally returns the most frequent bigram collocation as the descriptor of the feature implied by one sentence cluster.
IV. EVALUATION
To evaluate the proposed DSE approach, several studies have been done. In this section, we introduce the research questions, the study design and results, and the potential threats to validity.
A. RESEARCH QUESTIONS(RQ)
Our evaluations aim to answer the following three RQs: RQ1: How accurate is our approach? As stated before, some approaches have been presented for extracting features from product descriptions. RQ1 aims to observe the accuracy of our approach when comparing with the representative approaches for extracting features from product descriptions.
RQ2: What is the performance of our approach in terms of time consumption? RQ2 aims to evaluate the performance of our approach at time consumption. RQ3: What is the effect of removing the words with the highest and the lowest frequency? The noisy phrases often appear most frequently or infrequently in the product descriptions. But our approaches have not removed the most frequent and infrequent words because some important phrase may also appear most frequently or infrequently. RQ3 aims to see the changes of the accuracy of our approach when removing the most frequent and infrequent words.
B. STUDY DESIGN 1) DATA COLLECTION
The software product descriptions from Softpedia.com have been crawled. A sample product description has been shown in Figure 2 . Totally 25 categories of products were obtained. The duplicate and the flawed ones which lack the descriptions were eliminated. Because some categories such as multimedia have thousands of products and we need to identify the software features from the descriptions manually to obtain the answers for evaluations, we have sampled 100 products from the categories which have more than 100 products to facilitate the evaluations. All the data including the filtered ones and the sampled ones can be seen at github(https://github.com/liuchunbest).
The product descriptions from two sampled categories of antivirus and compress tool were selected for manual analysis to obtain the answers. There are 1716 sentences in the category of antivirus and 1476 sentences in the category of compress tool. For each category of product descriptions, two researchers in our group, who are familiar with the antivirus and compress tool applications, have been required to identify the software features from the product descriptions independently and discuss their results to produce the answers. Since different designers may use different words or patterns to describe the same software features when writing the product descriptions, it is not easy to select only one phrase to describe a feature. Thus, a set of representative phrases were selected as the descriptors for a feature during manual analysis. The answer sets of software features of these two selected categories are also available at github.
2) SELECTION OF METHODS FOR COMPARISON
Rather than extracting phrases directly from product descriptions as software features, DSE first detects the overlapping sentence clusters in the product descriptions and then extracts phrases from these clusters. Therefore, to evaluate the performance of DSE, we compare with both the approaches that extract features by detecting the sentence clusters and the approaches that extract phrases as features directly from product descriptions.
We take the cluster method of k-means as a benchmark first since it is a simple while widely used clustering algorithm. We use the k-means method to cluster the sentences in the product descriptions and select phrases from each cluster as features. Then, we select the feature extraction approach of Bakar et al. [19] for comparison. By taking the Parts of Speech(POS) tagger into consideration, the method of Bakar et al. [19] takes the combination forms of <adjective, noun> or <noun, adjective> and <verb, adjective> as phrase patterns and extracts features from natural language reviews. Different from other phrase based approaches, it first applies the clustering algorithms such as k-means on the data obtained from the Latent Semantic Analysis (LSA) to cluster the reviews. This is the reason that we select this method.
Further, the competing approach of IDC [1] is selected for comparison, which detects the overlapping sentence clusters and selects representative sentences from the clusters as feature descriptors. Its implementation is also available at github. There are several reasons for selecting IDC approach. First, it is a similar and typical approach which extracts software features by detecting the overlapping sentence clusters from the product descriptions. Actually, we have brought the idea of splitting overlapping features by removing cluster keywords from IDC. Second, it has also been applied to the informal product descriptions from Softpedia.com. Third, it has been compared with a set of clustering methods such as LDA and fuzzy clustering and has shown its better performance. Thus, if DSE has better performance than IDC, it is unnecessary to further compare DSE with these typical clustering methods.
Finally, the approach proposed by Guzman and Maalej [21] is selected, which extracts phrases directly from product descriptions as features. This approach also takes the bigram collocation as the phrase pattern and it makes the comparison meaningful. The comparison with such approach can also show whether it is better to extract phrases from sentence clusters of product descriptions than directly from product descriptions. The work of Guzman and Maalej [21] extracts app features and their user sentiments from the reviews. To extract features, it first preprocesses the reviews by keeping only the nouns, verbs, or adjectives, then extracts the frequent bigram collocations and groups the synonyms ones by using Wordnet as a synonym dictionary. In our evaluation, we have applied such approach on the product descriptions to extract features from these textual product descriptions.
3) MEASURE OF QUALITY
Because the same number of extracted features are selected from both DSE and the competing methods for comparison, the precision p is used to evaluate the accuracy, which is calculated as follows.
where T is the answer set of features obtained by manual analysis, H is the set of features extracted by the different approaches. The higher precision means the higher accuracy.
4) DESCRIPTION OF STUDIES
To answer the research questions, several studies have been done and all the data have been preprocessed in the same way as stated in subsection A of section III. The details of each study are described as follows. Study I: This study is to compare DSE with k-means method and answer the research question of RQ1. k-means method is widely used for clustering tasks. The parameter k is the number of clusters to be obtained, which requires to be provided. This method is taken as a benchmark. And to compare with this method, we apply k-means to cluster the sentences in the product descriptions first and then extract phrases from each cluster as features. To make the comparison meaningful, the same number of clusters (k = 20 in our evaluation) are obtained. Moreover, the same phrase extraction method as DSE is applied to extract features from each cluster. That is, when having the sentence clusters obtained from k-means method, the centroid of each cluster is computed first, then the keywords of each cluster are found, and finally the frequent bigram collocations that contain the cluster keywords are extracted as feature descriptors.
Study II: This study is to compare DSE with the feature extraction method presented by Bakar et al. [19] and answer the research question of RQ1. The approach of Bakar et al. [19] extracts features from reviews according to POS patterns. It first applies the Latent Semantic Analysis (LSA) method and subsequently runs the clustering algorithms such as the k-means on the data obtained from LSA to find the review clusters. Since this approach takes the POS patterns as feature patterns but DSE takes bigram collocations as feature pattern, bigram collocations are extracted as features by following DSE approach(see the D subsection in section III) once the clusters are obtained by the approach of Bakar et al. [19] . Moreover, because the clustering algorithm of Fuzzy C-means is advised for clustering the data from LSA by Bakar et al., we also used this clustering algorithm in this study. Further, the same number of sentence clusters are selected from both approaches.
Study III: This study is to compare DSE with IDC method and answer the research question of RQ1. As stated before, IDC iteratively clusters all the sentences in the textual descriptions k times and selects the best cluster implying a software feature each time. And the keywords of the selected cluster are identified and removed from all the sentences of descriptions each time. The closest sentence to the centroid in each selected cluster is treated as the feature descriptor. The number of k means that there will be k overlapping sentence clusters detected and k sentences selected as the descriptors of k features. DSE takes a different way to obtain a given number of sentence clusters. It first detects all the potential overlapping sentence clusters in the descriptions and selects a given number of clusters without iteratively clustering the sentences. In order to compare DSE with IDC, we have selected the same number of detected clusters as that of IDC.
In addition, considering that both IDC and algorithm 1 have many parameters which can have impact on the extraction results, it needs to change them during evaluations and try different value combinations to obtain the best result for comparison. Considering the size of the parameter search space, we adopted the strategy of changing one parameter in fixed steps(e.g., 0.1) while fixing other parameters with typical values to search for the appropriate values of the parameters.
Study IV: By IDC approach, the overlapping sentence clusters are detected from the product descriptions and the closest sentences to the centroid of each cluster are selected as feature descriptors, while DSE detects the overlapping sentence clusters but selects the frequent bigram collocations containing the cluster keywords as the feature descriptors. This difference may affect the comparison results. Therefore, another study is conducted by applying the feature descriptor extraction method of DSE (see the D subsection in section III) to IDC. That is, in each iteration, IDC identifies the dominate words of each identified cluster, and then extracts the bigram collocations containing the dominate words as the descriptors of the implied features. This study is to further compare DSE with IDC when two approaches adopt the same method for extracting feature descriptors but different methods for detecting overlapping sentence clusters.
Study V: This study is to compare DSE with the feature extraction approach proposed by Guzman and Maalej [21] and answer the research question of RQ1. As stated before, the feature extraction approach of Guzman and Maalej extracts the frequent bigram collocations as features. It first extracts the frequent bigram collocations from the textual data and them groups the synonyms ones together. For each group, the most frequent bigram collocation is selected as the feature descriptor. For comparison, the same number of frequent bigram collocations representing different features are selected from both approaches.
Study VI: This study is to evaluate the performance of DSE in terms of time consumption by comparing it with IDC method and answer the research question of RQ2. We select IDC method for comparison because DSE also costs most of time on detecting overlapping sentence clusters. The study has been done on a PC computer with 3.3G CPU and 8G memory, and the average time consumptions of DSE and IDC under different parameters are recorded.
Study VII: This study is to observe the accuracy changes of DSE when removing the words with the highest and the lowest frequency from the natural language product descriptions and answer the research question of RQ3. The study has been done under two cases. First, the words with the frequencies which are lower than 0.01 × number of products and larger than 0.99 × number of products are removed. Second, the words with the frequencies which are lower than 0.05 × number of products and larger than 0.95 × number of products are removed.
C. RESULTS AND ANALYSIS
In this section, we describe the results of our studies and answer the RQs.
1) RQ1: HOW ACCURATE IS OUR APPROACH?
Given the selected datasets of antivirus and compress tool from Softpedia.com, Figure 4 shows the results of comparison with the selected approaches. Here IDC+ is the IDC method we improved in study IV, which uses the method of extracting feature descriptors of DSE to extract bigram collocations from detected sentence clusters. Through the comparison, we can see that DSE approach achieves higher accuracy than selected methods. The result of the comparison with IDC+ shows that DSE performs better in accuracy even when IDC adopts the same method of extracting feature descriptors as DSE. This also indicates that DSE performs better on identifying the overlapping sentence clusters that imply the software features.
When extracting features by clustering the sentences in the product descriptions, both k-means and Bakar et al. [19] 's methods divide the set of sentences into k groups without considering the potential impact of noisy descriptions. At the same time, the keywords of each cluster are not identified and removed during the clustering process. This means they can't reduce the impact of one feature on the detection of another feature when they overlap with each other. All these lead to that these methods may not detect the sentence clusters that describe software features accurately. That is the reason of lower accuracy.
Taking the antivirus category of product descriptions as example, Table 2 shows the examples of the features extracted by IDC and DSE. It can be seen that when selecting sentences as feature descriptors, it is not easy to understand the features which consist of many words. The second column shows the corresponding features in the form of bigram collocations when applying the feature descriptor extraction method of DSE (see the D subsection in section III) to IDC. When comparing the bigram collocations in third column with these in the second column, we can see that DSE can extract more features than IDC. For example, the features get virus, spyware exclusion, block worm, and simple installation are identified. In the studies, we found that IDC approach [1] tends to generate the sentence clusters which consist of the same sentences. And this leads to that IDC is prone to the impact of the noisy sentences which appear frequently in the descriptions. For example, the same sentences Limitations in the unregistered version days trial, mb ram is required and Performance and conclusion often appear in many software product descriptions. Then it is more possible for IDC to generate the sentence clusters consisting of them. This may be due to that IDC selects the best clusters during iterations according to clusters' cohesion and size. It should be admitted that it is also hard for DSE to eliminate the impact of this kind of noisy sentences. It can be found from Table 2 that conclusion performance has still been extracted by DSE. DSE addresses this challenge by sorting the detected sentence clusters according to the cluster size but also the weights of cluster keywords. The priority of this kind of noises in the ranking will be decreased by taking the weights of cluster keywords into consideration. As a result, it is less possible for these clusters to be selected. For example, these noisy features Limitations in the unregistered version days trial and mb ram are not selected by DSE, which can be seen in Table 2 .
In the studies, we also observed that the bigram collocation extraction approach tends to generate many similar collocations which actually mean the same features, e.g., virus remover, virus protection, antivirus scanner, and scanner virus. This may be because that it is difficult to merge these collocations by only deciding whether they are synonyms. And we have also observed that some collocations which are often used but actually not features, e.g., computer file, file folder, really have higher frequencies. DSE addresses the issue by first detecting sentence clusters, identifying cluster keywords, and then extracting collocations containing the keywords from the sentences in the clusters.
2) RQ2: WHAT IS THE PERFORMANCE OF OUR APPROACH AT TIME CONSUMPTION? Figure 5 shows the results of comparison about time consumption between DSE and IDC. It can be seen that DSE costs less time.
Generally, IDC needs to visit all the sentences of the descriptions k times to generate k number of sentence clusters and uses the Spherical k-Means to cluster the sentences each time. These will lead to a higher time complexity. In contrary, DSE also needs to detect all the potential overlapping sentence clusters and the number of the detected clusters(e.g., 50) is often bigger than what analysts expect(e.g., 20), but DSE visits only part of the sentences to generate a sentence cluster.
DSE costs most of time on executing the algorithm 1, i.e., detecting the overlapping sentence clusters from the product descriptions. There are two main steps which take lots of time in algorithm 1.
The first is of building and updating the sentence similarity network. Let N be the total number of sentences in the descriptions. The time complexity of building the sentence similarity network is O(N 2 ). Once a new sentence cluster is identified, the algorithm 1 will remove the keywords of the new cluster from all the left sentences on which the algorithm will run in subsequent iterations. In this case, some sentences are changed and the sentence similarity network needs to be updated accordingly. Let M be the number of changed sentences and N 1 be the number of left sentences, then the time complexity of updating the sentence network each time is O(MN 1 ). Because the number of sentences changed each time, i.e., M , is less than N and N 1 is also less than N , the time complexity of building and updating the sentence similarity network is O((k + 1)N 2 ), where k is the number of sentence clusters to be detected.
The second is of finding the members of all the detected clusters. When finding the members of a new cluster, the algorithm 1 evaluates all the sentences which have connections with the sentences already in the cluster and calculates their cosine similarity with the cluster centroid in order to find the most similar sentence. Once the most similar sentence is found and added into the new cluster, the centroid of the cluster will be recomputed. This process will run iteratively until all the members of the cluster are found. Let N 2 be the number of sentences which have connections with the sentences already in the new cluster, N 3 be the number of sentences already in the new cluster, and N 4 be the number of members of the new cluster, then the time complexity of finding the members of a new cluster is O(N 4 (N 2 + N 3 )). Because N 2 + N 3 < N and N 4 < N , the time complexity of finding the members of all the detected clusters is O(kN 2 ) where k is the number of sentence clusters to be detected. Therefore, the time complexity of the algorithm 1 is O((2k + 1)N 2 ). From this analysis, it can be seen that the time consumption of the algorithm 1 depends on the property of the textual descriptions. That is, if there are lots of small sentence clusters, then k will be bigger but M , N 2 , N 3 , N 4 will be far less than N . Otherwise, there will be a smaller k but M , N 2 , N 3 , N 4 are bigger.
3) RQ3: WHAT IS THE EFFECT OF REMOVING THE WORDS WITH THE HIGHEST AND THE LOWEST FREQUENCY? Figure 6 shows the results of removing some most frequent and infrequent words. The DES-0.01 means the accuracy of DSE when removing the words with the frequency that are lower than 0.01 × number of products and larger than 0.99 × number of products. The DES-0.05 means the accuracy of DSE when removing the words with the frequency that are lower than 0.05 × number of products and larger than 0.95 × number of products. It can be seen that it does't contribute to increase the accuracy of feature extraction to remove some most frequent and infrequent words. In contrary, it will decrease the accuracy due to the deletion of some important words. For example, when removing the words with the frequency that are lower than 0.05 × number of products and larger than 0.95 × number of products, we found that these keywords ''antivirus'' and ''compress'' are removed. Obviously, these words are important for the software of antivirus and compress tool. But they are removed because they are so frequent.
D. THREATS TO VALIDITY 1) INTERNAL VALIDITY
We need to obtain the answer sets of software features manually to evaluate the proposed approach. Although we have had two researchers to analyze and select the software features from two sampled datasets independently in order to reduce the potential bias, the answer sets may still be not accurate. Moreover, different types of features, i.e., sentences, phrases or bigram collocations, have been generated by different approaches. Thus, when evaluating the accuracy of each approach, manual analysis has been used to decide whether an extracted feature matches some features in the answer sets. Some deviations may occur in this process. All these factors may affect the validity of the evaluations on the proposed approach.
2) EXTERNAL VALIDITY
We applied DSE to the public data of two categories of software on SoftPedia.com. In terms of the accuracy of DSE, the consistency can be seen across the results of the studies.
In terms of the time consumption of DSE, the consistency can also be seen across the results of datasets. These provide confidence about the generalizability of our results. Further experiments with the public product descriptions of other categories of software from SoftPedia.com or from other software markets would nevertheless be useful for improving external validity.
V. CONCLUSION
Focusing on how to extract software features from public product descriptions in natural language, this paper proposes an approach which first detects all potential overlapping sentence clusters from the descriptions and then extracts the most frequent bigram collocations as feature descriptors from these detected clusters. This approach is the integration of the overlapping sentence clusters detection and the bigram collocation extraction. The evaluations have shown that the proposed approach has higher accuracy than both the competing approach of just detecting overlapping sentence clusters and the approach of electing phrases directly from product descriptions. The proposed approach also has better performance at time consumption than the selected competing methods.
A new algorithm has been designed for detecting the overlapping sentence clusters that imply different software features. Starting from different selected seed sentences, the algorithm detects the overlapping sentence clusters greedily. It keeps the sentences that are close to cluster centroid and releases the other sentences for other clusters once a sentence cluster is detected. It also removes the keywords of the detected cluster from all the data from which other sentence clusters will be detected to decrease the impact of one feature on the detection of other features. The public product descriptions in natural language at Softpedia.com have been used for evaluations. All the data and the implementations are publicly available at github(https://github.com/liuchunbest).
In the future, more datasets from different software markets and more studies will be taken for evaluating the proposed approach. The TF-IDF [18] method has been adopted to transform sentences into vectors in this paper. This facilitates the identification of the keywords of each cluster. In the future, the TF-IDF method can be integrated with the embedding approaches such as sentence embedding and document embedding [28] which have shown better performance than TF-IDF method on the tasks such as document classification and information retrieval. Moreover, the proposed approach costs lots of time when the datasets are large. The improvement can also be made by following the large-scale data processing framework of Spark [29] to make the proposes approach capable for dealing with larger datasets.
