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Résumé
Dans cette article nous considérons une famille de fonctions positives, 2π -périodiques, paires. Pour une
fonction f de cette classe nous déterminons un omportement asymptotique des valeurs propres λk de la
matrice de Toeplitz TN(f ) tel que kN tende vers un réel x vérifiant 1 x  0 0 quand N tend vers l’infini.
Pour tout réel α > − 12 , α = 0 nous en déduisons le comportement asymptotique des valeurs propres corres-
pondantes de la matrice de Toepliz TN(f ), où g(eiθ ) = (1 − cos θ)αf1, et où f1 est une fonction régulière.
Sous ces hypothèses nous donnons aussi l’ordre de la plus petite et de la plus grande valeur propre de cette
matrice.
© 2006 Elsevier Masson SAS. Tous droits réservés.
Abstract
In this paper we consider a class of non-negative, 2π -periodic, even functions. For such a function f we
obtain an asymptotic of the eigenvalues λk of the Toeplitz matrice TN(f ) such kN goes to a positive real
x ∈ [0,1] when N goes to the infinity. for all real α > − 12 , α = 0 we infer from this result the asymptotic
of the same eigenvalues of the Toeplitz matrice TN(g), where g(eiθ ) = (1 − cos θ)αf1, and f1 a regular
function. With these hypotheses we give also the order of the little nad of the greatest eigenvalue of the
matrix.
© 2006 Elsevier Masson SAS. Tous droits réservés.
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Si h est une fonction de L1(T) on appelle matrice de Toeplitz d’ordre N de symbole h et on
note T(N(h) la matrice (N + 1)× (N + 1) définie par (T(N (h))2k,l = hˆ(k − l) si hˆ(s) désigne le
coefficient de Fourier d’indice s de h. Si h est bornée on peut également considérer l’opérateur
de Toeplitz T (h)de L2(T) dans lui même défini par f → f h.
La détermination des valeurs propres des matrices de Toeplitz est particulièrement importante
autant en Analyse qu’en probabilité et en statistique. Une des difficultés est que même quand N
tend vers plus l’infini le spectre de la matrice T(N,h) est celui de l’opérateur Th ne sont pas reliés
d’une manière simple. Un des premiers résultats important connu a été l’équidistributivité des
valeurs propres et des racines N -ième de l’unité. Plus précisément on sait que si h est bornée, à
valeurs réelles et intégrable de Riemann sur le tore T les valeurs propres de TN(h) sont reliées
aux quantités h(ξj,N ) où ξNj,N = 1 pour 1 j  N . En fait ces deux ensembles sont également
distribués au sens de Weyl. Une bonne référence pour cette question est le livre [1]. Rappelons
que deux familles de sous ensembles de R, (λ(N)j )
N
j=1 et (μ
(N)
j )
N
j=1 et sont dites également dis-
tribuées au sens de Weyl si pour toute fonction f appartenant à C0(R) on a
lim
N→+∞
N∑
j=1
(
f
(
λ
(N)
j
)− f (μ(N)j ))= 0.
Il est également bien connu que si f est une fonction à valeur réelle, dans L1(T) telle que
m f M alors les valeurs propres de TN(f ) sont comprises entre m et M . Quand N tend vers
l’infini les plus petites valeurs propres de TN(f ) tendent vers m et les plus grandes vers M [3].
Les premiers résultats sur l’asymptotique des valeurs propres sont dus à Kac, Murdoch et Szegö
(voir [3]). En utilisant les mêmes techniques, et aussi grâce à l’apport d’outils importants dus
à Widom, S. Parter a pu étendre et développer ces résultats en 1961 dans son article “Extreme
eigenvalues of Toeplitz forms and applications to elliptic difference equations” [5]. Ces résul-
tats sont de même nature et concernent des fonctions f vérifiant les deux conditions suivantes
(α étant un entier).
• f est une fonction réelle, continue et périodique de période 2π telle que minf (θ) = f (0) =
m, θ = 0 étant la seule valeur de θ modulo 2π pour laquelle le minimum est atteint.
• f admet des dérivées continues d’ordre 2α au voisinage de θ = 0, f (2α)(0) = σ 2 étant la
première dérivée non nulle de f en 0.
Le cas α = 1 a été étudié par Kac, Murdoch et Szegö et Widom. Ils ont obtenus le théorème
suivant
Théorème 1. Soit f (θ) satisfaisant les conditions ci-dessus avec α = 1 et λk,N la la k-ème plus
petite valeur propre de la matrice TN(f ) (les valeurs propres étant classées par ordre croissant).
Si N tend vers l’infini on a,
λk(N) = f
(
kπ
N + 2 + Ek,N
)
= m + 1
2
(
kπ
N + 2
)2
f ′′(0) + o
(
1
N2
)
avec Ek,N = o( 1 ).N
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général ayant été traité dans [6] et [10].
Théorème 2. Soit f (θ) satisfaisant les conditions ci-dessus avec α = 2 et λk,N la la k-ème plus
petite valeur propre de la matrice TN(f ) (les valeurs propres étant classées par ordre croissant).
Si N tend vers l’infini on a
λk(N) = m + σ
2
4!
(
(2k + 1)π + Ek
2(N + 3)
)4
+ o
(
1
N4
)
,
Ek étant déterminé par
tan
(
(2k + 1)π + Ek
4
)
= (−1)k tanh
(
(2k + 1)π + Ek
4
)
et
σ 2 = (|1 − χ |4)(2)f1(0) > 0.
Il est à remarquer que la condition demandant que le minimum soit atteint en zéro n’est pas
fondamentale, il peut bien sûr être atteint en tout θ0 ∈ [0,2π[. D’autre part il est également
clair que ces théorèmes permettent, grâce à un petit changement de variables, d’obtenir les plus
grandes valeurs propres des matrices de Toeplitz étudiées. On comprend également à la lecture
de ces théorème que le problème des valeurs propres est finalement un problème local portant sur
les zéros de la dérivée du symbole. Par exemple le théorème 1 permet d’évaluer les plus grandes
valeurs propres des matrices de Toeplitz de symbole (1 − cos θ)p , pour p > 1, mais pas les plus
petites. En effet les fonctions M − (1 − cos θ)p et (1 − cos θ)p ont des minimums en des valeurs
qui sont des zéros d’ordres différents (d’ordre 2 pour la première, et d’ordre 2p pour la seconde).
Plus de raffinement a été obtenu pour l’asymptotique de la plus petite valeur propre. On sait
ainsi que lorsque f1 est une fonction régulière et p un entier naturel non nul, la plus petite valeur
propre de la matrice TN(|1 − χ |2pf1) a pour asymptotique quand N tend vers l’infini cpn2p f1(1).
A. Böttcher et H. Widom [2] ont démontré récemment que quand p tend vers l’infini
cp =
√
8πp
(
4p
e
)2p(
1 + O
(
1√
p
))
.
Il faut signaler l’article de Jean-Marc Rinkel [8], et qui donne une démonstration essentiellemnt
géométrique de ce résultat et qui l’étend aux valeurs propres de la matrice de Toeplitz de symbole
(1 − cos θ)pf1. C’est cette méthode que nous reprenons ici, nous réutilisons notamment l’idée
d’une formule d’inversion spécifique pour des matrices de Toeplitz ayant des symboles réelles
non nécessairement positifs.
D’autre part dans [5], S. Parter définit les classes de fonctions B et B[α] suivantes (avec α
entier).
Condition B : on dit qu’une fonction f vérifie la condition B si et seulement si elle est réelle,
continue, paire, périodique, de période 2π et si elle atteint son minimum sur [0,π] en une unique
valeur θ0 = 0.
Condition B[α] : une fonction f qui satisfait la condition B satisfait à la condition B[α] si et
seulement si elle admet des dérivées continues d’ordre inférieur ou égal à 2α dans un voisinage
de θ0 telles que f (2α)(θ0) = σ 2 est la première dérivée non nulle en θ0.
Sous ces hypothèses Parter obtient les résultats suivants
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propre minimale de TN(f ). Alors
λ1,N = m + O
(
1
N2α
)
.
Théorème 4. Soit toujours f satisfaisant les conditions B et B[α]. Soit λν,N les valeurs propres
de TN(f ) classées par ordre croissant. Alors pour un ν fixé, ν = 1,2, . . . , nous avons, pour
N → ∞ :
λν,N = f
(
θ0 + πν
N
)
+ o
(
1
N
)
.
Venons en à nos résultats. Sous des hypothèses un peu différentes nous obtenons, pour des
fonctions paires strictement monotones dont le minimum est positif ou nul, et avec les mêmes
notations que précédemment
λk,N = f
(
πx + O
(
1
N
))
si k
N
→N→+∞ x avec x ∈ [0,1]. Ce résultat est moins précis au voisinage de zéro que (2), mais
il étend (4) à l’ensemble des valeurs propres et concerne une classe de fonctions beaucoup plus
importante puisque nos résultats nous permettent d’atteindre les valeurs propres des matrices de
symbole (1 − cos θ)αh1(θ) avec α > − 12 et h1 fonction régulière strictement croissante si α > 0
et h1 fonction régulière strictement décroissante si α < 0, symboles qui ne sont pris en compte
par les hypothèses de Parter que dans le cas où α est un entier naturel. Enfin toujours dans le cas
où f (θ) = (1 − cos θ)αh1(θ), nous obtenons que si α est un réel stictement positif la plus petite
valeur propre de TN(f ) est également d’ordre O( 1N2α )h1(0) ce qui prolonge le résultat donné par
Böttcher et Widom dand [2].
On peut également observer que nous obtenons en fait une extension du résultat de Grenander–
Szegö (voir [3, pp. 66–67]).
Proposition 1. Soit f = a0 + 2(a1 cosx + b1 sinx) un polynôme trigonométrique d’ordre 1 qui
s’écrit a1 = 0 ou b1 = 0. Alors si le minimum de f est atteint en x0 les valeurs propres λk,N de
TN(f ) sont f (x0 + νπN+2 ), ν = 0, . . . ,N + 1.
Pour obtenir notre résultat nos outils sont principalement de deux sortes. D’abord nous établis-
sons une formule d’inversion déduite de la formule d’inversion classique portant sur les matrices
de Toeplitz à symbole régulier. Ensuite nous combinons cette formule avec l’utilisation des po-
lynômes prédicteurs dont la définition est rappelée plus loin.
2. Principaux résultats
On définit les sous-ensembles A+(T) constitués des fonctions f paires positives dans L1(T)
telles que f ′(θ) est strictement positive sur ]0,π]. De même on définit A−(T) comme l’ensemble
des fonctions f paires positives dans L1(T) telles que f ′(θ) est strictement négatives sur ]0,π].
Pour f ∈ A+(T) ∪ A−(T) on notera f1 la fonction définie par f (θ) = f1(1 − cos θ). Notre
résultat s’énonce alors de la manière suivante
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valeurs propres classées par ordre croissant de la matrice TN(f ) alors
1. Si f ∈ A+(T) et limN→+∞ kN = x avec x ∈]0,1] on a
λk,N = f1
(
1 − cos(πx) + O
(
1
N
))
= f
(
πx + O
(
1
N
))
.
Si limN→+∞ kN = 0 alors
λk,N = f
(
O
(
1
N2
))
.
2. Si f ∈ A−(T) et limN→+∞ kN = x avec x ∈ [0,1[ on a
λk,N = f1
(
1 − cos(π(1 − x))+ O( 1
N
))
= f
(
π(1 − x) + O
(
1
N
))
.
Si limN→+∞ kN = 1 alors
λk,N = f
(
O
(
1
N2
))
.
Remarque. Si f atteind un minimum unique en θ0 tel que la fonction h définie par h(θ) =
f (θ + θ0) vérifie les hypothèses du point 1 du théorème et on obtient alors
λk,N = f
(
θ0 + πx + O
(
1
N
))
.
Corollaire 1. Supposons α > 0. Soit λ1,N , λ2,N , . . . , λN+1,N les valeurs propres classées par
ordre croissant de la matrice TN((1 − cos θ)αh) où h est une fonction régulière dans A+(T).
Alors si limN→+∞ kN = x avec x ∈ [0,1] on a
λk,N =
(
1 − cos(πx) + O
(
1
N
))α
h1
(
1 − cos(πx) + O
(
1
N
))
où h1(1 − cos θ) = h(θ).
Corollaire 2. Supposons − 12 < α < 0. Soit λ1,N , λ2,N , . . . , λN+1,N les valeurs propres classées
par ordre croissant de la matrice TN((1− cos θ)αh) où h est une fonction régulière dans A−(T).
Alors si x ∈ ]0,1] et limN→+∞ kN = x on a
λk,N =
(
1 − cos(π(1 − x)))αh1
(
1 − cos(π(1 − x))+ O( 1
N
))
+ o(1)
où h1(1 − cos θ) = h(θ).
Corollaire 3. Si α > 0 et h ∈ A+(T) la plus petite valeur propre de TN((1 − cos θ)αh(θ)) est
d’ordre O( 1
N2α
)h(0).
Corollaire 4. Si − 12 < α < 0 et h ∈ A−(T) la plus grande valeur propre de TN((1−cos θ)αh(θ))
est d’ordre O( 12α )h(0).N
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croissants et la plus grande valeur propre des symboles décroissants le Théorème 4. La démons-
tration du Théorème 5 s’articule en cinq étapes.
1. On pose w = rχ0, 0 < r < 1, |χ0| = 1. On établit alors une formule d’inversion pour les
matrices de Toeplitz TN,f où f est un symbole du type : f = g1g2 avec
g1(χ) = χ¯0 1 − wχ
PN+1
, g2(χ) = χ¯0 1 − wχ¯
P¯N+1
PN+1 étant un polynôme de degré n + 1 sans zéros sur le disque unité fermé.
2. On utilise cette formule pour calculer une expression de l’inverse de TN(f ), f étant comme
précédemment. Ce calcul d’inverse permet ensuite d’obtenir une résolvante.
3. On factorise f1(1 − cos θ) − λ sous la forme (1 − cos θ − f −11 (λ))Hλ(1 − cos θ) où Hλ est
une fonction régulière et où f −11 est la fonction réciproque de f1.
4. Si PN+1,λ est maintenant le polynôme prédicteur de degré N + 1 de H1 on sait que
TN(f − λ) = TN
((
1 − cos θ − f −11 (λ)
) 1
|PN+1,λ|2
)
.
On peut donc calculer (TN(f ))−1 en utilisant les deux premiers points de la démonstration.
5. L’expression de (TN(f ))−1 fournit une équation dont les solutions sont les valeurs propres
de TN(|1 − χ |2α).
6. Rappelons que le polynôme prédicteur de degré M d’une fonction h est le polynôme∑M
u=0 βuχu où
βu = 1
μM
(
TM(h)
)−1
u+1,1, 0 uM, μ
2
M =
(
TM(h)
)−1
1,1.
C’est alors un résultat connu [4] que 1|PM |2 et h ont même coefficients de Fourier d’indice s
pour −M  s M .
3. Formule d’inversion
3.1. Enoncé du théorème
Théorème 6. Soit PN+1 un polynôme de degré N + 1 sans zéros sur le disque unité fermé.
Posons w = rχ¯0, 0 < r < 1, |χ0| = 1 et aussi⎧⎪⎪⎨
⎪⎪⎩
g1 = χ0(1 − wχ) 1PN+1 ,
g2 = (1 − wχ¯) 1
PN+1
,
f = g1g2.
Alors pour tout polynôme P dans PN on a
TN(f )
−1(P ) = 1
g1
π+
(
P
g2
)
− 1
g1
π+
(
ΦN
∞∑
(H ∗ΦN HΦN )
sπ+
(
Φ˜Nπ+
(
P
g2
)))
.s=0
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⎪⎪⎪⎪⎩
ΦN = g1g2 χN+1,
Φ˜N = g2
g1
χ−(N+1),
HΦN (Ψ ) = π−(ΦNΨ ),
H ∗ΦN (Ψ ) = π+(Φ˜NΨ ).
On pose également H˜ΦN (Ψ ) = π−(Φ˜NΨ ) et H˜ ∗ΦN (Ψ ) = π+(Φ¯NΨ ). On remarque
H˜ΦN = t (H ∗ΦN ), H˜ ∗ΦN = t (HΦN ).
On rappelle que sous les hypothèses du théorème
‖HΦNH ∗ΦN ‖ < 1, ‖H˜ΦN H˜ ∗ΦN ‖ < 1
(voir [9]).
3.2. Démonstration de la formule d’inversion
En fait notre preuve se décompose en un certain nombre de lemmes techniques.
3.2.1. Valeurs propres des opérateurs de Hankel
Lemme 1. Avec les notations du Théorème 6 11−wχ est un vecteur propre de H
∗
ΦN
HΦN associé
à la valeur propre w2(n+2) PN+1(1/w)PN+1(1/w)
PN+1(w)PN+1(w)
, qui est de module strictement inférieur à 1.
Lemme 2. Avec les notations du Théorème 6 11−w¯χ est un vecteur propre de H˜
∗
ΦN
H˜ΦN associé
à la valeur propre w¯2(n+2) PN+1(1/w¯)PN+1(1/w¯)
PN+1(w¯)PN+1(w¯)
, qui est de module strictement inférieur à 1.
Preuve du Lemme 1. L’objectif de cette démonstration est évidemment d’évaluer la quantité
H ∗ΦNHΦN (
1
1−wχ ). On a la suite d’égalités :
HΦN
(
1
1 − wχ
)
= π−
(
ΦN
(
1
1 − wχ
))
= π−
(
g1
g2
χN+1
(
1
1 − wχ
))
= π−
(
1 − wχ
PN+1
P¯N+1χN+1
(1 − wχ¯)χ0
(
1
1 − wχ
))
= π−
(
P¯N+1χN+1
PN+1χ0
(
1
1 − wχ¯
))
= χ0
(
χ¯
1 − w¯χ¯
)(
P¯N+1(1/w)(w)N+2
PN+1(w)
)
.
D’autre part :
H ∗ΦN
(
χ¯
1 − wχ¯
)
= π+
(
Φ˜N
(
χ¯
1 − wχ¯
))
= π+
(
g2
g¯1
χ−N−2
(
1
1 − wχ¯
))
= π+
(
χ¯0
1 − wχ¯
¯
PN+1χ−N−2
(1 − w χ)
(
1
1 − wχ¯
))
PN+1
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(
PN+1χ−N−2
P¯N+1
(
1
1 − wχ
))
=
(
χ¯0
1 − wχ
)(
PN+1(1/w)(w)N+2
P¯N+1(w)
)
.
Preuve du Lemme 2. L’objectif de cette démonstration est cette fois d’évaluer la quantité
H˜ ∗ΦN H˜ΦN (
1
1−w¯χ ). On a la suite d’égalités :
H˜ΦN
(
1
1 − w¯χ
)
= π−
(
Φ˜N
(
1
1 − w¯χ
))
= π−
(
g¯2
g¯1
χN+1
(
1
1 − w¯χ
))
= π−
(
1 − w¯χ
PN+1
P¯N+1χN+1
(1 − w¯χ¯)χ¯0
(
1
1 − w¯χ
))
= π−
(
P¯N+1χN+1
PN+1χ¯0
(
1
1 − w¯χ¯
))
= χ0
(
χ¯
1 − w¯χ¯
)(
P¯N+1(1/w¯)(w¯)N+2
PN+1(w¯)
)
.
En remarquant que ( P¯N+1χ
N+1
PN+1χ¯0 ) est un élément de H
2+
. D’autre part :
H˜ ∗ΦN
(
χ¯
1 − w¯χ¯
)
= π+
(
ΦN
(
χ¯
1 − w¯χ¯
))
= π+
(
g¯1
g¯2
χ−N−2
(
1
1 − w¯χ¯
))
= π+
(
χ¯0
1 − w¯χ¯
P¯N+1
PN+1χ−N−2
(1 − w¯χ¯)
(
1
1 − w¯χ¯
))
= χ¯0π+
(
PN+1χ−N−2
P¯N+1
(
1
1 − w¯χ
))
=
(
χ¯0
1 − w¯χ
)(
PN+1(1/w¯)w¯N+2
P¯N+1(w¯)
)
.
Cette fois avec le fait que (PN+1χ
−N−2
P¯N+1
) est un élément de H 2−. On obtient donc bien le résultat
escompté. 
3.2.2. Trois lemmes techniques
Lemme 3. Si Ψ appartient au suplémentaire orthogonal de PN dans H 2+ on a
lim
m→∞(H˜
∗
ΦN
H˜ΦN )
m
(
Φ¯NΨ
g¯1
)
= 0.
Preuve. Nous pouvons écrire
Φ¯NΨ
g¯1
=
(
g1
g2
)
χ−N−1 Ψ¯
g¯1
= χ
−N−1Ψ
g¯2
= χ
−N−1ΨPN+1
1 − w¯χ .
D’après la définition de ψ nous pouvons affirmer que χ−N−1PN+1Ψ ∈ H 2+. Nous avons donc :
266 P. Rambour, A. Seghier / Bull. Sci. math. 131 (2007) 258–275H˜ΦN
(
χ−N−1PN+1Ψ
1 − w¯χ
)
= π−
(
1 − w¯χ
PN+1
P¯N+1χN+1
1 − w¯χ¯ χ¯0
PN+1χ−N−1Ψ
1 − w¯χ
)
= π−
(
P¯N+1Ψ
1 − w¯χ¯
)
χ¯0 = (P¯N+1Ψ )(w) χ0χ¯1 − w¯χ¯
d’après le Lemme 2 nous pouvons écrire :
H˜ ∗ΦN
((
χ¯
1 − χ¯ w¯
)
(P¯N+1Ψ )(w)χ¯0
)
=
(
PN+1
P¯N+1
)
(w)wN+2(P¯N+1Ψ )(w)
1
1 − w¯χ .
Nous pouvons alors affirmer que (H˜ ∗ΦN H˜ΦN )(
ΦNΨ
g¯1
) est colinéaire à 11−w¯χ ce qui donne le résultat
puisque, d’après le Lemme 2, 11−w¯χ est un vecteur propre de (H˜
∗
ΦN
H˜ΦN ) associé à une valeur
propre de module strictement inférieur à 1. 
Lemme 4. Si Ψ appartient au suplémentaire orthogonal de PN dans H 2+ on a, pour tout
polynôme p appartenant à PN〈
GN,f (p)|Ψ
〉= 0.
Avec
GN,f (p) = 1
g1
π+
(
p
g2
)
− 1
g1
π+
(
ΦN
∞∑
s=0
(H ∗ΦN HΦN )
sπ+
(
Φ˜Nπ+
(
p
g2
)))
.
Un corrollaire important de ce lemme est que GN,f (p) ∈ PN pour tout p dans PN .
Preuve. Montrons tout d’abord que la série
∞∑
s=0
(H ∗ΦN HΦN )
sπ+
(
Φ˜Nπ+
(
p
g2
))
est convergente. Pour cela il faut remarquer que π+(Φ˜Nπ+( pg2 )) est colinéaire à
1
1−wχ qui est un
vecteur propre de l’opérateur H ∗ΦNHΦN associé à une valeur propre de valeur absolue strictement
inférieure à 1, comme on l’a vu dans le Lemme 1.
Montrons maintenant que 〈GN,f (p)|Ψ 〉 = 0 pout tout Ψ dans l’orthogonal de PN dans H 2+.
En posant :
S =
∞∑
s=0
(H ∗ΦNHΦN )
sπ+
(
Φ˜Nπ+
(
p
g2
))
nous pouvons écrire puisque S est dans H 2+ :〈
1
g1
π+(ΦNS)
∣∣∣∣Ψ
〉
=
〈
S
∣∣∣∣Φ¯Nπ+
(
Ψ
g¯1
)〉
=
〈
S
∣∣∣∣π+
(
Φ¯Nπ+
(
Ψ
g¯1
))〉
.
On a d’une part :
π+
(
Φ¯Nπ+
(
Ψ
g¯1
))
= π+
(
Φ¯NΦ˜NΦN
Ψ
g¯1
)
− π+
(
Φ¯Nπ−
(
Φ˜NΦN
Ψ
g¯1
))
= π+
(
Φ¯N
Ψ
)
− π+
(
Φ¯Nπ−
(
Φ˜NΦN
Ψ
))g¯1 g¯1
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π+
(
Φ¯Nπ−
(
Φ˜NΦ¯N
Ψ
g¯1
))
= H˜ ∗ΦN H˜ΦN
(
Φ¯N
Ψ
g¯1
)
.
De part la définition de Ψ on a Φ¯N Ψg¯1 = χ−N−1 Ψg¯2 ∈ H 2+, et donc
π+
(
Φ¯Nπ+
(
Ψ
g¯1
))
= Φ¯Nπ+
(
Ψ
g¯1
)
− H˜ ∗ΦNHΦN
(
Φ¯N
Ψ
g¯1
)
.
Finalement si ϕ ∈ H 2+ on peut écrire, en nous souvenant que
H˜ ∗ΦN H˜ΦN = (H ∗ΦN HΦN )t ,〈
m∑
s=0
(H ∗ΦN HΦN )
s(ϕ)
∣∣∣∣Φ¯N Ψg¯1 − H˜ ∗ΦN H˜ΦN
(
Φ¯N
(
Ψ
g¯1
))〉
=
〈
ϕ
∣∣∣∣
m∑
s=0
(H˜ ∗ΦN H˜ΦN )sΦ¯N
Ψ
g¯1
−
m+1∑
s=1
(H˜ ∗ΦN H˜ΦN )s
(
Φ¯N
Ψ
g¯1
)〉
=
〈
ϕ
∣∣∣∣Φ¯N Ψg¯1 − (H˜ ∗ΦN H˜ΦN )m+1
(
Φ¯N
Ψ
g¯1
)〉
.
Puisque Φ¯N Ψg¯1 = χ−N−1 Ψg¯2 et que χ−N−1Ψ ∈ H 2+ par définition de Ψ , nous pouvons écrire
l’égalité :〈
m∑
s=0
(H ∗ΦN HΦN )
s(ϕ)
∣∣∣∣Φ¯N Ψg¯1 − H˜ ∗ΦN H˜ΦN
(
Φ¯N
Ψ
g¯1
)〉
→
m→∞
〈
ϕ
∣∣∣∣Φ¯N Ψg¯1
〉
.
D’autre part, puisque on a aussi Φ¯N Ψg¯1 dans H
2+ on peut écrire
〈
GN,f (p)|Ψ
〉= 〈π+
(
p
g2
)∣∣∣∣Ψg¯1
〉
−
〈
π+Φ˜Nπ+
(
p
g2
)∣∣∣∣Φ¯N Ψg¯1
〉
et 〈
π+Φ˜Nπ+
(
p
g2
)∣∣∣∣Φ¯N Ψg¯1
〉
=
〈
Φ˜Nπ+
(
p
g2
)∣∣∣∣Φ¯N Ψg¯1
〉
.
Finalement on a〈
π+Φ˜Nπ+
(
p
g2
)∣∣∣∣Φ¯N Ψg¯1
〉
=
〈
π+
(
p
g2
)∣∣∣∣Φ˜NΦN Ψg¯1
〉
=
〈
π+
(
p
g2
)∣∣∣∣Ψg¯1
〉
et on peut conclure〈
GN,f (p)|Ψ
〉= 0.
C’est à dire
GN,f (p) ∈ PN. 
Lemme 5. Avec les hypothèses et notations du Lemme 4 on a l’égalité, pour tout p dans PN
TN(f )(GN,f (p) = (p).
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TN(f )
(
GN,f (p)
)∣∣p1〉= 〈πN (fGN,f (p))∣∣p1〉= A − B.
Avec :
A =
〈
πN
(
f
g1
π+
(
p
g2
))∣∣∣∣p1
〉
=
〈
g2π+
(
p
g2
)∣∣∣∣p1
〉
=
〈
π+
(
p
g2
)∣∣∣∣p1g¯2
〉
=
〈
p
g2
∣∣∣∣p2g¯2
〉
= 〈p|p2〉,
et, en repenant les notations de la démonstration du Lemme 4,
B =
〈
π+
(
f
g1
π+
(
ΦN
∞∑
s=0
(H ∗ΦN HΦN )
sπ+
(
Φ˜Nπ+
(
p
g2
))))∣∣∣∣p1
〉
=
〈
f
g1
π+(ΦNS)
∣∣∣∣p1
〉
= 〈g2π+(ΦNS)|p1〉
= 〈S|Φ¯Np1g¯2〉 = 〈S|g¯1χ−N−1p1〉 = 0
car χ−N−1p1 ∈ H 2− et g¯1χ−N−1p1 aussi. Nous pouvons donc écrire, pour conclure :〈
TN(f )GN,f (p)|p1
〉= 〈p|p1〉.
C’est à dire
TN(f )GN,f (p) = p ∀p ∈ PN. 
Le lemme classique d’algèbre linéaire suivant permet alors de terminer la démonstration du
Théorème 6.
Lemme 6. Si E est un espace vectoriel réel ou complexe de dimension finie, et si u est un
endomorphisme admettant un inverse à droite v, u est inversible et u−1 = v.
4. Calcul de l’inverse de TN(f ) en utilisant la formule d’inversion
Le but de ce calcul est d’inverser la matrice de Toeplitz d’ordre N et de symbole
fr = χ0(1 − wχ)(1 − wχ¯) 1
PN+1P¯N+1
avec r , χ0, PN+1 comme dans la troisième partie. Pour ce faire posons :
g1 = χ¯0(1 − wχ) 1
PN+1
, g2 = (1 − wχ¯) 1
P¯N+1
,
ΦN = g1
g2
χN+2 = 1 − wχ
1 − wχ¯
P¯N+1
PN+1
χN+1χ¯0.
Pour obtenir le deuxième terme de la formule d’inversion nous devons maintenant calculer la
quantité xk = π+(Φ˜Nπ+(χkg2 )). Par construction
π+
(
χk
)
= π+
(
χk
P¯N+1
)
.g2 1 − wχ¯
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π+
(
Φ˜Nπ+
(
χk
g2
))
= π+
(
Φ˜N
χk
g2
− Φ˜Nπ−
(
χk
g2
))
.
Puisque
Φ˜N = 1 − wχ¯
P¯N+1
PN+1
1 − wχ χ0χ
−N−1
la remarque précédente permet d’écrire
xk = π+
(
Φ˜Nπ+
(
χk
g2
))
= π+
(
1 − wχ¯
1 − wχ
PN+1
P¯N+1
χ0χ
−N−1
(
χkP¯N+1
1 − wχ¯ − π−
(
χkP¯N+1
1 − wχ¯
)))
= π+
(
PN+1χ−N−1+kχ0
1 − wχ
)
− χ0 1 − w
2
1 − wχ
PN+1(1/w)
PN+1(w)
wN+1π−
(
χkP¯N+1
1 − wχ¯
)
(χ¯ = w).
En posant⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
yk = π+(PN+1χ−N−1+kχ01−wχ ),
BN,k,w = π−(χkP¯N+11−wχ¯ )(χ¯ = w),
B˜N,k,w = π+(PN+1χ−N−1+kχ01−wχ )(w),
y′k = yk − B˜N,k,w 1−w
2
1−wχ
nous pouvons écrire
xk =
(
B˜N,k,w − BN,k,wwN+1χ0 PN+1(1/w)
PN+1(w)
)
1 − w2
1 − wχ + y
′
k.
Comme 〈h| 11−wχ 〉 = h(w) pour tout h dans H 2+ on a 〈y′k| 11−wχ 〉 = 0 et donc HΦN (y′k) = 0 et
donc 〈
(I − HΦ∗NHΦN )−1xk|xl
〉= (1 − w2)2AN,k,wAN,l,w
×
〈
(I − HΦ∗N HΦN )−1
1
1 − wχ
∣∣∣∣ 11 − wχ
〉
− 〈y′k|y′l〉.
avec
AN,k,w =
(
B˜N,k,w − BN,k,w PN+1(1/w)
PN+1(w)
)
et
AN,l,w =
(
B˜N,l,w − BN,l,w PN+1(1/w)
)
.PN+1(w)
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quantité〈
(I − HΦ∗N HΦN )−1
1
1 − wχ
∣∣∣∣ 11 − wχ
〉
.
Le Lemme 1 permet d’écrire〈
(I − HΦ∗N HΦN )−1
1
1 − wχ
∣∣∣∣ 11 − wχ
〉
= 1
1 − w2(N+2)μ(w)
1
1 − wχ (1)
avec
μ(w) = P¯N+1(1/w)
PN+1(w)
PN+1(1/w)
P¯N+1(w)
. (2)
On obtient donc comme deuxième terme de la formule d’inversion la quantité
AN,k,wAN,l,w
1
1 − w2(N+2)μ(w)
(1 − w2)2
1 − w2 − 〈y
′
k|y′l〉. (3)
Il est clair que quand r tend vers 1 les quantités(
B˜N,k,w − wN+1χ0BN,k,w PN+1(1/w)
PN+1(w)
)
×
(
B˜N,l,w − wN+1χ0BN,l,w PN+1(1/w)
PN+1(w)
)
(1 − w2)2
1 − w2
et 〈y′k|y′l〉 admettent toutes deux une limite que nous notons respectivement B1,k,l et B2,k,l . Enfin
notons B3,k,l la limite du premier terme de la formule d’inversion. Si maintenant
f = χ0(1 − χ¯0χ)(1 − χ¯0χ¯ ) 1
PN+1P¯N+1
,
et
fr = χ0(1 − wχ)(1 − wχ¯) 1
PN+1P¯N+1
,
avec w = rχ¯0 on a
lim
r→1(TN,fr )
−1
k+1,l+1 = (TN,f )−1k+1,l+1
en effet on peut écrire
(TN,fr )
−1(TN,f ) = (TN,fr )−1(TN,fr ) + (TN,fr )−1(TN,(fλ−fr ).
A N fixé limr→1(TN,(f−fr ) = 0, donc limr→1(TN,fr )−1(TN,f ) = IN si IN désigne la matrice
identité N × N . Ce qui permet d’écrire, en utilisant les notations introduites ci dessus et μ(w)
comme dans l’égalité (2),
(TN,f )
−1
k+1,l+1 = B3,k,l −
B1,k,l
1 − χ¯2(N+2)0 μ(w)
− B2,k,l .
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5.1. Factorisation de f (θ) − λ
Supposons f ∈ A+(T). Les hypothèses faites sur f permette d’écrire f (θ) = f1(1 − cos θ),
où f1 est une fonction dérivable et strictement croissante sur ]0,2]. On a clairement, grâce aux
hypothèses faites sur f1 et si λ ∈ f1(]0,2])
f1(1 − cos θ) − λ =
(
(1 − cos θ) − f −11 (λ)
)
Hλ(θ)
où, grâce aux hypothèses faites sur f , Hλ est une fonction régulière sur le tore. Posons λ′ =
f−11 (λ). On peut alors écrire remarquons :(
(1 − cos θ) − λ′)= 1
2
(|1 − χ |2 − 2λ′). (4)
En posant χλ′ = (1 − λ′) + i
√
1 − (λ′ − 1)2 on peut alors écrire l’équation (4) sous la forme(
(1 − cos θ) − λ′)= −1
2
χλ′(1 − χ¯λ′χ)(1 − χ¯λ′ χ¯ ). (5)
Si on note PN+1,λ le polynôme prédicteur de la fonction régulière Hλ(θ) une des proprié-
tés fondamentales des polynômes prédicteurs [4,7] permet alors d’ affirmer que les matrices
de Toeplitz d’ordre N de symbole ((1 − cos θ) − λ′)Hλ(θ) et de symbole Gλ avec Gλ =
−χλ′(1 − χ¯λ′χ)(1 − χ¯λ′ χ¯ ) 1|PN+1|2 sont identiques. Cette remarque et la formule d’inversion du
Théorème 6 va nous permettre de préciser l’équation caractéristique de TN(f ).
5.2. Calcul de la résolvante
Notons par T1,1 le terme (TN(f ) − λIN)−1. On a d’une part
T1,1 = cof(TN(f ) − λIN)1,1det(TN(f ) − λIN) =
det(TN−1(f ) − λIN−1)
det(TN(f ) − λIN) .
Nous avons vu d’autre part que
T1,1 = B3,0,0 − B1,0,0
1 − χ¯2(N+2)0 μ(w)
− B2,0,0
avec
μ(w) = P¯N+1(1/w)
PN+1(w)
PN+1(1/w)
P¯N+1(w)
.
Par conséquent, det(TN(f )−λIN) et det(TN−1(f )−λIN−1) n’ayant pas de racines communes,
l’équation det(TN(f ) − λIN) = 0 équivaut à 1T1,1 = 0. Nous allons montrez que ceci équivaut à
1 − χ¯2(N+2)0 μ(w) = 0.
Pour cela remarquons que
1
T1,1
= 1 − χ¯
2(N+2)
0 μ(w)
(1 − χ¯2(N+2)0 μ(w))(B3,0,0 − B2,0,0) − B1,0,0
.
Considérons la quantité
AN,0,w = B˜N,0,w − BN,0,wwN+1 PN+1,λ(
1
w
)
¯ .PN+1,λ(w)
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B˜N,0,w = π+
(
PN+1,λ(χ)χ−N−1
1 − wχ
)
(w)
= π+
(
N+1∑
u=0
βu,N+1,λ
χu−N−1
1 − wχ
)
= wN+1
(
N+1∑
u=0
βu,N+1,λ
w−u
1 − wχ
)
.
Et finalement
lim
r→1 B˜N,0,w = (χ¯λ′)
N+1 PN+1,λχλ′
1 − (χ¯λ′)2 .
De même
BN,0,w = π−
(
PN+1,λ(χ)
1 − wχ¯
)
(χ¯ = w)
= π−
(
N+1∑
u=0
β¯u,N+1,λ
χ−u
1 − wχ¯
)
(χ¯ = w)
= π−
(
β¯0,N+1,λ
1 − wχ¯
)
(χ¯ = w) +
(
N+1∑
u=1
β¯u,N+1,λ
χ−u
1 − wχ¯
)
(χ¯ = w)
= β¯0,N+1,λ w
2 − 1
1 − w2 +
P¯N+1,λ(w)
1 − w2
et on obtient
lim
r→1BN,0,w = β¯0,N+1,λ +
P¯N+1,λ(χ¯λ′)
1 − χ¯2
λ′
.
En conclusion on obtient
lim
r→1AN,0,w = β¯0,N+1,λ(χ¯λ′)
N+1 PN+1,λ(χλ′)
PN+1,λ(χλ′)
.
et donc
B1,0,0 =
(
β¯0,N+1,λ(χ¯λ′)N+1
PN+1,λ(χλ′)
PN+1,λ(χλ′)
)2(
1 − χ¯2λ′
)
avec
μ(χλ′) = P¯N+1(χλ′)
PN+1(χλ′)
PN+1((χλ′)
P¯N+1(χλ′)
.
La quantité limr→1 AN,0,w est non nulle, un polynôme prédicteur n’ayant aucun zéro sur le tore
(voir pour cela [4]). Cette dernière remarque permet d’écrire que si λ′ est telle que χλ′ différent
de 1 et −1 est solution de
1 − χ¯2(N+2)′ μ(χλ′) = 0.λ
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χλ′ = 1 ⇐⇒ λ′ = 0 et χλ′ = −1 ⇐⇒ λ′ = 2
on peut énoncer le résultat suivant, en remarquant que les hypothèses faites sur f implique que
ni min[0,π](f ) ni max[0,π](f ), s’ils existent, ne peuvent être des valeurs propres de TN(f ).
Proposition 2. Un réel λ, minf < λ < maxf est valeur propre de TN(f ) si et seulement si λ
est solution de 1 − χ¯2(N+2)
λ′ μ(χλ′) = 0.
5.3. Calcul des valeurs propres
En appliquant le calcul précédent on peut alors affirmer que les valeurs propres de
TN,(|1−χ |2p−λ) correspondent aux solutions différentes de 1 et −1 de l’équation en χλ′
χ2N+4λ PN+1,λ(χ¯λ′)P¯N+1,λ(χ¯λ′) = PN+1,λ(χλ′)P¯N+1,λ(χλ′). (6)
L’équation (6) s’écrit aussi
χ2N+4
λ′ =
PN+1,λ(χλ′)P¯N+1,λ(χλ′)
PN+1,λ(χ¯λ′)P¯N+1,λ(χ¯λ′)
. (7)
Donc si λ est une valeur propre de TN(f ) différente de min[0,2] f1 et de max[0,2] f1 le réel λ′ =
f−11 (λ) est solution de l’équation en λ′ donnée par (7). Si maintenant on désigne par θ(λ′,N)
l’argument du nombre complexe de module 1 (on choisit une détermination de l’argument dans
[2π,4π[) PN+1,λ(χ¯λ′ )P¯N+1,λ(χ¯λ′ )
PN+1,λ(χλ′ )P¯N+1,λ(χλ′ )
l’équation (7) implique l’existence d’un entier k vérifiant
cos
(
θ(λ,N)
2N + 4 +
kπ
N + 2
)
= (χ(λ′)), 0 k  2N + 4. (8)
Ce qui est équivalent à l’équation
1 − cos
(
θ(λ′,N)
2N + 4 +
2kπ
2N + 4
)
= λ′, 0 k  2N + 4. (9)
Si k est un entier fixé le théorème des valeurs intermédiaires permet d’affirmer que l’équation (9)
admet au moins une solution sur [0,2]. D’autre part si λ′ est solution de (9) avec
0 k N + 1 on a également√
1 − (λ′ − 1)2 = sin
(
θ(λ′,N)
2N + 4 +
2kπ
2N + 4
)
. (10)
C’est à dire que pour un tel k les λ′ solutions de (10) différentes de 0 et 2 correspondent à des λ
qui sont des valeurs propres de TN(f ). D’autre part si λ′1 et λ′2 sont respectivement solutions de
1 − cos
(
θ(λ,N)
2N + 4 +
2k1π
2N + 4
)
= λ′,
et de
1 − cos
(
θ(λ,N)
2N + 4 +
2k2π
2N + 4
)
= λ′,
où k1 et k2 sont deux entiers compris entre 0 et N + 1 λ′1 et λ′2 sont différents la fonction cos
etant une bijection sur [0,π].
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(resp. décroissante) Hmax(f ) (resp. Hmin(f )) est une fonction régulière. Le polynôme P2(χ)
est donc défini et une solution de l’équation (7) est alors λ′ = 2 qui correspond à χλ′ = −1
et θ(λ′,N) = 2π , et k = N + 1. Notre calcul nous fournit donc au moins N + 1 valeurs propres
de la matrice TN(f ) qui est de dimension N + 1. On a donc déterminé les valeurs propres de
cette matrice. Ce qui donne avec limN→+∞ kN = x, x ∈]0,1[
λ′ = 1 − cos(πx) + O
(
1
N
)
. (11)
C’est à dire, par continuité de f1,
λ = f1
(
1 − cos(πx) + O
(
1
N
))
. (12)
D’autre part si x ∈ {0,1}
λ′ = 1 − cos(πx) + O
(
1
N2
)
et
λ = f1
(
1 − cos(πx) + O
(
1
N2
))
.
Ce qui est le résultat attendu. Le cas où f est dans A−(T) s’obtient en considérant la fonction
g(θ) = f1(1 + cos θ) = f1(1 − cos(π − θ)) qui se traite comme les fonctions f ci-dessus.
6. Démonstration des corollaires
6.1. Démonstration du Corollaire 1 et 2
Si α > −12 on est dans les hypothèses du Théorème 5 dans les deux cas.
6.2. Démonstration des Corollaires 3 et 4
Si l’on pose k = 1 dans l’équation (8) on obtient
λ′ = 1 − cos
(
θ(λ,N) + 2π
2N + 4
)
ce qui implique bien sûr
λ1,N = O
(
1
N2α
)
h(0).
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