Abstract. We study the geometric properties of Cantor subshifts in the Besicovitch space, proving that sofic shifts occupy exactly the homotopy classes of simplicial complexes. In addition, we study canonical projections into subshifts, characterize the cellular automata that are contracting or isometric in the Besicovitch or Weyl spaces, study continuous functions that locally look like cellular automata, and present a new proof for the nonexistence of transitive cellular automata in the Besicovitch space.
Introduction
In the field of symbolic dynamics and cellular automata, the Besicovitch and Weyl topologies (called global topologies in this article) have become objects of profound interest. The Besovocitch space was introduced in [4] to study the chaoticity of cellular automata. While the dynamical properties of CA on the global spaces have been researched to some extent, not much is known about the geometry of Cantor subshifts and cellular automata in the global spaces. This is an interesting direction of research, since in the zero-dimensional Cantor topology, we cannot really talk about the 'shape' of objects.
In Section 3 we prove some basic topological results about subshifts with the Besicovitch topology. In particular, we show the contractibility of all mixing sofic shifts, and give a natural sufficient condition for two mappings to a sofic shift to be homotopic. The proofs for these results are extensions of the techniques used in [3] and [5] to prove the path-connectedness of the full shift.
In Section 4, we refine the above results, proving that sofic shifts exhibit exactly the same homotopy equivalence classes as simplicial complexes. We then show an example of a natural zero entropy subshift which is not homotopy equivalent to any simplicial complex.
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One of the constructions of Section 4 relies on the idea of 'projecting' a sofic shift onto one of its sofic subshifts. In Section 5, we show that no nontrivial subshift X is 'convex' in the global spaces, in the sense that every element of the full shift would have a unique nearest approximating point in X. This contrasts the situation of simplicial complexes, where simplexes have unique nearest points in each of their faces.
In Section 6, we consider N-actions on subshifts with the global topologies given by cellular automata. We present a class of subshifts on which all cellular automaton having contracting, isometric or expanding dynamics have neighborhood size 1. This is a result in the same spirit as the fact that cellular automata cannot be expansive on the full shift with the Besicovitch topology [3] . We also present an unrelated result that on the full shift, cellular automata are exactly those continuous functions whose image at each point is computed by some (possibly different) cellular automaton. The main interest of our proof is the use of a topology on the space of all cellular automata.
In Section 7, we give a new proof for the nonexistence of transitive cellular automata on the Besicovitch space.
In our proof, the use of Kolmogorov complexity, used to prove the result in [2] , is replaced by a measure theoretical argument, and to the best of our knowledge, this is a first application of measure theory in the study of the global spaces. Finally, we construct a shift-invariant nonatomic measure on the full shift, the existence of which was asked in [4] . The support of this measure is a relatively unnatural zero-entropy subshift, and it is in fact easily seen that no measure can be fully supported on the full shift.
Definitions
Let Σ be a finite state set, and denote by H(u, v) the Hamming distance between two words u, v ∈ Σ * of equal length. We define three different pseudometrics on the full shift Σ Z . The Cantor topology is given by the metric d C (x, y) = 2 −δ where δ = min{|i| | x i = y i }, the Besicovitch topology by the pseudometric
and the Weyl topology by the pseudometric
The shift map σ :
is easily seen to be continuous in all the three topologies, and isometric in the Besicovitch and Weyl spaces. For two configurations x, y ∈ Σ Z , we denote x ∼ B y if d B (x, y) = 0, and x ∼ W y if d W (x, y) = 0. The letters B and W may be suppressed if they are clear from the context. In general, for each topological concept (when the meaning is obvious) we use the terms C-concept, B-concept and W-concept when the Cantor, Besicovitch or Weyl topology, respectively, is used on Σ Z . The term G-concept is used when the discussion applies to both the B-concept and the W-concept. If the prefix is omitted and no other indication is given, we always mean the corresponding C-concept. We collectively refer to the Besicovitch and Weyl topologies as the global topologies. If X ⊂ Σ Z , we define the G-projection of X asX = {y ∈ Σ Z | ∃x ∈ X : x ∼ G y}. In a pseudometric space X, for all points x ∈ X and ǫ > 0, we denote B ǫ (x) = {y ∈ X | d(x, y) < ǫ}. For a (finite or infinite) word w, we denote by w R the reversal or w. For two words v and w, we denote v ⊏ w and say that v occurs in w, if v = w [i,i+|v|−1] for some position i. For a set X of words, v ⊏ X means that v ⊏ w for some w ∈ X. The notation |w| v denotes the number of occurrences of v in w.
We assume a basic aqcuiantance with the notions of symbolic and topological dynamics. A clear presentation is given in [8] and [6] , respectively.
Let X and Y be topological spaces. Two continuous functions f, g : X → Y are said to be homotopic, denoted f ∼ g, if there exists a continuous function
for all x ∈ X, and h is then a homotopy between f and g. For Z ⊂ X, we say f, g : X → Y are homotopic relative to Z if there exists a homotopy h between f and g such that h(r, z) = h(0, z) for all r ∈ [0, 1], z ∈ Z. We say two spaces X, Y are homotopy equivalent if there exist two continuous functions f :
We say that a space is contractible if it is homotopy equivalent to the trivial space {0}.
An n-simplex is an n-dimensional polytope which is the convex hull of its n + 1 vertices. A simplicial complex is a collection K of simplices such that any face of an element of K is in K, and any intersection of two simplices of K is their common face. An abstract simplicial complex with vertices in a finite set V is a collection K ⊂ 2 V closed under subsets. The corresponding complex can be realized in R |V | by mapping V via f to a set of linearly independent points, and for all T ∈ K, including the convex hull of f (T ). The k-skeleton of a complex is the subcomplex formed by its simplexes of dimension at most k. A simplicial complex (abstract or not) is frequently identified with the corresponding (realized in the case of an abstract complex) subset of some Euclidean space.
Basic Topological Tools and Results
One of the first results on the full shift with a global topology was its pathconnectivity, proved in [7] by explicitly constructing a path between ∞ 0 ∞ and ∞ 1 ∞ in {0, 1} Z . We present this construction, and then show another simpler way to construct paths in the Besicovitch space. 
N be a binary extension of x that does not end with infinitely many 1's. We let y 0 = (0 * )
We define the interspersing operation I : X × X → X by
, and finally U (x) as the point y ∈ {0, 1} N which is the C-limit of the sequence (x i ) i∈N . It is easy to see that this limit exists, and no * appears in it. We define
It is easy to see that T (0) = ∞ 0 ∞ , and that both T and U are G-continuous.
Definition 2. We define the function U
B-continuity is again easy to verify, but the functions are clearly not Wcontinuous. In this and the following section, we modify paths obtained in Definition 1 and Definition 2 to find paths between points of a sofic shift.
The following result, found as Theorem 2.2.3 in [9] , will be useful later:
We will also prove a Besicovitch space version of Lemma 1 for functions mapping to sofic shifts. From this lemma, it is easy to conclude that a mixing sofic shift is B-contractible, that is, B-homotopy equivalent to a trivial simplex. We will refine this result in the next section.
Let X be a sofic shift and X 1 , X 2 two of its transitive components. The set of points that are left asymptotic to a point of X 1 and right asymptotic to a point of X 2 is called a bitransitive component of X. We note that X is covered by its bitransitive components, but they are not necessarily subshifts. For simplicity's sake, we will only work with one-way subshifts (subsets of Σ N ) and assume that all transitive components are mixing until the beginning of Section 5. The generalization to arbitrary two-way subshifts is not difficult, when one replaces transitive components with bitransitive ones in the results, and accounts for the nonmixingness in a suitable way.
Definition 3. For a mixing sofic shift X with mixing distance m, two points x, y ∈ X and r ∈ [0, 1], define the point A X (r, x, y) ∈ X as follows.
The part left undefined has zero density, and can be filled to obtain a point of X. It is clear that the resulting average function A X : [0, 1] × X 2 → X is Bcontinuous, and we extend it toX in a continuous way. Proof. Define the homotopy h :
Note that by the way we defined A X , the choice of the component Z x does not affect the continuity of h. ⊓ ⊔ Corollary 1. A mixing sofic shift is B-contractible.
Proof. We prove the theorem in the Weyl case, the Besicovitch case being even easier. It is enough to show thatỸ is W-closed for every mixing component Y of X, so assume on the contrary that x / ∈Ỹ and d W (x, Y ) = 0 for some x ∈ Σ Z . Let k be the mixing distance of Y , and build a new point y ∈ Y as follows. Let w 0 be the maximal prefix of x such that w 0 ⊏ Y . Let y [0,|w0|−1] = w 0 , and let w 1 be the maximal prefix of x [|w0|+k,∞) such that w 1 ⊏ Y . Let y [|w0|+k,|w0|+k+|w1|−1] = w 1 , and continue the process infinitely. The part D ⊂ N left undefined can be filled arbitrarily using mixingness so that y ∈ Y .
We claim that d W (x, y) = 0. If this were not the case, we would have an ǫ > 0 and a sequence of pairs (m i , n i ) ∈ N 2 such that n i −→ ∞ and 
There exists a recursive two-way subshift X such thatX is not closed in either of the global topologies.
Proof. One such subshift X is the orbit closure of
2 ) is not inX. For otherwise, let x ∈ X be such that d(x, y) = 0. Then x is a-infinite to the left and must contain either a 0 or a 1. This means it is actually of the form ∞ ab m c n U ( m n ). But then, the distance between the right tails is at least | 
Simplicial Complexes and Sofic Shifts
The following proposition is easy to prove with a construction similar to that in Definition 1.
Proof. We begin with marking all the even coordinates as undefined, and injectively map R first onto (0, 1) using some standard function, and then into the odd coordinates using a U -like function. Then, we take the set of coordinates i with i ≡ 2( mod 4), and injectively map R into them as above. Inductively we obtain the desired embedding.
⊓ ⊔
As a corollary, we obtain that all simplicial complexes can be embedded in Σ Z . In particular, every finitely generated group with a finite set of defining relations can be implemented as the fundamental group of some path-connected subset of Σ Z [9] . However, the image in this map is not a very natural subset, and uses a very small slice of the space. Since R N and Σ Z are not G-locally homeomorphic, this cannot be improved much. However, using the concept of homotopy equivalence we are able to prove a strong connection between simplicial complexes and B-sofic shifts, namely that they occupy the exact same homotopy equivalence classes. Since the fundamental group is an invariant of homotopy equivalence, the claims of the previous paragraph will still hold. Proof. Let w ⊏ X be an unbordered synchronizing word (which always exists by [1, Lemma 1]) and let u, v be distinct words that do not contain w such that wuw ⊏ X, wvw ⊏ X and |v| = |u| + 1 (they exist since X is mixing). Let Y the subshift of X whose points are concatenations of wu and wv. Now Y is a mixing SFT which clearly has positive entropy.
⊓ ⊔ Definition 4. Let V be a real vector space, and let x ∈ V n and y ∈ R n with y i = 0 for all i. The inverse y-weighted average of x is defined as
Theorem 3. Let X be a mixing sofic shift with positive entropy and let K be an abstract simplicial complex. Then there exists a sofic subshift Y of X such thatỸ is B-homotopy equivalent to K.
Proof. By Lemma 3, we may assume without loss of generality that X is a mixing SFT. Let K have n vertices, and choose a realization for K in some Euclidean space. Since block maps are continuous in the Besicovitch topology, we may recode X into an edge shift. Let w ⊏ X be an unbordered word, and let v, u 1 , . . . , u n be distinct words that do not contain w such that for some k, wu i w ⊏ X, wvw ⊏ X, |u i | = k and |v| = k + 1. It is easy to see that such words always exist. Denote U = {u 1 , . . . , u n }. We label the vertices of K with U , and for all S ∈ K, we let Y S be the subshift of X whose points are concatenations of wv and the wu for u ∈ S. Denote also Y = S∈K Y S .
We define two continuous functions which form a homotopy equivalence between K andỸ . First, f : K → Y is defined using the average functions A YS . We define it first on the 0-skeleton of K by f (u) = (wu)
∞ for all u ∈ U , and proceed by induction, assuming f is already defined on the (k − 1)-skeleton. For each k-simplex S with barycenter z, we choose f (z) ∈ Y S arbitrarily. Now, let x = z be in the interior of S, and draw a line segment starting from z, going through x and ending at the boundary of S. Let y be the endpoint of the segment, and define
Since the restriction of f to the boundary of S is continuous by the induction hypothesis, it is easy to see that the newly defined f is continuous on the boundary. Clearly f is also continuous at z, and it is continuous at other interior points of S by the fact that A YM is continuous. For the function g : Y → K we need the auxiliary concept of projection from a shift Y S to one of its subshifts Y T , where T ⊂ S. For this, choose an anchor point y ∈ Y T . The projection π
and deterministically filling the rest (which can be done, since m is a mixing distance for Y T ). It is easy to see that π S T is continuous, and that
Again, we proceed by induction on the dimension of the simplex. Define g(y) = u for all y ∈ Y u and u ∈ U , and assume that g has been defined continuously on the union of all Y S with S in the (k − 1)-skeleton of K. Let S be an arbitrary k-dimensional simplex, and let
Now g is continuous on the interior of Y S , since the π i , d B and W are, and the restriction of g to the Y Si is by the induction hypothesis. On the Y Si , the extended g is continuous, since the inverted average W will approach the value g i (x) as x approaches the subshift Y Si . Now g • f : K → K and the continuously extended version of f • g : Y → Y are homotopic to the respective identity maps by Lemma 1 and Lemma 2.
⊓ ⊔
Corollary 2. Every finitely generated group with a finite set of defining relations can be implemented as the fundamental group of a sofic subshift of any mixing SFT in the Besicovitch topology.
We then prove a converse for Theorem 3.
Theorem 4. Let X be a sofic shift. Then there exists a simplicial complex K which is B-homotopy equivalent toX.
Proof. Let T be the set of transitive components of X. For all R ⊂ T , we define the intersection set Y R = R and the B-intersection set Z R = Y ∈RỸ . Note that each Y R is either a sofic shift or the empty set, and Z R is empty if and only if Y R is (although, in general, these sets look very different). We let I be the set of pairs (Y R , Z R ) such that Y R = ∅ ordered by inclusion in the first coordinate. For each P = (Y, Z) ∈ I, we choose a point x P ∈ Z. Let V be the set of minimal elements of I. We define an abstract simplicial complex K by
Label each simplex J of K with sup J ∈ I. We now prove that X and K are homotopy equivalent by explicitly constructing two continuous functions f : K → X and g : X → K that form the equivalence.
As in Theorem 3, f is defined by induction on k on the k-skeletons of K. For all vertices P ∈ V , f simply maps the corresponding point in K to x P . On simplexes S ⊂ K of higher dimension, f is defined as in Theorem 3, but mapping the barycenter to x P for some P < S. The averaging can be done, since any two points x P , x Q with P, Q < S must be in a common transitive component, and f is continuous as in Theorem 3. If S has label (Y, Z) ∈ I, then f (S) ⊂ Z, since B-intersection sets are closed under the average functions A.
To each simplex S with label P = (Y, Z), we define a function g P : X → S with the property that g P (Z ′ ) ⊂ T for all simplexes T ⊂ S with label (Y ′ , Z ′ ). If P ∈ V , then g P is simply the constant map from X to the vertex P . Suppose then that P / ∈ V , and let
Since every x ∈ X lies in some B-intersection set Z, we may define g(x) = g (Y,Z) (x) for the pair (Y, Z) ∈ I, and this value does not depend on the choice of Z. It is easy to see that g is continuous, and that g (Y,Z) (Z) ⊂ S holds for all simplexes S with label (Y, Z).
We claim that the functions f and g form a homotopy equivalence betweeñ X and K. Namely, if a simplex S ∈ K corresponds to a transitive component T ∈ T , then f (g(T )) ⊂T and g(f (S)) ⊂ S. Thus f • g and g • f satisfy the requirements of Lemma 2 and Lemma 1, and the claim follows.
We believe that the above results hold also in the Weyl topology, but with slightly more complicated proofs. Namely, the averaging functions A X have to be defined using U instead of U ′ , and the dissection of X to the Y R and Z R has to be more intricate.
It is easy to see that not all subshifts are homotopy equivalent to a simplicial complex:
Clearly,X has a countably infinite number of G-path-connected components, so it cannot be G-homotopy equivalent to any simplicial complex.
Unlike the previous example and the easily proven fact that zero-entropy sofic shifts always occupy finitely many ∼-classes, zero-entropy subshifts can have rather complicated G-structure: 
Projections into a Subset of the Full Shift
The proof of Theorem 3 uses the interesting idea of projecting points of a shift space onto a smaller subshift, but the projection used was rather arbitrary. In this section, we show that projections from the full shift cannot be made canonical in a natural sense for any subshift.
Obviously a set with the unique approximation property needs to be G-closed. Proof. Let y ∈ π X (x), and note that necessarily σ p (y) ∼ y, since σ is an isometry for d G . Then there exists a word w ∈ Σ p such that w n ⊏ y for arbitrarily large n, and
In particular, the above lemma implies that if there exist two ∼-distinct points in X whose distance to x is p −1 , then x ∈ X.
Theorem 6. Let X be a nonempty subshift with the unique approximation property, and assume thatX consists of at least two ∼-classes. Then X = Σ Z .
Proof. We will show, by induction on i ∈ N, that X contains all points with period 2 i , from which the claim follows. Begin with a unary point y ∈ Σ Z , and note that Lemma 4 implies the existence of a unary point x ∈ π X (y). If y / ∈ X, then by definition d(y, X) = d(y, x) = 1. But now, any other ∼-class ofX could be chosen as π X (y), a contradiction.
Choose a symbol 0 ∈ Σ. For the induction step, we will prove by a new induction on the number of non-0 symbols in a word w ∈ S 2 i that ∞ w ∞ ∈ X. First, let w contain a single non-0 symbol. We may assume that w = 0
For an arbitrary w, we find two points of X whose distance to ∞ w ∞ is 2 −i by switching two different non-0 symbols in w to 0. Both of these points are in X by the induction hypothesis, so Lemma 4 again implies that
∞ } has the unique approximation property.
A straightforward argument also shows that if a point of the full shift has two best approximations in a mixing SFT, then it has an uncountable number of them.
Geometry of Cellular Automata
We start by proving that so-called contracting maps have a very simple structure in a full shift. Definition 6. We say a CA f defined on a subshift X is contracting if for all points x, y ∈ X we have Proof. Let f be a CA with minimal connected neighborhood of size r > 1. Since the neighborhood is minimal, there exist u and v with |u| = |v| = r − 1 such that f (ua) = f (ub) for some a, b ∈ Σ, and f (cv) = f (dv) for some c, d ∈ Σ. Let M be a Σ × Σ-matrix over 2 Σ defined by
Clearly, every s ∈ Σ occurs in exactly one coordinate (i, j) of M . Since f (ua) = f (ub), a and b occur in different rows in the matrix M . Similarly, c and d occur in different columns. Therefore, one of the pairs {a, c}, {a, d}, {b, c} or {b, d}, say {a, c}, has the property that a and c occur in different rows and different columns. Then f (uav) and f (ucv) differ in at least two coordinates. Now consider the configurations x = ∞ (uav) ∞ and y = ∞ (ucv) Proof. An expanding map must be injective, so such a CA f must have an inverse f −1 . Since f is G-expanding, f −1 is a G-contracting injective map, and thus has radius 1, and must in fact be a G-isometry. Then f is also a G-isometry.
⊓ ⊔
We can extend Corollary 3 as follows (using a completely different proof):
Theorem 7. Let X ⊂ Σ Z be a subshift such that for some 0 ∈ Σ we have ∞ 0 ∞ ∈ X, and for all w ⊏ X and all symbols s ⊏ w there is a p-periodic point x ∈ X such that w ⊏ x, and ∞ (s0 p−1 ) ∞ ∈ X. Then, all G-isometric CA on X have neighborhood size 1.
Proof. Suppose that a CA f : X → X is a G-isometry, and denote f ( ∞ 0 ∞ ) = ∞ a ∞ . Let p ∈ N. Every point of the form ∞ (s0 p−1 ) ∞ with s ∈ S is mapped to some translate of ∞ (ta p−1 ) ∞ with t ∈ S. By comparing the images of distinct points, we see that f acts on them as some shift σ np composed with some symbol permutation g p . Also, n p and g p are constants (denote them by n and g) when p is greater than the radius r of f .
Let then w ⊏ X, and write it in the form usv for some u, v ⊏ X and s ∈ S. By the assumption on X, there exist p-periodic points x = ∞ (svtu) ∞ and y = ∞ (s0 p−1 ) ∞ in X for some t ⊏ X and p > r. By comparing f (x) and ∞ a ∞ , we see that the percentage of 0's in x equals the percentage of a's in f (x). Then, comparing f (x) and f (y) = σ n (g(y)), we see that the symbol g(s) must appear in f (x) exactly n positions from the place of s in x. Since s was an arbitrary symbol appearing in w, we see that f = σ n • g.
In particular, isometric cellular automata have neighborhood size 1 on the golden mean shift and the even shift. In fact, so do all contracting CA on the golden mean shift, as the proof of Proposition 2 works also in this case.
Example 4. The previous theorem does not hold as such for contracting CA. Namely, let X ⊂ {0, 1}
Z be the SFT where 111 is forbidden (which clearly satisfies the conditions of the theorem), and let f be the CA that transforms every occurrence of 01 to 00. Then f is contracting, since the only case in which x i = y i but f (x) i = f (y) i holds is 
