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ABSTRACT 
In the last few years, optics has witnessed the emergence of two fields namely metasurfaces 
and parity-time (PT) symmetry. Optical metasurfaces are engineered structures that provide unique 
responses to electromagnetic waves, absent in natural materials. Optical metasurfaces are known 
for their reduced dimensionality i.e. subwavelength and consequently lower losses are anticipated. 
The other paradigm is the PT symmetric materials, also known as photonic synthetic matter. PT 
symmetry has emerged from quantum mechanics when a new class of non-Hermitian Hamiltonian 
quantum systems was highlighted to have real eigenvalues, hence eradicating Hermiticity of the 
Hamiltonian as an essential condition to the existence of real eigenvalues. 
The first half of the thesis is focused on the experimental and numerical realization of PT 
symmetric metasurfaces. A systematic methodology is developed to implement this class of 
metasurfaces in both one-dimensional and two-dimensional geometries. In two dimensional 
systems, PT symmetry can be established by employing either H-like diffractive elements or 
diatomic oblique Bravais lattices. It is shown that the passive PT symmetric metasurfaces can be 
utilized to appropriately engineer the resulting far-field characteristics. Such PT-symmetric 
structures are capable of eliminating diffraction orders in specific directions, while maintaining or 
even enhancing the remaining orders.  
Later, it is shown a first ever attempt of PT metasurface fabricated on a flexible polymer 
(polyimide) substrate. The studied PT metasurface exhibits the ability to direct light, i.e. Poynting 
vector in a desired direction. Herein, the light scattered from the fabricated device in the undesired 
direction is attenuated by at least an order of magnitude. The proposed PT symmetric metasurface 
is essentially diatomic Honeycomb Bravais lattice, where both the passive and lossy elements exist 
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side by side on each site separated by 50 nm. The unidirectionality of the studied metasurface is 
not limited to a single wavelength, on the contrary, it is observed to be effective on the entire 
visible band (400 – 600 nm). The PT symmetric meatsurface is also fabricated on a high strength 
substrate; sapphire (Al2O3). An excellent agreement between the experimental and numerical 
(COMSOL) results is found for both substrates. Customized modifications to the current design 
can open avenues to study the unidirectionality of metasurfaces to different optical bands, for 
example IR. 
The second part of the thesis deals with the theoretical modeling of the dynamics of an electron 
that gets trapped by means of decoherence and quantum interference in the central quantum dot 
(QD) of a semiconductor nanoring (NR) made of five QDs, between 100 and 300 K. The electron’s 
dynamics is described by a master equation with a Hamiltonian based on the tight-binding model, 
taking into account electron–LO phonon interaction. Based on this configuration, the probability 
to trap an electron with no decoherence is almost 27%. In contrast, the probability to trap an 
electron with decoherence is 70% at 100 K, 63% at 200 K and 58% at 300 K. Our model provides 
a novel method of trapping an electron at room temperature. 
This setup is then used to propose a theoretical model for an electrically driven single photon 
source operating at high temperatures. It is shown that the decoherence, which is usually the main 
obstacle for operating single photon sources at high temperatures, ensures an efficient operation 
of the presented electrically driven single photon source at high temperatures. The single-photon 
source is driven by a single electron source attached to a heterostructure semiconductor nanoring. 
The electron’s dynamics in the nanoring and the subsequent recombination with the hole is 
described by the generalized master equation with a Hamiltonian based on tight-binding model, 
taking into account the electron-LO phonon interaction. As a result of decoherence, an almost 
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100% single photon emission with a strong antibunching behavior i.e. g(2)(0) << 1  at high 
temperature up to 300 K is achieved. 
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CHAPTER 1: PASSIVE PT-SYMMETRIC METASURFACES WITH 
DIRECTIONAL FIELD SCATTERING CHARACTERISTICS 
1.1. Introduction 
Recently, there has been considerable interest in synthesizing optical structures and devices 
that simultaneously exploit the presence of gain and loss domains, while maintaining parity time 
(PT) symmetry [1-14]. PT symmetry first emerged within the context of quantum field theories 
after recognizing that a special class of non-Hermitian Hamiltonians can exhibit entirely real 
eigenvalue spectra, as long as they commute with the anti-linear PT operator. In general, a 
necessary (but not sufficient) condition for PT-symmetry to hold is that the complex potential 
involved in such Hamiltonians should obey V (r) = V∗(−r), which directly implies that the real part 
of the potential must be an even function of position, while the imaginary should be antisymmetric. 
Lately, such PT prospects have been proposed in the field of optics by recognizing that the complex 
refractive index distribution plays the role of an optical potential. In this case, PT-symmetry 
demands that n(r) = n∗(−r). This latter condition clearly indicates that the refractive index profile 
must be symmetric, whereas the imaginary component (signifying gain or loss) must be an odd 
function in coordinate space. In more general settings, where the problem must be treated 
electrodynamically, this same symmetry can be introduced provided that the complex permittivity 
now satisfies ε(r) = ε∗(−r) [14]. PT-symmetric optical arrangements can exhibit a number of 
exciting properties. These include for example power oscillations, non-reciprocal light propagation 
and Bloch oscillations [2-5], and unidirectional invisibility [12, 13] to mention a few. 
In recent years, optical metasurfaces, a special class of metamaterials with reduced 
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dimensionality, have also received considerable attention. Such artificial surfaces can effectively 
control the flow of light through appropriately engineered subwavelength, surface-confined 
features that can introduce abrupt phase discontinuities after light encounters the interface [15-18]. 
So far, several studies have successfully demonstrated the use of optical metasurfaces in 
manipulating and controlling the phase, polarization and angular momentum of the incident light 
[19-24]. 
In this paper we show that one-dimensional (1-D) and two-dimensional (2-D) optical 
metasurfaces endowed with PT symmetry can display several intriguing characteristics. As we will 
show, PT-symmetry can be readily introduced in these systems through an appropriate amplitude 
and phase modulation when imposed on the surface. Even though bulk non-Hermitian gratings 
have been considered before in 1-D configurations [25-35], here we extend these concepts in more 
complex settings with particular emphasis on optical PT-symmetric metasurfaces. Such PT-
symmetric structures are capable of eliminating diffraction orders in specific directions, while 
maintaining or even enhancing the remaining orders. In our study we provide all-passive 1-D and 
2-D metasurface designs suitable for both the visible (532 nm) and NIR (1550 nm) bands. Such 
PT-symmetric metasurfaces can provide an alternative avenue to existing techniques [36-38] for 
effectively controlling a number of diffraction orders through surface-confined passive nano-
features. 
1.2. 1-D Hermitian PT symmetric Metasurfaces 
To analyze the optical properties of a PT-symmetric metasurface, we assume that the complex 
refractive index n(x) = f(x) + ig(x) is periodically modulated on the surface. Here f(x) and g(x) are 
periodic real functions having a spatial period L, representing the length of each unit cell on this 
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metasurface. In this regard, n(x) can be expressed through a Fourier series as follows; 
 
     𝑛(𝑥) = (𝑎0 + 𝑖𝑎0
′ ) +
1
2
∑ [(𝑎𝑚 + 𝑏𝑚
′ ) + 𝑖(𝑎𝑚
′ − 𝑏𝑚)]
∞
𝑚=1 𝑒
𝑖𝑚𝜃 +
1
2
∑ [(𝑎𝑚 − 𝑏𝑚
′ ) + 𝑖(𝑎𝑚
′ + 𝑏𝑚)]
∞
𝑚=1 𝑒
−𝑖𝑚𝜃           (1-1) 
 
where 𝜃 =
2𝜋𝑥
𝐿
. In Eqn. (1-1), {am, bm} and {a
’
m, b
’
m} represent the Fourier coefficients associated 
with the real f (x) and imaginary g (x) components of the complex refractive index distribution, 
respectively. The envisioned PT-symmetric metasurface is expected to be implemented solely 
using passive components, i.e., the imaginary component g (x) will introduce only loss. 
Of interest would be to identify methods through which the negative (or positive) diffraction 
orders emanating from this PT-symmetric metasurface can be entirely suppressed while the 
remaining orders (positive or negative) can be enhanced. For this to occur one has to eliminate, for 
example, the negative orders exp(−imθ) appearing in the Fourier series of Eqn. (1-1). This directly 
implies that b’m= am and a
’
m = −bm. From here, one obtains the following representations for f (x), 
g (x) that are necessary to suppress the negative orders. 
 
   𝑓(𝑥) = 𝑎0 + ∑ {𝑎𝑚 cos (𝑚
2𝜋𝑥
𝐿
) + 𝑏𝑚 sin(𝑚
2𝜋𝑥
𝐿
)}∞𝑚=1   
             𝑔(𝑥) = 𝑎0
′ + ∑ {𝑎𝑚 sin (𝑚
2𝜋𝑥
𝐿
) − 𝑏𝑚 cos(𝑚
2𝜋𝑥
𝐿
)}∞𝑚=1       (1-2) 
 
Equation (1-2) show that this is only possible as long as the real and imaginary parts of the 
refractive index are intertwined through common coefficients am, bm. This index distribution is PT-
symmetric, when the terms in Eqn. (1-2) associated with the am, bm coefficients are considered 
separately. Similarly, one can eliminate the positive orders eimθ provided that b’m = −am and a’m = 
bm, in which case the following relations hold true. 
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              𝑓(𝑥) = 𝑎0 + ∑ {𝑎𝑚 cos (𝑚
2𝜋𝑥
𝐿
) + 𝑏𝑚 sin(𝑚
2𝜋𝑥
𝐿
)}∞𝑚=1   
            𝑔(𝑥) = 𝑎0
′ + ∑ {−𝑎𝑚 sin (𝑚
2𝜋𝑥
𝐿
) + 𝑏𝑚 cos(𝑚
2𝜋𝑥
𝐿
)}∞𝑚=1       (1-3) 
 
Equations (1-2), (1-3) indicate that, in order to eliminate either the negative or the positive 
orders, f (x) and g (x) must be PT-symmetric partners. The diffractive configuration considered 
here, essentially acts like a phase screen with a phase transmission function of the form 
exp(ik0n(x)d), where d represents an effective depth. Equations (1-1 to 1-3) provide a methodology 
for designing such unidirectional metasurfaces. Once the subwavelength surface elements are 
positioned on the surface in a PT-symmetric fashion, finite element simulations (FEM) are then 
used to further optimize the performance of this arrangement. 
In general the allowed diffraction orders associated with this metasurface system can be 
determined from ?⃗? 𝑑𝑖𝑓𝑓,𝑡𝑎𝑛 = ?⃗? 𝑖𝑛𝑐,𝑡𝑎𝑛 + 𝑚𝐺 𝑙𝑎𝑡, where 𝐺 𝑙𝑎𝑡 is the reciprocal lattice vector of this 1-
3 D lattice, and ?⃗? 𝑖𝑛𝑐,𝑡𝑎𝑛 and ?⃗? 𝑑𝑖𝑓𝑓,𝑡𝑎𝑛 are the tangential components of the incident and diffracted 
wave vectors, and m is the diffraction order. Since we are investigating this system in transmission 
mode, the previous relation implies that n2sinβm = n1sinα + m(λ0/L), where n1, n2 are the refractive 
indices of the incident and transmitted media, α is the angle of incidence, βm is the diffraction angle 
and λ0 is the free space wavelength.  
1.2.1 PT symmetric designs 
Based on the aforementioned analysis we investigate the optical properties of the structures 
shown in Fig. 1-1 and 1-2 for the wavelengths of 1550 and 532 nm, respectively. These 
configurations were conceived by matching the Fourier coefficients in a discrete fashion. These 
systems were subsequently optimized using finite element methods. For the 1550 nm design as 
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shown in Fig. 1-1, we employ silicon as the transparent material and nickel for loss. On the other 
hand, the 532 nm design (see Fig. 1-2) is based on sapphire (as the transparent medium) and again 
utilizes nickel for loss. In general, the real part of the refractive indices of the transparent and lossy 
materials are here approximately equal in order to satisfy the PT-symmetry condition. We would 
like to note that, while the imaginary component in our designs is not exactly antisymmetric, their 
response is still dictated to a great extent by PT symmetry. This is due to the fact, that PT symmetric 
related processes can be quite robust and hence can tolerate environments, where this symmetry is 
not exactly satisfied. For both wavelengths, we assume normal incidence and a TE-polarization, 
i.e., the electric field is parallel to the 1-D stripes of this metasurface. Under these conditions, the 
designs shown in Fig. 1-1 and 1-2 support up to six transmission orders. 
In order to evaluate the performance of these configurations, we consider an extinction ratio, 
defined as the ratio between the diffraction efficiencies associated with the positive orders to that 
of the negative orders and vice versa. The FEM results corresponding to the aforementioned 
structures are shown in Fig. 1-1 and 1-2. As expected, if no loss is incorporated in the system 
(Hermitian case), light propagates symmetrically after this metasurface, as shown in Fig. 1-1(c) 
and 1-2(c). In this case the positive and negative orders are exactly the same. This scenario changes 
once loss from nickel is introduced. The resulting field distributions and Poynting vector plots are 
shown in Fig. 1-1(d), 1-2(d). Under these conditions, the light is skewed in one direction, towards 
the lossy side. The physical reason behind this symmetry-breaking behavior has to do with the 
redistribution of energy flow within the system. In other words, the Poynting vector now develops 
an additional transverse component that is needed to supply energy to the lossy domains. 
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Figure 1-1: 1-D metasurface design for 1550 nm with dimensions L = 1520 nm, h1 = 230 nm, h2 
= 310 nm, w1 = 280 nm, w2 = 80nm, d1 = 50nm, d2 = 60nm. The transparent material is silicon 
with a refractive index nSi = 3.4757 [38], while the lossy medium used is nickel with a refractive 
index nNi = 3.4378 − 6.7359i [39]. (a), (c) Hermitian case (when no loss is incorporated) and 
corresponding near-field and Poynting vector (arrow plots), (b), (d) PT-symmetric case (when 
loss is introduced) and corresponding near-field and Poynting vector distributions, (e) 
transmission order efficiencies for the Hermitian case (green) and PT-symmetric case (yellow) 
and extinction ratios between the positive and corresponding negative orders (blue). 
For the 1550 nm design, the FEM simulations show that the extinction ratio between the  
1orders is approximately 65 (18 dB), for the  2 is 20 (13 dB) and for the  3 the extinction ratio 
is approximately 6 [ see Fig. 1-1(e)]. On the other hand, the design intended for 532 nm exhibits 
optimum performance for the  2 orders where the extinction ratio is 1800 or 33 dB. Meanwhile 
for the remaining two orders it ranges between 62 to 16 [ see Fig. 1-2(e)]. In essence, these 
metasurface designs can effectively suppress the positive (negative) orders by exploiting the 
symmetry-breaking induced by PT symmetry. 
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Figure 1-2: 1-D metasurface design for 532 nm with dimensions L = 1050 nm, h1 = 470 nm, h2 = 
380 nm, w1 = 200 nm, w2 = 90nm, d1 = 150 nm, d2 = 90nm. The transparent material is sapphire 
with refractive index nAl2O3 = 1.7718 [40], while the lossy material is nickel with refractive index nNi 
= 1.7764–3.776i [39]. (a), (c) Hermitian case (when no loss is incorporated) and corresponding 
near-field distribution and Poynting vector (arrow plots), (b), (d) PT-symmetric case (when loss 
is introduced) and corresponding near-field distribution and Poynting vector plot, (e) transmission 
order efficiencies for the Hermitian case (green) and PT-symmetric case (yellow) and extinction 
ratios between the positive and corresponding negative orders (blue). 
1.3. 2-D Hermitian PT symmetric Metasurfaces 
Following a rationale similar to that used in the 1-D case, in order to identify designs capable 
of eliminating diffraction orders in certain directions, while enhancing the remaining orders, we 
again employ Fourier analysis. In this case, the complex refractive index distribution n (x, y) = f 
(x, y) + ig (x, y) is to be periodic on the surface of the PT-symmetric structure, where f (x, y), g 
(x, y) are real periodic functions, with spatial periods Lx, Ly along the x-axis and y-axis 
respectively. The parameters Lx, Ly physically represent the dimensions of each unit cell on the 
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PT-symmetric metasurface in the x-direction and y-direction, correspondingly. By expanding n (x, 
y) into a 2-D Fourier series we obtain, 
 
𝑛(𝑥, 𝑦) =
1
2
∑ {[(𝑎𝑚,𝑙 + 𝑐𝑚,𝑙
′ ) + 𝑖(𝑎𝑚,𝑙
′ − 𝑐𝑚,𝑙)]
∞
𝑚,𝑙=0 𝑒
𝑖𝑚𝜃𝑥𝑒𝑖𝑙𝜃𝑦 + [(𝑎𝑚,𝑙 − 𝑐𝑚,𝑙
′ ) + 𝑖(𝑎𝑚,𝑙
′ +
𝑐𝑚,𝑙)]𝑒
−𝑖𝑚𝜃𝑥𝑒−𝑖𝑙𝜃𝑦 + [(𝑏𝑚,𝑙 + 𝑑𝑚,𝑙
′ ) + 𝑖(𝑏𝑚,𝑙
′ − 𝑑𝑚,𝑙)]𝑒
𝑖𝑚𝜃𝑥𝑒−𝑖𝑙𝜃𝑦 + (𝑏𝑚,𝑙 − 𝑑𝑚,𝑙
′ ) + 𝑖(𝑏𝑚,𝑙
′ +
𝑑𝑚,𝑙)]𝑒
−𝑖𝑚𝜃𝑥𝑒𝑖𝑙𝜃𝑦}              (1-4) 
 
where 𝜃𝑥 =
2𝜋𝑥
𝐿𝑥
, 𝜃𝑦 =
2𝜋𝑦
𝐿𝑦
. In Eqn. (1-4) {am,l, bm,l, cm,l, dm,l} and {a
’
m,l, b
’
m,l, c
‘
m,l, d
’
m,l}  are the 
Fourier coefficients of the functions f (x, y)  and g (x, y) , respectively.  
In order to achieve a unidirectional deflection, i.e., a suppression of the diffraction orders in 
all three quadrants (𝑒−𝑖𝑚𝜃𝑥𝑒𝑖𝑙𝜃𝑦 , 𝑒−𝑖𝑚𝑙𝑒−𝑖𝑙𝜃𝑦 , 𝑒𝑖𝑚𝜃𝑥𝑒−𝑖𝑙𝜃𝑦) except for the first (𝑒𝑖𝑚𝜃𝑥𝑒𝑖𝑙𝜃𝑦), the 
relations c’m,l = am,l, a
’
m,l = −cm,l, bm,l = d’m,l = b’m,l = dm,l = 0  should hold. Consequently, f (x, y), g 
(x, y) take the form; 
 
  𝑓(𝑥, 𝑦) = ∑ {𝑎𝑚,𝑙 cos (𝑚
2𝜋𝑥
𝐿𝑥
+ 𝑙
2𝜋𝑦
𝐿𝑦
) + 𝑐𝑚,𝑙 sin (𝑚
2𝜋𝑥
𝐿𝑥
+ 𝑙
2𝜋𝑦
𝐿𝑦
)}∞𝑚,𝑙=0   
  𝑔(𝑥, 𝑦) = ∑ {𝑎𝑚,𝑙 sin (𝑚
2𝜋𝑥
𝐿𝑥
+ 𝑙
2𝜋𝑦
𝐿𝑦
) − 𝑐𝑚,𝑙 cos (𝑚
2𝜋𝑥
𝐿𝑥
+ 𝑙
2𝜋𝑦
𝐿𝑦
)}∞𝑚,𝑙=0      (1-5) 
 
From Eqn. (1-5), we conclude that the index distribution n (x, y) is PT-symmetric, when the am,l, 
cm,l terms in the equation are separately considered. These coefficients were imposed on 2-D 
scattering configurations and optimized using FEM. 
We next define the reciprocal lattice vectors as 𝐺 1 = 2𝜋
(?⃗? 2×𝑧 )
?⃗? 1.(?⃗? 2×𝑧 )
 and 𝐺 2 = 2𝜋
(𝑧 ×?⃗? 1)
?⃗? 1.(?⃗? 2×𝑧 )
, where 
𝑎 1, 𝑎 2 are the unit cell vectors, while 𝑧   is the unit vector along the z-axis, normal to the considered 
unit cell. The diffraction orders supported by the metasurface system can be determined from 
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?⃗? 𝑑𝑖𝑓𝑓,∥ = ?⃗? 𝑖𝑛𝑐,∥ + 𝑚𝐺 1 + 𝑙𝐺 2, where the pair of integers [m, l], represents the transmission order, 
?⃗? 𝑑𝑖𝑓𝑓,∥ and ?⃗? 𝑖𝑛𝑐,∥ denote the tangential components of the diffracted and incident wave vector, 
respectively. The normal component of the diffracted wave vector can be found from ?⃗? 𝑑𝑖𝑓𝑓,⊥ =
√(𝑘0𝑛2)2 − |?⃗? 𝑑𝑖𝑓𝑓,∥|
2
𝑧 , where n2  is the refractive index in the transmission medium. Finally, the 
corresponding elevation and azimuth propagation angles can be evaluated from 𝜃 = cos−1(
𝑘𝑑𝑖𝑓𝑓,𝑧
𝑘0𝑛2
)  
and 𝜑 = tan−1(
𝑘𝑑𝑖𝑓𝑓,𝑦
𝑘𝑑𝑖𝑓𝑓,𝑥
) respectively, where 𝑘𝑑𝑖𝑓𝑓,𝑥, 𝑘𝑑𝑖𝑓𝑓,𝑦 and 𝑘𝑑𝑖𝑓𝑓,𝑧 are the x−, y− and z− 
components of the diffracted wave vector. 
1.3.1 H-like designs 
We next consider the diffraction behavior of a 2-D PT symmetric metasurface comprised of 
H-like elements, as shown in Fig. 1-3. Such metasurface is locally and globally PT-symmetric 
around a central point. These designs are investigated for the wavelengths of 1550 and 532 nm 
using FEM. As in the 1-D case, the materials considered here are silicon and nickel (1550 nm), 
while for the 532 nm design are sapphire and nickel. Given that each H-like element is passively 
PT-symmetric [see Fig. 1-3(a)], one expects that the entire metasurface will exhibit this same 
symmetry. In performing FEM simulations, we assume normal incidence with the electric field 
linearly polarized along the y-axis. Based on the chosen dimensions and the wavelength of 
operation, we deduce that these configurations support up to eight transmission orders. For the 
1550 nm design, the extinction ratio is 65 (18 dB) between the [1, 1] and [− 1, − 1] transmission 
orders [ see Fig. 1-3(c)] when the loss of nickel is taken into account (PT-symmetric metasurface). 
This is in stark contrast to its corresponding Hermitian design, where the ratio is unity and the 
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transmitted field distribution is completely symmetric. This same ratio is approximately 11 for the 
[ 0, ± 1] orders and 6 for the [± 1, 0] orders. In Fig. 1-3(c) an overall deflection of the near field is 
observed in the y = 0, x = 0 and x = y planes, which stems from the significant asymmetry in the 
diffraction efficiencies of the transmission order pairs {[1, 0], [− 1, 0]}, {[0, 1], [0, − 1]}, {[1, 1], 
[− 1, − 1]}. This strong asymmetry arises from the fact that the lossy material is mostly present in 
the first quadrant, while it is completely absent from the third. On the other hand, even though the 
lossy material is equally distributed in the second and fourth quadrants it still leads to reduced 
efficiencies to the transmission orders [− 1, 1], [ 1, − 1] that happen to be below 1%. 
Similar results are obtained for the 532 nm design. The extinction ratio between the [1, 1] and 
[− 1, − 1] transmission orders reaches up to a value of 65, while for the [ 0, ± 1] orders and [± 1, 
0] orders is 12 and 10 respectively as shown in Fig. 1-3(d). Field distributions and Poynting vector 
plots, as obtained from FEM, are also shown in this same figure. We know that this 
suppression/enhancement behavior is a direct result of the judicious distribution of transparent and 
lossy elements on this metasurface. As we will see in the next section, such diffractive elements 
can be arranged in a different manner, while still retaining the overall PT-symmetric 
characteristics. 
1.3.2 Diatomic oblique Bravais lattice designs 
In this section we use an oblique Bravais PT lattice design in order to achieve unidirectional 
deflection in the diffraction orders of this metasurface. To do so, we utilize a diatomic 
configuration, similar to that shown in Fig. 1-4. The various quantities associated with this system 
are La, Lb, d and 𝜑𝑙𝑎𝑡 [see Fig. 1-4(a)]. 
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Figure 1-3: H-like design: (a) H-element and corresponding lattice, (b) coordinate plane and 
quadrants, (c) FEM results of the transmission order efficiencies, normalized near-field 
distributions and Poynting vector plots for the 1550 nm design with dimensions L = 800 nm, wx = 
520 nm, thx = 90 nm, wy = 160 nm, thy = 180 nm, dx = 110 nm, and h = 160 nm. The transparent 
material is silicon and the lossy material is nickel as in Fig. 1-1, (d) Same as in (c), for the 532 nm 
design, with dimensions L = 520 nm, wx = 410 nm, thx = 100 nm, wy = 110 nm, thy = 90 nm, dx = 
40 nm, and h = 160 nm. The transparent material is sapphire, while the lossy material is nickel as 
in Fig. 1-2. In (c) and (d), the brackets [m, l] denote transmission orders. 
In its Hermitian manifestation, such a honeycomb system will symmetrically excite the 
diffraction orders. Even if PT symmetry is passively imposed and therefore some of the orders are 
eliminated [see Fig. 1-4(c)], the diffraction is still angularly balanced under normal incidence. 
Hence, in order to enhance some of the orders at the expense of others, the PT diatomic cell must 
assume an oblique shape with an angle 𝜑𝑙𝑎𝑡 above 30°. This latter necessity arises from geometric 
considerations. More specifically, the honeycomb lattice as shown in Fig. 1-4(b) is characterized 
by the relations La = 2Lbcos(𝜑𝑙𝑎𝑡), Lb = 2dcos(𝜑𝑙𝑎𝑡)  and 𝜑𝑙𝑎𝑡= 30°. Given the underlying 
symmetry of a honeycomb lattice, even in the PT-symmetric case, we don’t observe directional 
scattering towards a particular angular sector. In order to break this spatial symmetry, we have 
relaxed the requirement Lb = 2dcos(30°) to Lb /(2dcos(𝜑𝑙𝑎𝑡 ))  > 2. FEMs indicate that under these 
conditions, orders propagating in a particular angular sector can be enhanced, while the rest are 
eliminated. In the examples that follow we use 𝜑𝑙𝑎𝑡= 60°. Note that under this oblique 
transformation, the PT-symmetry condition is still retained in each cell and in the lattice in general. 
For the sake of comparison, two designs are again analyzed at 1550 and 532 nm. In both cases, 
the same materials are used as in Section 1.3.1. Here we assume normal incidence, with the electric 
field linearly polarized in the horizontal direction [azimuthal plane 𝜑 = 0, Fig. 1-5(b)]. Under these 
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conditions, the simulated structures support six transmission orders. 
 
Figure 1-4: (a) Unit cell of the diatomic oblique Bravais lattice, (b) geometric transformation from 
the honeycomb lattice (left), to the diatomic oblique Bravais lattice (right), and (c) corresponding 
transmission orders. 
The 1550 nm design, as shown in Fig. 1-5(c), the extinction ratio between the rightward [1, 1], 
[1, 0] and the respective leftward orders [− 1, − 1], [− 1, 0] is approximately 40 (16 dB) when loss 
is employed (PT-symmetric case). Such an asymmetry in the diffraction efficiencies justifies the 
strong bending of the near field in the azimuthal planes 𝜑= 0, 𝜑= 30° and 𝜑= -30°. On the other 
hand, in the azimuthal plane 𝜑= 90°, no deflection occurs. The diffraction efficiencies of the 
transmission orders [ 0, ± 1] propagating in the same plane, are much less than 1% and thus do not 
alter the propagation of the power flow. Similar effects are observed for the 532 nm design [see 
Fig. 1-5(d)]. More specifically, in the PT-symmetric case the extinction ratios between the 
rightward [1, 1], [1, 0] and the respective leftward orders [− 1, − 1], [− 1, 0] scales up to 30 (15 
dB), which results in the asymmetric scattering of the near field in the azimuthal planes 𝜑= 0, 𝜑= 
30° and 𝜑= -30°. Instead in the azimuthal plane 𝜑= 90°, the scattering pattern remains symmetric 
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since the diffraction efficiencies of the propagating orders [0, ± 1] are reduced to much below 1%. 
 
(a
) 
(b
) 
(c
) 
(d
) 
  
15 
Figure 1-5: Oblique diatomic Bravais lattice design: (a) unit cell and corresponding lattice, (b) 
coordinate plane, (c) FEM results of the transmission order efficiencies, normalized near-field 
distributions and Poynting vector plots for the 1550 nm design with dimensions L = 750 nm, D = 
260 nm, d = 290 nm, h = 330 nm, and 𝜑𝑙𝑎𝑡= 60°. The materials and respective refractive indices 
are the same as in Fig. 1-1, (d) FEM results of the diffraction efficiencies, normalized near-field 
distributions and Poynting vector plots for the 532 nm design with dimensions L = 460 nm, D = 
160 nm, d = 180 nm, h = 330 nm, and 𝜑𝑙𝑎𝑡= 60°. The materials and respective refractive indices 
are the same as in Fig. 1-2. In (c), and (d), the brackets [m, l] denote transmission orders. 
1.4 Summary 
In conclusion, we have shown that by merging two recently developed concepts, those 
associated with PT-symmetry and metasurface optics, one can design systems with highly 
directional scattering characteristics. Hermitian PT-symmetry can be readily introduced in these 
arrangements by judiciously exploiting loss. In this study, all-passive one-dimensional and two-
dimensional metasurface designs have been investigated. In two-dimensional settings, we have 
shown that PT symmetry can be established by employing either H-like diffractive elements or 
diatomic oblique Bravais lattices. PT-symmetric metasurfaces can provide an alternative avenue 
to existing techniques for effectively manipulating the resulting diffraction orders through surface-
confined passive nano-features.  
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CHAPTER 2: FLEXIBLE ROADBAND PT SYMMETRIC 
METASURFACES 
2.1 Introduction 
In the last few years, optics has witnessed the emergence of two interesting fields namely 
metasurfaces and parity-time symmetry. Optical metasurfaces are engineered artificial structures 
that provide unique responses to electromagnetic waves, absent in natural materials [15,16,18,19]. 
Optical metasurfaces are known for their reduced dimensionality, subwavelength, consequently 
lower losses are anticipated. Such prevailing optical characteristics alleviated some of the 
conventional constraints imposed by the electromagnetic response of natural existing materials. 
Accordingly, a new class of unachievable applications and devices has been realized. Some of 
those applications are controllable surfaces, cloaking, ultrathin lens, terahertz switches, etc 
[21,22,45-47]. One appealing aspect of optical metasurfaces, which differentiates them from their 
3D counterparts (metamaterials), is their adaptability to on-chip nanophotonics devices, hence new 
possibility for future applications such as imaging, optoelectronics and ultrafast information 
technologies.  
Another paradigm of a new class of artificial materials is parity-time (PT) symmetric materials, 
which are known as photonic synthetic matter. PT symmetry has emerged from quantum 
mechanics when a new class of non-Hermitian Hamiltonian quantum systems was highlighted to 
have real eigenvalues, hence Hermiticity of the Hamiltonian is not an essential condition to the 
existence of real eigenvalues [1]. This is defined succinctly in the following condition 𝑉(𝒓) =
𝑉∗(−𝒓). Due to the absence of physical systems in quantum mechanics with such non-Hermitian 
Hamiltonians, the PT symmetry was pursued in optics motivated by the resemblance between the 
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scalar Helmholtz equation and time-independent Schrödinger equation. Thereby, the 
correspondence between the potential energy in quantum mechanics and the permittivity in optics 
demands the ensuing condition 𝜀(𝒓) = 𝜀∗(−𝒓), which implies that the refractive index must be 
symmetric in coordinate space while the imaginary (namely gain or loss) part must be odd. Another 
notable feature of PT-symmetric optical systems is their ability to exhibit a phase transition 
(spontaneous PT-symmetry breaking). PT symmetry has been extensively investigated 
experimentally and theoretically in different number of physical systems, such as electronic 
circuits, nuclear magnetic resonances, optics, metamaterials, microwaves cavities, mechanical 
oscillators, and superconductors, to mention a few [2-13,42-44]. Remarkably, optical systems 
display the resourceful platform to study the rudiments of PT symmetry and its potential 
applications. 
In this chapter, an experimental realization followed by theoretical modeling of a first 
broadband optical metasurfaces united with PT-symmetry on flexible polymer (polyimide) is 
discussed. As shown later, PT-symmetry is introduced in the studied optical system through an 
engineered amplitude and phase modulation that are levied on the surface. Previous works have 
reported bulk non-Hermitian 1-D gratings, nevertheless, these notions are extended here to more 
complex configurations with particular accentuation on optical PT-symmetric metasurfaces. The 
proposed PT-symmetric structures attenuate the diffraction orders in the undesired directions, 
while enhancing the remaining orders. In this study, we present all-passive 2-D metasurface 
configuration appropriate for the visible (400 – 600 nm) band. In addition, the PT-symmetric 
metasurfaces is fabricated on another substrate (sapphire), and in both cases, the experimental 
findings have excellent matching with the theoretical models. The aforementioned optical system 
  
18 
can offer a different avenue to current techniques that aim at controlling a number of diffraction 
orders through surface-confined passive nano-features [14, 26,27,30-33]. 
2.2 Modified design of 532nm PT-symmetric Diatomic Oblique Bravais Lattice  
In this chapter, we primarily focus on the fabrication and characterization of the PT-symmetric 
Diatomic Oblique Bravais Lattice for 532 nm.  In chapter 1, we were interested in the bending of 
the field in the sapphire substrate. For such structure given the dimensions of the unit cell, the 
incidence angle and the wavelength of operation, no diffraction orders could be supported in air. 
The latter can be explained straightforwardly from the diffraction equation. Therefore, no bending 
of the field can be observed in the air, since the primary reason for the bending is the imbalance 
of the efficiency of the supported diffraction orders. In the new structure, given we want to observe 
directive scattering in air; we have to increase the unit cell dimensions so as diffraction orders can 
be supported in air. Then we optimize the structure dimensions to obtain the maximum imbalance 
in the efficiency of the corresponding diffraction orders in air. The latter results in the bending of 
the field in air.  
In order to observe the diffraction orders, few modifications, to the studied structure PT-
symmetric Diatomic Oblique Bravais lattice in chapter 1 was required. The modifications applied 
to the Sapphire is shown in Table 2-1. The parameters in the previous chapter are also provided to 
highlight the proposed changes. For the polyimide substrate the parameters used are as follows; 
unit cell 690 nm, cylinder diameter 160 nm, cylinder height 370 nm with 90 nm buried in the 
substrate and 280 nm above the polymer and finally the center-to-center separation between the 
cylinders is 210 nm. Moreover, the work is extended to involve the study of the behavior in a 
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flexible polymer, polyimide. The substrate choice depends mainly on its transparency in the 
studied optical band. For example, for the 1550 nm, silicon is chosen for being transparent. For 
visible band, the sapphire and polyimide are transparent. However, for wavelength below 430 nm, 
the polyimide becomes lossy, thus the efficiencies might change for sub 430 nm wavelengths.  
Table 2-1: Modified structural parameters for the PT symmetric Diatomic Bravais lattice on 
sapphire substrate. 
 
Unit Cell / nm Cylinder diameter 
/ nm 
Cylinder height 
/ nm 
Cylinder (center to 
center) separation / nm 
Old New Old New Old New Old New 
Sapphire 
460 690 160 160 180 290 180 210 
2.2.1 Numerical Analysis 
Using the parameters shown in Table 2-1, near field simulation were performed exhibiting the 
broadband symmetry breaking in the two metasurface. The field distribution in the azimuthal 
planes 𝜑 = 300, 1500 for both the Hermitian (lossless) and PT-symmetric case (lossy) is 
calculated over three different wavelengths, 430 (purple), 530 (green) and 580 (yellow) nm. Both 
in the case of Sapphire and flexible polymer, the surface pillars are nickel and alumina. The results 
are shown in Fig. 2-1 and 2-2. Moreover, Using the Finite Element Method (FEM) the transmission 
order efficiencies of the six diffraction orders as described in chapter 1 (Fig. 1-5) were calculated. 
The six diffraction orders are [1, 1] (1), [1, 0] (2), [0, 1] (3), [-1, -1] (4), [-1, 0] (5), and [0, -1] (6). 
The results for the 6 orders were summarized in Table 2-2 and Table 2-3, for the sapphire and the 
polymer respectively. The efficiencies shown are for both the Hermitian/Passive and the PT 
metasurfaces.  
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Figure 2-1: The field distribution of the sapphire substrate (Hermitian and PT-symmetric) at 
different wavelengths; (a) 430 nm, (b) 530 nm, (c) 580 nm. 
Table 2-2: Transmission efficiency of the six diffraction disorder calculated for the sapphire 
substrate by FEM. 
Diffraction 
orders 
Hermitian metasurface / % PT metasurface / % 
430 nm            530 nm           580 nm 430 nm            530 nm           580 nm 
1 2.75 1.89 1.93 3.6 3.2 3.1 
2 2.75 1.89 1.93 3.6 3.2 3.1 
3 7.85 2.79 1.34 2 0.55 0.18 
4 2.75 1.89 1.93 0.1 0.15 0.2 
5 2.75 1.89 1.93 0.1 0.15 0.2 
6 7.85 2.79 1.34 2 0.55 0.18 
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Both structures are almost identical, in the sense of geometry and dimensions of the cylindrical 
pillars, periodicity of the unit cell, dimensionality of the unit cell and the refractive indices. The 
sapphire refractive index is 1.77 at 532 nm. As for the polyimide the refractive index is close to 
2.0 at the same wavelength, thus a minor modification to the height was proposed. The height of 
the pillars in the flexible metasurface is 380 nm, unlike the 290 nm for sapphire.  
 
Figure 2-2: The field distribution of the Polyimide substrate (Hermitian and PT-symmetric) at 
different wavelengths; (a) 430 nm, (b) 530 nm, (c) 580 nm. 
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Table 2-3: Transmission efficiency of the six diffraction disorder calculated by FEM for the 
polymer substrate for the both Hermitian and PT symmetric metasurface. 
Diffraction 
orders 
Hermitian metasurface / % PT metasurface / % 
430 nm            530 nm           580 nm 430 nm            530 nm           580 nm 
1 2.06 1.53 1.56 4.34 3.61 3.32 
2 2.06 1.53 1.56 4.34 3.61 3.32 
3 6.17 2.13 1.09 2.79 0.66 0.4 
4 2.06 1.53 1.56 0.09 0.18 0.12 
5 2.06 1.53 1.56 0.09 0.18 0.12 
6 6.17 2.13 1.09 2.79 0.66 0.4 
 
2.3 Fabrication instruments 
This section encompasses various techniques, instrumentation and recipes employed for the 
fabrication of nanostructures. The discussed information is applicable to both solid and flexible 
substrates. The aim of this chapter is to highlight the fabrication tools utilized for the achievement 
of nanomaterials. The fabrication was primarily executed at the Nano Research Facility (NRF) at 
University of Florida (UF), Gainesville, followed by certain steps performed at CREOL clean 
room. The various experimental setups used during fabrication are discussed below briefly. 
A spin coater is one of the basic tool employed in fabrication of nanostructured / semiconductor 
devices. A simple process designed to achieve thin and uniform coating of materials on a substrate 
from a few millimeters square [48]. The typical materials used with this system are nanomaterials, 
photoresists, insulators, organic semiconductors, metals etc. The current models employ high 
spinning speeds equipped with high airflow, resulting in high consistency of deposition and fast 
drying times. Figure 2-3 showcase a typical spin coater, with the arrow pointing at the head used 
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to place sample, the sample is secured at the spinning head by creating vacuum.  
 
Figure 2-3: Spin coating setup with the parameter control. 
Electron Beam (e-beam) deposition machine is a powerful technique designed to evaporate / 
deposit difficult materials especially that require high temperatures, like Gold or titanium or 
ceramics as in our case Alumina. The technique is more formally known as Electron beam physical 
vapor deposition (EBPVD) a form of physical vapor deposition methods. As opposed to 
conventional deposition vacuum chambers based on resistive thermal evaporation technique, in e-
beam deposition setup an accelerated magnetically focused beam of electrons is directed at a 
crucible of the desired deposition materials. Upon evaporation induced because of the energy/heat 
from the beam, the material coat the substrate. The model available for the current recipe in NRF 
UF is 4 pocket 15cc e-beam, with one 3-inch DC sputter source and substrate heater (Fig. 2-4). 
The deposition rate in this process can be as low as 1 nm per minute to as high as few micrometers 
Spinning head 
Speed controller 
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per minute. Whereas, in CREOL, a TEMESCAL was used to achieve the Alumina deposition, as 
shown later in the recipe. 
 
Figure 2-4: E-beam evaporator, PVD. 
Electron beam lithography commonly written as e-beam lithography is a popular writing 
technique, where specialized pattern (~ 50 nm) can be written in a polymer film with a beam of 
electrons. It’s a two-step process, the substrate is first coated with a thin layer of resist like poly 
(methyl methacrylate) commonly known as PMMA, which undergoes chemical changes upon 
exposure to the beam of electrons [49]. The designed writing is then developed, by dissolving the 
exposed areas in specific solvents. The RAITH150 Lithography (see Fig. 2-5) setup used for this 
work, is a multipurpose tool capable of direct e-beam exposure, wafer scale process development 
with high resolution. The system is extremely sensitive this ensuring an optimized process 
reproducibility. It can be used to expose structures of the magnitude of 5nm on very small few 
millimeters to larger few inches substrates. 
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Figure 2-5: RAITH150 e-beam lithography setup at NRF. 
Thermocouple is a precision cooling device, normally used in clean room fabrication of 
nanostructures. For our work, one tenth of a degree reliable stir-Kool Model SK-12D is employed, 
as shown in Fig. 2-6. The current model boasts both set point control function for long term use as 
well as a time dependent mechanism for ramp and soak setups. Furthermore, the unit can also be 
employed for isothermal stirring of solutions using magnetic bars.  
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Figure 2-6: Thermocouple with MIBK and IPA at 1:3 ratio with a sample placed in a glass gar 
with a magnetic stirrer. 
The Asher, uses O2 plasma for shedding photoresist and descum, a technique commonly 
referred to as plasma ashing. The model used in this work is a ANATECH barrel SCE600 (Fig. 2-
7), workable with a maximum power of 600 W. It is also functional for surface cleaning and 
surface treatment. The sophisticated device is equipped to work with up to 25 wafer, each four 
inch in thickness. More insight into the plasma ashing and advantages is discussed in the following 
section. 
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Figure 2-7: Asher, ANATECH barrel SCE600. 
Plasma Enhanced Chemical vapor deposition (PECVD) method is commonly used to deposit 
dielectric layers [50]. PECVD uses plasma, a mixture of energetic species like reactive radicals, 
ions. The technique works with both etching and deposition requirements, depending on the 
interaction of the substrate with the plasma. In this work PECVD is used to deposit high quality 
silicon dioxide film. The Model used for this work is a STS 310PC SiO2 - SIN - Amorphous Si at 
NRF in UF as shown in Fig. 2-8. The system has the capability to deposit silicon nitride, silicon 
dioxide and amorphous Si films. The temperature of the system is normally kept at 300 °C. and 
one can process up to four wafer of 4-inch thickness. The operational information can be found at 
the UF database [51]. 
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Figure 2-8: STS 310PC - Plasma Enhanced Chemical Vapor Deposition System PECVD. 
2.4 Nanostructure fabrication approaches 
The work presented in this chapter uses the “Top-down” approach to fabrication, a favorable 
technique initiated with bulk materials / structures followed by elimination or complementing of 
nanoscale patterns. This technique is primarily utilized in fabricating semiconductor devices, 
photonics, memory integrated circuits [52].  
2.4.1 Plasma ashing 
In semiconductor manufacturing plasma ashing is common practice employed in 
semiconductor manufacturing pertaining to the removal of photoresist from an etched wafer. In 
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particular, oxygen (O2) plasma, the oxygen combines with the photoresist to form ash, that is 
removable using a vacuum pump in a clean room. The particular “stripping” or high temperature 
ashing is used to remove bulky amounts of photo resist to clean the surface of photoresist as much 
as possible. Whereas, “descum” approach of plasma ashing is particularly used to remove 
photoresist in residual trenches, thus fine tuning the cleaning process. 
2.4.2 Lift-off processing 
 Lift-off is a standard method employed in nano-fabrication of devices to create patterns on 
a substrate [53]. The patterns generated normally yield high fidelity and very reasonable 
geometries. During fabrication of semiconductor devices, the lift-off step is initiated after several 
stops of depositing photoresist, desired materials, lithography and so on. The lift-off mechanics 
dictates that the targeted/extra layers are removed using an appropriate solvent, usually acetone, 
resulting in the desired pattern with the desired material exposed directly on the substrate. 
Particularly, in our case of e-beam writing, the lift-off step is the process of dictating the pattern 
of e-beam written metal lines, ensuring film remains only where the photoresist has been cleared. 
[54]. 
2.5 Fabrication Recipes 
The recipes discussed in this section lead to the realization of metasurfaces on Sapphire 
substrate and on a flexible Polyimide polymer, using the experimental tools discussed above. 
Moreover, for each substrate two devices were fabricated; a PT structure and a Passive/Hermitian 
metasurfaces. The recipes are adjusted accordingly to achieve the passivity as opposed to the PT 
symmetry. One must point out that the recipes are devolved using precise and certain chemicals 
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and equipment with particular strength, time etc. and variation from any of the parameters 
discussed here will lead to very different results.  
2.5.1 Hermitian and PT metasurfaces on a sapphire substrate 
The steps outlined in this section are applicable to both the passive/Hermitian and the Parity 
Time (PT) structures. 
I. Pre-cleaning and preparation of Sapphire substrate 
The sapphire substrate is cleaned by solvent clean (Acetone, Isopropanol (IPA)), 
followed by deionized water and blow dry (N2). 
The used Sapphire substrate has dimension 10 x 10 nm.  
II. Spin coating the substrate 
The substrate is spin coated using electron-sensitive resist film, poly (methyl 
methacrylate) commonly known as PMMA, we used the PMMA 950 A6 for spin 
coating.  
1- First spin coat is executed at 500 rpm speed with 352 rpm acceleration, for 5 
seconds. 
2- It is followed by another coating at 4000 rpm speed at 352 rpm acceleration, for 45 
seconds. 
3- This yields a uniform thin film of PMMA of 600 – 630 nm thickness, measured 
using filmometrics. 
4- Bake the substrate in the oven at 180 0C for 15 plus hours. 
III. e-beam deposition and writing 
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1- Using e-beam deposition machine (discussed above), deposit 10 nm of Chromium 
(Cr). 
2- e-beam writing parameters are slightly different for the PT and the 
passive/Hermitian structure, furthermore, for PT structure this step produces the 
first layer, whereas for the passive structure this is the final writing step. The writing 
parameters for the two structures are shown in Table 2-4. 
Table 2-4: e-beam writing variables for the PT and Hermitian metasurfaces. 
 Dosage / µCcm-2 Size / nm Separation / nm 
PT structure 760 110 80 
Hermitian structure 900 100 100 
 
IV. Etching and development of the structures 
1- Both the structures undergo etching using chrome etch solvent (CRH) of the 10 nm 
Cr. 
2- Rinse the structures with Deionized (DI) water. 
3- Dry with nitrogen (N2) gas. 
4- PMMA on the structures is developed using Methyl isobutyl ketone (MIBK) and 
Isopropanol (IPA) in 1 to 3 ratio, using a thermocouple at 4 0C. 
5- Let the structures develop for 60 seconds. 
6- Thoroughly rise with IPA. 
7- Dry with N2 gas. 
V. Descum using O2 Plasma  
  
32 
Desum procedure is initiated at 150 W power, 300 standard cubic centimeter per minute 
(SCCM) flowrate for 60 second. The image of the structure as seen by the Optical 
microscope is shown in Fig 2-9(left). 
VI. e-beam deposition 
At this step different materials are used for disposition, each deposited with a thickness 
of 290 nm at 1 Å/sec. For PT structure the material is Nickle (Ni), whereas Alumina 
(Al2O3) was deposited on the passive structure. 
VII. Lift-off processing 
1- The lift-off is done using acetone for both active and PT. 
2- Wash the device with IPA to get rid of any residual material. 
3- Dry with N2 gas, final patterns are shown in Fig 2-9(middle) as observed under the 
microscope. 
VIII. Ash using O2 Plasma  
Ash procedure is introduced at 300 W power, 3000 SCCM flowrate for 60 second. 
 
Figure 2-9: Fabrication steps of the PT metasurface on sapphire substrate. (left) Pre-Ni e-beam 
deposition, (middle) Ni-liftoff, (right) Pre-Al2O3 e-beam deposition. 
  
33 
Important Note: At this point the Hermitian structure is ready. From here onward the recipe steps 
only apply for the PT structure.  
IX. Spin coating and e-beam deposition 
Follow the steps outlined in II and III at a dosage of 840 µCcm-2, of dimensions 110 
nm and at a separation of 80 nm. The sample is now ready for alumina deposition as 
shown in Fig 2-9(right). 
X.  Follow steps from IV-VIII to create the second layer, but this time the depositing 
material is Al2O3. 
Important Note: At this point the PT structure is ready. The final device was than checked under 
optical microscope Fig. 2-10. Summary of the fabrication steps employed to develop the PT 
metasurface on the sapphire substrate is shown in Fig. 2-11. 
 
Figure 2-10: The sapphire substrate as seen using an optical microscope.  
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Figure 2-11: Detailed schematic of fabrication procedure of the sapphire based PT metasurface. 
2.5.2 Polyimide polymer PT and Hermitian metasurface structures 
The steps outlined in this section are applicable to both the Hermitian and the Parity Time (PT) 
structures. 
I. Pre-cleaning and preparation of Silicon substrate 
The silicon substrate is cleaned by solvent clean (Acetone, Isopropanol (IPA)), 
followed by deionized water and blow dry (N2). 
The dimensions of the substrate used to develop polyimide metasurface is 2 x 3 cm2. 
II. PECVD the substrate 
The substrate is deposited with 300 nm of silica SiO2. 
III. Spin coating the substrate 
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 PMMA 950 A6 is used for spin coating.  
1- First spin coat is executed at 500 rpm speed with 352 rpm acceleration, for 5 
seconds. 
2- It is followed by another coating at 4000 rpm speed at 352 rpm acceleration, for 45 
seconds. 
3- This yields a uniform thin film of PMMA of 600 – 630 nm thickness, measured 
using filmometrics. 
4- Bake the substrate in the Oven at 180 0C for 15 plus hours. 
IV. e-beam writing 
1st e-beam deposition, e-beam writing parameters for the two structures are the same 
described in Table 2-4. The device under the optical microscope is shown in Fig. 2-
12(a). 
V. 1st e-beam deposition 
Ni is deposited for the PT structure, whereas Alumina (Al2O3) was deposited on the 
passive structure, both deposited with a thickness of 290 nm at 1 Å/sec. 
VI. Ni Lift-off  
1- The lift-off is done using Acetone. 
2- Wash the device with IPA to get rid of any residual material. 
3- Dry with N2 gas, clear patterns were observed as seen in Fig. 2-12(b). 
Important Note: At this point the Passive/hermitian structure is half done. From here onward the 
recipe steps only apply for the PT structure. From steps X and onward focus on removing the Si 
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wafer and getting the final flexible device and these steps are common between the 
Passive/hermitian and the PT device. 
 
Figure 2-12: Fabrication steps observed under the optical microscope. (a) Pre-Ni deposition, (b) 
after Ni liftoff, (c) Pre-Al2O3 deposition, (d) final pattern on the polymer.  
VII. Spin coating and e-beam lithography 
1- Repeat step III. 
2-  Execute 2nd e-beam writing, at a Dosage of 760 µCcm-2, using separation of 80 nm 
and a size of 110 nm, as seen under optical microscope Fig. 2-12(c). 
VIII. 2nd e-beam deposition 
Al2O3 was deposited at a thickness of 290 nm at 1 Å/sec. 
IX. Al2O3 Lift-off  
(a) (b) 
(c) (d) 
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1- Depositing alumina increases the temperature of the chamber, thus causing the 
PMMA to be hardened. As a result, the PMMA is exposed to UV for 6 min to soften 
it. Afterwards, the lift off is done using Acetone. 
2- Wash the device with IPA to get rid of any residual material. 
3- Dry with N2 gas. 
X. Spin coating Polyimide 
1- Polyimide is spin coated on both the passive and the PT structures, at 1000 rpm 
speed at 100 rpm acceleration, for 60 seconds. 
2- This result in a uniform Polyimide film of 10 µm thickness. 
XI. Dry and wet etching 
1- Both structures undergo dry etching to remove the Si substrate. 
2- This is followed by removal of SiO2 by wet etching (buffer oxide) the devices. The 
final pattern on the Polymer is shown in Fig. 2-12(d). 
Important Note: At this point the PT structure and the passive flexible polymer devices are ready. 
The summarized schematic of the fabrication steps of the Polyimide PT metasurface device is 
shown in Fig. 2-13. 
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Figure 2-13: Summary of the fabrication steps employed to develop the Polyimide metasurface. 
Figure 2-14 is an image of the ready flexible device, where images (a) and (b) highlight the 
device from the top and side, with the arrow in (b) pointing to the designed pattern. Whereas, (c) 
is the final device with the Si etched off. In order to confirm the pattern, the patterns on the device 
were observed with a Scanning Electron Microscope (SEM) and the resulting images are shown 
in Fig. 2-15. The SEM images show that cylinders average diameter is 158 nm, with a average 
separation of 54 nm. The average lattice constant average is 696 nm along the x-axis and 615 nm 
along the y –axis. 
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Figure 2-14: (a) Top view, (b) side profile of the flexible PT symmetric metasurface on a silicon 
substrate, (c) The final device in hand. 
 
 
 
 
 
Figure 2-15: SEM images of the pattern on the flexible PT metasurface. 
(a) 
(b) 
(c) 
 
Pattern 
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2.6 Experimental diffraction orders of fabricated PT metasurfaces 
All the aforementioned samples, sapphire based (PT and passive) and polymer based (PT and 
passive) were optically illuminated by a 532 nm continuous wave laser beam, and incoherent white 
light beam. Both beams pass through a vertical polarizer, then focused by a biconvex lens, and are 
at normal incidence to the substrates. The power of the diffracted orders power was measured by 
a powermeter.  
Both configurations are shown in Fig. 2-16, where the white and red structure represents the 
pattern and it is quite clear that the diffraction is occurring at an angle. Starting off with 532 nm 
results, the transmission efficiency was calculated the expression (output power/input power)*100 
at each diffraction pattern. One should point out that the diffraction pattern appeared 5 cm from 
the device as shown in Fig 2-17. The six diffraction orders are [1, 1] (1), [1, 0] (2), [0, 1] (3), [-1, 
-1] (4), [-1, 0] (5), and [0, -1] (6). 
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Figure 2-16: (Top) A schematic of the characterization set-up, with a 532 nm continuous wave 
laser beam, (Bottom) A schematic of the characterization set-up, with a broadband incoherent 
white light beam. 
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Figure 2-17: Experimental setting to observe the diffraction orders. 
The respective transmission efficiency in percentage output powers for each diffraction pattern 
corresponding to the surfaces (PT and passive) and the location of the diffraction pattern from the 
device is shown in diagrams Fig. 2-18 for the sapphire substrate and Fig. 2-19 for the flexible 
device. The drawn images show clearly that once green light passes through the designed PT 
metasurface certain diffraction orders are diminished, as opposed to the equal power diffraction 
patterns observed in the case of passive structure. The images of the diffraction pattern as observed 
by naked eye and captured by camera are also shown for sapphire, Fig. 2-18(b) Hermitian and (d) 
is the PT metasurface. 
(a) 
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Figure 2-18: At 532 nm transmission efficiency and output power along with location of diffraction 
orders as observed experimentally for the sapphire substrate, (a) Hermitian, (b) PT metasurface. 
(c-d) correspond to images captured by a digital camera. 
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Figure 2-19: Transmission efficiency and output power along with location of diffraction orders 
as observed experimentally for the flexible substrate, (a) Hermitian, (b) PT metasurface at 532 
nm.  
In order to discuss the accuracy of the experimental results observed at 532 nm, the 
transmission efficiency of the six orders are shown in Table 2-5. It is a comprehensive summary 
of the experimental as well as the numerical data observed at 530 nm shown in section 2.2.1. The 
table is focusing on the PT metasurface for both the sapphire and polyimide. 
Table 2-5: Comparative study of the transmission efficiency at 532-530 nm for the six diffraction 
order as observed experimentally and numerically for the sapphire and polymer PT metasurface. 
Diffraction 
orders 
Sapphire / % Polyimide / % 
Numerical Experimental Numerical Experimental 
1 3.2 4.07 3.61 3.55 
2 3.2 3.92 3.61 3.46 
3 0.55 0.81 0.66 1.44 
4 0.15 0.24 0.18 0.2 
5 0.15 0.25 0.18 0.22 
6 0.55 0.73 0.66 1.39 
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As shown in Table 2-5, both sapphire and polyimide samples yield matching results as 
predicted by the numerical simulations. Some discrepancy is observed and this is due to the fact 
to the imperfection in fabrication. The vertical spacing between the different unit cells in both 
samples is not exactly 597 nm, it is close to 615 nm (this is attributed mainly to the e-beam 
lithography machine used). The vertical orders (3 and 6) are also affect as direct consequent of the 
aforementioned comment. 
2.6.1 Transmission efficiency for Broad band diffraction orders 
This section is focused on the response of the six diffraction orders as a result of incident white 
light, a broad band feature. The experimental plan followed coincides with above results, and the 
transmission efficiencies are observed for both the substrates and the respective PT and 
passive/Hermitian metasurfaces.  
  
Figure 2-20: Broad band transmission efficiency and output power along with location of 
diffraction orders as observed experimentally for the flexible substrate, (left) Hermitian, (right) 
PT metasurface.  
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Fig. 2-20 shows a schematic diagram of diffraction orders for a Hermitian structure (a) and a 
clear decrease in efficiency for certain orders as expected by numerical analysis for the PT 
metasurface (b) for the case of polyimide. The same set of measurements were carried out for the 
sapphire substrate and the corresponding transmission efficiencies are shown in Table 2-6. Figure 
2-21 showcase the image captured by the digital camera, clearly highlighting the PT symmetry 
effect as oppose to the diffraction patterns observed for the Hermitian surface, Fig. 2-12(a). 
Table 2-6: Broad band transmission efficiency experimentally observed for the sapphire substrate.  
Diffraction orders Hermitian / % PT metasurface / % 
1 2.05 4 
2 2.05 3.85 
3 3.98 1.33 
4 2.05 0.14 
5 2.05 0.12 
6 3.98 1.3 
 
 
Figure 2-21: Digital image captured for the broad band diffraction orders of sapphire substrate, 
(a) Hermitian, (b) PT metasurface.  
 
(a) (b) 
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2.7 Summary 
In this chapter, we have shown experimentally that PT symmetry is established through the 
diatomic Bravais Lattices. Such lattices are not only suitable for single wavelength i.e. 532 nm, 
but it is extended over a broadband (400 – 600 nm) of wavelengths. The first ever example of a 
flexible PT meatsurface is presented and the transmission efficiency of the six observed diffraction 
orders is observed. The experimental results have an excellent agreement with numerical 
simulations.  In addition, we have shown that different substrates, with few modifications to the 
structural dimensions, can still lead to the same results. Both substrates (sapphire and polyimide) 
are not lossy for the visible band.  
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CHAPTER 3: DECOHERENCE AND QUANTUM INTERFERENCE 
ASSISTED ELECTRON TRAPPING IN A QUANTUM DOT 
3.1. Introduction 
The interaction between any quantum system and its environment is inevitable, thus, 
decoherence and dissipation contribute significantly to the coherence-destructive process [55]. 
Decoherence is one of the main obstacles in many research fields such as: quantum information 
processing [56]; quantum optics, when measuring optical Schrodinger cat States [57]; condensed 
matter physics, when looking for mesoscopic interference phenomena in quantum transport of 
electrons [58-59], etc. Since many interesting quantum phenomena are based on coherence, many 
solutions are proposed, and are currently in use, to suppress or overcome decoherence [60], such 
as quantum error-correction codes [61], error-avoiding codes [61, 62], echo techniques [63], 
quantum feedback operations [57], optimal control technique [64], and many more. Furthermore, 
some groups are looking for the spectral composition of the noise generated by the decoherence. 
Other research groups are trying to fight decoherence, through the knowledge of their spectral 
density, thinking this would be more operative [65]. A rather opposite approach to this stream of 
research is found in the quantum biology, where scientists are trying to take advantage of the 
decoherence in the quantum dynamics of excitons in order to find explanations for the high 
efficiency in solar energy harvesting in photosynthetic systems [66]. Recently, there are many 
works proposing mechanisms for environment-assisted energy transfer in quantum networks, such 
as noise-assisted transport [67] and oscillation-enhanced transport [68-70]. The efficiency of the 
energy transfer through the biological quantum systems and the evidence of quantum coherence 
have provoked questions about the role of the environment in the quantum transfer process and its 
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contribution to the transport efficiency. One of the non-biological applications that could not 
operate at high temperatures (100 K – 300 K), mainly because of decoherence, is the electrically 
driven Single Photon Source (SPS). The role of decoherence in localizing electrons has been 
reported in many previous works [71, 72]. Another approach is applying continuous measurement 
to keep the quantum state in a pure state. This approach is known as quantum Zeno effect [73]. On 
the other hand, some groups reported that continuous measurement will lead to quantum anti-Zeno 
effect [74]. The role of decoherence in damping quantum interference has been discussed in many 
reports [75, 76] led by the work presented by Stern, Aharanov, and Imry (SAI) [77].  
In this chapter, a novel physical method is discussed that takes advantage of decoherence and 
results in an enhanced electron trapping probability in the central QD at room temperature. The 
configuration spots the light on the interplay between quantum interference of the electron with 
itself and decoherence in trapping the electron in the central quantum dot (QD). This physical 
phenomenon can be a prototype to be used for an electrically driven SPS operating at room 
temperature as shown in Chapter 4. 
3.2. Structural realization of the trapping mechanism 
We consider the transport of a single electron in a nanoring (NR) with 15.1 nm as minor radius 
and 30 nm as major radius as shown in Fig. 3-1. The NR is divided into two regions. The first 
region, which is n-doped In0.45Ga0.55As with concentration of 6.0 × 10
14 cm-3, constitutes 85% of 
the NR, and it will be referred to as the ‘zero-region’ for the rest of the dissertation. As for the 
second region, referred to as the ‘intrinsic-region’ for the rest of the dissertation, it is made of five 
QDs, four of them are InAs and the central QD is In0.5Ga0.5As, with different heights. QD # 5 (see 
Fig. 3-2 for QDs labeling), is n-doped with a concentration of 1.0 × 1018 cm-3. The zero-region and 
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QD # 5 are not degenerate semiconductors. Barrier # 1 and # 6 are made of GaAs, while barriers 
# 2 and # 5 are made of In0.1Ga0.9As. As for barrier # 3 and # 4, they are made of Al0.4Ga0.6As. A 
monolayer of ploy (methyl methacrylate) (PMMA), which has radius of 8.05 nm, is coating the 
region starting from the interface between QD # 2 and barrier # 3 to the interface of barrier # 4 and 
QD # 4. The outer layer, up to the surface of the NR, is made of In0.2Ga0.8As. As a result of this 
concentric configuration, the central QD acts like an electron pocket that traps the electron with 
the help of decoherence as shown later. All interfaces between the materials considered in the 
aforementioned configuration are recognized as straddling gap (type I). Based on all chosen 
materials and types of interfaces, the conduction band (CB) profile is shown in Fig. 3-2, based on 
Schrödinger-Poisson solution. All semiconductor materials have the same crystal structure and 
direct band gap. In addition, the NR is coupled to a single-electron source (SES) (it is not the scope 
of this work to provide SES operating at room temperature) [78, 79]. The SES is triggered to emit 
an electron and thus this electron can transport through the whole configuration. Such SES emit a 
single electron every 0.1-10 ns depending on the configuration of the SES. Therefore, the time 
evolution is well described by the single-electron master equation as shown and justified below. 
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Figure 3-1: (a) Schematic setup (not to scale). (b) A magnified diagram for the intrinsic region 
made of five quantum dots of (from left to right) 1.24, 1.5, 5.0, 1.5, 3.14 nm height, respectively. 
(c) A cross section view for the interface between quantum dot #2 and barrier #3. (d) A cross 
section view for quantum dot #3 (electron pocket). (e) A cross section view for the interface 
between quantum dot #2 and barrier #4. 
3.3. Quantum transport in the Nanoring 
Given that aforesaid configuration has zero electric field across the five-QD region and the 
electron’s eigenenergies are close to the conduction band-edge minima, the 3D time-independent 
Schrödinger equation in cylindrical coordinates and in the effective mass approximation is used to 
find the eigenenergies and eigenstates for each QD separately. These states are used later (see 
below) to describe the dynamics of the electron by means of a generalized master equation in the 
tight-binding approximation, taking into account electron-LO phonon interaction (ELOPI). 
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Figure 3-2: (a) The conduction band, for radius r < 8.05 nm. (b) The conduction band, for r > 
8.05 nm. The quantum dots’ ground eigenstates are shown. 
For simplicity, an infinite confining potential in the radial direction is assumed. The eigen 
energies and wavefunctions of QDs # 1 and # 5 are obtained systematically. As for QD # 3, due to 
the relatively large band gap (5 eV) for the PMMA monolayer, it is assumed to be confined in 
infinite potential but with different radius than QD # 1 and # 5. Both QDs # 2 and # 4 (see Appendix 
A) require an additional boundary condition due to the electron pocket, i.e. the electron’s energy 
has to be conserved irrespective of the interface with Al0.4Ga0.6As or In0.2Ga0.8As (see Fig. 3-1). 
The zero energy is set at the minimum of the conduction band of InAs QDs. 
We start with the following Hamiltonian, 
      𝐻 = 𝐻𝐼 + 𝐻𝑐         (3-1) 
where 𝐻𝐼 is the Hamiltonian of an electron in the ‘intrinsic region’ described as 
      𝐻𝐼 = ∑ 𝜀𝑖𝑎𝑖
†𝑎𝑖𝑖 + (−∑ 𝑡𝑖𝑗𝑎𝑖
†𝑎𝑗 + ℎ. 𝑐𝑖≠𝑗 ) + ℏ𝜔𝐿𝑂𝑏
†𝑏 + 𝜆∑ 𝑎𝑖
†𝑎𝑖(𝑏
† + 𝑏)𝑖       (3-2) 
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and 𝐻𝑐 is the Hamiltonian that describes the coupling between both QD # 1 and # 5 and ‘zero-
region’ 
𝐻𝑐 = (∑𝑉01𝐶0
†𝑎1 + ℎ. 𝑐
0
) + (∑𝑉05𝐶0
†𝑎5 + ℎ. 𝑐
0
) (3-3) 
In Eqn. (3-2), the first term describes the on-site ground state for the five QDs. The second term, 
which is based on the tight-binding model, describes the hopping of the electron between the QDs, 
where 𝑡𝑖𝑗 is a 3-D hopping integral given by the off-diagonal matrix elements of 𝐻𝑡 [80], i.e. (see 
Section 3.4 for details) 
𝑡𝑖𝑗 = ∫Ψ𝑖
∗𝐻𝑡Ψ𝑗𝑑
3𝑟 (3-4) 
where 𝐻𝑡 is the kinetic and potential energy of the electron inside the QD, 
𝐻𝑡 = −
ℏ2
2𝑚∗
∇3𝐷
2 + 𝑉(𝑟, 𝑧) (3-5) 
The third term in Eqn. (3-2) describes non-dispersive LO phonons of In0.45Ga0.55As, since it 
constitutes 85% of the NR. In polar semiconductors, as the size of the QD decreases, electrons 
strongly interact with the phonons that have long wavelength |𝒒| ≤ 2𝜋/(𝑄𝐷 𝑠𝑖𝑧𝑒). This suggests 
that a model with dispersionless LO phonons will be accurate [81]. It has been shown in 
experimental work that for InAs QDs embedded in GaAs matrix, the GaAs LO are more prominent 
than the InAs LO phonons [82]. The fourth term in Eqn. (3-2) describes the interaction between 
the electron and LO phonons with coupling strength 𝜆 (see Appendix B). In this work, 𝑔 =
𝜆/(ℏ𝜔𝐿𝑂) is almost 0.066. As for the acoustic phonons, in polar semiconductor nanostructures, 
the electron-acoustic phonon coupling is weak because the energy difference between the ground 
state and excited state Δ𝐸 is greater than 64 meV in all QDs except the central QD where the 
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energy difference is greater than 110 meV. As a result, the acoustic phonons are taken into account 
in the master equation, as shown later, as part of the total decoherence. Since we are dealing with 
ELOPI, a canonical unitary transformation is required to eliminate the linear coupling terms in 
Eqn. (3-2). The transformed Hamiltonian is 𝐻𝐼
′ = 𝑒𝑆𝐻𝐼𝑒
−𝑆, where 𝑆 =  −𝑔(∑ 𝑎𝑖
†𝑎𝑖(𝑏
† + 𝑏)𝑖 ). 
We obtain  
𝐻𝐼
′ = ∑𝑎𝑖
†𝑎𝑖
𝑖
(𝜀𝑖 − 𝜆
2/ℏ𝜔𝐿𝑂) + (−∑𝑡𝑖𝑗𝑎𝑖
†𝑎𝑗𝑒
−2𝑔(𝑏†−𝑏)
𝑖𝑗
)
+ (−∑𝑡𝑗𝑖𝑎𝑗
†𝑎𝑖𝑒
−2𝑔(𝑏†−𝑏)
𝑖𝑗
) +   ℏ𝜔𝐿𝑂𝑏
†𝑏 + (2𝜆2/ℏ𝜔𝐿𝑂) 
 
(3-6) 
In Eqn. (3-6) the first term shows the renormalization of the QDs’ eigenstates in the presence 
of strong ELOPI. The eigenstates of the transformed Hamiltonian 𝐻𝐼
′ are in the tensor product form 
and are denoted by |𝑛𝑒 , 𝑁⟩, where 𝑛𝑒represents the state of the electron, i.e. ground or excited, and 
N represents the number of LO phonons. The Hamiltonian in Eqn. (3-6) is solved in the following 
basis |𝑆𝐸𝑆⟩, |𝑧𝑒𝑟𝑜 − 𝑟𝑒𝑔𝑖𝑜𝑛⟩,|1𝑔, 0⟩, |2𝑔, 0⟩, |3𝑔, 0⟩, |4𝑔, 0⟩, and |5𝑔, 0⟩, where |𝑆𝐸𝑆⟩ is the 
electron in the SES before being injected in the NR, |𝑧𝑒𝑟𝑜 − 𝑟𝑒𝑔𝑖𝑜𝑛⟩ is the electron in the ‘zero-
region’ in the NR after being injected from the SES and |1𝑔, 0⟩ is the electron in the ground state 
of QD # 1 with no phonons. We define the phonon displacement operator 𝒟(𝛽) = 𝑒𝛽𝑏
†−𝛽∗𝑏. We 
can now make use of the well-known formula for the matrix elements of the displacement operator 
[83, 84]. 
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⟨𝑁′|𝒟(𝛽)|𝑁⟩ = (
𝑁!
𝑁′!
)
1
2⁄
|𝛽|𝑁
′−𝑁𝑒−
|𝛽|2
2
⁄ × 𝐿𝑁
𝑁′−𝑁(|𝛽|2)𝑒𝑖(𝑁
′−𝑁)𝜙 (3-7) 
where 𝛽 = |𝛽|𝑒𝑖𝜙 and 𝐿𝑁
𝑁′−𝑁(|𝛽|2) are the associated Laguerre polynomials. For 𝛽 ≪ 1 the 
associated Laguerre polynomials are approximately 
𝐿𝑁
𝑁′−𝑁(|𝛽|2) ≈
𝑁′!
𝑁! (𝑁′ − 𝑁)!
(1 + 
𝑁
𝑁′ − 𝑁 + 1
|𝛽|2) (3-8) 
Thus, for 𝛽 ≪ 1 only the phonon states with 𝑁′ = 𝑁 couple to each other in a good 
approximation, and ⟨𝑁|𝒟(2𝑔)|𝑁⟩ = 𝑒−2𝑔
2
. Therefore, the second and third terms in Eqn. (3-6) 
show that the hopping term 𝑡𝑖𝑗 is reduced by a factor of 𝑒
−2𝜆2/(ℏ𝜔𝐿𝑂)
2
. In the weak ELOPI 
considered in this work,  𝑒−2𝜆
2/(ℏ𝜔𝐿𝑂)
2
≈ 1 and thus the hopping terms are not reduced (see 
Appendix B).  
The validation of the aforementioned Hamiltonian depends on the following criteria; in this 
configuration there must be no electrons in the CB. This is calculated in the standard way as 
follows: 
𝑛 =  ∫ 𝐷(𝐸)𝑓𝐹𝐷(𝐸)𝑑𝐸
∞
𝐸𝑐
 (3-9) 
Since the configuration has a large length-to-width ration, 𝐷(𝐸) is approximated by the density of 
states of a 1D NR (shown later in text). Doping (type and concentration) along with temperature 
are taken into account through the Fermi-Dirac function 𝑓𝐹𝐷(𝐸). We observe that on average there 
are virtually no electrons in the whole configuration. Consequently, when the SES is triggered and 
a single electron is emitted, 𝐻𝐼
′ is a valid description for this single electron. Nevertheless, 𝐻𝑐 
describes the coupling between the ‘zero-region’ (quasi-continuum) and QDs # 1 and # 5. The 
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electron inside the ‘zero-region’ is incoherent because of the long time effects of the acoustic 
phonons. Such effects do not conserve the energy of the electron. This coupling is well described 
by the Fermi’s golden rule for transition rates as follows: 
𝑊0→1𝑔 = 
2𝜋
ℏ
∫ 𝑑𝐸0|⟨1𝑔|𝐻𝑐|0⟩|
2
𝐷(𝐸0)
∞
𝐸𝑐
𝑓𝐹𝐷(𝐸0) (1 − 𝑓
𝐹𝐷(𝐸1𝑔)) 𝛿(𝐸1𝑔 − 𝐸0) (3-10) 
 
𝑊1𝑔→0 = 
2𝜋
ℏ
∫ 𝑑𝐸0|⟨0|𝐻𝑐|1𝑔⟩|
2
𝐷(𝐸0)
∞
𝐸𝑐
𝑓𝐹𝐷(𝐸1𝑔) (1 − 𝑓
𝐹𝐷(𝐸0))𝛿(𝐸1𝑔 − 𝐸0) (3-11) 
 
𝑊5𝑔→0 = 
2𝜋
ℏ
∫ 𝑑𝐸𝑛|⟨0|𝐻𝑐|5𝑔⟩|
2
𝐷(𝐸0)
∞
𝐸𝑐
𝑓𝐹𝐷(𝐸5𝑔) (1 − 𝑓
𝐹𝐷(𝐸0))𝛿(𝐸0 − 𝐸5𝑔) (3-12) 
and 
𝑊0→5 = 
2𝜋
ℏ
∫ 𝑑𝐸0|⟨5𝑔|𝐻𝑐|0⟩|
2
𝐷 (𝐸5𝑔)
∞
𝐸𝑐
𝑓𝐹𝐷(𝐸0) (1 − 𝑓
𝐹𝐷(𝐸5𝑔)) 𝛿(𝐸0 − 𝐸5𝑔) (3-13) 
 
The coupling terms in Eqn. (3-3), 𝑉𝑛 and 𝑉𝑝, are much smaller than 𝑡12 and 𝑡45. This confirms 
that we have a weak coupling between the outer QDs and the leads. Thus a standard formalism 
appropriate for the description of such a system is the generalized master equation in Born and 
Markov approximation [85], 
𝜕𝑡𝜌𝑚,𝑛 =  
𝑖
ℏ
[𝜌, 𝐻𝐼
′]𝑚,𝑛 + 𝛿𝑚,𝑛 ∑ 𝜌𝑛𝑊𝑚,𝑙
𝑙≠𝑚
− 𝛾𝑚,𝑛𝜌𝑚,𝑛 (3-14) 
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where 𝛾𝑚,𝑛 =
1
2
∑ (𝑊𝑙,𝑛 + 𝑊𝑙,𝑚) + 
1
𝑇2
𝑙  is the total decoherence which includes the dephasing time 
𝑇2 due to interaction of the electron with its environment, such as electron-phonon (both acoustic 
and optical, and both elastic and inelastic) interaction, hyperfine interaction, and charge noise. The 
rates 𝑊𝑚,𝑙 of transition between the leads and the outer QDs. Eqn. (3-14) is valid when the 
correlation time in the heat bath is much smaller than the relaxation time of the electron system. A 
rough estimate for the correlation time is 
ℏ
𝑘𝑏𝑇
~(1 − 3.5) × 10−14s for 𝑇 = 100 − 300 K, 
respectively, which is smaller than the electron relaxation time, in such systems, ~ 10−12s. The 
dephasing time 𝑇2, based on temperature, is determined through the homogeneous broadening 
2ℏ/𝑇2 [86, 87]. At room temperature, the experimental dephasing times are of the order of 200-
300 fs [86-88]. We choose 𝑇2 = 285 fs at 300 K because there is no carrier-carrier interaction. At 
𝑇 = 100 K, the dephasing time is 2 ps [86-88]. It is worth to mention that we ignore the change 
in band gap due to the lattice constant mismatch between the different materials. However, this 
does not affect the final results. In addition, we disregard any electron-hole interaction until the 
electron is trapped. For calculating the ground state of QD # 5 the doping is taken into account 
through the Schrödinger-Poisson equation. As a result, the ground state of QD # 5 will be 𝐸5𝑔
′ =
𝐸5𝑔 −
𝜆2
ℏ𝜔𝐿𝑂
+ Δ, where Δ is the increase in the ground energy of QD # 5 (few meV) due to doping. 
The change in wavefunction of QD # 5 is negligibly small. In this work only the ground state in 
each QD # I, denoted by |𝑖𝑔, 0⟩, is considered. Such contribution is attributed to the following 
reasons; first, the electron’s transition from the ‘zero-region’ to the ground state |1𝑔, 0⟩ is 100 
times faster than the transition to the excited state |1𝑒 , 0⟩. In addition, the transition to |5𝑔, 0⟩ is 10 
times less than the transition to |1𝑔, 0⟩. As a result, the electron in the ‘zero-region’ will basically 
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favour tunnelling toward QD # 1 more than QD # 5. Second, in systems where the energy 
separation is 44 meV the relaxation takes 20 (40) ps at 300 (100) K [89]. Thus, based on the 
detailed balance condition, 
𝑊𝑛𝑚
𝑊𝑚𝑛
= 𝑒
−
ℏ𝜔𝑛𝑚
𝑘𝐵𝑇 , phonon-assisted excitation will take much more time. 
Nevertheless, in the aforementioned configuration, based on the dimensions of the QDs, the energy 
separation is more than 64 meV. Third, in polar semiconductors, even at room temperature, the 
emission of LO phonon is more favourable than the absorption of LO phonon. As a result, the 
|𝑖𝑔, 0⟩ state does not show any exponential decay and excited states can be neglected.  
Next, we show that the escape rate is negligibly small. The escape of the trapped electron to 
QDs # 2, 4 or 5 can be calculated by considering a multi-phonon process. For both QDs # 2 and # 
4, absorption of LO phonons are required. As mentioned previously, the emission rate is still higher 
than the absorption rate even at room temperature. The escape time to QD # 5 via the emission of 
LO phonons takes more than few 𝜇𝑠. This can be shown from the following second-order 
contribution to the escape rate 𝜏. For a LO + LA processes (one LO phonon is emitted in addition 
to an LA phonon),  
1
𝜏
=  
2𝜋
ℏ
∑∑|∑(
𝑴𝒒
𝑖𝑠𝑴𝒌
𝑠𝑓
𝐸𝑖 − 𝐸𝑠 − ℏ𝜔𝑞
+
𝑴𝒌
𝑖𝑠𝑴𝒒
𝑠𝑓
𝐸𝑖 − 𝐸𝑠 − ℏ𝜔𝑞
)
𝑠
|
2
(𝑁𝑞 + 1)(𝑁𝑘 + 1)
𝒌
𝛿(𝐸0
𝒒
− ℏ𝜔𝑞 − ℏ𝜔𝑘) 
(3-15) 
 
where q and k refer to the LO and LA modes respectively. 𝑁𝑞 is the Bose distribution function 
𝑴𝒒
𝑖𝑓
 is the form factor matrix element, which reads; 
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𝑴𝒒
𝑖𝑓 = 𝛼𝒒⟨𝑖|𝑒
𝑖𝒒.𝒓|𝑓⟩ (3-16) 
 
with 𝛼𝒒 = 𝑀0/𝑞√Ω for the Frӧhlich interaction, 𝛼𝒒 = 𝐷√q/ρcΩ for the deformation interaction. 
Ω is the volume of the QD, ρ is the density 5.36 g/cm3 and c is the sound of velocity 5.15 × 103 
m/s [81]. 𝑀0 = 0.15 is the Frӧhlich coupling constant [82, 90]. The acoustic deformation potential 
𝐷 = 6.7 eV [81]. The form factor for either QD # 3 and QD # 4 or QD # 3 and QD # 5 is very 
small, leading to an escape rate of the order of few 𝜇𝑠. In this model, we calculate all ten hopping 
integrals (Section 3.4). Since |𝑖𝑔, 0⟩ states are only considered the hopping terms will not be 
reduced by the factor  𝑒−2𝜆
2/(ℏ𝜔𝐿𝑂)
2
because of the weak ELOPI, so the electron hops without a 
phonon cloud. Based on the electron pocket configuration, t24 is larger than t43 + t32. This is 
however impossible to achieve in a similar configuration without an electron pocket. 
3.4. Calculation of hopping matrix elements 
The total Hamiltonian of our system is  
𝐻𝑡 = −
ℏ2
2𝑚∗
∇3𝐷
2 + 𝑉(𝑟, 𝑧) (3-17) 
where the first term is the kinetic energy and the second term is the potential energy 
𝑉(𝒓, 𝑧) = ∑𝑉𝑖
𝑖
 (3-18) 
The potential 𝑉𝑖 represents the local potential of the QD # i. This representation can be used to 
derive the tight-binding Hamiltonian 𝐻𝐼 given in Eqn. (3-2) for the ‘intrinsic-region’. We provide 
an approximation to 𝐻𝐼 in Appendix D. The diagonal and off-diagonal elements of 𝐻𝑡 are given 
by  
  
60 
𝜖𝑖 = −∫Ψ𝑖
∗ ℏ
2
2𝑚∗
∇3𝐷
2 Ψ𝑖𝑑
3𝑟  + ∫Ψ𝑖
∗𝑉𝑖Ψ𝑖𝑑
3𝑟 (3-19) 
and 
𝑡𝑖𝑗 = −∫Ψ𝑖
∗ ℏ
2
2𝑚∗
∇3𝐷
2 Ψ𝑗𝑑
3𝑟  + ∫Ψ𝑖
∗𝑉𝑖Ψ𝑗𝑑
3𝑟 (3-20) 
respectively. These are the variables that enter the tight-binding Hamiltonian 𝐻𝐼 in Eqn. (3-2). Due 
to the cylindrical symmetry of the QDs we can write the wave function as, 
Ψ = 𝑅(𝜌)Φ(𝜑)𝑍(𝑧) (3-21) 
Since the hopping is only along the axial axis (z-axis), 𝐻𝑡 is  
𝐻𝑡 = −
ℏ2
2𝑚∗
𝜕𝑧𝑧 + 𝑉(𝑟, 𝑧) (3-22) 
The hopping integral is calculated in the following manner 
𝑡𝑖𝑗 = ∫R𝑖
∗(𝜌)Φ𝑖
∗(𝜑)Z𝑖
∗(𝑧)𝐻𝑡R𝑗(𝜌)Φ𝑗(𝜑)Z𝑗(𝑧)𝑑
3𝑟 (3-23) 
Separating variables will yield 
𝑡𝑖𝑗 = ∫ Φ𝑖
∗(𝜑)Φ𝑗(𝜑)𝑑𝜑
2𝜋
0
∫ R𝑖
∗(𝜌)R𝑗(𝜌)
𝑟
0
𝑑𝜌∫ Z𝑖
∗(𝑧)𝐻𝑡Z𝑗(𝑧)
∞
−∞
𝑑𝑧 (3-24) 
The azimuthal part will always result in 1. The azimuthal part acts like a selection rule for the 
electron hopping. Electron, in the considered configuration, hops between states that possess the 
same ‘m’. Consequently, the hopping will occur among the QDs’ ground states only. The radial 
integral requires special care especially when the hopping integral has interface with the electron 
pocket 
∫ R𝑖𝑖𝑛
∗ (𝜌)R𝑗𝑖𝑛(𝜌)
𝛾𝑟
0
𝑑𝜌 + ∫ R𝑖𝑜𝑢𝑡
∗ (𝜌)R𝑗𝑜𝑢𝑡(𝜌)
𝑟
𝛾𝑟
𝑑𝜌 (3-25) 
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Since H is Hermitian, 𝑡𝑖𝑗 = 𝑡𝑗𝑖
∗ . The values of the hopping integral vary based on the QDs. The 
electron’s hopping from QD # 1 to # 2 𝑡21, and vice versa, 𝑡12 is 161 meV. 𝑡54 and 𝑡45 are 180 
meV. 𝑡31 and 𝑡13 are 14 meV. 𝑡53 and 𝑡35 are 5 meV. 𝑡41 and 𝑡14 are 24 meV. 𝑡25 and 𝑡52 are 0.464 
meV. 𝑡51 and 𝑡15 are 0.1047 meV. 𝑡32 and 𝑡23 are 56.44 meV. 𝑡34 and 𝑡43 are 18.6 meV. And 
finally, 𝑡42 and 𝑡24 are 85.7 meV. 
Moreover, the NR’s minor radius is 15.1 nm, and the circumference of almost 190 nm. The 
length-to-width ratio is almost 7 justifying the 1-D density of states (DOS) employed in this work. 
The DOS is as follows 
𝜌1𝐷(𝐸) = ∑(
2𝑚∗
ℏ2
)
1/2 1
𝜋(𝐸 − 𝐸𝑖)1/2
𝑛
𝑖=1
Θ(𝐸 − 𝐸𝑖), (3-26) 
where Θ is a step function. The DOS graph is plotted in Fig. 3-3. 
 
3.5. Electron trapping as a function of temperature 
In the numerical calculations using Eqn. (3-14) the trace of the density matrix is equal to one 
at all times. This assures that the particle conservation principle is not broken. Moreover, it implies 
that the Hamiltonian is Hermitian. In Fig. 3-4, at 𝑡 = 0, 𝜌𝑆𝐸𝑆 = 1, hence there is no electron in the 
configuration. In addition, when there is no decoherence, the probability of the electron to get 
trapped in the central QD is 27%. On the other hand, when decoherence comes into action, the 
electron’s trapping probability does increase to 58-70% depending on the temperature (see Figs. 
3-4 and 3-5). The probability of the electron’s trapping at different temperatures and their 
corresponding dephasing times are shown in Table 3-1. 
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Table 3-1: Probability of electron being trapped in the central quantum dot at various 
temperatures between 100 and 300 K.  
Temperature / K Dephasing time T2  Electron trap / % 
100 2 ps 70 
150 667 fs 65 
200 
 
 
 
 
500 fs 63 
250 334 fs 60 
300 285 fs 58 
 
 
Figure 3-3: Density of states for a circular nanowire with radius of 15.1 nm. 
Although as the dephasing rate increases the trapping probability decreases, it is larger than 
the zero-decoherence case. Many factors contributed to this counter-intuitive result. First factor is 
the electron pocket, which is essential for the electron to get accumulated in the central QD. To 
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show the importance of the electron pocket, consider the following figure where there is no 
electron pocket (i.e. 𝑡42  <  𝑡43 and 𝑡32). The electron is delocalized among all five QDs. In Fig. 
3-6, the same eigenenergies and same hopping matrix elements values were exactly considered 
but 𝑡42, the result is due to the detuning of the energy levels of the QDs. However, there is no 
significant localization of the electron in QD # 3. Second factor is the fast electron transition from 
the ‘zero-region’ to QD # 1 and from QD # 5 to the ‘zero-region’. The electron’s transition rate 
from the ‘zero-region’ to the first QD’s ground state 𝑊0→1𝑔 is almost 100 times larger than 𝑊1𝑔→0. 
The electron’s transition rate from the ground state of QD # 5 to the ‘zero-region’ 𝑊5𝑔→0 is almost 
10 times larger than 𝑊0→5𝑔, this is due the n-doping of QD # 5. 
 
Figure 3-4: The electron’s time-dependent probability distribution among the five quantum dots 
in the zero-decoherence case. 
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In this work, both 𝑊0→1𝑔 and  𝑊5𝑔→0 are 9.5 × 10
13 s-1 and 2.0 × 1014 s-1, respectively. 
These fast transitions are achieved through two factors: the density of states of the NR and the n-
doping of the ‘zero-region’ and QD # 5. Another contributing factor is the QDs’ eigen energies 
relative to each other, i.e. if any of the QDs’ energy level is modified without adjusting the other 
QDs’ eigen energies, the trapping efficiency will decrease. Furthermore, the central QD’s 
eigenenergy is the second lowest among all QDs but QD # 5. Based on the geometry and the 
dimensions of the QDs, the energy difference between the central QD’s eigenenergy and the 
neighbor QDs’ eigen energies is almost 65 meV. This means the trapped electron needs to absorb 
two LO phonons in addition to LA phonon to be able to escape. On the other hand, in order for the 
trapped electron to escape to QD # 5 ground state, an energy difference of 86 meV need to be 
overcome by the emission of at least 2 LO phonons in addition to LA phonons. Even with a strong 
ELOPI, these processes take more than 1ns [91]. 
Once the electron gets injected from the ‘zero-region’ to the QD # 1, it keeps hopping among 
the five QDs. As shown in section 3.4, both 𝑡21 and 𝑡54are of the order of 170 meV, which means 
the electron hopping is faster than the phonons response. However, due to the presence of the 
electron pocket, i.e. 𝑡42  >   𝑡43 + 𝑡32, the electron hops faster between QD # 2 and QD # 4 than 
hopping between QD # 2 and QD # 3, so electron trapping due to detuning is excluded. Meanwhile, 
due to the relatively smaller values of 𝑡43 and 𝑡32, part of the electron’s wave slowly keeps 
accumulating inside the central QD, while the rest of the electron’s wave hops to QD # 4 from QD 
# 2 then fast to QD # 5 then to the ‘zero-region’. 
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Figure 3-5: The electron’s time-dependent probability distribution among the five quantum dots 
at room temperature. 
From ‘zero-region’ to QD # 1 again, and the revolved electron’s wave interference 
constructively with the part that remained in the electron-pocket leading to a localization of the 
electron. However, the localized electron will not stay inside QD # 3 leaving behind 27% 
probability of trapping. The trapping probability depends on when decoherence will terminate the 
hopping, i.e. off-diagonal terms, between QDs. At 100 K, the electron gets accumulated inside QD 
# 3, before the electron starts to hop out of QD # 3, the decoherence destroys the electron’s 
hopping, hence the electron is trapped with a trapping probability of 70%. At 300 K, decoherence 
is much faster than 100 K, the electron, while being accumulated inside QD # 3, the decoherence 
kicks and destroys the continuation of accumulation, thus the trapping efficiency decreases to 58%. 
The whole mechanism is based on a configuration that constructively localize the electron inside 
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the central QD through the quantum interference of the electron with itself, then counts on 
decoherence to ban the electron from hopping out. Therefore, trapping an electron inside QD # 3 
requires a delicate balance between how fast the electron is accumulated versus how fast the 
decoherence kicks in. Such physical mechanism should manifest itself through oscillations in the 
diagonal density matrix elements in Fig. 3-3. The absence of oscillations due to the above 
explanation is attributed to the strong damping of the decoherence. However, check Appendix D, 
when the electron’s initial state is |1𝑔, 0⟩ instead of |𝑆𝐸𝑆⟩, the oscillations reflecting the electron’s 
dynamics will be visible and clear as shown in Fig. 3-7.  
 
Figure 3-6: The electron’s time-dependent probability distribution among the five quantum dots, 
at T = 300K without electron pocket. 
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It is important to note that the shown electron trapping takes place as a result of the interplay 
of both decoherence and quantum interference, neither of them can achieve electron trapping 
alone. In addition, as mentioned previously, the electron will require two LO phonons in addition 
to 1 LA phonon to be able to escape to the next QDs. Since there is neither a model nor an 
experimental implementation of electrically driven single-photon source in the telecommunication 
range at room temperature [92], this configuration provides an efficient trapping scheme that could 
be implemented as a suitable candidate for an electrically driven single photon source operating at 
high temperature (100 – 300 K). 
 
Figure 3-7: The electron’s time-dependent probability distribution among the five quantum dots 
at room temperature with ρ11 = 1 as initial condition. 
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3.6. Summary 
In this chapter, a realistic configuration to trap an electron at high temperature (100 – 300 K) 
taking advantage of the interplay between quantum interference and decoherence phenomenon in 
an electron-pocket configuration is presented. The trapping is achieved with a probability 𝜌33 
depending on the temperature. At T = 100 K, 200 K, and 300K the trapping probability is 𝜌33 =
70%, 63%, and 58%, respectively. Furthermore, our model could be used to implement an 
efficient electrically driven single photon source operating at wavelengths 𝜆 = 1.3 − 1.5 μm and 
between 100 and 300 K. We mention that we do not consider the photon collection efficiency in a 
cavity, which is beyond the scope of this work. Regarding the experimental realization of the 
proposed setup, heterostructure nanowires with different materials and sizes have been fabricated 
with high control and precision [93]. It has demonstrated experimentally that broad bandgap 
materials such as PMMA can be grown in GaAs [94]. Furthermore, different research groups have 
reported the ability to turn nanowires into nanorings through nanomanipulation [95]. We conclude 
that, based on the current experimental techniques, the presented setup is experimentally feasible. 
The presented setup is robust within about ± 1 nm variations in sizes of the QDs and barriers. 
Coulomb blockade does not play any role in this work. The main advantage of the decoherence-
assisted trapping is that it happens on a time scale of sub-picoseconds. The reason for this fast 
trapping is that the trapping happens dynamically due to decoherence and does not require the 
switching of any external voltage. The dynamics inside the 5 QDs is illustrated in Appendix E (see 
Fig. 3-7). When a SES is used, it takes on the order of 1 ns for the full probability of the electron 
to be trapped, as shown in Fig. 3-4, because the SES switching time is on the order of 1 ns. 
However, the internal dynamics inside the 5 QDs is on the sub-picosecond time scale (Fig. 3-7). 
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There is no voltage switch that can reach sub-picosecond time scales. In addition, the trapping due 
to decoherence isolates the electron in QD # 3 strongly from the leads due to the presence of the 
surrounding QDs # 1, 2, 4, and 5.
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CHAPTER 4: ELECTRICALLY DRIVEN SINGLE PHOTON SOURCE AT 
HIGH TEMPERATURE 
4.1 Introduction 
In recent years, single photon sources (SPSs) have attracted a lot of attention [99, 100]. The 
single photon plays a crucial role in both the fields of quantum mechanics and quantum 
measurement theory [101]. An efficient reliable SPS is an essential element for the implementation 
of photonic quantum information processing, quantum key distribution, and quantum repeaters 
[100, 102, 103]. SPSs have been implemented with non-linear crystals using parametric down 
conversion [104, 105], ion traps [106, 105], quantum dots [108], and N-V centers in diamond 
[109]. In general, they are either optically driven single photon sources (OSPS) [110] or 
electrically driven single photon sources (ESPS) [111, 112]. The idea of an electrically driven SPS, 
based on Coulomb blockade, was first proposed by Yamamoto’s group in 1994 [113]. Since then, 
many groups have managed to construct such sources [114-118], nevertheless, cryogenic 
temperatures are essential for the performance of such sources. Some groups managed to construct 
electrically driven SPS operating at room temperature using diamond [119]. However, the emitted 
photons have wavelength in the range of 575 – 637 nm, hence they exist outside the 
telecommunication range (1.3 – 1.5 µm), in which attenuation is lowest in an optical fiber. One of 
the main weaknesses of SPSs based on the parametric down-conversion is the probabilistic timing 
of the single-photon generation [100]. While ion traps do not suffer from timing issues, they 
require cryogenic cooling to mK level [120]. OSPS based on quantum dots and N-V centers 
provide reliable timing of single-photon generation and operation at high temperature [121, 122]. 
In comparison with OSPSs, ESPSs are simpler, less expensive, can be fully miniaturized and 
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integrated on a chip [100]. However, there are several drawbacks, such as finite carrier injection 
(which leads to multi-photon emission), coupling to high-Q cavities and most importantly the poor 
performance at temperatures above 70 K [111]. While OSPSs can operate efficiently at higher 
temperatures, nevertheless so far no OSPS can emit photons in the telecommunication range (1.3–
1.5 µm). ESPS can emit photons in the telecommunication range [123]. Consequently, a single 
photon source operating at high temperatures, in the telecommunication range, is not available 
because of the aforementioned trade-off between OSPS and ESPS. 
In this chapter, we present a novel scheme for an ESPS operating efficiently at high 
temperatures and emitting a single photon in the telecommunication range. The photon is emitted 
as a consequence of the recombination of an electron and a hole in a quantum dot (QD). The novel 
feature in our proposed ESPS is that we take advantage of decoherence, a consequence of electron-
phonon interaction for the controlled emission of a single photon [124]. Although being 
counterintuitive, our scheme shows clearly that while in the case of zero decoherence single-
photon emission probability is 35%, in the case of decoherence due to electron-phonon interaction, 
the photon emission probability is almost 100% with a strong antibunching behavior, i.e. 
𝑔(2)(0) ≪ 1. The antibunching is ensured by the single electron source (SES) that electrically 
drives our SPS. Remarkably, the photon emission is facilitated by both quantum interference and 
decoherence. The electron’s dynamics is described using the generalized master equation with a 
Hamiltonian based on the tight-binding model, taking into account the electron-LO phonon 
interaction (ELOPI). The photon emission is studied in both Rabi and Purcell regimes. The second-
order correlation is calculated using the quantum regression theorem. We obtain strong 
antibunching behavior at high temperatures up to 300 K.  
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In the previous chapter, the transport of a single electron in a nanoring (NR) is discussed. 
For this chapter, the same structure is employed, where the NR is comprised of two regions, the 
n-doped In0.45Ga0.55As and the InAs hosting the five quantum dots (QDs) with the exception of the 
central QD with In0.5Ga0.5As p-doped composition. The setup is intentionally designed to exploit 
the central QD as an electron pocket, resulting in a decoherence enabling electron trapping. A 
detailed schematic of the second region is shown Fig. 3-1. The details of the structure and a detailed 
conduction band profile is elaborated in Chapter 3. The electrons are injected to the 
aforementioned setup via a single-electron source (SES) (see appendix F) [78, 79]. The time 
evolution in this case is described by means of a single-electron generalized master equation, 
because a single electron is ejected from the SES when it is triggered electrostatically by means of 
a gate voltage. This injected electron then moves through the whole configuration.  
4.2. Model 
The mechanism involved in Fig. 3-1 can be described qualitatively as follows; the SES is 
attached to a NR. This NR is embedded in a microcavity (not shown in Fig. 3-1). An electrostatic 
pulse on the gate voltage of the SES triggers the emission of a single electron into the NR. This 
electron propagates for few picoseconds in the NR until it gets trapped in QD # 3 by means of 
decoherence and quantum interference. A heavy hole is presented in QD # 3 because of the δ doped 
QD # 3. The trapped electron recombines with the heavy hole, resulting in the emission of a photon. 
Both Purcell and Rabi regimes are discussed later. The minimum of the conduction band of InAs 
QDs is set to be the zero energy.  
The single photon emission is enhanced by means of a cavity. Therefore, the model 
Hamiltonian has an extra term that was absent in the Hamiltonian in Eqn. 3-1.  This extra term 
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considers the interaction of the quantized mode of the cavity and the photon emission. The new 
total Hamiltonian is given; 
          𝐻 = 𝐻𝐼 + 𝐻𝐽𝐶𝑀 + 𝐻𝑐                   (4-1) 
where 𝐻𝐼 is the Hamiltonian of an electron in the intrinsic region and reads 
𝐻𝐼 = ∑𝜀𝑖𝑎𝑖
†𝑎𝑖
𝑖
+ (−∑𝑡𝑖𝑗𝑎𝑖
†𝑎𝑗 + ℎ. 𝑐
𝑖≠𝑗
) + ℏ𝜔𝐿𝑂𝑏
†𝑏 + 𝜆∑𝑎𝑖
†𝑎𝑖(𝑏
† + 𝑏)
𝑖
  (4-2) 
𝐻𝐽𝐶𝑀 is a Jaynes-Cummings like Hamiltonian that describes the interaction between two levels 
system (QD # 3) and a photon in a cavity. The two levels are the electron’s ground state in QD # 
3 and the heavy hole’s ground state in QD # 3. 𝐻𝐽𝐶𝑀 is written as; 
    𝐻𝐽𝐶𝑀 = ℏ𝜔𝑂(𝑐
†𝑐 + 𝜋†𝜋) + ℏΩ(𝜋†𝑎 + 𝑎†𝜋)      (4-3) 
where c is the annihilation operator for the photons inside a cavity and π is the transition lowering 
operator of QD # 3. 𝜔0 is the transition frequency of QD # 3. Ω is the coupling constant. 𝐻𝐶 is the 
Hamiltonian of the coupling between both QD # 1, # 5 and the zero-region; 
𝐻𝑐 = (∑𝑉01𝐶0
†𝑎1 + ℎ. 𝑐
0
) + (∑𝑉05𝐶0
†𝑎5 + ℎ. 𝑐
0
) (4-4) 
In Eqn. (4-2), the first term describes the on-site ground state for the five QDs. The hopping 
of the electron between the QDs is represented by the second term, where 𝑡𝑖𝑗 is a 3D hopping 
integral given by the off-diagonal matrix elements of 𝐻𝑡 [80], i.e. 
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            𝑡𝑖𝑗 = ∫Ψ𝑖
∗𝐻𝑡Ψ𝑗𝑑
3𝑟        (4-5) 
where 𝐻𝑡 is the kinetic and potential energy of the electron inside the QD, 
     𝐻𝑡 = −
ℏ2
2𝑚∗
∇3𝐷
2 + 𝑉(𝑟, 𝑧)        (4-6) 
The third term in Eqn. (4-2) quantifies non-dispersive LO phonons of In0.45Ga0.55As, because it 
makes up 85% of the NR. A canonical unitary transformation can be applied to eliminate the linear 
coupling terms. The transformed Hamiltonian is 𝐻𝐼
′ = 𝑒𝑆𝐻𝐼𝑒
−𝑆, where 𝑆 =  −𝑔(∑ 𝑎𝑖
†𝑎𝑖(𝑏
† +𝑖
𝑏)). Thus 
𝐻𝐼
′ = ∑ 𝑎𝑖
†𝑎𝑖𝑖 (𝜀𝑖 − 𝜆
2/ℏ𝜔𝐿𝑂) + (−∑ 𝑡𝑖𝑗𝑎𝑖
†𝑎𝑗𝑒
−2𝑔(𝑏†−𝑏)
𝑖𝑗 ) + (−∑ 𝑡𝑗𝑖𝑎𝑗
†𝑎𝑖𝑒
−2𝑔(𝑏†−𝑏)
𝑖𝑗 ) +
  ℏ𝜔𝐿𝑂𝑏
†𝑏 + (2𝜆2/ℏ𝜔𝐿𝑂)             (4-7) 
In equation 4-7 the first term shows the renormalization of the QDs eigenstates as a result of the 
strong ELOPI. The eigenstates of the transformed Hamiltonian HI
’ are in the tensor product form 
and are denoted by |𝑖, 𝑁, 𝑛⟩ where i, N, and n represent the state of the electron, the number of LO 
phonons, and the number of photons, respectively. The hopping of the electron, coupled to the LO 
phonons, among the QDs is described rigorously in Chapter 3. 
For the scheme presented here, initially there should not be any electrons in the CB. The 
electron density is given by; 
 
              𝑛 = ∫ 𝐷(𝐸)𝑓𝐹𝐷
∞
𝐸𝐶
(𝐸)𝑑𝐸        (4-8)
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The considered NR has a large length-to-width ratio, so D(E) is estimated by the density of 
states of a 1D NR [124]. The doping (both type and concentration) along with the temperature are 
part of the Fermi–Dirac function fFD(E). We compute that there are virtually no electrons in the 
whole configuration. The mechanism of the triggering of the SES and the emission of a single 
electron are accurately described by HI
’. In addition, Hc describes the coupling between the zero-
region (quasi-continuum) and QDs # 1 and # 5. The coupling to the zero-region is described by 
Fermi’ s golden rule, 
      𝑊𝑖→𝑗 =
2𝜋
ℏ
∫ 𝑑𝐸𝑖|⟨𝑗|𝐻𝐶|𝑖⟩|
2𝐷(𝐸𝑖)𝑓
𝐹𝐷(𝐸𝑖) × (1 − 𝑓
𝐹𝐷(𝐸𝑖))𝛿(𝐸𝑗 − 𝐸𝑖)
∞
𝐸𝐶
      
(4-9) 
where i corresponds to the zero-region state, while j denotes the states of either QD # 1 or # 5. The 
coupling terms in Eqn. (4-4), Vn and Vp, are much smaller than t12 and t45. This demonstrates that 
we have a weak coupling between both QDs # 1 and # 5 and the leads. Therefore, a standard 
formalism suitable for the description of such a system is the generalized master equation in the 
Born and Markov approximation [85, 125] given by; 
   𝜕𝑡𝜌𝑚,𝑛 =
𝑖
ℏ
[𝜌, 𝐻𝐼
′]𝑚,𝑛 +
𝑖
ℏ
[𝜌, 𝐻𝐽𝐶𝑀]𝑚,𝑛 + 𝛿𝑚,𝑛 ∑ 𝜌𝑛𝑊𝑚,𝑙𝑙≠𝑚 −
𝛾𝑚,𝑛𝜌𝑚,𝑛 + 𝛼(𝑐𝜌𝑐
† −
1
2
𝑐†𝑐𝜌 −
1
2
𝜌𝑐†𝑐)          (4-10) 
 
where the total decoherence, including the dephasing time T2 due to electron–phonon (both 
acoustic and optical, and both elastic and inelastic) interaction and the rates Wm,l of transition 
between the leads and the outer QDs, is quantified through 𝛾𝑚,𝑛 =
1
2
∑ (𝑊𝑙,𝑛 + 𝑊𝑙,𝑚) +
1
𝑇2
𝑙 , α is the 
photon’s decay rate out of the cavity. 
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4.3. Electron trapping mechanism 
The emission of a single photon requires the presence of a single electron–hole pair in a QD 
for sufficient time until recombination takes place and the photon is emitted. A heavy hole is 
located in the central QD as result of the δ p-doping. An electron is trapped in the central quantum 
dot by means of decoherence and interference. Since the photon cannot be emitted unless there is 
an electron in the central quantum dot, decoherence plays a crucial role in the emission of the 
photon. Once the electron is injected into the NR, it travels in both directions, since there is no 
electric field to force the electron to favor either arm. While the electron propagates through both 
arms simultaneously, the electron tunnels to the heterostructure region through both sides. The 
tunneling rates in the two arms are not equal, as elaborated below. Once the electron tunnels in the 
heterostructure region through both sides, the electron keeps hopping from QD # 1 to QD # 5 
through the intermediate QDs. The hopping rates are carefully designed. The hopping rate between 
QD # 2 and QD # 3 is relatively low compared to the hopping rate between QD # 2 and QD # 4. 
In addition, the hopping rate between QD # 3 and QD # 4 is lower than the hopping rate between 
QD # 2 and QD # 4. As the electron revolves in the NR, the amplitude of the electron’s 
wavefunction gradually builds up in QD # 3. However, this steady accumulation cannot be 
maintained in QD # 3 as a result of the hermiticity of the Hamiltonian. The electron’s wavefunction 
goes outside the heterostructure region to the rest of the NR. It is worth to mention that even at 
room temperature, the decoherence does not prevent the electron from tunneling for the second 
time. As the electron tunnels to the hetreostructure region for the second time from both sides, it 
interferes with the built-up amplitude in QD # 3. This interference contributes to the significant 
increase in the electron’s density matrix element in QD # 3. Nevertheless, this increase would not 
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last in the quantum dot unless decoherence is active. Without the decoherence, the accumulated 
wavefunction hops outside QD # 3. Decoherence inhibits the accumulated electron amplitude to 
get out of QD # 3. 
The role of decoherence in the trapping of the electron is demonstrated by comparing the 
electron’s trapping probability in the central QD in the cases when there is decoherence, as shown 
in Fig. 3-5, and when there is no decoherence, as shown in Fig. 3-4. Thus, in the absence of the 
decoherence, there is no significant trapping of the electron. On the contrary, the electron’s 
probability is distributed mostly among QDs 1– 3. As shown in Fig. 3-5, the electron’s trapping is 
significantly enhanced in the presence of decoherence. The role of the decoherence can be clearly 
shown by comparing the photon emission’ s probability in Fig. 4-1 and Fig. 4-2. When 
decoherence is absent, the photon emission probability is almost 35%. In contrast, when 
decoherence in present, the probability for the photon to be emitted is 100%. Consequently, if there 
is no significant electron trapping probability, the probability for emission of the photon is low. 
As a consequence of the hermiticity of the Hamiltonian, the trace of the density matrix is equal to 
one at all times in the numerical computations using Eqn. 4-10. In Fig. 4-1, at t = 0, SES = 1, 
indicating the absence of any electron in the configuration. Moreover, if decoherence is zero, 27% 
is the probability for an electron to get trapped in the central QD as shown in Fig. 3-4. In contrast, 
if decoherence is considered, the electron’ s trapping probability increases to 70%– 58% depending 
on the temperature (100– 300 K) [124]. 
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Figure 4-1: The electron’s time-dependent probability distribution among the five quantum dots 
and the photon’s emission probability at room temperature. The emitted photon shows the 
probability of a single photon after leaving the cavity. 
 
Although decoherence is necessary to trap the electron, it is essential to have interference inside 
the nanostructure. The successful trapping is achieved by means of a delicate balance between 
decoherence and interference. Several aspects lead to this counter-intuitive result. The first aspect 
is the electron pocket, which is substantial for the electron to get accumulated in the central QD 
via interference. The second aspect is the fast electron transition from both the zero-region to QD 
# 1 and from QD # 5 to the zero-region. These fast transitions are realized through two factors: the 
n-doping of the zero-region and QD # 5 and the density of states of the NR. The third aspect is that 
the central QD’s eigenenergy is the second lowest among all QDs but QD # 5. The energy 
difference between the central QD’s eigenenergy and the neighboring QDs’ eigen energies is 
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almost 65 meV. Thus, the trapped electron is required to absorb two LO phonons in addition to 
LA phonon to be able to escape. In order for the trapped electron to escape to QD # 5 ground state, 
an energy difference of 86 meV needs to be overcome by means of the emission of at least 2 LO 
phonons in addition to LA phonons. Even with a strong ELOPI, these processes take more than 1 
ns [91]. The dynamics of the electron’s trapping is discussed extensively in Chapter 3. 
 
 
Figure 4-2: The electron’s time-dependent probability distribution among the five quantum dots 
and the photon’s emission probability at room temperature. The emitted photon shows the 
probability of a single photon after leaving the cavity. 
4.4. Single photon emission 
Figures 4-3 to 4-5 dictate the photon emission probability after being leaked from the cavity. 
A strong QD-photon coupling (Rabi regime) is achieved when the coupling strength  is faster 
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than any involved dissipation. In this work, the dissipation lies in the dephasing rate 1/T2 and the 
photon decay rate of the cavity α. On the other hand, the weak coupling (Purcell regime) is defined 
when  << 1/T2  and α . Experimentally, for strong coupling   0.08 meV [126, 127]. No matter 
the value of α, the dephasing rate 1/T2 , even at 100 K (1/2 ps), is faster than . Thus, the single 
photon emission takes place in the Purcell regime. 
 
 
Figure 4-3: Train of electrons resulting in a train of single photon emissions. After every single 
electron injection, a single photon is emitted. The emitted photon shows the probability of a single 
photon after leaving the cavity. 
Decoherence plays an essential part in the single photon emission. Without decoherence, the 
probability for the studied configuration to emit a single photon resulting from the injection of the 
single electron is less than 35%, as shown in Fig. 4-1. In other words, 35% is the probability for a 
single photon to leave the cavity in the zero-decoherence case. However, once decoherence is 
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taken into account, the photon emission probability resulting from the injection of the single 
electron is almost 100% as shown in Fig. 4-2. The photon emission reaches 100% because 
decoherence enhances the electron trapping in the central QD. In addition, the cavity enhances the 
electron– hole recombination rate since this recombination takes place in the Purcell regime as 
explained above in the beginning of this section. Compared with Fig. 4-1, the cavity effect is still 
effective, nevertheless, decoherence is absent. Consequently, the electron trapping probability is 
not as high as in the decoherence case, thus a single photon leaked from the cavity will not have 
more than 35% probability.  
 
 
Figure 4-4: The electron’s time-dependent probability distribution among the five quantum dots 
at T = 300 K with zero−region = 1 as initial condition. The emitted photon shows the probability of 
a single photon after leaving the cavity. 
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Experimentally, it is challenging to inject just a single electron using the SES. That is why both 
Fig. 4-1 and Fig. 4-2 are shown to highlight the role of decoherence in enhancing the photon 
emission probability from less than 35% to almost 100% at room temperature. The attached SES 
triggers many electrons (one electron per time interval) over a period of time. As shown in Fig. 4-
3, an electron is triggered from the SES every 3 ns and this is obvious from the SES density matrix 
graph. The injected electron gets trapped by means of decoherence and the interference due to the 
electron pocket. The recombination is enhanced because of the cavity; hence a single photon is 
emitted. One requirement is that the QD-photon coupling rate  has to be larger than the SES 
triggering rate so that there is only a single electron in the NR. Behavior of a single electron over 
the five QDs is shown in Fig 4-4. 
In case of the existence of two electrons at the same time in the NR, the considered Hamiltonian 
will not reflect accurately the physical dynamics of the electrons due to the absence of the Coulomb 
interaction in the Hamiltonian. In addition, the effect of electron-electron interaction on the 
trapping mechanism by decoherence and electron pocket is beyond the scope of this work. 
4.5. Quantum signature of Single Photon Source 
SPSs can be characterized by the second-order correlation function g(2)() [128]. In order to 
have a SPS, g(2)( = 0)  must be much smaller than 1 or equal to zero, which corresponds to sub-
Poissonian statistics or antibunching. In order to derive g(2), we start from the second-order 
correlation function for the electric field, which is formally defined as [129]; 
 
    𝑔(2)(𝜏) =
〈𝐸−(𝐫𝑡)𝐸−(𝐫𝑡+𝜏)𝐸+(𝐫𝑡+𝜏)𝐸−(𝐫𝑡)〉
〈𝐸−(𝐫𝑡+𝜏)𝐸+(𝐫𝑡+𝜏)〉〈𝐸−(𝐫𝑡)𝐸+(𝐫𝑡)〉
     (4-11) 
  
83 
where τ is the delay time. 
 
 
Figure 4-5: Second-order correlation function for the emitted photon from the central QD. g(2)( 
= 0)  0 at room temperature, which indicates strong antibunching. 
The electric field can be written in terms of the photon operators c and c† as follows; 
    𝐸+(𝐫𝑡) = 𝑖 ∑
(ℏ𝑤𝐤)
2𝑉𝜖0
2
𝜖𝐤𝑐𝐤(𝑡)exp (𝑖𝐤. 𝐫)𝐤      (4-12) 
and E− is the Hermitian conjugate of E+. Based on the source field relationship, the photon 
operators can be expressed in terms of the transition operators π and π†. Thus the electric field can 
be written as; 
         𝐸+(𝐫𝑡) = −
𝑒𝜖0
2𝐷12
4𝜋𝜖0𝑣2|𝐫−𝐑|
𝜋(𝑡 −
|𝐫−𝐑|
𝑣
)                   
(4-13) 
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where v is the speed of light and D12 is the electric-dipole matrix element. Consequently, the 
second-order correlation function in equation (4-11) can be cast in terms of transition operators as; 
 
       𝑔(2)(𝜏) =
〈𝜋+(𝑡)𝜋+(𝑡+𝜏)𝜋(𝑡+𝜏)𝜋(𝑡)〉
〈𝜋+(𝑡+𝜏)𝜋(𝑡+𝜏)〉〈𝜋+(𝑡)𝜋(𝑡)〉
              (4-14) 
 
The expectation value is, 
         〈𝜋+(𝑡)𝜋(𝑡)〉 =  𝜌33(𝑡)     (4-15) 
 
where 𝜌33 is the density matrix of QD # 3. According to the quantum regression theorem [125], 
the second-order correlation function is 
     𝑔(2)(𝜏) = 1 − 𝑒𝑥𝑝(−(Γ + 𝑅)𝜏)    (4-16) 
 
where  is the electron–hole recombination rate and R is the effective filling rate for QD # 3, taking 
into account the SES triggering rate, the injection rate, and the trapping rate. As shown in Fig. 4-
5, at  = 0, the second-order correlation function is equal to zero, indicating a strong antibunching 
behavior. This means that the probability of emitting two photons simultaneously is almost zero. 
The second-order autocorrelation function 𝐶3,3
2 (𝜏) is calculated by integrating ?̃?2(𝑡, 𝜏), i.e. 
      𝐶3,3
2 = lim
𝑇→∞
∫ ?̃?
2
(𝑡, 𝜏)𝑑𝑡
∞
0
      (4-17) 
Where, 
    ?̃?2(𝑡, 𝜏) = 〈𝜋+(𝑡)𝜋+(𝑡 + 𝜏)𝜋(𝑡 + 𝜏)𝜋(𝑡)〉   (4-18) 
 
The second-order autocorrelation function is plotted in Fig. 4-6. The temporal separation between 
the emission of two successive photons indicates the strong antibunching behavior, with 
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exceptionally low probability of emitting two photons, of the proposed single photon source. 
 
 
Figure 4-6: Second-order autocorrelation function for the emitted photon from the central QD. 
This also shows that our proposed SPS has a strong antibunching behavior and extremely low 
probability of producing two photons per single electron injection at room temperature. 
4.6. Summary 
In this chapter, I discussed a realistic configuration for an efficient and reliable electrically 
driven single photon source operating at high temperatures (100 – 300 K). The advantage of this 
configuration is that it benefits from decoherence to realize a ESPS at high temperature up to 300 
K, where current ESPSs fail. While in the case of zero-decoherence the photon emission 
probability is less than 35%, in the case of decoherence the photon emission probability is almost 
100% at high temperature. This result is possible due to our proposed novel physical mechanism 
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which takes advantage of the combined effect of decoherence and the interference provided by the 
electron pocket. A single photon in the telecommunication range is emitted every 3 ns, which 
means that our proposed ESPS can operate at GHz frequencies at high temperatures. We show that 
a single photon is emitted as long as there is decoherence and the electronic injection rate is slower 
than the quantum dot-photon coupling, no matter whether the ESPS is in the strong-coupling 
(Rabi) or the weak-coupling (Purcell) regime. In addition, the time scale here is in the picosecond 
regime, while the timescale for the previous results is in the nanosecond regime.  
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CHAPTER 5: CONCLUSIONS 
In this chapter, comprehensive summary of the projects discussed above is presented. The 
thesis is comprised of two parts; First part is a theoretical realization of trapping of an electron 
using decoherence, followed by a realization of an electrically driven Single Photon source. The 
second part is a theoretical understanding of directionality of Field scattering in case of 
passive/hermitian Parity Time metasurfaces and the subsection leads to an experimental realization 
of such surface characteristics with the discussion focused on the first ever flexible broadband PT 
symmetric metasurface. 
In the first chapter, an insight into the highly directional scattering characteristics of a one and 
two-dimensional passive Parity Time symmetry metasurface is discussed. The designs are 
discussed for both the visible (532 nm) and NIR (1550 nm) bands. The focus on PT-symmetric 
metasurfaces is because they are potential candidates for a distinctive avenue to explore diffraction 
orders through surface-confined passive nano-features. It is shown that when imposed on an 
optical metasurface surface, PT-symmetry is activated in these systems via amplitude and phase 
modulation, resulting in controlled diffraction orders as function of specific directions. The applied 
variations were found to maintain, enhance and suppress the orders. 
The proposed structure is than modified to accommodate the need to observe directive 
scattering in air; thus the unit cell dimensions were increased so that diffraction orders can be 
supported in air. Then we optimized the structure dimensions to obtain the maximum imbalance 
in the efficiency of the corresponding diffraction orders in air. Moreover, this work was extended 
to be studies on two different substrates as shown in Chapter 2. In this chapter, it is experimentally 
and numerically established that the PT symmetry can be established through the diatomic Bravais 
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Lattices. Such lattices are not only suitable for single wavelength i.e. 532 nm, but it is extended 
over a broadband (400 – 600 nm) of wavelengths. The first ever example of a flexible PT 
meatsurface is presented and the transmission efficiency of the six observed diffraction orders is 
observed. The experimental results have an excellent agreement with numerical simulations.  In 
addition, we have shown that different substrates, with few modifications to the structural 
dimensions, can still lead to the same results. Both substrates (sapphire and polyimide) are not 
lossy for the visible band.  
In Chapter 3, we discuss quantum interference and decoherence phenomenon and more 
specifically utilizing decoherence to trap electron. A novel physical mechanism of electron-pocket 
scheme is employed, ensuring trapping of electron at high temperature range (100 to 300 K), with 
the trapping probability is discussed as a function of temperature (70 to 58 %). The decoherence-
assisted trapping happens on a time scale of sub-picoseconds and does not require the switching 
of any external voltage. The internal dynamics inside the 5 QDs is on the sub-picosecond time 
scale, the electron is trapped as the decoherence isolates the electron in QD # 3 strongly from the 
leads due to the presence of the surrounding QDs # 1, 2, 4, and 5. A detailed set of calculation 
reveal the authenticity of results from the presented setup within ± 1 nm variations in sizes of the 
quantum dots and barriers. Furthermore, this model could be used to implement an efficient 
electrically driven single photon source operating at wavelengths 𝜆 = 1.3 − 1.5 μm and between 
100 and 300 K as shown in Chapter 4.  
Finally, as opposed to optically driven single photon source a room temperature model of an 
elusive electrically driven single photon source is presented. In contrast to work presented in 
Chapter 3, the proposed scheme is tinkered to work in the picosecond regime. The idea is based 
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on the fact that the numerical analysis reveal, a zero-decoherence scenario with a photon emission 
probability of less than 35%, whereas a 100 % photon emission is expected in the presence of 
decoherence at high temperature. The emitted photon is in the telecommunication range and 
emission times allow a ESPS operable at GHz frequencies and high temperatures. The ESPS is 
designed to work under strong-coupling (Rabi) or the weak-coupling (Purcell) regime, as long as 
the following criteria is met; (i) presence of decoherence, (ii) electronic injection rate is slower 
than the quantum dot-photon coupling.  
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APPENDIX A: ENERGY LEVELS AND WAVEFUNCTIONS OF 
CYLINDRICAL QUANTUM DOTS  
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As shown in Fig. 3-1, the ‘intrinsic-region’ constitutes 15% of the NR. In addition, the 
‘intrinsic-region’ is along the z-axis. In this work, we consider the ‘intrinsic-region’ will be treated 
without curvature. We start with the Schrödinger’s equation in cylindrical coordinates 
𝐸Ψ(𝜌, 𝜙, 𝑧) = −
ℏ2
2𝑚∗
[
1
𝜌
𝜕𝜌 (𝜌𝜕𝜌Ψ(𝜌, 𝜙, 𝑧)) +
1
𝜌2
𝜕𝜙𝜙Ψ(𝜌, 𝜙, 𝑧) + 𝜕𝑧𝑧Ψ(𝜌, 𝜙, 𝑧)]  
              +𝑉(𝜌, 𝜙, 𝑧)Ψ(𝜌, 𝜙, 𝑧)                   (A.1) 
where 𝐸 =  𝐸𝜌 + 𝐸𝑧 is the total eigenenergy of the electron. Applying separation of variables, the 
azimuthal differential equation and its normalized solution will be  
 𝜕𝜙𝜙Φ(𝜙) + 𝑚
2Φ(𝜙) = 0       (A.2) 
and  
           Φ(𝜙) =
1
√2𝜋
𝑒 +𝑖𝑚𝜙                   (A.3) 
where m is the azimuthal quantum number. As for the axial differential equation, it is as follows: 
 
−ℏ2
2𝑚∗
Z(𝑧) +  𝑉(𝑧)Z(𝑧) = 𝐸𝑧𝑍(𝑧)       (A.4) 
The solution for the axial equation is shown later in Appendix C. As for the radial differential 
equation, it is as follows: 
         𝜕𝜌𝜌R(𝜌) + 
1
𝜌
𝜕𝜌𝑅(𝜌) + (𝑘𝜌
2 −
𝑚2
𝜌2
) 𝑅(𝜌) = 0          (A.5) 
The general solution for the radial differential equation is  
                R(𝜌) = 𝐶1𝐽𝑚(𝑘𝜌𝜌) + 𝐶2𝑁𝑚(𝑘𝜌𝜌)                 (A.6) 
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where 𝐽𝑚 is the Bessel function first kind and 𝑁𝑚 is the Bessel function second kind. In this work, 
not all QDs share the same boundary conditions, i.e. electron pocket. Both QD # 1 and # 5 do not 
share an interface with the electron pocket, thus at 𝜌 = 0, 𝑅(𝜌) is finite, i.e. 𝐶2 = 0. For both QD 
# 1 and # 5, at 𝜌 = 𝑟, 𝑅(𝜌) is equal to zero. In order to satisfy this boundary condition,  𝑘𝜌 =
𝛼𝑚𝑛/𝑟. The radial wavefunction for both QD # 1 and # 5, is  
 R(𝜌) = 𝐶1𝐽𝑚 (
𝛼𝑚𝑛𝜌
𝑟
)                         (A.7) 
The energy of the electron inside either QD # 1 or QD # 5 is the sum of the radial energy and the 
axial energy: 
  𝐸 =  𝐸𝜌 + 𝐸𝑧                                  (A.8) 
The axial energy will be explored in details in Appendix C. As for the radial energy, it is as follows: 
  E𝜌 =
ℏ2𝛼𝑚𝑛
2
2𝑚∗𝑟2
                                (A.9) 
𝐶1 is determined from the normalization condition as follows 
 |𝐶1|
2 ∫ 𝜌 |𝐽𝑚 (
𝛼𝑚𝑛𝜌
𝑟
)|
2
𝑑𝜌
𝜌=𝑟
0
= 1               (A.10) 
As for QD # 2 and # 4, both are identical. 
For 𝜌 < 𝛾𝑟, the electron’s energy is denoted by 𝐸𝑖𝑛, where 𝐸𝑖𝑛 = 𝐸𝜌𝑖𝑛 + 𝐸𝑧𝑖𝑛, while for 𝜌 >
𝛾𝑟, the electron’s energy is denoted by 𝐸𝑜𝑢𝑡, where 𝐸𝑜𝑢𝑡 = 𝐸𝜌𝑜𝑢𝑡 + 𝐸𝑧𝑜𝑢𝑡. Based on Fig. A-1, the 
boundary conditions are as follows: 
1. At 𝜌 = 0, 𝑅(𝜌) is finite. 
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2. At 𝜌 = 𝛾𝑟, 𝑅𝑖𝑛(𝜌) = 𝑅𝑜𝑢𝑡(𝜌). 
3. At 𝜌 = 𝛾𝑟, 
𝑑𝑅𝑖𝑛(𝜌)
𝑑𝜌
=
𝑑𝑅𝑜𝑢𝑡(𝜌)
𝑑𝜌
. 
4. At 𝜌 = 𝑟, 𝑅𝑜𝑢𝑡(𝜌) = 0. 
5. Normalization condition: |⟨𝑅|𝑅⟩|2 = 1. 
6. 𝐸𝑖𝑛 = 𝐸𝑜𝑢𝑡. 
Here 𝛾 is a constant factor that varies between 0 and 1. We set 𝛾 to be 0.533. The value of 𝛾 is 
chosen based on two factors. First, it is chosen to increase the efficiency of trapping through 
making 𝑡42 larger than 𝑡32 + 𝑡43. Second, the value of 𝛾 makes the energy separation between the 
ground state’s energy of QD # 2 or # 4 is almost 70 meV higher than the ground state’s energy of 
QD # 3, hence the trapped electron will almost 1 ns to escape. For 𝜌 < 𝛾𝑟, the radial differential 
equation is; 
   𝜕𝜌𝜌R(𝜌) + 
1
𝜌
𝜕𝜌𝑅(𝜌) + (𝑘𝜌𝑖𝑛
2 −
𝑚2
𝜌2
)𝑅(𝜌) = 0      (A.11) 
where 𝐸𝜌𝑖𝑛 = ℏ
2𝑘𝜌𝑖𝑛
2 /(2𝑚∗). The general solution for Eq. (A.11) is, 
   R𝑖𝑛(𝜌) = 𝐶3𝐽𝑚(𝑘𝜌𝑖𝑛𝜌) + 𝐶4𝑁𝑚(𝑘𝜌𝑖𝑛𝜌)     (A.12) 
From boundary condition 1, 𝐶4 is zero. For 𝜌 > 𝛾𝑟, the radial differential equation is,  
   𝜕𝜌𝜌R(𝜌) + 
1
𝜌
𝜕𝜌𝑅(𝜌) + (𝑘𝜌𝑜𝑢𝑡
2 −
𝑚2
𝜌2
) 𝑅(𝜌) = 0    (A.13) 
where 𝐸𝜌𝑜𝑢𝑡 = ℏ
2𝑘𝜌𝑜𝑢𝑡
2 /(2𝑚∗). The general solution for Eq. (A.13) is  
R𝑜𝑢𝑡(𝜌) = 𝐶5𝐽𝑚(𝑘𝜌𝑜𝑢𝑡𝜌) + 𝐶6𝑁𝑚(𝑘𝜌𝑜𝑢𝑡𝜌)         (A.14) 
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Both 𝑅𝑖𝑛 and 𝑅𝑜𝑢𝑡 share the same ‘m’. From the boundary condition 4, 
 C6 = −C5
𝐽𝑚(𝑘𝜌𝑜𝑢𝑡𝑟)
𝑁𝑚(𝑘𝜌𝑜𝑢𝑡𝑟)
                             (A.15) 
From both boundary conditions 2 and 3, and simple algebraic manipulation, the transcendental 
equation reads 
𝑘𝜌𝑜𝑢𝑡𝐽𝑚(𝑘𝜌𝑖𝑛𝛾𝑟)[𝐽𝑚
′ (𝑘𝜌𝑜𝑢𝑡𝛾𝑟)𝑁𝑚(𝑘𝜌𝑜𝑢𝑡𝛾𝑟) − 𝐽𝑚(𝑘𝜌𝑜𝑢𝑡𝛾𝑟)𝑁𝑚
′ (𝑘𝜌𝑜𝑢𝑡𝛾𝑟)] 
= 
             𝑘𝜌𝑖𝑛𝐽𝑚
′ (𝑘𝜌𝑖𝑛𝛾𝑟)[𝐽𝑚(𝑘𝜌𝑜𝑢𝑡𝛾𝑟)𝑁𝑚(𝑘𝜌𝑜𝑢𝑡𝛾𝑟) − 𝐽𝑚(𝑘𝜌𝑜𝑢𝑡𝛾𝑟)𝑁𝑚(𝑘𝜌𝑜𝑢𝑡𝛾𝑟)]             (A.16) 
As shown in the above figure, the solution for this transcendental equation, with 𝛾 = 0.533, is 𝐸 =
0.348 eV. QD # 3 is treated the same as both QD # 1 and # 5, but with different radius. 
 
Figure A-1: Schematic for the QD # 2 or # 4 interface with the electron pocket.  
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APPENDIX B: ELECTRON-PHONON INTERACTION IN QUANTUM 
DOTS   
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The Frӧhlich Hamiltonian describes the electron-LO phonon interaction (ELOPI). For 
quantum dots (QDs), it is as follows: 
      𝐻𝑒−𝑝ℎ =
1
√𝑉
 ∑ 𝑀𝑞,𝑖,𝑗𝑞,𝑖,𝑗 𝑎𝑖
†𝑎𝑗(𝑏𝑞
† + 𝑏−𝑞)                             (B.1) 
     𝑀𝑞,𝑖,𝑗 = 𝑖√4𝛼
ℏ𝜔𝑞
𝑞
(
ℏ
2𝑚∗𝜔𝑞
)
1/4
⟨𝑖|𝑒𝑖𝑞.𝑟|𝑗⟩                  (B.2) 
Where  is the Frӧhlich coupling constant. In bulk InAs,  is 0.052, however, in InAs QDs it 
should be 0.15 [96, 97]. |𝑖⟩ is the wavefunction for the electron level i in the QD. V is the volume 
of the NR. The phonons are assumed to be the same as those in the bulk In0.45Ga0.55As, since 85% 
of the NR is made of In0.45Ga0.55As. In this work, the LO phonons are regarded as dispersionless; 
ℏ𝜔𝑞 = ℏ𝜔𝐿𝑂 = 32 meV. We calculate the strength of couplings, in each QD, for the following 
cases: |𝑖⟩ =  |𝑗⟩ =  |𝑔⟩, |𝑖⟩ =  |𝑗⟩ =  |𝑒⟩ and (|𝑖⟩ =  |𝑔⟩ and |𝑗⟩ =  |𝑒⟩), where |𝑔⟩ (|𝑒⟩) is the 
ground (excited) state. The coupling strength in Eqn. (2) is calculated as follows; 
         𝜆2 = ∑ |𝜆𝒒|
2
|𝒒|≤2𝜋\𝐿                                (B.3)       
= 
1
𝑉
∑ |𝑀𝑞,𝑖,𝑗|
2
|𝑞|≤2𝜋\𝐿                 (B.4) 
                   = 
4𝛼𝑉
(2𝜋)3
(ℏ𝜔𝐿𝑂)
2√
ℏ
2𝑚∗𝜔𝐿𝑂
|⟨𝑖|
2𝜋
𝑟2
|𝑗⟩|
2
           (B.5) 
where 𝑟 =  √𝜌2 + 𝑧2. For both 𝑀𝑞,𝑔,𝑔 and 𝑀𝑞,𝑒,𝑒, an all five QDs, 𝑔 = 𝜆/(ℏ𝜔𝐿𝑂) = 0.066. 
Consequently, 𝑒−2𝑔
2
 will be almost 1. As for 𝑀𝑞,𝑔,𝑒 or 𝑀𝑞,𝑒,𝑔, in all five QDS, they are almost 
0.0066. 
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  Writing down the solution for Schrödinger’s non-relativistic independent equation for the 
QD’s different regions along the z-axis, for −∞ < 𝑧 < 𝑎 (see Fig. C-1), 
           𝑍1(𝑧) = 𝐴𝑒
𝑘𝑛−1(𝑧−𝑎)                                      (C.1) 
For 𝑎 < 𝑧 < 𝑎 + 𝑧1, 
   𝑍2(𝑧) = 𝐵𝑐𝑜𝑠(𝑘𝑛(𝑧 − 𝑎)) + 𝐶𝑠𝑖𝑛(𝑘𝑛(𝑧 − 𝑎))                                      (C.2) 
where 𝑧1 is the height of the QD. For 𝑎 + 𝑧1 < 𝑧 < ∞, 
 𝑍3(𝑧) = 𝐷𝑒
−𝑘𝑛+1(𝑧−𝑎)        (C.3) 
From the boundary conditions at 𝑧 = 𝑎, 
       𝐵 = 𝐴                                                    (C.4) 
        𝐶 =  𝜎1𝐴                  (C.5) 
where 𝜎1 =
𝑚𝑛𝑘𝑛−1
𝑚𝑛−1𝑘𝑛
. From the boundary conditions at 𝑧 = 𝑎 + 𝑧1, 
   𝐵𝑐𝑜𝑠(𝑘𝑛𝑧1) + 𝐶𝑠𝑖𝑛(𝑘𝑛𝑧1) = 𝐷𝑒
−𝑘𝑛+1𝑧1                                        (C.6) 
and  
−
𝑘𝑛
𝑚𝑛
𝐵𝑠𝑖𝑛(𝑘𝑛𝑧1) +
𝑘𝑛
𝑚𝑛
𝐶𝑠𝑖𝑛(𝑘𝑛𝑧1) = −
𝑘𝑛+1
𝑚𝑛+1
𝐷𝑒−𝑘𝑛+1𝑧1                      (C.7) 
From Eqns. (C.1) to (C.4), respectively, will be  
𝐴𝑐𝑜𝑠(𝑘𝑛𝑧1) + 𝜎1𝐴𝑠𝑖𝑛(𝑘𝑛𝑧1) = 𝐷𝑒
−𝑘𝑛+1𝑧1                      (C.8) 
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and  
   −𝐴𝑠𝑖𝑛(𝑘𝑛𝑧1) + 𝜎1𝐴𝑐𝑜𝑠(𝑘𝑛𝑧1) = −𝜎2𝐷𝑒
−𝑘𝑛+1𝑧1        (C.9) 
where 𝜎2 =
𝑚𝑛𝑘𝑛+1
𝑚𝑛+1𝑘𝑛
. Getting rid of A by dividing Eqn. (C.8) by Eqn. (C.9) and after few 
straightforward algebraic steps, the transcendental equation, for the QD eigen energies, is as 
follows: 
    𝑡𝑎𝑛(𝑘𝑛𝑧1) =  
𝜎2+𝜎1
1−𝜎1𝜎2
              (C.10) 
 
Figure C-1: Schematic for the QD’s height. 
A graphical solution has provided the eigen energies for each QD (see Fig. C-2). Back to Eqns. 
(C.8) and (C.9), D in terms of A is as follows: 
    𝐷 =
𝜎1
2+1
𝜎1+𝜎2
𝑠𝑖𝑛(𝑘𝑛𝑧1)𝑒
𝑘𝑛+1𝑧1𝐴        (C.11) 
After normalization, we obtain 𝐴 =  1/√𝑁, where 
  
100 
𝑁 =
1
2𝑘𝑛−1
+ (
𝜎1
2 + 1
𝜎1 + 𝜎2
)
2
𝑠𝑖𝑛2(𝑘𝑛𝑧1)
1
2𝑘𝑛+1
+
1
4𝑘𝑛
(2𝑘𝑛𝑧1 + 𝑠𝑖𝑛(2𝑘𝑛𝑧1)) 
+𝜎1
2 (
𝑧1
2
−
𝑠𝑖𝑛(2𝑘𝑛𝑧1)
4𝑘𝑛
) − 
𝜎1
2𝑘𝑛
(𝑐𝑜𝑠(2𝑘𝑛𝑧1) − 1)              (C.12) 
 
Figure C-2: The solution for the transcendental equation.  
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As an illustration, in this appendix we are going to generalize the 1D calculation of the hopping 
matrix elements for a symmetric double-well potential presented in Ref. [98] to the case of an 
asymmetric double-well potential. We emphasize that we do not use this approximation in the 
calculations. This appendix is provided for educational purpose only. The effective Hamiltonian 
for a coupled two-level system is, 
     𝐻 = (
𝜖 𝑡
𝑡 −𝜖
)              (D.1) 
where 2𝜖 is the bias between the right and left well, and t is the hopping matrix element. The 
eigenenergies are 𝐸± = √𝜖2 + 𝑡2. The corresponding eigenstates are 
    |𝜓+⟩ =  𝑐𝑜𝑠
𝜃
2
|𝜓𝑅⟩ +  𝑠𝑖𝑛
𝜃
2
|𝜓𝐿⟩           (D.2) 
|𝜓−⟩ =  −𝑠𝑖𝑛
𝜃
2
|𝜓𝑅⟩ +  𝑐𝑜𝑠
𝜃
2
|𝜓𝐿⟩           (D.3) 
where 𝑡𝑎𝑛𝜃 = 𝑡/𝜖 with 0 ≤ 𝜃 < 𝜋. For determining 𝐸+ we use the following two Schrödinger 
equations: 
 𝜓𝑅
′′ + 
2𝑚
ℏ2
(𝐸𝑅 − 𝑉)𝜓𝑅 = 0            (D.4) 
𝜓+
′′ + 
2𝑚
ℏ2
(𝐸+ − 𝑉)𝜓+ = 0            (E.5) 
where V is the 1D potential shown in Fig. D-1. Multiplying 𝜓+ and 𝜓𝑅 to Eqns. (D.4) and (D.5) 
respectively, and taking the difference results in we get, 
    𝜓+𝜓𝑅
′′ − 𝜓𝑅𝜓+
′′ + 
2𝑚
ℏ2
(𝐸𝑅 − 𝐸+)𝜓𝑅𝜓+ = 0        (D.6) 
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After integration from 0 to infinity and integrating by parts, we obtain 
𝐸+ − 𝐸𝑅 = 
ℏ2
2𝑚𝛿𝑅,+
+ [−𝜓+(0)𝜓𝑅
′ (0) + 𝜓𝑅(0)𝜓+
′ (0)]            (D.7) 
where 𝛿𝑅,+
+ = ∫ 𝜓𝑅𝜓+𝑑𝑥
∞
0
. 
A similar calculation can be done for determining 𝐸− − 𝐸𝑅. Evaluating the difference, we obtain 
𝐸− − 𝐸+ = 
ℏ2
2𝑚𝛿𝑅,+
+ [−𝜓+(0)𝜓𝐿
′ (0) + 𝜓𝐿(0)𝜓+
′ (0)] 
                                           − 
ℏ2
2𝑚𝛿𝑅,+
+ [−𝜓+(0)𝜓𝑅
′ (0) + 𝜓𝑅(0)𝜓+
′ (0)]                        (D.8) 
where 𝛿𝐿,+
+ = ∫ 𝜓𝐿𝜓+𝑑𝑥
∞
0
. Using the approximation 𝛿𝑅,−
+ ≈  −𝑠𝑖𝑛
𝜃
2
 and 𝛿𝑅,+
+ ≈ −𝑐𝑜𝑠
𝜃
2
, we can 
substantially simplify the above equation to  
  𝐸− − 𝐸+ =  
ℏ2
2𝑚
[𝑐𝑜𝑡
𝜃
2
+ 𝑡𝑎𝑛
𝜃
2
] ×  [𝜓𝐿(0)𝜓𝑅
′ (0) − 𝜓𝑅(0)𝜓𝐿
′ (0)]                        (D.9) 
Using the formulas 𝑡𝑎𝑛
𝜃
2
=
1−𝑐𝑜𝑠𝜃
𝑠𝑖𝑛𝜃
 and 𝑐𝑜𝑡
𝜃
2
=
1+𝑐𝑜𝑠𝜃
𝑠𝑖𝑛𝜃
, we obtain  
    𝐸− − 𝐸+ = 
ℏ2𝑘2
𝑚 𝑠𝑖𝑛𝜃
= 2√𝜖2 + 𝑡2                                    (D.10) 
where we defined 𝑘2 = [𝜓𝐿(0)𝜓𝑅
′ (0) − 𝜓𝑅(0)𝜓𝐿
′ (0)]. Since 𝑠𝑖𝑛𝜃 = 𝑡/√𝜖2 + 𝑡2, we get  
     𝑡 =  
ℏ2𝑘2
2𝑚 
                                                         (D.11) 
We compared this approximation with the result obtained using Eqn. (20). Our calculations show 
that this approximation gives about 50% of the kinetic matrix element in Eqn. (20) and about 40% 
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of the total matrix element in Eqn. (20). This discrepancy is due to the approximations 𝛿𝑅,−
+ ≈
 −𝑠𝑖𝑛
𝜃
2
 and 𝛿𝑅,+
+ ≈  −𝑐𝑜𝑠
𝜃
2
, which neglect the tails of the wave functions. This result illustrates 
also the importance of including the off-diagonal matrix elements of the potential. 
 
Figure D-1: Schematic showing an asymmetric double well potential.  
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QUANTUM DOTS 
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In this appendix, we change the initial conditions from 𝜌𝑆𝐸𝑆 = 1 to 𝜌11 = 1. This is just to 
show the oscillations that are suppressed by decoherence if the initial condition is  𝜌𝑆𝐸𝑆 = 1 (see 
Fig. 3-7). Note that despite the change in the initial condition, the results are the same. In addition, 
the scale here is in the picosecond scale, while the previous results are in nanoscale because, in 
this work, the injection rate from the SES to the NR is 5 × 109 s-1.  
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In this section we discuss the physics behind the SES. The studied configuration can operate 
at room temperature (T = 300 K). This imposes requirements on the SES. Here, we propose a 
scheme for an SES operating at high temperature (100– 200 K). The main idea of SESs is to realize 
a confined region in a two-dimensional (2D) n-doped GaAs through quantum point contacts 
(QPCs). The single electron injection is achieved by applying a magnetic field that causes a 
Zeeman splitting of the QD levels. A sudden voltage step is applied to push the electron above the 
Fermi energy, which results in the emission of a single electron by tunneling through the barrier 
of the QPC. The charging energy is + e2/C  . The capacitance is usually small, so the total 
charging energy is almost equal to the energy level spacing. The energy level spacing corresponds 
to the Zeeman splitting due to the magnetic field. Zeeman splitting in QDs is 
 Z = gμBB           (F.1) 
where μB = 
𝑒ℏ
2𝑚𝑒
 is the Bohr magneton, g is Landé  factor, and B is the applied magnetic field. In 
order to achieve a single electron injection at higher temperature, Z has to be larger than kBT. 
Consequently, at T = 150 K, Z has to be larger than 17 meV in order to get a single electron 
injection. Such energy level spacing can be realized if the 2D GaAs is replaced with a material 
with smaller effective mass, like for example InAs. This would increase the Bohr magneton by 
factor of almost 3. Another parameter than can be modified is the Landé factor, which can range 
between − 15 and + 2 [130]. Thus, the QD defined by the QPCs should result in large Landé factor. 
Based on the above modifications, the applied magnetic field can be relatively small on the order 
of 1 T, thereby ensuring the operation of the ESPS at high temperature.  
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