the Adaptive LASSO (ALASSO) method for simultaneous variable selection and estimation of the regression parameters, and established its oracle property. In this paper, we investigate the rate of convergence of the ALASSO estimator to the oracle distribution when the dimension of the regression parameters may grow to infinity with the sample size. It is shown that the rate critically depends on the choices of the penalty parameter and the initial estimator, among other factors, and that confidence intervals (CIs) based on the oracle limit law often have poor coverage accuracy. As an alternative, we consider the residual bootstrap method for the ALASSO estimators that has been recently shown to be consistent; cf. Chatterjee and Lahiri [J. Amer. Statist. Assoc. 106 (2011a) 608-625]. We show that the bootstrap applied to a suitable studentized version of the ALASSO estimator achieves second-order correctness, even when the dimension of the regression parameters is unbounded. Results from a moderately large simulation study show marked improvement in coverage accuracy for the bootstrap CIs over the oracle based CIs.
Introduction. Consider the regression model
where y i is the response, x i = (x i,1 , . . . , x i,p ) ′ is a p dimensional covariate vector, β = (β 1 , . . . , β p ) ′ is the regression parameter and {ε i : i = 1, . . . , n} are independent and identically distributed (i.i.d.) errors. Let β n denote a This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2013 , Vol. 41, No. 3, 1232 -1259 . This reprint differs from the original in pagination and typographic detail. 1 2 A. CHATTERJEE AND S. N. LAHIRI root-n consistent estimator of β, such as the ordinary least squares (OLS) estimator of β. The Adaptive Lasso (ALASSO) estimator of β is defined as the minimizer of the weighted ℓ 1 -penalized least squares criterion function,
where λ n > 0 is a regularization parameter, γ > 0 andβ j,n is the jth component of β n . The ALASSO provides an improvement over the LASSO and related bridge estimators that often require strong regularity conditions on the design vectors x i 's for consistent variable selection and that have nontrivial bias in the selected nonzero components; cf. Knight and Fu (2000) , Fan and Li (2001) , Yuan and Lin (2007) , Zhao and Yu (2006) . To highlight some of the key properties of the ALASSO, suppose for the time being, that the first p 0 components of the true regression parameter β are nonzero and the last (p − p 0 ) components are zero, where 1 ≤ p 0 < p. Let I n = {j : 1 ≤ j ≤ p, β j,n = 0} denote the variables selected by the ALASSO, where β j,n is the jth component of β n . Zou (2006) showed that under some mild regularity conditions, for fixed p, as n → ∞, P( I n = I n ) → 1 and √ n( β where I n = {1, . . . , p 0 }, β
(1) n = ( β 1,n , . . . , β p 0 ,n ), β
(1) = (β 1 , . . . , β p 0 ) and C 11 is the upper left p 0 × p 0 submatrix of C ≡ lim n→∞ n −1 n i=1 x i x ′ i . Thus, the ALASSO method enjoys the oracle property [cf. Fan and Li (2001) ], that is, it can correctly identify the set of nonzero components of β, with probability tending to 1 and at the same time, estimate the nonzero components accurately, with the same precision as that of the OLS method, in the limit.
Although the oracle property of the ALASSO estimators allows one to carry out statistical inference on the nonzero regression parameters, following variable selection, accuracy of of the resulting inference remains unknown. In this paper, we investigate the rate of convergence of √ n( β
n − β (1) ) to the oracle limit and show that the penalization term in (1.2) induces a substantial amount of bias which, although vanishes asymptotically, can lead to a poor rate of convergence. As a result, large sample inference based on the oracle distribution is not very accurate. As an alternative, we consider the bootstrap method or more precisely, the residual bootstrap method [cf. Efron (1979) , Freedman (1981)] , that is, the most common version of the bootstrap in a regression model like (1.1). Recently, Lahiri (2010, 2011a) showed that while the residual bootstrap drastically fails for the LASSO. Rather surprisingly, it provides a valid approximation to the distribution of the centered and scaled ALASSO-estimator. Notwithstanding its success in capturing the first order limit, the accuracy of the bootstrap for the ALASSO remains unknown. In this paper, we also study the rate of bootstrap approximation to the distribution of the ALASSO estimators, with and without studentization, and develop ways to improve it, all in the more general framework where the number of regression parameters p = p n is allowed to go to infinity with the sample size n.
To describe the main findings of the paper, consider (1.1) where p, x i 's and β are allowed to depend on n (but we often suppress the subscript n to ease notation) and let T n = √ nD n ( β n − β), where D n is a known q × p matrix with tr(D n D ′ n ) = O(1) and q ∈ N = {1, 2, . . .} is an integer, not depending on n. Thus, T n is the vector of q linear functions of n 1/2 ( β n − β). Under the regularity conditions of Section 3, {T n : n ≥ 1} is asymptotically normal with mean zero and q × q asymptotic variance Σ n (say). We consider the error of oracle-based normal approximation,
where, for k ≥ 1, C k is the collection of all convex measurable subsets of R k and Φ(·; A) is the Gaussian measure on R k with mean zero and k × k covariance matrix A. Theorem 3.1 below gives an upper bound on ∆ n , ∆ n ≤ const[n −1/2 + b n + c n ], (1.4) where b n is a bias term that results from the penalization scheme in (1.2) and where c n ∈ (0, ∞) is determined by the initial √ n-consistent estimator β n and the tuning parameter γ in (1.2). The magnitude of both these terms critically depend on the choice of the penalization parameter λ n and the exponent γ, and either of them can make the error rate sub-optimal, that is, worse than the rate O(n −1/2 ) that is attained by the oracle based OLS estimator. Further, Theorem 3.2 shows that under some additional mild conditions, the rate in (1.4) is exact, that is, ∆ n is also bounded below by a constant multiple of the sum of the three terms on the right-hand side of (1.4). Therefore, it follows that although the ALASSO estimator converges to the oracle distribution in the limit, the convergence rate can be suboptimal. A direct implication of this result is that large sample tests and CIs based on the normal limit law of the ALASSO estimator may perform poorly, depending on the choice of the regularization parameters λ n and γ.
The simulation results of Section 6 confirm this finite samples. Next we consider properties of bootstrap approximations to the distributions of T n and R n , a computationally simple studentized version of T n , given by R n = Tn σn , where σ 2 n is the sample variance of the ALASSO based residuals. Here we use a scalar studentizing factor instead of the usual matrix factor [cf. Lahiri (1994) ] to reduce the computational burden. Fortunately, this does not impact the accuracy of the bootstrap approximation as σ 2 is the only unknown population parameter in the limit distribution of T n . Theorem 4.1 below shows that under fairly general conditions, the rate of bootstrap approximation to the distribution of T n is O p (n −1/2 ). Thus, the bootstrap corrects for the effects of b n and c n in (1.4), and produces a more "accurate" approximation to the distribution of T n than the oracle based normal approximation. As a consequence, bootstrap percentile CIs based on the ALASSO have a better performance compared to the large sample normal CIs based on the oracle.
The results on the studentized statistic R n are more encouraging. Theorem 4.2 shows that the bootstrap applied to R n has an error rate of o p (n −1/2 ) which outperforms the best possible rate, namely O(n −1/2 ) of normal approximation, irrespective of the order of the terms b n and c n in (1.4). Thus, the bootstrap applied to the studentized statistic R n achieves second order correctness. In contrast, the normal approximation to the distribution of R n has an error of the order O(n −1/2 + b n + c n ), as in the case of T n . As a result, bootstrap percentile-t CIs based on R n are significantly more accurate than their counterparts based on normal critical points. This observation is also corroborated by the simulation results of Section 6.
In Section 4.4, a further refinement is obtained. A more careful analysis of the o p (n −1/2 )-term in Theorem 4.2 shows that although it outperforms the normal approximation over the class C q , this rate does not always match the "optimal" level, namely O p (n −1 ) that is attained by the bootstrap in the more classical setting of estimation of regression parameters by the OLS method with a fixed p. Exploiting the higher order analysis in the proof of Theorem 4.2, we carefully construct a modified studentized versionȒ n of β n . Theorem 4.3 shows that under slightly stronger regularity conditions (compared to those in Theorem 4.2), the rate of bootstrap approximation for the modified pivotȒ n is O p (n −1 ). This appears to be a remarkable result because, even with a diverging p and with the regularization step, the specially constructed pivotal quantityȒ n attains the same optimal rate O p (n −1 ) as in the classical set up of linear regression with a fixed p.
The key technical tool used in the proofs of the results in Sections 3 and 4 is an Edgeworth expansion (EE) result for the ALASSO estimator and its studentized version, given in Theorem 7.2 of Section 7, which may be of independent interest. The derivation of the EE critically depends on the choice of the initial estimator in (1.2). In Sections 3 and 4, the initial estimator is chosen to be the OLS, which necessarily requires p ≤ n. However, in many applications, it is important to allow p > n. In such situations, one may use a bridge estimator [cf. Knight and Fu (2000) ] in place of the OLS as the initial estimator. In Section 5, we show that under some suitable regularity conditions, the bootstrap approximation to the distributions of R n andȒ n continue to be second order correct even for p > n. Here, p is allowed to grow at polynomial rates in n. More precisely, we allow p = O(n a ) for any given a > 1, provided (in addition to certain other conditions) E|ε 1 | r < ∞ for a sufficiently large r, depending on a. Thus, the allowable growth rate of p depends on the rate of decay of the tails of the error distribution.
The rest of the paper is organized as follows. We conclude this section with a brief literature review. In Section 2, we introduce the theoretical framework and state the regularity conditions. Results on the rate of convergence to the oracle limit law is given in Section 3. The main results on the bootstrap are given in Section 4 for the p ≤ n case and in Section 5 for the p > n case. Section 6 presents the results from a moderately large simulation study and it also gives two real data examples. An outline of the proofs of the main results is given in Section 7 and their detailed proofs are relegated to a supplementary material file; cf. Chatterjee and Lahiri (2013) .
The literature on penalized regression in high dimensions has been growing very rapidly in recent years; here we give only a modest account of the work that is most related to the present paper due to space limitation. In two important papers, Tibshirani (1996) introduced the LASSO, as an estimation and variable selection method and Zou (2006) introduced the ALASSO method as an improvement over the LASSO and established its oracle property. Other popular penalized estimation and variable selection methods are given by the SCAD [Fan and Li (2001) ] and the Dantzig Selector [Candes and Tao (2007) ]. Properties of the ALASSO and the related methods have been investigated by many authors, including Knight and Fu (2000) , Meinshausen and Bühlmann (2006) , Wainwright (2006) , Bunea, Tsybakov and Wegkamp (2007) , Bickel, Ritov and Tsybakov (2009), Huang, Ma and , Huang, Horowitz and Ma (2008) , Zhang and Huang (2008) , Yu (2009), Pötscher and Schneider (2009) , Chatterjee and Lahiri (2011b) , Gupta (2012) among others. Fan and Li (2001) introduced the important notion of "oracle property" in the context of penalized estimation and variable selection by the SCAD. Post model selection inference, including the bootstrap and its variants have been investigated by Bach (2009) , Lahiri (2010, 2011a) , Minnier, Tian and Cai (2011) and Berk et al. (2013) , among others.
Preliminaries and the regularity conditions.
2.1. Theoretical set up. For deriving the theoretical results, we consider a generalized version of (1.1), where p = p n is allowed to depend on the sample size n. To highlight this, we shall denote the true parameter value by β n and redefine where, as in Section 1, D n is a q × p n (known) matrix satisfying tr(D n D ′ n ) = O(1), and q does not depend on n. Also, for the p ≤ n case, that is, in Sections 3 and 4, we shall take the initial estimatorβ n to be the OLS of β n , given byβ n = [
be the (population) set of nonzero regression coefficients, where β j,n is the jth component of β n . The ALASSO yields an estimator I n ≡ {j : 1 ≤ j ≤ p n , β j,n = 0} of I n . For notational simplicity, we shall assume that I n = {1, . . . , p 0n } and also suppress the dependence on n in p n , p 0n , etc., when there is no chance of confusion.
where
n is the q × p 0 submatrix of D n , consisting of the first p 0 columns of D n . Letx n = n −1 n i=1 x i and letx
(1) n denote the first p 0 components ofx n . Define
, which is used in condition (C.3) below. Let A i· and A ·j , respectively, denote the ith row and the jth column of a matrix A, and let A ′ denote the transpose of A. For x, y ∈ R, let x ∨ y = max{x, y}, x + = max{x, 0} and sgn(x) = −1, 0, 1 according as x < 0, x = 0 and x > 0. Let ι = √ −1. Unless otherwise stated, limits in the order symbols are taken by letting n → ∞.
We shall make use of the following conditions:
2) Let η n and η 11,n denote the smallest eigen-values of C n and C 11,n , respectively.
, wherex i,j is the jth element of (x ′ i C −1 n ) (for p ≤ n) and r ≥ 3 is an integer (to be specified in the statements of theorems). (C.3) There exists a δ ∈ (0, 1) such that for all n > δ −1 :
(C.6) There exists δ ∈ (0, 1) such that for all n ≥ δ −1 ,
We now comment on the conditions. Condition (C.1) is equivalent to saying that the multiple correlation between relevant variables (with β j,n = 0) and the spurious variables (β j,n = 0) is strictly less than one, in absolute value. This condition is weaker than assuming orthogonality of the two sets of variables. Variants of this condition has been used in the literature, particularly in the context of the Lasso; see Yu (2009), Huang, Horowitz and , Chatterjee and Lahiri (2011a) , and the references therein.
Condition (C.2) gives the regularity conditions on the design matrix that are needed for establishing an (r − 2)th order EE for the ALASSO estimator and its bootstrap versions. (C.2)(i) requires a lower bound on the smallest eigen-value of the submatrix C 11,n corresponding to the relavent variables (with β j,n = 0), in the increasing dimensional case. When p is bounded, C n → C (elementwise) and C is nonsingular, this condition holds with a = 0. Condition (C.2)(ii) is a uniform bound on the ℓ r -norms of the sequences
, that are needed for obtaining a uniform bound on the rth order moments of the weighted sums
is equivalent to requiring that the diagonal elements of the p × p matrix C n be uniformly bounded. Similarly, for r = 2,
n , where I p denotes the identity matrix of order p. Thus, for r = 2, n are uniformly bounded. Condition (C.2)(ii) is a stronger version of these conditions with r ≥ 3, dictated by the order of the EE one is interested in.
Conditions (C.3)(i) and (C.3)(ii) require that the maximum and the minimum eigen-values of the q × q matrix D
n ) ′ be bounded away from zero and infinity, respectively. A sufficient condition is the existence of a nonsingular limit of D
is a stronger form of (C.3)(ii) that is needed for the studentized case only. Note that (C.3) rules out inference on individual zero components of β n (as D
( 1) n = 0 in this case). The main results of the paper are valid only for linear combinations of the ALASSO estimator that put nontrivial weights on at least one nonzero component of β n .
Next consider condition (C.4) which makes it possible to separate out the signal from the noise by the ALASSO. It requires the minimum of the nonzero coefficients to be of coarser order than O(n −1/2 ), so that the coefficients are not masked by the estimation error, which is of the order O p (n −1/2 ). It is worth pointing out that the results of the paper remain valid if the requirement a + 2b ≤ 1 in condition (C.4) is replaced by a somewhat weaker condition n a+2b = O(np 0 ). Condition (C.5) is a moment and smoothness condition on the error variables. These are required for the validity of an (r − 2)th order EE, r ≥ 3, where (C.5)(ii) is used for T n and its stronger version (C.5)(ii) ′ for the studentized cases, respectively.
Finally, consider condition (C.6). When p 0 , the number of nonzero components of β n is fixed (but the total number of parameters p may tend to ∞), we may suppose that β n = β for all n ≥ 1 and hence, the nonzero components of β n are bounded away from zero. If, in addition, the submatrix C 11,n converges elementwise to a p 0 × p 0 nonsingular matrix C, then a = b = 0. In this case, condition (C.6) is equivalent to
for some δ > 0. This condition may be compared to the condition
that was imposed by Zou (2006) to establish the asymptotic distribution (and the oracle property) of the ALASSO, further assuming that p itself is fixed. Thus, for a regression problem with finitely many nonzero regression parameters and a nice design matrix, the EE results hold under a slight strengthening of the Zou (2006) conditions on λ n and γ. It is interesting to note that the growth rate of the zero components (p − p 0 ) (or p itself) does not have a direct impact on λ n and γ in condition (C.6). However, when either p 0 → ∞ or some of the nonzero components of β n become small, the choices of λ n and γ start to depend on the associated rates. A similar behavior ensues for a nearly singular submatrix C 11,n . Further, note that for any given values of a ∈ [0, 1] and b ∈ [0, 1/2), we may allow p 0 = O(n) (with p 0 ≤ n), by choosing λ n and γ −1 suitably small. See Remark 1 in Section 3 for more details on the implications of these conditions.
3. Rates of convergence to the oracle distribution. The main results of this section give upper and lower bounds on the accuracy of approximation by the limiting oracle distribution for the ALASSO. To describe the terms in the bounds, let
where Λ
n is a diagonal matrix with (j, j)th element given by sgn(β j,n )|β j,n | −(γ+1) , 1 ≤ j ≤ p 0 . Also, for a k × k nonnegative definite matrix Σ, let Φ(· : Σ) denote the Gaussian measure on R k with zero mean and covariance matrix Σ.
Then we have the following result:
Theorem 3.1. Suppose that conditions (C.1)-(C.6) hold with r = 4 and thatβ n is the OLS of β n . Then
Theorem 3.1 gives a precise description of the quantities that determine the rate of convergence to the normal limit. In particular, the ALASSO estimator has a bias that may lead to an inferior rate of convergence to the limiting normal distribution [compared to the standard O(n −1/2 ) rate], depending on the choice of the penalty constant λ n , the exponent γ and the rate of decay of the smallest of the regression parameters. In addition, there is a third term, of the order a 3,n ≡ λ n · n −1+a+b(γ+1) that results from the use of the initial estimator β n in the ALASSO penalization scheme and that can also lead to a sub-n −1/2 -rate of convergence to the normal limit.
We next show that under some mild conditions, the bound given in Theorem 3.1 is precise in the sense that, in general, it cannot be improved upon.
Theorem 3.2. Suppose that the conditions of 3.1 hold and that Eε
where we write a n ≍ b n if a n = O(b n ) and b n = O(a n ) as n → ∞.
Note that under the additional conditions of Theorem 3.2, the co-efficients of the first and the third terms on the right-hand side of the display above are nonnegligible in the limit and b n ≥ K λn √ n · n bγ for some constant K ∈ (0, ∞). As a result, the leading terms in the EE for T n that determine the upper bound in Theorem 3.1 are also bounded from below by constant multiples of the three factors appearing in Theorem 3.2. As a consequence, the exact rate of approximation by the oracle distribution to the centered and scaled ALASSO estimator T n is given by the maximum of these three terms. In Remark 1 below, we discuss in more details the effects of the choices of the penalty constant λ n , the exponent γ, etc. on the accuracy of the oracle based normal approximation.
Remark 1. Suppose that λ n ∼ Kn c for some K ∈ (0, ∞) and c ∈ R and let C −1/2 11,n s
Hence, under the conditions of Theorem 3.1, the rate of normal approximation for T n is given by
Here, a sub-optimal rate results if either bγ + c > 0 or a + b(1 + γ) + c > 1/2. Further, the bias term is the leading sub-optimal term whenever a + b < 1/2 and bγ + c > 0. (3.1)
In this case, using the EE results from Section 7 [cf. Theorem 7.2(a)], one can conclude that, for a linear function of β n (i.e., for a 1 × p vector D n with q = 1), the errors in coverage probabilities of both one and two-sided confidence intervals (CIs) based on the oracle normal critical points are O(n −1/2+(bγ+c) ). This rate is much worse than the available optimal rates, particularly in the two-sided case.
By a similar reasoning, the third term is the dominant sub-optimal term whenever
In this case, Theorem 7.2(a) shows that one-sided CIs based on the oracle distribution r has a sub-optimal error. However, as the corresponding term in the EE for T n is even, it no longer contributes to the error of coverage probability in the two-sided case.
Finally the optimal rate of convergence in Theorem 3.2 holds, provided c + bγ ≤ 0 and a + b(γ + 1) + c ≤ 1/2.
Since a ≥ 0, b ≥ 0 and γ > 0, the first inequality requires c ≤ 0, that is, λ n = O(1). Further, for ab > 0, that is, when both the smallest eigen-value η 11,n of C 11,n and the minimum of the nonzero components (say β min 1n ) of the regression vector β n tend to zero, these inequalities require that c be chosen to be a sufficiently big negative number (and thus, λ n to be a small positive number). This in turn leads to an inferior performance of the ALASSO for variable selection. In the next section, we show that the bootstrap attains the optimal rate of approximation to the distribution of T n without requiring such unreasonable conditions on the choice of λ n .
4. Accuracy of the bootstrap.
The residual bootstrap.
For the sake of completeness, we now briefly describe the residual bootstrap [cf. Freedman (1981)] . Let e i = y i − x ′ i β n , i = 1, . . . , n denote the residuals based on the ALASSO estimator, and letě i = e i −ē n , i = 1, . . . , n, whereē n = n −1 n i=1 e i . Next, select a random sample of size n with replacement from {ě 1 , . . . ,ě n }, and denote it by {e * 1 , . . . , e * n }. Define the residual bootstrap observations
Note that the centering step ensures the model requirement Eε 1 = 0 for the bootstrap error variable e * 1 . The bootstrap version of a statistic is defined by replacing {(y i , x ′ i ) : i = 1, . . . , n} with {(y * i , x ′ i ) : i = 1, . . . , n} and β n with β n . For example, the bootstrap version ALASSO estimator is given by
where β * n = (β * 1,n , . . . ,β * p,n ) ′ is the bootstrap version of the initial estimatorβ n (which is given by the OLS in this section), obtained by replacing the y i 's with y * i 's. The bootstrap version of T n is then defined as
4.2.
Rates of bootstrap approximation for T n . The following result shows that the bootstrap approximation to the distribution of T n attains the rate O p (n −1/2 ) under regularity conditions (C.1)-(C.6). 
A comparison of Theorem 4.1 and the results of Section 3 shows that the bootstrap approximation attains the optimal rate O p (n −1/2 ), irrespective of the order of magnitudes of the bias term b n and of the third term a 3,n in Theorem 3.1. In particular, this rate is attainable even when the smallest eigen-value η 11,n of C 11,n or the minimum of the nonzero components (say β min 1n ) of the regression vector β n tend to zero. Most importantly, the bootstrap approximation to the ALASSO estimator attains the same level of accuracy in increasing dimensions as in the simpler case of the OLS of regression parameters when the dimension p of the regression parameter is fixed and no penalization is used. Thus, the bootstrap approximation for T n is in a way immune to the effects of high dimensions.
4.3.
Rates of bootstrap approximation for R n . As is well known in the fixed p case [cf. Hall (1992) ], the bootstrap gives a more accurate approximation when it is applied to a pivotal quantity, such as a studentized version of a statistic, rather than to its nonpivotal version, like T n . Here we consider the following studentized version of the ALASSO estimator:
where σ 2 n = n −1 n i=1ě 2 i andě 1 , . . . ,ě n are the centered residuals (cf. Section 4.1). As explained in Section 1, this differs from the standard version of the studentized statisticR n = V −1/2 n T n where V n is an estimator of the asymptotic covariance matrix
n ) ′ of T n given by the oracle limit distribution; cf. Theorem 3.1. Note that this studentized version of T n can be computationally highly demanding, particularly for repeated bootstrap computation, when p 0 is large. In comparison, the proposed studentized version of T n that we consider here is based only on a scalar factor and hence, computationally simpler.
The following result gives the rate of bootstrap approximation to the distribution of R n . For notational compactness, in the rest of this section, we shall write (C.1) ′ -(C.6) ′ , to denote conditions (C.1)-(C.6), when (C.3) and (C.6) are defined with part (ii) ′ instead of part (ii). 
Theorem 4.2 shows that under conditions (C.1) ′ -(C.6) ′ , the bootstrap approximation to the distribution of R n is second-order-correct, as it corrects for the effects of the leading terms in the EE of R n . From the proof of Theorem 7.2, it follows that the bootstrap not only captures the usual O(n −1/2 ) term in the EE, but it also corrects for the effects of the second and the third terms in the upper bound of Theorem 3.1 that result from the penalization step in the definition of the ALASSO. The accuracy level o p (n −1/2 ) for the bootstrap holds even when the actual magnitudes of these terms are coarser than n −1/2 which, in turn, leads to a poor rate of approx-imation by the limiting normal distribution. A practical implication of this result is that percentile-t bootstrap CIs based on R n will be more accurate than the CIs based on the large sample normal critical points. Indeed, the finite sample simulation results presented in Section 6 show that the CIs based on normal critical points are practically useless in moderate samples and improvements in the coverage accuracy achieved by the bootstrap CIs based on R n are spectacular.
A modified pivot and higher order correctness.
Although the residual bootstrap approximation for the studentized statistic R n is second order correct, a more careful analysis shows that it may fail to achieve the same optimal rate, namely, O p (n −1 ) as in the traditional fixed and finite dimensional regression problems. The main reason behind this is the effect of the bias term b n in Theorem 3.1, which can be coarser than n −1/2 . While the second order correctness is a desirable property for the one-sided CIs, the higher level of accuracy, namely O p (n −1 ), is important for two-sided CIs; cf. Hall (1992) . To that end, we now define a modified pivotal quantity
n andC
11,n are, respectively, q × | I n | and | I n | × | I n | submatrices of D n and C n with columns (and also rows, in case ofC 11,n ) in I n = {j : 1 ≤ j ≤ p, β j,n = 0}, and similarly,s
(1) n is the | I n | × 1 vector with jth element sgn( β j,n )|β j,n | −γ , j ∈ I n . Hereσ 2 n is defined as
Note thatȒ n is obtained by applying a specially designed bias-correction term to T n and by a suitable rescaling, which are suggested by the form of the third order EE of Theorem 7.2. Also, it is interesting to note that for both of these estimators, we only use the sub-vectors of the design vectors x i 's and components of the initial estimator that correspond to the (random) set of variables selected by the ALASSO. Next, defineȒ * n , the bootstrap version ofȒ n , by replacing {y 1 , . . . , y n } and β by {y * 1 , . . . , y * n } and β n , respectively. Then we have the following result: 
Theorem 4.3 asserts that under appropriate regularity conditions, the rate of bootstrap approximation to the modified pivotal quantityȒ n attains the the "optimal" level of accuracy irrespective of the magnitude of b n . An immediate consequence of this result is that symmetric bootstrap confidence regions based on the modified pivot attains the higher rate O(n −1 ) of convergence accuracy even when the magnitude of b n is coarser than n −1/2 . As explained in Remark 1, the coarser magnitude of b n can occur quite naturally in a variety of situations whenever a combination of values of the underlying regression parameters, the design matrix and the choice of the penalty constant satisfy (3.1). In such cases, bootstrap CIs based onȒ n gives a marked improvement over normal critical points based CIs where the accuracy is sub-O(n −1/2 ) for both one-and two-sided CIs.
5.
Results for the p > n case. In many applications, p is much larger than n, and post variable selection inference on the regression parameters is an even more challenging problem. In this section, we study properties of the bootstrap approximation to the studentized ALASSO estimator in the p > n case. Note that for p > n, the p × p matrix n −1 n i=1 x i x ′ i is always singular and hence the OLS of β n is no longer uniquely defined. In the literature, a popular choice of the initial root-n consistent estimator β n for p > n is the LASSO estimator, although other bridge estimators of β n [cf. Knight and Fu (2000) ] can also be used. Let β n be the ALASSO estimator defined by (1.2), with a root-n consistent initial estimator β n . Also define the studentized version ofβ n (cf. Section 4.3) by R n = σ −1 n T n where σ 2 n is the average of squared centered residualsȇ 1 , . . . ,ȇ n , from the ALASSO fit, and define the bias corrected versionȒ n as in (4.2).
To prove the results in the p > n case, we need the following condition: (C.7) There exists K ∈ (0, ∞) such that
We also need the following modified version of (C.2)(ii):
where c j,j 11,n is the (j, j)th element of C −1 11,n . We now briefly discuss the conditions. Condition (C.7) is a high-level condition that requires the initial estimator β n and its bootstrap version not only to be √ n-consistent, but also to satisfy a suitable form of moderate deviation bound. For estimators β n , such that √ n( β j,n − β j,n ) can be closely approximated by
(C.7) holds if Eε 4 1 < ∞ and n i=1 h 4 j,i,n = o(n −1/2 ). See Proposition 8.4 [Chatterjee and Lahiri (2013) ] for an example. Condition (C.2)(ii) ′ drops the condition max{n −1 n i=1 |x i,j | r : 1 ≤ j ≤ p} = O(1), in (C.2)(ii), which can no longer hold in the p > n case, as C −1 n does not exist. Instead, it requires existence of C −1 11,n , which is of dimension p 0 × p 0 . Thus, we must have p 0 ≤ n (in addition to other conditions) for the validity of the results in the p > n case.
Let R * n andȒ * n denote the (residual) bootstrap versions of R n andȒ n , respectively. Then, we have the following result:
Thus, under the conditions of Theorem 5.1, the bootstrap approximations based on the pivots R n andȒ n are both second-order accurate, even in the case where p > n. In comparison, the oracle based normal approximation admits the sub-optimal bounds of Section 3, and therefore, it is significantly less accurate than the bootstrap approximations. This conclusion is also supported by the finite sample simulation results of Section 6 for the p > n cases considered therein.
Remark 2. Note that in Theorem 5.1, the bound on the accuracy of the bootstrap approximations toȒ n is just o p (n −1/2 ) for the p > n case. This is not as precise as the bound in the p ≤ n case where it is O p (n −1 ). It would be possible to derive a similar bound for the p > n case forȒ n if we are willing to make some strong additional assumptions on the initial estimator [e.g., existence of an EE for the joint distribution of T n , n −1 n i=1 (ε k i − Eε k i ), with k = 1, 2 and suitable linear combinations of √ n( β n − β n ), which are not known at this stage]. As a result, we do not pursue such refinements here.
Remark 3. Although we do not explicitly impose any growth conditions on p as a function of n, there is, however, an implicit requirement through condition (C.7). Indeed, if the leading terms in √ n(β j,n − β j,n ) can be expressed as n i=1 h ji,n ε i for some h j1,n , . . . , h jn,n ∈ R with n i=1 h 2 ji,n = O(1), then for (C.7) to hold, arguments in the proof of Lemma 7.1(iii) require that, for some integer r ≥ 3, E|ε 1 | r < ∞ and p · n −(r−2)/2 = o(n −1/2 ). This implies that p can grow at a polynomial rate p ∼ Kn a , for some K > 0 and a > 1, provided E|ε 1 | r < ∞ for some r > 2a + 3. Thus, the allowable growth rate of p depends on the lightness of the tails of the error distribution.
Remark 4. As pointed out by a referee, the use of β n in place of β * n in the bootstrap computation of the ALASSO estimator in (4.1) will yield a computationally more efficient algorithm. It can be shown that with this modification, conclusions of Theorems 4.2, 4.3 and 5.1 remain valid, with the error bound o p (n −1/2 ) only.
6. Simulation results. In this section we study the finite sample performance of the proposed bootstrap methods. The following cases corresponding to different choices of β n were studied: N (0, 1) . We fix γ = 1. In the high-dimensional case, since there is no unique least squares estimator, we have used the LASSO estimator as the initial estimator β n , with associated tuning parameter λ 1,n . In the ALASSO step, the penalty parameter is λ 2,n and to avoid division by zero, we used weights (| β j,n | + a n ) −1 with a n = n −1/2 , to define the weighted ℓ 1 penalty in (1.2).
Comparison of oracle based normal CIs and bootstrap CIs.
As suggested from Table 1 , in all cases when the underlying true parameter value is large enough, the bootstrap based CIs clearly superior to the oracle based method. For moderately small underlying true parameters, results in Table 2 suggest that the bootstrap-based methods are still better than the Oracle method for both one and two-sided CIs, even when p > n. The improvement is most significant for the 2-sided CIs.
Comparison with a perturbation based method.
In the p ≤ n case, Minnier, Tian and Cai (2011) suggested a perturbation-based approach for construction of CIs of underlying regression parameters, including the zero parameters. We compare the performance of our proposed bootstrap-based method with their approach. We use (n = 100, p = 10). The design vectors x i are independently selected from a normal population with mean 0, unit vari- Table 1 Comparison of empirical coverage probabilities and average lengths (in parentheses)
for 90% CIs for the underlying parameter β1(= 4) in cases (a)-(d). In all cases λ2,n = 2n 1/4 and in cases (b) and (d), λ1,n = 0.5n
One-sided Two-sided (with average lengths) ances and pairwise covariances equal to 0.2. The errors ε i are i.i.d. N (0, σ 2 ). We considered two choices, σ = 1 and 5. The true regression parameter is β = (2, −2, 0.5, −0.5, 0, . . . , 0) ′ . This is very similar to the setup used in Minnier, Tian and Cai (2011) . Among the different types of CIs they proposed, we focus on (i) the usual normal type CI (which has been modified by a thresholding approach to handle underlying zero parameters) and denoted by CR * N and (ii) CIs directly based on the quantiles of the perturbed regression estimates, denoted by CR * Q . As suggested in their paper, we used a BIC-based choice for λ 2,n for the simulations; cf. Minnier, Tian and Cai (2011) .
As shown in Table 3 and somewhat contrary to the findings of Minnier, Tian and Cai (2011), we found that the CR * N based CIs have poor coverage for both zero and nonzero regression parameters. However, the CR * Q method performs much better, particularly when the error variance is high. In comparison, the bootstrap-based methods are uniformly superior in all Table 2 Comparison of empirical coverage probabilities and average lengths (in parentheses) for 90% CIs for the underlying parameter β4(= 0.9) in cases (a) and (b).
In both cases λ2,n = 2n 1/4 and in case (b), λ1,n = 0.5n
One-sided Two-sided (with average lengths) Comparison of empirical coverage probabilities for 90% two-sided CIs using the perturbation based approach by Minnier, Tian and Cai (2011) , the oracle and the bootstrap based methods. For the Oracle and Bootstrap methods, the penalty parameter is λ2,n = 0.5 · n 1/4 and for the perturbation based approach the BIC based choice of λ2,n was used cases. We also noted that compared to the the CR * Q method, the coverage accuracy of the bootstrap CIs is more sensitive to the choice of the smoothing parameter for the zero parameters; see Section 6.3 below.
6.3. Choice of tuning parameter. For penalized regression techniques, the cross validation (CV) has been a popular method for choosing the tuning parameters, in both low and high-dimensional cases. We compare the performance of cross validation (CV) based and theoretical choices of tuning parameters. Based on the theoretical rates, we use λ 2,n = 2n 1/4 (for the ALASSO stage) and in the p > n case, the tuning parameter λ 1,n , used for the LASSO stage, is set at λ 1,n = 0.5n 1/2 . When using CV, the initial tuning parameter λ 1,n is selected by 5-fold CV (only in the p > n case) and kept fixed. Using this fixed value and again using 5-fold CV, the tuning parameter λ 2,n for the ALASSO stage is selected. When the underlying true parameter is zero, an additional theoretical choice of λ 2,n = 0.25 · n 1/4 is used for comparison.
As seen from Table 4 , in case (a) (with p < n), using the CV-based choice of λ 2,n leads to very good empirical coverage probabilities for all choices of underlying regression parameters, including zero parameters. The theoretical choice also performs comparably for all parameters, except the zero parameter case, where a smaller value of λ 2,n performs comparably. The results in Table 5 , for case (b) (in the p > n setup), show that there is an overall decrease in the empirical coverage probabilities for both choices. Unlike the results in case (a) (cf. Table 4), the performance is very poor for the zero parameters irrespective of the method used for selecting the tuning parameters.
6.4. Real data analysis for the low dimensional case. In this section we apply the bootstrap based methods on a prostrate cancer data-set, available from a clinical study and used in Tibshirani (1996) [originally avail- Table 4 Comparison of empirical coverage probabilities for 90% CIs for different parameters, using CV based and theoretical choices of λ2,n in case (a). The optimal CV based λ2,n = 0.049 ≈ 0.017 · 60 1/4 . For the zero parameter case an additional (theoretical) choice of λ2,n = 0.25 * n 1/4 is compared able from Stamey et al. (1989) ]. In this clinical study, a total of n = 97 observations were available and the variable of interest was log(prostrate specific antigen) (lpsa) and eight different predictors (p = 8) were used to study the behavior of this quantity. The predictors were log(cancer volume) (lcavol), log(prostrate weight) (lweight), age, log(benign prostratic hyperplasia amount) (lbph), seminal vesicle invasion (svi), log(capsular penetration) (lcp), Gleason score (gleason) and percentage Gleason scores 4 or 5 (pgg45). The columns of the design matrix are centered and scaled to have unit norm. We use the following theoretical choice for the penalty Table 5 Comparison of empirical coverage probabilities for 90% CIs for different parameters, using CV based and theoretical choices of λ1,n and λ2,n in case (b). The optimal CV based choices were λ1,n = 0.124 ≈ 0.016 · (60) 1/2 and λ2,n = 0.639 ≈ 0.229 · (60) 
20
A. CHATTERJEE AND S. N. LAHIRI Table 6 Analysis of prostrate cancer data from Tibshirani (1996) . The penalty parameter used is λ2 = n 1/4 . ALASSO estimates and resultant 90% two-sided CIs for estimated nonzero components are shown parameter: λ 2,n = n 1/4 . Table 6 shows CIs for estimated nonzero coefficients. Note that in more than one instance, the estimated values of β j,n fall outside the bootstrap CIs. This can be explained by considering that the histograms of the bootstrap replicates which showed that the distributions of R * n andȒ * n are heavily skewed and far from the oracle normal distribution. This is reflected by the endpoints of the corresponding CIs in Table 6. 6.5. Real data analysis for the high-dimensional case. The data, available from a microarray experiment was collected from Hall and Miller (2009) and originally used in Segal, Dahlquist and Conklin (2003) . The data consisted of observations from n = 30 specimens on the Ro1 expression level (y), and genetic expression levels x = (x 1 , . . . , x p ) ′ for 6319 genes. The absolute value of the correlation between y and each covariate x i was used as an initial screening tool and only those covariates with absolute correlation value ≥0.5 were selected for further study. This resulted in a smaller set of p = 545 covariates. The columns of the design matrix were centered and scaled (by the columnwise standard deviation) and the response vector y was also transformed by centering and scaling. The selected tuning parameters were λ 1 = 0.5 · n 1/2 and λ 2 = 0.5 · n 1/4 . After the initial LASSO step, twenty covariates are selected and after the ALASSO step only six covariates (genes) were selected (shown in Table 7 ). The residual sum of squares divided by (n-number of nonzero parameters) provides the following: for the initial LASSO estimate 0.1082 (equivalent to a R 2 value of 0.888) and for the ALASSO estimate we obtain 0.092 (equivalent to R 2 = 0.904). This suggests that the extra 14 variables, present in the LASSO estimator provide very little information about the response. Note that here also the estimated values of β j,n 's often fall outside the bootstrap CIs based on the bias corrected pivotȒ n . This suggests that the true values of the nonzero parameters are probably much larger in absolute value than suggested by their ALASSO point estimates. 7. Proofs.
7.1. Notation. For notational simplicity, we shall set p n = p, p 0,n = p 0 . Let Z + = {0, 1, . . .}. Let K, K(·) ∈ (0, ∞) denote generic constants not depending on their arguments (if any), but not on n. Also, in the proofs below, let n 0 ≥ 1 denotes a generic (large) integer. For α = (α 1 , . . . , α r ) ∈ Z r + , let |α| = α 1 + · · · + α p , α! = α 1 ! · · · α r ! and let D α denote the differential operator
11,n η i and η i = (ξ i,1 , . . . , ξ i,p 0 ) with
Next note that by conditions (C.2), (C.3) and (C.6),
Let r 1 = min{r ≥ 1 : b n r+1 = o(n −1/2 )}. Define the Lebesgue density of the EE for T n by
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, φ(x, Υ) denotes the density of the N (0, Υ) distribution on R q and where χ α (x; Υ) is defined by the identity
Next define the density of the EE for R n by
Auxiliary results.
Lemma 7.1. Under (C.2) and (C.4):
Proof. See the supplementary material Chatterjee and Lahiri (2013) (hereafter referred to as [CL] ).
The key step in the proofs of Theorems 3.1-5.1 is EEs for the ALASSO estimator and its studentized version which are given below. 
Proof. See [CL].
Proof of the main results.
Proof of Theorem 3.1. We only give an outline of the proof here. For the details of the steps, see [CL] . Let Λ (1) n be a p 0 × p 0 diagonal matrix with jth diagonal entry given by sgn(β j,n )|β j,n | −(γ+1) , 1 ≤ j ≤ p 0 . Then it can be shown that Also, by conditions (C.2)-(C.6),
The proof of Theorem 3.1 now follows from (7.1)-(7.3); See [CL] .
Proof of Theorem 3.2. Since tr(Γ n ) ≥ δqn a+b(γ+1) for some δ ∈ (0, 1) and Γ n is q ×q, for each n ≥ 1, there exist a j n ∈ {1, . . . , q} such that (Γ n ) j,j ≥ δn a+b(γ+1) . Write C q,n = {{x ∈ R q : x jn ∈ (−a, a)} : a ∈ R}. Also, letτ 2 n = σ 2 · (Υ n ) jn,jn and τ 2 n = σ 2 · (Υ n ) jn,jn . Then, I k,n = 0, for all B ∈ C q,n for k = 2, 3, (7.2) and by (7.1)-(7.3), ∆ n ≥ sup (1) i
5
= O(1). Then, for any δ > 0 and K ∈ (0, ∞), there exists δ 0 ∈ (0, 1) such that sup{| ω n (t 1 , t 2 )| :
where ω n (t 1 , t 2 ) = E * exp (ιt 1 ε * 1 + ιt 2 (ε * 1 ) 2 ), ω(t 1 , t 2 ) = E exp (ιt 1 ε 1 + ιt 2 (ε 1 ) 2 ), t 1 , t 2 ∈ R.
Proof. See [CL] .
Proof of Theorem 4.1. Restricting attention to a suitable set A 3,n with P(A 3,n ) → 1 and retracing the steps in the proof of Theorem 7.2, one can show (cf. [CL] ) that where ψ n and π n are obtained from ψ n and π n , respectively, by replacing (σ 2 , µ 3 , b ′ n ) by ( σ 2 n , µ 3,n , b ′ n ), where 
n is given by sgn( β j,n )λ n ·n −1/2 ·| β j,n | −γ , 1 ≤ j ≤ p 0 .
For part (a), we have, for n ≥ n 0 ,
P sup
B∈Cq |P * (T * n ∈ B) − P(T n ∈ B)| > Kn ≤ P({sgn( β j,n ) = sgn(β j,n ), for some 1 ≤ j ≤ p 0 } ∩ A n ) + P(A c 1,n ) = 0 + P(A c 1,n ) for n ≥ n 0 = o(n −1 ).
Next, using Taylor's expansion, one can writȇ (σ 2 n − σ 2 ) 2 2! + Q 4,n ≡Ȓ 1,n + Q 4,n (say),
where P( Q 4,n > Kn −3/2 (log n) 2 ) = o(n −1 ). As a consequence, EEs forȒ n andȒ 1,n coincide upto order n −1 . Now using arguments in the proof of Theorem 7.2(b), combined with the arguments in Götze (1987) and Lahiri
