The organization of the cortical auditory system remains controversial. In particular, the extent to which there is regional specialization in the cortical processing of complex sound is unclear. Here, we ask whether we are currently asking the right questions of auditory cortex, or using the appropriate techniques to do so. A key factor that will promote such understanding in the future will be increasing dialogue between workers using electrophysiological recording methods to assess the response properties of single neurons and those using imaging techniques to map regional organization. In the future, further insights will be obtained by efforts to test hypotheses developed on the basis of one approach by the use of the other. Imaging can tell the neurophysiologists where to look, and work on single neurons can constrain network models based on imaging. There is a crucial need for better understanding of the anatomy of the auditory cortex in different species and for comparative studies that will underpin both approaches.
We consider here the problem of how the network of different auditory areas in the cerebral cortex of mammals might process systematically the bewildering array of sounds in the acoustic world. There is general agreement across species that multiple cortical areas are involved in the processing of complex sound. In animals, these areas have been defined by neurophysiological responses, in particular by frequency gradient reversals in neighbouring tonotopically organized areas. However, such techniques are not adequate to define all 'auditory' areas (e.g. frontal area ventral premotor cortex and some belt areas of the macaque). Moreover, recent electrophysiological studies, some using awake (rather than anaesthetized) animals, have revealed highly complex, variable and plastic electrophysiological responses at the single neuron and neuronal population levels [1 -3] . Accurate definition of cortical areas and inter-areal connections therefore requires additional approaches, including both anatomical methods (cytoarchitectonic, histochemical [4 -6] and tracttracing studies [7, 8] ) and functional imaging (positron emission tomography, functional magnetic resonance imaging, electroencephalography, magnetoencephalography, 2-deoxyglucose autoradiography [9] and optical imaging [10 -12] ). In general, these techniques can be applied to humans as well as to other species, although optical imaging and anatomical tracing studies are more much more limited in humans.
A key question is 'what do the different auditory cortical areas do?' Two extreme positions constrain the limits of this debate: the first is that all of the areas do something similar, with each processing many different sound features in parallel; the second is that different areas each have specialized functions that can be precisely characterized. The debate is made more difficult by the need both to reconcile results from different techniques assessing different levels of neuronal organization, and to identify whether corresponding auditory areas can be identified across different species. If this can be achieved, neuroscience studies in animals and imaging experiments in humans will become more mutually informative.
Recent evidence
The best-studied auditory field is primary auditory cortex, A1, which has been identified in many mammals (bats, rodents, carnivores, monkeys, primates and humans). The role of A1 in hearing is not fully established. Inactivation of A1 can impair certain low-level auditory processing tasks, but these deficits often disappear over time [13] . Imaging studies show that auditory stimuli strongly activate A1 in humans, but most stimulus manipulations do not cause differential responses that would appear on statistical parameter maps. In both anaesthetized and awake animals, A1 units exhibit narrow frequency tuning and are tonotopically organized. However, these neuronal responses are, in many respects, less specific than those of lower auditory centres: tuning curves are wider, temporal response properties much more sluggish, and responses are much more labile. This could reflect population-level encoding of the properties of sound stimuli.
It is often assumed, at least implicitly, that A1 contains a representation of sounds in terms of their physical properties, somewhat similar to the representation of visual scenes in primary visual cortex in terms of line 
