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We study approximation of multivariate functions defined over Rd. We assume
that all rth order partial derivatives of the functions considered are continuous and
uniformly bounded. Approximation algorithms U(f) only use the values of f or its
partial derivatives up to order r. We want to recover the function f with small error
measured in a weighted Lq norm with a weight function r. We study the worst case
(information) complexity which is equal to the minimal number of function and
derivative evaluations needed to obtain error e. We provide necessary and sufficient
conditions in terms of the weight r and the parameters q and r for the weighted
approximation problem to have finite complexity. We also provide conditions
guaranteeing that the complexity is of the same order as the complexity of the clas-
sical approximation problem over a finite domain. Since the complexity of the
weighted integration problem is equivalent to the complexity of the weighted
approximation problem with q=1, the results of this paper also hold for weighted
integration. This paper is a continuation of [7], where weighted approximation
over R was studied. © 2001 Elsevier Science
Key Words: weighted multivariate approximation; integration; worst case
complexity.
1. INTRODUCTION
Many results have been established for the complexity of multivariate
problems defined over finite domains. Examples of such problems include
the problem of approximating or integrating smooth functions f defined
over a bounded domain, say a cube [0, 1]d or a ball {x : ||x||2 [ 1}. The
smoothness of functions is understood in either the isotropic or tensor-
product sense. In the isotropic case, we assume that rth derivatives are
bounded in some norm, and in the tensor-product case, we assume that
mixed partial derivatives are bounded in a tensor-product norm. For
brevity, we will refer to such problems as classical.
Little is known about the complexity of problems defined in a weighted
sense over the whole space Rd, despite the fact that such problems are of
significant practical importance. One example is a weighted approximation
problem where we want to approximate a function f: RdQ R by an algo-
rithm U(f) with error
e(U)(f)=3 F
R
d
|f(x)−U(f)(x)|q rq(x) dx41/q, 1 [ q [.
measured in the weighted sense. Another example is provided by a
weighted integration problem where we want to approximate the weighted
integral
Ir (f)=F
R
d
f(x) r(x) dx.
In both cases, r is a given weight function, r: RdQ R, e.g., r may be a
Gaussian weight
r(x)=(2p)−d/2(s1 · · ·sd)−1/2 exp 1 − Cd
k=1
x2k
2sk
2 . (1)
We study the worst case complexity of such weighted problems. Since
weighted integration is equivalent to weighted approximation with the
parameter q=1, see Remark 2.1, we will concentrate in this paper only on
weighted approximation.
This paper is a continuation of a recent paper [7], where the complexity
of weighted approximation and integration for univariate (d=1) functions
defined over R was investigated in a more general setting. From [7], a
number of results can be deduced for d \ 2 when the smoothness of func-
tions is understood in a tensor-product sense. This could be achieved by
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using either Smolyak’s algorithm or a weighted tensor-product (WTP)
algorithm, see [5, 6]. We plan to report on such an approach in the future.
In this paper we assume the smoothness of functions in an isotropic sense.
More specifically, we assume that all rth-order partial derivatives of f are
uniformly bounded (say, by 1) for all x. We stress that for the isotropic
case, the results for d=1 are not applicable for d \ 2.
It is easy to see that for nontrivial weights r, the complexity of weighted
approximation cannot be smaller than the complexity of classical approx-
imation over [0, 1]d which is of order e−d/r, see e.g., [1, 2]. Here and else-
where, e denotes the error demand, i.e., the error to which the problem is to
be solved. Obviously, for some weights r, the complexity of the weighted
approximation is infinite. This holds, for instance, for r — 1. Therefore, as
in [7], this paper addresses the following two questions:
• When is the complexity finite for every e > 0 ?
• When is the complexity of order e−d/r ?
In Section 3, we provide a necessary and sufficient condition for the
complexity to be finite for every e > 0. This condition is expressed in terms
of the weight r, the smoothness degree r, and the parameter q. In
Section 4, we study the second question. We provide an algorithm Ue that,
under additional assumptions on r, q and r, has error bounded by e and
cost of order e−d/r.
In this paper we are only interested in the order of the complexity with
respect to e. This means that we view d as being fixed and we ignore how
the multiplicative factors of the complexity depend on the global param-
eters such as d, q and r. As long as d is relatively small, this dependence is
not crucial. On the other hand, for a fixed r and increasing d, we have the
curse of dimension since the complexity is an exponential function of d.
The dependence on multiplicative factors is especially crucial if r is a func-
tion of d. For example, take r=d. Then the complexity of classical
approximation is of order e−1, however, its dependence on d is unknown.
In general, the problem of how the complexity depends on d is much
harder and is beyond the scope of this paper. This problem is also open for
classical approximation.
The results of the paper simplify when r is isotropic, i.e., is of the form,
r(x)=w(||x||) with w : R+Q R+.
We give a flavor of the results in terms of the order of w at infinity which is
defined by
ow=sup {b ¥ R : lim
tQ.
w(t) tb=0} (2)
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with ow=−. if the corresponding set is empty. The order of w tells us
how fast w goes to zero when ow > 0 or to infinity when ow < 0.2 Note
2 If ow=0 either case can happen. For instance, take w(t)=lna t. Then ow=0 and for
a > 0, w goes to infinity whereas for a < 0, w goes to zero.
that any Gaussian weight (1) is isotropic with w(t)=exp(−t2/2)/
(<di=1(2psi))1/2 and ||x||=(;di=1 x2i /si)1/2. Moreover ow=. whereas
o1/w=−..
Although not generally true, typically ow=−o1/w. If this is true the
following hold:
• If ow > r+d/q then the complexity is of order e−d/r.
• If ow < r+d/q then the complexity is infinite for small e.
• If ow=r+d/q then, depending on the parameters, the complexity
could be infinite, proportional to or significantly larger than e−r/d.
2. WEIGHTED APPROXIMATION
In this section we precisely define the weighted approximation problem
and state the questions addressed in this paper. For the reader’s conve-
nience, we first recall briefly the corresponding classical approximation
problem.
2.1. Classical Approximation
For a positive number R, let
BR={x ¥ Rd : ||x||2 [ R}
be a ball in Rd. Typically, instead of a2-balls, cubes (a.-balls) BR=
{x ¥ Rd : ||x||. [ R} are considered. Since all norms in Rd are equivalent, in
fact one could use any norm and the corresponding balls BR in this norm
including, e.g., ||x||=(;di=1 x2i /si)1/2. Then all estimates and the com-
plexity would be only changed by a multiplicative factor that depends on the
norm. Hence, the a2 norm is chosen only for the sake of concreteness.
For a given positive integer r, let Fr, R be the class of functions all of
whose rth-order partial derivatives are continuous and bounded by 1 for
every x ¥ BR. Consider the problem of approximating functions f from the
class Fr, R with the error measured in the norm of the space Lq(BR). Here q
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can be any number from [1, .]. That is, given a positive error demand e,
we wish to have an algorithm U whose error
e(U,Fr, R)= sup
f ¥Fr, R
||f−U(f)||q
does not exceed e.
We assume that we can compute function values f(t) and/or partial
derivatives f (a)(t) for t ¥ BR.3 Then U(f) is of the form
3 Here and elsewhere, a=[a1, ..., ad] is a multi-index with |a|=a1+·· ·+ad, and f (a)
denotes the partial derivative (<di=1 “ai/“xaii ) f.
U(f)=f(N(f)) with N(f)=[f(a1)(x1), ..., f (an)(xn)]
for some mapping f, points xi ¥ BR that are not necessarily distinct, and
|ai | [ r. The parameter n is the cardinality of information N, which we
denote by card(U). For simplicity of presentation, we assume in this paper
that the information N used by U is nonadaptive and of fixed cardinality.
This is without loss of generality since, as it is well known (see e.g., [4])
that adaption and varying cardinality do not help for the classical approx-
imation problem.
It is intuitively clear that the classical approximation problem depends,
in particular, on the radius R and that it is harder for larger R. Indeed, let
r(n, R) denote the minimal error among all possible U which use informa-
tion of cardinality n. It is well known, see e.g., [4], that, modulo a mul-
tiplicative factor c ¥ [1, 2], we have
r(n,R)=c inf
card(N)=n
sup{||f||q: f ¥F,N(f)=0}. (3)
By a standard change of variables one can verify that
r(n, R)=Rcr(n, 1) with c=r+d/q. (4)
Moreover, it is well-known, see, e.g., [1, 2], that for fixed d and r,
r(n, 1)=G(n−r/d) as nQ.. (5)
It is also known that relatively simple algorithms are almost optimal. For
instance, let
Tr(f)= C
|a| [ r−1
f (a)(0)
xa
a!
(6)
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be Taylor’s polynomial of degree r−1 centered at zero.4 Note that Tr uses
4 Recall that for a=[a1, ..., ad], we have xa=<di=1 xaii and a!=<di=1 ai!
(r+d−1d ) evaluations of f. Then for every n, there are n points xi, n ¥ BR such
that Ugn, R(f) given by
Ugn, R(f)=Tr(f)+pn, R (f) (7)
has error
e(Ugn, R,Fn, R) [ A1Rc(n+1) −r/d. (8)
Here pn, R(f) is a piecewise polynomial interpolating f−Tr(f) at the
points xi, n. The constant A1 depends on d, r and q but, of course, is inde-
pendent of n and R. The cardinality of information used by U is at most
n+(r+d−1d ). This means that modulo a multiplicative factor, the algorithm
Un has minimal error.
Let comp(e, R) denote the minimal number of function values needed to
construct U with error at most e. For R=1, we denote comp(e, 1) simply
by comp(e). The quantity comp(e, R) is called the information complexity,
for brevity the complexity,5 of the approximation problem. From (4) and
5 Information complexity is a lower bound on the total complexity. The latter is defined as
the minimal cost needed for computing an e-approximation. In many cases, information
complexity is a sharp bound on the total complexity, see [4]. This is also the case for the
classical approximation problem, and for the weighted approximation problem when
precomputing is allowed, see Section 4.
(5) we obtain
comp(e, R)=comp(e/Rc)=G(Rce−d/r) as eQ 0 or RQ.. (9)
This means that for all finite R, the complexity is finite. However, for any
fixed e, comp(e, R) approaches infinity with R.
2.2. Weighted Problem
As before, let r be a positive integer that measures smoothness of the
input functions. Consider the class Fr of functions that differs from Fr, R by
formally setting R=.. That is, it is the class of functions with continuous
and uniformly bounded partial derivatives of order r,
Fr={f: RdQ R : f ¥ C r(Rd) and sup
x ¥ Rd
sup
|a|=r
|f (a)(x)| [ 1} .
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Let r be a non-negative and Lebesgue measurable functions r: RdQ R+.
We will refer to it as a weight function, or simply a weight. The weighted
approximation problem over the class Fr is defined as approximating f ¥Fr
by U(f) with the worst case error defined by
e(U)=sup
f ¥Fr
1 F
R
d
|f(x)−U(f)(x)|q rq(x) dx21/q.
As for classical approximation, q ¥ [1, .] is a parameter of the error
norm. Of course, for q=. we have
e(U)=sup
f ¥Fr
ess sup
x ¥ Rd
|f(x)−U(f)(x)| r(x).
For example, letting r(t)=1 if ||t||2 [ R and zero otherwise, the weighted
approximation problem reduces to the classical approximation problem as
discussed in the previous subsection.
The error of an algorithm U now depends on the weight r, as well as on
the parameters q and r. To stress this dependence we will sometimes write
e(U, r) or e(U, r, q, r)
instead of e(U).
Similarly, the number of function/derivative evaluations used by U will
be denoted by
card(U, r) or card(U, r, q, r).
We add in passing that e(U) is finite only if U is exact on polynomials of
algebraic degree at most r−1 since they form a linear subspace of Fr.
Let comp(e, r)=comp(e, r, q, r) denote the minimal number of function
and derivative values needed to solve the weighted approximation problem
with error at most e. As before, we call comp(e, r) the (information)
complexity of the weighted approximation problem.
It is clear that we must impose some conditions on the weight r to
guarantee that the complexity is finite. We will make several assumptions
about weight r. Most of these assumptions are needed only to simplify the
analysis and/or to exclude trivial cases. They are:
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Assumptions. The weight r is non-negative, measurable, positive and
continuous at zero, and satisfies
ess sup {r(t): ||t|| [ R} <., -R. (10)
For such class of weights r, we study the following two problems:
Problem 1. When is the complexity of weighted approximation finite
for every nonzero e?
Problem 2. When is the complexity of weighted approximation of the
same order as comp(e)=G(e−d/r)?
Since r is positive and continuous at zero, it does not vanish around
zero. Therefore, the weighted approximation problem is not easier than the
classical approximation problem over BR for some positive R, i.e.,
comp(e, r)=W(comp(e)). Thus, the equivalence of complexities addressed
in question (2) holds iff comp(e, r)=O(comp(e)), i.e., when comp(e, r)=
O(e−d/r).
We end this section with the following remark concerning weighted
integration and its relation to weighted approximation.
Remark 2.1. To simplify the presentation, the paper deals only with
weighted approximation problems. We want to stress, however, that all
results of this paper are also valid for the following weighted integration
problem. Let r and r be as before. For any function f from the class Fr,
we want to approximate the weighted integral
Intr(f)=F
R
d
f(x) r(x) dx.
The error of algorithm U is now given by
e(U)=sup
f ¥Fr
|Intr(f)−U(f)|.
It is easy to show that this weighted integration problem is equivalent to
the weighted approximation problem with the same weight r, the same
value of r, and with q=1. That is, if comp(e, Intr) denotes the minimal
number of function evaluations needed to approximate Intr with the error
not exceeding e, then
comp(e, Intp)=G(comp(e, r, r, 1)).
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Moreover, for any algorithm Uapp for the weighted approximation problem
with q=1,
U int(f)=F
R
d
Uapp(f)(x) r(x) dx
is an algorithm with the error bounded by the error of Uapp. In particular,
U int is almost optimal if Uapp is almost optimal. Thus, this paper provides
answers to the above 2 questions also for weighted integration.
3. PROBLEM 1: FINITE COMPLEXITY
In this section we provide a necessary and sufficient condition for the
complexity of the weighted approximation problem to be finite. The
condition is expressed in terms of the nonlinear functional L defined by
L(R)=
d r/2
r!
1 F
||x||2 \ R
rq(x) ||x|| rq2 dx21/q -R ¥ R+. (11)
Since r is measurable, L(R) is well-defined but not necessarily finite.
Moreover, L is non-increasing. By a change of variables, (11) can be
rewritten as
L(R)=Rc
d r/2
r!
1 F
||t||2 \ 1
rq(Rt) ||t|| rq2 dt21/q, (12)
where c=r+d/q as in (4). For q=., we have
L(R)=
d r/2
r!
ess sup
||x||2 \ R
r(x) ||x|| r2.
The nonlinear functional L controls the behavior of functions from the
class Fr over AR=Rd0BR. Indeed, as we shall see, L(R) is an upper bound
on the error of the Taylor polynomial Tr(f) approximating f. Since we
can sample the function f only finitely many times, it is clear that for large
R, the set AR does not contain sample points and the behavior of functions
over AR is controlled only by a priori information given by the parameters
q, r and the weight r. It is therefore natural to expect that the error of
approximation can be arbitrarily small only if L(R) goes to zero as R tends
to infinity. The formal proof is given below.
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Theorem 3.1. The complexity comp(e, r) is finite for every e > 0 iff
lim
RQ.
L(R)=0. (13)
Proof. Suppose first that the complexity is finite for all positive e. Then
for any positive e there exists an algorithm Un using information Nn(f)
that consists of function/derivative evaluations at points t1, n, ..., tn, n whose
error e(Un, r) is at most e. Here, n=n(e) is an integer. Let
Re=max
1 [ i [ n
||ti, n ||2.
For R=2Re, consider a smooth function fR with the following properties.
It vanishes in the ball BRe and equals ||x||
r
2 for ||x||2 \ R. Of course, such a
function exists and has uniformly bounded partial derivatives of order r
which follows from the fact that each such derivative of ||x|| r2 consists of
combinations of the terms xa/||x|| |a|2 for |a| [ r. Hence cfR ¥Fr for an
appropriately chosen positive constant c. Since Nn(cfR)=0, we have due
to an analog of (3) for weighted approximation that
L(R)
cr!
d r/2
=1 F
||x||2 \ R
rq(x) |cfR(x)|q dx21/q
[ 1 F
R
d
rq(x) |cfR(x) |q dx21/q [ e(Un, r).
This yields (13).
Suppose now that (13) holds. Given e, let R=R(e) be a positive number
for which L(R) [ e/21/q. Consider now the following algorithm Ue(f)
which we first define on Rd0BR. For ||x||2 \ R, it equals the Taylor
polynomial Tr(f), i.e.,
Ue(f)(x)=Tr(f)(x)= C
|a| [ r−1
f (a)(0)
xa
a!
.
It is well-known, see e.g., [3], that
f(x)−Ue(f)(x)=r C
|a|=r
xa
a!
F 1
0
s r−1f (a)((1−s) x) ds.
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Since all partial derivatives of f are bounded by 1, we immediately
conclude that
|f(x)−Ue(f)(x)| [ C
|a|=r
|xa|
a!
.
By induction, we can show that for any d and y ¥ Rd we have
r! C
|a|=r
ya/a!=1 Cd
k=1
yk 2 r.
For yk=|xk | we thus have
C
|a|=r
|xa|
a!
=
1
r!
||x|| r1 [
d r/2
r!
||x|| r2.
Hence,
1 F
||x||2 \ R
|f(x)−Ue(f)(x)|q rq(x) dx21/q [ L(R) [ e/21/q. (14)
This means that the total error e(Ue, r) will be at most e if we define
Ue(f)(x) for x ¥ BR such that
1 F
BR
|f(x)−Ue(f)(x)|q rq(x) dx21/q [ e21/q . (15)
We now show that such Ue exists and uses finitely many function/deriva-
tive evaluations. Let MR=sup{r(t): t ¥ BR}. Due to (10), MR is finite. To
satisfy (15), it is enough to guarantee that
1 F
BR
|f(x)−Ue(f)(x)|q dx21/q [ e21/qMR .
Hence, we have reduced the problem to classical (unweighted) approxima-
tion over the finite domain BR. As discussed in previous section, this
problem has finite complexity and there exists Ue satisfying (15) and using
only finitely many function/derivatives evaluations. This completes the
proof. L
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For finite q, the condition that L(R) goes to zero as R goes to infinity
simply means that the integral in (11) over the whole space is finite or,
equivalently, that L(R) <. for some R. Therefore, we have the following
simple corollary:
Corollary 3.1. The complexity comp(e, r) is finite for every e > 0 iff
>Rd rq(x) ||x|| rq2 dx <. for q <. and limRQ. sup ||x||2 \ R r(x) ||x|| r2=0 for
q=..
The functional L as well as Theorem 1 take a simpler form for isotropic
weights r, which we discuss in the following subsection.
3.1. Isotropic Weights
In this section we assume that r is isotropic, i.e.,
r(x)=w(||x||2) with w: R+Q R+. (16)
The choice of the a2-norm in the definition of isotropic weights is only for
simplicity. As explained at the beginning of Section 2.1, any vector norm
could be used including ||x||=(;di=1 x2i /si)1/2 with positive si.
It is easy to see that now
L(R)=c(r, d) 1 F.
R
t rq+d−1wq(t) dt21/q (17)
with
c(r, d)=
2(drpd)1/2
r! C(d/2)
.
We now translate the condition (13) in terms of the behavior of the
weight functions at infinity. This will be done by using the order at infinity
defined as in (2).
Theorem 3.2. Let ow and o1/w be the orders at infinity of w and 1/w,
respectively.
(i) If ow > r+d/q, then the complexity is finite for every e > 0.
(ii) If −o1/w < r+d/q, then the complexity is infinite for small e.
Proof. We assume that q <.; the limiting case can be shown by a
slight modification of the proof presented below.
WEIGHTED APPROXIMATION 733
To prove (i), we can assume without loss of generality that ow is finite.
For any positive d, we have w(t)=O(t−ow+d). Therefore wq(t) tqr+d−1=
O(ta) with a=qr+d−1−qow+qd. Due to (i), a < −1 for sufficiently
small d. This implies that the integral of wq(t) tqr+d−1 is finite. Hence, L(R)
satisfies (13), and (i) follows from Theorem 1.
To prove (ii), it is enough to notice that, modulo a constant, w(t) is
not smaller than to1/w−d, and the remaining part of the proof is the same
as for (i). L
Theorem 3.2 simplifies if we assume that ow=−o1/w, since then
ow > r+d/q implies comp(e, r) <., -e > 0, (18)
ow < r+d/q implies comp(e, r)=., for small e > 0. (19)
In the next section we show that if (18) holds then comp(e, r) is of order
e−d/r, which is the complexity of the classical approximation problem.
In view of (18) and (19), it is interesting to ask what happens for
ow=r+d/q. This will be briefly considered in Section 4.3.
4. EQUIVALENCE OF COMPLEXITIES
In this section we address the question of determining when the
complexity of weighted approximation is of the same order as the
complexity of classical approximation, i.e., when it is of order e−d/r.
We first present an algorithm for solving the weighted approximation
problem for weights satisfying various additional assumptions.
4.1. Almost Optimal Algorithm
To state the assumptions for r, we need to define
r1 := sup
||x||2 [ 2
r(x) and ri := sup
2i−1 [ ||x||2 [ 2
i
r(x) for i \ 2. (20)
Recall that c=r+d/q. The first assumption is that
A2 :=C
.
i=1
rd/ci 2
id <.. (21)
The second assumption is that there exists a constant A3 such that
L(2 i) [ A3ri+12 (i+1) c, -i \ 2. (22)
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These assumptions could be relaxed, as we shall discuss in the second half
of this section. We decided to start with stronger assumptions, since they
are satisfied by a number of important families of weights. These assump-
tions also allow us to get explicit estimates of the error and cost of the
proposed algorithm in terms of Ai, avoiding the G-notation.
We are ready to define the algorithm U=Ue. It depends on integer
parameters k and n1, ..., nk \ 1; their choice will be specified below. Recall
that BR is a ball in Rd with center at zero and radius R, and that U
g
n, k is the
algorithm for classical (unweighted) approximation, see (7) and (8), and Tr
is the Taylor polynomial given by (6). Then
Ue(f)(x)=˛Ugn1, 2(f)(x) if x ¥ B2,Ugni, 2i(f)(x) if x ¥ B2i 0B2i−1, (23)
Tr(f)(x) if x ¨ B2k.
Note that the cardinality of the information used by Ue is bounded by
card(U) [ 1 r+d−1
d
2+Ck
i=1
ni. (24)
We now specify the parameters k=k(e) and ni=ni(e) (i=1, ..., k). We
consider two cases, depending on q.
Case of q <.. Define
C(e, a)=1 max{A1, A3}
e
2d/r 1 Ca+1
i=1
rd/ci 2
id2d/(qr)
for a \ 1. Using (21), we find that
C(e, a) [ C(e, .)=1 max{A1, A3}
e
2d/r Ad/(qr)2 <..
We take k=k(e) as the minimal integer for which
rd/ck+12
(k+1) dC(e, k) [ 1.
Note that k(e) is well-defined since limiQ. r
d/c
i 2
id=0.
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The numbers ni are defined as
ni=ni(e)=−1+Kr
d/c
i 2
idC(e, k)L for i=1, ..., k+1.
Note that nk+1=0.
Case of q=.. We take k=k(e) as the minimal integer for which
rk+12 (k+1) c [
e
max{A1, A3}
.
Then
ni=ni(e)=−1+!1 max{A1, A3} ri2 ic
e
2d/r" for i=1, ..., k+1.
Of course, k(e) and ni(e) are well-defined. Note also that ni \ 1 for i [ k,
and nk+1=0.
This concludes the definition of the algorithm U=Ue. Observe that k
and ni depend only on the global parameters of the weighted approxima-
tion problem and on e, and they can be precomputed for fixed e. Hence,
the cost of computing Ue(f) is proportional to the total number of func-
tion evaluations used by Ue, i.e., to the cardinality of information used by
Ue. However, if precomputation is not allowed then, for weights r with the
maxima ri difficult to compute or estimate, the combinatorial cost of the
algorithm could be very significant and could exceed its information cost.
We now obtain the estimates of the error and cardinality of information
used by the algorithm Ue.
Theorem 4.1. For every positive e, we have
e(Ue, r, q) [ e
and
card(Ue) [ 1 r+d−1d 2+A
c/r
2 max {A
d/r
1 , A
d/r
3 }
ed/r
.
Proof. Denote by ei(f) the errors of U=Ue for a function f restricted
to B2 for i=1, B2i 0B2i−1 for 2 [ i [ k and Rd0B2k for i=k+1.
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Let q <.. For i [ k, we have
(ei(f))q [ F
B2i
|f(x)−Ue(f)(x)|q rq(x) dx
[ rqi F
B2i
|f(x)−Ugni, 2i(f)(x)|
q dx
[ Aq1
rqi 2
icq
(ni+1)qr/d
[
Aq1 r
q
i 2
icq
(rd/ci 2
idC(e, k))qr/d
=
Aq1r
d/c
i 2
id
(C(e, k))qr/d
.
For i=k+1, we use (14), (20) and (22) to obtain
eqk+1=F
||x||2 \ 2
k
|f(x)−Tf(f)(x)|q rq(x) dx [ Lq(2k) [ Aq3rqk+12 (k+1) qc.
From the definition of k=k(e) we know that r1/ck+12
k+1 [ (C(e, k))−1/d.
Hence,
rqk+12
(k+1) qc=rd/ck+12
(k+1) d (r1/ck+12
k+1)qr [
rd/ck+12
(k+1) d
(C(e, k))qr/d
,
and
eqk+1=
Aq3r
d/c
k+12
(k+1) d
(C(e, k))qr/d
.
Since (e(Ue, r, q, r))q [ supf ¥Fr ;k+1i=1 eqi (f), we conclude that
(e(Ue, r, q, r))q [
max{Aq1, A
q
3}
(C(e, k))qr/d
C
k+1
i=1
rd/ci 2
id=eq,
as claimed.
Similarly for q=., one can check that ei(f)’s are bounded by e for
i=1, ..., k+1, and therefore
e(Ue, r, ., r) [ sup
f ¥Fr
sup
1 [ i [ k+1
ei(f) [ e.
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It remains to show the upper bound on the cardinality of Ue. Due to
(24), we only need to estimate ;ki=1 ni. For q <., we have
C
k
i=1
ni [ C(e, k) C
k
i=1
rd/ci 2
id
=1max{A1, A3}
e
2d/r 1 Ck+1
i=1
rd/ci 2
id2d/(qr) Ck
i=1
rd/ci 2
id
[ 1max{A1, A3}
e
2d/r 1 Ck+1
i=1
rd/ci 2
id2c/r
[
Ac/r2 max{A
d/r
1 , A
d/r
3 }
ed/r
.
For q=., we have c=r and
C
k
i=1
ni [
max{A1, A3}d/r
ed/r
C
k
i=1
rd/ri 2
icd/r [
max{A1, A3}d/r A2
ed/r
.
This completes the proof of the theorem. L
Theorem 4.1 states that the cost of the algorithm Ue is of the same order
as the complexity of the classical approximation problem. This means that
the algorithm Ue is optimal (up to a multiplicative factor) and the
complexity of weighted approximation is of the same order as the
complexity of classical approximation. This holds for weights satisfying
(21)–(22). In the next subsection, we discuss whether the conditions
(21)–(22) are necessary for monotonic isotropic weights.
4.2. Monotonic Isotropic Weights
We now assume that r is isotropic, i.e., that r(x)=w(||x||2), and that w
is monotonic. If w is non-decreasing then w(t) \ w(0) > 0 and, obviously,
the complexity is infinite. Hence in what follows, we assume that w is
non-increasing. Then
r1=w(0) and ri= sup
t \ 2i−1
w(t)=w(2 i−1) for i \ 2.
Note that the numbers ri used in the algorithm Ue are readily available.
Therefore, the total cost of Ue is proportional to card(Ue), even without
precomputations and with e being a part of the input.
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For non-increasing w, the constant A2 in (21) is related to the integral of
wd/c(t) td−1. It is easy to check that (21) reduces to integrability of the
function wd/c(t) td−1, i.e.,
(21) holds iff F
R
d
rd/c(x) dx <..
It has been shown in Proposition 1 and Remark 5 of [7], that for the
scalar case d=1, >R r1/c(x) dx <. is a necessary condition for the
complexity to be proportional to the complexity of the classical approxi-
mation problem. Furthermore, it was also shown that the same condition
must hold for a continuous (not necessarily monotonic) w. A similar proof
technique can be used for the multivariate case, d \ 2. Therefore we have
Proposition 4.1. If w is non-increasing or continuous then the condition
(21) is necessary for comp(e, r)=G(e−d/r).
We now address the assumption (22) which for non-increasing w states
that
L(2 i) [ A3w(2 i) 2 (i+1) c.
The following proposition follows easily from this inequality, (12) and (17).
Proposition 4.2. Suppose that L(1) is finite and there exists a constant
c1 such that
w(xR) [ c1w(x) w(R) (25)
for every x \ 1 and every sufficiently large R. Then (22) holds for sufficiently
large i with A3=cc(r, d) L(1)/2c.
Note that (25) holds for many interesting functions including w(x)=
(1+x)−a with c1=2a and w(x)=e−ax with c1=ea for a positive a.
4.3. Equivalence and Orders for Isotropic Weights
In this subsection, we relate the equivalence of the complexity to the
order of the weight function at infinity. We will do this assuming that r is
isotropic, however, w need not be monotonic. We begin with the following
theorem.
Theorem 4.2. If ow > r+d/q then
comp(e, r)=G(e−d/r) as eQ 0.
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Proof. The proof is based on replacing r(x) by its upper bound
r˜(x)=c1(1+||x||2)−ow+d, where d is a positive number chosen to guarantee
that ow−d > c. Then the function w˜ is decreasing and the weight r˜ satisfies
the assumptions (21)–(22). L
We now discuss the assumption, or > c=r+d/q, in Theorem 4.2. For
simplicity of presentation we assume that or=−o1/r. From Theorem 3.2,
we know that the complexity is infinite if or < c. It is therefore natural to
ask what happens when or=c. As shown in Proposition 3 in [7], anything
can happen, even for d=1 and for a relatively simple class of weights r:
Proposition 4.3. [7] Let d=1, q=., r=1, and r(x)=(||x||2+e)−1
ln−a(||x||2+e). Then or=c=1 and
comp(e, r)=˛G(e−1)G(e−1 ln e−1)
G(e−1/a)
.
if a > 1,
if a=1,
if 0 < a < 1,
if a [ 0.
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