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LOG-MODULAR QUANTUM GROUPS AT EVEN ROOTS OF
UNITY AND THE QUANTUM FROBENIUS I
CRIS NEGRON
Abstract. We construct log-modular quantum groups at even order roots
of unity, both as finite-dimensional ribbon quasi-Hopf algebras and as finite
ribbon tensor categories, via a de-equivariantization procedure. The existence
of such quantum groups had been predicted by certain conformal field theory
considerations, but constructions had not appeared until recently. We show
that our quantum groups can be identified with those of Creutzig-Gainutdinov-
Runkel in type A1, and Gainutdinov-Lentner-Ohrmann in arbitrary Dynkin
type. We discuss conjectural relations with vertex operator algebras at (1, p)-
central charge. For example, we explain how one can (conjecturally) employ
known linear equivalences between the triplet vertex algebra and quantum
sl2, in conjunction with a natural PSL2-action on quantum sl2 provided by
our de-equivariantization construction, in order to deduce linear equivalences
between “extended” quantum groups, the singlet vertex operator algebra, and
the (1, p)-Virasoro logarithmic minimal model. We assume some restrictions
on the order of our root of unity outside of type A1, which we intend to
eliminate in a subsequent paper.
1. Introduction
This paper concerns the production of certain non-semisimple “non-degenerate”
quantum groups at even order roots of unity. In order to highlight the issues we
mean to address in this work, let us consider the case of quantum sl2.
We have the standard small quantum group, or quantum Frobenius kernel,
uq(sl2) in Lusztig’s divided power algebra Uq(sl2) [37, 38], i.e. the Hopf subal-
gebra generated by E, F , and K. It has been shown that, at arbitrary even order
q, the Hopf algebra uq(sl2) admits no quasitriangular structure [35, 28]. This is
in contrast to the odd order case, where the small quantum group is always qua-
sitriangular. Indeed, this quasitriangular property holds, in a certain sense, at all
parameters except for even order roots of unity.
From another perspective, it is known that there is a linear equivalence between
representations of the small quantum group uq(sl2) and representations of a certain
strongly-finite vertex operator algebra–the triplet VOA [3, 29, 44]. Hence repuq(sl2)
apparently admits some braided tensor structure, via the logarithmic tensor theory
of Huang and Lepowsky [32]. (Let us call this induced tensor structure on repuq(g)
the CFT tensor structure.) So, one may conclude that there is some small error
in the definition of the Hopf structure on quantum sl2 at an even order root of
unity which, after it has been remedied, will reproduce the CFT tensor structure
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as the tensor structure on repuq(sl2) induced by the coproduct on uq(sl2) (see
e.g. [29, 23, 28, 15]).
This slippage between representation theory and conformal field theory is not
unique to type A1, although the corresponding conformal field theories are not
well-developed outside of type A1. One expects, in the conclusion, that there is an
appropriate correction to the definition of the small quantum group uq(g), for an
arbitrary simple Lie algebra g over C and even order q, under which the category
repuq(g) is braided, and even log-modular (cf. [4, Conjecture 3.2]). To be clear
about our terminology:
Definition 1.1 ([34, 16]). A log-modular tensor category C is a finite, non-
degenerate, ribbon tensor category.
In the present work we examine the issues discussed above from a representation
theoretic, and tensor categorical, perspective. In particular, we clarify how one can
correct the apparent “singular” behaviors of quantum groups at even order roots of
unity by employing representation theoretic techniques. We discuss the relevance
of our findings from a conformal field theory perspective in Section 1.2 below, and
discuss other recent constructions of log-modular quantum groups in Section 1.1.
Let us consider an almost simple algebraic group G, over C, and the associated
category of quantum group representations
repGq =
{
Representations of Lusztig’s divided power algebra Uq(g)
which are graded by the character lattice X of G
}
.
In the above expression g is the Lie algebra of G, and q is always an even order
root of unity. The category repGq admits a canonical ribbon (braided) structure,
and Lusztig’s quantum Frobenius yields a tensor embedding Fr : repG∨ → repGq
which has Mu¨ger central image, where G∨ is a specific almost simple dual group to
G (see Section 4).
We focus in the introduction on the simply-connected case, as results become
sporadic away from the weight lattice. However, in the body of the text we deal
with arbitrary almost simple G.
Theorem 1.2 (5.6,6.1,7.2). Let G be simply-connected and suppose that the charac-
ter lattice for G is strongly admissible at (even order) q. Then the de-equivariantization
(repGq)G∨ :=
{
Finitely presented FrO(G∨)-modules in repGq
}
has the canonical structure of a finite, non-degenerate, ribbon tensor category. That
is to say, (repGq)G∨ is a log-modular tensor category.
We note that outside of the simply-connected setting the de-equivariantization
(repGq)G∨ may fail to be ribbon, although it is always finite and non-degenerate.
We explain our “strongly admissible” condition in detail below. Let us say for now
that SL2 has strongly admissible character lattice at arbitrary q, and that outside
of type A1 this basically means that 4 divides the order of q. (See Section 2.6.)
We call (repGq)G∨ the log-modular quantum Frobenius kernel for repGq, at even
order q, or simply the log-modular kernel.
From the perspective of this work, the de-equivariantization (repGq)G∨ is the
canonical form for the small quantum group at even order q. However, we show
at Proposition 6.3 that (repGq)G∨ admits an algebraic incarnation as the repre-
sentation category of a ribbon quasi-Hopf algebra uMq (G). As a consequence of
3Proposition 6.3 below, and non-degeneracy of the de-equivariantization, we find
that uMq (G) is in fact log-modular.
We describe the quasi-Hopf algebras uMq (G) in detail in Section 3. The formula
for the comultiplication in particular is given in Lemma 3.9. To identify with the
above discussion one should take the simply-connected form uMq (Gsc) specifically
as the error-corrected version of uq(g).
The uMq (G) arrive to us as subalgebras in (a completion of) the corresponding
divided power algebra Uq(G). It is precisely the subalgebra generated by the oper-
ators Eα := KαEα and Fα, and the character group Z
∨ for the quotient Z of the
weight lattice by the ord(q)/2-scaling of the root lattice. For the standard nilpotent
subalgebras u+q , u
−
q ⊂ Uq(G), we provide in Lemma 3.4 a triangular decomposition
u−q ⊗ C[Z∨]⊗ u+q
∼=→ uMq (G).
The quasi-Hopf structure on uMq (G) is not canonical, but depends on a choice
of function ω : X × X → C×, which essentially quantifies the failure of the al-
gebra FrO(G∨) to be central in the quantum function algebra Oq(G). We call ω
a balancing function, and its precise properties are described in Section 3.2. At
the categorical level, however, the tensor structure on repuMq (G) is unique up to
isomorphism, via the identification with the canonical form (repGq)G∨ .
Theorem 1.3 (§3, 6.3). Let G be simply-connected with strongly admissible char-
acter lattice at (even order) q. There is a log-modular quasi-Hopf algebra uMq (G)
which admits a ribbon equivalence
fibω : (repGq)G∨
∼→ repuMq (G).
The comultiplication and R-matrix for uMq (G) depend on a choice of balancing func-
tion ω for G, but are unique up to braided tensor equivalence. The ribbon element
for uMq (G) is independent of the choice of balancing function.
For sl2, for example, the dual group to SL2 is SL
∨
2 = PSL2. In this case one finds
that uMq (SL2) is in fact the standard small quantum group uq(SL2) ⊂ Uq(SL2), with
some alternate choice of quasi-Hopf structure induced by its identification with the
categorical kernel (rep(SL2)q)PSL2 . We discuss this example in Section 3.5.
We note that Theorem 1.3 was obtained at the C-linear level, i.e. as a C-linear
equivalence, in earlier work of Arkhipov and Gaitsgory [10]. In particular, the
definition of the algebra uMq (G) was observed already in [10] (see also [5, §3.11]).
1.1. Identifications with the log-modular quantum groups of Creutzig et
al. [15] and Gainutdinov et al. [27]. Independent constructions of log-modular
quantum groups at even order roots of unity have appearing in work of Creutzig,
Gainutdinov, and Runkel [28, 15], in type A1, and in work of Gainutdinov, Lent-
ner, and Ohrmann [27] in arbitrary Dynkin type. In [28] a quasi-Hopf algebra
uφq (sl2) was constructed via direct calculation, and this same quasi-Hopf algebra–or
rather, a tenor equivalent refinement–was reproduced in [15] via a local module
construction. From our perspective, this local module construction is essentially a
de-equivariantization (see Section 9).
In [27] the authors proceed via an Andruskiewitch-Schneider like approach (cf. [8,
7]), where the quantum groups uq(G) are produced as quotients of Drinfeld doubles
of Nichols algebras B(V ), with V an object in the braided category of representa-
tions of a cocycle perturbed group algebra. So, V lives in a braided category which
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does not admit a fiber functor in general, and the construction of B(V ) takes place
in this category as well.
We prove in Section 9 that our quantum groups uMq (G) agree with those of
Creutzig et al. [28, 15] and Gainutdinov et al. [27], at the ribbon categorical level.
1.2. Relevance for the “logarithmic Kazhdan-Lusztig equivalence” at (1, p)-
central charge. Take uMq (sl2) the simply-connected form u
M
q (SL2). We discuss
here the situation in type A1, and fix q of order 2p.
As we alluded to earlier, there is a conjectured equivalence of ribbon tensor
categories
fp : repu
M
q (sl2)
∼→ repWp,
where Wp is the triplet vertex operator algebra [33, 3]. This conjecture was first
proposed in the paper [29], and it has been shown that such an equivalence fp
exists at the level of C-linear categories [29, 44]. (So, without the tensor product.)
It is conjectured that the equivalence fp for the triplet algebra lifts to additional
equivalences
repwt u
H
q (sl2)
∼→ rep〈s〉Mp, repGq ∼→ repLM(1, p),
where uHq (sl2) is the so-called unrolled quantum group,Mp is the singlet VOA, and
repLM(1, p) is a certain subcategory of the representations of the (1, p)-Virasoro
which we leave unspecified for the moment [12, 17, 14]. (See Section 10.)
Here we are concerned with means of obtaining equivalences for the singlet and
Virasoro from the known additive equivalence fp for the triplet algebra. As we
argue in Section 10, this problem may be approached via considerations of certain
natural PSL2 actions on repu
M
q (sl2) and repWp. The action of PSL2 on repWp
is well-established in the CFT literature [1], while the action on repuMq (sl2) is
deduced from our construction of the log-modular quantum group as a PSL2 de-
equivariantization of rep(SL2)q.
Conjecture 1.4 (10.7). The linear equivalence fp : repu
M
q (sl2)
∼→ repWp is PSL2-
equivariant, or can be chosen to be PSL2-equivariant.
A positive solution to Conjecture 10.7, in addition to Conjecture 10.6 below,
would produce explicit fully faithful functors
A : repZ u
H
q (sl2)→ repMp, B : rep(SL2)q → repLM(1, p)
via the triplet equivalence fp.
Acknowledgements. This work has benefited from numerous conversations with
Pavel Etingof, Azat Gainutdinov, Dennis Gaitsgory, Simon Lentner, and Ingo
Runkel. Section 9.4 was developed in conversation with Etingof. I thank Runkel
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2. Preliminaries
All algebraic structures (algebras, schemes, algebraic groups, categories, etc.)
are over C. An algebraic group is an affine group scheme of finite type over C. The
standing conditions for this document are that q is a root of unity of even order
2l, with l positive, and that G is an almost simple algebraic group with strongly
admissible character lattice at q (defined in Section 2.6 below).
For any algebra A, we let repA denote the category of finite-dimensional A-
modules. We let RepA denote the category of A-modules which are the union
of their finite-dimensional submodules. We adopt a similar notation corepA and
CorepA for comodules over a coalgebra, but note that CorepA is equal to the
category of arbitrary comodules. For a C-linear category C we let IndC denote
the corresponding Ind-category, i.e. the completion of C with respect to filtered
colimits, so that Ind(repA) = RepA (resp. Ind(corepA) = CorepA) for example.
By an embedding F : D → C of C-linear categories we mean an exact, fully
faithful functor for which F (D) is closed under taking subobjects in C . When D is
a finite tensor category, and F is a tensor functor, this subobject closure property
is a consequence of fully faithfulness [22, §6.3]. In the infinite setting there are fully
faithful tensor functors which are not embeddings.
2.1. Almost simple algebraic groups. Let G be an almost simple algebraic
group over C, with root lattice Q and weight lattice P . Recall that G is specified,
up to isomorphism, by its Lie algebra g = Lie(G) and choice of character lattice X
between Q and P . The character lattice appears abstractly as the group of maps
from a maximal torus T ⊂ G to Gm, X = HomAlgGrp(T,Gm). For G of adjoint
type we have X = Q, and for G simply-connected X = P .
We let ∆ = {α1, . . . , αn} denote the simple roots in X , and Φ ⊂ X denote the
collection of all roots. For each simple αi we have an associated integer di = dαi ∈
{1, 2, 3} and diagonal matrix D = diag{d1, . . . , dn} for which D[aij ] is symmetric,
where the aij are the Cartan integers for G.
We have the Cartan pairing 〈 , 〉 : Q ×Q → Z, defined by the Cartan integers
〈αi, αj〉 = aij . If we take r to be the group exponent of the quotient X/Q, then this
form extends to a unique Z[ 1r ]-valued form on X . We have a unique symmetrization
( , ) : X ×X → Z[ 1r ] of the Cartan form on X defined by
(αi, αj) = di〈ai, aj〉 = diaij .
We call this symmetrized form the Killing form on X , since the induced form on
the complexification XC is identified with the standard Killing form on the dual h
∗
of the Cartan subalgebra h in g.
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2.2. Exponentiation of the Killing form on X. Take again r to be the ex-
ponent of the quotient X/Q, so that the Killing form on X takes values in Z[ 1r ].
For q an arbitrary root of unity in C, with argument θ, we may take the r-th root
r
√
q = exp(2πiθ/r). We exponentiate the Killing form to arrive at the multiplicative
form
Ω : X ×X → C∗, Ω(x, y) := ( r√q)r(x,y).
Since r(x, y) is an integer this form is well-defined. Having established this point,
we abuse notation throughout and write simply Ω(x, y) = q(x,y).
2.3. Representations of the quantum group repGq and the divided power
algebra Uq(g). Take q a root of unity of order 2l, let g be a simple Lie algebra
over C, and for each simple α ∈ ∆ take
lα := the minimal positive integer such that dαlα ∈ lN.
Let Uq = Uq(g) be Lusztig’s divided power quantum group specialized at q [37, 38],
with standard generators
Eα, Fα, Kα, E
(lα)
α , F
(lα)
α ,
[
Kα; 0
lα
]
, for all α ∈ ∆.
Here the Kα are grouplike, the Eα are (Kα, 1)-skew primitive, and the Fα are
(1,K−1α )-skew primitive. We let repGq denote the tensor subcategory in repUq(g)
consisting of objects V such that:
(a) V comes equipped with a grading by the character lattice, V = ⊕λ∈XVλ,
(b) For v ∈ Vλ the torus elements in Uq act by the corresponding eigenvalues,
Kα ·v = q(α,λ)v and
[
Kα; 0
lα
]
·v =
[
〈α, λ〉
lα
]
dα
v, where
[
a
b
]
dα
is the qdα-binomial.
Morphisms in repGq are Uq-linear maps which preserve the X-grading. For the
materials of Section 10, we would like to understand the nature of repGq as a
subcategory in repUq.
Proposition 2.1. The faithful tensor functor repGq → repUq is a tensor embed-
ding.
The proof of the proposition will follow from Lemma 2.2 below. For simple α let
fα ∈ P denote the corresponding fundamental weight in P , so that (fα, β) = dβδα,β
at simple β. Since X ⊂ P , we may write any element in X uniquely as a linear
combination of these fα, with coefficients in Z.
Consider V in repGq, and take a homogenous nonzero element v ∈ V . For simple
α ∈ ∆ consider the unique integer 0 ≤ m′v(α) < ord(qdα) so that Kαv = qdαm
′
v(α)v
and take
mv(α) =
{
m′v(α) if ord(q
dα) is odd or m′v(α) <
ord(qdα )
2
m′v(α) − ord(q
dα )
2 else.
Let also n′v(α) ∈ Z be such that v lies in the n′v(α)-eigenspace for the action of[
Kα; 0
lα
]
(cf. [36, Corollary 3.3]) and take
nv(α) =
{
n′v(α) if ord(q
dα) is odd
(−1)l(n′v(α)−1)n′v(α) else.
Finally, define kα = ord(q
dα) if the order of qdα is odd and ord(qdα)/2 otherwise
7Lemma 2.2. Consider homogenous v ∈ V , for V in repGq, and takemv(α), nv(α) ∈
Z as above. Then the X-degree of v is given by the formula
deg(v) =
∑
α∈∆
(mv(α) + (−1)mv(α)(ord(q
dα )−1)kαnv(α))fα. (1)
Proof. We may assume G is simply-connected, by way of the embedding from
repGq to the simply-connected form. Via the restriction functors Fα : repGq →
rep(SL2)qdα along the Hopf embeddings Uqdα (sl2)→ Uq(g), which sends E, F , and
K to Eα, Fα and Kα, it suffices to consider the case G = SL2. Here the weight
lattice is generated by the single fundamental weight f = 12α. We note that q
dα
may be of odd order, in which case we take l = ord(qdα) for rep(SL2)qdα instead,
and make the analogous l-demands as above in the definition of rep(SL2)qdα . In
any case, we take G = SL2 and allow q to be of possibly odd order.
Take v ∈ V of degree cf , for V in rep(SL2)q, and assume that q is of even order.
Then we have [
K; 0
l
]
v =
[
〈α, cf〉
l
]
v =
[
c
l
]
v,
and by definition n′v =
[
c
l
]
. We have directly that
[
r
l
]
= 0 when 0 ≤ r < l and[
l
l
]
= 1, and also the general property
[
kl+ a
l
]
= q−al
[
kl
l
]
+ qkl
2
[
a
l
]
= (−1)a
[
kl
l
]
+ (−1)kl
[
a
l
]
(see [39, §1.3]). This gives
[
kl
l
]
= (−1)l(k−1)k by induction and
[
kl+ r
l
]
=
(−1)r(−1)l(k−1)k for 0 ≤ r < l. So, in total,
n′v =
[
c
l
]
= (−1)c−l⌊ cl ⌋(−1)l(n′v−1)⌊c
l
⌋.
The difference c− l⌊ cl ⌋ is mv, since Kv = qcv. Whence
c = c− l⌊ cl ⌋+ ⌊ cl ⌋
= mv + (−1)mv(−1)l(n′v−1)ln′v = mv + (−1)mv lnv.
So we see deg(v) = cf = (mv + (−1)mv lnv)f , as claimed.
A similar, but easier, analysis yields the result for rep(SL2)q when q is of odd
order. 
Proof of Proposition 2.1. One sees from Lemma 2.2 that the X-grading on V in
repGq is completely recoverable from the action of the torus elements in Uq.
Whence we find that morphisms V → W in repUq between X-graded objects
preserve the X-grading, implying full faithfulness of the inclusion. Furthermore,
for a v ∈ V in X-graded V we may expand v in terms of the grading v = ∑λ vλ
and, by Lemma 2.2 we may take for any λ ∈ X a torus element tλ ∈ Uq so that
tλv = vλ. Hence any subobject V
′ ⊂ V in repUq is X-graded as well. Whence the
inclusion repGq → repUq is an embedding. 
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2.4. The R-matrix for repGq. Let q be a root of unity of order 2l, as before. Re-
call our notation Ω : X×X → C× for the q-exponentiated Killing form. According
to [39, Chapter 32] the category repGq is braided by the operator
R = R+Ω−1 = (
∑
n:Φ+→Z≥0
cn(q)E
(n1)
γ1 . . . E
(nw)
γw ⊗ F (n1)γ1 . . . F (nw)γw )Ω−1,
where the cn(q) are polynomials in q
±1 with integer coefficients, {γ1, . . . , γw} is a
normal ordering of the positive roots, and up to first order we have
R =
(
1− (
∑
α∈∆
(q − q−1)Eα ⊗ Fα) + . . .
)
Ω−1.
This linear term actually specifies R entirely. The corresponding braiding on repGq
is given by
cV,W : V ⊗W → W ⊗ V,
cV,W (v ⊗ w) = swap(R · v ⊗ w)
= q−(deg v,degw) swap
(∑
n:Φ+→Z≥0
cn(q)E
(n1)
γ1 . . . E
(nw)
γw v ⊗ F (n1)γ1 . . . F (nw)γw w
)
,
where swap is the trivial swap, and v and w are taken to be homogeneous in the
above expression. This braiding operation is well-defined as any object in repGq is
annihilated by high powers of any Eγ , Fγ .
Remark 2.3. In [39], Lusztig’s “R-matrix” R′ is the reverse of our R-matrix,
R′ = R21. This is because the braiding employed in [39] is R
′ ◦ swap, which is
equal to swap ◦R. We follow the convention of [22] with regards to R-matrices and
braidings.
The following result is well-known, and we omit a formal proof.
Lemma 2.4 (cf. [13, §8.3C]). The coefficients cn(q) in the expression of the R-
matrix are such that cn(q) = 0 whenever nγ ≥ lγ for any γ ∈ Φ+.
Lemma 2.4 says that the R-matrix lives in a certain “torus extended small quan-
tum group” for G at q (denoted ûq below).
2.5. Algebras of global operators.
Definition 2.5. Let C be a locally finite C-linear category with fixed fiber functor
F : C → V ect. The algebra of global operators for C is the endomorphism ring
EndFun /C(F ). For repGq, we let Ûq(G) denote the associated algebra of global
operators (calculated with respect to the forgetful functor to V ect).
For repGq we have Lusztig’s modified algebra U˙q(G) =
⊕
λ∈X Uq1λ [39, Chap-
ter 23 & 31], which has rep U˙q = repGq. The algebra Ûq is a pro-finite, linear
topological Hopf algebra [22, §1.10], and we may write Ûq explicitly as the limit
Ûq = lim←−cofU˙q/I
where cof is the collection of cofinite ideals I in U˙q. We have the global operators
Eα, Fα, E
(lα)
α , F
(lα)
α , as well as the projection operators 1λ for each λ ∈ X , and
these operators topologically generate Ûq.
92.6. (Strongly) admissible lattices. Given an intermediate lattice Q ⊂ X ⊂ P ,
and q a 2l-th root of 1, we define
XM := {x ∈ X : (x, y) ∈ lZ ∀ y ∈ X}.
This is a sublattice in X . Note that the restriction Ω|XM×XM takes values {±1}.
Definition 2.6. We say the lattice X is admissible at q if Ω(x, x) = 1 for all
x ∈ XM. We call X strongly admissible at q if the restriction Ω|XM×XM is of
constant value 1.
This is a technical condition which, it turns out, determines the nature of the
Mu¨ger center of the quantum group repGq. In particular, the character lattice for
G is admissible if and only if the Mu¨ger center of repGq is Tannakian, and strongly
admissibly if and only if the braiding on the Mu¨ger center in repGq is the trivial
vector space swap.
Lemma 2.7. Fix a Dynkin type with corresponding root and weight lattices Q and
P respectively. The following hold:
(1) The simply-connected lattice Xsc = P is admissible at arbitrary (even order)
q in all Dynkin types.
(2) The simply-connected lattice in types A1, i.e. the lattice for SL2, is strongly
admissible at arbitrary (even order) q.
(3) In types A>1, B,D,E, and G2, the simply-connected lattice Xsc is strongly
admissible if and only if 4 | ord(q).
(4) In type Cn, Xsc is strongly admissible if and only if 4 ∤ ord(q), i.e. 2 appears
with multiplicity one in the prime decomposition of ord(q), or 8 | ord(q).
(5) When 2 exp(P/Q) | l and q is of order 2l, all intermediate lattices Q ⊂
X ⊂ P are admissible.
(6) The lattice for PSL2 is strongly admissible when 4 ∤ ord(q) or 8 | ord(q),
and inadmissible otherwise.
Proof. Take 2l = ord(q). (1) In this case XM = Z{lαα : α ∈ ∆}, and we calculate
for an arbitrary element
(
∑
i ciliαi, l
∑
i ciliαi) = l
2
i c
2
i (αi, αi) + 2lilj
∑
i<j cicj(αi, αj)
= 2llic
2
i + 2llj
∑
i<j cicj〈αi, αj〉 ∈ 2lZ.
Whence we have admissibility. (2) Here we have XM = lQ = lZα, and the compu-
tation (lα, lα) = 2l2 implies strong admissibility for SL2.
(3) In the simply-laced case we have XM = lQ and (la, lb) ∈ l2(a, b) for a, b ∈ Q.
When 2 | l this implies strong admissibility. When 2 ∤ l if we take neighbors then
(lα, lβ) = l2 /∈ 2lZ, obstructing strong admissibility. In type Bn we find a similar
obstruction to strong admissibility when 2 does not divide l. When 2 | l and β is
short we have again (lαα, lβ) = l
2〈α, β〉 ∈ 2lZ, and for the unique long γ,
(lγγ, lγγ) = llγ〈γ, γ〉 = 2llγ ∈ 2lZ.
So (XM, XM) ⊂ 2lZ and we have strong admissibility. For G2, with short root α
and long root γ,
(lα, lα) = 2l2, (lγγ, lα) = l
2 or 3l2, (lγγ, lγγ) = l
2 or 3l2,
depending on if 3 | l or not, implying failure of strong admissibility when l is odd
and establishing strong admissibility when l is even.
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(4) The Killing form on Q takes values in 2Z in type Cn. When l is odd lα = l
for all simple α, and XM = lQ. So (XM, XM) = l2(Q,Q) ∈ 2lZ in this case,
and we have strong admissibility. When l is even lα = l/2 for all long roots and
lβ = l for the unique short root β. When 4 | l this is sufficient to establish strong
admissibility, and in the remaining case when 2 appears with multiplicity 1 in l we
can take neighboring long roots α and β to find (lαα, lββ) = lβl /∈ 2lZ. We leave
(5) and (6) to the interested reader, as they are just illustrative examples. 
2.7. Coherence of function algebras on groups. Recall that an algebra A is
called coherent if the category of finitely presented A-modules is an abelian subcat-
egory in the category of arbitrary A-modules. We would like to work with general
affine group schemes at some points, and so include the following result.
Lemma 2.8. The algebra of global functions O(Π) on any affine group scheme Π
is coherent.
Proof. Since O = O(Π) is locally finite, as a coalgebra, we have that O is the direct
limit (union) of its finitely generated, and hence Noetherian, Hopf subalgebras O =
lim−→α Oα. Since extensions of commutative Hopf algebras are (faithfully) flat [53,
Theorem 5], Oβ is flat over Oα when α ≤ β. It follows that O = lim−→α Oα is
coherent [30, Theorem 2.3.3]. 
3. The log-modular kernel as a quasi-Hopf algebra
We provide explicit presentations of the quasi-Hopf kernels uMq (G), for almost
simple G with (strongly admissible) character lattice X . We give the R-matrix,
and ribbon element at simply-connected lattices, but leave a proof of factorizability
to Section 6.2. As we will see, the quasi-Hopf structure on uMq (G) is not unique,
but depends on a choice of so-called balancing function on the character lattice for
G.
We note that the materials of this section are relatively independent of the
materials of the sections that follow. What we give here is a direct, algebraic,
construction of the log-modular kernel. In the remainder of the paper we provide
both categorical and representations theoretic (re)productions of this same object,
and investigate some consequences of these varying perspectives in Section 10.
3.1. The log-modular kernel as an associative algebra [10]. Consider again
the linear topological Hopf algebra Ûq(G) = lim←−cofU˙q(G)/I of global operators for
repGq, as in Section 2.5. We let Z denote the quotient Z = X/X
M.
Definition 3.1. Define uMq (G), as an associative algebra, to be the subalgebra in
Ûq(G) generated by the operators Eα = KαEα and Fα, for α simple, as well as the
functions C[Z∨] on the quotient Z.
Remark 3.2. This is the same as the algebra of [10], given there as the algebra
of coinvariants in Ûq with respect to the quantum Frobenius (see Section 4.1), and
repuMq (G) is the category kCG1 of [5, §3.11].
Let u˙q denote the subalgebra in U˙q generated by the idempotents 1λ and the
elements Eα1λ, Fα1λ, for arbitrar λ ∈ X and simple α. Let T be the torus in G,
T = Spec(C[X ]).
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Lemma 3.3. The restriction functors repGq → rep u˙q and repGq → repT are
surjective (in the sense of [22]).
Sketch proof. The simples of repGq are labeled by dominant weights L(λ), λ ∈ X+,
with L(λ) having highest weight λ. Since the character lattice X for T is generated
by dominant weights, this shows that the functor repG→ repT is surjective. (See
Proposition 4.4 and Lemma 4.5 below.)
For rep u˙q the simples are tensor generated by simples L
′(λ) labeled by dominant
weights, and the L′(λ) appear as quotients of the restriction of the simple L(λ) in
repGq. One can see, by considering the coradical filtration on u˙q, or more precisely
on the product
∏
λ uq1λ, with (u˙q)0 =
∏
λ∈X C1λ, that rep u˙q is tensor generated
by its simples. (See the proof of Lemma 10.1.) So repGq → rep u˙q is surjective. 
Lemma 3.3 says, equivalently, that the maps from the cofinite completions
ûq → Ûq and (⊕λC1λ)∧ = Fun(X,C)→ Ûq
are injective [49, Lemma 2.2.13]. One can see by considering the u˙q-representations
⊕|λ|<Nuq1λ, where uq1λ is formally the left u˙q-submodule in u˙q generated by 1λ,
that ûq is simply the product ûq =
∏
λ∈X uq1λ. Since the subalgebra u
M
q ⊂ Ûq lies
in ûq, we may replace Ûq with ûq in our analysis of the linear structure of u
M
q .
We note that the elements Eα satisfy the same relations as the elements Eα in
Uq(g). So the map u
+
q (g) → Uq(g), Eα 7→ Eα is an inclusion, as is the similarly
defined map to ûq. In the following Lemma we consider u
+
q (g) now as the subalgebra
of ûq generated by the Eα.
Lemma 3.4. The group ring C[Z∨], and the nilpotent subalgebras u+q (g) and u
−
q (g),
map injectively into uMq (G). Furthermore, multiplication provides a triangular de-
composition
u−q (g)⊗ C[Z∨]⊗ u+q (g)
∼=→ uMq (G).
Proof. This follows from the triangular decomposition of ûq [39, §36.2.2]. 
3.2. Balancing functions.
Definition 3.5. A balancing function on the character lattice X for G is a function
ω : X ×X → C× with the following properties:
(a) ω is X-linear in the first coordinate.
(b) In the second coordinate, ω satisfies the XM-semilinearity ω(a, a′ + x) =
q−(a,x)ω(a, a′), for x ∈ XM.
(c) The restriction to XM ×X is trivial, ω|XM×X ≡ 1.
Note that we may view ω then as a map from the quotient (X/XM)×X satisfying
the prescribed (semi)linearities. Also, by strong admissibility, the function q−(−,x)
is trivial on XM, so that the conditions (b) and (c) are not in conflict.
Lemma 3.6. Every strongly admissible character lattice admits a balancing func-
tion.
Proof. Consider any set theoretic section s : Z = (X/XM) → X . Then each
element a ∈ X admits a unique expression a = x+ sz with x ∈ XM and z ∈ Z, and
we may define the desired function ω by ω(a, a′) = ω(a, x+ sz) := q−(a,x). 
12 CRIS NEGRON
3.3. The quasi-Hopf structure on uMq (G) via a balancing function. Fix a
balancing function ω, with pointwise inverse ω−1. We have ω(1, ∗) = ω(∗, 1) = 1,
and hence ω defines a (non-Drinfeld) twist
ω =
∑
λ,µ∈X
ω(λ, µ)1λ ⊗ 1µ ∈ Fun(X,C)⊗ˆFun(X,C) ⊂ Ûq⊗ˆÛq .
Whence we may twist in the usual fashion to obtain a new quasi-Hopf algebra Ûωq
with the same (linear topological) algebra structure, comultiplication
∇ := ω−1∆(−)ω
and associator
φ := (1⊗ ω)−1(1⊗∆)(ω)−1(∆⊗ 1)(ω)(ω ⊗ 1).
We have also the normalized antipode (Sω, 1, β), where
Sω(x) = τ−1S(x)τ, β = (
∑
λ∈X
ω−1(λ,−λ)1λ)τ =
∑
λ
ω−1(λ,−λ)ω−1(λ, λ)1λ,
and τ =
∑
λ∈X ω(−λ, λ)1λ =
∑
λ ω
−1(λ, λ)1λ. We will establish the following.
Proposition 3.7. The subalgebra uMq (G) is a quasi-Hopf subalgebra in Û
ω
q , for any
choice of ω. The formula for the comultiplication ∇ on uMq (G) is as described in
Lemma 3.9 below.
We choose a section s : Z → X and identify Z with its image in X in the formulas
below. We can understand φ and β as functions from X3 and X respectively. We
have
φ : X3 → C, φ(a, b, c) = ω
−1(b, c)ω(a+ b, c)ω−1(a, b+ c)ω(a, b)
= ω(a, c)ω−1(a, b+ c)ω(a, b).
By linearity of ω in the first component, and XM-semilinearity in the second com-
ponent we see that
φ(a+ x, b, c) = φ(a, b + x, c) = φ(a, b, c+ x) = φ(a, b, c) for x ∈ XM.
So φ is constant on XM-cosets in each component, and thus is identified with a
function from the quotient Z3,
φ : Z3 → C, φ(z, z′, z′′) = ω(z, z′′)ω−1(z, z′ + z′′)ω(z, z′).
One also observes directly that β is constant onXM-cosets to find that it is identified
with a function on Z, β(z) = ω−1(z,−z)ω−1(z, z). This information implies the
following.
Lemma 3.8. Let 1z ∈ C[Z∨] denote the idempotent associated to an element z ∈ Z.
We have φ ∈ C[Z∨]⊗3 ⊂ Û⊗ˆ3q and β ∈ C[Z∨]. Specifically,
φ =
∑
z∈Z
ω(z, z′′)ω−1(z, z′+z′′)ω(z, z′)1z⊗1z′⊗1z′′ , β =
∑
z∈Z
ω−1(z, z)ω−1(z,−z)1z.
Let us define for γ ∈ X functions Lγ , Lγ : X → C by
Lγ(λ) := q−(γ,λ)ω(γ, λ), Lγ(λ) := ω(λ, γ).
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These functions are constant on XM-cosets and hence provide elements in C[Z∨] ⊂
uMq . We define also the interior product
ιγφ : X
2 → C, ιγφ(λ, µ) := φ(λ, µ, γ).
This function is also constant on XM-cosets so that ιγφ ∈ C[Z∨]⊗2.
Lemma 3.9. In Ûωq we have ∇(ξ) = ξ ⊗ ξ for all ξ ∈ Z∨,
∇(Eα) = Eα ⊗ L−1α + ι−αφ−1L−αK2α ⊗ Eα,
and ∇(Fα) = Fα ⊗ Lα + ιαφ−1Lα ⊗ Fα.
Furthermore, uMq (G) is stable under the application of the antipode S
ω.
Proof. The equality ∇(ξ) = ξ ⊗ ξ follows from the fact that ω commutes with
elements in Z∨. Now, once calculates directly
∇(Eα) = ω−1∆(Eα)ω
=
∑
λ,µ∈X ω
−1(λ+ α, µ)ω(λ, µ)Eα1λ ⊗Kα1µ + ω−1(λ, µ)ω(λ, µ − α)1λK2α ⊗ 1µEα
=
∑
λ,µ q
(α,µ)ω−1(α, µ)Eα1λ ⊗ 1µ + φ−1(λ, µ,−α)L(λ)1λK2α ⊗ 1µEα
= Eα ⊗ L−1α + ι−αφ−1L−αK2α ⊗ Eα.
Similarly,
∇(Fα) = ω−1∆(Fα)ω
=
∑
λ,µ q
−(α,µ)ω−1(λ− α, µ)ω(λ, µ)Fα1λ ⊗ 1µ + ω−1(λ, µ)ω(λ, µ + α)1λ ⊗ 1µFα
=
∑
λ,µ q
−(α,µ)ω(α, µ)Fα1λ ⊗ 1µ + φ−1(λ, µ, α)Lα(λ)1λ ⊗ 1µFα
= Fα ⊗ Lα + ιαφ−1Lα ⊗ Fα.
For the antipose we have Sω(ξ) = ξ,
Sω(Eα) = −
(∑
λ∈X q
−(λ,α)ω(λ, λ)ω(λ − α, λ− α))K−2α Eα,
Sω(Fα) = −
(∑
λ∈X q
(λ,α)ω(λ, λ)ω−1(λ+ α, λ+ α)
)
Fα.
One can check directly that these coefficients are constant on XM-cosets in X , and
hence lie in C[Z∨]. 
We can now prove the proposition.
Proof of Proposition 3.7. Follows from Lemmas 3.8 and 3.9. 
3.4. The ribbon structure on uMq (G). Fix ω a balancing function, as above.
We have the standard R-matrix Rω = ω−121 Rω for the twisted algebra Û
ω
q . The
following lemma is verified by straightforward computation.
Lemma 3.10. The R-matrix Rω lies in uMq (G)⊗uMq (G), and hence provides uMq (G)
with a quasitriangular structure.
By categorical considerations [22, §8.9], the Drinfeld elements for Ûωq , and hence
uMq , is given by the formula τ
−1S(τ)u, where u is the Drinfeld element for Ûq.
The pivotal structure on Ûq, which is given by multiplication by the grouplike Kρ
where ρ =
∑
γ∈Φ+ γ, provides a pivotal structure for the twist Û
ω
q , which is given
by multiplication by τ−1S(τ)Kρ. Hence the ribbon element for Û
ω
q is
vω = τ−1S(τ)Kρ(τ
−1S(τ)u)−1 = Kρu
−1 = v,
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where v is untwisted ribbon element for the quantum group. (We use the fact that
τ is in Fun(X,C) and hence commutes with u.)
When X is the simply-connected lattice, so that XM = lQ, it is easy to see that
Kρ ∈ Z∨. More generally, Kρ is in Z∨ whenever Kρ|XM ≡ 1. Since τ is a function
on X , S(τ) = τ−1 and τ−1S(τ) = τ−2. This element τ−2 is constant on XM-cosets
and hence in C[Z∨]. Thus the pivotalizing element τ−1S(τ)Kρ for Û
ω
q lies in u
M
q
whenever Kρ|XM ≡ 1.
Proposition 3.11. Suppose that X is the simply-connected lattice, or that Kρ|XM ≡
1. Then for any choice of balancing function, the induced quasi-Hopf structure on
uMq (G) naturally extends to a ribbon structure under which the ribbon element v is
just the standard ribbon element for the large quantum group Ûq.
If one considers the example (PSL2)q, we see that Kρ|XM ≡ 1 when l is odd,
since XM = lQ in this case, and Kρ|XM is not identically 1 when 4 | l, as XM = l2Q
and Kρ(
l
2α) = −1. So the induced ribbon structure on uMq (G) is not exclusive to
the simply-connected case, but fails to hold in general. We continue our discussion
of quantum PSL2 in Section 9.4.
Of course, as a quasi-Hopf algebra, the definition of uMq (G) depends on a choice
of balancing function ω. However, by Proposition 6.3 below, the braided tensor
category repuMq (G) is independent of choice of balancing function, up to braided
equivalence and ribbon equivalence when applicable. We find in Corollary 7.2 that
uMq (G), with R-matrix as above, is in fact factorizable, and hence log-modular.
3.5. The log-modular kernel for sl2. Consider u
M
q (sl2) = u
M
q (SL2). The char-
acter K = Kα : Xsc → C, K(λ) = q(λ,α), is of constant value 1 on XM = lZα.
Hence K ∈ uMq (sl2), and therefore E = K−1E is in uMq (sl2). Therefore
uMq (sl2) =
{
the standard subalgebra in Uq(sl2) generated by
the E, F , and K, as an associative algebra
}
.
So we see that uMq (sl2) simply consists of a new choice of comultiplication, associ-
ator, and ribbon structure, on the usual small quantum group in Uq(sl2).
4. Quantum Frobenius and the Mu¨ger center of repGq
We now turn our attention from the quasi-Hopf algebra uMq (G) to the canonical
form (repGq)G∨ highlighted in the introduction. In this section and all following
section, q is a root of unity of even order 2l and G is an almost simple algebraic
group with with strongly admissible character lattice X at q.
4.1. The quantum Frobenius. Define the dual group G∨ to G at q to be the
almost simple algebraic group with the following Cartan data:
• The character lattice for G∨ is XM.
• The simple roots for G∨ are ∆∨ := {liαi : αi ∈ ∆}
• The Cartan integers are given by a∨ij = aij lilj .
When all di divide l the group G
∨ is of Langlands dual type to G, and G∨ is exactly
the Langlands dual when G is additionally simply-connected. When the di do not
divide l the dual group G∨ is of the same Dynkin type as G.
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For the algebra U˙q = U˙q(G) =
⊕
λ∈X Uq1λ of [39, Chapter 23 & 31], which has
rep U˙q = repGq, we have the quantum Frobenius map
Fr∗ : U˙q(G)→ U˙(G∨),

Eα 7→ 0
Fα 7→ 0
E
(lα)
α 7→ eα
F
(lα)
α 7→ fα
1λ 7→ 1λ if λ ∈ XM, 0 else,
which is a surjective map of quasi-triangular Hopf algebras [39, Theorem 35.1.9].
We note that U˙∨ = U˙(G∨) recovers classical representations for the dual group
rep U˙∨ = repG∨.
Remark 4.1. For SL2 and Sp2n at odd l the quantum Frobenius actually lands
in the quasi-classical algebra U˙∨−1. However, one can rescale the generators to
obtain an identification U˙∨−1 = U˙
∨ in these particular cases. The important point
in the strongly admissible setting is the identical vanishing of the R-matrix for
rep U˙∨±1 which implies that the forgetful functor rep U˙
∨
±1 → V ect is symmetric,
and hence rep U˙∨±1 is directly identified with representations of an algebraic group
via Tannakian reconstruction [20, 42].
Restricting along the quantum Frobenius Hopf map yields a braided tensor em-
bedding
Fr : repG∨ → repGq,
which we also call the quantum Frobenius. There is a third form of the quantum
Frobenius, which is that of a Hopf inclusion to the quantum function algebra Fr∗ :
O(G∨) → Oq(G), where Oq(G) = coend(repGq) = HomCont(Ûq,C). One then
recovers the categorical Frobenius by corestriction corepO(G∨)→ corepOq(G).
To ease notation we generally write O for O(G∨) and Oq for Oq(G).
Remark 4.2. The algebra Oq is presumably the quantum function algebra of [38,
40].
4.2. The quantum Frobenius and the Mu¨ger center of repGq. We aim to
prove the following result.
Theorem 4.3. The quantum Frobenius Fr : repG∨ → repGq is an equivalence
onto the Mu¨ger center of repGq.
In order to prove the theorem we recall some basic representation theoretic facts.
Recall that a weight λ ∈ X is called dominant if 〈α, λ〉 ≥ 0 for all α ∈ ∆. Equiv-
alently, we may employ the Killing form to find that λ is dominant if and only if
(α, λ) ≥ 0 for all α. We let X+ denote the set of dominant weights in X .
By a standard analysis, the simples in repGq are classified up to isomorphism
by their highest weights. Given a weight λ ∈ X which appears as a highest weight
for some object in repGq, and hence as the highest weight of some simple, we let
L(λ) denote the corresponding simple.
Proposition 4.4. For any simple L(λ) in repGq, the corresponding weight λ is
dominant. Furthermore, the map IrrepGq → X+, L(λ) 7→ λ, is a bijection.
Proof. One proceeds exactly as in the proof of [36, Proposition 6.4]. 
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The following lemma is, without doubt, well-known and classical.
Lemma 4.5. The dominant weights X+ span X.
Proof. Enumerate the simple roots ∆ = {α1, . . . , αn} and define Sj to be the set
of x ∈ X with (αi, x) = 0 for all i < j, and (αj , x) > 0. Elements of Si are exactly
those elements which have an expression in terms of fundamental weights in which
the coefficients of fi are 0, for all i < j, and the coefficient of fj is positive. Note
that Sj 6= ∅, since P/X is finite, and hence some power of each fundamental weight
lies in X .
For each 1 ≤ j ≤ n take xj ∈ Sj with minimal pairing with αj , (αj , xj) =
min{(αj , x) : x ∈ Sj}. By replacing xj with a sum xj +
∑
k>j ckxk we may assume
additionally that each xj is dominant. Now, for arbitrary λ ∈ X with (αi, λ) = 0
for all i < j, our minimality assumption on xj implies that there is some cj(λ) ∈ Z
with (αj , λ − cj(λ)xj) = 0. Whence we see, by induction, that for any λ ∈ X one
can take a difference λ −∑i ci(λ)xi so that (αj , λ −∑i ci(λ)xi) = 0 for all j. By
non-degeneracy of the Killing form on the rationalizationXQ we see λ =
∑
i ci(λ)xi.
Whence {x1, . . . , xn} provides a dominant spanning set for X . 
We can now prove our theorem.
Proof of Theorem 4.3. The image of the quantum Frobenius Fr : repG∨ → repGq
is the subcategory tensor generated by the simples L(λ) with λ ∈ (XM)+. One
sees this directly from the definition of the associated surjection U˙q → U˙∨ and the
classification of simples for U˙∨.
We note that for any extension W of objects V and V ′ in the image of repG∨,
the X-grading on W is necessarily a grading by XM. That is to say, Wλ = 0 for
all λ /∈ XM. This implies that Ei, Fi : W → W are trivial operators. (One needs
to use strong admissibility of X here when l = 2 in types B and C, and l = 3 in
type G2.) Hence the action of U˙q on W factors through the Frobenius U˙q → U˙∨.
Rather, W is in the image of repG∨, and we see that the image of repG∨ is closed
under extension. We can describe this image simply as the collection of V in repGq
with X-grading induced by a XM-grading.
Now, take L(λ) a simple in the Mu¨ger center of repGq, and let vλ be a highest
weight vector for L(λ). Then for all µ ∈ X+ we have for the double braiding
R21R : L(λ)⊗L(µ)→ L(λ)⊗L(µ), vλ⊗vµ 7→ q−2(λ,µ)vλ⊗vµ+lower degree terms.
Triviality of this operation demands 2(λ, µ) ∈ 2lZ, and hence that (λ, µ) ∈ lZ.
Since this holds for all simples L(µ) in repGq, we find (λ,X
+) ⊂ lZ. Since X is
spanned by dominant weights, by Lemma 4.5, we conclude λ ∈ XM. So we see that
all simples in the Mu¨ger center lie in the image of the repG∨.
Finally, for arbitrary V in the Mu¨ger center we find that all of its simple com-
position factors lie in repG∨, since the Mu¨ger center is closed under subquotients.
As the image of repG∨ is closed under extension in repGq, it follows that V is in
repG∨. 
5. Tensor properties and finiteness of (repGq)G∨
We begin by recalling the notion of de-equivariantization [10, 21]. We maintain
our assumption that the base field is C for consistency, although many of the
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results are characteristic independent. By a corepresentation we always mean a
right corepresentation.
5.1. De-equivariantization and faithful flatness. Let Π be an affine group
scheme and F : repΠ → C be a central embedding into a tensor category C .
That is, F is a pair of an embedding F0 : repΠ → C and a choice of lift to the
Drinfeld center F1 : repΠ→ Z(C ). Such a central embedding simply consists of a
compatible choice of functorial swap operations γV,W : F (V )⊗W → W ⊗F (V ) for
each V in repΠ.
For any central embedding F : repΠ → C we have the algebra object FO =
FO(Π) in the Ind-category IndC . We can therefore consider FO-modules in IndC .
Each FO-module becomes a bimodule via the half braiding γO,−.
Definition 5.1. A module M over an algebra object A in IndC is called finitely
presented if there are objects V0 and V1 in C for which there is an exact sequence
A ⊗ V1 → A ⊗ V0 →M , where the A ⊗ Vi are given the free left A -action.
Given a central embedding F : repΠ → C , we define the de-equivariantization
CΠ as
CΠ := {The category of finitely presented FO-modules in IndC } .
This category is naturally additive, enriched over C, and monoidal under the tensor
product ⊗FO (cf. [21]).
Definition 5.2. We say a central embedding F is faithfully flat if the resulting de-
equivariantization CΠ is rigid. We call F locally finite if the de-equivariantization
CΠ is a locally finite category.
Taken together, F is faithfully flat and locally finite if and only if the de-
equivariantization (CΠ,⊗FO) is a tensor category. Implicit in our locally finite
definition is the proposal that CΠ is abelian. Since the de-equivariantization func-
tor dE : C → CΠ, V 7→ O ⊗ V , is left adjoint to the forgetful functor CΠ → IndC ,
we see that the forgetful functor is left exact. It follows that the abelian structure
on CΠ must be the one inherited from C . That is to say, CΠ is abelian if and only
if FO is a coherent algebra in IndC , and local finiteness of F therefore implies
coherence of FO (cf. Lemma 2.8).
5.2. Faithful flatness for Hopf inclusions. Let O be a commutative Hopf alge-
bra and O → A be a Hopf inclusion. Suppose that this inclusion comes equipped
with a function R : O ⊗ A → C which is trivial on O ⊗ O and induces a lift
corepO → Z(corepA) of the corestriction map corepO → corepA. So, R is a “half
R-matrix”. Take Π = SpecO.
For corepA, the Ind-category is simply the category of arbitrary corepresenta-
tions CorepA. We consider the category OM
A of relative Hopf modules which
are finitely presented over O [43]. We have directly OM
A = (corepA)Π. If this
category is rigid, then the forgetful (monoidal) functor
(corepA)Π → (O-bimod,⊗O)
necessarily preserves duals. Since a bimodule over O is dualizable if and only if
it is projective on the left and on the right, it follows that each object in the de-
equivariantization (corepA)Π is projective over O in this case. Conversely, if each
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object in (corepA)Π is projective over O then we have the duals
M∨ = Hommod-O(M,O) and
∨M = HomO-mod(M,O) (2)
with actions of the topological Hopf algebra A∗, i.e. A-coactions, defined by
f ·l χ := (m 7→ f1χ(S(f2)m)) and f ·r χ :=
(
m 7→ f1χ(S−1(f2)m)
)
respectively. The following is basically a result of Masuoka and Wigner.
Lemma 5.3 ([41, Corollary 2.9]). Take K to be the coalgebra C⊗OA given by taking
the fiber at the identity of Π. In the above context, the following are equivalent:
(a) The category (corepA)Π is rigid.
(a′) The embedding F : repΠ→ corepA is faithfully flat.
(b) The extension O → A is faithfully flat.
(c) Taking the fiber at the identity C ⊗O − : (corepA)Π → corepK is an
equivalence of C-linear categories.
In this case F is also locally finite, A is coflat over K, and O is equal to the
K-coinvariants O = AK .
Proof. First note that (a) and (a′) are equivalent, by definition. In [41] the authors
employ the category OM
A of arbitrary Hopf modules, and prove an infinite analog of
the proposed equivalence, with (corepA)Π replaced with OM
A and corepK replaced
with CorepK. So we are left with the task of translating between the finite and
infinite settings.
We have OM
A = IndOM
A and recover OM
A as the category of compact objects
in OM
A (cf. Lemma 7.4 below). One can use this identification to equate (a)–(c)
via [41, Corollary 2.9]. Supposing (a)–(c), coflatness of A over K follows by [53,
Theorem 1], as does the equality O = AK . Additionally, (corepA)Π is locally finite
in this case as it is equivalent to the locally finite category corepK, so that F is
locally finite by definition. 
Remark 5.4. It is proposed in [10, Proposition 3.12] that an arbitrary extension
O → A of a commutative Hopf algebra is faithfully flat. While the result is seem-
ingly correct, there appear to be some problems with the proof. So we have avoided
direct reference to this result.
5.3. Faithful flatness of the quantum Frobenius. One can argue exactly as
in [10, §3.9], where some slightly different restrictions on q and G are involved, to
find that the linear dual of uMq (G) is the fiber C ⊗O Oq of the quantum func-
tion algebra Oq at 1 ∈ G∨. They show further that the quantum Frobenius
Fr : repG∨ → repGq is, in our language, faithfully flat.
Theorem 5.5 ([10, Theorem 2.4]). The functor C⊗O− : (repGq)G∨ → repuMq (G)
given by taking the fiber at the identity of G∨ is a C-linear equivalence.
We apply Lemma 5.3 to obtain
Corollary 5.6. The de-equivariantization (repGq)G∨ , with its natural C-enriched
monoidal structure ⊗O(G∨), is a finite tensor category.
Proof. All is clear save for the finiteness of (repGq)G∨ . But this just follows from
the fact that the equivalent category repuMq (G) is finite. 
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6. Quasi-fiber functors and the ribbon structure
We note that the braiding on repGq induces a unique braiding on (repGq)G∨
so that the de-equivariantization functor dE : repGq → (repGq)G∨ , V 7→ O ⊗ V ,
is a map of braided tensor categories [21, Proposition 4.22]. This braiding is given
simply by
cM,N :M ⊗O N → N ⊗O M, m⊗ n 7→ swap(R ·m⊗ n).
We consider (repGq)G∨ as a braided tensor category with this induced braiding
throughout the remainder of this document.
6.1. The ribbon structure on (repGq)G∨ . We employ the duals (2) to give
(repGq)G∨ an explicit rigid structure. For ρ the sum of the positive roots, ρ =∑
γ∈Φ+ γ ∈ X , the global operator Kρ provides repGq with a canonical pivotal
structure. Specifically, the natural linear isomorphisms
pivV : V → V ∗∗, v 7→ Kρ · evv,
provide an isomorphism of tensor functors id → (−)∗∗. The pivotal structure on
repGq induces a canonical ribbon structure with ribbon element v = K
−1
ρ u, where
u ∈ Ûq is the Drinfeld element [13, Corollary 8.3.16].
Lemma 6.1. When G is simply-connected, or more generally when Kρ|XM ≡ 1,
there is a unique ribbon structure on (repGq)G∨ so that the de-equivariantization
functor from repGq is a map of ribbon categories.
Proof. Supposing such a ribbon structure exists, uniqueness follows from the fact
that the de-equivariantization map is surjective. So we must establish existence. It
suffices to provide a pivotal structure on (repGq)G∨ so that the de-equivariantization
functor dE preserves the pivotal structure. Such a pivotal structure is given explic-
itly by
piv′M :M →M∨∨, m 7→ Kρ · evm.
The piv′M are O-linear as the image of Kρ in Û
∨, which is just the restriction
Kρ|XM , is identically 1 in this case. (Otherwise, piv′ twists the O-action by the
translation Kρ · −.) The piv′M are isomorphisms because each M is finite and
projective over O, and hence reflexive. 
6.2. Quasi-fiber functors and the ribbon equivalence to uMq (G). For an O-
bimodule M we let Msym denote the the symmetric O-bimodule with action spec-
ified by the left O-action on M .
Lemma 6.2. Fix a balancing function ω for the character lattice of G. For M and
N in (repGq)G∨ , the maps
T˜ωM,N :Msym ⊗O Nsym →M ⊗O N, m⊗ n 7→ ω(degm, degn)m⊗ n,
are well-defined O-linear isomorphisms which are natural in each factor. Taking
the fiber at the identity gives a natural isomorphism
TωM,N : (C⊗OM)⊗C (C⊗ON)→ C⊗O (M⊗ON), m¯⊗ n¯ 7→ ω(degm, degn)m⊗ n.
The natural isomorphism Tω provide the reduction C ⊗O − : (repGq)G∨ → V ect
with the structure of a quasi-fiber functor fibω : (repGq)G∨ → V ect.
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Proof. Note that the reduction C ⊗O − : (repGq)G∨ → V ect is a faithful functor
by Theorem 5.5. So we need only show that Tω is a well-defined quasi-tensor
functor to see that it is a quasi-fiber functor. One simply checks, for f ∈ O and
m⊗ n ∈M ⊗O N , the formula
ω(degm+ deg f, degn)fm⊗ n
= ω(degm, deg n)fm⊗ n (balancing property (c))
= q−(deg f,degm)ω(degm, deg n)m⊗ fn
= ω(degm, deg n+ deg f)m⊗ fn (balancing property (b))
to see that T˜ω provides well-defined, natural, morphisms from the tensor product
Msym ⊗O Nsym. The inverse is constructed by a similar use of ω to see that T˜ω is
a natural isomorphism. The remaining claims of the lemma follow. 
The quasi-fiber functor fibω is a linear equivalence onto the subcategory repuMq (G) ⊂
V ect, by Theorem 5.5, and hence induces a unique tensor structure on repuMq (G)
under which the product is the linear tensor product. As one would expect, this
tensor structure is the one introduced in Section 3.
Proposition 6.3. Give uMq (G) the quasitriangular quasi-Hopf structure provided
by a choice of balancing function ω, and give repuMq (G) the corresponding braided
tensor structure. The functor
fibω := {C⊗O −, Tω} : (repGq)G∨ → repuMq (G)
is an equivalence of braided tensor categories. When Kρ|XM ≡ 1, fibω is addition-
ally and equivalence of ribbon categories.
Proof. We have the diagram
repGq = rep Ûq
dE //
{id,ω·−}

(repGq)G∨
fibω

rep Ûωq
restrict // repuMq ,
with all but fibω having been established to be braided tensor functors, and ribbon
when applicable. By surjectivity of dE it follows that fibω is a braided tensor
functor, and also a ribbon equivalence when applicable, by Theorem 5.5. 
7. Rational (de-)equivariantization and non-degeneracy
We provide rational analogs of the results of [21, Proposition 4.30, Corollary
4.31]. This section can also be seen as an elaboration on the materials of [18, §2.2]
(cf. [10, §4.3]). What we need is the following.
Theorem 7.1. Let Π be an affine group scheme. Suppose that F : repΠ → C is
a braided tensor embedding, which is additionally faithfully flat, locally finite, and
has Mu¨ger central image. Then the de-equivariantization CΠ is non-degenerate if
and only if F is an equivalence onto the Mu¨ger center of C .
Recall that a braided tensor category D is called non-degenerate if its Mu¨ger
center is trivial. For finite tensor categories this definition is equivalent to all other
reasonable notions of non-degeneracy [50]. Recall also that a log-modular tensor
category is a finite, non-degenerate, ribbon category. We call a ribbon quasi-Hopf
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algebra log-modular if its representation category is log-modular. We observe our
calculation of the Mu¨ger center of repGq at Theorem 4.3 to arrive at the following.
Corollary 7.2. (a) The de-equivariantization (repGq)G∨ , with its induced braid-
ing, is non-degenerate. If furthermore G is simply-connected, then (repGq)G∨
is canonically log-modular.
(b) The quasitriangular quasi-Hopf algebra uMq (G) is factorizable, and log-modular
when G is simply-connected.
We are left to prove Theorem 7.1. We have elected to give a completely gen-
eral presentation of (de-)equivariantization for tensor categories, in order to make
precise sense of the conjectural relations with vertex operator algebras discussed in
Section 10. However, to keep from distracting completely from our main program,
we defer many of the details to Appendix A.
7.1. Rational actions on cocomplete categories. Let D be a cocomplete C-
linear category. For any commutative algebra S we let DS denote the S-linear
category consisting of objects X in D equipped with an S-action, S → EndD(X).
Maps in DS are maps in D which commute with the S-action. We note that this
operation (?)S is functorial in C-linear morphisms, so that a C-linear morphism
D → D ′ induces a S-linear morphism DS → D ′S . If we have an algebra map
k : S → T we restrict scalars to get a map of linear categories k∗ : DT → DS .
Restriction has a left adjoint k∗ : DS → DT given by induction. Here we use
cocompleteness of D to construct the induction T ⊗SX explicitly as the quotient of
the sum ⊕a∈TXa by the standard relations, where Xa is just a copy of X labeled
by a ∈ T .
Let Π be an affine group scheme with algebra of functions R = O(Π). A rational
action of Π on D , or simply an “action”, consists of the following information:
(a) A functor ψu : D → DR which is exact and commutes with colimits.
(b) A choice of coassociative isomorphism σ : ∆∗ψu
∼→ ψuψu of functors from
D to DR⊗R.
(c) A choice of isomorphism η : ǫ∗ψu
∼→ idD for the counit ǫ : R→ C.
Given D with an action of Π we define the category of equivariant objects DΠ as the
non-full subcategory of objects X in D equipped with a coaction ρX : X → ψuX
which is coassociative and counital, in the sense of the equalities
ψu(ρX)ρX = σX∆∗ρX and ηXǫ∗ρX = idX .
Morphisms of equivariant objects are maps f : X → Y in D for which the diagram
ψuX
ψuf // ψuY
X
f //
ρX
OO
Y
ρY
OO
commutes.
Note that for D with a Π-action we can change base along S-points t ∈ Π(S), t :
Spec(S)→ Π, to obtain a compatible collection of maps ψt : D → DS . These maps
have induced compatible isomorphisms ψtψt′ ∼= ψt·t′ , where for points t ∈ Π(S) and
t′ ∈ Π(S′) we let t · t′ = (t ⊗ t′)∆ denote the product in Π(S ⊗ S′). In particular
each element in the discrete group x ∈ Π(C) acts via an equivalence ψx : D → D ,
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and we recover from the rational action of Π an action of the discrete group Π(C)
on D , in the usual sense of [21].
Remark 7.3. Our presentation of rational group actions on categories is adapted
from informal notes of D. Gaitsgory.
7.2. Rational group actions on tensor categories. A locally finite category
D is explicitly not cocomplete, as all objects are required to be of finite length. In
this case we define DS only for coherent S, as the full subcategory of objects in
(IndD)S with a finite presentation unit∗V → unit∗W → X , where the V and W
are in D and unit∗ : IndD → (IndD)S in induction by the unit C→ S. As a more
practical check for finite presentation we have
Lemma 7.4. The subcategory DS ⊂ (IndD)S is exactly the subcategory of compact
objects in (IndD)S .
We provide a proof of the lemma in Appendix A. We employ these categories DS
and define a Π-action on D just as above, and also the category DΠ of equivariant
objects. (Recall that the algebra of functions on an affine group scheme is itself
coherent, by Lemma 2.8.)
When D is a finite tensor category each DS is monoidal under the product
X ⊗S Y , which is given as the quotient of the product X ⊗ Y internal to D by the
relations s⊗ 1− 1⊗ s : X ⊗ Y → X ⊗ Y , for each s ∈ S. We say Π acts on D , as
a tensor category, if the universal map ψu : D → DR is equipped with a monoidal
structure ψu(V )⊗Rψu(W ) ∼= ψu(V ⊗W ) which is compatible with the isomorphism
σ, in the sense that the two paths from ψu(V )⊗R ψu(W ) to ψuψu(V ⊗W ) agree.
This implies that for each S-point t ∈ Π(S) the induced maps ψt : D → DS will all
be monoidal functors in a compatible manner.
Lemma 7.5. When D is a tensor category, any monoidal functor ψu : D →
(IndD)R has image in DR, and hence ψu defines a rational action Π, provided ψu
is exact and commutes with colimits.
Proof. Monoidal functors preserve dualizable objects, and dualizable objects are
compact. 
When D is braided, the base change DS additionally admits a unique braiding
so that the induction functor unit∗ : D → DS is a braided tensor functor. Whence
Π can act on D as a braided tensor category, in which case the action map ψu :
D → DS is assumed to be a braided monoidal functor.
For a (braided) tensor category D equipped with a Π action, which respects the
(braided) tensor structure, the equivariantization DΠ is a non-full (braided) tensor
subcategory in D . The coaction on a product V ⊗ W of equivariant objects is
simply given by the composite V ⊗W ρV ⊗ρW→ ψuV ⊗R ψuW ∼= ψu(V ⊗W ).
7.3. A summary of the details in Appendix A. Fix C a tensor category with
a faithfully flat, locally finite, central embedding F : repΠ→ C . Fix also a tensor
category D with a rational action of Π. There is a canonical Π-action on the
de-equivariantization CΠ, given by the formula ψu(X) := R ⊗X , and an obvious
functor
can! : C
∼→ (CΠ)Π, V 7→ O ⊗ V,
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which is shown to be a tensor equivalence at Proposition A.2. Similarly, there is
a canonical central embedding into the de-equivariantization repΠ → DΠ and an
equivalence
can! : D
∼→ (DΠ)Π, W 7→ ψu(W ),
as verified in Proposition A.6.
Suppose now that C is braided and that repΠ → C has Mu¨ger central image.
Suppose additionally that D is braided and that the action of Π respects the braid-
ing. We say a tensor subcategory W ⊂ D is Π-stable if the restriction of the action
functor ψu : W → DR has image in WR. For such Π-stable W we have an induced
inclusion of the equivariantizations W Π ⊂ DΠ.
Similarly, for any intermediate tensor subcategory repΠ → K → C we have
an inclusion of the de-equivariantization KΠ → CΠ. Since CΠ is abelian FO is
coherent in C , and hence in K as well. So KΠ is abelian. Local finiteness of CΠ
also implies local finiteness of KΠ, and the fact that the duals of free objects in KΠ
remain in KΠ implies, by considering presentations, that the duals of all object in
KΠ remain in KΠ. So the intermediate inclusion repΠ→ K is faithfully flat and
locally finite as well, and KΠ is a tensor subcategory in CΠ.
One can deduce from obvious naturality properties of the equivalences can! and
can! the following proposition, just as in [21].
Proposition 7.6 (cf. [21, Proposition 4.30]). De-/equivariantization provides a
bijection between the poset of isomorphism-closed intermediate tensor subcategories
repΠ → K → C and isomorphism-closed Π-stable tensor subcategories W → CΠ.
This bijection restricts to a bijection for braided (resp. Mu¨ger central) intermediate
categories in C and Π-stable braided (resp. Mu¨ger central) subcategories in CΠ.
We prove Proposition 7.6 in Section A.3.
7.4. Proof of Theorem 7.1 and Corollary 7.2 from Proposition 7.6.
Proof of Theorem 7.1. Suppose that F : repΠ → C is an equivalence onto the
Mu¨ger center of C . Then for any intermediate Mu¨ger central category repΠ →
K → C the map repΠ → K is an equivalence. By Proposition 7.6 it follows
that for any Mu¨ger central subcategory W in CΠ the inclusion V ect ⊂ W is an
equivalence. So the Mu¨ger center of CΠ is trivial, and by definition CΠ is non-
degenerate.
Conversely, if the Mu¨ger center of D = CΠ is trivial then we apply Proposition 7.6
again to find that for any central intermediate category repΠ → K → C the
inclusion from repΠ to K is an equivalence. This holds in the particular case in
which K is the Mu¨ger center of C , so that F is seen to be an equivalence onto the
Mu¨ger center of C . 
Proof of Corollary 7.2. (a)We already understand that (repGq)G∨ is finite, braided,
and ribbon when G is simply-connected, by Corollary 5.6 and Lemma 6.1. So we
need only establish non-degeneracy. But this follows immediately by Theorem 4.3
and Theorem 7.1. Statement (b) follows from (a) and Proposition 6.3. 
8. Revisiting the odd order case
Let ξ be an odd order root of unity, and take ℓ = ord(ξ). We return to the odd
order case to clarify the appearance of adjoint type groups in certain constructions
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related to uξ(g) (e.g. [18]). Here we have uξ(g) as the Hopf subalgebra in the usual
divided power algebra Uξ(g) generated by the Eα, Fα, and Kα (with K
ℓ
α = 1).
8.1. Construction of repuξ(g) from repGξ. We only sketch the details, as the
situation is actually quite a bit easier to deal with than in the even order case.
Let G be of adjoint type with Lie algebra g. Suppose ℓ is coprime to the deter-
minant of the Cartan matrix for g and also the di (as is a standard assumption).
This implies that the form on the quotient Q/ℓQ = G(uξ)
∨ induced by the Killing
form is non-degenerate. So we see that QM = ℓQ in this case, and the quantum
Frobenius Fr : repG → repGξ, which in this case involves no duality for G, is an
equivalence onto the Mu¨ger center. (One verifies this just as in Theorem 4.3.) So
the de-equivariantization (repGξ)G is non-degenerate, and in fact log-modular, by
Theorem 7.1.
Now, in this case, the quantum Frobenius is associated to a Hopf inclusion
Fr : O(G) → Oξ(G) with central image, and for which the restrictions of the R-
matrix to O ⊗ Oξ and Oξ ⊗ O is identically 1. Taking the fiber then provides a
linear equivalence
C⊗O − : (repGξ)G → repuξ(g),
which is furthermore seen to be a braided tensor equivalence, via the strong cen-
trality properties of the quantum Frobenius. So we see that the construction of
the standard small quantum group at a root of unity of odd order is essentially an
adjoint type construction, as opposed to a simply-connected construction.
The above presentation is given in contrast to the original presentation of the
quantum Frobenius [36, 37, 38], which suggests that the small quantum group
is principally a simply-connected object. (Indeed, one can construct the small
quantum group from the simply-connected form of G, via the original quantum
Frobenius [19, Theorem 7.2].)
9. Identifications with quantum groups of Creutzig et al. and
Gainutdinov et al.
We clarify that all current means of producing log-modular quantum groups at
even order roots of unity agree (at the ribbon categorical level). In particular,
we identify our quasi-Hopf algebras with those of [15, 27]. We also provide a
brief discussion of the remarkable nature of small quantum PSL2, particularly at
q = eπi/4.
9.1. Toral construction of the log-modular kernel. Let u˙q = u˙q(G) be the
subalgebra in U˙q generated by the idempotents 1λ, λ ∈ X , and the elements Eα,
Fα. The category rep u˙q is a tensor category and we have the restriction functor
repGq = rep U˙q → rep u˙q. The R-matrix for repGq restricts to a global operator
for u˙q, as does the pivotal element Kρ, and rep u˙q is therefore ribbon.
The quantum Frobenius for U˙q restricted to u˙q has image equal to the (non-
unital) subalgebra C[1µ : µ ∈ XM] in U˙∨. Hence the quantum Frobenius restricts
to a Mu¨ger central tensor functor repT∨ → rep u˙q. We can consider now the
de-equivariantization (rep u˙q)T∨ , and the map (rep u˙q)T∨ → repuMq (G) given by
taking the fiber at the identity of T∨. Note that we have a diagram of C-linear
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functors
(repGq)G∨
O(T∨)⊗
O(G∨) &&◆◆
◆◆
◆◆
◆◆
◆◆
◆
C⊗
O(G∨) // repuMq
(rep u˙q)T∨
C⊗
O(T∨)
99ssssssssss
Proposition 9.1. The functor C⊗O(T∨)− : (rep u˙q)T∨ → repuMq (G) is a C-linear
equivalence, and becomes a braided tensor equivalence with the tensor compatibility
Tω as in Proposition 6.3. In the simply-connected case C⊗O(T∨) − is furthermore
a ribbon equivalence.
Proof. The result at the abelian level appears in [10, Proof of Theorem 4.7]. The
tensor structure, and ribbon structure, is dealt with in exactly the same manner as
in Proposition 6.3. 
9.2. Identification with the log-modular quantum group of Creutzig et
al. [15]. Take uMq (sl2) to be the simply-connected form u
M
q (SL2). In [28, 15] the
authors construct a log-modular quasi-Hopf algebra uφq (sl2) via local modules over
an algebra Λ in the braided tensor category of (weight graded) representations
of the unrolled quantum group repwt u
H
q (sl2). The category repwt u
H
q (g) is the
category of C = XC-graded vector spaces with actions of operators E and F which
shift the grading appropriately and satisfying the usual relations of the quantum
group. Since rep u˙q(sl2) is the category of X = Z[
1
2α]-graded vector spaces with
corresponding actions of E and F , we see that there is a tensor embedding
rep u˙q(sl2)→ repwt uHq (sl2). (3)
The algebra Λ of [15] is the sum of all invertible representations supported on
XM = lQ, and is therefore identified with O(T∨) under the map (3). Furthermore,
since all indecomposable components of Λ = O(T∨) are invertible, any local module
over Λ in repwt u
H
q (sl2) must in fact centralize Λ.
Proposition 9.2 ([15, Proposition 3.8]). The centralizer of Λ = O(T∨) in repwt u
H
q (sl2)
is equal to rep u˙q(sl2).
The authors show further that there is an equivalence of categories between
local, finitely generated, modules over Λ in repwt u
H
q (sl2) and repu
φ
q (sl2). Since
Λ = O(T∨) is Noetherian, this is the same as the category of finitely presented
local Λ-modules in repwt u
H
q (sl2), and by the above proposition we find
Theorem 9.3 ([15, Theorem 4.1]). There is an equivalence of ribbon categories
(rep u˙q(sl2))T∨ ≃ repuφq (sl2).
Whence we have the following.
Corollary 9.4. There is an equivalence of ribbon categories repuMq (sl2) ≃ repuφq (sl2).
Proof. Apply Proposition 9.1 and [15, Theorem 4.1]. 
Remark 9.5. To be precise, Creutzig et al. employ an R-matrix of the form ΩR+,
as opposed to R+Ω−1. This distinction is, however, utterly unimportant. Specif-
ically, the choice does no change the Mu¨ger center of repGq, the definition of
(repGq)G∨ as a tensor category, or the definition of u
M
q (G) as a quasi-Hopf algebra.
One simply has to change the R-matrix for uMq (G) by replacing our R for u˙q with
the R-matrix from [15], in the most na¨ıve manner.
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9.3. Identification of the log-modular quantum groups of Gainutdinov
et al. [27]. In [27], Gainutdinov, Lentner, and Ohrmann construct factorizable
quantum groups uq(g, X) for pairs of a simple Lie algebra g and choice of character
lattice X . (This is the same as a choice of almost simple algebraic group G.) The
uq(g, X) generalize the quantum groups u
φ
q (sl2) of [28, 15]. Their construction is
actually more general, and allows for g to be a Lie super-algebra for example.
Let Y ⊂ X be the Kernel of the killing form Ω : X×X → C×. We have Y ⊂ XM,
and the inclusion is generally not an equality. For example, for SL2 (or any simply-
connected group), Y = 2lQ while XM = lQ. We take T := Spec(C[Y ]), and have
the corresponding finite covering T∨ → T. Take also o˙q the finite dual (u˙q)◦. It
follows by Proposition 9.1 and Lemma 5.3 that o˙q is faithfully flat over O(T ), and
O(T ) is faithfully flat over O(T) [51, Theorem 3.1], so that o˙q is faithfully flat over
O(T) via the quantum Frobenius. Subsequently, taking the fiber at the identity
provides a braided tensor equivalence
C⊗O(T) − : (rep u˙q)T ∼→ rep u˙q(g, X/Y ), (4)
where u˙q(g, X/Y ) is the finite dimensional quasitriangular Hopf subalgebra in the
cofinite completion ûq generated by the character group C[(X/Y )
∨] ⊂ Fun(X,C) ⊂
ûq and the operators Eα and Fα. (See e.g. [9, Proposition 4.1].) This Hopf algebra
is furthermore ribbon when Kρ|Y ≡ 1.
The equivalence (4) sends the algebra O(T∨) in rep u˙q to C[X
M/Y ], the algebra
of functions on the kernel of the projection T∨ → T. So the equivalence (4) restricts
to a braided equivalence
C⊗O(T) − : (rep u˙q)T∨ ∼→ (rep u˙q(g, X/Y ))XM/Y . (5)
By direct considerations of the definitions, both equivalences (4) and (5) are equiv-
alences of ribbon categories in the simply-connected case.
Proposition 9.6. There is an equivalence of braided categories repuMq (G)
∼→
repuq(g, X), which is additionally a ribbon equivalence at the simply-connected lat-
tice.
Proof. It is shown in [27, Theorem 6.7] that repuq(g, X) can be recovered as the
de-equivariantization (modularization) (rep u˙q(g, X/Y ))XM/Y . So the result follows
by the equivalence (5) and Proposition 9.1. 
Remark 9.7. As was the case in Remark 9.5, there is a trivial difference in the
R-matrices employed in [27] and in the present study.
9.4. Some remarks on small quantum PSL2. Recall, from Lemma 2.7, that we
have a non-degenerate kernel for (PSL2)q exactly when q is a 2l-th root of 1 with l
odd or divisible by 4. Let us consider the case 4 | l. As usual, take P and Q to be
the weight and root lattices for sl2 respectively, and recall P =
1
2Q.
We can consider the torus forms u˙q(SL2) and u˙q(PSL2), and the braided em-
bedding rep u˙q(PSL2)→ rep u˙q(SL2). The Mu¨ger center of rep u˙q(SL2) is the sub-
category V ectlQ of lQ-graded vector spaces, while that of rep u˙q(PSL2) is V ectlP .
So we have the invertible simple L(lα/2) in rep u˙q(SL2) which descends to a sim-
ple χ = L¯(lα/2) in the log-modular kernel repuMq (SL2). This simple squares to
the identity and has centralizer equal to the image of rep(PSL2)q in repu
M
q (SL2).
Indeed, the subcategory generated by χ in repuMq (SL2) is exactly the image of
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repSL2 in repu
M
q (SL2). Hence small quantum PSL2 is identified with the de-
equivariantization of the centralizer of χ in repuMq (SL2) by the copy of repZ/2Z
generated by χ,
repuMq (PSL2)
∼= (〈χ〉′)〈χ〉.
By the remarks following Proposition 3.11, we see that the ribbon structure on
repuMq (SL2) does not induce a ribbon structure on repu
M
q (PSL2).
In addition to this relationship with quantum SL2, repu
M
q (PSL2) has another
remarkable property. As is explained in Section 10.1 below, simples in repuMq (PSL2)
are in bijection with characters of the group Q/lP . When l = 4, Q/4P = Q/2Q
and we see that repuM
epii/4
(PSL2) has exactly two simples. One can see directly that
that the unique non-trivial simple in repuM
epii/4
(PSL2) is of dimension 2, and hence
non-invertible. As far as we understand, repuM
epii/4
(PSL2) is the only known non-
degenerate finite tensor category with two simples, one of which is non-invertible.
10. Relations between quantum groups and (1, p) vertex operator
algebras
For historical reasons we replace l with p in our notation, and take q to be a root
of unit of even order 2p.
10.1. Tensor generation of repuMq (G) and repGq. Note that any u
M
q (G)-representation
V decomposes into character spaces ⊕z∈ZVz for the action of the grouplikes C[Z∨].
Since V contains a simple representation for the non-negative subalgebra uM≥0, and
the Jacobson radical of uM≥0 is generated by the Ei, we see that any representation
V contains a highest weight vector.
For any element z ∈ Z = (Z∨)∨ we have the Verma module M(z), and the
unique simple quotient L(z), constructed in the standard manner. Hence we have a
bijection between characters for the grouplikes and simples for uMq , z 7→ L(z). The
simple L(z) has unique highest weight z.
Lemma 10.1. The category repuMq (G) is tensor generated by the simples {L(z) :
z ∈ Z}.
Proof. Note that since the associator φ for uMq lies in the coradical (u
M
q )0 = C[Z
∨],
we can define a coradical filtration for uMq recursively via the wedge construction
(uMq )n+1 := ker
(
uMq
∇→ uMq ⊗ uMq →
uMq
(uMq )0
⊗ u
M
q
(uMq )n
)
.
This resulting filtration is exhaustive and ∇(uMn ) =
∑
i+j=n u
M
i ⊗ uMj .
Let D ⊂ repuMq be the subcategory tensor generated by the simples. By Tan-
nakian reconstruction D is representations of a quotient quasi-Hopf algebra K
of uMq , and the inclusion D → repuMq is given by restricting along the quotient
uMq → K. Indeed, K is the quotient of uMq by the collective annihilators of arbi-
trary products of simples L(z1)⊗ . . .⊗ L(zr).
By considering the simples of uq(sl2) we see that for each α there is a simple L(zi)
on which Eα acts non-trivially. Hence the space of primitives maps injectiviely into
the endomorphism ring of the sum of simples EndC(⊕z∈ZL(z)), via the represen-
tation map uMq → EndC(⊕zL(z)). Indeed, the representation map restricts to an
injection on the 1-st component of the coradical filtration (uMq )1 → EndC(⊕zL(z)).
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So we see that the quasi-Hopf quotient uMq → K is injective on (uMq )1. It follows
by induction, and by considering the composite uMq
∇→ uMq ⊗ uMq → K/K0⊗K/K0,
that the quotient uMq → K is injective and therefore an isomorphism [43, Theorem
5.3.1]. 
One can alternatively prove Lemma 10.1 in the simply-connected setting by
noting that repuMq (G) admits a simple projective object [26].
Lemma 10.2. The category repGq is tensor generated by the simples {L(λ) : λ ∈
X+}.
Proof. Let K be the tensor subcategory generated by the simples in repGq. Since
the Mu¨ger center repG∨ is generated by its simples we see that the quantum
Frobenius has image in K ⊂ repGq. Since every object in repuMq is seen to
be the quotient of an object from repGq, via finite presentation of objects in the
equivalent category (repGq)G∨ , for example, it follows that every simple in repu
M
q
is the quotient of a simple from repGq. Hence the functor K → repuMq has
all of the simples for uMq in its image, and by Lemma 10.1 this map is therefore
surjective. It follows that the de-equivariantization KG∨ , which is an embedded
tensor subcategory in (repGq)G∨ , is mapped isomorphically to repu
M
q inder the
fiber C⊗O − : KG∨ → repuMq . So we see that the inclusion KG∨ → (repGq)G∨ is
an isomorphism, by Proposition 7.6. 
10.2. Rephrasing a conjecture of Bushlanov et al.: representations of the
(1, p)-log minimal model. Let Cp denote the subcategory of repUq(sl2) generated
by the simples. In [11] the authors explain that the category of representations for
the divided power algebra Cp admits a Z/2Z-grading
Cp = C
+
p ⊕ C−p ,
and they conjecture a tensor equivalence between C+p and the (1, p)-Virasoro log-
arithmic minimal model. More specifically, if we let Lp = L(cp, 0) denote the
(simple but non-rational) Virasoro vertex operator algebra at central charge cp =
1−6(p−1)2/p, they conjecture an equivalence between C+p and the full subcategory
repLM(1, p) of repLp additively generated by the indecomposable representations
appearing in the (1, p)-logarithmic minimal model LM(1, p) [46, 48, 47][11, Eq.
1.1].
Remark 10.3. The inclusion Cp → repUq(sl2) is presumably an equality, by the
classification of indecomposables for Uq(sl2) [12]. The analogous result should hold
outside of type A1 by an analysis similar to [6, Theorem 9.12].
There is a distinguished invertible simple χ = Cv for Uq(sl2), on whichK ·v = −v
and Ev = E(p)v = Fv = F (p)v = 0. This special simple does not appear in
rep(SL2)q ⊂ repUq(sl2), as it is not graded by the character lattice. Furthermore,
we have
Irrep(rep(SL2)q) ∩ Irrep(χ⊗ rep(SL2)q) = ∅.
One directly compares actions on highest weight vectors of simples, elaborated on
in [11, Section 3.1], and employs the precise definition of C+p in [11, Section 3.4],
to see that repGq = C
+
p and χ ⊗ repGq = C−p . So we rephrase the conjecture of
Bushlanov et al.
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Conjecture 10.4 (Bushlanov et al. [11]). There is an equivalence of tensor cate-
gories rep(SL2)q
∼→ repLM(1, p).
10.3. Connecting some conjectures at (1, p)-central charge. We consider the
triplet vertex operator algebra Wp and related singlet algebra Mp, with central
charge cp [33, 25, 2, 3]. We have the sequence of vertex operator algebra extensions
Lp ⊂Mp ⊂ Wp.
There is an integrable sl2-action on Wp by vertex derivations, and the h-weight
spaces appearing in Wp for this action are all even [1, 24]. Rather, we have a
PSL2 = SL
∨
2 -action on Wp. Under this PSL2-action we have
Mp =WT∨p and Lp =WPSL2p ,
where T∨ is the 1-dimensional torus in PSL2 [15, Eq. 5.8]. Via this PSL2-action on
Wp, we obtain a PSL2-action on repWp and may consider the equivariantizations
(repWp)PSL2 and (repW)T∨ , which are simply the categories ofWp-representations
with compatible actions of PSL2 and T
∨-respectively (or the associated Lie algebras
if one prefers). From this information we deduce the following.
Lemma 10.5. Taking invariants provides C-linear functors
A : (repWp)T∨ → repMp, V 7→ V T∨ ,
B : (repWp)PSL2 → repLp, V 7→ V PSL2 .
In considering the following conjecture, one should compare the maps of Lemma 10.5
to the equivalence (−)R of Section A.1.
Conjecture 10.6. The functors A and B are fully faithful, A is an embedding,
and B is an equivalence onto repLM(1, p) ⊂ repLp.
There is a rather vast network of conjectures regarding the algebras Lp,Wp, and
Mp [29, 12, 17, 14], of which we only recall a few. For Mp, it is conjectured that
some distinguished subcategory in repMp is a braided tensor category [17, 15]. It
is also known that the categoryWp is a braided tensor category [31]. Furthermore,
the PSL2-action on repWp should respect the braided tensor structure, so that the
equivariantizations are also braided tensor categories. So we conjecture further that
map A is a braided tensor functors. Furthermore, the image of A should be the
centralizer ofWp in the tensor subcategory rep〈s〉Mp generated by the simples [15,
Conjecture 1.4].
We have a final conjecture which concerns the C-linear equivalences fp : repu
M
q (sl2)→
repWp of [29, 44].
Conjecture 10.7. The C-linear equivalence fp : repu
M
q (sl2) → repWp is PSL2-
equivariant, or can be made to be so.
This conjecture can seemingly “just be checked”. However, the PSL2-action on
repuMq (sl2) is not so straightforward (see [45, §9.1]). So, it may be preferable to
first lift the equivalence fp to an equivalence from the canonical form
Fp : (rep(SL2)q)PSL2
∼→ repWp.
At this level, the PSL2 action is fairly transparent on both sides.
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Proposition 10.8 (cf. [15, Conjecture 1.4], [11]). Supposing Conjecture 10.7 is
correct, then we have natural C-linear functors
A˜ : rep u˙q(sl2)→ repMp and B˜ : rep(SL2)q → repLp.
If furthermore Conjecture 10.6 holds, A˜ is an embedding and B˜ is an equivalence
onto repLM(1, p)
Proof. One simply transports the invariants functors through the equivalences
rep u˙q(sl2)
∼→ (repuMq (sl2))T
∨ ∼=
10.7
(repWp)T∨
and rep(SL2)q
∼→ (repuMq (sl2))PSL2 ∼=
10.7
(repWp)PSL2
of Proposition A.2, Proposition 9.1, and Theorem 5.5. 
Appendix A. Details on rational (de-)equivariantization
We cover the details needed to prove Proposition 7.6. As a first order of business
let us provide the proof of Lemma 7.4.
Proof of Lemma 7.4. The fact that any finitely presented object is compact follows
from the fact that free objects unit∗V , for V in D , are compact, and left exactness
of the Hom functor. Now, for arbitrary M in DS we may write M as the union
M = lim−→αM
′
α of its finitely generated submodules M
′
α. For any finitely generated
M ′ we may write the kernel N of a projection unit∗V
′ = S ⊗C V ′ → M ′ as a
direct limit of finitely generated modules N = lim−→β Nβ and hence write M
′ as a
direct limit of finitely presented modules M ′ = lim−→βMβ, with Mβ = S ⊗C V
′/Nβ.
Thus we may write arbitraryM as a direct limit M = lim−→κMκ of finitely presented
modules. Compactness of M implies that the identity factors through some finitely
presented Mκ, and hence M =Mκ. 
A.1. Equivariantization and the de-equivariantization. Suppose F : repΠ→
C is a central embedding which is faithfully flat and locally finite. Take
R := O considered as a algebra object in repΠ with trivial Π-action.
We omit the prefix F and write simply write O and R for the images of these
algebras in C . We define the functor on the de-equivariantization
ψu : CΠ → (CΠ)R, ψuM := R⊗M,
where O acts diagonally on each ψuM and R acts via the first component. More
precisely, we have the algebra map ∆ : O → R⊗O in repΠ given by comultiplication
and act naturally on ψuM via ∆. For finite presentation, one observes on free
modules O ⊗ V an easy isomorphism ψu(O ⊗ V ) ∼= unit∗(O ⊗ V ) in (CΠ)R, so
that applying ψu to a finite presentation for M , as an O-module, yields a finite
presentation for ψuM over R.
We have the natural iosmorphism
ψuψu(V ) = R⊗ (R ⊗ V ) ∼= (R ⊗R)⊗ V = ∆∗ψu(V )
given by the associativity in C and the natural isomorphism ψuV ⊗(R⊗O) ψuW ∼=
ψu(V ⊗O W ) given by multiplication from R. Whence we have a canonical rational
action of Π on the de-equivariantization CΠ, and can consider the corresponding
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equivariantization (CΠ)
Π. Objects in this category are simply O-modules in C with
a compatible R-coaction.
Note that the R-coinvariants XR of an equivariant object X is a C -subobject in
X , as it is the preimage of 1⊗X ⊂ R⊗X under the R-coaction. Whence we have
the functor
(−)R : (CΠ)Π → IndC , X 7→ XR.
In addition, for any V in C the object can!(V ) = O ⊗ V can be given the O-action
and R-coaction from O. The coinvariants of can!(V ) is the subobject 1 ⊗ V , and
the unital structure on C provides a natural ismorphism ζ : (−)R ◦ can! ∼→ idC .
We also have the natural transformation γ : can! ◦(−)R → id(CΠ)Π given by the
O-action
γX : can
!(XR) = O ⊗XR → X.
Lemma A.1. The transformation γ is a natural isomorphism, and the coinvariants
functor (−)R has image in C .
Proof. We have the twisted comultiplication ∆S : R → O ⊗ O, f 7→ f1 ⊗ S(f2),
and can define the inverse γ−1X : X → O ⊗XR as the composite
X
ρ→ R⊗X ∆
S⊗1→ O ⊗ O ⊗X → O ⊗X,
which one can check has image in O ⊗XR and does in fact provide the inverse to
γ, just as in the Hopf case [43]. To see that XR is in C , and not in IndC \ C , we
note that X ∼= O ⊗ XR is of finite length in CΠ and that O ⊗ − is exact, which
forces XR to be of finite length. Hence XR is in C . 
Since both ζ and γ are isomorphisms we have directly
Proposition A.2 (cf. [10, 21]). The functor can! : C → (CΠ)Π is an equivalence
of monoidal (and hence tensor) categories.
Remark A.3. One can avoid all finiteness concerns by employing the Ind-category
IndC and the category of arbitrary modules O-ModIndC . Then, with the cocom-
plete theory of Section 7.1, one can argue exactly as above to find that the functor
can! : IndC → (O-ModIndC )Π is again an equivalence.
A.2. De-equivariantizing the equivariantization. Let D be a tensor category
equipped with a rational action of Π. There is a canonical embedding repΠ→ DΠ
into the equivariantization which identifies repΠ with the preimage of V ect ⊂ D in
DΠ, under the forgetful functor. Indeed, the fact that the action map ψu : D → DR
is monoidal implies that ψu(1) = R, so that the restriction of ψu to the trivial
subcategory V ect ⊂ D is equated with the usual action of Π on V ect, and hence
V ectΠ = repΠ.
We have the two algebras O and R in repΠ, the latter one being trivial, which
are equated under the composite repΠ→ DΠ → D , i.e. which are indistinguishable
as objects in D . Hence the counit O → 1, which is not a map in repΠ, is a map in
D , and for any O-module in the equivariantization DΠ the reduction XO := 1⊗OX
is a well-defined object in D .
Since O is trivial in D , and ψu is a tensor map, we have ψu(O) = R⊗O. By the
definition of O in repΠ the equivariant structure is given by the comultiplication
∆ : O → R ⊗ O. Hence O acts naturally on each ψu(X) via the comultiplication,
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for any O = R-module X in D . So we can consider O-modules in DΠ as O = R-
modules in D for which the coaction X → ψu(X) is O-linear.
For any object V in D we consider V as a trivial O-module, and let O act on
ψu(V ) diagonally. Each ψu(V ) then becomes an object in (D
Π)Π via the “free”
coaction, ψu(V )→ ψuψu(V ) given by the unit of the (∆∗,∆∗)-adjunction
ψu
unit→ ∆∗∆∗ψu ∆
∗σ→ ψuψu.
We have the reduction functor 1∗ : (DΠ)Π → D , X 7→ XO , and the free functor
can! : D → (DΠ)Π, V 7→ ψu(V ). There are natural transformations
ηV : ψu(V )O = 1
∗ψu(V )
∼→ V, η : 1∗ ◦ can! ∼→ idD ,
and
ϑX : X → ψu(XO), ϑ : id(DΠ)Π → can! ◦1∗,
the former of which is simply given by the counit for ψu and the latter is given as
the composite X → ψu(X)→ ψu(XO) of the comultiplication and the application
of ψu to the reduction X → XO in D . The following is a consequence of the fact
that each object in (DΠ)Π is finitely presented over O.
Lemma A.4. The transformation ϑ is a natural isomorphism if and only if it is a
natural isomorphism when applied to free modules O ⊗W , for W in DΠ.
Lemma A.5. An object X is 0 in (DΠ)Π if and only if the fiber 1
∗X is 0.
Proof. We may write D = corepC for a coalgebra C, by Takeuchi reconstruc-
tion [52]. Then DR is just the category of corepresentations of the R-coalgebra CR
which are finitely presented over R. Now, for a finitely presented R-module M we
understand that M vanishes if and only if its fiber x∗M vanishes for each closed
point x : Spec(K)→ Π. Let p(x) : OK → K be the corresponding ring map. Note
that the reduction simply takes the fiber at the identity.
Take M in (DΠ)Π and suppose that 1
∗M vanishes. Consider a closed point
x ∈ Π(K). By changing base to DK and ΠK we may assume that K is our base
field, so that x−1 · x = ǫ. Via the the coaction we find an isomorphism
M
ρM→ ψuM → p(x)∗ψuM = txM, (6)
where the last map is the counit of the (p(x)∗, p(x)
∗)-adjunction, and t : Π(K) →
Aut(D) is the discrete action of Π(K).
Now, txM has a canonicalO = R-action via the functorial identification EndD(M) ∼=
EndD(txM), and the fiber y
∗M at a given K-point y vanishes if and only if the
fiber y∗(txM) vanishes. If we let fx : R → R denote the automorphism given by
left translation by x then we see that (6) is an R-linear isomorphism from M to
the restriction of txM along fx. In particular, we have
0 = 1∗M ∼= 1∗(resfx txM) = x∗(txM),
which implies x∗M = 0. Since x was arbitrary, we see M = 0 if 1∗M = 0.
Conversely, the fiber at the identity obviously vanishes if M vanishes. 
Proposition A.6. The functor can! : D → (DΠ)Π is an equivalence of monoidal
(and hence tensor) categories. Furthermore, the embedding F : repΠ → DΠ is
faithfully flat and locally finite
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Proof. We prove that ϑ is an isomorphism on free modules. Take T = O ⊗ V
consider ϑT : T → ψu(V ). We extend to a right exact sequence T → ψu(V ) →
M → 0. The counital property for ψu implies that the fiber 1∗ϑ is identified with
the identity on V . By right exactness of the reduction we have 1∗M = 0, and hence
the cokernel vanishes by Lemma A.5.
We now extent ϑT to a left exact sequence T
′ p→ T ϑT→ ψu(V ) → 0, with p a
map from a finite free module. (We need to use the fact that ψu(V ) is finitely
presented to verify that such an extension exists.) Since ψu is a monoidal functor
it preserves duals [22, Exercise 2.10.6], it follows that ψu(V ) is dualizable in DR
with dual ψu(V )
∨ ∼= ψu(V ∗). Free modules R ⊗W are also dualizable with dual
R⊗W ∗.
Note that 1∗ : (DΠ)
Π → D is a monoidal functor, and hence preserves duality
as well, so that 1∗(ϑ∨T ) is identified with the isomorphism (1
∗ϑT )
∗. So by the same
arguments employed above the dual ϑ∨T : ψu(V )
∨ → T∨ is also surjective. Since
the dual composite
ψu(V )
∨ → T∨ p
∨
→ (T ′)∨
is 0 we find that p∨ is 0. Since duality (−)∨ is an equivalence on the category of
(left and right) dualizable objects in (DΠ)Π, it follows that p = 0. So ϑT is an
isomorphism for each free T . We now employ Lemma A.4 to find that can! is an
equivalence. The fact that D is a tensor category and that can! is an equivalence
implies that F is both faithfully flat and locally finite. 
A.3. Proof of Proposition 7.6.
Proof of Proposition 7.6. Take D = CΠ. We have the de-equivariantization functor
C → D . For a sequence repΠ→ K i→ K ′ → C we have the de-equivariantization
KΠ
iΠ→ K ′Π → D , with KΠ and K ′Π stable under the action of Π. By the definition
of the equivalence of can!, in Section A.1, we find that there is a diagram
(KΠ)
Π
(iΠ)
Π
// (K ′Π)
Π
K
can! ∼
OO
i // K ′.
can! ∼
OO
Hence i is an equivalence if and only if iΠ is an equivalence, and thus de-equivariantization
(−)Π defines an inclusion of the poset of (isomorphism-closed) intermediate cate-
gories Π-Int(C ) = {repΠ ⊂ K ⊂ C } to the poset Π-Stab(D) = {W ⊂ D} of
(isomorphism-closed) Π-stable categories. A completely similar argument, using
can!, shows that equivariantization W ⊂ D  W Π ⊂ C defines an inclusion of
posets Π-Stab(D)→ Π-Int(C ) which is inverse to (−)Π.
Since de-/equivariantization under a central inclusion/braided action preserves
braided subcategories, and central subcategories, the above argument shows that
this bijection of posets restricts to a bijection for both braided and central subcat-
egories as well. 
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