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This paper is devoted to a general similarity boundary layer equation for power-law
ﬂuids, which includes many important similarity boundary layer problems such as the
Falker–Skan equation and the magnetohydrodynamic boundary layer equation which arises
in the study of self-similar solutions of the two-dimensional steady laminar boundary
layer ﬂow for an incompressible electrically conducting power-law ﬂuids along an isolated
surface in the presence of an exterior magnetic ﬁeld orthogonal to the ﬂow. By a rigorous
mathematical analysis, the uniqueness, existence and nonexistence results for convex
solutions, normal convex solutions and generalized convex solutions to the general
similarity boundary layer equation are established. Also the asymptotic behavior of the
normal convex solutions at the inﬁnity are displayed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and preliminary results
In this paper, we consider the following general similarity boundary layer equation
{
n| f ′′|n−1 f ′′′ + f f ′′ + (1− f ′)h( f ′) = 0, η > 0,
f (0) = 0, f ′(0) = 0, f ′(+∞) = 1, (1.1)
where h is a continuous function deﬁned on [0,1].
For some suitable function h and the power-law index n, the boundary value problem (BVP) (1.1) corresponds to
many important boundary layer problems. The well-known Falker–Skan equation, which corresponds to h(t) = λ(1+ t) and
n = 1, has been extensively studied and some important theoretical results are obtained, see [3,9] and the cited references
therein.
For n > 0 and h(t) = μ + λ(1 + t), BVP (1.1) arises in the study of self-similar solutions of the two-dimensional steady
laminar boundary layer ﬂow for an incompressible electrically conducting power-law ﬂuids along an isolated surface in
the presence of an exterior magnetic ﬁeld orthogonal to the ﬂow, which has been discussed numerically in many papers
such as [1–4,6–8,10–21]. As far as we know, the theoretical study for power-law ﬂuids is very few, see [11,23,24]. In the
monograph [11], Oleinik and Samokhin established the fact of localization of velocity perturbation within the boundary
layer in dilatable ﬂuids (n > 1) and indicated the corresponding changes in the differentiability properties of the self-similar
solutions for dilatable ﬂuids. But they did not discuss the existence and uniqueness of self-similar solutions for dilatable
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normal convex solutions for the power-law ﬂuids under suitable assumptions on λ and μ.
Motivated by [23,24] in which the function h(t) = μ + λ(1 + t), the present paper deals with BVP (1.1) for general
function h. For this problem, we discuss the uniqueness and existence of convex solutions, normal convex solutions and
generalized convex solutions and display the asymptotic behavior of the normal convex solution at the inﬁnity. Our results
obtained in this paper included and generalized all or part of those in [23,24].
For BVP (1.1), we introduce the following three deﬁnitions.
Deﬁnition 1. A function f (η) is called a convex solution to BVP (1.1) if
(i) f (η) ∈ C2[0,+∞) ∩ C3(0,+∞), f ′′(η) > 0, 0 < f ′(η) < 1 for η > 0, and
(ii) the equation and the boundary conditions in (1.1) are satisﬁed.
Deﬁnition 2. A function f (η) is said to be a normal convex solution of BVP (1.1) if it is a convex solution such that
+∞∫
0
(
1− f ′(η))dη < +∞
(
or equivalently
+∞∫
0
f ′(η)
(
1− f ′(η))dη < +∞
)
.
Deﬁnition 3. We say a function f (η) to be a generalized convex solution to BVP (1.1) if
(i) f (η) ∈ C2[0,+∞), f (0) = 0, f ′(0) = 0, f ′(+∞) = 1,
(ii) there exists an η∗ > 0 such that 0 < f ′(η) < 1, f ′′(η) > 0 for all η ∈ (0, η∗), f ′(η) ≡ 1, f ′′(η) ≡ 0 on [η∗,+∞), and
(iii) in the open interval (0, η∗), ( f ′′(η))n is continuously differentiable and the equation in (1.1) is satisﬁed.
Remark 1. In boundary layer theory, the quantity
∫ +∞
0 (1− f ′(η))dη is related to the boundary layer displacement thickness,
while the quantity
∫ +∞
0 f
′(η)(1− f ′(η))dη is related to the momentum thickness.
Remark 2. The linear transformation{
ξ = λη,
φ = λ f ,
converts the following boundary layer problem for φ(ξ) into BVP (1.1) for f (η){
n|φ′′|n−1φ′′′ + αφφ′′ + (1− φ′)h˜(φ′) = 0, ξ > 0,
φ(0) = 0, φ′(0) = 0, φ′(+∞) = 1.
Here α > 0, λ = 1+n√α, h = h˜/α and the primes denote the differentiation with respect to the variable ξ . The fact shows
every positive constant can be chosen as the coeﬃcient of f f ′′ in BVP (1.1). For the sake of simplicity, we discuss the case
α = 1.
To discuss BVP (1.1), we will need the following theorem, which implies the relation between BVP (1.1) and an initial
value problem.
Theorem 1.1. BVP (1.1) has a generalized convex solution f (η) if and only if the singular initial value problem (IVP)⎧⎪⎪⎨
⎪⎪⎩
w ′(t) = − (1− t)h(t)
wδ(t)
−
t∫
0
s ds
wδ(s)
, 0 < t < 1,
w(1) = 0, δ = 1/n,
(1.2)
has a positive solution w(t) ∈ C[0,1] ∩ C1(0,1), which satisﬁes the condition
1∫
0
ds
wδ(s)
< +∞. (1.3)
Furthermore, BVP (1.1) has a convex solution f (η) if and only if IVP (1.2) has a positive solution w(t) satisfying
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0
ds
wδ(s)
< +∞ and
1∫
0
ds
wδ(s)
= +∞. (1.4)
Lastly, BVP (1.1) has a normal convex solution f (η) if and only if IVP (1.2) has a positive solution w(t) satisfying (1.4) and the
condition
1∫
0
(1− s)ds
wδ(s)
< +∞. (1.5)
Here a function w(t) ∈ C[0,1] ∩ C1(0,1) is called a positive solution to singular initial value problem (1.2), if
(i) w(t) > 0 for all t ∈ (0,1),w(1) = 0, and
(ii) the integro-differential equation in (1.2) is satisﬁed on (0,1).
Theorem 1.1 can be proved in very similar way as Theorem 1.1 in [24] and we omit the details here.
2. On an integral equation
In this section, we will study the integral–differential equation (1.2). To this end, we need to consider the positive
solution of the following singular integral equation
w(t) = (1− t)
t∫
0
s ds
wδ(s)
+
1∫
t
(1− s)(h(s) + s)ds
wδ(s)
, 0 < t < 1. (2.1)
Here and hereafter, we call w(t) a positive solution of (2.1) if w(t) ∈ C[0,1] ∩ C1(0,1), w(t) > 0 for t ∈ (0,1) and it solves
the integral equation (2.1).
Remark 3. It is easy to know that a function w(t) is a positive solution of (2.1) such that w(1) = 0, then it must be a
positive solution of (1.2). However, a positive solution of (1.2) need not be a positive solution of (2.1). Further, a function
w(t) is a positive solution of (1.2) with (1.5) if and only if it is a positive solution of (2.1) with (1.5), and in this case,
w(1) := limt↑1 w(t) = 0.
In the rest of this section, we will establish some theorems as follows.
Theorem 2.1. Assume that h(t) + t ≡ 0 for all t ∈ [0,1]. Then, Eq. (2.1) has a unique positive solution w(t), which is expressed as
w(t) = (1− t)
[
(δ + 1)
t∫
0
s ds
(1− s)δ
] 1
δ+1
, 0 t < 1. (2.2)
Moreover, we have that for 0 < t < 1,
w(t) < 2t
2
δ+1 , if δ  1, (2.3)
which means that the ﬁrst condition in (1.4) is not satisﬁed when δ  1; and
1
2
t
2
δ+1 (1− t) < w(t) < δ+1
√
δ + 1
1− δ (1− t), if δ < 1, (2.4)
which shows that the two conditions in (1.4) hold.
Theorem 2.2 (A priori estimates). Assume that h(t) ∈ C[0,1], h(t) + t  0, for all t ∈ [0,1], and M := max{h(t) + t | t ∈ [0,1]} > 0.
Let w(t) be a positive solution to Eq. (2.1). Then the following a priori estimates and (1.5) hold⎧⎪⎨
⎪⎩
A(1− t) 2δ+1 < w(t) < B(1− t) 2δ+1 , 0 t < 1, if δ  1,
A(1− t) < w(t) < B(1− t)(1+ ∣∣ ln(1− t)∣∣), 0 t < 1, if δ = 1,
A(1− t) < w(t) < B(1− t), 0 t < 1, if 0 < δ < 1,
(2.5)
where
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⎩
δ+1
√
δ+1
|δ−1| + δ+1
√
M(δ+1)
2 , if 0 < δ 
= 1,
1+ √M, if δ = 1,
(2.6)
A =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
Bδ
∫ 1
0
min{h(s)+s,cs}ds
(1−s) δ−1δ+1
, if δ > 1,
1
B
∫ 1
0
min{h(s)+s,s}ds
(1+| ln(1−s)|) , if δ = 1,
1
Bδ
∫ 1
0 (1− s)1−δ min{h(s) + s, s}ds, if 0 < δ < 1,
(2.7)
and
c := inf
{ (1− t) δ−1δ+1 ∫ t0 s ds
(1−s) 2δδ+1∫ t
0
s ds
(1−s) δ−1δ+1
, t ∈ (0,1)
}
> 0.
Theorem 2.3 (Existence and uniqueness). Under the assumption of Theorem 2.2, the problem (2.1) has a unique positive solution
w(t), and it is the unique positive solution to (1.2) with (1.5).
In the sequel, we will demonstrate the above-mentioned theorems.
Proof of Theorem 2.1. Let w(t) be a positive solution to (2.1) with h(t) = −t , t ∈ [0,1], and deﬁne a new function
x(t) :=
t∫
0
s ds
wδ(s)
. (2.8)
Then w(t) = (1− t)x(t), x(t) is positive on (0,1) with x(0) = 0, and
x′(t) = t
(1− t)δxδ(t) , 0 < t < 1,
which is a ﬁrst order differential equation of separated variable type. Solving the differential equation with the condition
x(0) = 0 gives
x(t) =
[
(δ + 1)
t∫
0
s ds
(1− s)δ
] 1
δ+1
, 0 t < 1.
Consequently, we obtain that
w(t) = (1− t)
[
(δ + 1)
t∫
0
s ds
(1− s)δ
] 1
δ+1
, 0 t < 1,
and it is the unique positive solution to Eq. (2.1) with h(t) = −t , t ∈ [0,1].
It is clear that
w(t) 1− t
(1− t) δδ+1
[
(δ + 1)
t∫
0
s ds
] 1
δ+1
< 2t
2
δ+1 , 0 t < 1,
which is exactly (2.3).
When 0 < δ < 1, it follows from (2.2) that for 0 < t < 1,
w(t) > (1− t)
[
(δ + 1)
t∫
0
s ds
] 1
δ+1
= t 2δ+1 (1− t)[(δ + 1)/2] 1δ+1 > 1
2
t
2
δ+1 (1− t),
and
w(t) < (1− t)
[
(δ + 1)
1∫
ds
(1− s)δ
] 1
δ+1
<
δ+1
√
δ + 1
1− δ (1− t).0
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rem 2.1 is thus proved. 
Proof of Theorem 2.2. From the integral equation (2.1), we know that a positive solution w(t) can be written in the form
w(t) = (1− t)x(t) + y(t), 0 t < 1, (2.9)
where the functions
x(t) :=
t∫
0
s ds
wδ(s)
and y(t) :=
1∫
t
(1− s)(h(s) + s)ds
wδ(s)
(2.10)
are nonnegative on (0,1).
From (2.9), we know that x(0) = 0 and
x′(t) = t
wδ(t)
 t
(1− t)δxδ(t) , 0 < t < 1.
Multiplying both sides of the above inequality by (δ + 1)xδ(t) and then integrating the resulting inequality on [0, s] yields
xδ+1(s) (δ + 1)
s∫
0
t dt
(1− t)δ , 0 < s < 1. (2.11)
When δ > 1, from (2.11) it follows that
(1− t)δ+1xδ+1(t) (δ + 1)(1− t)δ+1
t∫
0
ds
(1− s)δ
= δ + 1
δ − 1 (1− t)
δ+1
[
1
(1− t)δ−1 − 1
]
<
δ + 1
δ − 1 (1− t)
2, 0 < t < 1,
i.e., when δ > 1, we have
(1− t)x(t) < δ+1
√
δ + 1
δ − 1 (1− t)
2
δ+1 , 0 < t < 1. (2.12)
When δ = 1, from (2.11) it follows that
(1− t)2x2(t) 2(1− t)2
t∫
0
ds
1− s = 2(1− t)
2
∣∣ ln(1− t)∣∣
< (1− t)2[1+ ∣∣ ln(1− t)∣∣]2, 0 < t < 1,
which shows that
(1− t)x(t) < (1− t)[1+ ∣∣ ln(1− t)∣∣], 0 < t < 1. (2.13)
When 0 < δ < 1, from (2.11) it follows that
(1− t)δ+1xδ+1(t) < (δ + 1)(1− t)δ+1
1∫
0
ds
(1− s)δ
= δ + 1
1− δ (1− t)
δ+1, 0 < t < 1,
i.e., when 0 < δ < 1, we have
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√
δ + 1
1− δ (1− t), 0 < t < 1. (2.14)
For the function y(t), it follows from (2.10) that y(1) = 0 and for 0 < t < 1,
−y′(t) = (1− t)(h(t) + t)
wδ(t)
 M(1− t)
yδ(t)
,
−y′(t)yδ(t) M(1− t).
Integrating the inequality on [s,1] gives
yδ+1(s) M(δ + 1)
2
(1− t)2, 0 t  1,
i.e.,
y(t) δ+1
√
M(δ + 1)
2
(1− t) 2δ+1 , 0 t  1. (2.15)
In particular, for 0 < δ  1,
y(t) δ+1
√
M(δ + 1)
2
(1− t), 0 t  1. (2.16)
From (2.10), (2.12), (2.13), (2.14), (2.15) and (2.16), it follows that all the second inequalities of (2.5) hold.
Next, we will prove the ﬁrst inequalities of (2.5).
Now, we assume that δ > 1 and deﬁne functions α(t), β(t) and γ (t), by setting
α(t) := (1− t) δ−1δ+1
t∫
0
s ds
(1− s) 2δδ+1
, β(t) :=
t∫
0
s ds
(1− s) δ−1δ+1
, γ (t) := α(t)
β(t)
,
which are positive on (0,1).
Utilizing the L’Hospital principle, we can obtain that γ (0) := limt↓0 γ (t) = 1, and γ (1) := limt↑1 γ (t) = δ+1(δ−1)B(2,2/(1+δ)) ,
and hence c := inf{γ (t): t ∈ (0,1)} > 0. Here B(p,q) is the well-known Beta function.
From (2.1) and the second inequality of (2.5), we obtain that
w(t) >
1∫
t
(1− s)(h(s) + s)ds
Bδ(1− s) 2δδ+1
+ (1− t)
t∫
0
s ds
Bδ(1− s) 2δδ+1
> (1− t) 2δ+1
{ 1∫
t
(h(s) + s)ds
Bδ(1− s) δ−1δ+1
+ (1− t) δ−1δ+1
t∫
0
s ds
Bδ(1− s) 2δδ+1
}
 (1− t) 2δ+1
{ 1∫
t
(h(s) + s)ds
Bδ(1− s) δ−1δ+1
+ c
t∫
0
s ds
Bδ(1− s) δ−1δ+1
}
 (1− t) 2δ+1
1∫
0
min{h(s) + s, cs}ds
Bδ(1− s) δ−1δ+1
= A(1− t) 2δ+1 , 0 t < 1, (2.17)
where A is given by (2.7). This shows that the ﬁrst inequality of (2.5) in the case δ > 1 is true.
When δ = 1, from (2.1) and the second inequalities of (2.5), we obtain that
w(t) >
1∫
t
(h(s) + s)ds
B(1+ | ln(1− s)|) + (1− t)
t∫
0
s ds
B(1− s)(1+ | ln(1− s)|)
 (1− t)
{ 1∫
(h(s) + s)ds
B(1+ | ln(1− s)|) +
t∫
s ds
B(1+ | ln(1− s)|)
}
t 0
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1∫
0
min{h(s) + s, s}ds
B(1+ | ln(1− s)|)
= A(1− t), 0 t < 1,
which is exactly the ﬁrst inequality of (2.5) in the case δ = 1 and A is deﬁned by (2.7).
When 0 < δ < 1, from (2.1) and the second inequalities of (2.5), we obtain that
w(t) >
1∫
t
(1− s)(h(s) + s)ds
Bδ(1− s)δ + (1− t)
t∫
0
s ds
Bδ(1− s)δ
 (1− t)
{ 1∫
t
(h(s) + s)ds
Bδ(1− s)δ−1 +
t∫
0
s ds
Bδ(1− s)δ
}
 (1− t)
Bδ
1∫
0
(1− s)1−δ min{h(s) + s, s}ds
= A(1− t), 0 t < 1,
which is exactly the ﬁrst inequality of (2.5) in the case δ ∈ (0,1) and A is deﬁned by (2.7).
Up to now, Theorem 2.2 is thus proved. 
Next, we suppose that the assumptions of Theorem 2.2 hold. To prove Theorem 2.3, we consider the uniqueness at ﬁrst.
Suppose to the contrary that w1(t) and w2(t) are positive solutions to the problem (2.1). It follows from Theorem 2.2
that they are positive solutions to (1.2) with (1.5). From (2.1), it follows that
wi(0) =
1∫
0
(1− s)(h(s) + s)ds
wδi (s)
> 0, i = 1,2.
Without loss of generality, we consider only the following two cases.
Case (i). w1(0) > w2(0) > 0. From the facts w1(1) = w2(1) = 0, it follows that there exists a point b ∈ (0,1] such that
w1(t) > w2(t) for all t ∈ [0,b) and w1(b) = w2(b).
If b < 1, then w ′1(b) w ′2(b). From (1.2), we obtain
w ′1(b) = −
(1− b)h(b)
wδ1(b)
−
b∫
0
s ds
wδ1(s)
> − (1− b)h(b)
wδ2(b)
−
b∫
0
s ds
wδ2(s)
= w ′2(b),
a contradiction.
If b = 1, then it follows from (2.1) that
w1(0) =
1∫
0
(1− s)(h(s) + s)ds
wδ1(s)
<
1∫
0
(1− s)(h(s) + s)ds
wδ2(s)
= w2(0),
a contradiction again. This shows that Case (i) cannot occur.
Case (ii). w1(0) = w2(0) = a > 0. Suppose that the set S = {t ∈ [0,1]; w1(t) 
= w2(t)} is nonempty, which implies that
t0 = inf S < 1. By the continuity of w1(t) − w2(t), we get w1(t0) = w2(t0).
By the positivity of w1(t) and w2(t) on [0,1), and the deﬁnition of t0, there exist L1, L2 ∈ (0,+∞), t1 ∈ (t0, (1+ t0)/2]
and t∗ ∈ (t0, t1] such that L1  w1(t) L2, L1  w2(t) L2, for all t ∈ [t0, (1+ t0)/2], (t1 − t0)(M+1)δ(Lδ−11 + Lδ−12 )/L2δ1 < 1,
and Q = |w1(t∗) − w2(t∗)| = max{|w1(t) − w2(t)|; t ∈ [t0, t1]} > 0. From (1.2), we have
w ′1(t) − w ′2(t) = −(1− t)h(t)
[
1
wδ1(t)
− 1
wδ2(t)
]
−
t∫ [
1
wδ1(s)
− 1
wδ2(s)
]
s ds. (2.18)t0
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w1(t) − w2(t) =
t∫
t0
[(1− s)h(s) + s(t − s)][wδ1(s) − wδ2(s)]ds
wδ1(s)w
δ
2(s)
, (2.19)
which shows that
Q = ∣∣w1(t∗)− w2(t∗)∣∣
t1∫
t0
(M + 1)|wδ1(s) − wδ2(s)|
wδ1(s)w
δ
2(s)
ds
 (M + 1)δ(Lδ−11 + Lδ−12 )
t1∫
t0
|w1(s) − w2(s)|
wδ1(s)w
δ
2(s)
ds
 Q (t1 − t0)(M + 1)δ
(
Lδ−11 + Lδ−12
)
/L2δ1 < Q ,
i.e., Q = 0. This contradiction shows that S is empty and w1(t) ≡ w2(t) on the interval [0,1]. The uniqueness is thus
proved.
In the following, we are now going to prove the existence. For this purpose, we need to consider the integral equation
w(t) =
1∫
t
(1− s)(h(s) + s)ds
wδ(s)
+ (1− t)
t∫
0
s ds
wδ(s)
+ 1
j
, (2.20) j
where j is a ﬁxed positive integer and δ = 1/n.
Under the assumptions of Theorem 2.3, it is easy to see that w(t) is a positive solution to the integral equation (2.20) j
if and only if w(t) is a positive solution to the following problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
w ′(t) = − (1− t)h(t)
wδ(t)
−
t∫
0
s ds
wδ(s)
, 0 t  1,
w(1) = 1
j
> 0.
(2.21) j
Concerning the problem (2.20) j or (2.21) j , we can establish the following comparison principle.
Proposition 2.4. Under the assumptions of Theorem 2.3, the problem (2.20) j has a unique positive solution w(t; j) for each ﬁxed
integer j  1. Moreover, we have that
0 < w(t; j) − w(t;k) < 1
j
− 1
k
on [0,1) (2.22)
for any ﬁxed positive integer k > j.
The proposition can be veriﬁed in a similar way as Lemma 2.4 in [22], and we omit the details.
Let us continue the proof of existence. According to Proposition 2.4, we know that the sequence {w(t; j)}∞j=1 is uniformly
convergent on [0,1], and the uniform limit w(t) := lim j→∞ w(t; j) is continuous on [0,1].
Notice that
w(t;1) w(t; j) =
1∫
t
(1− s)(h(s) + s)ds
wδ(s; j) + (1− t)
t∫
0
s ds
wδ(s; j) +
1
j
on [0,1].
Letting j → ∞ in the above identity and applying the monotone convergence theorem yields
w(t) =
1∫
t
(1− s)(h(s) + s)ds
wδ(s)
+ (1− t)
t∫
0
s ds
wδ(s)
on (0,1).
This equality and the continuity of w(t) on [0,1] show that the uniform limit w(t) is exactly a positive solution to the
integral equation (2.1). Theorem 2.2 tells us that w(t) is also a positive solution to the problem (1.2) and (1.5), which is
unique, of course. Thus we complete the proof of Theorem 2.3.
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In this section, we will state and prove main results for BVP (1.1).
Theorem 3.1 (Existence and uniqueness). Assume that h(t) is a continuous function deﬁned on [0,1], h(t) + t  0, for all t ∈ [0,1],
and M :=max{h(t) + t | t ∈ [0,1]} > 0. Then the following conclusions hold.
(i) For a given n ∈ (0,1), BVP (1.1) has a unique normal convex solution f (η). Moreover, it satisﬁes
[
1+ (1− n)
1+ n
n
√
Bη
]− 1+n1−n
< 1− f ′(η) <
[
1+ (1− n)
1+ n
n
√
Aη
]− 1+n1−n
, η > 0, (3.1)
where A and B are deﬁned by (2.6) and (2.7).
(ii) For n = 1, BVP (1.1) has a unique normal convex solution f (η). Moreover, it satisﬁes
exp
{−(eBη − 1)}< 1− f ′(η) < exp{−Aη}, η > 0, (3.2)
where A and B are deﬁned by (2.6) and (2.7).
(iii) For a given n > 1, BVP (1.1) has a unique generalized convex solution f (η). Moreover, it satisﬁes
n
n
√
B(n − 1) < η
∗ < n
n
√
A(n − 1) , η > 0, (3.3)
and
n2
n
√
B(n − 1)(2n − 1) < f
(
η∗
)
<
n2
n
√
A(n − 1)(2n − 1) , (3.4)
where A and B are deﬁned by (2.6) and (2.7).
Proof. Under the assumption of the theorem, from Theorem 2.2 and Theorem 2.3, we know that the problem (1.2) with (1.5)
has a unique positive solution w(t) such that the estimates in Theorem 2.2 hold.
(i) When n ∈ (0,1), from (2.5) it is easy to know that (1.4) and (1.5) are true, and hence BVP (1.1) has a unique normal
convex solution f (η) by Theorem 1.1. From the proof of Theorem 1.1 in [24] and (2.5), we know that
f ′(η)∫
0
ds
n
√
B(1− s)2/(1+n) < η <
f ′(η)∫
0
ds
n
√
A(1− s)2/(1+n) ,
and [
1+ (1− n)
1+ n
n
√
Aη
]
<
[
1− f ′(η)] n−11+n < [1+ (1− n)
1+ n
n
√
Bη
]
, η > 0,
which implies (3.1) is correct.
(ii) When n = 1, as the case n ∈ (0,1), we can show that BVP (1.1) has a unique normal convex solution f (η) and for
η > 0
f ′(η)∫
0
ds
A(1− s) > η >
f ′(η)∫
0
ds
B(1− s)(1+ | ln(1− s)|) ,
and hence
1
A
∣∣ ln(1− f ′(η))∣∣> η > 1
B
ln
[
1+ ∣∣ ln(1− f ′(η))∣∣],
which shows that (2.2) is valid.
(iii) When n > 1, from (2.5) it is easy to know that (1.3) and (1.5) are true, and hence BVP (1.1) has a unique generalized
convex solution f (η) by Theorem 1.1. From the proof of Theorem 1.1 in [24], we know that
1∫
0
ds
Bδ(1− s)δ < η
∗ =
1∫
0
ds
wδ(s)
<
1∫
0
ds
Aδ(1− s)δ ,
and
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0
s ds
Bδ(1− s)δ < f
(
η∗
)=
1∫
0
s ds
wδ(s)
<
1∫
0
s ds
Aδ(1− s)δ ,
which imply (3.3) and (3.4). These complete the proof of the theorem. 
Theorem 3.2. Assume that h(t) is a continuous nonnegative function deﬁned on [0,1]. A convex solution f (η) of BVP (1.1) must be
a normal solution when n ∈ (0,1], which is existent and unique by Theorem 3.1. For the case n > 1, there is no convex solution to
BVP (1.1).
Proof. Let f (η) be a convex solution of BVP (1.1) for a given n > 0 under the assumption of the theorem. Then, for all t > 0,
we have
0
t∫
0
f ′(η)
(
f ′(t) − f ′(η))dη =
t∫
0
f (η) f ′′(η)dη
= ∣∣ f ′′(0)∣∣n − ∣∣ f ′′(t)∣∣n −
t∫
0
(
1− f ′(η))h(η)dη

∣∣ f ′′(0)∣∣n.
Since the function
t →
t∫
0
f ′(η)
(
f ′(t) − f ′(η))dη
is increasing, we immediately get that the integral
∫ +∞
0 f
′(η)(1− f ′(η))dη converges, which implies that the function w(t)
in Theorem 1.1 is a positive solution to IE (2.1). Theorem 3.1 tells us that f (η) is a normal solution when n ∈ (0,1], which
is existent and unique by Theorem 3.1. For the case n > 1, w(t) in Theorem 1.1 is a positive solution to IE (2.1), and (1.3)
is true by Theorem 2.1, which implies that f (η) is a generalized convex solution by the proof of Theorem 1.1 in [24]. This
contradiction shows that there is no convex solution for the case n > 1. 
Theorem 3.3. Assume that h(t) is a continuous function deﬁned on [0,1] such that l(t) = h(t) + t  0 for all t ∈ [0,1]. Then we have
the following conclusions.
(i) When l(t) 0 on [0,1] and max{|l(t)|; t ∈ [0,1]} > 0, BVP (1.1) has no convex solution or generalized solution.
(ii) When l(t) ≡ 0 on [0,1], BVP (1.1) has no convex or generalized convex solution for each given n ∈ (0,1] and has a unique
generalized convex solution f (η) for each given n > 1, and in this last case the following estimates hold
n+1
√
n − 1
n + 1
n
n − 1 < η
∗ < n
√
2B
(
n − 1
n + 1 ,
n − 1
n
)
, (3.5)
and
n+1
√
n − 1
n + 1
n2
(n − 1)(2n − 1) < f
(
η∗
)
<
n
√
2B
(
2n
n + 1 ,
n − 1
n
)
, (3.6)
where B(p,q) is the well-known Beta function.
Proof. (i) Assume that l(t)  0 on [0,1] and max{|l(t)|; t ∈ [0,1]} > 0. Let f (η) be a convex solution or a generalized
convex solution to BVP (1.1).
Integrating (1.1) on [0, η], it follows that for 0 < η < +∞,
[
f ′′(η)
]n − [ f ′′(0)]n − f (η)(1− f ′(η))= −
η∫
0
(
1− f ′(s))l( f ′(s))ds. (3.7)
Letting η → +∞ in the above and using the fact f ′′(+∞) = 0, which can be obtained in a similar way as [5], we get
0−
+∞∫
0
(
1− f ′(s))l( f ′(s))ds > 0,
which is impossible. So BVP (1.1) has no convex solution or generalized solution.
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BVP (1.1). From (3.7), we obtain[
f ′′(η)
]n = [ f ′′(0)]n + f (η)(1− f ′(η)).
As f ′′(+∞) = 0 and f (η)(1− f ′(η)) 0, we have f ′′(0) = 0, and hence[
f ′′(η)
]n = f (η)(1− f ′(η)), η > 0.
It follows that w(t) in Theorem 1.1 must satisfy the equation
w(t) = (1− t)
t∫
0
s
wδ(s)
ds
and the ﬁrst condition in (1.4). That is to say, w(t) is a positive solution to Eq. (2.1) and the ﬁrst condition in (1.4) is valid.
However, Theorem 2.1 implies that it is impossible. This contradiction shows that BVP (1.1) has no convex solution for ﬁxed
n ∈ (0,1] under our assumption.
Assume that l(t) ≡ 0 on [0,1] and n > 1. From Theorem 1.1 and Theorem 2.1, we know that BVP (1.1) has a unique
generalized convex solution f (η). As the proof of Theorem 3.1, it is easy to prove (3.5) and (3.6). Here, we omit the
details. 
Remark 4. As a example, we consider the generalized mixed convection problem where h(t) = 2mm+1 t , for which n = 1
corresponds to the well-known mixed convection problem. Using the previous theorems in this section, we can obtain the
following new results.
(i) For m < −1 or m > − 13 , there is a unique normal convex solution when n ∈ (0,1] and there is a unique generalized
convex solution when n > 1.
(ii) For −1 <m < − 13 , there is no convex solution or generalized convex solution.
(iii) For m = − 13 , there is no convex solution or generalized convex solution when n ∈ (0,1] and there is a unique general-
ized convex solution when n > 1.
Remark 5. Another example, we consider the similarity solution problem [4] for a gravity-driven laminar ﬁlm ﬂow of power-
law ﬂuid along vertical wall where the governing equation is⎧⎨
⎩an| f
′′|n−1 f ′′′ + 2n + 1
n + 1 f f
′′ + 1− f ′2 = 0, η > 0, a > 0,
f (0) = 0, f ′(0) = 0, f ′(+∞) = 1.
(3.8)
According to Remark 2 and the previous theorems in this section, we have h(t) = n+12n+1 (1 + t) and (3.8) has a unique
normal convex solution for n ∈ (0,1] and a unique generalized convex solution for n > 1.
4. Summary and conclusions
The boundary layer problem (1.1) for a general continuous function h(t) is considered in the present paper. An equivalent
theorem for convex, normal convex and generalized convex solutions to boundary layer problem (1.1) and positive solutions
to an initial value problem is established, the uniqueness and existence of convex solutions, normal convex solutions or
generalized convex solutions is obtained and the asymptotic behavior of the normal convex solution at the inﬁnity is dis-
played. It is obvious that BVP (1.1) includes and generalizes the problems discussed in [23,24] and our results obtained in
this paper included and developed those in [23,24].
At last, we propose an open question: if there is a convex, normal convex or generalized convex solution to BVP (1.1)
under the condition that the continuous function h(t)+t changes sign only once. I guess the answer is “yes” to this question
under some other suitable assumptions for h(t) + t .
References
[1] H.I. Andersson, MHD ﬂow of a viscous ﬂuid past a stretching surface, Acta Mech. Sin. 95 (1992) 227–230.
[2] H.I. Andersson, A exact solution of the Navier–Stokes equations for magnetohydrodynamics ﬂow, Acta Mech. Sin. 113 (1995) 241–244.
[3] H.I. Andersson, K.H. Bech, B.S. Dandapat, Magnetohydrodynamic ﬂow of a power-law ﬂuid over a stretching sheet, Internat. J. Non-Linear Mech. 27
(1992) 929–936.
[4] H.I. Andersson, F. Irgens, Gravity-driven ﬁlm ﬂow of power-law ﬂuids along vertical walls, J. Non-Newtonian Fluid Mech. 27 (1988) 153–172.
[5] Z. Belhachmi, B. Brighi, K. Taous, On a family of differential equations for boundary layer approximations in porous media, European J. Appl.
Math. 12 (4) (2001) 513–528.
Z. Zhang / J. Math. Anal. Appl. 361 (2010) 96–107 107[6] D.S. Djukic, On the use of Crocco’s equation for the ﬂow of power-law ﬂuids in a transverse magnetic ﬁeld, AIChE J. 19 (1973) 1159–1163.
[7] D.S. Djukic, Hiemenz magnetic ﬂow of power-law ﬂuids, Trans. ASME J. Appl. Mech. 41 (1974) 822–823.
[8] V.M. Falkner, S.W. Skan, An analytic solution of a nonlinear singular boundary layer equations, Philos. Mag. 12 (1931) 865–896; Aeronautical Research
Council Reports and Memoranda, vol. 1314, London, UK, 1930.
[9] P. Hartman, Ordinary Differential Equations, second ed., Birkhaüser, Boston, 1982.
[10] F.N. Ibrahim, M. Terbeche, Solutions of the laminar boundary layer equations for a conducting power law non-Newtonian ﬂuid in a transverse magnetic
ﬁeld, J. Phys. D: Appl. Phys. 27 (1994) 740–747.
[11] O.A. Oleinik, V.N. Samokhin, Mathematical Model in Boundary Layer Theory, Differential Equations, Chapman & Hall/CRC, 1999.
[12] K.B. Pavlov, Magnetohydrodynamic ﬂow of an incompressible viscous ﬂuid caused by deformation of a plane surface, Magnitnaya Gidrodinamika 4
(1974) 146–147.
[13] K.B. Pavlov, On the theory of non-stationary MHD-ﬂows of non-Newtonian ﬂuid dilatable ﬂuids, Magnitnaya Gidrodinamika 1 (1981) 3–13.
[14] Y.G. Sapunkov, Self-similar solutions of the boundary layer problems for non-Newtonian ﬂuid in magnetic ﬁeld, Izv. Akad. Nauk SSSR Mekh. Zhidk.
Gaza 6 (1967) 77–82.
[15] Y.G. Sapunkov, Rayleigh problem of non-Newtonian electroconductive ﬂuids, J. Appl. Tech. Phys. 2 (1970) 50–55.
[16] T. Sarpkaya, Flow of non-Newtonian ﬂuids in a magnetic ﬁeld, AIChE J. 7 (1961) 324–328.
[17] H. Schlichting, Boundary-Layer Theory, sixth ed., McGraw–Hill Book Company, New York, 1968.
[18] R.A. Spinelli, On the O.D.E. of stagnation point ﬂows of power law ﬂuids, Z. Angew. Math. Phys. 20 (4) (1969) 479–486.
[19] K. Vajravelu, Hydromagnetic ﬂow and heat transfer over a continuous, moving, porous, ﬂat surface, Acta Mech. Sin. 64 (1986) 179–185.
[20] K.A. Volosov, K.B. Pavlov, I.A. Fedotov, On the theory of laminar boundary layer in a conducting non-Newtonian power law ﬂuid in transversal magnetic
ﬁeld, Magnitnaya Gidrodinamika 4 (1980) 39–42.
[21] B. Vujanovic, A.M. Strauss, D.S. Djukic, A variational solution of the Rayleigh problem for a power-law non-Newtonian conducting ﬂuid, Ing. Archiv 41
(1972) 381–386.
[22] Z. Zhang, J. Wang, W. Shi, A boundary layer problem arising in gravity-driven laminar ﬁlm ﬂow of power-law ﬂuids along vertical walls, Z. Angew.
Math. Phys. 55 (2004) 769–780.
[23] Z. Zhang, J. Wang, Self-similar solutions of the magnetohydrodynamic boundary layer system for a dilatable ﬂuid, Acta Mech. Sin. 188 (2007) 103–119.
[24] Z. Zhang, Self-similar solutions of the magnetohydrodynamic boundary layer system for a non-dilatable ﬂuid, Z. Angew. Math. Phys. 60 (2009) 621–639.
