We are interested in separating classes in the exponential time hierarchy, EXPH, from classes in the polynomial time hierarchy, PH. In this paper we show that, for any xed integer c, the class of sets accepted in deterministic polynomial time using at most O(n c ) queries to an NP oracle, P NP O(n c )] , is a proper subset of NEXP. 
Introduction
The structural properties of exponential time classes do not always mirror those exhibited by related polynomial time classes. Speci cally, some of the techniques which are used to demonstrate results in the polynomial time hierarchy do not generalize to exponential time hierarchies. For one, it has not been shown that general downward separation results which apply to the polynomial time hierarchy can be duplicated in natural exponential time hierarchies. In fact, if a collapse at some level of the exponential time hierarchy, EXPH, implies the collapse of the entire exponential time hierarchy to that level then, using the time hierarchy theorem, we could easily show a separation between that level and the polynomial time hierarchy. For example, if under the assumption that NEXP = co?NEXP the exponential time hierarchy collapsed to NEXP then it follows that PH NEXP. To see this, assume that, for some i, NEXP P i then, by closure under complementation, NEXP = co?NEXP and by assumption NEXP = EXPH.
This implies that P i = EXP i which contradicts the time hierarchy theorem with respect to relativization. In this paper we will show that, under the assumption that EXP i = co? EXP i , for i 1, small collapses do occur in the exponential time hierarchy.
These collapses are then used to improve previously known separations between classes in EXPH and PH.
As was mentioned above, it would be useful to show that, under a speci c assumption, EXPH collapsed to some level. Oracle results indicate that, under reasonable assumptions, the collapse of EXPH or EH is di cult to prove. These results also give further evidence that the structure of the polynomial time hierarchy di ers from that of exponential time hierarchies. 
Preliminaries
All languages considered are subsets of = f0; 1g . Strings are elements of and are denoted by w; x; y; etc.. We use jxj to designate the length of x, where x is an element of a language. Let h ; i denote a natural encoding of two strings into one. We may assume that this pairing function is polynomial-time computable and invertible. Let E = S c 0 DTIME(2 cn ) EXP = S c 0 DTIME(2 n c ) NE = S c 0 NTIME(2 cn ) NEXP = S c 0 NTIME(2 n c ) Let M 0 ; M 1 ; M 2 ; : : : be a xed enumeration of Turing machines. Let L i = L(M i ), the language accepted by machine M i . For any of the standard complexity classes we may consider an enumeration fM e g of machine for that class. Speci cally we will consider an enumeration of nondeterministic Turing machines for NEXP and de ne K EXP 1 = fhe; x; ti j M e accepts x in t steps g which is a P m -complete set for NEXP.
The standard notion for oracle Turing machines will be used. We denote the fact that L is Turing reducible to A in time g(n) by L g(n)
T A. If TIME(g(n)) C for some complexity class C, then L 2 C A .
The number of queries to an oracle can be limited. If L is in C A for a xed oracle set A via Turing machine M and on input x, where jxj = n, at most f(n) queries are made to A, then we write L 2 C A f(n)] or simply L 2 C A F] where F is a family of functions and f 2 F. In particular the classes P A f(n)] , and EXP A f(n)] will be considered for various sets A and functions f. The following classes of functions, as previously de ned in 2], will be used. In each case f is from N to N. log = ff j f(n) = c log 2 n for some constant c g poly = ff j f(n) = c n k for some constants c; k g
We will also consider g(n) time-bounded truth-table reductions denoted by g(n) tt . We say A g(n) tt B if and only if A g(n) T B via an oracle Turing machine which always queries B nonadaptively; i.e., the oracle Truing machine writes down on the query tape all the queries to be made during the computation before any word is queried. If TIME(g(n)) C for some complexity class C then we write L 2 C A tt .
De nition 1 For a function f, let f k ( f k ) denote the class of languages accepted by a A k (A k ) alternating Turing machine which runs in time f(n). For a class of functions F, F k = S f2F f k and F k = S f2F f k . We de ne hierarchies via alternating machines as follows:
Letting F = fp(n) j p is a polynomial g we obtain the usual levels of the polynomialtime hierarchy, PH.
Letting F = f2 log c n j c is a constantg we obtain the levels of the polylog hierarchy PLH.
Letting F = f2 cn j c is a constantg we obtain the levels of the exponential-time hierarchy EH.
Letting F = f2 p(n) j p is a polynomial g we obtain the levels of the exponential-time hierarchy EXPH. The i th sigma levels of PH and EXPH will be denoted P i and EXP i , respectively. The pi levels will be denoted P i and EXP i (or co? EXP i ).
In 5] Chandra, Kozen and Stockmeyer show that the polynomial hierarchy, which had previously been de ned inductively by Meyer and Stockmeyer 15, 19] , can be de ned via alternating Turing machines as above. They also acknowledged that other time-bounded hierarchies could likewise be de ned via alternating machines. The de nitions given above for PLH, EXPH and EH follow easily form their observation. As the classes which we will consider are modeled using oracle Turing machines we can consider variations of the Turing machine model. Speci cally, in terms of the exponential hierarchy: 
Main Result
A consequence of the fact that the time hierarchy theorem relativizes is that every level of the polynomial hierarchy separates from the corresponding level of the exponential time hierarchy 1]. We improve this separation by showing that, for all i 1 and for any xed constant c,
is properly contained in EXP i . First, we show that, for i 1, every P i+1;tt level of the polynomial hierarchy is properly contained in the EXP i level of EXPH. Using the propositions, lemmas and techniques which are developed in this proof and, with one additional step, it follows that, for any xed constant c, for i 1. Now, for any i 1, under the assumption that EXP i = P i+1;tt the class EXP i will be closed under complementation and therefore equal to EXP i+1;tt . This implies that P i+1;tt = EXP i+1;tt which contradicts the time hierarchy theorem with respect to truth-table reductions.
In the next lemma we demonstrate that, for i 1, the classes EXP poly] Proof. First we claim that, for any oracle A, EXP A poly] EXP A tt . This statement is a straight forward generalization of a similar result covering the polynomial time hierarchy. We give a sketch of the proof.
Let L be a language in EXP A poly] and M an oracle Turing machine which computes L. Let p be a polynomial that bounds the number of queries made by M given input x. For any input x to M we can examine the full computation tree that results from considering all possible queries and query answers. Given the polynomial bound on the number of queries, there are at most 2 p(jxj) queries in the full computations tree. If all queries are generated before any queries are made to the oracle, then all queries can be made non-adaptively in exponential time, hence A is in EXP A tt .
Next we shown that for all i 1, EXP i+1;tt P EXP i .
Let L 2 EXP i+1;tt via oracle machine M using a xed oracle set A in P i . Let 2 p(n) , where p is a polynomial, be the running time of M. Consider input x with jxj = n. If we know how many of the 2 p(n) queries made to A receive a YES answer then a EXP i machine can guess which queries receive a YES, verify that they are in fact in A and then simulate the computation of M on x substituting the correct oracle answers. So given the correct number of YES answers only one query to a EXP i oracle is needed to determine if x 2 L. Since the number of correct YES answers can be found in polynomial time given a EXP i oracle via binary search, we conclude that EXP i+1;tt P EXP i .
We have that EXP Theorem 3.1 Let t 1 be a time constructible function such that inf n!1 t 2 (n) logt 2 (n) t 1 (n) = 0 then, for any oracle A, DTIME(t 1 (n); A; tt) contains a language which is not in DTIME(t 2 (n); A; tt), where A; tt indicates that all queries are made non-adaptively to the oracle A.
Proof. We construct via diagonalization a set L in DTIME(t 1 (n); A; tt) which is not in DTIME(t 2 (n); A; tt). For x in f0; 1g , let M x denote an oracle Turing machine which has x as its G odel number. Without loss of generality, we give a proof for oracle machines on input alphabet f0; 1g.
Observe that a language L is computed by an oracle Turing machine which makes only non-adaptive queries if and only if L is computed by an oracle Turing machine which makes all queries to the oracle in one computation step.
Fix an oracle set A. We construct an oracle TM, M, that runs in time t 1 (n) and makes only non-adaptive queries to A and disagrees on at least one input with any t 2 (n) time-bounded oracle TM making only non-adaptive queries to A.
On input w, M constructs a t 1 (n) counter, where n = jwj. As this function is fully time constructible this is possible. Now M simulates M w on input w. If during the simulation M w queries an oracle on some set of queries q 1 : : : q m then M queries A on q 1 : : :q m and proceeds with the simulation based on the result of the queries to A. If during the simulation M w attempts to query the oracle a second time then M halts and rejects. Since M has a xed number of tapes and tape symbols then time c t 2 (n) log t 2 (n), where c is a constant, is needed to complete the simulation.
In order to insure that the simulation of M w is t 1 time bounded the t 1 (n) counter is decremented with each step of the simulation. After t 1 (n) steps M halts and accepts only if the simulation of M w on w is completed; all queries to an oracle were made in one computation step and M w rejects w. 2. E i;tt 6 = EXP i?1 for i 1 and speci cally E NP tt 6 = NEXP. 3. PL i;tt 6 = EXP i?1 for i 1 and speci cally PL NP tt 6 = NEXP.
The rst statement of this corollary is not new as it is implied by a corollary of Fu, Li and Zhong's result that NE 6 P NP n o(1) ] , where n o(1) for any xed n is n raised to some power g(n) such that for every r > 0 and for all but nitely many n, g(n) < r 7] . It follows from their result that P NP n o (1) ] is properly contained in NEXP. Since P NP log] = P NP tt and n o(1) majorizes log(n) Fu, Li and Zhong's result implies that P NP tt is properly contained in NEXP.
In addition Fu, Li and Zhong also show that P NPL tt NEXP (where NPL = S c 0 NTIME(2 log c n )) which is also implied by Theorem 3. 2 7] . To see this consider that by padding the length of queries it follows that P NPL tt PL NP tt .
Next we generalize Theorem 3.2 from tt-reductions to adaptive reductions with a polynomial number of queries where the degree of the polynomial is xed. To do this a general time hierarchy theorem which separates relativized classes while also considering the number of queries made to the oracle is needed. Theorem 3.3 Let t 1 ; t 2 be time constructible functions, where for all n, t 2 (n) t 1 (n); inf n!1 Proof. We construct via diagonalization a set L in DTIME(t 1 (n); A t 2 (n)]) which is not in DTIME(t 3 (n); A t 4 (n)]). For x in f0; 1g , let M x denote an oracle Turing machine which has x as its G odel number. Without loss of generality, we give a proof for oracle machines on input alphabet f0; 1g.
Fix an oracle set A. We construct an oracle TM, M, that runs in time t 1 (n) and makes at most t 2 (n) queries to A and disagrees on at least one input with any t 3 (n) time-bounded oracle TM making at most t 4 (n) queries to A.
On input w, M constructs both a t 1 (n) and a t 2 (n) counter, where n = jwj. As both these functions are fully time constructible this is possible. Now M simulates M w on input w. If during the simulation M w queries an oracle on some query q then M queries A on q and proceeds with the simulation based on the result of the query to A. Since M has a xed number of tapes and tape symbols then time c t 3 (n) log t 3 (n), where c is a constant, is needed to complete the simulation.
In order to insure that the simulation of M w is t 1 time bounded the t 1 (n) counter is decremented with each step of the simulation. Likewise, the t 2 (n) counter is decremented with each oracle query. After t 1 (n) steps M halts and accepts only if the simulation of M w on w is completed; no more than t 2 (n) queries were made to an oracle and M w rejects w. Proof. Let C = S f2F DTIME(f(n)), where F is a xed family of time-constructible functions, and C EXP. This improves all previous results.
Concluding Remarks
Since NEXP = co?NEXP ) NEXP = P NEXP , answering the question:
Is P NP properly contained in NEXP?
is equivalent to answering the question:
Is P NP properly contained in P NEXP ?
Intuitively, we think these containments are proper but this remains an open question. Unfortunately oracle results o er no assistance in improving our intuition. There is an oracle A such that P A i 6 = EXP A for i 1. To see this let the oracle set A be a complete set for NEXP and assume P A i = EXP A for some i. Due to the collapse of the strong exponential time hierarchy, for any i, P NEXP i = P NEXP 11] . This gives P A 6 = EXP A by the relativization of the time hierarchy theorem, hence there is an A such that P A 6 = NEXP A . On the other hand, Buhrman and Torenvliet give an oracle A such that NEXP A P NP A 4] . So any result which further re nes the relationship of P NP and NEXP will not relativize and, at least for the lowest level of the exponential time hierarchy, proofs which improve the separations presented in this paper will need nonrelativizing techniques.
