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Abstract
The aim of this paper is two-fold. First, we propose an efficient implementation of the
continuous time waveform relaxation method based on block Krylov subspaces. Second,
we compare this new implementation against Krylov subspace methods combined with
the shift and invert technique.
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1 Introduction
An important sub-task frequently arising in numerical solution of partial differential equations
(PDEs) is solution of the following initial value problem (IVP):
y′(t) = −Ay(t), y(0) = v, t ∈ [0, T ], A ∈ Rn×n. (1)
Here A is typically very large and sparse. Note that (1) is equivalent to the problem of
computing the action of the matrix exponential:
y(t) = exp(−tA)v, t ∈ [0, T ]. (2)
Krylov subspace methods have been successfully used for the evaluation of matrix exponential
and for numerical solution of various time dependent problems since the late 80s. We mention
in chronological order some early papers [34, 11, 27, 36, 16, 12, 23, 24]. For a more recent
work see a survey [15] and corresponding chapters in [22, 21]. These methods are based on a
projection of the original IVP (1) onto the Krylov subspace
Km(A,w) = span(w,Aw,A
2w, . . . , Am−1w).
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Here usually w = v or w = Av holds. A significant part of the computational work in Krylov
subspace methods is spent for building up a basis of Km(A,w), which is usually done by the
Arnoldi or Lanczos process [42, 37]. The process computes the columns v1, v2, . . . , vm of
Vm ∈ R
n×m which form an orthonormal basis of Km(A,w) and v1 = w/‖w‖. The matrix Vm
satisfies the so-called Arnoldi decomposition [42, 37], namely,
AVm = Vm+1Hm+1,m = VmHm,m + vm+1hm+1,me
T
m, R
m ∋ em = (0, . . . , 0, 1)
T ,
where Hm+1,m = V
∗
m+1AVm ∈ R
(m+1)×m and Hm,m = V
∗
mAVm ∈ R
m×m are upper Hessenberg
and hm+1,m is the only nonzero entry in the last row of Hm+1,m. Furthermore, if the Krylov
subspace method converges successfully then for some m≪ n it holds
AVm ≈ VmHm,m,
i.e., the colspan of Vm is an approximate invariant subspace of A.
An attractive feature of the method is that in some situations it suffices to build up just
a single Krylov basis for the whole time interval of interest t ∈ [0, T ]. Indeed, with w = v an
approximate solution ym(t) to problem (1) can be computed as
y(t) = exp(−tA)v = exp(−tA)Vmβe1 ≈ Vm exp(−tHm,m)βe1︸ ︷︷ ︸
ym(t)
, t ∈ [0, T ], (3)
where β = ‖w‖ and Rm ∋ e1 = (1, 0, . . . , 0)
T . For the approximation ym in (3) should hold
‖y(t)− ym(t)‖ 6 tolerance, t ∈ [0, T ],
which can be checked in practice by some error estimates, for example, with the help of the
exponential residual defined as [6, 10, 3]
rm(t) ≡ −Aym(t)− y
′
m(t). (4)
The property of having a single Krylov basis for the whole time interval makes the methods
computationally efficient. In some cases this property can be extended [2] to a more general
IVP
y′(t) = −Ay(t) + g(t), y(0) = v, t ∈ [0, T ], A ∈ Rn×n (5)
where g : [0, T ] → Rn is a given function. Furthermore, this property allows to regard the
Krylov subspace methods applied in this setting as time stepping free methods. Here we
use the term “time stepping free” to indicate that the accuracy does not depend on a time
step ∆t, as is the case for the standard time integration solvers such as Runge–Kutta or
multistep methods. One should emphasize that this independence on the time step is partial,
for example, the efficiency does depend on the length of the time interval (typically, the
smaller T , the smaller Krylov dimension m suffices [39]).
If A is close to a symmetric positive definite matrix with a stiff spectrum, the convergence
of Krylov subspace methods can be slow. In this case the convergence and can often be
dramatically improved by switching to the shift-and-invert (SAI) Krylov subspace K((I +
γA)−1, w) [31, 41], where γ > 0 is a parameter related to T . These methods, where at each
Krylov step a system with the matrix I + γA has to be solved, belong to the class of rational
Krylov subspace methods [21], see also related work [13].
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Another useful property of the Krylov subspace methods is that they can be applied to
solve (1) iteratively. More specifically, assume we have an approximation yk(t) = y(t) for
which the residual rk(t), defined by (4), is known. Then a better approximation can be
obtained by the following iteration:
(a) find approximate solution ξk(t) of
{
ξ′(t) = −Aξ(t) + rk(t),
ξ(0) = 0,
(6)
(b) update yk+1(t) = yk(t) + ξk(t). (7)
Clearly, if the correction problem (6) is solved exactly then the iteration converges to the exact
solution y(t) after one step. One possible option is to solve (6) by a Krylov subspace method:
at each iteration k a number of Krylov iterations are applied to solve (6) approximately. In
fact this can be seen as an efficient restarting procedure for the Krylov subspace methods [6, 3].
See also related work on Krylov subspace methods and restarting [40, 1, 14, 33, 21].
Another possibility is to choose a matrixM ∈ Rn×n,M ≈ A and take ξk to be the solution
of the approximate correction problem{
ξ′k(t) = −Mξk(t) + rk(t),
ξk(0) = 0,
(8)
If this approximate correction problem is solved “exactly”, i.e., to a high accuracy rather than
by a time stepping method with some non-negligible time error (and this is the approach we
follow in this paper), then iteration (7),(8) can be seen as the continuous time waveform
relaxation (WR) method [32, 46, 30].
The aim of the paper is two-fold. First, for A with a sectorial spectrum, we show how
iteration (7),(8) can be efficiently implemented with the help of SAI-Krylov subspace and low
rank approximation techniques, while allowing a broad choice of M . Second, we compare
performance of this WR-Krylov method with that of the SAI-Krylov method (i.e., of itera-
tion (6),(7) where the correction problem is solved by the SAI-Krylov projection). The two
approaches are related as they both essentially involve two components: SAI-Krylov subspace
projection and an approximation M ≈ A. In the SAI-Krylov method the approximation M
can be used as a preconditioner for solving the SAI-systems with the matrix I + γA (more
specifically, the preconditioner is then I + γM).
Thus, it is instructive to compare these two approaches as this contributes to answering
the old important question [23, 5, 41]: how to use a knowledge on A, available as a “simpler”
matrixM , for solving (1) or (5)? The first approach, the WR-Krylov method, does so directly
on the differential equation level, solving the differential equation system with M . On the
other hand, the second approach, SAI-Krylov, employs M on the linear algebra level.
Furthermore, both methods are attractive because they both are time stepping free meth-
ods and, as such, are often efficient. Moreover, they both are good candidates for construction
of efficient time parallel methods (a subject of further research).
The structure of this paper is as follows. In Section 2 we present a block Krylov subspace
implementation of WR methods. Its essential component is a low rank representation of the
residual rk(t), which are briefly discussed in Section 3. The convergence of WR schemes is
analyzed in Section 4. In Section 5 numerical tests to compare the WR methods versus the
SAI-Krylov subspace methods are presented and results of the tests are discussed. We draw
some conclusions in Section 6 and describe a possible way to accelerate the WR iterations by
Anderson mixing in Appendix A.
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2 A low rank block Krylov subspace implementation of WR
methods
In this section we describe how the continuous time WR methods [32, 46, 30] can be imple-
mented by block SAI-Krylov subspace and low rank approximation techniques.
We consider the IVP (1) and throughout the paper assume that the matrix A has a
dominant positive definite symmetric part (‖A+A‖T > ‖A−AT ‖), so that the field of values
of A lies in a sector in a complex plane around the positive real semiaxis. In this case the
SAI-Krylov subspace method [31, 41] appears to be a fast solver for (1), provided that linear
systems with the matrix I + γA can be solved efficiently. Here the parameter γ > 0 is chosen
depending on the final time T [41].
In many real life situations, e.g., when A stems from a spatial discretization of a three-
dimensional partial differential operator, A is very large and sparse, whereas sparse direct
solvers tend to be inefficient for solving systems with I+γA. Iterative solution of the systems
with I + γA is then an attractive option, especially if a preconditioner I + γM ≈ I + γA
is available. As outlined in the introduction, one of the issues we address in this paper is
whether this knowledge of M ≈ A can be used for solving (1) in another way, namely with
the WR iteration (7),(8).
This WR method can be implemented as follows. First, we choose s sample time points
t1 = 0 < t1 < t2 < · · · < ts = T covering the time interval [0, T ]. Second, the parameter
γ > 0 is set (see [41]) and a suitable preconditioner I + γM for the matrix I + γA is chosen.
Remark 1 We emphasize that the preconditioner can be chosen in any of many possible
ways, as done for the linear system solution [42, 37]. The freedom in the choice of M is thus
not restricted by the requirement that the IVP (8) should be easily solvable, as normally the
case in conventional WR methods [32, 46]. In the numerical experiments section we explore,
in the context of three different test problems, a lower order finite volume approximation
(Section 5.1), incomplete LU (ILU) factorization (Section 5.2) and a saddle point Schur
complement preconditioner (Section 5.3).
Assume for instance that an ILU preconditioner is chosen which has the form
I + γM = LU ≈ I + γA,
with L and U being respectively lower and upper triangular matrices. The matrix M is then
set to
M =
1
γ
(LU − I).
We now take the initial guess y0(t) = v and notice that the initial residual is r0(t) = −Av. It
will be clear from the further discussion that other choices for y0(t) are possible, all of them
allowing a representation
r0(t) = U0p0(t), U0 ∈ R
n×r, r ≪ n, (9)
with p0(t) : R→ R
r being some simple function such as polynomial. As we will see later, for
presentation purposes it is convenient to assume that relation (9) holds (obviously, r0(t) =
−Av fits into the form (9) with r = 1). Furthermore, without loss of generality, we assume
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that U0 has orthonormal columns; this can always be achieved by carrying out the thin
QR factorization of U0.
We now solve the correction IVP (8) to a high accuracy by a SAI-Krylov method for the
matrixM . This can be done cheaply: the main costs are the solution of the SAI-systems with
the matrix I + γM for which the LU factorization I + γM = LU has already been computed.
We carry out the projection onto the Krylov subspace in a block way, namely, the subspace
is
Km((I + γM)
−1, U0) = span(U0, (I + γM)
−1U0, . . . , (I + γM)
−(m−1)U0)
and is spanned by the columns of the matrix
V[m] =
[
V1 . . . Vm
]
∈ Rn×mr, Vi ∈ R
n×r, i = 1, . . . ,m, (10)
where V1 = U0. The matrix H[k+1,k] is block upper Hessenberg, with m × m blocks Hij ,
i = 1, . . . , k+ 1, j = 1, . . . , k. The matrices V[m] satisfies the block Arnoldi (Lanczos) decom-
position [42, 37]
AV[m] = V[m+1]H[m+1,m] = V[m]H[m,m] + Vm+1Hm+1,mE
T
m, (11)
where H[m+1,m] ∈ R
(m+1)r×mr is a block upper Hessenberg matrix, Hm+1,m ∈ R
r×r is the
only nonzero block in the last m + 1 block row of H[m+1,m] and Em ∈ R
n×r consists of the
last r columns of the mr ×mr identity matrix.
Let ξk,m(t) ≈ ξk(t) be the mth iterand of this inner block iterative process, with the
residual
r˜m(t) ≡ −Mξk,m(t) + rk(t)− ξ
′
k,m(t). (12)
Then it can be shown [2] that
r˜m(t) =
1
γ
(I + γM)Vm+1H˜m+1,mE
T
mH˜
−1
[m,m]u[m](t),
where u[m](t) : R → R
mr is the solution of the IVP (8) projected onto the block SAI-Krylov
subspace. This small projected IVP is usually solved by a standard ODE solver. For more
details on this block method and its implementation see [2].
Ifm steps SAI-Krylov steps are done to compute the correction ξ0(t), then ξ0(t) is available
as V[m]u[m](t), Next, the s time samples ξ0(t1), . . . , ξ0(ts) of the correction ξ0(t) are stored.
The next iterand y1(t) can now be obtained as prescribed by (7). It is not difficult to see
that for the residual of the updated solution yk+1(t) = yk(t) + ξk(t) holds (see e.g. [29, 3])
rk+1(t) = (M −A)ξk(t), k > 0.
This relation is used to check the accuracy of the computed yk+1(t) as a stopping criterion.
The iteration (7),(8) can be continued provided that the low rank form (9) still holds, possibly
with a different r, for the new residual rk+1(t), namely
rk+1(t) = Uk+1pk+1(t), Uk+1 ∈ R
n×r, r ≪ n, (13)
where the notation is as in (9). In general, the low rank representation (13) can not be
guaranteed and we settle for an approximation
rk+1(t) ≈ Uk+1pk+1(t), Uk+1 ∈ R
n×r, r ≪ n,
‖rk+1(t)− Uk+1pk+1(t)‖ 6 ǫ, t = t1, . . . , ts,
(14)
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For given A ∈ Rn×n, v ∈ Rn, T > 0 solves IVP y′ = −Ay, y(0) = v
choose number of samples s (usually 20 to 40)
choose points ti, i = 1, . . . , s, such that t1 = 0 < t1 < · · · < ts = T
set γ (usually γ = T/10, see [41])
construct a preconditioner LU :≈ I + γA
set M := 1
γ
(LU − I)
set y0(t) := v, r0 := −Av, U0 := r0/‖r0‖, p0(t) := ‖r0‖
for iteration k = 0, 1, 2, . . .
solve IVP ξ′k(t) = −Mξk + Ukpk(t), ξk(0) = 0 by block SAI-Krylov method,
using LU = I + γM as a direct SAI solver
compute s residual time samples rk+1(ti) = (M −A)ξk(ti), i = 1, . . . , s
stop if ‖rk+1(ti)‖, i = 1, . . . , s, small enough
based on residual samples, set up a low rank approximation rk+1(t) :≈ Uk+1pk+1(t)
endfor
Figure 1: The low rank block SAI-Krylov subspace implementation of the WR iteration
with ǫ being a certain tolerance. Different low rank approximation techniques can be used to
obtain (14) and we briefly discuss two of them in Section 3.
The WR iteration presented in this section is outlined in Figure 1. We note that this
iteration can be seen as a preconditioned Richardson (or Picard) iteration, as it essentially
uses the residual notion (4). As such, it can be accelerated using the Anderson mixing
approach []. We have implemented this approach for our WR iteration. In the numerical
experiments we have carried out so far, we see little to none improvement as compared to a
non-accelerated iteration, both in terms of CPU time and a number of iterations. However, for
completeness purposes, we describe how Anderson mixing can be carried out in Appendix A.
3 Low rank approximation
In this section a low rank approximation technique is briefly described, which is used in this
paper to build up the approximation (14).
It is based on the widely known truncated singular value decomposition (SVD), see
e.g. [18]. Assume the time samples rk+1(ti) = (M − A)ξk(ti) are arranged columnwise in
a matrix R ∈ Rn×s. We compute a thin SVD of R by first carrying out a thin QR factor-
ization on R, followed by the SVD of the QR triangular factor of size s × s. Each of the s
samples rk+1(ti) is now represented as a linear combination of the columns of the first SVD
factor, which we denote by Uk+1. The coefficients of these s linear combinations are deter-
mined by the other two SVD factors, which are both s × s matrices. These coefficients can
be seen as values of an unknown vector function whose values are known for time moments
t1, . . . , ts. Interpolation of these values yields then a vector polynomial function pk+1(t). For
more details on this procedure we refer to [2]. We emphasize that other methods than the
SVD can be used to obtain (14), for example, the cross approximation algorithm and related
techniques [19, 20].
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4 Convergence of the block SAI-Krylov WR iteration
Convergence of the WR iteration is studied e.g. in [46, 30, 3]. In this section we first formu-
late a result from [3] on convergence of exact WR iteration (7),(8), i.e. iteration where the
correction IVP (8) is solved exactly. Then we extend the convergence result to the case when
the correction IVP is solved approximately.
We now set up some notation and assumptions. Following [25, 3], we assume that there
exist constants CA > 0 and ω > 0 such that
‖ exp(−tA)‖ 6 CAe
−tω, t > 0. (15)
This bound is satisfied in the spectral norm for CA = 1 provided that A has its field of
values contained in the complex halfplane Cω := {z ∈ C : Re z > ω}. We then have ω =
−µ(−A), where µ(·) is the logarithmic matrix norm [9, 22]. The inequality (15) holds if A
is diagonalizable. Indeed, if X−1AX = Λ, then CA = κ(X) = ‖X‖ ‖X
−1‖ for any operator
norm ‖ · ‖ as soon as the spectrum of A is contained in Cω.
Since M ≈ A, we also assume existence of constants CM > 0 and ω˜ > 0 such that
‖ exp(−tM)‖ 6 CMe
−tω˜, t > 0. (16)
Next, we introduce the functions ϕk (see e.g. [25]):
ϕk(z) =
∫ 1
0
e(1−θ)z
θk−1
(k − 1)!
dθ, k > 1. (17)
It is not difficult to see that ϕk(0) = 1/k! and
ϕk+1(z) =
ϕk(z)− ϕk(0)
z
, ϕ0(z) = e
z. (18)
An important implication of (15) is that
‖ϕk(−tA)‖ 6
∫ 1
0
‖e−t(1−θ)A‖
θk−1
(k − 1)!
dθ 6 CAϕk(−tω) 6 CA
1
k!
, t > 0.
The following result is given in [3].
Theorem 1 Assume that (16) holds. Then for the residual rk(t) of the iteration (7),(8) holds
‖rk(t)‖ 6
(
CM‖M −A‖ t
)k
e−tω˜ϕk(tω˜)µ0
6
(
CM‖M −A‖ t
)k 1
k!
µ0, k = 1, 2, . . . , t > 0,
where µ0 = max06s6t ‖r0(s)‖.
In practice, the correction problem (8) is solved approximately with a certain number m
of the block SAI-Krylov iterations. Hence, the correction ξk(t) satisfies a perturbed IVP
ξ′k(t) ≡ −Mξk(t) + rk(t)− r˜m(t), ξk(0) = 0, (19)
with inner iteration residual r˜m(t) defined in (12). Of course, the number of inner iterations
m may vary with k but, to keep the notation simple, we prefer to write m rather than mk.
For this inexact WR iteration (7),(19) the following result holds.
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Theorem 2 Assume that (16) holds and the inner residual r˜m(t) satisfies, for some small
δ > 0,
‖r˜m(t)‖ 6 δ‖rk(t)‖, k = 0, 1, . . . , t > 0. (20)
Then for the residual rk(t) of the iteration (7),(19) holds
‖rk(t)‖ 6
(
CM‖M −A‖ t(1 + δ)
)k
e−tω˜ϕk(tω˜)µ0
6
(
CM‖M −A‖ t(1 + δ)
)k 1
k!
µ0, k = 1, 2, . . . , t > 0,
(21)
where µ0 = max06s6t ‖r0(s)‖.
Proof Using a variation of constants formula and the fact that ξk(t) solves the perturbed
IVP (19), we have
rk+1(t) = (M −A)ξk(t) = (M −A)
∫ t
0
exp
(
−(t− s)M
)
(rk(s)− r˜m(s))ds. (22)
It follows from (20) that for k = 0, 1, . . .
‖rk(s)− r˜m(s)‖ 6 ‖rk(s)‖
(
1 +
‖r˜m(s)‖
‖rk(s)‖
)
6 ‖rk(s)‖(1 + δ), s > 0.
We will prove the first inequality in (21) by induction on k. Setting k = 1 and employing (16)
and the last inequality, we obtain
‖r1(t)‖ 6 ‖M −A‖
∫ t
0
∥∥exp(−(t− s)M)∥∥ ‖r0(s)− r˜m(t)‖ds
6 ‖M −A‖
∫ t
0
CMe
−(t−s)ω˜‖r0(s)− r˜m(s)‖ds
6 CM‖M −A‖
∫ t
0
e−(t−s)ω˜(1 + δ)‖r0(s)‖ds
6 CM‖M −A‖(1 + δ)µ0e
−tω˜
∫ t
0
esω˜ds = CM‖M −A‖(1 + δ)µ0e
−tω˜tϕ1(tω˜).
Thus, the bound (16) is true for k = 1. Let us now assume that it is true for certain k and
carry out the induction step. Using (22) we have
‖rk+1(t)‖ 6 ‖M −A‖
∫ t
0
∥∥exp(−(t− s)M)∥∥ ‖rk(s)− r˜m(t)‖ds
6 ‖M −A‖
∫ t
0
CMe
−(t−s)ω˜‖rk(s)− r˜m(s)‖ds
6 CM‖M −A‖(1 + δ)
∫ t
0
e−(t−s)ω˜‖rk(s)‖ds.
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The induction assumption on ‖rk(s)‖ leads to
‖rk+1(t)‖ 6 CM‖M −A‖(1 + δ)
∫ t
0
e−(t−s)ω˜
(
CM‖M −A‖ s(1 + δ)
)k
e−sω˜ϕk(sω˜)µ0ds
=
(
CM‖M −A‖ (1 + δ)
)k+1
µ0
∫ t
0
e−(t−s)ω˜e−sω˜skϕk(sω˜)ds
=
(
CM‖M −A‖ (1 + δ)
)k+1
µ0e
−tω˜
∫ t
0
skϕk(sω˜)ds
=
(
CM‖M −A‖ (1 + δ)
)k+1
µ0e
−tω˜tk+1ϕk+1(tω˜)ds,
which proves the bound. Here the relation∫ t
0
skϕk(sω˜)ds = t
k+1ϕk+1(tω˜)ds, k = 0, 1, . . .
is used. 
As Theorem 1 shows, the convergence of the WR iteration is superlinear. Theorem 2
assures that the superlinear convergence is not lost in the inexact WR iteration (7),(19).
5 Numerical experiments
In this section results of several numerical tests are discussed. We compare the new imple-
mentation of the WR iteration (7),(8) with the SAI-Krylov method (6),(7). The correction
problem (6) in the SAI-Krylov method is solved approximately by projecting it onto the
SAI-Krylov subspace Km((I + γA)
−1, rk(t)). If we start with the initial guess y0(t) = v then
r0(t) = −Av and it can be shown (see Lemma 2.2 in [3]) that rk(t) is a time dependent vector
function with values in a one-dimensional subspace spanned by I + γA times the last (m+1)
Krylov basis vector. For more details on this method and its implementation we refer to [3]
and to a related earlier work [6, 10, 26] where conventional (non-SAI) and extended Krylov
subspace methods are discussed.
We implement the WR method as described in Section 2, with a small modification to
incorporate the Anderson mixing [45] as described in Appendix A. In all tests we use 5 mixing
terms and the results appear not to be sensitive to this value. All numerical experiments are
carried out on a linux cluster with ten Intel Xeon 2.40GHz CPUs and 64Gb memory.
5.1 A fourth order discretization of 3D Poisson problem
In this test the matrix A in (1) is a fourth order accurate finite volume discretization [43] of
the 3D Laplacian operator with periodic boundary conditions, defined in the spatial domain
[0, 1]3. The initial vector v contains the mesh values of the function
sin(2πx) sin(2πy) sin(2πz) + x(1− x)y(1− y)z(1− z).
The final time is chosen as T = 1000.
Since the discretization is fourth order accurate, the matrix A in this test is not an
M -matrix, the SAI-systems with A are harder to solve than for the standard second order
discretization. However, the second order discretization can be used to form the matrix M
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Table 1: Results for the 3D Poisson test problem
method toler. error CPU iterations
time, s (matvecs)
mesh 20× 20× 20
WR method 1e-08 1.9e-06 4.8 5
WR method 1e-10 2.0e-06 7.5 7
SAI-Krylov 1e-08 1.1e-04 3.8 7 (45 mvecs)
SAI-Krylov 1e-10 2.2e-07 5.2 7 (64 mvecs)
ITR τ = 20 9.8e-06 12.2 —
ITR τ = 50 6.7e-03 8.0 —
mesh 40× 40× 40
WR method 1e-05 7.6e-04 26 3
WR method 1e-08 4.4e-06 41 5
WR method 1e-10 3.6e-06 60 7
SAI-Krylov 1e-05 2.2e-03 26 4 (6 mvecs)
SAI-Krylov 1e-08 3.9e-06 30 9 (23 mvecs)
SAI-Krylov 1e-10 2.6e-07 35 13 (39 mvecs)
ITR τ = 20 8.2e-05 1088 —
mesh 40× 40× 40, anisotropic
WR method 1e-05 1.0e-04 48 4
WR method 1e-08 9.8e-05 83 7
WR method 1e-10 9.9e-05 114 9
SAI-Krylov 1e-05 1.7e-05 37 10 (28 mvecs)
SAI-Krylov 1e-08 2.3e-08 45 15 (59 mvecs)
SAI-Krylov 1e-10 4.3e-09 52 15 (85 mvecs)
ITR τ = 5 1.2e-02 1187 —
ITR τ = 2.5 2.6e-03 1588 —
Table 2: Results for the 3D Poisson test problem, Gaussian initial data
method toler. error CPU iterations
time, s (matvecs)
mesh 40× 40× 40
WR method 1e-05 4.8e-04 49 4
WR method 1e-08 1.6e-05 88 6
WR method 1e-10 1.6e-05 129 8
SAI-Krylov 1e-05 4.7e-03 39 7 (16 mvecs)
SAI-Krylov 1e-08 6.9e-06 47 14 (44 mvecs)
SAI-Krylov 1e-10 2.4e-08 54 19 (72 mvecs)
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because the systems with I + γM are then easy to solve. This is the choice we make in this
test. In the WR method we set the number of samples to 40 and we use the CG iterative
method with the preconditioner I + γM to solve the SAI-systems. Both the SAI-Krylov and
WR iterations are stopped with the help of the residual stopping criterion (cf. (4)).
To compare both the SAI-Krylov and WR methods to a more conventional time stepping
techniques, we include the implicit trapezoidal rule (ITR, also known as the Crank-Nicolson
scheme) in the comparisons. The linear systems in the ITR scheme are solved by the UMF-
PACK sparse direct solver [8, 7], provided in MATLAB. Furthermore, we also include re-
sults for a modified anisotropic problem, where A corresponds to the differential operator
104∂xx + 10
2∂yy + ∂zz. The results of the test runs are presented in Table 1. We see that
the SAI-Krylov method clearly outperforms the WR method and both SAI-Krylov and WR
are much faster than the conventional ITR scheme. We also note the accuracy loss observed
in the WR method for higher tolerances. This is due to the residual low rank representation
procedure required by the method.
Finally, to explore dependence on the smoothness of the initial data, in Table 2 we include
the runs where the initial vector v corresponds to a Gaussian peak
e−500((x−0.5)
2+(y−0.5)2+(z−0.5)2).
The performance of both methods deteriorates for this choice of v, and the effect seems to be
more pronounced for the WR method.
5.2 Convection–diffusion problem
We solve initial-value problem (1) where A is the standard five point finite-difference approx-
imation of the convection–diffusion operator
L[u] = −(D1ux)x − (D2uy)y + Pe(v1ux + v2uy),
D1(x, y) =
{
103 (x, y) ∈ [0.25, 0.75]2,
1 otherwise,
D2(x, y) =
1
2
D1(x, y),
v1(x, y) = x+ y, v2(x, y) = x− y.
Here L acts on functions defined on the unite square (x, y) ∈ [0, 1]2 which satisfy homogeneous
Dirichlet boundary conditions. Before discretization the convection terms are rewritten as
v1ux + v2uy =
1
2
(v1ux + v2uy) +
1
2
((v1u)x + (v2u)y).
This guarantees that discretization of the diffusion and convection terms yields respectively
symmetric and skew-symmetric matrices [28]. The discretization is scaled with h2x, where hx
is the mesh size in the x direction.
We take M such that I + γM is the incomplete LU factorization of I + γA, performed
with pivoting and a threshold value 10−7 [37]. To show the dependence of the low rank
approximation on the initial data, the tests are carried out for three different choices of the
initial value vector v:
(1) v has all its components equal;
(2) v corresponds to the function cos(πx) cos(πy);
(3) v corresponds to the function exp(−500(x− 0.5)2 − 500(y − 0.5)2).
In each case v is normalized to have ‖v‖2 = 1.
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Table 3: Numerical results for the convection–diffusion test. The inner iteration count for the
WR method is shown as (m1 × b1 +m2 × b2 + . . . ), where mk is the number of inner block
Krylov iterations at iteration k and bk is the block size.
CPU time, s error iterations (matvecs)
choice 1 of v (equal components)
SAI-Krylov 35 2.76e-08 100 (101)
WR method 15 2.39e-09 2 (12× 1 + 3× 5)
choice 2 of v (“smooth” function)
SAI-Krylov 35 3.91e-10 100 (114)
WR method 24 2.94e-09 2 (29× 1 + 12× 8)
choice 3 of v (Gaussian peak)
SAI-Krylov 37 5.95e-09 100 (113)
WR method 27 1.10e-07 3 (21× 1 + 12× 7 + 5× 7)
The problem is discretized by the standard second order finite differences on a 402× 402
mesh, so that the problem size is n = 4002. In the SAI-Krylov method the SAI-systems are
solved by GMRES(100) with the ILU preconditioner I + γM . The solvers are run with the
residual tolerance 10−8 and s = 33 time samples are used in the WR method. The results are
presented in Table 3. As we see, the WR method is faster but the provided gain deteriorates as
the initial vector v becomes less “smooth” (and, hence, the low rank representation becomes
less efficient).
5.3 3D Maxwell electromagnetic imaging model
This test problem is taken from the field electromagnetic imaging in gas-and-oil industry [17,
38]. The IVP (1) is a spatial discretization of Maxwell’s equations posed in a three-dimensional
(3D) spatial domain:
µ∂tH = −∇×E,
ε∂tE = ∇×H − σE + J ,
(23)
where H = H(x, y, z, t) and E = E(x, y, z, t) are unknown vector functions of, respectively,
the magnetic and electric fields, µ = µ0 is the magnetic permeability, ε = ε0 is the electric
permittivity (µ0 and ε0 are respectively the magnetic permeability and electric permittivity
of vacuum), σ = σ(x, y, z) is electric conductivity and known J = J(x, y, z, t) is the electric
current. The equations are posed in a cubical physical domain Ω = [−20, 20]3 (the size is
given in meters), with the far field boundary conditions (homogeneous Dirichlet). The initial
conditions are provided as a result of previous simulations and/or measurements.
In this test the conductivity σ is piecewise constant and defined as
σ =
{
0.1 S/m, x 6 10,
0.001 S/m, x > 10.
(24)
The current source J (A) is zero everywhere in the domain except on a coil of a square
shape, with four vertices whose coordinates (x, y, z) are (−2,−2, 0), (−2, 2, 0), (2, 2, 0) and
(2,−2, 0). The current source can be switched on and off, and simulation in this test starts
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Table 4: Results of the 3D Maxwell test problem. The inner iteration count for the
WR method is shown as (m1 × b1 +m2 × b2 + . . . ), where mk is the number of inner block
Krylov iterations at iteration k and bk is the block size.
toler CPU error iterations
time, s (matvecs)
n = 55 566
WR method 1e-6 82 3.9e-06 3 (21× 1 + 12× 8 + 7× 9)
SAI-Krylov 1e-6 38 9.6e-06 15 (34)
n = 413 526
WR method 1e-6 3614 5.1e-06 3 (21× 1 + 14× 8 + 9× 9)
SAI-Krylov 1e-6 1056 3.7e-07 18 (46)
at the time moment wheh the source current is just switched off and reached its zero value.
The time interval is [0, 43 · 10
−5] in seconds or [0, 100] in dimensionless units (we use the usual
dimensionless scaling of the Maxwell equations).
The standard spatial discretization by the Yee finite differences leads to an IVP of the
form (1), with y(t) containing the components of both fields. We use a mesh of size either
20×20×20 or 40×40×40, meaning that the problem size is either n = 55 566 or n = 413 526.
For more detail on this problem we refer to [2] as well as to [17, 38].
The matrix A in this test has a two-by-two block structure corresponding to the two fields,
namely,
A =
[
0 D−1µ K
−D−1ε K
T D−1ε Dσ
]
,
where K is the discretized curl operator and D∗ are diagonal matrices containing the mesh
values of µ, ε and σ (D∗ would be mass matrices for finite element discretization [35, 4, 44]).
Hence, the matrix I + γA can be block factorized as
I + γA ≡
[
I γD−1µ K
−γD−1ε K
T I + γD−1ε Dσ
]
=
[
I 0
−γD−1ε K
T L
] [
I γD−1µ K
0 LTDε
]
,
where L is the triangular Cholesky factor of the Schur complement
LLT = D−1ε + γD
−1
ε DσD
−1
ε + γ
2D−1ε K
TD−1µ KD
−1
ε .
The matrix I + γM ≈ I + γA is then obtained as an incomplete Cholesky factorization LˆLˆT
of the Schur complement, i.e.,
I + γM :=
[
I 0
−γD−1ε K
T Lˆ
] [
I γD−1µ K
0 LˆTDε
]
where Lˆ is obtained from L by setting its entries below a threshold value (in this test 10−3)
to zero.
The SAI-systems in the SAI-Krylov method are solved by GMRES(100) with the ILU pre-
conditioner I+γM and the number of the samples s the WR method is set to 20 in this test.
The results of the test runs are presented in Table 4. As can be seen from the results, the
SAI-Krylov method appears to be faster for this problem. In this test, a significant CPU time
is required to form the matrix M which is at disadvantage of the WR method.
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6 Conclusions
The both compared methods employ the knowledge of an approximation M ≈ A for solving
the system y′(t) = −Ay(t), each in its own way. The SAI-Krylov method does so on the
linear algebra level, when solving the SAI-systems with the matrix I + γA iteratively. The
WR method employs the knowledge of M on the differential equation level (cf. (7),(8)).
Several conclusions can be drawn from the presented results. SAI-Krylov method appeares
to be faster in two out of the three presented tests. Moreover, the method seems to slightly
simpler conceptually as well as in implementation. Finally, for higher accuracy requirements
the proposed implementation of the WR method seems to suffer from an accuracy loss due to
the low rank representation of the residual samples. Our general conclusion therefore is that
a preference should be given to the SAI-Krylov method.
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A Richardson WR iteration and Anderson acceleration
Assume we solve initial-value problem (1) by the WR (Richardson) iteration (7),(8). An
Anderson acceleration for this iteration can be formulated as follows.
To facilitate presentation, we first rewrite the WR iteration (7),(8) in a different form. Let
y0(t) be an initial guess function for which the residual (4) is known (see Section 2 for more
detail). For instance, we can choose y0(t) = v (y0 is a constant function), so that r0(t) = −Av.
Since the error function ε0(t) ≡ y(t)− y0(t) satisfies the IVP
ε′0(t) = −Aε0(t) + r0(t), ε0(t) = 0,
a better solution
y1(t) = y0(t) + ξ0(t) (25)
can be obtained by solving the correction problem (8) for k = 0. The correction function
ξ0(t) can be written as
ξ0(t) =
∫ t
0
exp((s− t)M)r0(s)ds (26)
We now introduce, for a given matrix B ∈ Rn×n, a mapping
RB[u(t)] = Bu(t) + u
′(t),
defined for all sufficiently smooth functions u(t). The inverse of RB can be defined, for all
u(t) satisfying the initial condition u(0) = 0, as
R−1B [u(t)] =
∫ t
0
exp((s− t)B)u(s)ds.
Note that
RA[ε0(t)] = r0(t) and −RA[y0(t)] = r0(t).
Then, the Richardson update step (7) can be written as a fixed point iteration
y1(t) = G[y0(t)],
G[y0(t)] = y0(t) +R
−1
M [r0(t)] = y0(t) +R
−1
M [−RA[y0(t)]]
= y0(t) +
∫ t
0
exp((s− t)M)(−y′0(s)−Ay0(s))ds.
(27)
17
Choose mˆ ≈ 5 and y0(t) such that y0(0) = v.
1. Carry out Richardson iteration y1(t) = G[y0(t)]
for k = 1, 2, . . .
2. set mˆk = min{mˆ, k}
3. set matrix Rk =
[
r¯k−mk . . . r¯k
]
with columns r¯j =
∫ t
0 R
−1
M [rj(s)]ds, j = k − mˆk, . . . , k
4. determine ~αk = (α0, . . . , αmˆk) that solves
min~α ‖Rk~α‖2 such that
mˆk∑
i=0
αi = 1
5. yk+1(t) =
mˆk∑
i=0
αiG[yk−mˆk+i]
endfor
Figure 2: An algorithm of the Anderson acceleration for the WR iteration. Since G is linear,
a single G evaluation at step 5 suffices.
Note that the mapping G is linear. On the other hand, we have
G[y0(t)] = y0(t) +R
−1
M [r0(t)] = y0(t) +R
−1
M [RA[ε0(t)]].
From this, it is immediate to see that y1(t) is the exact solution y(t) of the original problem
as soon as M = A.
In Figure 2 we outline an Anderson acceleration [45] scheme for the WR iteration. To
evaluate the integrals at step 3, a simple numerical quadrature is employed. The linearity of
G allows to have just a single evaluation of G at step 5, this is done by solving the correction
IVP on the mixed residuals. The number of mixing terms mˆ is usually taken around 5.
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