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PSEUDO-TAYLOR EXPANSIONS AND THE
CARATHE´ODORY-FEJE´R PROBLEM
JIM AGLER, ZINAIDA A. LYKOVA AND N. J. YOUNG
Abstract. We give a new solvability criterion for the boundary Carathe´odory-
Feje´r problem: given a point x ∈ R and, a finite set of target values a0, a1, . . . , an ∈
R, to construct a function f in the Pick class such that the limit of f (k)(z)/k! as
z → x nontangentially in the upper half plane is ak. The criterion is in terms
of positivity of an associated Hankel matrix. The proof is based on a reduction
method due to Julia and Nevanlinna.
1. Introduction
A theme of classical analysis is to ascertain whether a given finite sequence of
complex numbers comprises the initial Taylor coefficients of an analytic function of
a specified class on a domain U about some point x of U . In the case that U is the
upper halfplane
Π
def
= {z ∈ C : Im z > 0}
and the specified class is the Pick class P we obtain the much-studied Carathe´odory-
Feje´r problem [8, 4]. Here P is defined to be the set of analytic functions f on Π
such that Im f ≥ 0 on Π. We can equally well ask the same question for a point
x ∈ ∂U , the boundary of U , but then, since an analytic function on U will not in
general have a Taylor expansion about every point in ∂U , there is a question as
to how we should interpret “Taylor coefficients”. The simplest answer is just to
restrict attention to functions which are analytic at the interpolation point x. We
then arrive at the boundary Carathe´odory-Feje´r problem:
Problem ∂CFP(R) Given a point x ∈ R and a0, a1, . . . , an ∈ R, find a function
f in the Pick class such that f is analytic at x and
(1.1)
f (k)(x)
k!
= ak, k = 0, 1, . . . , n.
In [2] we gave a new criterion for Problem ∂CFP(R) to have a solution f . Roughly
speaking, such an f exists if and only if a certain Hankel matrix constructed from
the ak is either positive definite or southeast-minimally positive (to be defined in
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Section 5 below). However, the requirement that the solution f be analytic at x
is unnecessarily strong. There is a natural weaker notion of solution, in which the
role of Taylor coefficients is played by a generalization appropriate to points on the
boundary of Π. We call these pseudo-Taylor coefficients1. In this paper we show
that the same existence criterion applies to solvability in this weaker sense. It follows
that the problem has a solution in the original (analytic at x) sense if and only if it
has a solution in the weaker sense.
As in [2], our main tool is a technique of reduction of functions in the Pick class
that is originally due to G. Julia [12] and was greatly strengthened by Nevanlinna
[15]. One virtue of this approach is that it is elementary; it does not depend on
the theories of operators or Hilbert function spaces. The proof is by induction on n
in combination with Julia reduction and an identity for Hankel matrices. A point
of the paper is that the methods of [2] remain valid for the more delicate problems
associated with weak solutions. We shall use some results from that paper, and
for convenience we often refer to [2] for proofs even of statements that are well
established.
The present paper could be regarded as a correction of Nevanlinna’s own treat-
ment: we rectify an oversight that led him to an incorrect statement about solvabil-
ity. A discussion of Nevanlinna’s assertion and a counterexample are given in [2,
Section 10].
The problem we study has an extensive history, which we discuss in [2, Sections
1 and 10]. We mention in particular a very recent paper [5].
The paper is organised as follows. In Section 2 we define weak solutions and the
notion of a pseudo-Taylor expansion of f ∈ P about x ∈ R. In Section 3 we describe
Julia’s reduction procedure and its inverse, and give important properties of these
procedures. In Section 4 we show that positivity of a Hankel matrix is necessary
and sufficient for weak solvability of a relaxation of Problem ∂CFP(R), in which
the last of the interpolation conditions (1.1) is relaxed (equality is replaced by an
inequality). In Section 5 we prove our main theorem: Problem ∂CFP has a solution
in the weak sense if and only if its associated Hankel matrix is either positive definite
or southeast-minimally positive.
We shall write the imaginary unit as i, in Roman font, to have i available for use
as an index. We denote the open unit disc by D.
2. Pseudo-Taylor expansions
Recall that for any domain U and any x ∈ ∂U , a subset S of U approaches x
nontangentially if x is in the closure of S and the quotient |z − x|/ dist(z, ∂U) is
bounded for z ∈ S, and that z → x nontangentially in U if z → x and z lies in some
set S that approaches x nontangentially. We shall use the notation z
nt
→ x to mean
that z → x nontangentially in a given domain U . For a function h analytic on U
1Although this notion has been in use for 90 years or more, we cannot find an agreed name for
it, and so are herewith introducing one.
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and a positive integer n, we write
h(z) = ont((z − x)
n)
to mean that h(z)
(z−x)n
→ 0 as z
nt
→ x. A function f analytic on U will be said to have
a pseudo-Taylor expansion of order n about x ∈ ∂U if there exist c0, c1, . . . , cn ∈ C
such that
(2.1) f(z) = c0 + c1(z − x) + · · ·+ cn(z − x)n + ont((z − x)
n).
We call cj the jth pseudo-Taylor coefficient of f at x. In fact pseudo-Taylor coeffi-
cients are not well defined in complete generality (for example, if U has a cusp at x),
but it is easy to see that if there is a line segment in U that approaches x nontan-
gentially then cj is uniquely determined. In particular, pseudo-Taylor expansions of
a function in P about a point x ∈ R are unique when they exist.
Pseudo-Taylor expansions are of course a form of asymptotic expansion, but are
sufficiently special to deserve a separate name.
Note the special case n = 1: f has a pseudo-Taylor expansion of order 1 if and only
if f has a nontangential limit a0 and an angular derivative a1 at x ∈ ∂U , and then
the expansion of f is a0+a1(z−x)+ ont(z−x). See [9, 16] for the notion of angular
derivative. Pseudo-Taylor coefficients can thus be regarded as generalizations of
angular derivatives.
We define a function f ∈ P to be a weak solution of Problem ∂CFP(R) if f has
a pseudo-Taylor expansion of order n at x and the jth pseudo-Taylor coefficient of
f at x is aj for j = 0, 1, . . . , n. Thus f is a weak solution if and only if
(2.2) f(z) = a0 + a1(z − x) + · · ·+ an(z − x)n +Rn(z)
where
(2.3)
Rn(z)
(z − x)n
→ 0
as z → x nontangentially in Π.
This is essentially the notion of solution used by R. Nevanlinna [15]; we believe he
was the first mathematician to study such problems2, and subsequent authors (e.g.
[6, 7, 11]) have used equivalent notions.
Pseudo-Taylor expansions behave very differently from Taylor expansions, as the
following examples show.
Example 2.1. The function f(z) = z/(1−z log z) is in P and has the pseudo-Taylor
expansion
f(z) = z + ont(z)
but no pseudo-Taylor expansion of order 2 about 0.
2Actually Nevanlinna took the interpolation node x to be ∞.
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Example 2.2. Let ν be a positive integer, ν ≥ 4, and let
fν(z) = −
∞∑
k=1
1
kνz + kν−1
, z ∈ Π.
Then fν ∈ P has the pseudo-Taylor expansion
(2.4) fν(z) = −ζ(ν − 1) + ζ(ν − 2)z − · · ·+ (−1)
νζ(2)zν−3 + ont(z
ν−3)
of order ν − 3 about 0, but has no pseudo-Taylor expansion of order ν − 2. We
justify this assertion in the Appendix.
Example 2.3. The function
f(z) = −
1
e
∞∑
k=1
1
k!(z + 1
k
)
is in P and has a pseudo-Taylor expansion of infinite order about 0, to wit
f(z) = −1 + 2z − 5z2 + 15z3 − 52z4 + · · · =
∞∑
n=0
(−1)n+1Anz
n
where A0 = 1 and, for n ≥ 0,
An+1 = 2An +
n∑
r=1
(
n
r
)
An−r.
That is, f has pseudo-Taylor expansions of all orders about 0, but f is clearly not
analytic at 0.
There are two other natural ways that a function f could be regarded as a solu-
tion of a boundary interpolation problem without necessarily being analytic at the
interpolation node. Let us say that f ∈ P is a nontangential solution of Problem
∂CFP if
lim
z
nt
→x
f (k)(z)
k!
= ak for k = 0, 1, . . . , n,
and is a radial solution of Problem ∂CFP if
lim
y→0+
f (k)(x+ iy)
k!
= ak for k = 0, 1, . . . , n.
Fortunately it transpires that the notions of weak, nontangential and radial solution
all coincide. The following theorem is widely known; see for example [16, VI-1] and
[6, Corollary 7.9] for the corresponding statement for functions analytic on the open
disc D.
Theorem 2.4. Let f be a function analytic on Π, let x ∈ R, let n be a non-
negative integer and let aj ∈ C for j = 1, 2, . . . , n. Then the following statements
are equivalent:
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(i) f has the pseudo-Taylor expansion
(2.5) f(z) = a0 + a1(z − x) + · · ·+ an(z − x)n + ont((z − x)
n),
of order n about x;
(ii) the derivatives f (k), k = 0, 1, . . . , n, have nontangential limits at x and
lim
z
nt
→x
f (k)(z)
k!
= ak, k = 0, 1, . . . , n;
(iii) the derivatives f (k), k = 0, 1, . . . , n, have radial limits at x and
lim
y→0+
f (k)(x+ iy)
k!
= ak, k = 0, 1, . . . , n.
Proof. (ii) ⇒(iii) is trivial. We prove (iii) ⇒(i). The statement is true when n = 0:
this is precisely Lindelo¨f’s Principle [13, Theorem 8.7.1]. Let us assume it is true
for n− 1, where n ≥ 1, and deduce that it holds for n.
Suppose that (iii) holds, and let g = f ′. Then
lim
y→0+
g(k)(x+ iy)
k!
= lim
y→0+
f (k+1)(x+ iy)
k!
= (k + 1)ak+1
for k = 0, 1, . . . , n− 1. By the inductive hypothesis applied to g, for z ∈ Π,
f ′(z) = g(z) = a1 + 2a2(z − x) + · · ·+ nan(z − x)n−1 + ont((z − x)
n−1)
and hence
f ′(z)−
(
a1 + 2a2(z − x) + · · ·+ nan(z − x)n−1
)
= β(z)(z − x)n−1,
for some function β such that β(z)→ 0 as z
nt
→ x. We denote by [x, z] the straight
line segment joining x and z in Π. Now
f(z)− a0 − a1(z − x)− · · · − an(z − x)n
(z − x)n
=
1
(z − x)n
∫
[x,z]
f ′(ζ)− a1 − 2a2(ζ − x)− · · · − ann(ζ − x)n−1 dζ
=
1
(z − x)
∫
[x,z]
β(ζ)
(
ζ − x
z − x
)n−1
dζ.(2.6)
The right hand side of (2.6) tends to 0 as z tends nontangentially to x. Hence
lim
z
nt
→x
f(z)− (a0 + a1(z − x) + · · ·+ an(z − x)n)
(z − x)n
= 0.
The statement follows by induction.
(i) ⇒ (ii) Let K > 0 and consider the nontangential approach region at x
SK = {z ∈ Π : |z − x| ≤ K dist(z,R)}.
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For z in SK let γz denote the circle with center z and radius
1
2
dist(z,R). It is clear
that γz lies in Π. Note that, for each ζ ∈ γz, we have |ζ − z| =
1
2
dist(z,R), and so
1
2
dist(z,R) ≤ dist(ζ,R) ≤ 3
2
dist(z,R).
Thus, for each ζ ∈ γz,
|ζ − x| ≤ |ζ − z|+ |z − x| = 1
2
dist(z,R) + |z − x| ≤ 3
2
|z − x|
and so
|ζ − x| ≤ |ζ − z| + |z − x| ≤ 1
2
dist(z,R) +K dist(z,R)(2.7)
≤ (2K + 1) dist(ζ,R).
Thus γz lies in S2K+1.
By equation (2.5), for any ζ ∈ U ,
f(ζ) = a0 + a1(ζ − x) + · · ·+ an−1(ζ − x)n−1 + an(ζ − x)n + β(ζ)(ζ − x)n,
where β(ζ)→ 0 as ζ
nt
→ x. For 0 < ε < 1, define the number α(ε) by
α(ε) = sup {|β(ζ)| : ζ ∈ S2K+1, |ζ − x| < ε} .
For each ζ ∈ γz we have the estimate
(2.8) |β(ζ)| ≤ α(|ζ − x|) ≤ α(3
2
|z − x|).
By Cauchy’s formula for derivatives,
f (n)(z) =
n!
2pii
∫
γz
f(ζ)
(ζ − z)n+1
dζ
=
n!
2pii
∫
γz
a0 + a1(ζ − x) + · · ·+ an(ζ − x)n + β(ζ)(z − x)n
(ζ − z)n+1
dζ
=
n!
2pii
∫
γz
a0
(ζ − z)n+1
dζ +
n!
2pii
∫
γz
a1(ζ − x)
(ζ − z)n+1
dζ + . . .
+
n!
2pii
∫
γz
an(ζ − x)n
(ζ − z)n+1
dζ +
n!
2pii
∫
γz
β(ζ)(ζ − x)n
(ζ − z)n+1
dζ
=n!an +
n!
2pii
∫
γz
β(ζ)(ζ − x)n
(ζ − z)n+1
dζ.
By (2.7) and (2.8), the integrand in the preceding integral is bounded in modulus
by ∣∣∣∣β(ζ)(ζ − x)
n
(ζ − z)n+1
∣∣∣∣≤α(32 |z − x|)((K + 1) dist(z,R))
n
(1
2
dist(z,R))n+1
=α(3
2
|z − x|) 2n+1(K + 1)n (dist(z,R))−1.
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for all ζ ∈ γz. The length of γz is equal to pi dist(z,R), and so the integral itself is
bounded in modulus by α(3
2
|z−x|) 2n+1pi(K +1)n which tends to 0 as z → x in the
region SK . This proves that
lim
z
nt
→x
f (n)(z)
n!
= an.

3. Julia reduction and augmentation in the Pick class
In 1920 G. Julia [12], in the course of proving the well known “Julia’s Lemma”
for bounded analytic functions on the disc, introduced a technique for passing from
a function in the Pick class to a simpler one and back again. He showed that if
f ∈ P is analytic at x then the reduction of f at x also belongs to P. Subsequently
Nevanlinna [14] proved that the conclusion remains under a weaker hypothesis than
analyticity at x. Whereas our earlier paper [2] needed only Julia’s result, the present
one depends crucially on Nevanlinna’s (considerably more subtle) refinement.
We shall say that x ∈ R is a B-point for f ∈ P if the Carathe´odory condition
(3.1) lim inf
z→x
Im f(z)
Im z
<∞
holds ([1]). A part of the Carathe´odory-Julia Theorem [9, 16] asserts that if x ∈ R
is a B-point for f ∈ P then f has a nontangential limit and an angular derivative at
x. We shall denote these quantities by f(x), f ′(x) respectively. The theorem also
tells us that f ′(x) > 0 if f is not a constant function.
Definition 3.1. (1) For any non-constant function f ∈ P and any x ∈ R such that
x is a B-point for f we define the reduction of f at x to be the function g on Π
given by the equation
(3.2) g(z) = −
1
f(z)− f(x)
+
1
f ′(x)(z − x)
.
(2) For any g ∈ P, any x ∈ R and any a0 ∈ R, a1 > 0, we define the augmentation
of g at x by a0, a1 to be the function f on Π given by
(3.3)
1
f(z)− a0
=
1
a1(z − x)
− g(z).
Note that in (1), since f(x) is real and f is non-constant, the denominator f(z)−
f(x) is non-zero, by the maximum principle. Furthermore f defined by equation
(3.3) is necessarily non-constant, for otherwise
Im g(z) = const +
1
a1
Im
1
z − x
,
and the last term can be an arbitrarily large negative number for z ∈ Π, contrary
to the choice of g ∈ P.
Here are the crucial invariance properties of reduction and its inverse.
Theorem 3.2. Let x ∈ R.
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(1) If x is a B-point for a non-constant function f ∈ P then the reduction g of
f at x also belongs to P.
(2) If g ∈ P and a0 ∈ R, a1 > 0 then the augmentation f of g at x by a0, a1
belongs to P, has a B-point at x and satisfies f(x) = a0, f
′(x) ≤ a1. More-
over
(3.4) f ′(x) = a1 if and only if lim
y→0+
yg(x+ iy) = 0.
Proof. Nevanlinna proved the analogue of (1) for the case that x =∞, but his proof
is easily modified for finite x; details are in [1, Theorem 5.4]. Here is a bare outline.
Let a1 = f ′(x) > 0. One shows that, for any ε > 0,
(3.5) − Im g(z) ≤
ε
a1
|w|
for all w ∈ Π of sufficiently large modulus, where w = −1/(z − x). Introduce the
analytic function F on Π by
F (w) = eig(z) = eig(x−1/w).
We have, for any w ∈ Π,
|F (w)| = eRe ig(z) = e−Im g(z).
By inequality 3.5, F has only exponential growth on Π. Apply the Phragme´n-
Lindelo¨f Theorem (e.g. [3, p. 218]) to show that |F | ≤ eδ/a1 on Π+iδ, for any δ > 0.
On letting δ tend to zero we deduce that |F | ≤ 1 on Π, and hence that Im g ≥ 0 on
Π. Thus g ∈ P.
The proof of (2) is an exercise in the mapping properties of linear fractional
transformations of the complex plane. Again, details are in [1]. 
Remark 3.3. Let g be a real rational function of degree m and let f be the aug-
mentation of g at x by a0, a1 > 0. Then f is a real rational function of degree
m+ 1.
Here, as usual, the degree of a rational function f = p
q
is defined to be the
maximum of the degrees of p and q, where p, q are polynomials in their lowest
terms.
Pseudo-Taylor expansions behave well with respect to reduction and augmenta-
tion, as we now show.
Proposition 3.4. (1) Let g,G ∈ P and x ∈ R. Suppose that G is analytic at x and
that, for some non-negative integer N ,
g(z)−G(z) = ont((z − x)
N ) as z → x.
Then the augmentations f, F of g, G respectively at x by a0 ∈ R and a1 > 0 satisfy
(3.6) f(z)− F (z) = (g(z)−G(z))(F (z)− a0)(f(z)− a0)
and f(z)− F (z) = ont((z − x)
N+2) as z → x.
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(2) Let f ∈ P be a non-constant function, let x ∈ R be a B-point for f and let F
be a polynomial such that
(3.7) f(z)− F (z) = ont((z − x)
N )
for some N ≥ 2. Let g, G be the reductions of f, F respectively at x. Then F ′(x) > 0
and
(3.8) f(z)− F (z) = (g(z)−G(z))(F (z)− F (x))(f(z)− F (x))
for all z ∈ Π. Moreover, g has a pseudo-Taylor expansion at x of order N − 2, and
(3.9) g(z)−G(z) = ont((z − x)
N−2).
Proof. (1) Note that
g(z)−G(z) =−
1
f(z)− a0
+
1
a1(z − x)
−
(
−
1
F (z)− a0
+
1
a1(z − x)
)
=
f(z)− F (z)
(F (z)− a0)(f(z)− a0)
.
Therefore
f(z)− F (z) = (g(z)−G(z))(F (z)− a0)(f(z)− a0)
= ont((z − x)
N )ont((z − x))ont((z − x)) = ont((z − x)
N+2)
as z → x.
(2) By the Carathe´odory-Julia Theorem, the nontangential limit and angular
derivative f(x) ∈ R and f ′(x) > 0 exist. By equation (3.7), F (x) = f(x) and
F ′(x) = f ′(x). Hence
F (z) = f(x) + f ′(x)(z − x) + o(z − x).
The identity (3.8) is immediate as in Part (1), and we have
g(z)−G(z) =
f(z)− F (z)
(F (z)− f(x))(f(z)− f(x))
=
ont((z − x)
N )
[f ′(x)(z − x) + ont(z − x)]2
= ont((z − x)
N−2).
Since G is the reduction of a polynomial F , it is rational and is analytic at x. Thus
it has an infinite Taylor expansion about x, and so g has a pseudo-Taylor expansion
of order N − 2 about x. 
Corollary 3.5. Let x ∈ R, let f ∈ P be non-constant function and let g be the
reduction of f at x. Let N > 2. Then f has a pseudo-Taylor expansion of order N
about x if and only if g has a pseudo-Taylor expansion of order N − 2 about x.
Proof. It follows from Proposition 3.4. 
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Lemma 3.6. Let x ∈ R and let f ∈ P be a non-constant function. Suppose f has
a pseudo-Taylor expansion of order N ≥ 2 at x and let F be a polynomial such that
(3.10) f(z)− F (z) = A(z − x)N + ont((z − x)
N )
for some A ∈ C. Let g, G be the reductions of f, F respectively at x. Then F ′(x) > 0
and
(3.11) g(z)−G(z) =
A
F ′(x)2
(z − x)N−2 + ont((z − x)
N−2).
Proof. As in Proposition 3.4, F (x) = f(x) and F ′(x) = f ′(x) > 0. The equation
(3.8) implies
g(z)−G(z) =
f(z)− F (z)
(F (z)− F (x))(f(z)− f(x))
=
A(z − x)N + ont((z − x)
N )
[F ′(x)(z − x) + ont((z − x))]2
=
A
F ′(x)2
(z − x)N−2 + ont((z − x)
N−2).
The relation (3.11) follows. 
Another ingredient of the proof of our main result is an identity for Hankel ma-
trices, which shows that the reduction of power series corresponds to Schur comple-
mentation of Hankel matrices.
Theorem 3.7. Let
f =
∞∑
j=0
fjz
j , g =
∞∑
j=0
gjz
j
be formal power series over C with f1 6= 0 and f0, f1, . . . , fn ∈ R, and let g be the
reduction of f at 0. Then the n× n Hankel matrix
Hn(g) = [gi+j−1]
n
i,j=1
is congruent to the Schur complement of the (1, 1) entry in the (n + 1) × (n + 1)
Hankel matrix
Hn+1(f) = [fi+j−1]
n+1
i,j=1.
Consequently Hn+1(f) > 0 if and only if f1 > 0 and Hn(g) > 0.
This is Corollary 3.4 of [2]. It is convenient to introduce some notation for the
relationship described in the theorem. For any n× n matrix A = [aij ] with a11 6= 0
we define schurA to be the Schur complement of [a11] in A. Thus, for f and g as in
Theorem 3.7, schurHn+1(f) is congruent to Hn(g).
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4. A relaxation of the boundary Carathe´odory-Feje´r problem
Solvability of Problem ∂CFP(R) is best approached through a slight relaxation of
the problem, in which the final interpolation condition (f (n)(x)/n! = an) is replaced
by an inequality (see for example [10, 6, 2]). The reason is that solvability of the
relaxed problem, not the original one, corresponds to positivity of a Hankel matrix.
We therefore consider:
Problem ∂CFP ′(R) Given a point x ∈ R and a0, a1, . . . , an ∈ R, find a function
f in the Pick class such that f is analytic at x,
(4.1)
f (k)(x)
k!
= ak, k = 0, 1, . . . , n− 1, and
f (n)(x)
n!
≤ an.
The terminology for the problem was introduced in [2], but in this paper we are
interested in functions f that satisfy the interpolation conditions in a weak sense.
We define a function f ∈ P to be a weak solution of Problem ∂CFP ′(R) if f has a
pseudo-Taylor expansion of order n at x and the jth pseudo-Taylor coefficient of f
at x is aj for j = 0, 1, . . . , n− 1 and is no greater than an for j = n.
Here is an alternative description of weak solutions. Suppose that F is analytic
at x and
F (z) = a0 + a1(z − x) + · · ·+ an(z − x)n +O((z − x)n+1).
Then a function f ∈ P is a weak solution of Problem ∂CFP ′(R) if and only if, for
some A ≤ 0,
(4.2) f(z)− F (z) = A(z − x)n + ont((z − x)
n).
We say a function f ∈ P is a nontangential solution of Problem ∂CFP ′(R) if
(4.3) lim
z
nt
→x
f (k)(z)
k!
= ak, k = 0, 1, . . . , n− 1, and lim
z
nt
→x
f (n)(z)
n!
≤ an,
and we define a radial solution of Problem ∂CFP ′(R) in the obvious way.
We might expect that more problems ∂CFP ′ would admit weak solutions than
true solutions. In fact, though, the crux of the problem is the analytic case. This
assertion is justified by the following result.
Corresponding to the sequence a = (a0, a1, . . . , an) and any positive integer m
such that 2m− 1 ≤ n we define the Hankel matrix Hm(a) to be the m×m matrix
[ai+j−1]
m
i,j=1. If F is a function analytic at the interpolation node x, we shall write
Hm(F ) to mean Hm(f0, . . . , f2m−1), where fj is the jth Taylor coefficient of F at x.
Theorem 4.1. Let n be an odd positive integer. Then the following statements are
equivalent:
(1) Problem ∂CFP ′(R) has a weak solution;
(2) Problem ∂CFP ′(R) has a solution which is analytic at x;
(3) Problem ∂CFP ′(R) has a rational solution;
(4) Problem ∂CFP ′(R) has a real rational solution;
(5) Problem ∂CFP ′(R) has a nontangential solution;
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(6) Problem ∂CFP ′(R) has a radial solution;
(7) The Hankel matrix Hm(a) is positive, where m =
1
2
(n + 1).
Proof. By [2, Theorem 6.1], (2) ⇔ (3) ⇔ (4) ⇔ (7), and obviously (4)⇒(1) and
(4)⇒(5). By Theorem 2.4, (5)⇔(6)⇔(1).
We must show that (1)⇒(7). Suppose that f is a weak solution of Problem
∂CFP ′(R), with pseudo-Taylor expansion
f(z) =
n∑
j=0
fj(z − x)
j + ont((z − x)
n).
Thus fj = a
j for j ≤ n− 1 and fn ≤ an. We can assume that f is nonconstant.
Consider the case that m = 1 = n. We have Im f(x+iy) = a1y+ o(y), and hence
lim
y→0+
Im f(x+ iy)
y
= a1 <∞.
It follows from the Carathe´odory-Julia theorem [9] that a1 > 0, which is to say that
H1(a) > 0. Thus (1)⇒(7) when m = 1.
Now consider m ≥ 2 and suppose the implication (1)⇒(7) valid for m− 1. Let
F (z) =
n∑
j=0
fj(z − x)
j ,
so that f(z)− F (z) = ont((z − x)
n). Let g,G be the reductions of f, F respectively
at x; then g ∈ P. By Proposition 3.4, g has a pseudo-Taylor expansion of order
n− 2 = 2m− 3 about x and
(4.4) g(z)−G(z) = ont((z − x)
2m−3).
That is to say, g is a weak solution of Problem ∂CFP ′(R) with data G and with
new “n” equal to n−2 = 2m−3. Accordingly this last problem has a weak solution,
and we may invoke the inductive hypothesis to assert that Hm−1(G) ≥ 0.
By the Hankel identity, Theorem 3.7,Hm−1(G) is congruent to schurHm(F ). Since
(again by the Carathe´odory-Julia theorem) f1 = a
1 > 0, it follows that Hm(F ) ≥ 0.
Now Hm(a) and Hm(F ) differ only in their southeast corner entries – in fact
Hm(a) = Hm(F ) + diag{0, 0, . . . , a
n − fn} ≥ Hm(F ) ≥ 0.
Thus (1)⇒(7), and the theorem follows by induction. 
We now consider the question of determinacy for Problem ∂CFP ′(R). In the
analytic case, the problem is determinate if and only if the associated Hankel matrix
is positive and singular [2, Theorem 5.1]. In principle, there might be one analytic
solution and many weak solutions of a problem, but in fact this does not happen.
Theorem 4.2. Let x ∈ R, a = (a0, . . . , a2m−1) ∈ R2m for some m ≥ 1. Problem
∂CFP ′(R) has a unique weak solution if and only if the associated Hankel matrix
Hm(a) is positive and singular.
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Proof. By [2, Theorem 5.1], if Hm(a) > 0 the Problem ∂CFP(R) is indeterminate.
Thus, by Theorem 4.1, necessity holds.
Suppose that Hm(a) is positive and singular. We show that Problem ∂CFP
′(R)
has a unique weak solution.
Consider the case m = 1. Here a1 = 0, and the constant function equal to a0 is a
solution of Problem ∂CFP ′(R). Let f be any weak solution, so that f ∈ P and
(4.5) f(z) = a0 + ont((z − x)).
We have Im f(x+ iy)/y→ 0 as y → 0+. Hence
(4.6) α
def
= lim inf
z→x,z∈Π
Im f(z)
Im z
≤ lim
y→0+
Im f(x+ iy)
y
= 0.
By the Carathe´odory-Julia theorem [9], if f is nonconstant then α > 0. Thus the
only weak solution is the constant a0. The assertion of the theorem is therefore true
when m = 1.
Suppose the assertion holds for some m ≥ 1; we prove it holds for m+ 1.
Let Hm+1(a) be positive and singular for some a = (a
0, . . . , a2m+1). Let F (z) =∑2m+1
0 a
j(z−x)j . Assume that functions f1 and f2 in P are solutions of the problem
∂CFP ′(R) with data x and a. Then, for some A1, A2 ≤ 0,
(4.7) fi(z)− F (z) = Ai(z − x)
2m+1 + ont((z − x)
2m+1), i = 1, 2.
Let g1, g2, G be the reductions of f1, f2, F respectively at x. Then g1, g2 ∈ P and G
is a rational function that is analytic at x. By Lemma 3.6,
(4.8) gi(z)−G(z) =
Ai
(a1)2
(z − x)2m−1 + ont((z − x)
2m−1), i = 1, 2.
Since Ai
(a1)2
≤ 0, it follows that g1 and g2 are weak solutions of Problem ∂CFP
′(R)
with data x, b where b = (b0, . . . , b2m−1) comprises the first 2m Taylor coefficients of
G about x. By Theorem 3.7, the associated Hankel matrix of this problem, Hm(b)
is congruent to schurHm+1(a). Since Hm+1(a) is positive and singular, so is Hm(b).
By the inductive hypothesis, the problem has a unique solution, and so g1 = g2.
Since f1, f2 are both equal to the augmentation of this function g1 = g2 at x by a
0,
a1 we have f1 = f2. Thus, by induction, the statement of Theorem 4.2 holds for all
m ≥ 1. 
5. Weak solutions of Problem ∂CFP
In this section we prove the main result of the paper, a criterion for the existence of
a weak solution of ∂CFP(R). As in [2] we deduce the result from the corresponding
criterion for Problem ∂CFP ′(R), but there is a subtlety: the deduction depends on
the condition for the uniqueness of solutions of Problem ∂CFP ′(R), and now this
must be understood in the sense of uniqueness in the class of weak solutions. We
shall therefore need to use Theorem 4.2 above.
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We shall say that the Hankel matrix Hm(a) is southeast-minimally positive if
Hm(a) ≥ 0 and, for every ε > 0, Hm(a)− diag{0, 0, . . . , ε} is not positive. We shall
abbreviate “southeast-minimally” to “SE-minimally”.
Theorem 5.1. Let n be an odd positive integer and let a = (a0, . . . , an) ∈ Rn+1.
The following statements are equivalent:
(1) Problem ∂CFP(R) has a weak solution;
(2) Problem ∂CFP(R) has a nontangential solution;
(3) Problem ∂CFP(R) has a radial solution;
(4) Problem ∂CFP(R) has a solution which is analytic at x;
(5) the associated Hankel matrix Hm(a), n = 2m − 1, is either positive definite
or SE-minimally positive.
Moreover, the problem has a unique weak solution if and only if Hm(a) is SE-
minimally positive, and in this case the solution is rational of degree equal to rankHm(a).
Proof. By [2, Theorem 7.1], (4) ⇔ (5). By Theorem 2.4, (1) ⇔ (2) ⇔ (3). It is
clear that (4) ⇒ (1). We will show that (1) ⇒ (5).
(1) ⇒ (5). Suppose that Problem ∂CFP(R) has a weak solution f ∈ P but
that its Hankel matrix Hm(a) is neither positive definite nor SE-minimally positive.
A fortiori f is a weak solution of Problem ∂CFP ′(R), and so, by Theorem 4.1,
Hm(a) ≥ 0. Since Hm(a) is not positive definite, Hm(a) is singular, and so, by
Theorem 4.2, Problem ∂CFP ′(R) has the unique weak solution f . Since Hm(a) is
not SE-minimally positive there is some positive an′ < an such that Hm(f) ≥ 0,
where Hm(f) is the matrix obtained when the (m,m) entry a
n, n = 2m − 1, of
Hm(a) is replaced by a
n′. Again by Theorem 4.1, there exists h ∈ P such that
lim
z
nt
→x
h(k)(z)
k!
= ak, k = 0, 1, . . . , n− 1, and lim
z
nt
→x
h(n)(z)
n!
≤ an′ < an.
In view of the last relation we have h 6= f , while clearly h is a weak solution of
Problem ∂CFP ′(R), as is f . This contradicts the uniqueness of the weak solution
f . Hence if the problem is solvable then either Hm(a) > 0 or Hm(a) is SE-minimally
positive. 
We note that a different solvability criterion is given by D. Georgijevic´ in [10]:
Problem ∂CFP(R) is solvable if and only if Hm(a) ≥ 0 and its rank is equal to the
rank of each of its singular submatrices. His methods are quite different from ours.
There is also a version of Theorem 5.1 for even n.
Theorem 5.2. Let n be an even positive integer. the following statements are
equivalent:
(1) Problem ∂CFP(R) has a weak solution;
(2) Problem ∂CFP(R) has a nontangential solution;
(3) Problem ∂CFP(R) has a radial solution;
(4) Problem ∂CFP(R) has a solution which is analytic at x;
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(5) either the associated Hankel matrix Hm(a), n = 2m, is positive definite or
both Hm(a) is SE-minimally positive and a
n satisfies
(5.1) an =
[
am am+1 . . . am+r−1
]
Hr(a)
−1


am+1
am+2
·
am+r


where r = rankHm(a).
Moreover, the problem has a unique solution if and only if Hm(a) is SE-minimally
positive and an satisfies equation (5.1).
Proof. By [2, Theorem 7.1], (4) ⇔ (5). By Theorem 2.4, (1) ⇔ (2) ⇔ (3). It is
clear that (4) ⇒ (2). We will show that (2) ⇒ (5).
(2) ⇒ (5). Suppose that Problem ∂CFP(R) has a weak solution f ∈ P such
that lim
z
nt
→x
f (k)(z)/k! = ak for k = 0, 1, . . . , 2m. This f ∈ P is also a weak solution
of Problem ∂CFP(R) for n = 2m − 1. The Hankel matrix Hm(a) for Problem
∂CFP(R) with n = 2m and with n = 2m− 1 is the same. By Theorem 5.1, Hm(a)
is positive definite or SE-minimally positive.
In the case that a1 = 0, the constant function f(z) = a0 is the solution of
∂CFP(R). Therefore, a2 = a3 = · · · = a2m = 0. Thus Hm(a) is SE-minimally
positive and an satisfies (5.1).
If Hm(a) is SE-minimally positive and a
1 > 0 then by [2, Proposition 7.4], an
satisfies (5.1). 
Remark 5.3. In [2, Theorem 8.3] we gave a parametrization of all solutions of
Problem ∂CFP(R) in the indeterminate case. The parametrization expresses the
general solution f as a continued fraction, containing as parameter a free function
fm+1 ∈ P that is analytic at x (when n = 2m − 1). It is simple to modify this
parametrization to describe all weak solutions of Problem ∂CFP(R): one simply
takes the parameter set to be the set of all fm+1 ∈ P such that limy→0+ yfm+1(x+
iy) = 0, with no requirement of analyticity at x. This is essentially Nevanlinna’s
parametrization [15, Satz I, p. 11]. There is a similar parametrization in the case
of even n.
We conclude with an observation about a natural generalization of our main the-
orem. Since functions in P can have simple poles with negative residue at points of
the real axis, it is natural to study a slightly more general problem than ∂CFP(R),
in which the (−1)th Laurent coefficient is also prescribed [10, 2]:
Given x ∈ R and a−1, a0, . . . , an ∈ R with a1 > 0, determine whether there is a
function f ∈ P such that
(5.2) f(z) =
a−1
z − x
+ a0 + a1(z − x) + · · ·+ an(z − x)n + ont((z − x)
n).
In fact this interpolation problem is equivalent to the problem ∂CFP(R) obtained
by simply suppressing the condition on the (−1)th Laurent coefficient.
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Proposition 5.4. There exists f ∈ P such that equation (5.2) holds if and only if
a−1 ≤ 0 and there exists an F ∈ P such that
(5.3) F (z) = a0 + a1(z − x) + · · ·+ an(z − x)n + ont((z − x)
n).
Proof. Sufficiency is easy: if a−1 ≤ 0 and F ∈ P satisfies (5.3) then the function
f(z) = F (z) + a−1/(z − x)
belongs to P and satisfies (5.2).
Conversely, suppose f ∈ P satisfies (5.2), and let F (z) = f(z) − a−1/(z − x).
Certainly F satisfies (5.3); our task is to show that a−1 ≤ 0 and F ∈ P. Since
f ∈ P, we have for any y > 0,
0 ≤ Im f(x+ iy) = Im
a−1
iy
+ o(1) = −
a−1
y
+ o(1),
and hence a−1 ≤ 0.
Observe that 0 is a B-point for the function −1/f (which lies in P) if and only if
(5.4) lim inf
z→x
Im f(z)
|f(z)|2Im z
<∞,
a relation which does hold, in view of the fact that f(z) = a−1/(z− x) + ont(1), and
we find that the lim inf (5.4) is −1/a−1. Thus −1/f has nontangential limit 0 and
angular derivative −1/a−1 at x. Let G be the reduction of −1/f at 0. By Theorem
3.2(1), Nevanlinna’s refinement of Julia’s lemma, G ∈ P. But
G(z) = −
1
−1/f(z)
+
1
(−1/a−1)(z − x)
= f(z)−
a−1
z − x
= F (z).
Thus F ∈ P. 
Corollary 5.5. Let n be an odd positive integer, n = 2m−1, and let a−1, a0, . . . , an ∈
R with a1 > 0. There exists a function f in P such that equation (5.2) holds if and
only if a−1 ≤ 0 and the Hankel matrix Hm(a) is either positive definite or SE-
minimally positive.
6. Appendix
Here we justify the assertions made concerning Example 2.2. We show that, for
any integer ν ≥ 4, the function
(6.1) fν(z) = −
∞∑
k=1
1
kνz + kν−1
belongs to the Pick class, has a pseudo-Taylor expansion of order ν − 3 given by
equation (2.4) and has no expansion of order ν − 2.
The series (6.1) converges locally uniformly in Π, and so f is analytic in Π. Since
each summand belongs to P, so does fν . For j = 0, 1, . . . , ν−3, we obtain, with the
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aid of the Dominated Convergence Theorem,
lim
y→0+
f
(j)
ν (iy)
j!
= lim
y→0+
∞∑
k=1
(−1)j+1
kν
(
iy + 1
k
)j+1
=(−1)j+1ζ(ν − j − 1).
and so, by Theorem 2.4, the expansion (2.4) is indeed a pseudo-Taylor expansion
of fν of order ν − 3. However fν does not have a pseudo-Taylor expansion of order
ν − 2. In view of Theorem 2.4, this claim will follow if we can show that f
(ν−2)
ν (iy)
does not have a finite limit as y → 0+. We have
f
(ν−2)
ν (iy)
(ν − 2)!
= (−1)ν−1
∞∑
k=1
hν(k, y)
where, for t ≥ 1 and y > 0,
hν(t, y) =
1
tν
(
iy + 1
t
)ν−1 = 1t (1 + ity)ν−1 .
Now ∫ ∞
1
hν(t, y)dt=
∫ ∞
1
dt
t (1 + ity)ν−1
=
∫ ∞
y
du
u (1 + iu)ν−1
=−
ν−2∑
j=1
1
j (1 + iy)j
− log
iy
1 + iy
→∞
as y → 0+, while ∣∣∣∣∂hν∂t (t, y)
∣∣∣∣ = 1t2
∣∣∣∣ 1 + νity(1 + ity)ν
∣∣∣∣ .
Hence, for t ∈ [k, k + 1] and y > 0,∣∣∣∣∂hν∂t (t, y)
∣∣∣∣ ≤ Cνk2 ,
where
Cν = sup
y>0,t≥1
∣∣∣∣ 1 + νity(1 + ity)ν
∣∣∣∣ = sup
τ>0
∣∣∣∣ 1 + ν
2τ
(1 + τ)ν
∣∣∣∣
1/2
<∞
(in fact C2ν = ν/
(
1 + 1
ν
)ν−1
). By the Mean Value Theorem, for t ∈ [k, k + 1],
|hν(t, y)− hν(k, y)| ≤
Cν
k2
,
and so, for all y > 0,∣∣∣∣∣
∫ ∞
1
hν(t, y)dt−
∞∑
k=1
hν(k, y)
∣∣∣∣∣ ≤
∞∑
k=1
Cν
k2
=
Cνpi
2
6
.
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Hence
lim
y→0+
f (ν−2)ν (iy) = (−1)
ν−1(ν − 2)! lim
y→0+
∞∑
k=1
hν(k, y) =∞.
Thus, as claimed, fν does not have a pseudo-Taylor expansion of order ν − 2 at 0.
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