There are many sources of measurement errors when one attempts to construct a hologram of near-field acoustic holography. These errors are amplified when predicting pressure at a point which is located near an acoustic source. Errors due to a sensor mismatch and an inaccurate measurement location, or position mismatch, are the main interests of this study. We theoretically measure the errors in terms of their probabilities, bias, and random error. Analysis in a wave number domain shows that the bias error can be regarded as negligible, but the random error is significant in a backward prediction. The random error is suggested to be measured in terms of random error energy. Then, the amplification ratio of the random error energy is related to measurement spacing on a hologram plane, prediction spacing on a prediction plane, and the distance between the hologram and prediction plane.
INTRODUCTION
A hologram is a plane that has all the necessary information to predict any unmeasured acoustic value. The predicted values are acoustic pressure, velocity, intensity, potential energy, and kinetic energy. The quality of the prediction, therefore, depends on the quality of the hologram. If one has good hologram data, then the predicted sound fields will be very reliable. However, this conclusion does not have any practical value, unless one defines the measure of the hologram quality.
The quality of a hologram can be determined by the quantity and quality of the hologram data. The number of data per unit area and the area of the hologram define the quantity of the hologram data. This simply means that more information produces better result. This can be achieved only by using as many microphones as possible; however, this is not within the context of our paper. The quality of the hologram data is directly related to the accuracy of measurements, and this is what we can study. This paper deals with the errors of a hologram, and their effects on the predicted sound field. Our attempt is to theoretically formulate a relation between the errors of a hologram and the predicted sound field variable, i.e., acoustic pressure on a selected plane.
There will be many sources of errors on a measured hologram. One of them is a sensor mismatch among microphones. This introduces the errors in magnitude, as well as phase, thus degrading the quality of the hologram data. Similar errors could be significant due to inaccurate information on the location of the sensors ͑position mismatch͒. Figure 1 illustrates a discrete planar acoustic holograph, where p H (m,n) represents the pressure at a selected frequency on the hologram plane. Pressure on a prediction plane at arbitrary z, p Z (m,n), is estimated by the pressure on the hologram plane, p H (m,n). The estimated pressure contains errors due to aliasing, finite aperture size, and measurement errors. The problems associated with the aliasing and finite aperture size are well addressed in Refs. 1 and 2. This paper studies the effect of the measurement errors on the estimated pressure. The measurement errors are introduced by the sensor or position mismatch.
I. THEORETICAL FORMULATION

A. Expression of measurement value
The error due to the sensor mismatch will be significant, especially when many sensors are used. The transfer functions of the sensors are hardly identical. There will be magnitude and phase differences among the sensors. Thus one can write the measured pressure (p H ), which has the magnitude and phase error with respect to true pressure (p H ), as p H ͑ m,n ͒ϭ͑ 1ϩ a ͑ m,n ͒͒e j ͑ m,n ͒ p H ͑ m,n ͒, ͑1͒
where m,nϭϪN/2ϩ1,... ,0,... ,N/2, and N represents the number of data along one axis. a and with real values represent the magnitude and phase mismatch of the transfer function of the sensor. These will vanish if the sensors are perfectly identical-no sensor mismatch. 
The position mismatch is another source of the measurement errors. It happens when an actual measurement location is different than a desired one. If x and y are the position a͒ Electronic mail: yhkim@sorak.kaist.ac.kr errors with respect to x and y coordinates, respectively, then the pressure at (xϩ x ,yϩ y ) on the hologram plane can be written as, to the second order approximation,
Thus the measured pressure at the position ͑m,n͒ with the errors can be written as
where 
B. Assumption of error sources
First, let us consider the magnitude mismatch a . The value of a can have any value less than unity, depending on the sensor. This will be true for all sensors. Therefore, we can assume that a is distributed irregularly on the hologram plane. In other words, a is regarded as drawn arbitrarily from a population S a . By the same token, one can assume that other error sources ,x,y are drawn arbitrarily from populations S ,x,y . This simply implies that the hologram measurement can be regarded as a sample of all possible measurement events or ensemble.
It is noteworthy that if one denotes , a quantity estimated by the true pressure on the hologram plane, then estimated by the measured pressure in a measurement event would be different than . The error of the estimated value cannot be estimated, unless all the values of the error sources are known at all the measurement points. However, if the statistical properties of the populations are known, then it is possible to analyze the probability of the error in a measurement event. Bias and random error can express the probability of the error. . By the same reason, a,,x,y at a point are uncorrelated with those at other points. These relations can be written as
where E represents ensemble average. In addition, the error sources can be assumed to be statistically independent of one another. That is,
where f and g are arbitrary functions.
II. BIAS AND RANDOM ERROR ON HOLOGRAM AND PREDICTION PLANE
Using Eqs. ͑2͒, ͑4͒, ͑5͒, and ͑6͒, we can derive the bias and random errors on the hologram plane as well as those on the prediction plane. The detailed derivations are shown in Appendix A. This section analyzes the results.
A. Spatial distribution of bias and random error on hologram plane
Equations ͑A10͒ and ͑A11͒ express the bias and random error on the hologram plane due to the sensor mismatch as
Equations ͑7͒ and ͑8͒ show that the bias and random error are proportional to the pressure on the hologram plane and the magnitude square of the pressure, respectively. The equations also state that the bias error is influenced only by the phase mismatch, but the random error is influenced by the magnitude as well as phase mismatch. To understand these new findings, it is convenient to consider a distribution of measured pressure in a complex plane ͑Fig. 2͒. shows the measured pressure at a point in a measurement event. The measured pressure is distorted in a radial direction by a ͉p H ͉, and in a circumferential direction by ͉p H ͉. When ϭ0, the measured pressure in all the measurement events is distributed in the radial direction ͓Fig. 2͑b͔͒. The center of the distribution is equal to the true value, because the shape of the distribution is a straight line and E͓ a ͔ ϭ0. When a ϭ0, the measured pressure is distributed in the circumferential direction ͓Fig. 2͑c͔͒. However, the center of the distribution is not equal to the true pressure in spite of E͓ ͔ϭ0, because the shape of the distribution is not a straight line. Therefore, there is a bias error. When a 0 and 0, the center of the distribution is different than the true value ͓Fig. 2͑d͔͒. The phase mismatch mainly determines the difference. The effect of the magnitude mismatch is much less than that of phase mismatch. Therefore, only 2 influences the bias error. However, a 2 as well as 2 influence the random error, because they determine how wide the distribution of the measured pressure is.
Equations ͑A12͒ and ͑A13͒ express the bias and random error due to the position mismatch as
Equations ͑9͒ and ͑10͒ show that the curvatures of the pressure influence the bias error, and the slopes influence the random error. To understand these findings, let us consider the case of y ϭ0 in a fixed y ͑Fig. 3͒. Figure 3͑a͒ shows the measured pressure distorted by x in a measurement event. Figure 3͑b͒ shows the distribution of x and the measured pressure. If the true pressure has a small variation within the distribution of x , the distribution length of the measured pressure is approximately the distribution length of x multiplied by the slope of the true pressure. Because the random error represents how long the distribution of the measured pressures is, the slope influences the random error. If the true pressure were a straight line within the distribution of x , the center of the distribution of the measured pressure would be equal to the true pressure. However, if there was curvature, the center of the distribution would be different than the true pressure. The difference is the bias error. Therefore, the curvature influences the bias error.
We have studied the errors on the hologram plane. The next step is to discuss the errors on the prediction plane.
B. Spatial distribution of bias and random error on prediction plane
If one calculates the pressure on the prediction plane in wave number domain, the pressure on the prediction plane in space domain can be expressed as a circular convolution 4 between the pressure on the hologram plane and a propagator, which propagates the pressure from the hologram to the prediction plane. 1 That is,
nϪnЈϩqN͒, ͑11͒
where h ZH is the propagator, and ⌬ represent measurement spacing. p and q are integers so that ϪN/2ϽmϪmЈϩ pN рN/2 and ϪN/2ϽnϪnЈϩqNрN/2. Using this equation, the bias and random error on the prediction plane ͓Eqs. ͑A15͒ and ͑A19͔͒ are expressed as Equation ͑12͒ shows that the bias error on the prediction plane is obtained by filtering the bias error on the hologram plane with the propagator h ZH . Equation ͑13͒ shows that the random error on the prediction plane is obtained by filtering the random error on the hologram plane with ͉h ZH ͉ 2 ⌬ 2 . However, it is difficult to understand the errors on the prediction plane from Eqs. ͑12͒ and ͑13͒. The analysis of the errors in the wave number domain would provide an easier way to understand the physical meaning.
C. Bias and random error in wave number domain
We define discrete Fourier transform from space domain to wave number domain as
and define the inverse as
where r,sϭϪN/2ϩ1,...,0,...,N/2, which correspond to k x and k y in a continuous form, wave numbers in the x and y direction. The measurement spacing ⌬ determines the highest wave number, k max ϭ/⌬.
1
Equations ͑A26͒ and ͑A27͒ express the bias and random error on the hologram plane in wave number domain due to the sensor mismatch as b͑ P H ͑ r,s ͒͒ϭϪ 2 P H ͑ r,s ͒, ͑15͒
͑16͒
Equations ͑A33͒ and ͑A34͒ express the bias and random error on the prediction plane in wave number domain as
Thus the relation between the bias errors on the hologram and prediction plane is equal to that between pressures on the hologram and prediction plane in wave number domain. And, the relation between the random errors on the hologram and prediction plane is equal to that between the magnitude squares of pressures on the hologram and prediction plane. Equation ͑15͒ states that the bias error has the same shape as the pressure. However, the bias error would be much less than the pressure in the entire wave number domain because of small 2 ͓Fig. 4͑a͔͒. The bias error on the prediction plane would also be much less than the pressure on the prediction plane in the entire wave number domain, because the bias error is amplified as much as the pressure ͓Fig. 4͑b͔͒. Therefore, the bias error is negligible. Equation  ͑16͒ shows that the random error is constant in the entire wave number domain. This means that evanescent wave components would be distorted relatively largely, even though the random error energy is much less than the pressure energy ͓Fig. 4͑a͔͒. Therefore, the backward prediction, which increases the evanescent wave component exponentially, can produce large errors ͓Fig. 4͑b͔͒.
Equations ͑A28͒ and ͑A29͒ express the bias and random error due to the position mismatch as
where V x,y and C xx,yy are the Fourier transforms of v x,y and c xx,yy . The expression of the bias and random error on the prediction plane in wave number domain are equal to Eqs. ͑17͒ and ͑18͒. The curvatures in Eq. ͑19͒ are the second order derivatives of the pressure with respect to x and y in space domain. Therefore, Eq. ͑19͒ can be rewritten as
where k x (r,s) and k y (r,s) represent the wave numbers in continuous form, corresponding to r and s in discrete form. If the evanescent wave component decays more rapidly than the increase of k x 2 and k y 2 in the k x and k y direction, one can assume that the energy of the curvature would be concentrated inside the radiation circle. For example, the evanescent wave component of the monopole source decays exponentially in the k x and k y direction. 5 In such a case, the bias error would be much less than the pressure in the entire wave number domain because of a small x 2 and y 2 . The bias error on the prediction plane is also small in the entire wave number domain. Therefore, the bias error is negligible. Equation  ͑20͒ shows that the random error is constant like sensor mismatch. Therefore, the backward prediction can produce large errors.
D. Numerical simulation
To examine the theoretical results, we performed a numerical simulation. An acoustic field was generated by a monopole source located at the origin of Fig. 1. In Fig. 1, z rectangular window was used. The measurement spacing ⌬ was 0.15 m, and the number of the measurement points was 32ϫ32.
For the sensor mismatch, m was drawn arbitrarily from the population with the normal distribution, of which the mean was 0 and the standard deviation was 0.05. was drawn arbitrarily from the population with normal distribution, of which the mean was 0 and the standard deviation was 5°ϭ0.0872 rad. The measurement values were obtained by substituting the drawn m and for Eq. ͑1͒. For the position mismatch, x and y were drawn arbitrarily from the populations with the normal distribution, of which the means were 0 and the standard deviations were 0.01 m. The measurement values were the pressures at the (xϩ x ,yϩ y ) on the hologram plane. Figure 5 shows the magnitude of the pressure at yϭ0 line in a measurement event. Figure 5͑a͒ shows the results on the hologram plane. It compares the measured pressure (p H ) with the true pressure (p H ). Figure 5͑b͒ shows the results on the prediction plane. It compares the pressure (p Z ) estimated by the measured pressure with the pressure (p Z ) estimated by the true pressure. If p Z is compared with the true pressure on the prediction plane, it is difficult to investigate only the effect of the measurement error because of the effect of aliasing and finite aperture size. Therefore, we plotted the pressure estimated by the true pressure in Fig. 5͑b͒ . Figure 5 shows small errors on the hologram plane, but large errors on the prediction plane. Figure 6 shows the results obtained by averaging 1000 measurement events. There are little differences between the true pressure and the average of the measured pressure on the hologram plane. It is also similar on the prediction plane. Therefore, the bias error can be regarded to be negligible. In Fig. 6 , the random errors (10 log 10 2 ) are also plotted. The random errors obtained by the theoretical results highly agree with the ones by average. The random errors are highly amplified from the hologram to the prediction plane. The random errors due to the sensor and position mismatch have a different shape from each other. However, the global behaviors of the amplification seem to be similar. This motivates us to study the random errors in terms of their energies.
III. AMPLIFICATION RATIO OF RANDOM ERROR IN TERMS OF ENERGY
A. Amplification ratio of random error energy
The detail derivations of the equations in this section are described in Appendix B.
We define the random error energy on the hologram and prediction plane, g H and g Z , as 
It is noteworthy that Eq. ͑22͒ is the sum on m and n from ϪN/2ϩ1 to N/2. Although the hologram data are padded zeroes, the random error energy on the prediction plane does not eliminate the energy of the zero padded area. Therefore, the results in this chapter do not consider the zero padding effect.
For the sensor mismatch, the random error energy g H can be approximated as
and for the position mismatch, g H is approximated as
where L is the length of the aperture. The equations show that g H s are fixed when the variances of the error sources are fixed. Equation ͑B2͒ expresses the relation between the random error energies on the hologram and prediction plane, g H and g Z , as
͑24͒
We call R the amplification ratio of random error. By Parseval's theorem, it can be rewritten as
where H ZH is the Fourier transform of h ZH . In continuous form, 1 it is expressed as
Therefore, R is greater than 1 in the backward prediction, because ͉H ZH (r,s)͉у1. The amplification ratio R is the function of the following parameters: Measurement spacing ⌬, distance between the hologram and prediction plane d, and wave number k; making the parameters nondimensional; then R depends on d/⌬ and kd ͓Eq. ͑B4͔͒. Figure 7 is the contour plot of R with respect to d/⌬ and kd. As d/⌬ increases, R increases. It is because the reduction of ⌬ increases k max , which is the maximum wave number. The increase of k max produces the increase of the maximum of ͉H ZH (r,s)͉ 2 . However, the effect of kd is negligible. Equation ͑B6͒ approximates R ͑Fig. 7͒ as
shows that the first order term of d/⌬ is dominant. In Fig. 6 , the amplification ratio is about 23.5 dB as Eq. ͑27͒ predicts.
B. Modified amplification ratio of random error
According to Sec. II C, the higher the wave number component, the relatively larger the distortion of the information. Therefore, it is natural to expect that better results would be obtained by eliminating the high wave number components, i.e., wave number filtering. However, the filtering reduces the resolution on the prediction plane. It means that the resolution on the prediction plane is different from the resolution on the hologram plane. To understand the effect of the difference clearly, let us consider an example of various filtering methods. This example uses the information only within Ϫk max Ј рk x рk max Ј and Ϫk max Ј рk y рk max Ј in the wave number domain, where k max Ј рk max . The prediction spacing is ⌬ Z ϭ/k max Ј and the measurement spacing is ⌬ H ϭ/k max . Then, the definitions of the random error energies in Eq. ͑22͒ will be modified as
In the wave number domain, the random error energy per unit area is g H /k max 2 . Therefore, the random error energy
The random error energy g H ϫ⌬ H 2 /⌬ Z 2 is amplified by R . Therefore, Eq. ͑24͒ can be written as where R is the function of d/⌬ Z instead of d/⌬, because k max Ј is the highest wave number component used for the prediction. We call R Ј the modified amplification ratio of random error. In Eq. ͑29͒, R Ј goes to zero for fixed ⌬ Z , as ⌬ H goes to zero. The area 4k max 2 increases with the reduction of ⌬ H . The random error at each wave number component decreases so that the random error is constant in the entire wave number domain and total random error energy is the same. Thus the random error energy within the area 4k max Ј 2 decreases. Therefore, this filtering process can eliminate more random error energy by the reduction of ⌬ H . Equations ͑27͒ and ͑29͒ approximate R Ј as
͑30͒ Figure 8 shows the random errors after the wave number filtering, where ⌬ H ϭ0.1 m and ⌬ Z ϭ0.2 m, the number of measurement points was 48ϫ48, and the number of prediction points was 24ϫ24 for the same aperture size as the simulation in Sec. II D. Other conditions were the same as the conditions of the simulation in Sec. II D. The random errors on the prediction plane in 1000 measurement events are much less than those in Fig. 6 . R Ј is 10.2 dB as Eq. ͑30͒ predicts. Figure 9 shows that the error in a measurement event is significantly reduced by the reduction of the random error.
However, the increase of the prediction spacing must compromise with the reduction of the resolution on the prediction plane. The reduction of the measurement spacing must compromise the number of measurement points.
IV. CONCLUSIONS
We analyzed the effect of measurement errors on predicted pressure. Specifically, the sensor and position mismatch were dealt with. We analyzed the errors in terms of their probability, bias, and random error.
These errors were derived on the hologram and prediction plane. The bias error on the prediction plane was obtained by filtering the bias error on the hologram plane with the propagator. The random error on the prediction plane was obtained by filtering the random error on the hologram plane with the magnitude square of the propagator. The theoretical results were analyzed in the wave number domain as well as using simulations. The analysis drew a very important and useful conclusion. That is, the bias error is negligible, but the random error can be amplified significantly in the backward prediction.
The characteristics of the amplification of the random error are analyzed in terms of random error energy. That was defined as the summation of the random error. The amplification ratio of the random error energy was also analyzed. The amplification ratio was found to be related to the measurement parameters, the distance between the hologram and prediction plane ͑d͒, the measurement spacing on the hologram plane ͑⌬͒, and the wave number ͑k͒. The effect of the wave number was negligible. Thus the amplification ratio was approximately 24.9d/⌬ on the dB scale. We also considered a wave number filtering process, which made the measurement spacing on the hologram plane (⌬ H ) different than the prediction spacing on the prediction plane (⌬ Z ). The modified amplification ratio was approximately 24.9(d/⌬ Z )ϩ20 log 10 (⌬ H /⌬ Z ) on the dB scale.
APPENDIX A: THE DERIVATION OF BIAS AND RANDOM ERRORS
The measured pressure due to the sensor and position mismatch ͓Eqs. ͑2͒ and ͑4͔͒ can be rewritten as 
where 1,2 are errors, and a 1,2 and b 11,12,22 are the weighting factors or contributions on the first and second order of the errors. It is noteworthy that 1,2 are obviously real value numbers, however, a 1,2 and b 11,12,22 are complex to express magnitude and phase. In the sensor and position mismatch, the variables corresponding to 1,2 , a 1,2 , and b 11,12,22 are listed in Table AI . Equations ͑5͒ and ͑6͒ can be rewritten as 
where the superscript ''*'' represents complex conjugate. The higher order terms than the second order of ⑀ were neglected in the derivation. Using Eqs. ͑A6͒ and ͑A7͒, the bias and random error on the hologram plane can be written as
Substituting the variables of Table AI for the above equations, the bias and random error on the hologram plane due to the sensor mismatch can be obtained as
Similarily, the errors due to the position mismatch can be expressed as
The next step is to derive the bias and random error on the prediction plane. Using Eqs. ͑11͒ and ͑A6͒, E͓ p z (m,n)͔ can be derived as
Using Eqs. ͑A8͒ and ͑A14͒, the bias error on the prediction plane are derived as 
