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ABSTRACT
Machine Learning community is recently exploring the implica-
tions of bias and fairness with respect to the AI applications. The
definition of fairness for such applications varies based on their do-
main of application. The policies governing the use of such machine
learning system in a given context are defined by the constitutional
laws of nations and regulatory policies enforced by the organiza-
tions that are involved in the usage. Fairness related laws and poli-
cies are often spread across the large documents like constitution,
agreements, and organizational regulations. These legal documents
have long complex sentences in order to achieve rigorousness and
robustness. Automatic extraction of fairness policies, or in general,
any specific kind of policies from large legal corpus can be very
useful for the study of bias and fairness in the context of AI appli-
cations.
We attempted to automatically extract fairness policies from pub-
licly available law documents using two approaches based on se-
mantic relatedness. The experiments reveal how classical Wordnet-
based similarity and vector-based similarity differ in addressing this
task. We have shown that similarity based on word vectors beats the
classical approach with a large margin, whereas other vector repre-
sentations of senses and sentences fail to even match the classical
baseline. Further, we have presented thorough error analysis and
reasoning to explain the results with appropriate examples from the
dataset for deeper insights.
1 INTRODUCTION
In the recent years, a considerable amount of work has been done
towards ethical aspects of AI [5, 28]. Majority of such efforts focus
on identifying and removing bias from the datasets, training process
and the trained models [3, 9]. This literature assumes that the infor-
mation about the sensitive features [27] and implications of biased
decisions are known in advance.
But in general setting, all the implications of abiding laws are not
known up-front and detailed manual study of the large set of legal
documents applicable for the domain is needed before attempting
to de-bias the machine learning system as per the legal constraints.
This situation demands a system or algorithm that can analyze all
relevant legal documents to identify sentences or policies that are
pertaining specifically to concepts like fairness, bias and discrimi-
nation. Typically, legal-domain sentences are long and complex e.g.,
consider the following sentence taken from US code1:
1https://www.law.cornell.edu/uscode/text/42/2000e-2
“It shall be an unlawful employment practice for an
employment agency to fail or refuse to refer for em-
ployment, or otherwise to discriminate against, any
individual because of his race, color, religion, sex, or
national origin, or to classify or refer for employment
any individual on the basis of his race, color, religion,
sex, or national origin.”
These legal documents are written in rigorous fashion in order to
achieve robustness and to remove chances of ambiguity. As a side-
effect, often, these sentences tend to become complex and hard to
interpret even for most humans, especially those who do not have
enough background knowledge of legal domain. A recent proposi-
tion by [22] highlighted the importance of approaches for analyz-
ing such complex documents for ensuring fairness as part of a high
level end-to-end system architecture, but they did not mention any
specific method that could address this issue.
Most obvious first step for automatically interpreting or under-
standing any sentence is to parse the sentence and identify depen-
dencies among the syntactic components. But unfortunately, pars-
ing long and formal sentences is cumbersome as well as time con-
suming and needs a lot of memory [4, 10] even for the best parsers.
Hence we decided to address the problem with alternative means
viz., Wordnet [6] based semantic relatedness [18] and vector rep-
resentations of words [15] and sentences [11, 16]. The reason for
choosing these two categories of techniques is to study the relative
effectiveness of classical NLP based techniques and the recent vec-
tor representation based techniques.
On the classical side, we populated a set of seed senses from
Wordnet that are related to concepts like fairness, bias, discrimina-
tion etc.We computed Wordnet based similarity of each word in the
candidate sentences with the seed senses. If the maximum similarity
is above threshold, we marked the candidate sentence as a fairness
policy. We used this as a classical baseline for evaluating the family
of vector based approaches.
Even though many recent experiments have shown that vector
based approaches show promising results for various tasks, directly
using them for applications relying heavily on semantic related-
ness without any added computations may not work in all cases
due to various reasons including but not limited to weaker adapt-
ability across domains and the coarse grained nature of relatedness
captured by them. We have shown through our experiments that
the baseline of Wordnet similarity based classical approach is hard
to beat for many kinds of vector representation based approaches
which work on word and sentence level of granularity. We have
finely analyzed the error cases for each approach to point out the
strengths and weaknesses of all the difference approaches that we
have tried.
Once such potentially relevant fairness policies are extracted, it
becomes much easier to study their compliance for the target ma-
chine learning systems. We have studied this task of fairness-policy
extraction from two independent perspectives viz., classical NLP
approaches and vector based approach. Further, we performed error
analysis on the results which reveals strengths and weaknesses of
both the approaches with respect to the task of sentence extraction
of a given semantic category.
Rest of the paper is organized as follows, section 2 compiles the
various kinds of approaches proposed in the past for solving simi-
lar and related problems. Even though we could not find any direct
approach for extracting fairness policies, there are efforts targeting
related problems like sentence similarity. Section 5 gives a detailed
description including the implementation details for the classical
NLP based approach. The next section, (section 6) describes the
vector based approaches along with their experimental setup and
work flows. Section 7 describes the collection and usage of the
dataset that we have used for this task. This is followed by section 8,
that covers the results obtained for each of the approaches. Section
9 provides a deep insight into the outcomes obtained for different
parameter values in order to analyze them better. Section 10 pro-
vides a comparative analysis of both the approaches, followed by a
conclusion and possible future directions covered in section 11.
2 RELATED WORK
Strictly speaking about extraction of fairness policies from the le-
gal domain corpora, not much has been explored in the literature
towards the exact task that we are attempting. In fact, [21] argues
against such practices due to possible real-life impact it can have
due to errors introduced in the automated extractor. Nevertheless,
we can find similar efforts of policy extraction in legal domain with
some assumptions which can be considered for solving the problem
statement that we established in section 1, which are covered in the
next paragraph.
[29] proposed a method to represent the rules in weakly struc-
tured English in the structured form for automated decision making.
The approach proposed by [17] targets legal domain text but aims
at extracting temporal events for reasoning. Even for extracting the
events, authors did not propose any custom novel method and in-
stead suggested a combination of existing tools that could perform
the annotations on the source text for further reasoning.
With a slight relaxation on the legal domain and extraction of
fairness policies, we have many good generic approached which try
to classify or rank the sentences for a particular objective based on
semantic interpretation of the sentences.
In the medical domain, [1] worked towards classifying medical
domain sentences into various rhetorical categories like introduc-
tion, method, results and discussion. Similarly [14] performed sen-
tence classification on medical corpus targeting only two categories
viz.,. structured and unstructured abstracts. This particular kind of
sentence classification looks similar to policy extraction in terms of
identifying sentences belonging to a particular semantic category
but the key difference lies in the granularity of the semantic cate-
gories used. ‘Fairness policies’ is a very narrow and specific seman-
tic category as compared to the categories considered by the above
approaches. Thus very targeted relatedness computation is needed
to establish belongingness to the class of ‘Fairness Policies’.
As discussed in the above paragraph, the task of ‘fairness policy
extraction’ can also be looked at as a classification problem where
the two classes would be ‘fairness policies’ and ‘non-fairness poli-
cies’. It is tough to train a fully supervised classifier due to lack of
labeled domain-specific training data for this task. Hence our best
bet for now is to go for semi-supervised approaches motivated from
bootstrapping [26]. The key idea in bootstrapping is to start with
a small seed set of labeled examples and tag the large untagged
dataset by finding the similarity of each data point with the seed set
representing each class. In our case, sentences are the data-points
and there are various ways in which we can capture the similarity
or relatedness among sentences.
broadly speaking, the methods of computing sentence similarity
methods can be categorized into two major categories viz., classical
NLP approaches and vector representation based approaches. clas-
sical approaches rely mainly on semantic dictionaries like Wordnet
[6] or the distributional similarity [13], whereas more recent vec-
tor representation based approaches rely on capturing the contex-
tual features to learn the fixed length representations of words [15],
senses [24] and even larger compositions like phrases, sentences
paragraph or even full documents [11, 16]. The notion of similar-
ity captured by different methods mentioned above greatly varies
and must be understood before using them for specific applications.
We have tested their effectiveness for solving our problem state-
ment of policy extraction. Our experiments show what aspects of
candidate sentences are captured by these techniques and provide a
hint towards further improving these techniques for solving similar
problems more effectively.
3 BACKGROUND
As established in the previous section, semantic relatedness of words,
senses and sentences is the key idea we need to rely on for extract-
ing the fairness policies. Let us take a quick dive into different ap-
proaches of semantic similarity mentioned in the related work.
3.1 Classical approaches of Semantic similarity
This category includes many popular measures which mainly rely
onWordnet gloss, information content, path based measures or their
combinations. Some well known approaches from each sub-category
are briefly enumerated below.
3.1.1 Path based similarity. These approaches rely on the dis-
covered relationships among concepts based on either the shortest
path or a path following some specific constraints of directed edges
and depth from the root of the is-a hierarchy. [12] computes the sim-
ilarity by finding the shortest path between the two concepts and
normalizing it with the longest possible path in the whole hierarchy
of the Wordnet. Whereas, [25] computes the similarity by checking
how far are the candidate concepts from their lowest common an-
cestor in the hierarchy. The similarity is computed by finding the
depth of the lowest common ancestor and normalizing them with
the average depth of each candidate concepts.
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3.1.2 Similarity based on information content: This category
of approaches use both Wordnet hierarchy and a large corpus to
figure out the similarity between two concepts. All the approaches
of this kind primarily rely on the information content of lowest
common ancestor of the candidate concepts. If the lowest common
ancestor is highly specific, the similarity among the concept will
be higher and vice versa. The pioneering work of this kind was
put forth by Resnik [20] where he showed that information con-
tent based similarity computed using brown corpus outperforms the
baseline of simple probability based similarity and path based simi-
larity.
In general, if we talk about relatedness among the concepts (not
restricted by the part-of-speech categories) instead of mere similar-
ity, there are many other good approaches worth mentioning like
adapted Lesk [2], but with our problem statement into mind, those
generic relationships may not be very useful to us.
3.2 Vector representation based approaches to
semantic similarity
Starting with Word2Vec [15], there are innumerable successful ap-
proaches which can represent components of natural language text
in the form of fixed length vectors. We can find plenty of approaches
that can represent words [15, 19], senses [24], phrases [16], sen-
tences, paragraph and documents [11]. One common and useful
thing about all these approaches is that the similarity among the
vector representation gives a good estimation about the semantic re-
latedness of the original text components.
3.2.1 Vector representation of words:
One of the most noteworthy approach for representation of words
is Word2Vec [15]. They learn neural network with a single hidden
layer that can predict the context given the word (skip-gram model)
and word given the context (CBOW) model. The corresponding
rows hidden layer of these networks are the vector representations
of the words. These representations depict an interesting property
that words occurring in the similar contexts have similar vector rep-
resentations. This is a very useful property that we can leverage for
our problem statement.
Glove (Global Vectors) [19] is another interesting approach of
this kind. They demonstrated that their representation outperformed
both the formulations of Word2Vec in the word analogy task despite
being more efficient in terms of time complexity. Instead of relying
on the ability to predict the context words or the missing words as
in Word2Vec, Glove generates their representation directly by ana-
lyzing the n*n matrix of co-occurrence probabilities.
3.2.2 Vector representation of senses:
One common drawback of the approaches that represent a words
with unique vectors is that they cannot distinguish among the mul-
tiple senses that a word could take in different contexts. [24] ad-
dressed this issue by proposing a modified representation that can
disambiguate the sense of the word and return the representation for
that specific sense. On the face at least, it looks promising for our
task.
3.2.3 Vector representation of phrases:
Another drawback of the word-centric representation is that they
cannot represent the joint meaning of multi-word expressions. [16]
addressed this issue by identifying common phrases using co-occurrence
based technique and replacing them by a unique token throughout
the corpus before training.
3.2.4 Vector representation of sentences, paragraphs and
documents:
Le and Mikolov [11] extended the framework of Word2Vec [15]
by introducing ‘document id/paragraph id/sentence id’ as yet an-
other input to the CBOW and skip-gram networks of Word2Vec.
The weight matrix of the newly added input trained in the process
of learning acts as a set of sentence/paragraph/document vectors
for the input text. They evaluated the sentences vectors on senti-
ment analysis task and showed that it performed better than state-
of-the-art methods. Sentiments are very coarse grained categories
compared to the category of ‘fairness policies’ in our problem state-
ment in our problem statement, but it will be worthwhile to try out
this approach for our task.
4 TASK DESCRIPTION AND MOTIVATION
Before looking into possible solutions and the experiments, it is es-
sential to establish a crisp problem statement that we are trying to
address. Shaikh et al., [22] highlighted the need of an end-to-end
machine learning platform that ensures fairness. They proposed a
high-level architecture that can interpret the relevant legal docu-
ments to ensure that underlying machine learning flows are com-
pliant with the fairness policies from the legal documents. But they
did not provide any methods or concrete solutions to realize each in-
dividual component of their system, which also include interpreting
the fairness constraints from legal policy documents. Identifying the
exact subset of fairness policies from such documents can greatly
speedup the entire process of ensuring fairness in both automatic
and manual settings.
With this motivation in mind, we now formally define our prob-
lem statement as:
“Given a set of legal documents, automatically iden-
tifying all the sentences or policies that are meant to
enforce fairness among various protected groups in a
particular context”.
Here, every sentences from the input legal documents is consid-
ered as a potential fairness policy and evaluated for filtering. For
simplifying the solutions, we are assuming that all the sentences
are independent of each other. This may not be the case always, but
should be fine as far as our problem statement is concerned. Even
if the extracted fairness policy is linked to other sentences, after fil-
tering we can always go back to the source document to complete
it’s meaning. But we believe that given the formal nature of legal
documents, such occurrences would be rare.
The most natural way to address this problem could be to learn a
supervised classification for sentences. But as discussed earlier, we
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do not have any publicly available large dataset in the legal domain
that has explicitly tagged fairness policies. Thus we are left with
the choice of semi-supervised approach motivated by [26] where
we start with a small set of manually tagged examples and grow
the tagged set progressively by finding similarity of the untagged
candidate sentences with the seed set. With this principle in mind,
we have tried with various ways of computing similarity among
the candidate sentences and the seed words/senses/sentences and
compared their effectiveness backed by the thorough error analysis.
5 CLASSICAL APPROACH
In the section 3, we discussed about two categories of classical ap-
proaches for computing semantic similarity among two senses. We
can use these similarity metrics to determine if a given sentence in
indeed a fairness policy.
5.1 Creating the set of seed senses
To represent the class of fairness policies, we manually created a
seed set of Wordnet senses which can be used as a reference for
similarity. This seed set is created as follows:
(1) Start with the small set of words which when appear in any
sentence strongly endorse the belongingness to the class of
‘fairness policies’. E.g., fair, discriminate, preferential, bias
etc.
(2) Manually identify the correct sense of each word in the set
that we created in the previous step.
(3) Grow the set of senses from the previous step by finding all
the senses that have very high similarity with the original set
of senses. The threshold of the similarity is maintained high
in order to restrict the number of seed senses below 30. We
noticed that after 30, a slight topic drift was happening.
With this set of seed senses defining the sentence type that we
want to search, we are good to go ahead and score the candidate
sentences.
5.2 Method details
In this approach, we classify a sentence as fairness policy only if
at least one of the words in the sentence is strongly related to the
fairness. In other words, if at least one word from a given sentence
has a high similarity score with any of the seed sense, we mark the
sentence as a fairness policy.
We compute the similarity of a word wi with a seed sense sj as
follows:
sim(wi , sj ) = max
sk ∈senses(wi )
sim(sk , sj )
Both the classical methods of computing semantic similarity (path
based and information content based) essentially rely on specificity
of the lowest common ancestor of the two concepts in the Word-
net’s is-a hierarchy. They differ only in the way they determine the
specificity. The path based approaches use path lengths in the Word-
net itself to determine the specificity e.g. [25], whereas information
content based approaches rely on probability of occurrence of the
lowest common ancestor in a large sense tagged corpus to estimate
its specificity. While both the approaches have there strengths and
weaknesses, they largely perform in a very similar manner in con-
text of our problem statements. Thus we decided to experiment with
only path based similarity [25] among two categories as a represen-
tative of classical approaches. We performed POS-tagging on the
sentences before computing the similarities in order to reduce the
number of candidate senses that a word can take.
6 VECTOR REPRESENTATION BASED
APPROACHES
Recently emerging family of approaches that represent the compo-
nents of text (like words, senses, phrases, sentences, paragraphs or
even documents) in the form of fixed length vectors are gaining
rapid popularity due to their versatile applicability to many prob-
lems in NLP. Most of these approaches look promising for our prob-
lem statement.
6.1 Similarity of Word Vectors
On a very broader note, two very well knows approaches for vector
representation of words viz., GloVe [19] and Word2Vec [15] esti-
mate the representation of words based on the context in which a
particular word occurs. There are, of-course, differences in the way
they capture the contextual clues. GloVe relies on the co-occurrence
probabilities of words whereas Word2Vec relies on the ability to
predict the context from the word or vice-versa for coming up with
the vector representation.
GloVe claims a slight advantage over Word2Vec in terms of time
and space complexity. Given the similarities and differences among
these two approaches of same category, we have chosen to try out
GloVe for attempting our task.
We have chosen 5 seed words for applying GLoVe viz., discrim-
inate, fairness, discrimination, justice and bias. The vector repre-
sentations of these words are used as a seed set for testifying the
sentences. Since word vectors do not differentiate between multiple
senses a word can take, we can only specify words in the seed set
and not their relevant senses.
Similar to the classical approach, we have considered the candi-
date sentences as a bag of words, and marked it as a fairness policy
if at least one of the word vector return high similarity with any of
the seed vector.
A pre-trained model named ‘en_core_web_sm’ shipped with SpaCy
[8] was used to get the vectors for words. This model is trained on
web data including blogs, news, and comments.
6.2 Similarity of Sense Vectors
Despite of being successful at various tasks, word vectors lack the
ability to represent different senses of the same word. Thus, it makes
sense to try out Sense2Vec [24] to see if using the sense disam-
biguated representation makes any positive difference towards the
task of fairness policy extraction.
We used the manually chosen correct relevant senses of the same
5 words that we chose for GloVe as the seed senses and computed
the similarity in a very similar way to that of GloVe. The key differ-
ence here was, that we used word senses as the basis of similarity
instead of words themselves.
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6.3 Similarity of Sentence Vectors
Vector representations like Para2Vec a.k.a. Doc2Vec [11] enable us
to represent the semantics of larger chunks of texts like sentences,
paragraphs and documents as fixed length vectors. These vectors
capture the semantics of the full chunk of text that they represent.
Thus, similarity between such vectors can be very helpful for our
task.
We used following set of five known fairness policies as the seed
set:
(1) It shall be an unlawful employment practice for an employer
to discriminate against any of his employees or applicants
for employment, for an employment agency to discriminate
against any individual, or for a labor organization to dis-
criminate against any member thereof or applicant for mem-
bership, because he has opposed, any practice made an un-
lawful employment practice by this title, or because he has
made a charge, testified, assisted, or participated in any man-
ner in an investigation, proceeding, or hearing under this ti-
tle.
(2) It shall be an unlawful employment practice for an employer,
labor organization, or employment agency to print or pub-
lish or cause to be printed or published any notice or ad-
vertisement relating to employment by such an employer or
membership in or any classification or referral for employ-
ment by such a labor organization, or relating to any classi-
fication or referral for employment by such an employment
agency, indicating any preference, limitation, specification,
or discrimination, based on race, color, religion, sex, or na-
tional origin, except that such a notice or advertisement may
indicate a preference, limitation, specification, or discrimi-
nation based on religion, sex, or national origin when re-
ligion, sex, or national origin is a bona fide occupational
qualification for employment.
(3) The National Policy on Education (NPE) is a policy formu-
lated by the Government of India to promote education amongst
India’s people. The policy covers elementary education to
colleges in both rural and urban India. This policy calls
for "special emphasis on the removal of disparities and to
equalise educational opportunity," especially for Indian women,
Scheduled Tribes (ST) and the Scheduled Caste (SC) commu-
nities.
(4) The right to religious freedom means that people should not
be forced to act against their convictions nor restrained from
acting in accordance with their convictions in religious mat-
ters in private or in public or in association with others
(5) It shall be an unlawful employment practice for an employer
- to fail or refuse to hire or to discharge any individual, or
otherwise to discriminate against any individual with respect
to his compensation, terms, conditions, or privileges of em-
ployment, because of such individual’s race, color, religion,
sex, or national origin; or - to limit, segregate, or classify
his employees in any way which would deprive or tend to
deprive any individual of employment opportunities or oth-
erwise adversely affect his status as an employee, because
of such individual’s race, color, religion, sex, or national ori-
gin."
With these policies as reference, we trained the para2vec model
as follows:
(1) Used 100k news headlines from Kaggle2 as base dataset for
unsupervised training of the Para2Vec model.
(2) Appended another 165 sentences which we have manually
tagged as either ‘fairness policy’ or ‘not a fairness policy’
including five sentences from the seed set. The tags will only
be used for evaluation later. The purpose of using them here
is to learn their vector representations in the training process.
(3) Trained the Para2Vec model in order to get the matured vec-
tor representation for 165 sentences of our interest.
We have intentionally chosen three policies having strong hint
words like ‘discriminate’, ‘fair’ etc. and other two policies not hav-
ing any of those words for better coverage.
Vector representation of each candidate sentence was then com-
pared with seed vectors to determine if the sentence is similar to the
seed fairness policies.
7 DATASET
The dataset used for all the experiments consists of two parts viz.,
165 manually tagged gold sentences with known labels and 100k
untagged sentences without any labels . The smaller hand-tagged
dataset is used for checking the performance of the various methods
whereas the larger untagged dataset is used to assist better learning
by the approaches like Para2Vec. Out of 165, 5 fairness policies are
used as seed set for Para2Vec, and remaining 160 sentences are used
for testing various approaches. 105 out of 160 are fairness policies,
and other 55 are n-fairness policies.
The manually tagged gold policies are taken from multiple le-
gal sources viz., Equal Credit Opportunity Act3, Civil Rights Act4,
Fundamental Rights5. These sentences are mix of employment and
labor laws, civil rights and equal credit opportunity laws. Note that
even if we have chosen the laws from the categories strictly related
to fairness, not all the sentences are directly related to ensuring or
defining fairness.
For all the the vector based approaches except Para2Vec, no ad-
ditional training data was needed, since good quality pre-trained
models were available. But for Para2Vec, it was essential to train
the model with 165 policies along with many other sentences from
this domain. Thus, we collected 100k sentences from various legal
domain sources For the training purpose in Para2Vec, we trained
the model using 100k news headlines from and 160 policies from
various different sources mentioned above.
8 RESULTS
All the approaches were evaluated against 160 manually tagged
policies. We ran four experiments for the fairness policy extraction
task using classical path based similarity, GloVe, Sense2Vec and
2https://www.kaggle.com/therohk/million-headlines
3https://consumer.findlaw.com/credit-banking-finance/equal-credit-opportunity-
act.html
4http://employment.findlaw.com/employment-discrimination/title-vii-of-the-civil-
rights-act-of-1964-equal-employment.html
5https://en.wikisource.org/wiki/Constitution_of_India/Part_III
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Para2Vec. Experiments revealed that GloVe yielded the best perfor-
mance among all the approaches both in terms of F1 score as well
as the area under the ROC curve [23].
ROC Curves between the specificity and sensitivity values have
been plotted. Each ROC graph consists of two curves, one for each
class. Even though areas under the curves of both the classes in the
same graph are same, we have shown both the graphs for the sake
of completeness.
8.1 Classical Approach
All the metric scores were recorded for a range of threshold values
from 0.1 to 0.9 with the step of 0.1. The best Case performance of
the approach was obtained for the threshold Value of 0.8 giving F1
score to be 0.653.
As evident from Fig 1, descent amount of area (0.64) is under the
curve indicating that the classifier is acceptable.
8.2 Vector Based Approach
The three different kinds of approaches relying on vector represen-
tation yielded highly varied results.
8.2.1 GloVe.
Similar thresholds were tried for this approach ranging from 0.1
to 0.9 with the steps of 0.1. This approach returns best F-score at
the threshold value of 0.4, with macro recall value being 0.710 and
macro precision of 0.720. Table 1 provides the values of different
Table 1: Combined Results
Approach Macro P Macro R F1 AUC
Classical Approach 0.651 0.656 0.653 0.64
GloVe 0.720 0.710 0.715 0.78
Sense2Vec 0.641 0.631 0.636 0.63
Para2Vec 0.501 0.501 0.501 0.46
Figure 1: ROC (Classical Approach)
scores recorded. ROC plot in Fig 2 explains the relationship be-
tween sensitivity and specificity for both the classes Fair and Non-
Fair. As we can see, ROC graph for GloVe has got largest area un-
der the curve (0.78) which is a very good number given the semi-
supervised nature of approached that we have tried.
8.2.2 Sense2Vec.
Again, for Sense2Vec as well, we used same set of threshold val-
ues 0.1 to 0.9 with the steps of 0.1. The best threshold point is 0.6,
which provides the macro recall 0.631 and 0.731 macro precision
score. The relationship between the True Positive Rate and False
Positive Rate for both the classes is depicted in the Fig 3 through
an ROC curve. To our surprise, despite of modeling the sense spe-
cific embeddings, Sense2Vec could not beat GloVe as could barely
match with the classical baseline. More error analysis is done in the
subsequent sections.
Figure 2: ROC (GloVe))
Figure 3: ROC (Sense2Vec)
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8.2.3 Para2Vec.
The best threshold for Para2Vec came out to be 0.5 with F1 score
of 0.501. The ROC plot in Fig 4 is largely linear indicating not so
good performance. The area under the ROC curve is 0.46. AUC
(Area under the ROC curve) below 0.5 is generally not considered
good. Even though Para2Vec models overall semantics of the sen-
tences, it performed poorly. As per [11] it performed very well with
classification of sentences into sentiment polarities. One possible
reason for low performance could be the nature of the classes in
our task which are not as wide as the sentiment categories and do
not go very well with the coarse grained semantics captured by this
approach.
9 ERROR ANALYSIS
Each approach has been analyzed for the best threshold and some
key insights have been laid down for each of the proposed approach,
explaining the possible reasons for the erroneous results.
9.1 Classical Approach
The following inferences were drawn from the manual analysis of
the results belonging to Classical Approach.
9.1.1 False Negatives.
• Words such as unlawful, equal even in the right context,
pose a low similarity score, thus unable to clear the threshold
barrier.
• Certain sentences contain an implied meaning relating to the
fairness even though it may not contain any explicit word for
the same. Such sentences are not identified by this approach.
9.1.2 False Positives.
• The words discrimination and fair appearing in different con-
text incorrectly causing the sentence to be classified as a fair-
ness policy.
• Various words like ‘supervision’, ‘enforcement’ are highly
related to the word ‘discrimination’ provided in the seed senses
dictionary due to which they present a high similarity rate
Figure 4: ROC (Para2Vec)
with each other even though they may not relate to the fair-
ness context.
9.2 Vector Based Approach
The following reasonings were drawn from the manual analysis of
the results with the available ground truth:
9.2.1 Global Vectors (GloVe).
False Negatives.
• Sentences which semantically represent fairness related is-
sue, are not reflected as fairness policies since words in those
sentences have no similarity with the seed words.
• Words such as legal and equal are ignored by this algorithm
as they have a similarity score of 0.4 with the set of seed
words and thus couldn’t reflect as fairness policy since its
threshold is greater than 0.4.
False Positives.
• Words which are similar to any one of the seed words for
example, civil is similar to word discrimination categorizes
the policy as a fairness.
• Words like discrimination are right away causing the classi-
fier to tag the sentence as a fairness policy, fails to recognize
the context in which it occurs.
• Few vectors are highly similar to each other as per the model
they have been trained upon and eventually create an excep-
tion. For example: ‘employment’ and ‘discrimination’ have
a similarity score of 0.54.
9.2.2 Sense2Vec.
False Negatives.
• At certain point, the approach fails to work for the sentences
that have implied meaning hidden. One such example of a
policy is It aims to curb black money, this policy talks
about fairness on a very high level but doesn’t contain any
explicit terms to trigger any of the word or sense based ap-
proaches.
False Positives.
• Seed words present in the sentence but taking some other
sense which is not distinguished by the approach. Example-
‘They shall make such further reports on the cause of and
means of eliminating discrimination’.
• Few vectors are highly similar to each other as per the model
they have been trained upon and eventually create an excep-
tion.
9.2.3 Para2Vec.
False Negatives.
• Para2Vec failed to identify even the sentences containing the
phrase ‘discriminate against ...’ which is a very strong indi-
cator for being a fairness policy but hard to capture on the
high level, given the length of the sentence.
False Positives.
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• A sentence containing definition of employment agency was
classified as a fairness policy possibly because it picked em-
ployment as one of the potential clue from the seed set. This
does not mean that Para2Vec is doing its job incorrectly, but
the way we are trying to use it may not be the right way. We
may have to either modify the way in which we can leverage
it in the best way or slightly change the process of training
the model that can capture the required clues correctly.
10 DISCUSSIONS
In this section, we summarize all the findings and highlight on the
interesting insights from the error analysis that could be useful for
more efforts into the same task and even for other similar tasks.
Figure 5 clearly shows that GloVe, vector based approach outper-
forms all the other approaches with the large margins. Whereas, to
our surprise, Sense2Vec and para2Vec could not show their full po-
tential in this particular setting due to various reasons which we’ll
discuss here.
The classical approach based on the path based similarity per-
formed decently without even looking into the sentence composi-
tion by merely looking at a sentence as a bag of words. One pos-
sible reason for that is the ability to specify exact sense IDs from
the WordNet as the seed set. Hence, the only sense ambiguity that
we had was with the senses of the words in the candidate senses.
We tried performing Word Sense Disambiguation on the candidate
senses with off-the-shelf approaches like Adaptive Lesk [2] but it
didn’t help much. There are stronger supervised and unsupervised
WSD approaches which we could use, but supervised models are
highly domain specific and the unsupervised models are not very
highly accurate and need mapping of the discovered word cate-
gories with the real senses.
Word vectors (GloVe) performed really well despite all the prob-
lems discussed for the classical approach along with the inability
to add specific senses in the seed dictionary unlike the classical ap-
proach. We used pre-trained GloVe vectors which are not domain
specific, but still achieved best performance for this task. There are
of course cases where this approach failed due to slightly generic
nature of relatedness captured by this approach as discussed in the
error analysis, but the number of such cases is not very large.
Sense2Vec captures the context specific representation for words,
providing the in-built ability of word sense disambiguation, making
us expect more. But unfortunately, it did not work very well in our
case. One possible reason could be the difference in the domain of
the training data and that of the application. Since GloVe does not
at all consider senses, it does not try to capture the domain specific
sense distribution, which is not the case with Sense2Vec. Change of
domain may have negatively affected Sense2Vec because of change
in the underlying sense distribution due to change in the domain.
Thus, we should try to re-train the models for such approaches for
the new domains before use.
In the end, Para2Vec was also considered as one of the strong
potential choice due to its ability to capture high level semantics
by not looking at the sentence as a collection of independent words.
Fundamentally, this approach was designed for capturing broader
level semantic differences like sentiment categories. In our problem
statement, on the other hand, the category of fairness policies is very
specific and narrow, which is not in correlation with the Para2Vec
way of representing text. Capturing such semantics may need more
complex architectures like RNN-LSTM [7] on top of vector repre-
sentation of words.
Figure 5: Comparison of various approaches
11 CONCLUSION AND FUTURE WORK
We defined the problem statement of automatically extracting fair-
ness policies from legal documents motivated from the Fair-AI point
of view. We also highlighted the complexity involved in the task
given the lack of descent sized training data. Thus, we came-up
with the semi-supervised strategies to address this problem using
various available methods of semantic similarity and relatedness.
GloVe vectors performed very well for this task despite of not
being able to disambiguate the senses of word occurrences and not
being able to directly model the sentence level semantics. GloVe
outperformed the classical baseline of path based similarity with the
large margin. On the other hand, Sense2Vec and Para2Vec, despite
of being able to model senses and high level semantics respectively,
could not really help much in this task due to various reasons in-
cluding cross-domain usage of trained models and difference in the
granularity of semantics captured by them. The detailed error anal-
ysis is presented with the failed examples to support the reasoning.
We could not perform Word Sense Disambiguation (WSD on
the candidate sentences due to reasons like unavailability of legal
domain sense tagged corpora required for supervised WSD. Using
the fine-tuned WSD approach as part of the pipeline is the most
obvious next thing to be tried out as future work.
Even though we tried to capture the sentence level semantics us-
ing Para2Vec which did not work well, we should try other ways
to capture the required kind of semantics by slightly modifying
Para2Vec or other ways. As discussed in the previous section, RNN-
LSTM on top of the word vectors could be a good choice to start
with. We refrained from parsing the sentences due to their length
and complexity, but it would worthwhile to attempt semantic under-
standing via shallow parsing or using some heuristics to parse long
sentences with some approximations suitable for our task.
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