Abstract. Compared to the replication of double-stranded RNA and DNA viruses, the replication of single-stranded viruses requires the production of a number of intermediate strands that serve as templates for the synthesis of genomic-sense strands. Two theoretical extreme mechanisms for replication for such single-stranded viruses have been proposed; one extreme being represented by the so-called linear stamping machine and the opposite extreme by the exponential growth. Of course, real systems are more complex and examples have been described in which a combination of such extreme mechanisms can also occur: a fraction of the produced progeny resulting from a stamping-machine type of replication that uses the parental genome as template, whereas others fraction of the progeny results from the replication of other progeny genomes. Martínez et al. [1] , Sardanyés at al. [2] and Fornés et al. [3] suggested and analyzed a deterministic model of single-stranded RNA (ssRNA) virus intracellular replication that incorporated variability in the replication mechanisms.
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To explore how stochasticity can affect this mixed-model principal properties, in this paper we consider the stability of a stochastically perturbed model of ssRNA virus replication within a cell. Using the direct Lyapunov method, we found sufficient conditions for the stability in probability of equilibrium states for this model. This result confirms that this heterogeneous model of single-stranded RNA virus replication is stable with respect to stochastic perturbations of the environment.
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Introduction
RNA viruses are the most abundant pathogens of bacteria, plants, animals and humans and the largest source of new emerging infectious diseases. Moreover, the genomic simplicity, combined with the high levels of mutability and evolvability typical for RNA viruses, makes them excellent experimental models in evolutionary biology and provides further motivations for their study.
The fast replication, large population sizes and high mutation rates that are typical for RNA viruses lead to a high diversity of genotypes in the viral population replicating within a single host. This is usually referred to in the literature as viral quasispecies [4, 5, 6, 7] and can be roughly defined as a master sequence surrounded by a cloud of mutant genomes that is maintained in a balance between mutation and selection. The generation and maintenance of master and mutant genomes distribution in a quasispecies depends, to a large extent, on a replication pattern that each particular RNA virus adopts [8, 9] . The majority of theoretical quasispecies models in the literature assumed an exponential or, more generally, geometric replication mechanism (hereafter GR) of RNA populations. For single-stranded RNA (ssRNA) viruses, the replication of the viral genome is the result of an RNAto-RNA transcription process. In the case of ssRNA viruses, this process includes the synthesis of an intermediate antigenomic RNA of complementary polarity that serves as the template for transcription of new genomic RNA progeny. For the geometric replication, both the genomic and antigenomic viral strands are used with equal probability as templates for replication. That is, in the GR mode mutant genomes also serve as templates for replication, and, hence, transcription errors are geometrically amplified. As a result, the mutational load accumulated in the replicating population is very large. The distribution of the number of mutants per infected cell for the GR is described by the Luria-Delbrück distribution [10] and characterized by a variance larger than the mean. This distribution has been observed in experimental studies done with bacteriophage T 2 [11] .
An alternative replication mode exhibited by ssRNA viruses is the socalled stamping machine replication mode (SMR). For this replication model, the initially infecting genomic strand is used as the template for the production of one or few antigenomic strands, which are subsequently used as templates for the generation of all the progeny of the genomic-sense strands. This progeny is to be encapsidated and released by the cell to continue the infection process. For the SMR mode, the mutation frequency remains approximately constant and proportional to the error rate of the viral replicase, and the number of mutant genomes per infected cell follows a simple Poisson distribution. Such a distribution of mutant genomes was observed for bacteriophages φX174 [12] and Qβ [13, 14] .
Combinations of these two modes and intermediate modes of replication, where a fraction of genomic-sense progeny may be also used as template for replication, have been also observed. For example, a recent study showed that Turnip mosaic virus (TuMV) exhibited such an intermediate mode of replication, with most replication events following a SMR mode [1] . Likewise, a distribution of mutants that slightly differed from the Poisson distribution was also observed for bacteriophage φ6 [15] .
Recently, a mathematical model of within-cell ssRNA virus replication that accounts for both, GR and SMR modes, as well as any intermediate replication modes, was suggested [1, 2] . This model provides a reasonably good fit to the observed TuMV data and is equally applicable to the positiveand negative-sense ssRNA viruses. The model was shown to be globally asymptotically stable [16] and structurally stable. While this model brought important insights into the problem, its weakness is that it is related to a comparatively simple deterministic model with a rather limited ability to reflect the complexity of real-life biological systems. In such a situation, the use of stochastic models, where the complexity and uncertainty of real-life systems can be to some extend captured by stochastic perturbations, appears to be a natural choice.
Stochasticity is an unavoidable factor at the early stages of virus infection. Since infection starts with one or very few viral particles entering the cell, the likelihood that each viral component finds its right cellular partners in a molecularly crowed within-cell environment is relatively low. Consequently, the outcome of infection is highly likely to be affected by the variability in the initial molecular interactions between the virus and host cell resources. The impact of this inherent stochasticity in ssRNA virus replication has not been properly addressed yet from a theoretical perspective, with the recent paper by Sardanyés et al. [17] being a first attempt in this direction. This study confirmed the important role of noise in the amplification of ssRNAs and found that it may even induced bistability in the system, a theoretical prediction that has not yet been observed in real viral systems. The objective of this contribution is to explore the model stability with respect to stochastic perturbations. To address this issue, in this paper we formulate a stochastically perturbed version of the model and establish its stability applying the direct Lyapunov method.
Deterministic model and its basic properties
The within-cell amplification dynamics of genomic and antigenomic strands can be described by the following differential equations [1, 2, 3] :
In this model, p(t) and m(t) are concentrations of genomic (p) and antigenomic (m) viral RNAs, respectively. Positive parameters r and αr are the amplification rates of the viral genomic and antigenomic RNA molecules by the viral replicase. Factor α ∈ (0, 1] allows to represent the replication rate of antigenomic strands as a fraction of the replication rate of the genomic strands. When α = 1, both strands replicate at the same rate and thus the mode of replication is purely GR. As α → 0, amplification is closer to the SMR mode. K > 0 is the cellular carrying capacity that limits the total amount of RNA molecules that can be produced in a cell, and δ and σ are the genomic degradation rates of sense and antisense RNA molecules, respectively. The system is defined in triangle
which is system phase space. The original model was formulated for a positive-sense ssRNA virus, but it is symmetric, and hence it is equally applicable to negative-sense ss-RNA viruses, and this is why here we use the more general terminology genomic/antigenomic or sense/antisense.
It is easy to see that dM dt < 0 holds for all p + m ≥ K, and hence segment p + m = K of the boundary Ω is impenetrable from Ω.
holds for all m ≤ K, and hence segment p = 0 of the boundary is impenetrable from Ω as well. Likewise,
holds at m = 0 for all p ≤ K, and hence segment m = 0 of the boundary is impenetrable from Ω. This completes the proof.
The positive invariance means that any trajectory initiated in triangle Ω remains there indefinitely.
Equilibrium states.
It is easy to see that the origin E 0 = (0, 0) is an equilibrium state of the model. Apart from the origin, the model can have a positive equilibrium state E + = (p * , m * ), where both sub-populations coexist.
Indeed, equilibrium states of this system satisfy equalities
(where b = 1/K), and, hence, σm 2 = αδp 2 holds at an equilibrium state. Let us suppose that equilibrium levels p * and m * are nonzero and are of the same signs (are positive, as we are interested in positive p and m only). Then
Denoting (4) R 0 = r α δσ and substituting (3) into (2), we obtain equality
This immediately yields equilibrium state E + = (p * , m * ), where
Please note that
The value R 0 has an obvious biological interpretation: it is the basic RNA reproduction number, that is an average number of viral RNA produced by a single RNA for its entire lifespan under the most favorable conditions, that is when p + m ≪ K holds. It is obvious, therefore, that R 0 > 1 is essential for persistence of virus within a cell: it is easy to see in (5) that equilibrium state E + is located in the positive quadrant of the real plane if and only if R 0 > 1 and that for all R 0 < 1 values p * and m * are negative. At R 0 = 1 equilibria E 0 and E + merge at the origin; that is, a saddle-node bifurcation occurs at R 0 = 1.
Proof. Let us consider Lyapunov function
The Lyapunov function satisfies
That is, R 0 ≤ 1 is sufficient to ensure that dW dt < 0 for all (p, m) ∈ Ω apart from E 0 = (0, 0) (where dW dt = 0). By Lyapunov asymptotic stability theorem, and recalling that, by Lemma 2.1, Ω in a positive invariant set of system (1), equilibrium state E 0 is globally asymptotically stable (in Ω).
The global asymptotic stability of equilibrium state E + for R 0 > 1 was proven by J. Sardanyés et al. [16] using Dulac's criterion. Indeed, let us consider the divergence ∇f of vector field f = (ṗ,ṁ) defined by equations (1). It is easy to see that
That is, ∇f < 0 in Ω (in fact, the inequality holds for all p, m ≥ 0), and hence, by Dulac's criterion, there is no limit cycles in Ω. Taking into consideration the positive invariance of set Ω, that points E 0 and E + are the only equilibrium states of system (1) in Ω, and that for all R 0 > 1 E 0 is unstable whereas E + is locally stable, by the Andronov theorem [18] , the equilibrium state E + , when it exists in Ω (that is for all R 0 > 1), is globally asymptotically stable. Please note that the global asymptotic stability in Ω of equilibrium state E 0 for R 0 ≤ 1 can be proven by the same arguments. 
Substituting this equality into (2) we have
This yields another equilibrium state E (+−) = (p (+−) , m (+−) ) with
It is easy to see that p (+−) > 0 and m (+−) < 0 when R 0 < r/δ, or p (+−) < 0 and m (+−) > 0 when R 0 > r/δ. At R 0 = r/δ both, p (+−) and m (+−) , take infinite values.
Stochastic perturbations, centralization and linearization
Let us assume that the considered system (1) is exposed to stochastic perturbations that are of the type of white noise and are proportional to a deviation of the system state (p, m) from the equilibrium E + = (p * , m * ). In this case we obtain the system of Itô's stochastic differential equations
where ω 1 , ω 2 are constants and w 1 (t), w 2 (t) are mutually independent standard Wiener processes [19, 20] . Please note that for the proposed type of stochastic perturbations the equilibrium state E + = (p * , m * ) of the deterministic model (1) is also a solution to the system of stochastic differential equations (6) . This type of stochastic perturbation was firstly introduced in [21] and thereafter was extensively applied to a variety of mathematical models (see [20, 22, 23] and references therein).
To centralize system (6) around equilibrium state E + = (p * , m * ), we substitute p = x 1 + p * and m = x 2 + m * into (6). Then, using (2), we obtain the following system of nonlinear stochastic differential equations:
where (8)
The equilibrium state E + = (p * , m * ) of system (6) is stable if and only if the zero solution of system (7) is stable. (Please note that, for the sake of simplicity, here and below stochastic differential equations are written in the form of derivatives, i.e.ẋ = a + bẇ, understanding by this the differential form dx = adt + bdw.) (11) is called mean square stable, if for each ε > 0 there exists δ > 0 such that E|y(t, y 0 )| 2 < ε (y = (y 1 , y 2 )) holds for all t ≥ 0, provided that E|y 0 | 2 < δ. The solution is asymptotically mean square stable, if it is mean square stable, and, for any initial value y 0 , lim t→∞ E|y(t, y 0 )| 2 = 0.
Definition 4.2. The zero solution of system (7) is called stable in probability, if, for any ε 1 > 0 and ε 2 > 0, there exists δ > 0 such that, for any initial value x 0 , solution x(t, x 0 ) (x = (x 1 , x 2 )) to equation (7) satisfies condition P{sup t≥0 |x(t, x 0 )| > ε 1 } < ε 2 , where P{|x 0 | < δ} = 1.
Definition 4.3.
With the Itô stochastic differential equation (see [19] )
is associated the generator
where
Remark 4.1. The order of nonlinearity of the nonlinear system of stochastic differential equations (7) is higher than one. For such a system, sufficient conditions for the asymptotic mean square stability of the zero solution of the linear part of system (7), that is, in this case, of linear system (11)ẏ 1 (t) = a 11 y 1 (t) + a 12 y 2 (t) + ω 1 y 1 (t)ẇ 1 (t), y 2 (t) = a 21 y 1 (t) + a 22 y 2 (t) + ω 2 y 2 (t)ẇ 2 (t), are, at the same time, sufficient conditions for the stability in probability of the zero solution of nonlinear system (7) (see [20] , p. 130).
Let us denote (12)
and represent the system (11) in the matrix form
Lemma 4.1. Suppose that T r(A) < 0, det(A) > 0 and
Then the zero solution of system (11) is asymptotically mean square stable.
Proof. (See [20] ) Conditions T r(A) < 0, det(A) > 0 ensure that matrix equation P A + A ′ P = −Q has a positive definite solution P = p ij . For matrix A the elements of matrix P are (15)
Let L denote the generator of equation (13). Lyapunov function v(y) = y ′ P y satisfies
. That is, if here exists q > 0 such that
hold, then Lv(y(t)) is negative definite, whereas v(y) is positive definite, and, therefore, the zero solution of equation (13) is asymptotically mean square stable. Substituting (15) into (17), we obtain
From these inequalities we have
That is, if
γ 2 holds, then there exists q > 0 such that (18) , and, therefore, (17) holds.
Inequality (19) holds by Lemma's hypotheses. Indeed, by the first of the inequalities (14), we can rewrite inequality (19) as (20) 
Immediately, from the definitions of A 1 and A 2 , we have
. Hence, it suffices to show that
holds. From (21),
and hence
Therefore, inequality (22) is equivalent to the second equation in (14) . The proof is completed.
Remark 4.2. Note that (23) ensures that the right-hand part of the second inequality in (14) is positive.
4.2.
Stability of equilibrium E + .
Theorem 4.1. Suppose that R 0 > 1 and that conditions (14) hold. Then equilibrium state E + of the stochastically perturbed system (6) is stable in probability.
Proof. By Remark 4.1 and Lemma 4.1, it is sufficient to show that T r(A) < 0 and det(A) > 0 hold for equilibrium state E + . For system (11),
and hence T r(A) < 0 for all positive (and hence all practically relevant) values of system (11) parameters. Furthermore,
Here, by (5),
Substituting (25) and (26) into (24) and using the definition of R 0 (4), we obtain det(A) =δσ + rδ(R 0 − 1)
Hence, R 0 > 1 is necessary and sufficient condition for the positivity of det(A). The proof is now completed. , then equilibrium state E 0 of the stochastically perturbed system (6) is stable in probability.
Conclusion
To study impact of stochastic perturbations on the dynamics of a deterministic RNA virus amplification model (1) that was earlier proposed in [1, 2] , in this paper we considered stability of a stochastic model, which is a straightforward extension of the original model (1) . To analyze the properties of this stochastically perturbed model, we used the direct Lyapunov methods. The results of our analysis show that the positive equilibrium state of the stochastically perturbed model is stable in probability for all R 0 > 1, whereas the virus-free equilibrium state E 0 at the origin is stable in probability when R 0 < 1. These results confirm that deterministic model (1) is fairly robust with respect to stochastic perturbations, and that it is unlikely that perturbations of practically realistic magnitudes would be able to significantly change the model dynamics.
