INTRODUCTION

The Need for Data Compression
The use of stochastic scenarios is becoming increasingly popular in actuarial modelling versus deterministic approaches. The current trend is towards the use of nested stochastic scenarios (Reynolds and Man, 2008) . Such simulations are useful to insurers who wish to see a robust probabilistic distribution of possible present values across a range of future scenarios. However, it is not computationally practical to run nested stochastic simulations for large data sets, particularly where products have moving parts or heavy optionality. While insurers generally have sufficient computing power to perform seriatim (full data) calculations for single scenario forecasts, or even for a moderate number of scenarios, the use of nested stochastics dramatically increases run time.
Milliman have developed a data compression method using cluster analysis (Freedman and Reynolds, 2008) that makes nested stochastic modelling and massive stochastic runs practical. Millions of assets or liabilities can be well represented by a user-specified number of representative policies, typically a few hundred or a few thousand. The process can produce a good approximation to the results of a seriatim model across a range of economic or experience scenarios. It can be used for any asset class or product type and clustering solutions can be maintained and applied in a consistent manner at subsequent valuation dates.
Clustering
Clustering means identifying groups of similar objects in a data set, such that objects within clusters are more similar to each other than to objects in different clusters (Anderberg, 1973) . In this data compression application each group or cluster is ultimately represented by a single object from the cluster, which is a member of the original data set, scaled up by the total size of all the objects in the cluster. Similarity between objects, or rather dissimilarity, is measured by Euclidean distance in high-dimensional space according to p appropriately scaled "location variables", which can be any variables that it is desirable for the compressed data set to be able to closely reproduce. Typically when clustering, all observations in a data set are treated equally. However in this application the data are weighted: each object also has a "size variable", typically account value or face amount, meaning that larger objects will have more influence on the cluster locations than smaller ones. 
Data Compression by Clustering
A data set of N objects can be partitioned into G clusters, where G < N, by any clustering method. Given the cluster membership of each individual object, Milliman's data compression technique proceeds by reducing each cluster to a single representative policy.
The size of the representative policy for cluster k, Sk, is the sum of sizes of the objects within the cluster, Sk = ∑ =1 i, where wi is the size of object i and Nk is the number of objects in cluster k.
The location vector of the representative policy may be determined by several methods. It is required in this application that it be equal to the location of an actual object (original policy) in the cluster for subsequent modeling purposes. The centroid of cluster k is defined as its size-weighted mean location vector:
The optimal clustering solution is the one that partitions the data into clusters that can be best represented by single objects. Several means of selecting a cluster's representative policy are considered.
Nearest to Centroid Selection
The 
Random Selection
The location vector of the representative policy for each cluster is set equal to that of an object selected completely at random from the cluster.
Random Selection Weighted by Size
The location vector of the representative policy for each cluster is set equal to that of an object selected at random from the cluster, with the probability of an object being selected proportional to its size, wi.
Random Selection Weighted by Distance to Centroid
The location vector of the representative policy for each cluster is equal to that of an object selected at random from the cluster, with the probability of an object being II I selected inversely proportional to its distance from the centroid of its cluster, d (xi, x̄k) . This serves as a proxy for using a policy's contribution to the model likelihood (see Section 3.4) as a weight for its probability of selection.
Modified centroid selection
If the clusters are arranged (1,2 ..,k,…G) General Account Value In Force 1 Ratchet -one means by which benefit bases for variable annuity policyholders can grow. "Ratchet" generally means that a policyholder's benefit base will reset to the maximum of the current value or a set of previous values (as money grows in equity/bond funds). The frequency of these "resets" is specified in policyholder contracts.
2 Rollup -another means by which benefit bases for variable annuity policyholders can grow. "Rollup" generally implies that a policyholder's benefit base will grow at a specified rate of interest until a specified time or policyholder action, again specified in the policyholder contract.
3 ROP -stands for "return of premium", a standard guarantee in variable annuity contracts where the policyholder is generally guaranteed a benefit base equivalent to the initial premium he/she paid. 
METHODOLOGY
Scaling the Variables
The location variables used are based on dollar amounts of various initial and present values. Prior to clustering, they are scaled as follows:
1) The values are unitized -each policy is divided by its size so that values are expressed in per-dollar amounts.
2) The variables are standardized -the values for each variable are divided by the size-weighted standard deviation of that variable.
3) Finally, if weights are being used, the values for each variable are then multiplied by the appropriate weight.
Current Method: Milliman's Nonparametric Clustering
A variety of non-parametric clustering algorithms exist.
The one developed and currently used by Freedman and Reynolds (2008) , which is tailored to suit weighted data, proceeds as follows, using the size and location variables described:
1) The dissimilarity dij (Euclidean distance) between every pair of policies is calculated (Equation I).
2) The "importance" of each policy, defined as its size wi multiplied by the dissimilarity with its nearest neighbour, is calculated. Following the notation set out in Equations I and II, the importance of policy i, Ii, can be expressed as: and at each step merges the "least important" cluster with its nearest neighbour.
In Ward's minimum variance method for hierarchical clustering (Ward, 1963 ) the pair of clusters to be merged at each step is the pair that will lead to the smallest increase in total within-cluster variance.
For G clusters, each comprising of Nk objects with p variables, k = 1,2,3…G, total within-cluster variance is given by:
where x̄kj is the mean value of the j th variable in the k th cluster. The hclust.vector function in the fastcluster R package (Müllner, 2013) 
K-medoids Clustering
K-medoids clustering, or partitioning-around-medoids (Van der Laan et al., 2003) , is an algorithm for partitioning data into a fixed number of clusters, k.
Given some initial partition, the medoid, or the actual observation from the data set closest to the centroid, of each cluster is identified and objects are reassigned to the cluster whose centroid is closest. This process is repeated until no more observations are moved. Clusters will be similarly sized, linearly separable and approximately spherical. It is preferable to the betterknown k-means method in this context because it centres the clusters around actual objects from the data set rather than the locations of the theoretical means.
Typically when clustering, all objects in the data set are treated equally. Ackerman et al. (2012) Mesía,et al., 2008) , gene expression microarray data (Mar and McLachlan, 2003) , imaging (Neumann et al., 2008) and food science (Murphy et al., 2010 clustering notation for models, where cluster behavior is encapsulated using a three letter convention, the letters respectively denoting the volume, shape and orientation of the clusters. 
where νk is the number of independent model parameters, ϴk, to be estimated in model Mk, X is the data and n is the number of observations.
The BIC favours simpler models and penalizes betterfitting models for using too many parameters. In this application, the partitioning of the data is all that ultimately matters so there is no theoretical disadvantage to having too complex a model. Large data sets will, by definition, admit more complex models (Fayyad and Smyth, 1995) . Therefore the best fitting model will, in theory, be the most flexible, VVV.
However, it will be shown in the following sections that the computational cost of fitting complex models can be prohibitive when there are large numbers of clusters and variables and that some constraints can be beneficial when clustering for data compression.
Often, in clustering problems, there is interest in the number of clusters, G, present in the data set and in the distinctions between the groups. In this case, however, the level of compression is specified in advance and there is no concern as to whether, for example, a 999 or 1001-cluster solution has a better fit than 1000. Instead, the data are forcibly partitioned into a pre-specified number of groups.
The EM Algorithm and Weighted Data
The The likelihood function, L and the complete data likelihood function, Lc, for the finite mixture of normal distributions are specified as
Taking natural logarithms, the log-likelihood function l and the complete log-likelihood function lc are then:
However, since our data are weighted, each policy has a size variable as well as location variables. This is to ensure that the cluster locations are influenced more by x y zik larger policies than smaller ones. A method is described by Murphy and Scrucca (2012) whereby the contribution of each observation to the log-likelihood, and hence to model fit, has a weight. In this case the weighted log-likelihood l w and complete log-likelihood functions lc w are defined as:
where wi is the size of policy i, scaled to ensure that 
Initialization of the EM Algorithm
The EM algorithm has a linear rate of convergence, which can sometimes be very slow (Fraley et al., 2005) and can result in a solution that is only locally optimal obtain an initial estimate of model parameters (Wehrens et al., 2004) but the large sample size required to initialize a set of parameters for thousands of clusters would defeat the purpose of that approach for this endeavour.
Dealing with Large Numbers of Variables
When clustering, policies are envisaged as having locations in high-dimensional space. In this case, with such a large number of location variables (54), the massive volume of space required can make it difficult to fit models to the data (Donoho, 2000). There is a large number of variables and many of them are strongly correlated with each other, which may pose a challenge in applying model-based clustering. A dimension reduction step such as principal component analysis (Pearson, 1901; Jolliffe, 2002) , factor analysis (Spearman, 1904; Harman, 1960) Chang (1983) derives the result that data projection using principal components does not necessarily produce the optimal model-based clustering structure for data generated from a mixture of multivariate normal distributions.
Nevertheless, a moderate number of components, compared to the large number of original variables, can describe dissimilarities between objects well in practise clear, for example, that using 9 principal components effectively means retaining 91.5% of the information in the data set; while using 15 retains 97.3%. Clustering is performed using both 9 and 15 principal components.
While the principal components are uncorrelated with each other globally, there may be correlation within clusters.
FACTOR ANALYSIS
Factor analysis is a more elaborate statistical method for The orthogonal factor analysis model assumes that each factor f follows a zero-mean, unit-variance, Gaussian distribution. The (q* x p) factor loadings matrix Λ is calculated such that:
where ϵ is a p-dimensional zero-mean Gaussian noise vector with diagonal covariance matrix ψ. 
Dealing with Large Numbers of Clusters
The In
Step 1, pure random sampling is not used but rather objects are sampled with probability inversely proportional to their size. This ensures that any objects that escape the sampling are likely to be large enough to merit ending up as cluster centres. Wehrens et al. (2004) suggest that a sample size of 2500 is sufficient and that there is no marked advantage to using larger samples than this size. The final step, which is non-parametric, can again be implemented efficiently in R using the FNN package. This is equivalent to a single step in an iteration of k-medoids clustering.
The range for the number of clusters fitted to each sample should include the sample size multiplied by the overall G/N compression ratio. If a specific number of final clusters is required, then it is necessary to fix G in the final iteration. This method can be applied to nonweighted data by initially assigning each object a weight of 1 and allowing them to be merged subsequently.
RESULTS
The aim of the application is to use cluster analysis to produce a compressed data set that replicates the behavior of the seriatim (full) data set as closely as possible. The representative policies produced by the cluster analysis will then be used to perform a series of stochastic simulations. Results obtained by various clustering methods at the five levels of compression are compared and contrasted.
Assessing Clustering Methods: Weighted Sums of Squares
Recall that, prior to scaling, the location variables are 
Variable Reduction
The computational costs of performing model-based clustering on a large data set with 54 variables can be prohibitive at some levels of compression. However, since many of the variables are highly correlated, a dimension reduction technique can be used. Therefore both principal component analysis (PCA) and factor analysis (FA) were used to express the data in terms of 15 variables prior to clustering. With PCA, 15 components accounts for 97.3% of the variation in the data. In Figure 8 , the WSS is calculated for solutions with 300, 400, 500, … 7,000 clusters based on Ward's minimum variance method for hierarchical clustering using the PCA data, the FA data and the full data.
Results obtained using 9 instead of 15 principal components or using factor analysis were of much lower quality. However factor analysis may provide a useful alternative to PCA for alternative data sets.
Figure 8 represents three key findings: firstly that using 15 principal components is as good as using the full set of 54 location variables to cluster the data, while using the 15 factors obtained by orthogonal factor analysis is not. Figure 8 also shows that there is no substantial decrease in WSS as the number of clusters rises above 3000. This suggests that when using clustering for data compression, 3000 clusters should provide a good representation of the full data set and substantially better representations cannot necessarily be obtained even by using 5000 clusters or more. In this sense, Figure 8 can be viewed as a tool to help practitioners select the "optimal" compression level, if one is to be chosen, where for this data set 3000 representative policies appears to strike a good balance between computational burden and ensuring that the compressed data set contains representative policies that give an accurate portrayal of the full data. Finally, while the WSS generally decreases as the number of clusters increases, it does not do so smoothly, particularly for smaller numbers of clusters. This is because part of the error measured by the WSS statistic, which is due to discrepancies between the theoretical cluster centres and the actual representative objects, is random. PCA variable reduction with 15 components is hence the preferred method employed in the remainder of the paper.
Goodness of Fit Within Sample
The goodness of fit of compressed data sets obtained by different clustering methods is measured according to the location variable totals at each level of compression. While the WSS is a more relevant measure for a clustering solution in this particular application, it has a random element and should be treated as an indicative rather than a decisive measure. Where segmentation is used, the data are split into four roughly equally-sized segments according to the categorical variable IB Reinsurance Treaty. Modelbased clustering is then used to partition to each segment. Table A2 shows all location variable totals for a variety of 250-cluster models as percentages of the seriatim values.
At this level of compression, the non-parametric approaches (Ward, k-means and k-medoids) outperform the model-based clustering approaches, the best of which still outperforms Milliman's method (see Figure   11 ). The segmentation approach performed particularly
poorly. It appears that policies that ought to have been clustered together were artificially kept apart by the segmentation. This has important ramifications for insurers, many of whom frequently assume that such categorical variables give good policy separation. 
2500 CLUSTERS
For 2500 clusters and above, EII was the only modelbased method that could be implemented directly.
Ward's method is the best according to WSS, while the EII partition, obtained by a high-powered computer using feedback sampling, is better than the remaining non-parametric methods (see Figure 13) . Table A4 shows all location variable totals for a variety of 2500-cluster models as percentages of the seriatim values.
5000 CLUSTERS
At this level of compression Ward's method is the best according to WSS, while feedback sampling with the model-based approach outperforms the other nonparametric methods (see Figure 14) . Table A5 shows all location variable totals for a variety of 5000-cluster models as percentages of the seriatim values. Tables A1-A5 according to the SSSD. Again it seems there is no negative implication for goodness of fit using the model-based approach with covariance structures different from the EII structure implied by Milliman's method, which was used for initialization purposes.
Goodness of Fit Out of Sample
KOLMOGOROV-SMIRNOV TEST
The two-sample Kolmogorov-Smirnov test compares the distributions of data from two samples. The null hypothesis is that both come from the same probability distribution. In this case the first sample will be the present values of a particular variable in the 1000 scenarios according to the seriatim data and the second sample the same values according to a compressed data set formed by some clustering technique.
A high p-value indicates that the two samples come from the same distribution, and hence the compressed data set is a good representation of the seriatim data for that variable. If the p-value is low the null hypothesis is rejected and the conclusion is that the compressed data set is a poor representation of the seriatim data for that scenarios rather than on a scenario-by-scenario basis.
Next these SSS values are scaled so that the standard deviation for each variable is one, producing the SSS results in Table A8 . This allows the calculation of the "Total" column, a single-figure summary for each clustering method:
Since the statistics are based on the sum of squared differences between the modelled values and the seriatim values, the better-performing methods are those with lower SSS statistics. It can be seen that modelbased clustering performs best across all variables for 50 and 5000 clusters respectively (the latter employing feedback sampling). Ward's method is optimal at 250 clusters and k-medoids has the lowest SSS for 1000 and 2500 clusters.
M&E FEE INCOME
Kolmogorov-Smirnov tests were performed to compare each of the compressed data sets to the seriatim values. The higher p-values for Ward's method (see Table 1) indicate that it has resulted in a better fit than Milliman's method for this variable when compressing to 250 clusters. Model-based and k-medoids methods perform well for larger numbers of clusters. Figure 15 shows the distribution of the present value of this 
MAINTENANCE EXPENSES
For the policy maintenance expenses variable, the pvalue from the Kolmogorov-Smirnov test is almost zero in all but two of the fitted models (see Table 2 ). While this implies that most of these models poorly represent this variable, the p-value is based on a test statistic that can still be examined to give an indication of relative goodness of fit. A lower value of the test statistic indicates better fit, meaning that Ward's method provides a better representation of this variable than
Milliman's, particularly in the 2500 and 250-cluster solutions (see Table 3 ). The model-based approach based on feedback sampling is optimal for 1000 and 5000 cluster solutions. Hence it is reassuring to observe that, if there is a concern as to the potential underestimation of variance by the policy nearest centroid selection method, random selection of representative policy using one of the three available sets of weights provides a viable alternative that can still provide a high quality compression.
It is interesting to note that the modified centroid 
CTE70
The CTE (conditional tail expectation) 70 is a summary 
CONCLUSIONS
A large number of clustering algorithms exist. The most appropriate one depends on the nature of the data, the purpose of the clustering and the level of compression.
Within sample, the model-based, k-medoids and Ward 
Variable Weights
Prior to clustering, each variable was assigned a weight.
When analysing the compressed data sets, it is apparent that some variables are more accurately represented than others. When clustering for a specific purpose, e.g.
for the calculation of the CTE70, which focuses only on the worst-case scenarios, that purpose should be reflected in the variable weights.
A technique such as boosting (Bauer and Kohavi, 2009) , which is used in classification algorithms, can be used to optimize the variable weights. After an initial clustering solution is obtained, the worst-fitting variables can be identified. These can then be given larger weights and the clustering performed again until all variables appear sufficiently well represented.
Bayesian Model Averaging
It is possible to obtain partitions from a variety of 
