Abstract. We show that in the generic case the smooth noncommutative tori associated to two n×n real skew-symmetric matrices are Morita equivalent if and only if the matrices are in the same orbit of the natural SO(n, n| Z) action.
Introduction
Let n ≥ 2 and denote by T n the space of n × n real skew-symmetric matrices. For each θ ∈ T n the corresponding n-dimensional noncommutative torus A θ is defined as the universal C*-algebra generated by unitaries U 1 , · · ·, U n satisfying the relation
where e(t) = e 2πit . Noncommutative tori are one of the canonical examples in noncommutative differential geometry [34, 10] .
One may also consider the smooth version A ∞ θ of a noncommutative torus, which is the algebra of formal series 
. This is the space of smooth elements of A θ for the canonical action of T n on A θ . A notion of Morita equivalence of C*-algebras (as an analogue of Morita equivalence of unital rings [1, Chapter 6] ) was introduced by Rieffel in [31, 33] . This is now often called Rieffel-Morita equivalence. It is known that two unital C*-algebras are Morita equivalent as unital C-algebras if and only if they are Rieffel-Morita equivalent [2, Theorem 1.8]. Rieffel-Morita equivalent C*-algebras share a lot in common such as equivalent categories of Hilbert C*-modules, isomorphic K-groups, etc., and hence are usually thought of as having the same geometry.
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In [36] Schwarz introduced the notion of complete Morita equivalence of smooth noncommutative tori, which includes Rieffel-Morita equivalence of the corresponding C*-algebras, but is stronger, and has important application in M(atrix) theory [36, 23] .
A natural question is to classify noncommutative tori and their smooth counterparts up to the various notions of Morita equivalence. Such results have important application to physics [11, 36] . For n = 2 this was done by Rieffel [32] . (For the earlier problem of isomorphism, see below.) In this case it does not matter what kind of Morita equivalence we are referring to: there is a (densely defined) action of the group GL(2, Z) on T 2 , and two matrices in T 2 give rise to Morita equivalent noncommutative tori or smooth noncommutative tori if and only if they are in the same orbit of this action, and also if and only if the ordered K 0 -groups of the algebras are isomorphic. The higher dimensional case is much more complicated and there are examples showing that the smooth counterparts of two Rieffel-Morita equivalent noncommutative tori may fail to be completely Morita equivalent [35] .
In [35] Rieffel and Schwarz found a (densely defined) action of the group SO(n, n| Z) on T n generalizing the above GL(2, Z) action. Recall that O(n, n| R) denotes the group of linear transformations of the vector space R 2n preserving the quadratic form x 1 x n+1 + x 2 x n+2 + · · · + x n x 2n , and that SO(n, n| Z) refers to the subgroup of O(n, n| R) consisting of matrices with integer entries and determinant 1.
Following [35] , let us write the elements of O(n, n| R) in 2 × 2 block form:
Then A, B, C, and D are arbitrary n × n matrices satisfying 
whenever Cθ + D is invertible. There is a dense subset of T n on which the action of every g ∈ SO(n, n| Z) is defined [35, page 291] .
After the work of Rieffel, Schwarz, and the second named author in [35, 36, 24] (see also [39] ) it is now known that two matrices in T n give completely Morita equivalent smooth noncommutative tori (in the sense of [36] ) if and only if they are in the same orbit of the SO(n, n| Z) action.
Phillips has been able to show that two simple noncommutative tori are Rieffel-Morita equivalent if and only if their ordered K 0 -groups are isomorphic [29, Remark 7.9] . Using the result in [24] and Phillips's result, recently we have completed the classification of noncommutative tori up to Rieffel-Morita equivalence [17] . In general, two noncommutative tori are Rieffel-Morita equivalent if and only if they have isomorphic ordered K 0 -groups and centers.
It remains to classify smooth noncommutative tori up to Morita equivalence as unital algebras. We shall consider a natural subset T n ⊆ T n which can be described both algebraically in terms of the properties of the algebra A Cuntz, Goodman, Jorgensen, and the first named author showed that two matrices in T n ∩ T n give isomorphic smooth noncommutative tori if and only if the associated skew-symmetric bicharacters of Z n are isomorphic [13] . This result is essentially a special case of Theorem 1.1, and the proof of it obtained in this way (see Remark 5.8) is new.
Schwarz proved the "only if" part of Theorem 1.1 (2) in the context of complete Morita equivalence [36, Section 5] . His proof is based on the Chern character [8, 16] , which is essentially a topological algebra invariant. In order to show that his argument still works in our situation, we have to show that a purely algebraic Morita equivalence between smooth noncommutative tori is automatically "topological" in a suitable sense. For this purpose and also for the proof of Theorem 1.1(1), in Sections 2 and 3 we show that any algebraic isomorphism between two "smooth algebras" (see Remark 2.5 below) is continuous and any derivation of a "smooth algebra" is continuous. These are the noncommutative analogues of the following well-known facts in classical differential geometry: any algebraic isomorphism between the smooth function algebras of two smooth manifolds corresponds to a diffeomorphism between the manifolds, and any derivation of the smooth function algebra corresponds to a (complexified) smooth vector field on the manifold. We introduce the set T n and prove Theorem 1.1(1) in Section 4. Theorem 1.1(2) will be proved in Section 5.
Throughout this paper A will be a C*-algebra, and A ∞ will be a dense sub- * -algebra of A closed under the holomorphic functional calculus (after the adjunction of a unit) and equipped with a Fréchet space topology stronger than the C*-algebra norm topology. Unless otherwise specified, the topology considered on A ∞ will always be this Fréchet topology.
We thank the referees and Ryszard Nest for very helpful comments. This work was carried out while H. Li was at the University of Toronto.
Continuity of Algebra Isomorphisms
In this section we shall prove Proposition 2.2 and Theorem 2.3, which indicate that the topology of A ∞ necessarily behaves well with respect to the algebra structure.
Proof. We shall use the closed graph theorem [3, Corollary 48.6] 
Next, we use the closed graph theorem (cf. above) to show that
. By the preceding inequality we have 
It is routine to check that B k is a sub- * -algebra of B and has the Fréchet topology determined by the seminorms [12, 20] . In such a case, it is a result of Ji [21, Theorem 1.3] Theorem 3.4 is useful for determining the derivations of various smooth (twisted) group algebras. As an example, let us determine the derivations of the smooth group algebra of the 3-dimensional discrete Heisenberg group H 3 . This group is the multiplicative group
It is also the universal group generated by two elements U and V such that W = V U V 
where {a p,q,r } is in the Schwartz space S(Z 
and extend them continuously to H ∞ (H 3 ) using (3). We shall denote these extensions also by ∂ U and ∂ V . It is a result of Hadfield that every derivation δ : 
In view of Lemma 2.1, to prove Theorem 3.4 it suffices to prove
The proof of Lemma 3.6 is similar to that of [27, Theorem 1] and [6, Theorem 3.1] . For the convenience of the reader, we repeat the main arguments in our present setting below (in which the seminorms may not be submultiplicative). 
Lemma 3.7. Let I be a closed (two-sided) ideal of A such that A/I is infinite-dimensional. Then there exists b ∈ (A ∞
sa ) has finite spectrum (in A/I). We assert that there exist nonzero pro-
Since b has finite spectrum (in A/I) we can find a nonzero projection P ∈ Q j AQ j with P = Q j . Since Q j AQ j is infinite-dimensional it is easy to see that either P AP or (Q j − P )A(Q j − P ) has to be infinite-dimensional. (Recall that A/I is a C*-algebra.) We may now choose P j+1 to be one of P and Q j − P in such a way that Q j+1 AQ j+1 is infinite-dimensional, where 
Since the convergence holds in particular in A, it follows that ϕ(b) = ∞ n=1 λ n P n , the convergence being with respect to the norm topology on A/I. In particular, we have that λ m → 0. Since also λ m = 0 we see that ϕ(b) has infinite spectrum (in A/I). This contradicts the assumption to the contrary, which is therefore false. In other words, A sa = ϕ((A ∞ ) sa ) contains an element with infinite spectrum (in A/I). 
Let d be as in the proof of Lemma 3. 
which is a contradiction. The assumption that A/I is infinite-dimensional is therefore not tenable. We must conclude that A/I is finite-dimensional.
The Generic Set
In this section we shall define the set T n and prove the part (1) of Theorem 1.1.
Denote by Der(A ∞ θ ) the linear space of derivations δ :
. One may also describe the C * -algebra A θ as the universal C*-algebra generated by unitaries {U x } x∈Z n satisfying the relations
where σ θ (x, y) = e((x · θy)/2). In this description the smooth algebra A One may identify T n with R n(n−1) 2 in a natural way. We may therefore talk about Lebesgue measure on T n .
and all h ∈ Z n , then g = 0 [38, Theorem 3.7] . (In fact, the converse is also true, though we don't need this fact here.) If ρ θ is nondegenerate, and for every 
whereT n consists of θ = (θ jk ) ∈ T n with 0 ≤ θ jk < 1 for all 1 ≤ j < k ≤ n. Denote Lebesgue measure on T n by µ. It suffices to show that µ(T n \ T n ) = 0. If there is some polynomial f in
, then both ρ θ is nondegenerate and the required growth condition is satisfied-in other
, and consider the set 
We shall now give two other characterizations of T n , one in Corollary 4.10, in terms of the properties of the algebra, and one in Proposition 4.11, in terms of the number-theoretical properties of θ. We need the following well-known fact. 
Proof. The element a is in the center of
Recall that the topology considered on A ∞ θ will always be the Fréchet topology, unless otherwise specified. 
Proof. The proof is similar to that of [6, Corollary 3.3.4] Denote by T n the subset of T n consisting of θ's such that ρ θ is nondegenerate. Let us indicate how to deduce the weaker form of the part (1) of Theorem 1.1 with T n replaced by T n ∩ T n from [28] In [5] Boca introduced a certain subset of T n the complement of which has Lebesgue measure 0 and which is also described number theoretically. His set is contained in T n . We do not know whether his set is the same as T n ∩ T n or not.
is inner if and only if Q ∈ S(Z n
To prove the part (1) of Theorem 1.1 we start with some general facts about the comparison of derivation spaces for Morita equivalent algebras. Let A be a unital algebra. Let E be a finitely generated projective right A-module and set End(E A ) = B. If we take an isomorphism of right A-modules E → p(kA) for some projection p ∈ M k (A), where kA is the direct sum of k copies of A as right A-modules with vectors written as columns, then we have an induced isomorphism B → pM k (A)p. Let δ ∈ Der(A). Recall that a connection [8] for (E A , δ) is a linear map ∇ : E → E satisfying the Leibnitz rule
for all f ∈ E and a ∈ A. Let us say that a pair (δ , δ) ∈ Der(B)×Der(A) is compatible if there is a linear map ∇ : E → E which is a connection for both ( B E, δ ) and (E A , δ). One checks easily that for every δ ∈ Der(A) there exists δ ∈ Der(B) such that the pair (δ , δ) is compatible, and δ is unique up to adding an inner derivation. Explicitly, identifying E and B with p(kA) and pM k (A)p respectively as above, and extending δ to kA and M k (A) componentwise, one may choose ∇ and δ as defined by ∇(u) = p(δ(u)) for u ∈ p(kA) and δ (b) = pδ(b)p for b ∈ pM k (A)p respectively. There are several equivalent ways of defining Morita equivalence of algebras (see for instance [1, Section 22] ). Recall that a right Amodule E A of a unital algebra A is a generator if A A is a direct summand of rE A for some r ∈ N. We shall say that two unital algebras B and A are Morita equivalent if there exists a bimodule B E Aa Morita equivalence bimodule-such that E A and B E are finitely generated projective modules and also generators, and, furthermore, B = End(E A ), A = End( B E) [1, Theorem 22.2] . Now the part (1) of Theorem 1.1 follows from Corollary 4.10, Lemma 4.12 and Lemma 4.13.
The above proof employs the Fréchet topology on A ∞ θ . We give below a more algebraic proof. We are grateful to Ryszard Nest for suggesting using the Morita invariance of the module structure of H 1 (A, A) over the center of A for a unital algebra A.
The part (1) 
Proof of Theorem 1.1
In this section we prove the part (2) of Theorem 1.1. We recall first the theory of curvature introduced by Connes in [8] . Let E be a finitely generated projective right
Since complete Morita equivalence in the sense of Schwarz [36] Recall that T n is the subset of T n consisting of θ's such that ρ θ is nondegenerate. To prove the "only if" part of the statement for all n, we shall reduce it first to the case of matrices in T n ∩ T n . For this purpose, we need the following lemma, in which we consider also T 0 for convenience. 
. Then θ and θ are in the same orbit of the SO(n, n| Z) action. 
2 is an extension of Schwarz's result of [36, Section 5] , in which he proved Theorem 5.2 under the addition hypotheses that E is a Hilbert bimodule, ϕ maps L to L, and ∇ is a Hermitian connection.
We shall essentially follow Schwarz's argument. In order to show that his argument still works without these additional hypotheses, we have to make some preparations.
Let E A ∞ θ be a finitely generated projective right A 
Proof. We may assume that E = p(kA
, so we may assume that pu j = u j and v
Denote by τ θ the canonical trace on A ∞ θ defined by
Notice that, up to multiplication by a scalar, τ θ is the unique continuous
In the proof of the next lemma, which is trivial in the case E a Hilbert bimodule, we make crucial use of Theorem 2.3. Using either that p is full (since E A ∞ θ is a generator) or that τ θ is faithful one sees that τ θ (p) > 0. Therefore λ = 0.
) be a dense sub- * -algebra of a C*-algebra A (resp. B) closed under the holomorphic functional calculus and equipped with a Fréchet topology stronger than the C*-algebra norm topology. 
) to be the constant function with value p everywhere. Then
Since B ∞ E A ∞ is a Morita equivalence bimodule, the right module E A ∞ is a generator, which means that
is a finitely generated projective module and a generator. 
Proof. By Bott periodicity we have a natural isomorphism
By Lemma 5.6 the algebra C ∞ (T, A ∞ ) is closed under the holomorphic functional calculus, so we have a natural isomorphism
Finally, the Morita equivalence bimodule
gives us a natural isomorphism
We are ready to prove Theorem 5.2. 
Using the Chern character which was defined in [8] and calculated for noncommutative tori in [16] , Schwarz showed that in the case of complete Morita equivalence (not assumed here) the matrix
Our equations (6) and (7) are exactly the equations (49), (50) and (53) of [36] , in slightly different form. From the equation (6) above, Schwarz deduced
which is our desired conclusion, except for the assertion that the matrix g belongs to M 2n (Z) (and hence to SO(n, n| Z)). Note that although in the definition of the Chern character in [8] Connes required the connections to be Hermitian, all the arguments there hold for arbitrary connections. Using Lemma 5.5 one checks that Schwarz's argument to get (7) and (8) still works in our situation (in which neither the connection nor the Morita equivalence are Hermitian) except that now we can only say that V acts on F * and g is in SO(n, n| C); in other words, g might not be in M 2n (R) a priori. In the complete Morita equivalence case, referring to the fact that V maps Λ even (Z n ) into itself and satisfies (7) with g ∈ SO(n, n| R), Schwarz concluded that g ∈ M 2n (Z) for the case n > 2 (this is not true for n = 2), so that g ∈ SO(n, n| Z), as desired. We have not been able to understand this part of the argument, and so we shall follow another route: we assert that actually V extends all of ψ and hence maps all of Λ(Z Set g = g 1 g 2 g 3 g 4 . Then the equations (6) and (7) hold. Notice that each g k belongs to SO(n, n| C), i.e. it satisfies the equations (1) and has determinant 1. Hence so also does g.
Since V extends the automorphism ψ of Λ(Z n ), g is easily seen to be in M 2n (Z) by applying (7) to the canonical vectors 1 and a
