Abstract-This paper extends FSM, a recently proposed semantic data model that supports fuzziness, imprecision and uncertainty of real-world. More precisely, the paper proposes four new concepts, decisional grouping, inhibition, multiplicity and selection, which allows enhancing the modeling of real-world applications. It integrates these concepts in FSM by the definition of new decision rules.
INTRODUCTION
Different works have been interested to model and manipulate fuzzy, uncertain and imprecise data [10, 1, 2] . Most of these works introduce fuzziness only at the attribute level and consider that entities are fully encapsulated into their classes. This is very restrictive in many data-intensive applications (e.g. geographical and environmental information systems, decision support systems) in which it is often difficult to assign an entity to a particular class, mainly when this entity verifies only partially the properties of this class. So, several proposals to extend object-oriented and semantic database models have been proposed to support fuzziness, uncertainty and imprecision at the class definition level [6, 5, 7, 11, 9, 8, 3] . An entity may then be partially a member of its class according to a given degree of membership (d.o.m). These data models propose different formula to compute the d.o.m. The fuzzy semantic model (FSM) [3] defines the concept of decision rules, which are the basis for computing these degrees. However, FSM, as the other models, fails to support some semantic particularities relative to the computing of the d.o.m, which are very important in several applications.
The objective of this paper is to enrich FSM by some additional concepts to permit a more realistic computing of membership degrees. More precisely, the paper defines four new concepts, decisional grouping, inhibition, multiplicity and selection, which allows improving the modeling of real-world applications. It gives solutions to express these concepts in FSM by the definition of new decision rules.
The paper is organized as follows. Section II presents briefly the FSM and compares it to other proposals. Sections III-VI present the proposed extended concepts, which are successively: decisional grouping, inhibition, multiplicity and selection. Section VII concludes the paper.
II. RELATED WORK

A. Fuzzy semantic model
FSM allows taking into account uncertainty and imprecision both at the attribute and the class levels. It authorizes an entity to be partially member of its class according to a given d.o.m.
A fuzzy class in FSM is a collection of fuzzy entities having some similar properties. Fuzziness is thus induced whenever an entity verifies only (partially) some of these properties. In FSM we design by
(n ≥ 1) the set of properties which define a fuzzy class K. These properties may be derived from the attributes of the class and/or from common semantics. Each of them defines what is designed by decision rule in FSM formalism. Attribute-based decision rules are of the form: <Attribute_Name> <op><value> where op is a binary or a set operator. Operator op may be crisp or fuzzy. The degree to which each of these properties determines fuzzy class K is not the same. To ensure this, we associate to each property p i a non-negative weight w i reflecting its importance in deciding whether or not an entity e is a member of a given fuzzy class K. The d.o.m of the fuzzy entity e in fuzzy class K is: ( 1 ) where ν i is the value of the attribute on which property p i is based, for entity e, and )
is the partial membership function relative to property p i . Equation (1) is a generic formula, used as a basis to compute the membership degrees for different FSM constructs (association, generalization, specialization, aggregation, grouping and composition relationships, subclass/superclass relationships) (see [3, 4] for more details). Figure 1 illustrates an extract from a FSM model relative to the medical domain and concerns the multiple sclerosis "MS" disease; it is a progressive demyelinization disease that progresses by periods of remissions and relapses, and whose cause remains not fully known. This model contains four classes: Patient, Consultation, Diagnostic_type and MS. Each patient is characterized by three simple and crisp attributes The weights of these decision rules are 0.5 and 0.6, respectively.
Example. Consider an aged patient e 1 for which the propriety Beginning_Age≥young is fully verified. The doctor observes that this patient has a recent significant tiredness symptom and values by 0.9 the level of verification of propriety Tiredness_Symptoms=high. This patient is defined as e 1 = {(1, p 1 ), (0.9, p 2 )}. The membership degree of entity e 1 to class MS, for this example, is computed as follows: Figure 1 . Extract from FSM model relative to multiple sclerosis "MS"
B. Other models
Since Enhanced FSM must support all concepts of FSM, i.e. it must ensure the bottom-up compatibility, it differs from other models of literature by the same elements. To define the d.o.m of an object in its class, the authors in [11] use a weighted sum of the inclusion degrees of the attribute values in the attribute ranges as they are defined at the class level. They use the relevance of attributes to classes as weights. In the proposal of [8] , the authors use a weighted sum of the inclusion degrees of the attribute values in the attribute domains where the importance of attributes to classes are used as weights. The inclusion degrees are computed differently in these two proposals. FSM uses the partial d.o.m instead of the inclusion degrees. The weights in the three proposals have similar interpretations. However, in [11, 8] all the attributes of the class are used to compute the d.o.m (although, an attribute can have zero as weight in order to eliminate it from consideration) but FSM can consider only a subset of attributes.
The extended FSM as it will be described in this paper is distinct from all these models by four new concepts. The concept of decisional grouping allows aggregating several decision rules when their joint presence has an important effect on the computing of the d.o.m of entities to classes. The concept of decisional inhibition allows modeling the cases where a decision rule inhibits partially or totally another decision rule. The concept of decisional multiplicity is useful to take into account situations where the presence of a decision rule may be optional or multiple (i.e. it can have 0 or more instances). Finally, the concept of decisional selection allows identifying the decision rule to use for computing the d.o.m.
III. DECISIONAL GROUPING CONCEPT
In the current version of FSM, attribute-based decision rules are based on one attribute only. There is no way to define rules requiring several attributes. Figure 2 shows, through an example, the limitation of FSM decision rules definition. Indeed, among MS symptoms we may cite the Neurological disorders and the resolutive onset. Taken separately, the attributes modeling these two symptoms have low weights (0.3 and 0.2, respectively). But when jointly present, these symptoms enhance the probability that the patient has MS. In this case, a much higher common weight, that may reach 0.9, should be used. But in FSM we can only define two distinct decision rules; each one is associated with one symptom, which is clearly not fully realistic. To avoid this limitation, we propose to add to FSM formalism the concept of decisional grouping, defined below. Note that a grouping does not inhibit the individual weights associated with the different grouped decision rules. Indeed, these weights still participate to compute the d.o.m of the entity: to the class when there is no joint effect; to the grouping otherwise.
Proposition 1.
The decisional grouping concept is graphically represented by a node related to the considered class by an arc and annotated by the common weight. The grouped decision rules are linked to this common node with different arcs, each is annotated by the weight associated with the decision rule. To ensure more flexibility to the application of the grouping concept, we propose to associate it, if necessary, with the totality constraint. decisional grouping, qualified hence as a total, to require the joint presence of all decision rules. The absence of one of the decision rules in the total grouping inhibits the effect of this grouping. When this constraint is not mentioned, the grouping applies even if some decision rules are absent. The totality constraint is graphically schematized by the letter T preceding the common weight.
Note that the grouping of two decision rules is implicitly total.
Proposition 4. The set X K should be extended, when necessary, to include the nodes participating the constitution of the class K: X K = {p 1 , p 2 , …, p m , n 1 , n 2 , …, n r }; (m+r ≥ 1). Accordingly, the d.o.m of an entity e into class K is computed as follows: ω is equal to: (i) the common weight of the grouping, when the state is defined by a joint presence of the grouped decision rules in the case of total grouping, or by a not total grouping; (ii) the sum of weights of the grouped decision rules, otherwise. This permits to inhibit the effects of the grouping and grouped decision rules are considered as if they were directly related to the class. Consider again the example of Figure 2 where two decision rules relative to the symptoms Neurological disorders and resolutive onset have been defined. The modeling of joint presence of these symptoms through the concept of decisional grouping is given in Figure 3 , where a common weight of 0.9 is associated with node n 1 , a weight of 0.3 is associated with the first decision rule and a weight of 0.2 is associated with the second decision rule.
Let e 1 and e 2 be two patients defined as follows: e 1 = { (0. 
The application of Equation (2) . In that case, this rule does not ensure a role of inhibition, but intervenes rather as a factor of decision for the whole part. (1, p 4 )}; e 4 = { (0, p 1 ), (0, p 2 ), (0.1, p 3 ), (1, p 4 )}, where p 1 , p To permit a decision rule to inhibit the effect of another rule while avoiding a direct participation in the computing of the membership degrees, we propose to enrich FSM with the concept of decisional inhibition, hereafter defined.
Definition 2:
Decisional inhibition concept. The concept of decisional inhibition is a means to inhibit the effects of a decision rule or a group of decision rules in the computing of the membership degrees. Inhibition may be total or partial and can be fuzzy according to a weight of inhibition. It requires the definition of an inhibition rule associated to the decision rule or to the group of rules to inhibit. The inhibition rule may be composed of a single decision rule or a group of inhibition rules, forming an inhibitor node.
Note that inhibition has sense only if the decision rules to inhibit are verified, i.e. have non null satisfaction degrees.
Proposition 5. The concept of decisional inhibition is graphically represented by a circle including the symbol I -and associated with an arrow from the inhibitor rule towards the inhibited rule or grouping of rules. The circle is labeled by the inhibition weight.
Proposition 6.
To evaluate the effect of inhibition on a decision rule or on a node, the new value (after inhibition) is computed as follows:
where v inhibitor represents either the value of the attribute of the inhibitor property in the case of a single inhibition rule, or the partial membership degree ) (e i n μ relative to the inhibitor node n i , in the case of a grouping. The multiplication of inhibitor value relative to an entity e, v inhibitor , by the weight of inhibition w inhibition of the inhibitor rule or grouping of rules, determines the percentage of inhibition for this entity. Finally, the multiplication of the weight to inhibit by the non inhibition percentage (complement of the inhibition percentage: 1-( v inhibitor * w inhibition )) gives the value after inhibition of the final appurtenance degree. Proposition 7. The d.o.m of an entity e to a class K is computed as follows: (4) The notion of "State" is the same as the one defined in Proposition 4 for Equation (2) . [I -] allows taking into account the presence of inhibition rules. In this case, we may find Figure 4 . This is because p 3 represents here the presence, and not the absence, of the febrile situation symptom. In fact, p 3 is no longer modeled as decision rule that favors the absence of febrile situation, but as an inhibition rule.
Concerning patients e 1 , e 2 , e 3 and e 4 , having as values (0.1, 0.9, 0.1, 0.9) for p 3 , we obtain: -Partial membership degrees at the level of node n 1 , relative to p 1 , p 2 et p 3 , by applying Equations (2) and (3) 
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case of a total inhibition. µ MS (e 2 ) decreases then to about 50%. Moreover the same value of µ MS (e 3 ) and µ MS (e 4 ) shows that the inhibitor rule does not participate in the computing of the d.o.m of entities e 3 and e 4 in respect to class MS when the decision rules to inhibit are not satisfied at all. This shows that the addition of the inhibition concept to FSM allows modeling reality more fruitfully.
Inhibition may also be based on a group of decision rules. Figure 6 gives an example of inhibition group based on decision rules Aged and Unilateral pains, which inhibits the effect of decision rule Attack pains. In fact, in the case of strong presence of this group, it is rather the Trigeminal neuralgia disease that is the most probable.
Let patient e 1 be defined as e 1 = {(0 .9, p 1 ), (0.4, p 2 ), (1, p 3 Figure 6 , the decision rule p 3 is inhibited by the presence of decision rules (p 1 , p 2 ), grouped in node n 1 , with an inhibition weight equal to 0.8. Figure 6 . An inhibition based on a group of decision rules Following the inhibition, the satisfaction level of decision rule Attack pains decrease from 1 to 0.469 conformingly to Equation (3) . Based on inhibition, it is possible not only to decrease the degree of satisfaction of the decision rule, but also to totally inhibit its effect. This is the case when the inhibition weight is equal to 1 and the inhibition decision rules are fully satisfied, i.e.: v after inhibition = v to inhibition *(1-(1*1)) = 0, which is not possible under the initial version of FSM.
V. CONCEPT OF DECISIONAL MULTIPLICITY
Under the current version of FSM, a decision rule participates exactly one time in the computing of the d.o.m. There is no way to take into account the cases where optional or multiple participation of decision rules even that these situations may hold in real-world applications. Indeed, it is interesting to be able to take advantage of a given decision rule when its satisfaction level is not null, while the absence of this rule does not put into question the computing of appurtenance degrees. Moreover, the multiple presence of certain decision rules can either increase the partial membership degree of entities, or condition the definition of grouped decision rules. To be able to model the optional or multiple participation of decision rules, we propose to add to FSM the concept of decisional multiplicity, defined below.
Definition 3:
Concept of decisional multiplicity. This concept is a means to make possible the optional or multiple participation of a decision rule in the computing of the d.o.m with different weights. In the case of multiple participation, an appropriate weight is associated to each instance. In addition, a minimal number of instances may be defined. }. If all the weights have the same value, we can simply add the symbol "*" before this value. If the rule is optional, its weight or set of weights is written in square bracket. In addition, if a minimal number of instances is required, this number should be put before the set of weights. The concept of decisional multiplicity may concern a single decision rule or a grouping of decision rules, as shown in Figure 8 , where we can easily distinguish the case of optional decision rule relative to node n 4 ([1] ). This permits to model the case of MS patient with a mono-symptom, which is the MRI shown lesions. In this situation, no other symptom is represented.
Proposition 9.
The set X K may contain, when necessary, elements supporting the concept of decisional multiplicity that participate to the definition of class K. These elements should be defined in subset
The other obligatory and not multiple elements, are to be defined in subset . The definition of class K becomes than as follows:
