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Topological Field Theory of Time-Reversal Invariant Insulators
Xiao-Liang Qi, Taylor Hughes and Shou-Cheng Zhang
Department of Physics, Stanford University, Stanford, CA 94305
We show that the fundamental time reversal invariant (TRI) insulator exists in 4+ 1 dimensions,
where the effective field theory is described by the 4 + 1 dimensional Chern-Simons theory and the
topological properties of the electronic structure is classified by the second Chern number. These
topological properties are the natural generalizations of the time reversal breaking (TRB) quantum
Hall insulator in 2+1 dimensions. The TRI quantum spin Hall insulator in 2+1 dimensions and the
topological insulator in 3 + 1 dimension can be obtained as descendants from the fundamental TRI
insulator in 4 + 1 dimensions through a dimensional reduction procedure. The effective topological
field theory, and the Z2 topological classification for the TRI insulators in 2+1 and 3+1 dimensions
are naturally obtained from this procedure. All physically measurable topological response functions
of the TRI insulators are completely described by the effective topological field theory. Our effective
topological field theory predicts a number of novel and measurable phenomena, the most striking
of which is the topological magneto-electric effect, where an electric field generates a magnetic field
in the same direction, with an universal constant of proportionality quantized in odd multiples of
the fine structure constant α = e2/~c. Finally, we present a general classification of all topological
insulators in various dimensions, and describe them in terms of a unified topological Chern-Simons
field theory in phase space.
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I. INTRODUCTION
Most states or phases of condensed matter can be de-
scribed by local order parameters and the associated
broken symmetries. However, the quantum Hall (QH)
state1,2,3,4 gives the first example of topological states of
matter which have topological quantum numbers differ-
ent from ordinary states of matter, and are described in
the low energy limit by topological field theories. Soon
after the discovery of the integer QH effect, the quanti-
zation of Hall conductance in units of e2/h was shown
to be a general property of two-dimensional time rever-
sal breaking (TRB) band insulators5. The integral of the
curvature of the Berry’s phase gauge field defined over the
2magnetic Brillouin zone (BZ) was shown to be a topologi-
cal invariant called the first Chern number, which is phys-
ically measured as the quanta of the Hall conductance.
In the presence of many-body interactions and disorder,
the Berry curvature and the first Chern number can be
defined over the space of twisted boundary conditions6.
In the long wave length limit, both the integer and the
fractional QH effect can be described by the topological
Chern-Simons field theory7 in 2 + 1 dimensions. This
effective topological field theory captures all physically
measurable topological effects, including the quantiza-
tion of the Hall conductance, the fractional charge, and
the statistics of quasi-particles8.
Insulators in 1 + 1 dimensions can also have unique
topological effects. Solitons in charge density wave
insulators can have fractional charge or spin-charge
separation9. The electric polarization of these insula-
tors can be expressed in terms of the integral of the
Berry’s phase gauge field in momentum space10,11. Dur-
ing an adiabatic pumping cycle, the change of electric
polarization, or the net charge pumped across the 1D in-
sulator, is given by the integral of the Berry curvature
over the hybrid space of momentum and the adiabatic
pumping parameter. This integral is quantized to be a
topological integer12. Both the charge of the soliton and
the adiabatic pumping current can be obtained from the
Goldstone-Wilczek formula13.
In this paper we shall show that the topological effects
in the 1 + 1 dimensional insulator can be obtained from
the QH effect of the 2+ 1 dimensional TRB insulator by
a procedure called dimensional reduction. In this pro-
cedure one of the momenta is replaced by an adiabatic
parameter, or field, and the Goldstone-Wilczek formula,
and thus, all topological effects of the 1 + 1 dimensional
insulators, can be derived from the 2 + 1 dimensional
QH effect. The procedure of dimensional reduction can
be generalized to the higher dimensional TRI insulators
and beyond, which is the key result of this paper.
In recent years, the QH effect of the 2+ 1 dimensional
TRB insulators has been generalized to TRI insulators
in various dimensions. The first example of a topologi-
cally non-trivial TRI state in condensed matter context
was the 4D generalization of the QH effect (4DQH) pro-
posed in Ref. 14. The effective theory of this model
is given by the Chern-Simons topological field theory in
4 + 1 dimensions15. The quantum spin Hall (QSH) ef-
fect has been proposed in 2 + 1 dimensional TRI quan-
tum models16,17. The QSH insulator state has a gap
for all bulk excitations, but has topologically protected
gapless edge states, where opposite spin states counter-
propagate16,18,19. Recently the QSH state has been
theoretically predicted20 and experimentally observed in
HgTe quantum wells21. TRI topological insulators have
also been classified in 3+ 1 dimensions22,23,24. These 3D
states all carry spin Hall current in the insulating state25.
The topological properties of the 4+1 dimensional TRI
insulator can be described by the second Chern number
defined over four dimensional momentum space. On the
other hand, TRI insulators in 2+1 and 3+1 dimensions
are described by a Z2 topological invariant defined over
momentum space16,22,23,24,26,27,28,29,30. In the presence
of interactions and disorder, the momentum space Z2
invariant is not well defined, however, one can define a
more general Z2 topological invariant in terms of spin-
charge separation associated with a π flux31,32. One open
question in this field concerns the relationship between
the classification of the 4 + 1 dimensional TRI insulator
by the second Chern number and the classification of the
3 + 1 and 2 + 1 dimensional TRI insulators by the Z2
number.
The effective theory of the 4 + 1 dimensional TRI in-
sulator is given by the topological Chern-Simons field
theory15,33. While the 2 + 1 dimensional Chern-Simons
theory describes a linear topological response to an ex-
ternal U(1) gauge field7,8, the 4 + 1 dimensional Chern-
Simons theory describes a nonlinear topological response
to an external U(1) gauge field. The key outstanding the-
oretical problem in this field is the search for the topolog-
ical field theory describing the TRI insulators in 2+1 and
3 + 1 dimensions, from which all measurable topological
effects can be derived.
In this paper, we solve this outstanding problem by
constructing topological field theories for the 2 + 1 and
3 + 1 dimensional TRI insulators using the procedure
of dimensional reduction. We show that the 4 + 1 di-
mensional topological insulator is the fundamental state
from which all lower dimensional TRI insulators can be
derived. This procedure is analogous to the dimensional
reduction from the 2 + 1 dimensional TRB topological
insulator to the 1 + 1 dimensional insulators. There is
a deep reason why the fundamental TRB topological
insulator exists in 2 + 1 dimensions, while the funda-
mental TRI topological insulator exists in 4 + 1 dimen-
sions. The reason goes back to the Wigner-von Neumann
classification34 of level crossings in TRB unitary quan-
tum systems and the TRI symplectic quantum systems.
Generically three parameters need to be tuned to ob-
tain a level crossing in a TRB unitary system, while five
parameters need to be tuned to obtain a level crossing
in a TRI symplectic system. These level crossing singu-
larities give rise to the non-trivial topological curvatures
on the 2D and 4D parameter surfaces which enclose the
singularities. Fundamental topological insulators are ob-
tained in space dimensions where all these parameters
are momentum variables. Once the fundamental TRI
topological insulator is identified in 4+1 dimensions, the
lower dimensional versions of TRI topological insulators
can be easily obtained by dimensional reduction. In this
procedure, one or two momentum variables of the 4+1 di-
mensional topological insulator are replaced by adiabatic
parameters or fields, and the 4 + 1 dimensional Chern-
Simons topological field theory is reduced to topologi-
cal field theories involving both the external U(1) gauge
field and the adiabatic fields. For the 3 + 1 TRI insula-
tors, the topological field theory is given by that of the
“axion Lagrangian”, or the 3 + 1 dimensional θ vacuum
3term, familiar in the context of quantum chromodynam-
ics (QCD), where the adiabatic field plays the role of the
axion field or the θ angle. From these topological field
theories, all physically measurable topological effects of
the 3+1 and the 2+1 dimensional TRI insulators can be
derived. We predict a number of novel topological effects
in this paper, the most striking of which is the topo-
logical magneto-electric (TME) effect, where an electric
field induces a magnetic field in the same direction, with
a universal constant of proportionality quantized in odd
multiples of the fine structure constant α = e2/~c. We
also present an experimental proposal to measure this
novel effect in terms of Faraday rotation. Our dimen-
sional reduction procedure also naturally produces the
Z2 classification of the 3 + 1 and the 2 + 1 dimensional
TRI topological insulators in terms of the integer sec-
ond Chern class of the 4+1 dimensional TRI topological
insulators.
The remaining parts of the paper are organized as fol-
lows. In Sec. II we review the physical consequences of
the first Chern number, namely the (2 + 1)-d QH effect
and (1 + 1)-d fractional charge and topological pumping
effects. We begin with the (2+1)-d time reversal breaking
insulators and study the topological transport properties.
We then present a dimensional reduction procedure that
allows us to consider related topological phenomena in
(1+1)-d and (0+1)-d. Subsequently, we define a Z2 clas-
sification of these lower dimensional descendants which
relies on the presence of a discrete particle-hole symme-
try. This will serve as a review and a warm-up exercise
for the more complicated phenomena we consider in the
later sections. In Secs. III, IV, and V we discuss conse-
quences of a non-trivial second Chern number beginning
with a parent (4+1)-d topological insulator in Sec. III. In
Secs. IV and V we continue studying the consequences of
the second Chern number but in the physically realistic
(3+1)-d and (2+1)-d models which are the descendants
of the initial (4+1)-d system. We present effective actions
describing all of the physical systems and their responses
to applied electromagnetic fields. This provides the first
effective field theory for the TRI topological insulators in
(3+1)-d and (2+1)-d. For these two descendants of the
(4+1)-d theory, we show that the Z2 classification of the
decedents are obtained from the 2nd Chern number clas-
sification of the parent TRI insulator. Finally, in Sec.
VI we unify all of the results into families of topologi-
cal effective actions defined in a phase space formalism.
From this we construct a family tree of all topological
insulators, some of which are only defined in higher di-
mensions, and with topological Z2 classifications which
repeat every 8 dimensions.
This paper contains many new results on topological
insulators, but it can also be read by advanced students
as a pedagogical and self-contained introduction of topol-
ogy applied to condensed matter physics. Physical mod-
els are presented in the familiar tight-binding forms, and
all topological results can be derived by exact and explicit
calculations, using techniques such as response theory al-
ready familiar in condensed matter physics. During the
course of reading this paper, we suggest the readers to
consult Appendix A which covers all of our conventions.
II. TRB TOPOLOGICAL INSULATORS IN 2 + 1
DIMENSIONS AND ITS DIMENSIONAL
REDUCTION
In this section, we review the physics of the TRB
topological insulators in 2 + 1 dimensions. We shall use
the example of a translationally invariant tight-binding
model35 which realizes the QH effect without Landau lev-
els. We discuss the procedure of dimensional reduction,
from which all topological effects of the 1+1 dimensional
insulators can be obtained. This section serves as a sim-
ple pedagogical example for the more complex case of the
TRI insulators presented in Sec. III and IV.
A. The first Chern number and topological
response function in (2 + 1)-d
In general, the tight-binding Hamiltonian of a (2+1)-d
band insulator can be expressed as
H =
∑
m,n;α,β
c†mαh
αβ
mncnβ (1)
with m,n the lattice sites and α, β = 1, 2, ..N the band
indices for a N -band system. With translation symmetry
hαβmn = h
αβ (~rm − ~rn), the Hamiltonian can be diagonal-
ized in a Bloch wavefunction basis:
H =
∑
k
c†kαh
αβ (k) ckβ (2)
The minimal coupling to an external electro-magnetic
field is given by hαβmn → hαβmneiAmn where Amn is a gauge
potential defined on a lattice link with sites m,n at the
end. To linear order, the Hamiltonian coupled to the
electro-magnetic field is obtained as
H ≃
∑
k
c†kh (k) ck +
∑
k,q
Ai(−q)c†
k+q/2
∂h(k)
∂ki
ck−q/2
with the band indices omitted. The DC response of the
system to external field Ai(q) can be obtained by the
standard Kubo formula:
σij = lim
ω→0
i
ω
Qij(ω + iδ) ,
Qij(iνm) =
1
Ωβ
∑
k,n
tr (Ji(k)G(k, i(ωn + νm))
·Jj(k)G(k, iωn)) , (3)
with the DC current Ji(k) = ∂h(k)/∂ki, i, j = x, y,
Green’s function G(k, iωn) = [iωn − h(k)]−1, and Ω the
area of the system. When the system is a band insulator
4with M fully-occupied bands, the longitudinal conduc-
tance vanishes, i.e. σxx = 0, as expected, while σxy has
the form shown in Ref. 5:
σxy =
e2
h
1
2π
∫
dkx
∫
dkyfxy (k) (4)
with fxy (k) =
∂ay(k)
∂kx
− ∂ax(k)
∂ky
ai(k) = −i
∑
α∈ occ
〈αk| ∂
∂ki
|αk〉 , i = x, y.
Physically, ai(k) is the U(1) component of the Berry’s
phase gauge field (adiabatic connection) in momentum
space. The quantization of the first Chern number
C1 =
1
2π
∫
dkx
∫
dkyfxy(k) ∈ Z (5)
is satisfied for any continuous states |αk〉 defined on the
BZ.
Due to charge conservation, the QH response ji =
σHǫ
ijEj also induces another response equation:
ji = σHǫ
ijEj (6)
⇒ ∂ρ
∂t
= −∇ · j = −σH∇×E = σH ∂B
∂t
⇒ ρ(B)− ρ0 = σHB (7)
where ρ0 = ρ(B = 0) is the charge density in the ground
state. Equations (6) and (7) can be combined together
in a covariant way:
jµ =
C1
2π
ǫµντ∂νAτ (8)
where µ, ν, τ = 0, 1, 2 are temporal and spatial indices.
Here and below we will take the units e = ~ = 1 so that
e2/h = 1/2π.
The response equations (8) can be described by the
topological Chern-Simons field theory of the external
field Aµ:
Seff =
C1
4π
∫
d2x
∫
dtAµǫ
µντ∂νAτ , (9)
in the sense that δSeff/δAµ = j
µ recovers the response
equations (8). Such an effective action is topologically
invariant, in agreement with the topological nature of
the first Chern number. All topological responses of the
QH state are contained in the Chern-Simons theory8.
B. Example: two band models
To make the physical picture clearer, the simplest case
of a two band model can be studied as an example35.
The Hamiltonian of a two-band model can be generally
written as
h(k) =
3∑
a=1
da(k)σ
a + ǫ(k)I (10)
where I is the 2× 2 identity matrix and σa are the three
Pauli matrices. Here we assume that the σa represent a
spin or pseudo-spin degree of freedom. If it is a real spin
then the σa are thus odd under time reversal. If If the
da(k) are odd in k then the Hamiltonian is time-reversal
invariant. However, if any of the da contain a constant
term then the model has explicit time-reversal symmetry
breaking. If the σa are a pseudo-spin then one has to
be more careful. Since, in this case, T 2 = 1 then only
σy is odd under time-reversal (because it is imaginary)
while σx, σz are even. The identity matrix is even un-
der time-reversal and ǫ(k) must be even in k to preserve
time-reversal. The energy spectrum is easily obtained:
E±(k) = ǫ(k) ±
√∑
a d
2
a(k). When
∑
a d
2
a(k) > 0 for
all k in the BZ, the two bands never touch each other.
If we also require that maxk(E−(k)) < mink(E+(k)),
so that the gap is not closed indirectly, then a gap al-
ways exists between the two bands of the system. In
the single particle Hamiltonian h(k), the vector d(k)
acts as a “Zeeman field” applied to a “pseudospin” σi
of a two level system. The occupied band satisfies
(d(k)·σ) |−,k〉 = − |d(k)| |−,k〉, which thus corresponds
to the spinor with spin polarization in the −d(k) direc-
tion. Thus the Berry’s phase gained by |−,k〉 during
an adiabatic evolution along some path C in k-space is
equal to the Berry’s phase a spin-1/2 particle gains dur-
ing the adiabatic rotation of the magnetic field along the
path d(C). This is known to be half of the solid angle
subtended by d(C), as shown in Fig.1. Consequently,
the first Chern number C1 is determined by the winding
number of d(k) around the origin35,36:
C1 =
1
4π
∫
dkx
∫
dkydˆ · ∂dˆ
∂kx
× ∂dˆ
∂ky
. (11)
From the response equations we know that a non-zero
C1 implies a quantized Hall response. The Hall effect
can only occur in a system with time-reversal symmetry
breaking so if C1 6= 0 then time-reversal symmetry is bro-
ken. Historically, the first example of such a two-band
model with a non-zero Chern number was a honeycomb
lattice model with imaginary next-nearest-neighbor hop-
ping proposed by Haldane37.
To be concrete, we shall study a particular two band
model introduced in Ref.35, which is given by
h(k) = (sin kx)σx + (sin ky)σy
+(m+ cos kx + cos ky)σz , (12)
This Hamiltonian corresponds to the form (10) with
ǫ(k) ≡ 0 and d(k) = (sin kx, sin ky,m+ cos kx + cos ky).
The Chern number of this system is35
C1 =


1, 0 < m < 2
−1, −2 < m < 0
0, otherwise.
(13)
In the continuum limit, this model reduces to the 2 + 1
dimensional massive Dirac Hamiltonian
h(k) = kxσx+kyσy+(m+2)σz =
(
m+ 2 kx − iky
kx + iky −m− 2
)
.
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BZ of k S2 of
d(C)
FIG. 1: Illustration of the Berry’s phase curvature in a two-
band model. The Berry’s phase
H
C
A · dr around a path C in
the BZ is half of the solid angle subtended by the image path
d(C) on the sphere S2.
In a real space, this model can be expressed in tight-
binding form as
H =
∑
n
[
c†n
σz − iσx
2
cn+xˆ + c
†
n
σz − iσy
2
cn+yˆ + h.c.
]
+m
∑
n
c†nσzcn (14)
Physically, such a model describes the quantum anoma-
lous Hall effect realized with both strong spin-orbit cou-
pling (σx and σy terms) and ferromagnetic polarization
(σz term). Initially this model was introduced for its sim-
plicity in Ref. 35, however, recently, it was shown that it
can be physically realized in Hg1−xMnxTe/Cd1−xMnxTe
quantum wells with a proper amount of Mn spin
polarization38.
C. Dimensional reduction
To see how topological effects of 1+1 dimensional insu-
lators can be derived from the first Chern number and the
QH effect through the procedure of dimensional reduc-
tion, we start by studying the QH system on a cylinder.
An essential consequence of the nontrivial topology in the
QH system is the existence of chiral edge states. For the
simplest case with the first Chern number C1 = 1, there
is one branch of chiral fermions on each boundary. These
edge states can be solved for explicitly by diagonalizing
the Hamiltonian (14) in a cylindrical geometry. That is,
with periodic boundary conditions in the y-direction and
open boundary conditions in the x-direction, as shown in
Fig.2 (a). Note that with this choice ky is still a good
quantum number. By defining the partial Fourier trans-
formation
ckyα(x) =
1√
Ly
∑
y
cα(x, y)e
ikyy,
FIG. 2: (a) Illustration of a square lattice with cylindrical
geometry and the chiral edge states on the boundary. The
definition of x and y axis are also shown by black arrows.
(b) One-d energy spectrum of the model in Eq. (12) with
m = −1.5. The red and black line stands for the left and
right moving edge states, respectively, while the blue lines are
bulk energy levels. (c) Illustration of the edge states evolution
for ky = 0 → 2π. The arrow shows the motion of end states
in the space of center-of-mass position versus energy. (d)
Polarization of the one-d system versus ky. (See text)
with (x, y) the coordinates of square lattice sites, the
Hamiltonian can be rewritten as
H =
∑
ky,x
[
c†ky (x)
σz − iσx
2
cky(x+ 1) + h.c.
]
+
∑
ky,x
c†ky(x) [sin kyσy + (m+ cos ky)σz ] cky (x)
≡
∑
ky
H1D(ky). (15)
In this way, the 2D system can be treated as Ly inde-
pendent 1D tight-binding chains, where Ly is the period
of the lattice in the y-direction. The eigenvalues of the
1D HamiltonianH1D(ky) can be obtained numerically for
each ky , as shown in Fig. 2 (b). An important property
of the spectrum is the presence of edge states, which lie
in the bulk energy gap, and are spatially localized at the
two boundaries: x = 0, Lx. The chiral nature of the edge
states can be seen from their energy spectrum. From Fig.
2 (b) we can see that the velocity v = ∂E/∂k is always
positive for the left edge state and negative for the right
one. The QH effect can be easily understood in this edge
state picture by Laughlin’s gauge argument3. Consider
a constant electric field Ey in the y-direction, which can
be chosen as
Ay = −Eyt, Ax = 0.
6The Hamiltonian is written H =
∑
ky
H1D(ky +Ay) and
the current along the x-direction is given by
Jx =
∑
ky
Jx(ky) (16)
with Jx(ky) the current of the 1D system. In this
way, the Hall response of the 2D system is determined
by the current response of the parameterized 1D sys-
tems H1D(q(t)) to the temporal change of the parame-
ter q(t) = ky +Ay(t). The gauge vector Ay corresponds
to a flux Φ = AyLy threading the cylinder. During a
time period 0 ≤ t ≤ 2π/LyEy, the flux changes from 0
to 2π. The charge that flows through the system during
this time is given by
∆Q =
∫ ∆t
0
dt
∑
ky
Jx(ky)
≡
∑
ky
∆Px(ky)|∆t0 (17)
with ∆t = 2π/LyEy. In the second equality we use
the relation between the current and charge polarization
Px(ky) of the 1D systems Jx(ky) = dPx(ky)/dt. In the
adiabatic limit, the 1D system stays in the ground state
of H1D(q(t)), so that the change of polarization ∆Px(ky)
is given by ∆Px(ky) = Px(ky − 2π/Ly) − Px(ky). Thus
in the Ly →∞ limit ∆Q can be written as
∆Q = −
∮ 2π
0
dky
∂Px(ky)
∂ky
. (18)
Therefore, the charge flow due to the Hall current gener-
ated by the flux through the cylinder equals the charge
flow through the 1-dimensional system H1D(ky), when
ky is cycled adiabatically from 0 to 2π. From the QH re-
sponse we know ∆Q = σH∆tEyLy = 2πσH is quantized
as an integer, which is easy to understand in the 1D pic-
ture. During the adiabatic change of ky from 0 to 2π,
the energy and position of the edge states will change,
as shown in Fig.2 (c). Since the edge state energy is al-
ways increasing(decreasing) with ky for a state on the left
(right) boundary, the charge is always “pumped” to the
left for the half-filled system, which leads to ∆Q = −1 for
each cycle. This quantization can also be explicitly shown
by calculating the polarization Px(ky), as shown in Fig.2
(d), where the jump of Px by one leads to ∆Q = −1.
In summary, we have shown that the QH effect in the
tight-binding model of Eq. (12) can be mapped to an
adiabatic pumping effect12 by diagonalizing the system
in one direction and mapping the momentum k to a pa-
rameter.
Such a dimensional reduction procedure is not re-
stricted to specific models, and can be generalized to any
2D insulators. For any insulator with Hamiltonian (2),
we can define the corresponding 1D systems
H1D(θ) =
∑
kx
c†kxθh(kx, θ)ckxθ (19)
in which θ replaces the y-direction momentum ky and
effectively takes the place of q(t). When θ is time-
dependent, the current response can be obtained by a
similar Kubo formula to Eq. (3), except that the sum-
mation over all (kx, ky) is replaced by that over only kx.
More explicitly, such a linear response is defined as
Jx(θ) = G(θ)
dθ
dt
(20)
G(θ) = lim
ω→0
i
ω
Q(ω + iδ; θ)
Q(iωn; θ) = −
∑
kx,iνm
tr (Jx(kx; θ)G1D(kx, i(νm + ωn); θ)
·∂h(kx; θ)
∂θ
G1D(kx, iωn; θ)
)
1
Lxβ
.
Similar to Eq. (4) of the 2D case, the response coefficient
G(k) can be expressed in terms of a Berry’s phase gauge
field as
G(θ) = −
∮
dkx
2π
fxθ(kx, θ) (21)
=
∮
dkx
2π
(
∂ax
∂θ
− ∂aθ
∂kx
)
with the sum rule∫
G(θ)dθ = C1 ∈ Z. (22)
If we choose a proper gauge so that aθ is always single-
valued, the expression of G(θ) can be further simplified
to
G(θ) =
∂
∂θ
(∮
dkx
2π
ax(kx, θ)
)
≡ ∂P (θ)
∂θ
. (23)
Physically, the loop integral
P (θ) =
∮
dkxax/2π (24)
is nothing but the charge polarization of the 1D
system10,11, and the response equation (20) simply be-
comes Jx = ∂P/∂t. Since the polarization P is defined
as the shift of the electron center-of-mass position away
from the lattice sites, it is only well-defined modulo 1.
Consequently, the change ∆P = P (θ = 2π) − P (θ = 0)
through a period of adiabatic evolution is an integer equal
to −C1, and corresponds to the charge pumped through
the system. Such a relation between quantized pumping
and the first Chern number was shown by Thouless12.
Similar to the QH case, the current response can lead
to a charge density response, which can be determined
by the charge conservation condition. When the param-
eter θ has a smooth spatial dependence θ = θ(x, t), the
response equation (20) still holds. From the continuity
equation we obtain
∂ρ
∂t
= −∂Jx
∂x
= −∂
2P (θ)
∂x∂t
⇒ ρ = −∂P (θ)
∂x
(25)
7in which ρ is defined with respect to the background
charge. Similar to Eq. (8), the density and current re-
sponse can be written together as
jµ = −ǫµν ∂P (θ(x, t))
∂xν
(26)
where µ, ν = 0, 1 are time and space. It should be
noted that only differentiation with respect to x, t ap-
pears in Eq. (26). This means, as expected, the current
and density response of the system do not depend on
the parametrization. In general, when the Hamiltonian
has smooth space and time dependence, the single par-
ticle Hamiltonian h(k) becomes h(k, x, t) ≡ h(k, θ(x, t)),
which has the eigenstates |α; k, x, t〉 with α the band in-
dex. Then relabelling t, x, k as qA, A = 0, 1, 2 we can
define the phase space Berry’s phase gauge field
AA = −i
∑
α
〈α; qA| ∂
∂qA
|α; qA〉
FAB = ∂AAB − ∂BAA (27)
and the phase space current
jPA = −
1
4π
ǫABCFBC . (28)
The physical current is obtained by integration over the
wavevector manifold:
jµ =
∫
dkjPµ = −
∫
dk
2π
ǫµ2νF2ν (29)
where µ, ν = 0, 1. This recovers Eq. (26). Note that we
could have also looked at the component jk =
∫
dkjPk
but this current does not have a physical interpretation.
Before moving to the next topic, we would like to apply
this formalism to the case of the Dirac model, which re-
produces the well-known result of fractional charge in the
Su-Schrieffer-Heeger (SSH) model9, or equivalently the
Jackiw-Rebbi model39. To see this, consider the follow-
ing slightly different version of the tight-binding model
(12):
h(k, θ) = sin kσx + (cos k − 1)σz
+m (sin θσy + cos θσz) (30)
withm > 0. In the limitm≪ 1, the Hamiltonian has the
continuum limit h(k, θ) ≃ kσx + m (sin θσy + cos θσz),
which is the continuum Dirac model in (1 + 1)-d, with
a real mass m cos θ and an imaginary mass m sin θ. As
discussed in Sec. II B, the polarization
∮
dkxax/2π is
determined by the solid angle subtended by the curve
d(k) = (sin k,m sin θ,m cos θ + cos k − 1), as shown in
Fig. 3. In the limit m ≪ 1 one can show that the solid
angle Ω(θ) = 2θ so that P (θ) ≃ θ/2π, in which case Eq.
(26) reproduces the Goldstone-Wilczek formula13 :
jµ = −ǫµν∂νθ. (31)
FIG. 3: Illustration of the d(k, θ) vector for the 1D Dirac
model (30). The horizontal blue circle shows the orbit of d(k)
vector in the 3D space for k ∈ [0, 2π) with θ fixed. The red
circle shows the track of the blue circle under the variation
of θ. The cone shows the solid angle Ω(θ) surrounded by the
d(k) curve, which is 4π times the polarization P (θ).
Specifically, a charge Q = − ∫∞
−∞
(dθ/dx)(dx/2π) =
−(θ(+∞) − θ(−∞))/2π is carried by a domain wall of
the θ field. In particular, for an anti-phase domain
wall, θ(+∞) − θ(−∞) = π, we obtain fractional charge
q = 1/2. Our phase space formula (28) is a new result,
and it provides a generalization of the Goldstone-Wilczek
formula to the most general one-dimensional insulator.
D. Z2 classification of particle-hole symmetric
insulators in (1 + 1)-d
In the last subsection, we have shown how the first
Chern number of a Berry’s phase gauge field appears
in an adiabatic pumping effect and the domain wall
charge of one-dimensional insulators. In these cases,
an adiabatic spatial or temporal variation of the single-
particle Hamiltonian, through its parametric dependence
on θ(x, t), is required to define the Chern number. In
other words, the first Chern number is defined for a pa-
rameterized family of Hamiltonians h(k, x, t), rather than
for a single 1D Hamiltonian h(k). In this subsection, we
will show a different application of the first Chern num-
ber, in which a Z2 topological classification is obtained
for particle-hole symmetric insulators in 1D. Such a re-
lation between Chern number and Z2 topology can be
easily generalized to the more interesting case of second
Chern number, where a similar Z2 characterization is ob-
tained for TRI insulators, as will be shown in Sec. IVC
and VB.
For a one-dimensional tight-binding Hamiltonian H =∑
mn c
†
mαh
αβ
mn(k)cnβ , the particle-hole transformation is
defined by cmα → Cαβc†mβ , where the charge conjugation
matrix C satisfies C†C = I and C∗C = I. Under periodic
8boundary conditions the symmetry requirement is
H =
∑
k
c†kh(k)ck =
∑
k
c−kC
†h(k)Cc†−k
⇒ C†h(−k)C = −hT (k). (32)
From Eq. (32) it is straightforward to see the symme-
try of the energy spectrum: if E is an eigenvalue of h(0),
so is −E. Consequently, if the dimension of h(k) is odd,
there must be at least one zero mode with E = 0. Since
the chemical potential is constrained to vanish by the
traceless condition of h, such a particle-hole symmetric
system cannot be gapped unless the dimension of h(k) is
even. Since we are only interested in the classification of
insulators, we will focus on the case with 2N bands per
lattice site.
Now consider two particle-hole symmetric insulators
with Hamiltonians h1(k) and h2(k), respectively. In gen-
eral, a continuous interpolation h(k, θ), θ ∈ [0, π] be-
tween them can be defined so that
h(k, 0) = h1(k), h(k, π) = h2(k) (33)
Moreover, it is always possible to find a proper
parametrization so that h(k, θ) is gapped for all θ ∈ [0, π].
In other words, the topological space of all 1D insulating
Hamiltonians h(k, θ) is connected, which is a consequence
of the Wigner-Von Neumann theorem34.
Suppose h(k, θ) is such a “gapped interpolation” be-
tween h1(k) and h2(k). In general, h(k, θ) for θ ∈ (0, π)
doesn’t necessarily satisfy the particle-hole symmetry.
For θ ∈ [π, 2π], define
h(k, θ) = − (C−1h(−k, 2π − θ)C)T . (34)
We choose this parameterization so that if we replaced
θ by a momentum wavevector then the correspond-
ing higher dimensional Hamiltonian would be particle-
hole symmetric. Due to the particle-hole symmetry of
h(k, θ = 0) and h(k, θ = π), h(k, θ) is continuous for
θ ∈ [0, 2π], and h(k, 2π) = h(k, 0). Consequently, the
adiabatic evolution of θ from 0 to 2π defines a cycle of
adiabatic pumping in h(k, θ), and a first Chern number
can be defined in the (k, θ) space. As discussed in Sec.
II C, the Chern number C[h(k, θ)] can be expressed as a
winding number of the polarization
C[h(k, θ)] =
∮
dθ
∂P (θ)
∂θ
P (θ) =
∮
dk
2π
∑
Eα(k)<0
(−i) 〈k, θ;α| ∂k |k, θ;α〉
where the summation is carried out over the occu-
pied bands. In general, two different parameterizations
h(k, θ) and h′(k, θ) can lead to different Chern num-
bers C[h(k, θ)] 6= C[h′(k, θ)]. However, the symmetry
constraint in Eq. (34) guarantees that the two Chern
numbers always differ by an even integer: C[h(k, θ)] −
C[h′(k, θ)] = 2n, n ∈ Z.
To prove this conclusion, we first study the behavior of
P (θ) under a particle-hole transformation. For an eigen-
state |k, θ;α〉 of the Hamiltonian h(k, θ) with eigenvalue
Eα(k, θ), Eq. (34) leads to
h(−k, 2π − θ)C |k, θ;α〉∗ = −Eα(k)C |k, θ;α〉∗ (35)
in which |k, θ;α〉∗ is the complex conjugate state:
|k, θ;α〉∗ =∑m,β (〈m,β| k, θ;α〉)∗ |m,β〉 where m,β are
the position space lattice, and orbital index respectively.
Thus C |k, θ;α〉∗ ≡ |−k, 2π − θ; α¯〉 is an eigenstate of
h(−k, 2π−θ) with energy Eα¯(k, 2π−θ) = −Eα(k, θ) and
momentum −k. Such a mapping between eigenstates of
h(k, θ) and h(−k, 2π − θ) is one-to-one. Thus
P (θ) =
∮
dk
2π
∑
Eα(k)<0
(−i) 〈k, θ;α| ∂k |k, θ;α〉
=
∮
dk
2π
∑
Eα¯(−k)>0
(−i) (〈−k, 2π − θ; α¯|)∗
·∂k |−k, 2π − θ; α¯〉∗
= −P (2π − θ). (36)
Since P (θ) is only well-defined modulo 1, the equality
(36) actually means P (θ) + P (2π − θ) = 0 mod 1. Con-
sequently, for θ = 0 or π we have 2π − θ = θ mod 2π,
so that P (θ) = 0 or 1/2. In other words, the polariza-
tion P is either 0 or 1/2 for any particle-hole symmetric
insulator, which thus defines a classification of particle-
hole symmetric insulators. If two systems have different
P value, they cannot be adiabatically connected without
breaking the particle-hole symmetry, because P (mod 1)
is a continuous function during adiabatic deformation,
and a P value other than 0 and 1/2 breaks particle-hole
symmetry. Though such an argument explains physi-
cally why a Z2 classification is defined for particle-hole
symmetric system, it is not so rigorous. As discussed in
the derivation from Eq. (21) to Eq. (23), the definition
P (θ) =
∮
dkak/2π relies on a proper gauge choice. To
avoid any gauge dependence, a more rigorous definition
of the Z2 classification is shown below, which only in-
volves the gauge invariant variable ∂P (θ)/∂θ and Chern
number C1.
To begin with, the symmetry (36) leads to
∫ π
0
dP (θ) =
∫ 2π
π
dP (θ), (37)
which is independent of gauge choice since only the
change of P (θ) is involved. This equation shows that
the change of polarization during the first half and the
second half of the closed path θ ∈ [0, 2π] are always the
same.
Now consider two different parameterizations h(k, θ)
and h′(k, θ), satisfying h(k, 0) = h′(k, 0) = h1(k),
h(k, π) = h′(k, π) = h2(k). Denoting the polarization
P (θ) and P ′(θ) corresponding to h(k, θ) and h′(k, θ), re-
spectively, the Chern number difference between h and
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⊗
⊗
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=
FIG. 4: Illustration of the interpolation between two particle-
hole symmetric Hamiltonians h1(k) and h2(k).
h′ is given by
C[h]− C[h′] =
∫ 2π
0
dθ
(
∂P (θ)
∂θ
− ∂P
′(θ)
∂θ
)
. (38)
Define the new interpolations g1(k, θ) and g2(k, θ) as
g1(k, θ) =
{
h(k, θ), θ ∈ [0, π]
h′(k, 2π − θ), θ ∈ [π, 2π]
g2(k, θ) =
{
h′(k, 2π − θ), θ ∈ [0, π]
h(k, θ), θ ∈ [π, 2π] (39)
g1(k, θ) and g2(k, θ) are obtained by recombination of the
two paths h(k, θ) and h′(k, θ), as shown in Fig. 4. From
the construction of g1 and g2, it is straightforward to see
that
C[g1] =
∫ π
0
dθ
(
∂P (θ)
∂θ
− ∂P
′(θ)
∂θ
)
C[g2] =
∫ 2π
π
dθ
(
∂P (θ)
∂θ
− ∂P
′(θ)
∂θ
)
. (40)
Thus C[h] − C[h′] = C[g1] + C[g2]. On the other
hand, from Eq. (37) we know C[g1] = C[g2], so that
C[h] − C[h′] = 2C[g1]. Since C[g1] ∈ Z, we obtain that
C[h]−C[h′] is even for any two interpolations h(k, θ) and
h′(k, θ) between h1(k) and h2(k). Intuitively, such a con-
clusion simply comes from the fact that the Chern num-
ber C[h] and C[h′] can be different only if there are sin-
gularities between these two paths, while the positions of
the singularities in the parameter space are always sym-
metric under particle-hole symmetry, as shown in Fig.
4.
Based on the discussions above, we can define the “rel-
ative Chern parity” as
N1[h1(k), h2(k)] = (−1)C[h(k,θ)], (41)
which is independent of the choice of interpolation
h(k, θ), but only determined by the Hamiltonians
h1(k), h2(k). Moreover, for any three particle-hole sym-
metric Hamiltonians h1(k), h2(k), h3(k), it is easy to
prove that the Chern parity satisfies the following asso-
ciative law:
N1[h1(k), h2(k)]N1[h2(k), h3(k)] = N1[h1(k), h3(k)].
(42)
Consequently, N1[h1(k), h2(k)] = 1 defines an equiva-
lence relation between any two particle-hole symmetric
Hamiltonians, which thus classifies all the particle-hole
symmetric insulators into two classes. To define these
two classes more explicitly, one can define a “vacuum”
Hamiltonian as h0(k) ≡ h0, where h0 is an arbitrary
matrix which does not depend on k and which satisfies
the particle-hole symmetry constraint C†h0C = −hT0 .
Thus h0 describes a totally local system, in which there
is no hopping between different sites. Taking such a
trivial system as a reference Hamiltonian, we can define
N1[h0(k), h(k)] ≡ N1[h(k)] as a Z2 topological quantum
number of the Hamiltonian h(k). All the Hamiltonians
h(k) with N1[h0(k), h(k)] = 1 are classified as Z2 trivial,
while those with N1[h0(k), h(k)] = −1 are considered as
Z2 nontrivial. (Again, this classification doesn’t depend
on the choice of “vacuum” h0, since any two vacua are
equivalent.)
Despite its abstract form, such a topological character-
ization has a direct physical consequence. For a Z2 non-
trivial Hamiltonian h1(k), an interpolation h(k, θ) can
be defined so that h(k, 0) = h0, h(k, π) = h1(k), and the
Chern number C[h(k, θ)] is an odd integer. If we study
the one-dimensional system h(k, θ) with open boundary
conditions, the tight binding Hamiltonian can be rewrit-
ten in real space as
hmn(θ) =
1√
L
∑
k
eik(xm−xn)h(k, θ), ∀1 ≤ m,n ≤ L.
As discussed in Sec. II C, there are mid-gap end states
in the energy spectrum of hmn(θ) as a consequence of
the non-zero Chern number. When the Chern num-
ber C[h(k, θ)] = 2n − 1, n ∈ Z, there are values
θLs ∈ [0, 2π), s = 1, 2, ..2n − 1 for which the Hamilto-
nian hmn(θs) has zero energy localized states on the left
end of the 1D system, and the same number of θRs values
where zero energy states are localized on the right end,
as shown in Fig. 5. Due to the particle-hole symme-
try between hmn(θ) and hmn(2π − θ), zero levels always
appear in pairs at θ and 2π − θ. Consequently, when
the Chern number is odd, there must be a zero level at
θ = 0 or θ = π. Since θ = 0 corresponds to a trivial
insulator with flat bands and no end states, the localized
zero mode has to appear at θ = π. In other words, one
zero energy localized state (or an odd number of such
states) is confined at each open boundary of a Z2 non-
trivial particle-hole symmetric insulator.
The existence of a zero level leads to an important
physical consequence—a half charge on the boundary of
the nontrivial insulator. In a periodic system when the
chemical potential vanishes, the average electron density
on each site is n¯m =
〈∑
α c
†
mαcmα
〉
= N when there
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FIG. 5: (a) Schematic energy spectrum of a parameterized
Hamiltonian hmn(θ) with open boundary conditions. The
red (blue) lines indicate the left (right) end states. The θ val-
ues with zero-energy left edge states are marked by the solid
circles. (b) Illustration to show that the open boundary of a
Z2 nontrivial insulator is equivalent to a domain wall between
θ = π (nontrivial) and θ = 0 (trivial vacuum). (c) Illustra-
tion of the charge density distribution corresponding to two
different chemical potentials µ1 (red) and µ2 (blue). The area
below the curve ρ(µ1) and ρ(µ2) is +e/2 and −e/2, respec-
tively, which shows the half charge confined on the boundary.
are N bands filled. In an open boundary system, define
ρm(µ) =
〈∑
α c
†
mαcmα
〉
µ
−N to be the density deviation
with respect to N on each site. Then particle-hole sym-
metry leads to ρm(µ) = −ρm(−µ). On the other hand,
when µ is in the bulk gap, the only difference between µ
and −µ is the filling of the zero levels localized on each
end |0L〉 and |0R〉, so that
lim
µ→0+
(ρm(µ)− ρm(−µ)) =
∑
α
|〈mα|0L〉|2
for the sites m that are far away enough from the right
boundary. Thus we have
∑
m ρm(µ → 0+) = 1/2 where
the summation is done around the left boundary so that
we do not pick up a contribution from the other end. In
summary, a charge e/2 (−e/2) is localized on the bound-
ary if the zero level is vacant (occupied), as shown in Fig.
5.
The existence of such a half charge can also be under-
stood by viewing the open boundary of a topologically
nontrivial insulator as a domain wall between the non-
trivial insulator and the vacuum. By defining the inter-
polation hmn(θ), such a domain wall is described by a
spatial dependence of θ with θ(x → +∞) = π, θ(x →
−∞) = 0. According to the response formula (25), the
charge carried by the domain wall is given by
Qd = e
∫ +∞
−∞
dx
∂P (θ(x))
∂x
= e
∫ π
0
dP (θ). (43)
By using Eq.. (37) we obtain
Qd =
e
2
∫ 2π
0
dP (θ) =
e
2
C[h(k, θ)]. (44)
It should be noted that an integer charge can always be
added by changing the filling of local states, which means
Qd is only fixed modulo e. Consequently, a ±e/2 charge
is carried by the domain wall if and only if the Chern
number is odd, i.e., when the insulator is nontrivial.
E. Z2 classification of (0 + 1)-d particle-hole
symmetric insulators
In the last subsection, we have shown how a Z2 clas-
sification of (1 + 1)-d particle-hole symmetric insulators
is defined by dimensional reduction from (2 + 1)-d sys-
tems. Such a dimensional reduction can be repeated
once more to study (0 + 1)-d systems, that is, a single-
site problem. In this subsection we will show that a Z2
classification of particle-hole symmetric Hamiltonians in
(0 + 1)-d is also obtained by dimensional reduction. Al-
though such a classification by itself is not as interesting
as the higher dimensional counterparts, it does provide
a simplest example of the “dimensional reduction chain”
(2 + 1)-d→ (1 + 1)-d→ (0 + 1)-d, which can be later
generalized to its higher-dimensional counterpart (4+1)-
d→ (3+ 1)-d→ (2+ 1)-d. In other words, the Z2 classifi-
cation of the (0+1)-d particle-hole symmetric insulators
can help us to understand the classification of (2 + 1)-d
TRI insulators as it is dimensionally reduced from the
(4 + 1)-d TRI insulator.
For a free, single-site fermion system with Hamiltonian
matrix h, the particle-hole symmetry is defined as
C†hC = −hT . (45)
Given any two particle-hole symmetric Hamiltonians h1
and h2, we follow the same procedure as the last sub-
section and define a continuous interpolation h(θ), θ ∈
[0, 2π] satisfying
h(0) = h1, h(π) = h2, C
†h(θ)C = −h(2π − θ)T , (46)
where h(θ) is gapped for all θ. The Hamiltonian h(θ) is
the dimensional reduction of a (1+1)-d Hamiltonian h(k),
with the wavevector k replaced by the parameter θ. The
constraint (46) is identical to the particle-hole symmetry
condition (32), so that h(θ) corresponds to a particle-hole
symmetric (1 + 1)-d insulator. As shown in last subsec-
tion, h(θ) is classified by the value of the “Chern parity”
N1[h(θ)]. If N1[h(θ)] = −1, no continuous interpola-
tion preserving particle-hole symmetry can be defined be-
tween h(θ) and the vacuum Hamiltonian h(θ) = h0, ∀θ ∈
[0, 2π]. To obtain the classification of (0 + 1)-d Hamil-
tonians, consider two different interpolations h(θ) and
h′(θ) between h1 and h2. According to the associative
law (42), we know N1[h(θ)]N1[h
′(θ)] = N1[h(θ), h
′(θ)],
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where N1[h(θ), h
′(θ)] is the relative Chern parity be-
tween two interpolations. In the following we will prove
N1[h(θ), h
′(θ)] = 1 for any two interpolations h and h′
satisfying condition (46). As a result, N1[h(θ)] is inde-
pendent of the choice of interpolation between h1 and
h2, so that N0[h1, h2] ≡ N1[h(θ)] can be defined as a
function of h1 and h2. The Z2 quantity N0 defined for
(0 + 1)-d Hamiltonians plays exactly the same role as
N1[h(k), h
′(k)] in the (1 + 1)-d case, from which a Z2
classification can be defined.
To proveN1[h(θ), h
′(θ)] = 1 for any two interpolations,
first define a continuous deformation g(θ, ϕ) between h(θ)
and h′(θ), which satisfies the conditions below:
g(θ, ϕ = 0) = h(θ), g(θ, ϕ = π) = h′(θ)
g(0, ϕ) = h1, g(π, ϕ) = h2
C†g(θ, ϕ)C = −g(2π − θ, 2π − ϕ)T . (47)
From the discussions in last subsection it is easy to con-
firm that such a continuous interpolation is always pos-
sible, in which g(θ, ϕ) is gapped for all θ and ϕ. In
the two-dimensional parameter space θ, ϕ one can define
the Berry phase gauge field and the first Chern number
C1[g(θ, ϕ)]. By the definition of the Chern parity, we
have N1[h(θ), h
′(θ)] = (−1)C1[g(θ,ϕ)]. However, the pa-
rameterized Hamiltonian g(θ, ϕ) can be viewed in two dif-
ferent ways: it not only defines an interpolation between
h(θ) and h′(θ), but also defines an interpolation between
g(0, ϕ) = h1 and g(π, ϕ) = h2. Since g(0, ϕ) and g(π, ϕ)
are “vacuum Hamiltonians” without any ϕ dependence,
they have trivial relative Chern parity, which means
N1[h(θ), h
′(θ)] = N1[g(0, ϕ), g(π, ϕ)] = N1[h1, h2] = 1.
In conclusion, from the discussion above we have
proved that any two interpolations h(θ) and h′(θ) belong
to the same Z2 class, so that the Chern parity N1[h(θ)]
only depends on the end points h1 and h2. Consequently,
the quantity N0[h1, h2] ≡ N1[h(θ)] defines a relation be-
tween each pair of particle-hole symmetric Hamiltonians
h1 and h2. After picking a reference Hamiltonian h0,
one can define all the Hamiltonians with N0[h0, h] = 1
as “trivial” and N0[h0, h] = −1 as nontrivial. The
main difference between this classification and the one
for (1 + 1)-d systems is that there is no natural choice of
the reference Hamiltonian h0. In other words, the names
“trivial” and “non-trivial” only have relative meaning in
the (0 + 1)-d case. However, the classification is still
meaningful in the sense that any two Hamiltonians with
N0[h1, h2] = −1 cannot be adiabatically connected with-
out breaking particle-hole symmetry. In other words, the
manifold of single-site particle-hole symmetric Hamilto-
nians is disconnected, with at least two connected pieces.
As a simple example, we study 2× 2 Hamiltonians. A
general 2× 2 single-site Hamiltonian can be decomposed
as
h = d0σ
0 +
3∑
a=1
daσ
a (48)
where σ0 = I and σ1,2,3 are the Pauli matrices. When
h1
h2
h(θ)
FIG. 6: Illustration of the 2×2 single-site Hamiltonians. Each
point on the sphere represents an unit vector dˆ = ~d/|d|, and
the north and south poles correspond to the particle-hole sym-
metric Hamiltonians h1,2 = ±σ
3, respectively. The blue path
shows an interpolation between h1 and h2 satisfying the con-
straint (46), which always encloses a solid angle Ω = 2π.
C = σ1, particle-hole symmetry requires C†hC = −hT ,
from which we obtain d0 = d1 = d2 = 0. Thus h = d3σ
3,
in which d3 6= 0 so as to make h gapped. Conse-
quently, we can see that the two Z2 classes are simply
d3 > 0 and d3 < 0. When an adiabatic interpolation
h(θ) = d0(θ)σ
0 +
∑
a da(θ)σ
a is defined from d3 > 0 to
d3 < 0, the spin vector ~d(θ) has to rotate from the north
pole to the south pole, and then return along the im-
age path determined by the particle-hole symmetry (46),
as shown in Fig. 6. The topological quantum number
N0[h1, h2] is simply determined by the Berry’s phase en-
closed by the path da(θ), which is π when h1 and h2 are
on different poles, and 0 otherwise. From this example
we can understand the Z2 classification intuitively. In
Sec. VB we show that the Z2 classification of (2 + 1)-d
TRI insulators—the class that corresponds to the QSH
effect—is obtained as a direct analog of the (0+1)-d case
discussed above.
III. SECOND CHERN NUMBER AND ITS
PHYSICAL CONSEQUENCES
In this section, we shall generalize the classification
of the (2 + 1)-d TRB topological insulator in terms of
the first Chern number and the (2 + 1)-d Chern-Simons
theory to the classification of the (4+1)-d TRI topological
insulator in terms of the second Chern number and the
(4 + 1)-d Chern-Simons theory. We then generalize the
dimensional reduction chain (2+1)-d→ (1+1)-d→ (0+1)-
d to the case of (4+ 1)-d→ (3 + 1)-d→ (2 + 1)-d for TRI
insulators. Many novel topological effects are predicted
for the TRI topological insulators in (3+1)-d and (2+1)-
d.
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FIG. 7: The Feynman diagram that contributes to the topo-
logical term (52). The loop is a fermion propagator, and the
wavy lines are external legs corresponding to the gauge field.
A. Second Chern number in (4 + 1)-d non-linear
response
In this subsection, we will show how the second Chern
number appears as a non-linear response coefficient of
(4+1)-d band insulators in an external U(1) gauge field,
which is in exact analogy with the first Chern number as
the Hall conductance of a (2 + 1)-d system. To describe
such a non-linear response, it is convenient to use the
path integral formalism. The Hamiltonian of a (4 + 1)-d
insulator coupled to a U(1) gauge field is written as
H [A] =
∑
m,n
(
c†mαh
αβ
mne
iAmncnβ + h.c.
)
+
∑
m
A0mc
†
mαcmα. (49)
The effective action of gauge field Aµ is obtained by the
following path integral:
eiSeff [A] =
∫
D[c]D[c†]ei
R
dt[
P
m c
†
mα(i∂t)cmα−H[A]]
= det
[
(i∂t −A0m) δαβmn − hαβmneiAmn
]
(50)
which determines the response of the fermionic system
through the equation
jµ(x) =
δSeff [A]
δAµ(x)
. (51)
In the case of the (2 + 1)-d insulators, the ef-
fective action Seff contains a Chern-Simons term
(C1/4π)Aµǫ
µντ∂νAτ as shown in Eq. (9) of Sec. II A,
in which the first Chern number C1 appears as the co-
efficient. For the (4 + 1)-d system, a similar topological
term is in general present in the effective action, which
is the second Chern-Simons term:
Seff =
C2
24π2
∫
d4xdtǫµνρστAµ∂νAρ∂σAτ (52)
where µ, ν, ρ, σ, τ = 0, 1, 2, 3, 4. As shown in Refs. 33,40,
41, the coefficient C2 can be obtained by the one-loop
Feynman diagram in Fig. 7, which can be expressed in
the following symmetric form:
C2 = −π
2
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ǫµνρστ
∫
d4kdω
(2π)5
Tr
[(
G
∂G−1
∂qµ
)(
G
∂G−1
∂qν
)(
G
∂G−1
∂qρ
)(
G
∂G−1
∂qσ
)(
G
∂G−1
∂qτ
)]
(53)
in which qµ = (ω, k1, k2, k3, k4) is the frequency-
momentum vector, and G(qµ) = [ω + iδ − h(ki)]−1 is the
single-particle Green’s function.
Now we are going to show the relation between C2
defined in Eq. (53) and the non-abelian Berry’s phase
gauge field in momentum space. To make the statement
clear, we first write down the conclusion:
• For any (4 + 1)-d band insulator with single parti-
cle Hamiltonian h(k), the non-linear response coef-
ficient C2 defined in Eq. (53) is equal to the sec-
ond Chern number of the non-abelian Berry’s phase
gauge field in the BZ, i.e.:
C2 =
1
32π2
∫
d4kǫijkℓtr [fijfkℓ] (54)
with fαβij = ∂ia
αβ
j − ∂jaαβi + i [ai, aj ]αβ ,
aαβi (k) = −i 〈α,k|
∂
∂ki
|β,k〉
where i, j, k, ℓ = 1, 2, 3, 4.
The index α in aαβi refers to the occupied bands, there-
fore, for a general multi-band model, aαβi is a non-abelian
gauge field, and fαβij is the associated non-abelian field
strength. Here we sketch the basic idea of Eq. (54),
and leave the explicit derivation to Appendix B. The
key point to simplify Eq. (53) is noticing its topologi-
cal invariance i.e. under any continuous deformation of
the Hamiltonian h(k), as long as no level crossing oc-
curs at the Fermi level, C2 remains invariant. Denote
the eigenvalues of the single particle Hamiltonian h(k)
as ǫα(k), α = 1, 2, ..., N with ǫα(k) ≤ ǫα+1(k). When M
bands are filled, one can always define a continuous de-
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FIG. 8: Illustration showing that a band insulator with arbi-
trary band structure ǫi(k) can be continuously deformed to
a flat band model with the same eigenstates. Since no level
crossing occurs at the Fermi level, the two Hamiltonians are
topologically equivalent.
formation of the energy spectrum so that ǫα(k)→ ǫG for
α ≤M and ǫα(k)→ ǫE for α > M (with ǫE > ǫG), while
all the corresponding eigenstates |α,k〉 remain invariant.
In other words, each Hamiltonian h(k) can be contin-
uously deformed to some “flat band” model, as shown
in Fig. 8. Since both Eq. (53) and the second Chern
number in Eq. (54) are topologically invariant, we only
need to demonstrate Eq. (54) for the flat band models,
of which the Hamiltonians have the form
h0(k) = ǫG
∑
1≤α≤M
|α,k〉 〈α,k|+ ǫE
∑
β>M
|β,k〉 〈β,k|
≡ ǫGPG(k) + ǫEPE(k). (55)
Here PG(k) (PE(k)) is the projection operator to the
occupied (un-occupied) bands. Non-abelian gauge con-
nections can be defined in terms of these projection op-
erators in a way similar to Ref. 42. Correspondingly,
the single particle Green’s function can also be expressed
by the projection operators PG, PE , and Eq. (54) can
be proved by straight-forward algebraic calculations, as
shown in Appendix B.
In summary, we have shown that for any (4+1)-d band
insulator, there is a (4 + 1)-d Chern-Simons term (52)
in the effective action of the external U(1) gauge field,
of which the coefficient is the second Chern number of
the non-abelian Berry phase gauge field. Such a relation
between Chern number and Chern-Simons term in the
effective action is an exact analogy of the TKNN formula
in (2+1)-d QH effect. By applying the equation of motion
(51), we obtain
jµ =
C2
8π2
ǫµνρστ∂νAρ∂σAτ (56)
which is the non-linear response to the external field Aµ.
For example, consider a field configuration :
Ax = 0, Ay = Bzx, Az = −Ezt, Aw = At = 0 (57)
where x, y, z, w are the spatial coordinates and t is time.
The only non-vanishing components of the field curvature
are Fxy = Bz and Fzt = −Ez, which according to Eq.
(56) generates the current
jw =
C2
4π2
BzEz .
If we integrate the equation above over the x, y dimen-
sions (with periodic boundary conditions and assuming
Ez is does not depend on (x, y)), we obtain∫
dxdyjw =
C2
4π2
(∫
dxdyBz
)
Ez ≡ C2Nxy
2π
Ez (58)
where Nxy =
∫
dxdyBz/2π is the number of flux quanta
through the xy plane, which is always quantized to be
an integer. This is exactly the 4DQH effect proposed in
Ref. 14. Thus, from this example we can understand
a physical consequence of the second Chern number: In
a (4 + 1)-d insulator with second Chern number C2, a
quantized Hall conductance C2Nxy/2π in the zw plane
is induced by magnetic field with flux 2πNxy in the per-
pendicular (xy) plane.
Similar to the (2+1)-d case, the physical consequences
of the second Chern number can also be understood bet-
ter by studying the surface states of an open-boundary
system, which for the (4 + 1)-d case is described by a
(3 + 1)-d theory. In the next subsection we will study
an explicit example of a (4 + 1)-d topological insulator,
which helps us to improve our understanding of the phys-
ical picture of the (4 + 1)-d topology; especially, after
dimensional reduction to the lower-dimensional physical
systems.
B. TRI topological insulators based on lattice
Dirac models
In section II B, we have shown that the model intro-
duced in Ref. 35 realizes the fundamental TRB topolog-
ical insulator in (2 + 1)-d, and it reduces to the Dirac
model in the continuum limit. Generalizing this con-
struction, we propose the lattice Dirac model to be the
realization of the fundamental TRI topological insulator
in (4 + 1)-d. Such a model has also been studied in the
field theory literature40,43. The continuum Dirac model
in (4 + 1)-d dimensions is expressed as
H =
∫
d4x
[
ψ†(x)Γi (−i∂i)ψ(x) +mψ†Γ0ψ
]
(59)
with i = 1, 2, 3, 4 the spatial dimensions, and Γµ, µ =
0, 1, .., 4 the five Dirac matrices satisfying the Clifford
algebra
{Γµ,Γν} = 2δµνI (60)
with I the identity matrix44.
The lattice (tight-binding) version of this model is
written as
H =
∑
n,i
[
ψ†n
(
cΓ0 − iΓi
2
)
ψn+iˆ + h.c.
]
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+m
∑
n
ψ†nΓ
0ψn (61)
or in momentum space,
H =
∑
k
ψ†k
[∑
i
sin kiΓ
i +
(
m+ c
∑
i
cos ki
)
Γ0
]
ψk.
(62)
Such a Hamiltonian can be written in the compact form
H =
∑
k
ψ†kda(k)Γ
aψk (63)
with
da(k) =
((
m+ c
∑
i
cos ki
)
, sinkx, sin ky, sin kz, sin kw
)
a five-dimensional vector. Similar to the (2 + 1)-d two-
band models we studied in Sec. II B, a single parti-
cle Hamiltonian with the form h(k) = da(k)Γ
a has two
eigenvalues E±(k) = ±
√∑
a d
2
a(k), but with the key dif-
ference that here both eigenvalues are doubly degenerate.
When
∑
a d
2
a(k) ≡ d2(k) is non-vanishing in the whole
BZ, the system is gapped at half-filling, with the two
bands with E = E−(k) filled. Since there are two occu-
pied bands, an SU(2)×U(1) adiabatic connection can be
defined42,45,46. Starting from the Hamiltonian (62), one
can determine the single particle Green’s function, and
substituting it into the expression for the second Chern
number in Eq. (53). We obtain
C2 =
3
8π2
∫
d4kǫabcdedˆa∂xdˆb∂ydˆc∂z dˆd∂wdˆe (64)
which is the winding number of the mapping dˆa(k) ≡
da(k)/ |d(k)| from the BZ T 4 to the sphere S4 and
a, b, c, d, e = 0, 1, 2, 3, 4. More details of this calculation
are presented in Appendix C.
Since the winding number (64) is equal to the sec-
ond Chern number of the Berry’s phase gauge field, it is
topologically invariant. It is easy to calculate C2 in the
lattice Dirac model (61). Considering the lattice Dirac
model with a fixed positive parameter c and tunable mass
term m, C2(m) as a function of m can change only if the
Hamiltonian is gapless, i.e., if
∑
a d
2
a(k,m) = 0 for some
k. It’s easy to determine that C2(m) = 0 in the limit
m → +∞, since the unit vector dˆa(k) → (1, 0, 0, 0, 0)
in that limit. Thus we only need to study the change of
C2(m) at each quantum critical points, namely at critical
values of m where the system becomes gapless.
The solutions of equation
∑
a d
2
a(k,m) = 0 lead to five
critical values of m and corresponding k points as listed
below:
m =


−4c, k = (0, 0, 0, 0)
−2c, k ∈ P [(π, 0, 0, 0)]
0, k ∈ P [(π, 0, π, 0)]
2c, k ∈ P [(π, π, π, 0)]
4c, k = (π, π, π, π)
(65)
in which P [k] stands for the set of all the wavevectors
obtained from index permutations of wavevector k. For
example, P [(π, 0, 0, 0)] consists of (π, 0, 0, 0), (0, π, 0, 0),
(0, 0, π, 0) and (0, 0, 0, π). As an example, we can study
the change of C2(m) around the critical value m = −4c.
In the limit m + 4c ≪ 2c, the system has its minimal
gap at k = 0, around which the da(k) vector has the
approximate form da(k) ≃ (δm, kx, ky, kz , kw) + o(|k|),
with δm ≡ m+ 4c. Taking a cut-off Λ≪ 2π in momen-
tum space, one can divide the expression (64) of C2 into
low-energy and high-energy parts:
C2 =
3
8π2
(∫
|k|≤Λ
d4k +
∫
|k|>Λ
d4k
)
ǫabcdedˆa∂xdˆb∂ydˆc∂zdˆd∂wdˆe ≡ C(1)2 (δm,Λ) + C(2)2 (δm,Λ).
Since there is no level-crossing in the region |k| > Λ, the
jump of C2 at δm = 0 can only come from C
(1)
2 . In the
limit |δm| < Λ ≪ 2π, the continuum approximation of
da(k) can be applied to obtain
C
(1)
2 (δm,Λ) ≃
3
8π2
∫
|k|≤Λ
d4k
δm
(δm2 + k2)
5/2
which can be integrated and leads to
∆C2
δm=0+
δm=0− = ∆C
(1)
2
δm=0+
δm=0− = 1. (66)
From the analysis above we see that the change of the
second Chern number is determined only by the effec-
tive continuum model around the level crossing wavevec-
tor(s). In this case the continuum model is just the Dirac
model. Similar analysis can be carried out at the other
critical m’s, which leads to the following values of the
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second Chern number:
C2(m) =


0, m < −4c or m > 4c
1, −4c < m < −2c
−3, −2c < m < 0
3, 0 < m < 2c
−1, 2c < m < 4c
. (67)
A more general formula is given in Ref. 40.
After obtaining the second Chern number, we can
study the surface states of the topologically nontrivial
phases of this model. In the same way as in Sec. II C,
we can take open boundary conditions for one dimen-
sion, say, w, and periodic boundary conditions for all
other dimensions, so that kx, ky, kz are still good quan-
tum numbers. The Hamiltonian is transformed to a sum
of 1D tight-binding models:
H =
∑
~k,w
[
ψ†~k
(w)
(
cΓ0 − iΓ4
2
)
ψ~k(w + 1) + h.c.
]
+
∑
~k,w
ψ†~k
(w)
[
sin kiΓ
i +
(
m+ c
∑
i
cos ki
)
Γ0
]
ψ~k(w)
(68)
in which ~k = (kx, ky, kz), i = 1, 2, 3, and w = 1, 2, .., L are
the w coordinates of lattice sites. The single-particle en-
ergy spectrum can be obtained as Eα(~k), α = 1, 2, ..4L,
among which the mid-gap surface states are found when
C2 6= 0, as shown in Fig. 9. When the Chern number is
C2, there are |C2| branches of gapless surface states with
linear dispersion, so that the low energy effective theory
is described by |C2| flavors of chiral fermions43:
H = sgn(C2)
∫
d3p
(2π)
3
|C2|∑
i=1
viψ
†
i (~p)~σ · ~pψi(~p). (69)
The factor sgn(C2) ensures that the chirality of the sur-
face states is determined by the sign of the Chern num-
ber. From such a surface theory we can obtain a more
physical understanding of the nonlinear response equa-
tion (56) to an external U(1) gauge field. Taking the
same gauge field configuration as in Eq. (57), the non-
vanishing components of the field curvature are Fxy = Bz
and Fzt = −Ez. Consequently, the (3+1)-d surface states
are coupled to a magnetic field B = Bzzˆ and an electric
field E = Ez zˆ. For simplicity, consider the system with
−4c < m < −2c and C2 = 1, in which the surface theory
is a single chiral fermion with the single particle Hamil-
tonian
h = v~σ·
(
~p+ ~A
)
= vσxpx+vσy (py +Bzx)+vσz (pz − Ezt) .
If Ez is small enough so that the time-dependence of
Az(t) = −Ezt can be treated adiabatically, the single
particle energy spectrum can be solved for a fixed Az as
En±(pz) = ±v
√
(pz +Az)2 + 2n|Bz|, n = 1, 2, ...
E0(pz) = v(pz +Az)sgn(Bz). (70)
FIG. 9: Three dimensional energy spectrum of the surface
states for the parameters (a) c = 1, m = −3 and (b) c =
1, m = −1. The Dirac points where energy gap vanishes are
marked with deepest red color. Form = −3 there is one Dirac
point at Γ point while for m = −1 there are three of them at
X points.
When the size of the surface is taken as Lx×Ly×Lz with
periodic boundary conditions, each Landau level has the
degeneracy Nxy = LxLyBz/2π. Similar to Laughlin’s
gauge argument for QH edge states4, the effect of an in-
finitesimal electric field Ez can be obtained by adiabati-
cally shifting the momentum pz → pz + Ezt. As shown
in Fig. 10, from the time t = 0 to t = T ≡ 2π/LzEz, the
momentum is shifted as pz → pz + 2π/Lz, so that the
net electron number of the surface 3D system increases
by Nxy. In other words, a “generalized Hall current” Iw
must be flowing towards the w direction:
Iw =
Nxy
T
=
LxLyLzBzEz
4π2
.
This “generalized Hall current” is the key property of the
4DQH effect studied in Ref. 14.
In terms of current density we obtain jw = BzEz/4π
2,
which is consistent with the result of Eq. (56) discussed
in the last subsection. More generally the current density
jw can be written as
jw = C2
E ·B
4π2
=
C2
32π2
ǫµνστFµνFστ (71)
which is the chiral anomaly equation of massless (3+1)-d
Dirac fermions47,48. Since the gapless states on the 3D
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FIG. 10: Illustration of the surface Landau level spectrum
given by Eq. (70). Each level in the figure is Nxy fold degen-
erate. The solid circles are the occupied states of the zeroth
Landau level, and the red open circle shows the states that
are filled when the gauge vector potential Az is shifted adia-
batically from 0 to 2π/Lz.
edge of the 4D lattice Dirac model are chiral fermions,
the current Iw carries away chiral charge, leading to the
non-conservation of chirality on the 3D edge.
IV. DIMENSIONAL REDUCTION TO (3 + 1)-D
TRI INSULATORS
As shown in Sec. II C, one can start from a (2 + 1)-
d TRB topological insulator described by a Hamilto-
nian h(kx, ky), and perform the procedure of dimen-
sional reduction by replacing ky by a parameter θ. The
same dimensional reduction procedure can be carried out
for the (4 + 1)-d TRI insulator with a non-vanishing
second Chern number. From this procedure, one ob-
tains the topological effective theory of insulators in
(3 + 1)-d and (2 + 1)-d. Specifically, for TRI insula-
tors a general Z2 topological classification is defined.
Compared to the earlier proposals of the Z2 topological
invariant16,22,23,24,27,28,29,30, our approach provides a di-
rect relationship between the topological quantum num-
ber and the physically measurable topological response of
the corresponding system. We discuss a number of the-
oretical predictions, including the TME effect, and pro-
pose experimental settings where these topological effects
can be measured in realistic materials.
A. Effective action of (3 + 1)-d insulators
To perform the dimensional reduction explicitly, in the
following we show the derivation for the (4 + 1)-d Dirac
model (61). However, each step of the derivation is ap-
plicable to any other insulator model, so the conclusion
is completely generic.
The Hamiltonian of Dirac model (61) coupled to an
external U(1) gauge field is given by
H [A] =
∑
n,i
[
ψ†n
(
cΓ0 − iΓi
2
)
eiAn,n+iˆψn+iˆ + h.c.
]
+m
∑
n
ψ†nΓ
0ψn. (72)
Now consider a special “Landau”-gauge configuration
satisfying An,n+iˆ = An+wˆ,n+wˆ+iˆ, ∀n, which is transla-
tionally invariant in the w direction. Thus, under peri-
odic boundary conditions the w-direction momentum kw
is a good quantum number, and the Hamiltonian can be
rewritten as
H [A] =
∑
kw ,~x,s
[
ψ†~x,kw
(
cΓ0 − iΓs
2
)
eiA~x,~x+sˆψ~x+sˆ,kw + h.c.
]
+
∑
kw,~x,s
ψ†~x,kw
[
sin (kw +A~x4) Γ
4
+(m+ c cos (kw +A~x4)) Γ
0
]
ψ~x,kw
where ~x stands for the three-dimensional coordinates,
A~x4 ≡ A~x,~x+wˆ, and s = 1, 2, 3 stands for the x, y, z di-
rections. In this expression, the states with different kw
decouple from each other, and the (4+1)-d Hamiltonian
H [A] reduces to a series of (3 + 1)-d Hamiltonians. Pick
one of these (3 + 1)-d Hamiltonians with fixed kw and
rename kw +A~x4 = θ~x, we obtain the (3 + 1)-d model
H3D[A, θ] =
∑
~x,s
[
ψ†~x
(
cΓ0 − iΓs
2
)
eiA~x,~x+sˆψ~x+sˆ + h.c.
]
+
∑
~x,s
ψ†~x
[
sin θ~xΓ
4 + (m+ c cos θ~x) Γ
0
]
ψ~x
(73)
which describes a band insulator coupled to an electro-
magnetic field A~x,~x+sˆ and an adiabatic parameter field
θ~x.
Due to its construction, the response of the model (73)
to A~x,~x+sˆ and θ~x fields is closely related to the response
of the (4+1)-d Dirac model (61) to the U(1) gauge field.
To study the response properties of the (3+1)-d system,
the effective action S3D[A, θ] can be defined as
expiS3D[A,θ] =
∫
D[ψ]D[ψ¯]ei
R
dt[
P
~x ψ¯~x(i∂τ−A~x0)ψ~x−H[A,θ]].
A Taylor expansion of S3D can be carried out around
the field configuration As(~x, t) ≡ 0, θ(~x, t) ≡ θ0, which
contains a non-linear response term directly derived from
the (4 + 1)-d Chern-Simons action (52):
S3D =
G3(θ0)
4π
∫
d3xdtǫµνστ δθ∂µAν∂σAτ . (74)
Compared to the Eq. (52), the field δθ(~x, t) = θ(~x, t)−θ0
plays the role of A4, and the coefficient G3(θ0) is de-
termined by the same Feynman diagram (7), but evalu-
ated for the three-dimensional Hamiltonian (73). Con-
sequently, G3(θ0) can be calculated and is equal to Eq.
(53), but without the integration over kw:
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G3(θ0) = −π
6
∫
d3kdω
(2π)
4 Trǫ
µνστ
[(
G
∂G−1
∂qµ
)(
G
∂G−1
∂qν
)(
G
∂G−1
∂qσ
)(
G
∂G−1
∂qτ
)(
G
∂G−1
∂θ0
)]
(75)
where qµ = (ω, kx, ky, kz) . Due to the same calculation
as Sec. III A and Appendix B, G3(θ0) is determined from
the Berry phase curvature as
G3(θ0) =
1
8π2
∫
d3kǫijktr [fθifjk] , (76)
in which the Berry phase gauge field is defined
in the four-dimensional space (kx, ky, kz , θ0), i.e.,
aαβi = −i
〈
~k, θ0;α
∣∣∣ (∂/∂ki) ∣∣∣~k, θ0;β〉 and aαβθ =
−i
〈
~k, θ0;α
∣∣∣ (∂/∂θ0) ∣∣∣~k, θ0;β〉. Compared to the second
Chern number (54), we know that G3(θ0) satisfies the
sum rule ∫
G3(θ0)dθ0 = C2 ∈ Z, (77)
which is in exact analogy with the sum rule of the pump-
ing coefficient G1(θ) in Eq. (22) of the (1 + 1)-d system.
Recall that G1(θ) can be expressed as ∂P1(θ)/∂θ, where
P1(θ) is simply the charge polarization. In comparison,
a generalized polarization P3(θ0) can also be defined in
(3 + 1)-d so that G3(θ0) = ∂P3(θ0)/∂θ0. ( Recently, a
similar quantity has also been considered in Ref. 49 from
the point of view of semiclassical particle dynamics.) The
conventional electric polarization P couples linearly to
the external electric field E, and the magnetic polariza-
tionM couples linearly to the magnetic field B, however,
as we shall show, P3 is a pseudo-scalar which couples non-
linearly to the external electromagnetic field combination
E·B. For this reason, we coin the term “magneto-electric
polarization” for P3. To obtain P3(θ0), one needs to in-
troduce the non-Abelian Chern-Simons term:
KA = 1
16π2
ǫABCDTr
[(
fBC − 1
3
[aB, aC ]
)
· aD
]
, (78)
which is a vector in the four-dimensional parameter space
q = (kx, ky, kz, θ0) and A,B,C,D = x, y, z, θ. KA satis-
fies
∂AKA = 1
32π2
ǫABCDtr [fABfCD]
⇒ G3(θ0) =
∫
d3k∂AKA.
When the second Chern number is nonzero, there is an
obstruction to the definition of aA, which implies that
KA cannot be a single-valued continuous function in
the whole parameter space. However, in an appropri-
ate gauge choice, Ki, i = x, y, z can be single-valued, so
that G3(θ0) =
∫
d3k∂θKθ ≡ ∂P3(θ0)/∂θ0, with
P3(θ0) =
∫
d3kKθ
=
1
16π2
∫
d3kǫθijkTr
[(
fij − 1
3
[ai, aj ]
)
· ak
]
.
(79)
Thus, P3(θ0) is given by the integral of the non-Abelian
Chern-Simons 3-form over momentum space. This is
analogous to the charge polarization defined as the in-
tegral of the adiabatic connection 1-form over a path in
momentum space.
As is well-known, the three-dimensional integration of
the Chern-Simons term is only gauge-invariant modulo
an integer. Under a gauge transformation ai → u−1aiu−
iu−1∂iu (u ∈ U(M) when M bands are occupied), the
change of P3 is
∆P3 =
i
24π2
∫
d3kǫθijkTr
[(
u−1∂iu
) (
u−1∂ju
) (
u−1∂ku
)]
,
which is an integer. Thus P3(θ0), just like P1(θ), is only
defined modulo 1, and its change during a variation of θ0
from 0 to 2π is well-defined, and given by C2.
The effective action (74) can be further simplified by
introducing G3 = ∂P3/∂θ. Integration by parts of S3D
leads to
S3D =
1
4π
∫
d3xdtǫµνστAµ(∂P3/∂θ)∂νδθ∂σAτ .
(∂P3/∂θ)∂νδθ can be written as ∂νP3, where P3(~x, t) =
P3(θ(~x, t)) has space-time dependence determined by the
θ field. Such an expression is only meaningful when the
space-time dependence of θ field is smooth and adiabatic,
so that locally θ can still be considered as a parameter.
In summary, the effective action is finally written as
S3D =
1
4π
∫
d3xdtǫµνστP3(x, t)∂µAν∂σAτ . (80)
This effective topological action for the (3 + 1)-d insu-
lator is one of the central results of this paper. As we
shall see later, many physical consequences can be di-
rectly derived from it. It should be emphasized that this
effective action is well-defined for an arbitrary (3 + 1)-d
insulator Hamiltonian h(~k, ~x, t) in which the dependence
on ~x, t is adiabatic. We obtained this effective theory by
the dimensional reduction from a (4 + 1)-d system; and
we presented it this way since we believe that this deriva-
tion is both elegant and unifying. However, for readers
who are not interested in the relationship to higher di-
mensional physics, a self-contained derivation can also be
carried out directly in (3 + 1)-d, as we explained earlier,
by integrating out the fermions in the presence of the
Aµ(x, t) and the θ(x, t) external fields.
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This effective action is known in the field theory lit-
erature as axion electrodynamics50,51,52, where the adia-
batic field P3 plays the role of the axion field
53,54. When
the P3 field becomes a constant parameter independent
of space and time, this effective action is referred to as
the topological term for the θ vacuum55,56. The axion
field has not yet been experimentally identified, and it
remains as a deep mystery in particle physics. Our work
shows that the same physics can occur in a condensed
matter system, where the adiabatic “axion” field P3(x, t)
has a direct physical interpretation and can be accessed
and controlled experimentally.
From the discussion above it is clear that 3D TRI
topological insulators realize a non-trivial solitonic back-
ground θ field. In Ref. 28 the authors suggest several
candidate materials which could be 3D topological insu-
lators. These 3D materials are topologically non-trivial
because of band inversion mechanism similar to that of
the HgTe quantum wells20. Ref. 57 closely studied the
strained, bulk HgTe. We will keep this system in mind
since it has a simple physical interpretation, and its es-
sential physics can be described by the Dirac model pre-
sented earlier. We can consider the trivial vacuum out-
side the material to have a constant axion field with the
value θ = 0 and the interior of a 3D topological in-
sulator to have a θ = π background field. The value
θ = π does not violate time-reversal (or CP in high-
energy language). HgTe is a zero-gap semiconductor and
has no topologically protected features. However, when
strained, the system develops a bulk insulating gap be-
tween the p-wave light-hole “conduction band” and the
p-wave heavy-hole “valence band” around the Γ-point.
To study the topological features we must also include
the s-wave band which in a conventional material like
GaAs would be a conduction band. Because of the strong
spin-orbit coupling in HgTe the band structure is actually
inverted the s-wave band becomes a valence band. For
a moment we will ignore the heavy-hole band and only
consider the light-hole and s-wave band57. The effective
Hamiltonian of these two bands is a massive Dirac Hamil-
tonian, but with a negative mass. The negative mass in-
dicates a phase shift of π in the vacuum angle θ from its
original unshifted value in the trivial vacuum. The ax-
ion domain wall structure at the surface of the topologi-
cal insulator traps fermion zero modes which are simply
the topologically protected surface states. If we include
the effects of the heavy-hole band the dispersion of the
bulk bands and surface states are quantitatively modi-
fied. However, as long as the crystal is strained enough
to maintain the bulk gap the topological phenomena will
be unaffected and the boundary of the 3D topological in-
sulator can still be described as an axion domain wall.
Thus, this material in condensed matter physics provide
a direct realization of axion electrodynamics.
B. Physical Consequences of the Effective Action
S3D
In this subsection we present the general physical
consequences of the effective topological action (80) for
(3 + 1)-d insulators coupled to a P3 polarization, and in
subsection IVC we focus on its consequences for TRI in-
sulators. Since the effective action is quadratic in Aµ,
it describes a linear response to the external electromag-
netic fields which depends on the spatial and temporal
gradients of P3. Taking a variation of S3D[A, θ] we obtain
the response equation:
jµ =
1
2π
ǫµνστ∂νP3∂σAτ . (81)
The physical consequences Eq. (81) can be understood
by studying the following two cases.
(1) Hall effect induced by spatial gradient of P3.
Consider a system in which P3 = P3(z) only depends
on z. For example, this can be realized by the lattice
Dirac model (73) with θ = θ(z). (This type of domain
wall has also been considered in Ref. 58). In this case
Eq. (81) becomes
jµ =
∂zP3
2π
ǫµµρ∂νAρ, µ, ν, ρ = t, x, y
which describes a QH effect in the xy plane with the
Hall conductivity σxy = ∂zP3/2π, as shown in Fig. 11
(a). For a uniform electric field Ex in the x-direction,
the Hall current density is jy = (∂zP3/2π)Ex. Thus the
integration over z in a finite range gives the 2D current
density in the xy plane:
J2Dy =
∫ z2
z1
dzjy =
1
2π
(∫ z2
z1
dP3
)
Ex.
In other words, the net Hall conductance of the region
z1 ≤ z ≤ z2 is
σ2Dxy =
∫ z2
z1
dP3/2π, (82)
which only depends on the change of P3 in this region,
and is not sensitive to any details of the function P3(z).
Analogously in the (1 + 1) − d case, if we perform the
spatial integration of Eq. (25), we obtain the total charge
induced by the charge polarization P :
Q = −
∫ z2
z1
dP/2π. (83)
By comparing these two equations, we see that the rela-
tion between P3 and Hall conductance in (3 + 1)-d insu-
lators is the same as the relation between charge polar-
ization P and the total charge in the (1 + 1)-d case. As
a specific case, a domain wall between two homogeneous
materials with different P3 will carry Hall conductance
σH = ∆P3/2π, while the fractional charge carried by a
domain wall in (1 + 1)-d is given by Q = −∆P/2π.
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FIG. 11: (a) Illustration of the Hall effect induced by a spatial
gradient of P3. The colors represent different values of P3,
which decrease from 0 at the bottom to 1/2 on top. The blue
arrow shows the direction of a uniform electric field Ex and
the white arrows show the Hall current density induced, given
by the formula jy = (∂zP3/2π)Ex. (b) Energy spectrum of
the (3 + 1)-d lattice Dirac model (73) in a magnetic field Bz
towards the z direction. The boundary conditions are periodic
in the x and y-directions and open on the z-direction. The
red and black curves show the surface states on the top and
bottom surfaces, respectively, each of which is a BzLxLy/2π
fold degenerate Landau Level. The parameters of model (73)
are chosen to be m = −3, c = 1.
(2) Topological Magneto-electric effect(TME)
induced by temporal gradient of P3.
When P3 = P3(t) is spatially uniform, but time-
dependent, Eq. (81) becomes
ji = −∂tP3
2π
ǫijk∂jAk, i, j, k = x, y, z.
In other words, we have
~j = −∂tP3
2π
~B. (84)
Since the charge polarization ~P satisfies ~j = ∂t ~P ,
in a static uniform magnetic field B we have ∂t ~P =
−∂t
(
P3 ~B/2π
)
, so that
~P = −
~B
2π
(P3 + const.) . (85)
Such an equation describes the charge polarization in-
duced by a magnetic field, which is a magneto-electric
effect. Compared to similar effects in multiferroic
materials59,60, the magneto-electric effect obtained here
is of topological origin, and only determined by the
magneto-electric polarization P3.
Similar to the (1 + 1)-d adiabatic pumping effect, the
response Eq. (84) can be understood in a surface state
picture. For example, consider the lattice Dirac model
(73) with periodic boundary conditions in the x, y direc-
tions and open boundary conditions in the z-direction.
In the presence of a static magnetic field Bz in the z-
direction, the single particle energy spectrum En(θ) can
be solved for at a fixed θ value. As shown in Fig. 11
(b), mid-gap states appear for generic θ, which are local-
ized on the (2+1)-d boundary. It should be noticed that
each state is N -fold degenerate where N = BzLxLy/2π is
the Landau level degeneracy. In the lattice Dirac model,
when −4c < m < −2c so that C2 =
∫ θ=2π
θ=0 dP3 = 1, we
find that during a period θ = 0 → 2π, N degenerate
surface states on the bottom boundary sink below fermi
level and N states on the top float up. Consequently,
when θ is adiabatically tuned from 0 to 2π, there are
N electrons pumped from the top surface to the bottom
one, which is in consistent with the result of Eq. (84):
∆Q =
∫
dt
∫
dxdyjz = −
∫ 2π
0 dP3
2π
BzLxLy = −NC2.
Just like the relation between (2+1)-d QH edge states
and the mid-gap end states in the (1 + 1)-d pumping
effect, there is a direct relationship between the (3+1)-d
surface states of the (4 + 1)-d lattice Dirac model and
the adiabatic pumping discussed above. As discussed in
Sec. III B, the surface theory of a (4 + 1)-d lattice Dirac
model with nontrivial C2 is a (3 + 1)-d chiral fermion.
As shown in Fig. 10, the energy spectrum in a magnetic
field Bz has a chiral dependence on the wavevector pz.
During the dimensional reduction procedure, pz (in the
notation of Sec. III B) is replaced by the parameter θ,
so that the chiral energy spectrum E(pz) changes to the
“chiral” θ dependence of En(θ) in Fig. 11 (b). In other
words, the adiabatic pumping in the magnetic field in the
(3+1)-d system is a dimensionally reduced version of the
chiral anomaly on the surface of a (4 + 1)-d topological
insulator.
The TME leads to a striking consequence if magnetic
monopoles are present. For a uniform P3, Eq. (84) leads
to
∇ ·~j = −∂tP3
2π
∇ · ~B.
Suppose we consider a compact U(1) electromagnetic
field on a lattice, where the monopole density ρm =
∇ · ~B/2π can be non-vanishing, then we obtain
∂tρe = (∂tP3) ρm. (86)
Therefore, when P3 is adiabatically changed from zero to
Θ/2π, the magnetic monopole will acquire a charge of
Qe =
Θ
2π
Qm. (87)
Such a relation was first derived by Witten in the context
of the topological term obtained from QCD61.
C. Z2 topological classification of time-reversal
invariant insulators
In Sec. IID we have seen how a Z2 topological clas-
sification is obtained for (1 + 1)-d particle-hole symmet-
ric insulators. The key point for that case is to show
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that any interpolation between two particle-hole sym-
metric insulators h1(k) and h2(k) carries the same parity
of Chern number, so that the “relative Chern parity” is
well-defined for each two Hamiltonians with particle-hole
symmetry. In this section, we will show that the same
approach can be applied to (3+1)-d insulators, where the
time-reversal symmetry plays the same role as particle-
hole symmetry does in (1 + 1)-d.
For a Hamiltonian H =
∑
m,n c
†
mαh
αβ
mncnβ , the time-
reversal transformation is an anti-unitary operation de-
fined by cmα → Tαβcmβ, where the time-reversal matrix
T satisfies T †T = I and T ∗T = −I. In ~k-space time-
reversal symmetry requires
T †h(−~k)T = hT (~k). (88)
The condition T ∗T = −I is essential, and leads to
Kramers’s degeneracy. Now we will follow the same ap-
proach as Sec. IID and show how to define a Z2 invariant
for the TRI insulators in (3+1)-d. For any two TRI band
insulators h1(~k) and h2(~k), an interpolation h(~k, θ) can
be defined, satisfying
h(~k, 0) = h1(~k), h(~k, π) = h2(~k)
T †h(−~k,−θ)T = hT (~k, θ), (89)
and h(~k, θ) is gapped for any θ ∈ [0, 2π]. Since the
interpolation is periodic in θ, a second Chern number
C2[h(~k, θ)] of the Berry phase gauge field can be defined
in the (~k, θ) space. In the same way as in Sec. IID, we
will demonstrate below that C2[h(~k, θ)] − C2[h′(~k, θ)] =
0 mod 2 for any two interpolations h and h′. First of all,
two new interpolations g1,2(~k, θ) can be defined by Eq.
(39), which we repeat here for convenience:
g1(k, θ) =
{
h(k, θ), θ ∈ [0, π]
h′(k, 2π − θ), θ ∈ [π, 2π]
g2(k, θ) =
{
h′(k, 2π − θ), θ ∈ [0, π]
h(k, θ), θ ∈ [π, 2π] .
By their definition, g1 and g2 satisfy C2[h] − C2[h′] =
C2[g1] + C2[g2] and T
†g1(−~k,−θ)T = gT2 (~k, θ). To
demonstrate C2[g1] = C2[g2], consider an eigenstate∣∣∣~k, θ;α〉
1
of g1(~k, θ) with eigenvalue Eα(~k, θ). We have
gT2 (−~k,−θ)T †
∣∣∣~k, θ;α〉
1
= T †g1(~k, θ)
∣∣∣~k, θ;α〉
1
= Eα(~k, θ)T
†
∣∣∣~k, θ;α〉
1
⇒ g2(−~k,−θ)T T
(∣∣∣~k, θ;α〉
1
)∗
= Eα(~k, θ)T
T
(∣∣∣~k, θ;α〉
1
)∗
.
Thus T T (|~k, θ;α〉1)∗ is an eigenstate of g2(−~k,−θ) with
the same eigenvalue Eα(~k, θ). Expand over the eigen-
states | − ~k,−θ, β〉2 of g2(−~k,−θ), we have
T T
(∣∣∣~k, θ;α〉
1
)∗
=
∑
β
Uαβ(~k, θ)
∣∣∣−~k,−θ;β〉
2
. (90)
Consequently the Berry phase gauge vector of the g1 and
g2 systems satisfies
aαβ1j (
~k, θ) = −i
〈
~k, θ;α
∣∣∣ ∂j ∣∣∣~k, θ;β〉
1
= −i

∑
γ,δ
U∗αγ
〈
−~k,−θ; γ
∣∣∣ ∂j (Uβδ ∣∣∣−~k,−θ; δ〉
2
)
∗
=
∑
γ,δ
Uαγa
γδ∗
2j (−~k,−θ)(U †)δβ − i
∑
γ
Uαγ(~k, θ)∂jU
∗
βγ(
~k, θ). (91)
In other words, aαβ1j (
~k, θ) is equal to aαβ2j (−~k,−θ) up to
a gauge transformation. Consequently, the Berry phase
curvature satisfies fαβ1ij (
~k, θ) = Uαγf
γδ∗
2ij (−~k,−θ)(U †)δβ ,
which thus leads to C2[g1(~k, θ)] = C2[g2(~k, θ)]. In
summary, we have proved C2[h(~k, θ)] − C2[h′(~k, θ)] =
2C2[g(~k, θ)] = 0 mod 2 for any two symmetric interpola-
tions h and h′. Thus the “relative second Chern parity”
N3[h1(~k), h2(~k)] = (−1)C2[h(~k,θ)]
is well-defined for any two time-reversal invariant (3+1)-
d insulators, independent on the choice of interpolation.
In the same way as in (1 + 1)-d, a vacuum Hamiltonian
h0(~k) ≡ h0, ∀~k can be defined as a reference. All the
Hamiltonians with N3[h0, h] = −1 are called Z2 nontriv-
ial, while those with N3[h0, h] = 1 are trivial.
Similar to the (1 + 1)-d case, there is a more intu-
itive, but less rigorous, way to define the Z2 invariantN3.
Through the derivation of Eq. (91) one can see that for a
TRI Hamiltonian satisfying Eq. (88), the Berry’s phase
gauge potential satisfies ai(~k) = Uai(−~k)U † − iU∂iU †,
so that the magneto-electric polarization P3 satisfies
2P3 =
i
24π2
∫
d3kǫijkTr
[(
U∂iU
†
) (
U∂jU
†
) (
U∂kU
†
)] ∈ Z.
Consequently, there are only two inequivalent, TRI val-
ues of P3, which are P3 = 0 and P3 = 1/2. For
two Hamiltonians h1 and h2, the second Chern number
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C2[h(~k, θ)] = 2 (P3[h2]− P3[h1]) mod 2, so the difference
of P3 determines the relative Chern parity N3[h1, h2] by
N3[h1, h2] = (−1)2(P3[h1]−P3[h2]). Since the trivial Hamil-
tonian h0 obviously has P3 = 0, we know that all the
Hamiltonians with P3 = 1/2 are topologically non-trivial,
while those with P3 = 0 are trivial.
Once the Z2 classification is obtained, the physical con-
sequences of this topological quantum number can be
studied by the effective theory (80), as has been done in
the last subsection. In the (1+ 1)-d case, we have shown
that a zero-energy localized state exists at each open
boundary of a Z2 nontrivial particle-hole symmetric insu-
lator, which leads to a half charge Qd = e/2( mod e) con-
fined on the boundary. Similarly, the nontrivial (3 + 1)-
d insulators also have topologically protected surface
states. The easiest way to study the surface physics of the
(3+1)-d insulator is again by dimensional reduction. As
discussed above, for any three-dimensional Hamiltonian
h1(~k), an interpolation h(~k, θ) can be defined between
h1 and the “vacuum Hamiltonian” h0. If we interpret
θ as the fourth momentum, h(~k, θ) defines a (4 + 1)-
d band insulator. Moreover, the constraint Eq. (89)
on h(~k, θ) requires time-reversal symmetry for the corre-
sponding (4 + 1)-d system. The Hamiltonian h(~k, θ) can
be written in a real space form and then defined on a four-
dimensional lattice with open boundary conditions in the
z-direction and periodic boundary conditions for all the
other directions. As discussed in Sec. III B, there will be
|C2[h]| flavors of (3 + 1)-d chiral fermions on the surface
when the second Chern number C2[h] is nonzero. In other
words, in the 3D BZ of the surface states there are |C2[h]|
nodal points (kxn, kyn, θn) , n = 1, .., |C2[h]| where the
energy spectrum En(kx, ky, θ) is gapless and disperses
linearly as a Dirac cone. From time-reversal symmetry
it is easy to prove that the energy spectrum is iden-
tical for (kx, ky, θ) and (−kx,−ky,−θ). Consequently,
if (kx, ky, θ) is a nodal point, so is (−kx,−ky,−θ). In
other words, time-reversal symmetry requires the chiral
fermions to appear in pairs, except for the ones at time-
reversal symmetric points, as shown in Fig. 12 (a). Thus,
when the second Chern number C2[h] is odd, there must
be an odd number of Dirac cones at the 8 symmetric
points in the 3D BZ. Actually, the (4+1)-d lattice Dirac
model (62) provides an example of TRI insulators with
nontrivial second Chern number, since one can define Γ0
to be time-reversal even and Γ1,2,3,4 to be odd, as in con-
ventional relativistic quantum mechanics62. As shown
in Fig. 9, all the nodal points of the surface states are
located at the symmetric points Γ, M , R or X .
Now we return to the surface of (3 + 1)-d insulator.
Since h1(~k) = h(~k, 0), h0 = h(~k, π) by definition of the
interpolation, the surface energy spectra of h1 and h0
are given by the θ = 0 and θ = π slices of the 3D surface
spectrum. Since all 8 time-reversal symmetric points (Γ,
X and M) are at θ = 0 or θ = π, we know that the net
number of Dirac cones on the surface energy spectrum of
h1 and h0 is odd (even) when C2[h(~k, θ)] is odd (even).
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FIG. 12: Illustration of the nodal points in the surface state
energy spectrum of (4+1)-d and (3+1)-d insulators. (a) The
nodal points in the (kx, ky , θ) BZ, for a z = const. surface of
the (4 + 1)-d system. The red (blue) points stand for nodal
points at time-reversal symmetric (asymmetric) wavevectors.
The dashed lines are a guide for the eyes. There are two
pairs of asymmetric nodal points and three symmetric points
in this example, which correspond to a bulk second Chern
number C2 = 7. (b) The nodal points in the (kx, ky) BZ,
for a z = const. surface of the (3+ 1)-d system. According to
the dimensional reduction procedure (see text) the 2D surface
energy spectrum is given by the θ = 0 slice of the 3D surface
spectrum in (a). Since θ = π corresponds to a vacuum Hamil-
tonian h0, no nodal points exist in that plane. Consequently,
the number of nodal points in the 2D BZ (5 in this example)
has the same parity as C2 in the (4 + 1)-d system.
However, h0 is defined as the vacuum Hamiltonian, which
is totally local without any hopping between different
sites. Thus, there cannot be any mid-gap surface states
for h0. Consequently, the number of 2D Dirac cones in
the surface state spectrum of h1 must be odd (even) when
C2[h] is odd (even). Since the parity of C2[h] determines
the Z2 invariant N3[h1], we finally reach the conclusion
that there must be an odd (even) number of (2 + 1)-
d gapless Dirac fermions confined on the surface of a
(3 + 1)-d nontrivial (trivial) topological insulator.
Compared to earlier works on Z2 invariants and surface
states in (3+1)-d, one can see that the Z2 nontrivial topo-
logical insulator defined here corresponds to the “strong
topological insulator” of Ref. 22. The present approach
has the advantage of (i) demonstrating the bulk-edge re-
lationship more explicitly, (ii) clarifying the connection
between the second Chern number and the Z2 topological
number and (iii) naturally providing the effective theory
that describes the physically measurable topological re-
sponse properties of the system. The “weak topological
insulators” defined in Ref. 22 are not included in the
present approach, since these Z2 invariants actually cor-
respond to topological properties of (2 + 1)-d insulators
(QSH insulators, as will be discussed in next section), just
as the QH effect in (3 + 1)-d systems63 still corresponds
to a first Chern number, but defined in a 2D projection
of the 3D BZ.
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D. Physical properties of Z2-nontrivial insulators
In the last subsection we have defined the Z2 topologi-
cal quantum number for the (3+1)-d TRI insulators, and
discussed the gapless Dirac fermions on the surface of a
non-trivial insulator. Now we will study the physical re-
sponse properties of the non-trivial insulators. Since the
non-trivial insulator has a magneto-electric polarization
P3 = 1/2 mod 1, according to Eq. (80) the effective ac-
tion of the bulk system should be
S3D =
2n+ 1
8π
∫
d3xdtǫµνστ∂µAν∂σAτ . (92)
in which n = P3 − 1/2 ∈ Z is the integer part of P3. Un-
der time-reversal symmetry, the term ǫµνστ∂µAν∂σAτ =
2E ·B is odd, so that for general P3, the effective ac-
tion (80) breaks time-reversal symmetry. However, when
the space-time manifold is closed (i.e., with periodic
boundary conditions in the spatial and temporal dimen-
sions), the term
∫
d3xdtǫµνστ∂µAν∂σAτ is quantized to
be 8π2m, m ∈ Z. Consequently, S3D = (2n + 1)mπ so
that the action eiS3D = eimπ = (−1)m is time-reversal
invariant and is independent of n, the integer part of
P3. This time-reversal property of the effective action is
consistent with that of P3 discussed in the last subsec-
tion. Thus, in a closed space-time manifold, the topo-
logical action (92) is a consistent effective theory of the
Z2-nontrivial TRI insulators, and the integer part of P3
is not a physical quantity. However, the case is different
when the system has open boundaries. On a space-time
manifold with boundary, the value of S3D is not quan-
tized, which thus breaks time-reversal symmetry even for
P3 = 1/2 or 0. In this case, the integer part n of P3 does
enter the action eiS3D , and becomes physical; its value
depends on the quantitative details of the boundary.
To understand the physics in the open boundary sys-
tem, we study a semi-infinite nontrivial insulator occupy-
ing the space z ≤ 0. Since the vacuum, which fills z > 0,
is effectively a trivial insulator (with an infinitely large
gap), the effective action (80) can be written in the whole
of R3 as
S3D =
1
4π
∫
d3xdtǫµνστAµ∂νP3∂σAτ
Since P3 = 1/2 mod 1 for z < 0 and P3 = 0 mod 1 for
z > 0, we have
∂zP3 = (n+ 1/2)δ(z),
where n ∈ Z depends on the non-topological details of
the surface, as will be studied later. In this case, the
effective action is reduced to a (2 + 1)-d Chern-Simons
term on the surface:
Ssurf = −2n+ 1
8π
∫
dxdydtǫ3µνρAµ∂νAρ. (93)
This is consistent with the observation in Sec. IVB that
a domain wall of P3 carries a QH effect. The Hall con-
ductance of such a surface of a Z2 nontrivial insulator is
thus σH = (n+1/2)/2π, which is quantized as a half odd
integer times the quanta e2/h. On the other hand, from
the discussion in the last subsection we know that there
are always an odd number of (2+1)-d Dirac fermions liv-
ing on the surface of a nontrivial insulator. Thus the half
QH effect on the surface can be easily understood by the
parity anomaly of massless Dirac fermions64. Here we
need to be more careful. The Hall conductance carried
by a Dirac fermion is well-defined only when the fermion
mass is non-vanishing, so that a gap is opened. With
the continuum Hamiltonian H = kxσ
x + kyσ
y + mσz ,
the Berry phase curvature can be calculated as in Eq.
(11). The d vector is given by d = (kx, ky,m), which
has a meron-type configuration in kx, ky space, and thus
carries a Hall conductance64
σH =
1
4π
sgn(m) (=
e2
2h
sgn(m)).
Now consider the surface of a topological insulator with
2n+1 gapless Dirac cones. From the discussion in the last
subsection we know that without breaking time-reversal
symmetry, at least one of these Dirac cones cannot be
gapped. Now consider a perturbation that breaks time-
reversal symmetry, i.e. a term which assigns a mass
mi, i = 1, 2, ..2n + 1 to each Dirac cone and induces a
net Hall conductance σH =
∑2n+1
i=1 sgn(mi)/4π. Since∑2n+1
i=1 sgn(mi) is an odd integer, the Hall conductance
we obtain is consistent with the surface Chern-Simons
theory (93). From this discussion we can understand
that the effective action (93) describes a surface with
time-reversal symmetry breaking, though the bulk sys-
tem remains time-reversal invariant. The bulk topology
requires there to be a 1/2 quanta in the Hall conduc-
tance, and the surface time-reversal symmetry breaking
term determines the integer part n. This is an exact ana-
log of the half charge on an end of the (1 + 1)-d particle-
hole symmetric insulator. As shown in Fig. 5, whether
the localized state on the end of a nontrivial insulator
is filled or vacant can only be determined by choosing a
chemical potential µ1 > 0 or µ2 < 0, or equivalently, by
breaking the particle-hole symmetry around the bound-
ary. The charge localized at one end of the insulator
chain is (n+ 1/2)e, in which the integer part n depends
on the symmetry breaking term on the surface, but the
1/2 part is guaranteed by the bulk topology.
To show such a surface state picture more explicitly,
again the lattice Dirac model can be taken as an example.
Consider the (3 + 1)-d lattice Dirac model (73) with a
domain wall configuration of the θ(~x) field given by
θ(~x) = θ(z) =
π
2
[1− tanh(z/4ξ)] , (94)
which has the asymptotic behavior θ(z → −∞) = π,
θ(z → +∞) = 0. The domain wall width is ξ, as shown
in Fig. 13 (a). With periodic boundary conditions in
the x and y-directions, the Hamiltonian can be block
23
FIG. 13: (a) Domain wall configuration θ(z) (blue line) and
corresponding sin θ(z) (red dashed line) as defined by Eq. (94)
with ξ = 20. (b) Dispersion relation of the two-dimensional
bands trapped on the domain wall for the TRI Hamiltonian
h0. (c) The mass of surface Dirac fermion (blue line) and the
half-quantized Hall conductance carried by the domain wall
(red line) in the Hamiltonian h(λ) = h0+λh1 as a function of
λ. The arrows on the left and right side show schematically
the rotation of angle θ across the domain wall for λ < 0 and
λ > 0, respectively.
diagonalized:
H =
∑
z,kx,ky
[
ψ†kxky (z)
(
cΓ0 − iΓ3
2
)
ψkxky(z + 1) + h.c.
]
+
∑
z,kx,ky
ψ†kxky (z) [(m+ c cos θ(z) + c cos kx
+c cosky) Γ
0 +sin kxΓ
1 + sin kyΓ
2
]
ψkxky (z)
+
∑
z,kx,ky
ψ†kxky (z) sin θ(z)Γ
4ψkxky(z) ≡ H0 +H1. (95)
Under a time-reversal transformation, Γ0 is even and
Γ1,2,3,4 are odd. Thus the only time-reversal odd term
in Hamiltonian (95) is the last term, which is localized
around the boundary due to the factor sin θ(z) (See Fig.
(13) (a)). Hereby we denote H = H0 +H1 with H1 the
last term and H0 all the other TRI terms, and define
h0, h1 as the single particle Hamiltonian corresponding
to H0, H1, respectively. Then the Hamiltonian H0 de-
scribes a time-reversal invariant interface between two
insulators θ = 0 and θ = π. For −4c < m < −2c, the pa-
rameterized Hamiltonian H(θ), θ ∈ [0, 2π] has a Chern
number C2 = 1, so that the θ = 0 and θ = π system has
relative Chern parity −1. It’s easy to show that Hamil-
tonian (73) for θ = 0, − 4c < m < −2c is adiabatically
connected to the m → −∞ limit. Thus we know that
θ = 0 and θ = π correspond to Z2 trivial and nontriv-
ial insulators, respectively. Consequently, on the domain
wall at z = 0 there should be an odd number of gapless
Dirac cones for H0. As shown in Fig. 13 (b), numeri-
cal diagonalization of h0 shows one single Dirac cone at
(kx, ky) = (0, 0) on the surface. To understand the ef-
fect of h1 term, notice that
{
Γ4, h0
}
= 0, with { } being
the anti-commutator. The effective Hamiltonian of the
Dirac cone can always be written as hsurf = kxσx+ kyσy
in a proper basis, and it should also anti-commute with
Γ4 since the bulk Hamiltonian does. Since the only term
that anti-commutes with hsurf in the 2×2 Hilbert space is
σz, we know that the effect of Γ
4 term is to induce a mass
term mσz in the lattice Dirac model. More accurately,
the amplitude and the sign of m can be determined by
standard perturbation theory. Given the two zero-energy
surface states |k = 0, α〉 , α = 1, 2, the representation of
the matrices σx and σy in the effective theory hsurf can
be determined by
σiαβ = 〈k = 0, α|
∂h0
∂ki
∣∣∣∣
k=0
|k = 0, β〉 , i = x, y.
Then the σz is given by σz = −iσxσy, so that the mass
m is determined by
m =
1
2
∑
αβ
σzαβ 〈k = 0, β|h1 |k = 0, α〉 .
If we consider the parameterized Hamiltonian h = h0 +
λh1, then the mass of the surface Dirac fermion is pro-
portional to λ for λ → 0. As shown in Fig. 13 (c),
the mass is positive for λ < 0, which leads to a sur-
face Hall conductance σH = −sgn(λ)/4π. On the other
hand, the surface Hall conductance can also be calcu-
lated by the effective theory through Eq. (82). For
λ = 1, the phase field θ winds from π to 0, which leads to
σH =
∫ +∞
−∞
dP3(z)/2π =
∫ 0
π
dP3(θ)/2π = −1/4π (since∫ π
0
dP3 = C2/2 = 1/2). The Hamiltonian for λ = −1
can be considered to be the same lattice Dirac Hamil-
tonian H(θ) with θ(z) replaced by −θ(z). This keeps h0
invariant but reverses the sign of h1. Consequently, the
winding of the θ field is from −π to 0, which leads to
a Hall conductance σH =
∫ 0
−π dP3(θ)/2 = 1/4π. The
winding of θ in the two cases is shown schematically in
Fig. 13 (c).
In summary, from this example we learn that the effect
of a time-reversal symmetry breaking term on the surface
is to assign a mass to the Dirac fermions which deter-
mines the winding direction of P3 through the domain
wall. Once each Dirac cone on the surface gains a mass,
the whole system is gapped and the Berry phase curva-
ture is well-defined, so that the winding number of P3
through the domain wall is determined. Physically, the
time-reversal symmetry breaking term on the surface can
come from magnetic fields or magnetic moments localized
on the surface; it could also arise from the spontaneous
breaking of time reversal symmetry on the surface due
to interactions. Once such a “T-breaking surface field”
(denoted by M) is applied, the effective action (80) is
well-defined for open boundaries, and describes the elec-
tromagnetic response of the Z2 nontrivial insulator. Ac-
tually, the T-breaking field should be considered to be an
external field applied to the TRI system, such that the
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topological action (80) describes a nonlinear response of
the system to the combination of M and electromagnetic
field Aµ. For a Z2 nontrivial insulator occupying a spa-
tial region V with boundary ∂V , the spatial gradient of
P3 is given by
∇P3(~x) =
(
g[M(~x)] +
1
2
)∫
∂V
dnˆ(~y)δ3 (~x− ~y) (96)
where g[M(~x)] ∈ Z is the integer part of the winding
number determined by the T-breaking field M(~x), and nˆ
is the normal vector of the surface. Under such a con-
figuration of ∇P3, the effective action (80) is reduced to
the surface Chern-Simons action
Ssurf =
1
4π
∫
∂V
dnˆµ
(
g[M(~x)] +
1
2
)
ǫµνστAν∂σAτ . (97)
Since g[M(~x)] can only take discrete values, in general
the surface of a nontrivial insulator consists of several do-
mains with different Hall conductance. To obtain more
realistic predictions of the effective theory (97), in the
rest of this subsection we will study a specific case—the
interface between a ferromagnetic insulator and a Z2 non-
trivial insulator, where the surface time-reversal symme-
try breaking is generated by the magnetization of the FM
material. Several specific experimental proposals will be
discussed.
(1) Magnetization-induced QH effect.
Consider the ferromagnet-topological insulator het-
erostructure shown in Fig. 14. The magnetization of the
two FM layers can be parallel or antiparallel, and the
standard six-terminal measurement can be performed to
measure the in-plane Hall conductance. The net Hall
conductance is given by the summation of the contribu-
tions of the top and bottom surfaces. When the topolog-
ical insulator is uniform, an outward pointing magneti-
zation vector, (i.e., towards the direction of the surface
normal vector nˆ), will have the same effect, no matter to
which surface it is applied. Suppose the Hall current on
the top surface induced by an electric field E = Exxˆ
is jt = nˆt × E/4π, then on the bottom surface the
same formula applies, such that jb = nˆb × E/4π. Since
nˆt = −nˆb = zˆ, the current jt = −jb, as shown in Fig.
14. Consequently, the antiparallel magnetization leads
to a vanishing net Hall conductance, while the parallel
magnetization leads to σH = e
2/h.
Just like the usual integer QH effect, the quantized Hall
conductance here is carried by chiral edge states. To un-
derstand the edge state picture, notice that for parallel
magnetizations in Fig. 14 (a), the magnetization vector is
outward pointing at the top surface and inward pointing
at the bottom surface. Although the Hall conductance of
the two surfaces are the same in the global x, y, z basis,
they are opposite in the local basis defined with respect to
the normal vector nˆ. In other words, the integer g[M(~x)]
in the surface Chern-Simons theory (97) is 0 for the top
surface and −1 for the bottom surface. Consequently, the
side surface is a domain wall between two different QH
TI
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FIG. 14: Illustration of the QH effect in ferromagnet-
topological insulator heterostructure. (a) and (b) The electric
field Ex (with direction into the paper) and the induced Hall
current jt and jb for parallel and antiparallel magnetization,
respectively. In (b) the Hall current on the two surfaces are
opposite and form a circulating current. (c) A top-down view
of the device for Hall measurement. The grey regions are leads
that contact to the surface of the topological insulator. (d)
For the case of parallel magnetization, the chiral edge states
are trapped on the side surfaces of the topological insulator.
These carry the quantized Hall current.
regions with Hall conductances that differ by one quan-
tum. Just like a domain wall between ν = 0 and ν = 1
regions in the usual QH system, such a domain wall will
trap a chiral fermi liquid, which in this experimental pro-
posal is responsible for the net Hall effect. It should be
noticed that the side surface is 2D, so that generically
there are also other non-chiral propagating modes on the
side surface, besides the one branch of chiral edge states.
However, the existence of these non-chiral states does not
change the stability of the chiral edge state, since there is
always one more right mover than left mover. The stabil-
ity of the QH effect is still protected by the “bulk” gap,
which is the magnetization-induced gap EM in this case.
Thus we will expect to observe this QH effect under the
following two requirements: (i) temperature kBT ≪ EM ;
(ii) the chemical potential on the top and bottom surfaces
remains in the gap induced by the applied magnetization.
We would like to point out that this experimental pro-
posal provides a direct demonstration of the half QH
effect on the surface of a topological insulator. If the
σH = e
2/hmeasured for parallel magnetization were con-
tributed by one surface, then the magnetization flip of the
other surface would have no effect on the net Hall con-
ductance. Thus if an e2/h Hall conductance is observed
for parallel magnetization, and the magnetization flip of
either magnet leads to vanishing Hall conductance, one
can conclude that the Hall conductance is contributed
equally by the two surfaces.
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(2) Topological Magneto-Electric Effect
(TME).
As has been discussed in Sec. IVB, a TME effect
is induced by P3, which is described by Eqs. (84) and
(85). Now we consider the realization of this effect in
a nontrivial topological insulator. Similar to the surface
QH effect, a magnetization (or any other time-reversal
symmetry breaking term) is necessary to determine the
integer part of P3. Consider the FM-TI-FM structure
in Fig. 14 (b). With antiparallel magnetizations, the
current induced by an electric field Ex on the top and
bottom surfaces flows in opposite directions. If we con-
sider an isolated system rather than the Hall bar with
leads as discussed above, a circulating current is formed,
which induces a magnetic field parallel or anti-parallel
to the electric field. However, in the geometry shown
in Fig. (14) (b), dissipation occurs when the circulating
current flows on the gapless side surface and the adia-
batic condition of the TME effect is violated. To obtain
the TME effect, a T-breaking gap for the side surface is
necessary. This is satisfied in the cylindrical geometry
shown in Fig. 15 (a). With a magnetization pointing
out of the cylinder’s surface, the surface is gapped and
has a fixed Hall conductance σH = (n +
1
2 )e
2/h. In an
electric field parallel to the cylinder as shown in Fig. 15
(a), a tangential circulating current is induced, with the
strength jt = σHE. The magnetic field generated by such
a current in the topological insulator can be obtained by
solving Maxwell’s equations:
Bt = −4π
c
σtHE = −(2n+ 1)
e2
~c
E (98)
in which CGS units are reintroduced. From this for-
mula we can see that the magnetic field induced by an
electric field is proportional to the electric field, where
the response coefficient is quantized in odd multiples of
the fine structure constant. When the magnetization of
the side surface is reversed, the magnetic field induced
is also reversed, as is expected from time-reversal sym-
metry. Combined with the conventional, non-topological
response, we obtain B = H+ 4πM− (2n+ 1) e2
~cE, or
H = B− 4πM+ (2n+ 1) e
2
~c
E (99)
Similar induction between electric and magnetic fields
also occurs when a magnetic field is applied. Consider
the process of applying a magnetic field B parallel to the
cylinder as shown in Fig. 15 (b). When the magnetic
field is turned on from zero, a circulating electric field
parallel to the side surface is generated, which then in-
duces a Hall current j ∝ dB/dt parallel or anti-parallel
to the magnetic field. Consequently, a charge density
proportional to B is accumulated on the top and bot-
tom surfaces, so that a magnetic field induces an electric
field parallel to it. By solving Maxwell equations, such a
topological contribution to the electric field is obtained
(a) (b)
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FIG. 15: (a) Illustration of the magnetic field induced by an
electric field in a cylinder geometry. The magnetization of the
FM layer points outward from the side surface of the TI, and
a circulating current is induced by the electric field. (b) Illus-
tration of the electric field induced by a perpendicular mag-
netic field in the same geometry. “⊕” and “⊖” indicate the
positive and negative charge induced by the magnetic field on
the top and bottom surface, respectively. (c) Illustration of a
topological insulator with fully gapped surface states induced
by a hedgehog magnetization configuration. P3 of the topo-
logical insulator is well-defined since the integral along any
two pathes L and L′ gives the same ∆P3 = P3(~x) − P3(~x0).
(d) Illustration of a topological insulator with parallel magne-
tization on the surface. A one-d domain wall between two-d
surface regions with different Hall conductance (as shown by
red and blue) is induced, which carries chiral edge states as
shown by ⊗ and ⊙. In this case the P3 of the topological
insulator cannot be determined, since two different pathes L
and L′ lead to different ∆P3.
as
Et = (2n+ 1)
e2
~c
B. (100)
Combined with the conventional, non-topological re-
sponse, we obtain:
D = E+ 4πP− (2n+ 1) e
2
~c
B (101)
The conventional Maxwell’s equations, supplemented by
the constituent relations (101) and (99) give the complete
description of the electrodynamics of the 3D topological
insulators.
An alternative description is to use the conventional
constituent relations D = E+ 4πP and H = B − 4πM,
and work with a set of Maxwell’s equations modified by
the topological term. The total action of the electro-
magnetic field including the topological term is given by
(80):
Stot = SMaxwell + Stopo
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=
∫
d3xdt
[
1
16π
FµνF
µν +
1
2
FµνPµν − 1
c
jµAµ
]
+
α
16π
∫
d3xdtP3ǫ
µνστFµνFστ (102)
in which α ≡ e2/~c is the fine structure constant, and
P0i = P i and P ij = ǫijkMk are the electric and mag-
netic polarization vectors, respectively. The equations of
motion are obtained by variation of the action over Aµ
as
1
4π
∂νF
µν + ∂νPµν + α
4π
ǫµνστ∂ν(P3Fστ ) =
1
c
jµ. (103)
These equations can also be written in the more familiar
component form as
∇ ·D = 4πρ+ 2α(∇P3 ·B)
∇×H− 1
c
∂D
∂t
=
4π
c
j− 2α
(
(∇P3 ×E) + 1
c
(∂tP3)B
)
∇×E+ 1
c
∂B
∂t
= 0
∇ ·B = 0 (104)
where D = E + 4πP and H = B − 4πM include only
the non-topological contributions. These are the equa-
tions of motion of axion electrodynamics50,51,52. By shift-
ing the topological terms to the left-hand side, and re-
defining D and H according to (101) and (99), and tak-
ing P3 = n +
1
2 , we recover the conventional Maxwell’s
equations, but with modified constituent relations, thus
demonstrating the equivalence to the formulation given
above. The quantization of the TME effect in odd units
of the fine structure constant is a deeply profound quan-
tization phenomenon in condensed matter physics. The
flux quantization inside a superconductor determines the
fundamental constant hc/e, while the quantization of
the Hall resistance determines the fundamental constant
h/e2. To date, there has been no other known quan-
tization phenomenon in units of the dimensionless fine
structure constant α = e2/~c.
It should be emphasized that the value of P3 in the
topological insulator can only be determined when a mag-
netization is applied to open a gap on the surface. As
shown in Fig. 15 (c), by defining a path L from a refer-
ence point ~x0 deep in the vacuum, P3 can be determined
by P3(~x) =
∫ ~x
~x0L
~dl · ∇P3. However, this definition only
applies when the result does not depend on the choice
of path. If a magnetic “shell” covered the surface of
the topological insulator, with the magnetization outgo-
ing everywhere on the interface, then the change of P3
across the interface is the same for different points on
the surface, such that the bulk P3 is well-defined without
dependence on the choice of path. In this case, Eqs. (99)
and (101) are well-defined, and the integer part of P3 can
change if the magnetization direction is reversed. On the
other hand, when there are domain walls on the surface,
the integer part of P3 is not well-defined in the bulk of
the topological insulator, and Eqs. (99) and (101) do not
apply, as shown in Fig. 15 (d). Physically, the failure of
Eqs. (99) and (101) is simply due to the existence of a
QH edge current on the domain wall, which requires the
more general Maxwell equations Eqs. (104) including the
contribution of the current. This analysis also provides
a new picture of the surface QH effect, that is, the QH
effect on the surface is carried by the chiral edge states
living on vortex rings of the P3 field. It is only when
there are no vortex rings of P3 on the surface, that the
surface is fully gapped and the electro-magnetic response
is simply given by Eqs. (99) and (101).
(3) Low-frequency Faraday rotation.
The TME effect can be experimentally observed in the
settings discussed above, by applying an electric field
through a capacitor, and measuring the magnetic field by
a SQUID device. Alternatively, we consider the experi-
ment of Faraday or Kerr rotation. The modified Maxwell
equations (104) can be applied to another phenomenon—
photon propagation in the system50. It should be noted
that the effective theory (102) only applies in the low-
energy limit E ≪ Eg, where Eg is the gap of the surface
state. Thus, to detect the topological phenomena we
should study the low frequency photons with ω ≪ Eg/~.
Consider a FM-TI interface at z = 0, as shown in Fig. 16.
Normally incident, linearly-polarized light can be written
as:
A(z, t) =
{
aei(−kz−ωt) + bei(kz−ωt), z > 0
cei(−k
′z−ωt), z < 0
(105)
in which k = ω/v and k′ = ω/v′ are the wavevectors
of the photon in the z > 0 and z < 0 region, re-
spectively. The ∇P3 terms in Eq. (104) contribute a
non-conventional boundary condition at z = 0. Define
∇P3 = ∆zˆδ(z) (with ∆− 1/2 ∈ Z), the boundary condi-
tions are given by
a+ b = c
zˆ× [k (−a+ b) /µ+ k′c/µ′] = −2α∆ω
c
c
in which the dimensionless constants ǫ, ǫ′ and µ, µ′ are
the permittivity and permeability of the z > 0 and z < 0
materials, respectively. Denote a± = ax ± iay and the
same for b±, c±, the equations above lead to
a+ =
1
2
[
1 +
k′/µ′ − 2iα∆ω/c
k/µ
]
c+.
Consequently, when the incident wave a is linearly polar-
ized, the transmission wave c is also linearly polarized,
with the polarization plane rotated by an angle
θtopo = arctan
2α∆√
ǫ/µ+
√
ǫ′/µ′
. (106)
Here we always assume that the magnetization of the FM
material is perpendicular to the xy plane, so that H =
µB holds for in-plane magnetic fields. In the simplest
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FIG. 16: (a) Illustration of the Faraday rotation θtopo on
the interface between a ferromagnet (or equivalently, a para-
magnet in magnetic field) and a topological insulator. (b)
Illustration of the total Faraday rotation angle θ as a func-
tion of magnetic field B in the sandwich structure as shown
in the inset. The zero-field extrapolation of θ(B) determines
the topological term θtopo.
case µ, µ′ ≃ 1, ǫ, ǫ′ ≃ 1 and ∆ = 1/2, we get θ ≃ α ≃
7.3× 10−3rad.
Since the ferromagnetic material itself also induces a
Faraday rotation, its necessary to distinguish these two
contributions in order to measure the topological contri-
bution (106). Replace the FM layers by paramagnetic
materials with large susceptibilities, and apply an ex-
ternal magnetic field to polarize them. In this case the
magnetization is proportional to magnetic field, such that
the Faraday rotation contributed by the bulk is also pro-
portional to magnetic field. The net Faraday rotation is
given by θ = θ
(t)
topo+θ
(b)
topo+θbulk, which has the following
dependence on the magnetic field:
θ(B) = uB + 2sgn(B) arctan
α√
ǫ/µ+
√
ǫ′/µ′
.(107)
Consequently, the topological contribution can be ob-
tained by measuring θ(B) at different applied magnetic
fields and extracting the linear extrapolation of θ(B) as
B → 0+.
Experimentally, the main difficulty of measuring such
an effect comes from the low-frequency constraint ω ≪
Eg/~. For a typical value Eg = 10meV we get f ≡
ω/2π≪ 2.4THz, which is in the far infrared or microwave
region. In principle, it is possible to find a topological
insulator with a larger gap which can support an accurate
measurement of Faraday rotation. Similar proposals as
above can also be worked out for the rotation of reflected
wave (Kerr effect).
V. DIMENSIONAL REDUCTION TO (2 + 1)-D
By carrying out the same dimensional reduction pro-
cedure once more, we can obtain the topological effective
theory for TRI (2 + 1)-d insulators. Additionally a Z2
classification can be defined for (2 + 1)-d TRI insula-
tors, which is in exact analogy to the Z2 classification of
(0+1)-d particle-hole symmetric insulators. We will show
that the (2+1)-d Z2 nontrivial phase corresponds to the
QSH insulator proposed recently16,17,20,21, and study the
physical consequences of the effective theory.
A. Effective action of (2 + 1)-d insulators
In Sec. IVA we have seen how a (3 + 1)-d insulator
with a parameter field θ(~x, t) is related to a (4 + 1)-d
insulator through dimensional reduction. In the same
way, two parameter fields can be defined to obtain the
dimensional reduction from (4 + 1)-d to (2 + 1)-d. In
the following we will still take the lattice Dirac model as
a canonical example to show the dimensional reduction
procedure and derive the effective theory.
Starting from the lattice Dirac model (72) and
choosing a special gauge vector configuration satisfying
An,n+iˆ = An+wˆ,n+wˆ+iˆ = An+zˆ,n+zˆ+iˆ, (so that the gauge
vector is homogeneous along z and w) we obtain the
Hamiltonian
H [A] =
∑
kz ,kw,x
∑
s=1,2
[
ψ†x;kz,kw
(
cΓ0 − iΓs
2
)
eiAx,x+sˆψx+sˆ;kz ,kw + h.c.
]
+
∑
kz,kw,x
∑
s=1,2
ψ†x;kz,kw
· [sin (kz +Ax3) Γ3 + sin (kw +Ax4) Γ4 + (m+ c cos (kz +Ax3) + c cos (kw +Ax4)) Γ0]ψx;kz,kw
in which x = (x, y) is the two-dimensional coordinate. As
in the (3+1)-d case, the gauge fields in the z and w direc-
tions can be replaced by parameter fields (kz+Ax3)→ θx
and (kw + Ax4) → ϕx, resulting in the parameterized
family of (2 + 1)-d Hamiltonians:
H2D[A, θ, ϕ] =
∑
x,s
[
ψ†x
(
cΓ0 − iΓs
2
)
eiA~x,~x+sˆψx+sˆ + h.c.
]
+
∑
x,s
ψ†x
[
sin θxΓ
3 + sinϕxΓ
4
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+ (m+ c cos θx + c cosϕx) Γ
0
]
ψx. (108)
By integrating out the fermion fields and expanding
the resulting effective action around As = 0, θ = θ0, ϕ =
ϕ0, the same nonlinear term shown in the Feynman dia-
gram in Fig. 7 leads to the topological term
S2D =
G2(θ0, ϕ0)
2π
∫
d2xdtǫµνρAµ∂νδθ∂ρδϕ (109)
in which the coefficient G2(θ0, ϕ0) is determined by the
same correlation function as Eq. (53), but without the
integrations over kz, kw:
G2(θ0, ϕ0) =
2π
3
∫
d2kdω
(2π)
3 Trǫ
µνρ
[(
G
∂G−1
∂qµ
)(
G
∂G−1
∂qν
)(
G
∂G−1
∂qρ
)(
G
∂G−1
∂θ0
)(
G
∂G−1
∂ϕ0
)]
=
1
4π
∫
d2kǫijTr [2fiθfjϕ − fijfθϕ] (110)
in which µ, ν, ρ = 0, 1, 2, i, j = 1, 2, qµ = (ω, kx, ky), and
the Berry curvature is defined in the four-dimensional
parameter space (kx, ky, θ, ϕ). The coefficient G2 (θ0, ϕ0)
satisfies the sum rule∫
G2 (θ0, ϕ0) dθ0dϕ0 = 2πC2. (111)
To simplify the expression further, the Chern-Simons
form KA in Eq. (78) can be introduced again. Here
A runs over kx, ky, θ, ϕ, and G2(θ0, ϕ0) can be written in
terms of KA as
G2 (θ0, ϕ0) = −2π
∫
d2k
(
∂xKx + ∂yKy + ∂θKθ + ∂ϕKϕ
)
.
Similar to the (3 + 1)-d case, the momentum derivative
terms ∂(x,y)K(x,y) lead to vanishing contributions ifK(x,y)
is single-valued, in which case G2 can be expressed as
G2 (θ0, ϕ0) = ∂θΩϕ − ∂ϕΩθ,
with
Ωϕ = −2π
∫
d2kKθ, Ωθ = 2π
∫
d2kKϕ. (112)
Notice that
−Kθ = − 1
16π2
ǫijTr
[(
fij − 1
3
[ai, aj ]
)
· aϕ
− 2
(
fiϕ − 1
3
[ai, aϕ]
)
· aj
]
,
and similarly for Kϕ. We know that the vector Ω =
(Ωθ,Ωϕ) has the correct transformation properties of a
gauge vector potential under the coordinate transforma-
tions of the parameter space (θ, ϕ), and also under gauge
transformations of the wave functions. Consequently,
when the parameters θ = θ(xµ) and ϕ = ϕ(xµ) have
smooth dependence on space-time coordinates, an effec-
tive gauge vector potential Ωµ can be defined in (2+1)-d
space-time as
Ωµ ≡ Ωθ∂µδθ +Ωϕ∂µδϕ, (113)
the gauge curvature of which is related to G2 as
∂µΩν − ∂νΩµ = (∂θΩϕ − ∂ϕΩθ) (∂µδθ∂νδϕ− ∂νδθ∂µδϕ)
= G2 (∂µδθ∂νδϕ− ∂νδθ∂µδϕ) . (114)
Mathematically, G2 is a density of second Chern
form in the 2D parameter space (θ, φ), and (θ, ϕ) =
(θ(xµ), ϕ(xµ)) defines a smooth map from the (2 + 1)-
d space-time manifold to the 2D parameter space. The
curvature of the gauge potential Ωµ is the pullback of G2
to (2 + 1)-d space-time. By making use of Eq. (113) the
effective action (109) can be rewritten in a parameter-
independent form:
S2D =
1
2π
∫
d2xdtǫµντAµ∂νΩτ . (115)
The physical consequences of the effective theory (115)
can be understood by studying the response equation:
jµ =
1
2π
ǫµνρ∂νΩρ. (116)
As will be shown in the next subsection, Eq. (116) is
the fundamental response equation for the QSH effect,
which takes the form similar to the fundamental response
equation for QH effect (8), with the replacement of the
external gauge field by a effective Berry’s phase gauge
field. In this sense, our formalism provides a unifying
theory for both effects. This type of relationship between
different types of topological insulators will be discussed
in more detail in section VI.
It is worth to noting that the response equation (116)
can be expressed in an explicit form for the Dirac model
29
(108). According to Eq. (64), the momentum-space
second Chern number of the (4 + 1)-d Dirac model
h(k) =
∑
a da(k)Γ
a is equal to the winding number of
dˆ(k) on the unit sphere S4. Correspondingly, the Hamil-
tonian of the (2 + 1)-d Dirac model (108) with constant
θ and ϕ has the form h(k, θ, ϕ) =
∑
a da(k, θ, ϕ)Γ
a, so
the correlation function G2 defined in Eq. (110) can be
obtained as
G2(θ, ϕ) =
3
4π
∫
d2kǫabcde
da∂kxdb∂kydc∂θdd∂ϕde
|d(k, θ, ϕ)|5 .
Thus the curvature of effective gauge vector potential Ωµ
is expressed as
∂µΩν − ∂νΩµ = 3ǫabcde
∫
d2k
4π
da∂kxdb∂kydc∂µdd∂νde
|d(k, θ, ϕ)|5 .
(117)
Now consider a slightly different version of lattice Dirac
model given by
h(k,n) = sin kxΓ
1 + sinkyΓ
2 + (cos kx + cos ky − 2) Γ0
+m
∑
a=0,3,4
nˆaΓ
a,
in which m > 0 and nˆ = (nˆ0, nˆ3, nˆ4) is a 3D unit vector.
For such a model the d vector can be decomposed as
d(k, θ, ϕ) = d0(k) +

 00
mnˆ

 ,
with d0(k) = (sin kx, sin ky, 0, 0, coskx + cos ky − 2). In
the limit m ≪ 2, the Hamiltonian has the continuum
limit h(k, nˆ) ≃ ∑a=1,2 kaΓa +∑b=0,3,4mnˆbΓb, which is
the continuum 4×4 Dirac model with three possible mass
terms. In this limit the integral over k in Eq. (117) can be
explicitly carried out, leading to the following expression:
∂µΩν − ∂νΩµ = 1
2
nˆ · ∂µnˆ× ∂ν nˆ,
which is the skyrmion density of the unit vector nˆ. Com-
bined with Eq. (116) we obtain the response equation
for the Dirac model in the continuum limit:
jµ =
1
8π
ǫµντ nˆ · ∂µnˆ× ∂νnˆ. (118)
Eq. (118) describes a topological response where the
charge density and current are equal to the skyrmion
density and current, respectively. Such an equation
can be considered as a (2 + 1)-d version of Goldstone-
Wilczek formula (31), which has been studied extensively
in the literature13,65,66,67,68. Thus, through the discus-
sion above we have shown that the topological response
formula(118) of (2 + 1)-d Dirac fermions is a special ex-
ample of the generic response equation (116).
To understand the physics described by Eq. (116),
consider the lattice Dirac model in Eq. (108) with an
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FIG. 17: (a) Illustration of the charge pumping effect in the
(2+1)-d lattice Dirac model with spatial dependent θ = θ(y)
and time-dependent ϕ = ϕ(t). This effect is the dimensional
reduction of the domain-wall QH effect in the (3+1)-d system
as shown in Fig. (b), in which ∂tϕ plays the role of electric
field Ez. (c) Illustration of the half charge trapped at the
crossing point of the θ and ϕ domain walls. This effect is
the dimensional reduction of the charge trapped on the do-
main wall by a magnetic field, as shown in Fig. (d). ϕ(x)
corresponds to the gauge vector potential Az as shown by red
arrows, the curvature of which leads to a magnetic field By in
the yellow region with net flux 2π. Due to the half quantized
Hall conductance of the θ domain wall, such a magnetic flux
induces a half charge.
adiabatic time-evolution of ϕ(t) = 2πt/T , and a spatial
domain wall configuration of θ(~x):
θ(y) =
π
2
[
1 + tanh
(
y
ξ
)]
,
as shown in Fig. 17 (a). According to Eq. (116), the
charge current along the domain wall is given by
jx =
1
2π
(∂yΩt − ∂tΩy) .
When the parameter ϕ evolves adiabatically from 0 to 2π,
the net charge flowing across the line x = 0 is given by∫
dtIx =
∫
dtdy(∂yΩt−∂tΩy)/2π =
∫ π
0 dθ
∫ 2π
0 dϕ(∂θΩϕ−
∂ϕΩθ)/2π, which is the integration of the second Chern
form Tr
[
ǫABCDfABfCD
]
/32π2 over the parameter range
θ ∈ [0, π], ϕ ∈ [0, 2π], where A,B,C,D = kx, ky, θ, ϕ.
According to the discussion in the (3+1)-d case, we know
that a magneto-electric polarization P3 can be defined as
P3(θ) =
∫
d2kdϕKθ = −
∫
dϕΩϕ/2π,
which implies
∫
dtIx = −
∫ π
0
dθ∂θP3(θ). For −4c < m <
−2c, we have ∫ π
0
dP3(θ) = 1/2, corresponding to the
pumped charge ∆Q =
∫
dtIx = 1/2. In summary, the
physical consequence of the topological response equa-
tion (116) is to induce a topological charge pumping effect
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during the adiabatic evolution of ϕ, in which the charge
pumped in one period is proportional to the spatial gra-
dient of the magneto-electric polarization P3 defined in
(kx, ky, ϕ) space. Specifically, a charge e/2 is pumped
along each ∆θ = π domain wall of θ when ϕ evolves from
0 to 2π.
Such a charge pumping effect can also be viewed as
the dimensional reduction of the half QH effect on the
θ domain wall of (3 + 1)-d lattice Dirac model, which
has been studied in Sec. IVB. This dimensional reduc-
tion procedure is in exact analogy with the usual reduc-
tion from the (2 + 1)-d QH effect to (1 + 1)-d quantized
pumping effect studied in Sec. II C. Similar to the lat-
ter case, a fractional charge effect can also be proposed
in (2 + 1)-d according to Eq. (116). To show this ef-
fect, one can consider the same θ domain wall as shown
above, and a 2π domain wall of ϕ along the y-direction
ϕ(x) = π [1 + tanh(x/ξ)], as shown in Fig. 17 (b). The
charge density is given by ρ = (∂xΩy − ∂yΩx) /2π. By
integrating over the x-direction we obtain
∫
Ωxdx =∫
Ωϕdϕ = −2πP3(θ), such that ρ1D =
∫
dxρ = ∂yP3(θ)
and
∫
dyρ1D = 1/2. Thus, a half charge is localized at
the crossing of θ and ϕ domain walls69. Such a frac-
tional charge effect can also be understood through the
dimensional reduction from (3+1)-d. The spatial depen-
dence of ϕ(x) corresponds to the spatial dependence of
kz−Az(x), which describes a magnetic field perpendicu-
lar to the 2D domain wall in (3+1)-d system. When ϕ(x)
has a 2π domain wall, the net flux of the corresponding
magnetic field is 2π, which thus induces a half charge as
shown in Fig. 17 (b).
In summary, we have studied the physical conse-
quences of the topological effective action (115) in a spa-
tially and/or temporally inhomogeneous insulator. In the
rest of this section we will show how to define a Z2 topo-
logical invariant in (2 + 1)-d TRI insulators and study
the physical properties of the Z2 nontrivial phase—QSH
phase—by applying the effective theory (115).
B. Z2 topological classification of TRI insulators
In Sec. IID and II E we have shown how a Z2 classifi-
cation of particle-hole invariant insulators can be defined
in both (1 + 1)-d and (0 + 1)-d through dimensional re-
duction from the (2+1)-d QH effect. The second-Chern-
class analogy of the (2 + 1)-d QH effect is the (4 + 1)-d
QH effect14 described by the Chern-Simons theory (52),
which then leads to the Z2 classification of TRI insula-
tors in (3 + 1)-d, as shown in Sec. IVC. Following this
line of reasoning, it is straightforward to see that a Z2
classification can be defined for (2+1)-d TRI insulators,
as an analog of (0 + 1)-d particle-hole symmetric insula-
tors. In this subsection we will sketch the demonstration
of such a topological classification without going into de-
tail since the derivation here is exactly parallel to that in
Sec. II E.
First of all, for two TRI (2 + 1)-d insulators
h1(k), h2(k) an adiabatic interpolation h(k, θ) can be
defined, satisfying
h(k, 0) = h1, h(k, π) = h2
T †h(−k,−θ)T = hT (k, θ), (119)
Since h(k, θ) corresponds to the Hamiltonian of a (3+1)-
d TRI insulator, a Z2 topological quantity N3[h(k, θ)] =
±1 can be defined as shown in Sec. IVC. The key point
to defining a Z2 invariant for the (2 + 1)-d Hamiltonians
h1, h2 is to demonstrate the independence of N3[h(k, θ)]
on the choice of h(k, θ). Consider two different pa-
rameterizations h(k, θ) and h′(k, θ). An interpolation
g(k, θ, ϕ) can be defined between them which satisfies
g(k, θ, 0) = h(k, θ), g(k, θ, π) = h′(k, θ)
g(k, 0, ϕ) = h1(k), g(k, π, ϕ) = h2(k)
gT (k, θ, ϕ) = T †g(−k,−θ,−ϕ)T.
g(k, θ, ϕ) corresponds to a (4 + 1)-d insulator Hamil-
tonian, for which a second Chern number C2[g] is de-
fined. By its definition, the “second Chern parity” N3
of h(k, θ) and h′(k, θ) satisfies N3[h]N3[h
′] = (−1)C2[g].
At the same time, g(k, θ, ϕ) can also be considered
as an interpolation between θ = 0 and θ = π sys-
tems, i.e., between g(k, 0, ϕ) ≡ h1(k) and g(k, π, ϕ) ≡
h2(k). Since h1,2(k) are both independent of ϕ, the ϕ-
component of the Berry’s phase gauge field vanishes for
g(k, 0, ϕ) and g(k, π, ϕ). Consequently, it can be shown
that (−1)C2[g] = N3[g(k, 0, ϕ)] = N3[g(k, π, ϕ)] = 1,
so that N3[h]N3[h
′] = 1 for any two interpolations
h and h′. Thus, we have shown that the Z2 quan-
tity N2[h1(k), h2(k)] ≡ N3[h(k, θ)] only depends on the
(2+1)-d Hamiltonians h1 and h2. By defining a constant
Hamiltonian h0(k) = h0 as reference, all (2 + 1)-d TRI
insulators are classified by the value of N2[h0, h(k)]. An
insulator with N2[h0, h] = −1 cannot be adiabatically
deformed to the trivial Hamiltonian h0 without breaking
time-reversal symmetry.
In the next subsection, the physical properties of the
Z2 non-trivial insulator defined here will be studied. We
will see that the Z2 non-trivial insulator defined here
has non-trivial edge dynamics, and corresponds to the
QSH insulator studied in the literature16,17,20,21. Com-
pared to the former definition of the Z2 topological
classification16,23,26, our definition has the advantage of
providing a direct relationship between the topological
quantum number and the physical response properties of
the system.
C. Physical properties of the Z2 nontrivial
insulators
Similar to the (3 + 1)-d case, the topological proper-
ties of a Z2 nontrivial insulator lead to non-trivial edge
state dynamics described by the effective theory (115), or
equivalently, the response equation (116). The edge of a
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Z2 nontrivial insulator is equivalent to a domain wall be-
tween a nontrivial insulator and a trivial insulator (since
the vacuum can be considered as a trivial insulator with
a large gap). Thus, in the following we will focus on the
domain wall between a nontrivial system with Hamilto-
nian h1(k) and a trivial system with Hamiltonian h0.
As discussed in the last subsection, an interpolation
h(k, θ) can be defined between h0 and h1 satisfying
h(k, 0) = h0, h(k, π) = h1(k) and T
†h(−k,−θ)T =
hT (k, θ). Since h1 is nontrivial, h(k, θ) has to break time-
reversal symmetry for general θ to adiabatically connect
h1 to h0. Making use of h(k, θ), two different interfaces
between h1 and h0 can be defined. Consider a spatially
dependent θ given by
θ(x, y) =
π
2
[
1− tanh
(
y
ξ
)]
.
Then the spatially dependent Hamiltonian h(k, θ(y)) and
h(k,−θ(y)) both describe a spatial domain wall between
h1 (for y ≪ −ξ) and h0 (for y ≫ ξ). The only dif-
ference between these two Hamiltonians are the time-
reversal symmetry breaking terms around the interface.
Now consider a more complicated interface, with
h(k,x) =
{
h(k, θ(y)), x < 0
h(k,−θ(y)), x > 0 ,
as shown in Fig. 18 (a). In such a system, the time-
reversal symmetry on the interface is broken in oppo-
site ways for x > 0 and x < 0, in the sense that
hT (k, (x, y)) = T †h(−k, (−x, y))T . Now we study the
charge localized around the point x = 0, y = 0. For a
loop C enclosing this point as shown in Fig. 18 (a), the
charge in the region A enclosed by C is given by Eq.
(116) as
Q =
1
2π
∫
A
d2x (∂xΩy − ∂yΩx) = 1
2π
∮
C
Ω · dl.
When the size of the loop is large enough compared to the
boundary width ξ, such a loop integration is equivalent
to an integration over θ from 0 to 2π, which leads to Q =∮
Ωθdθ/2π = P3[h(k, θ)]. According to the definition of a
Z2 non-trivial insulator in the last section, P3[h(k, θ)] =
1/2 mod 1 for any interpolation h(k, θ) between h0 and
h1. Consequently, the charge confined on the domain
wall is Q = (n + 1/2)e with n an integer depending on
the details of the interface69.
To summarize, a time-reversal symmetry breaking
term can be applied at the interface of trivial and non-
trivial insulators. For a given interface described by
Hamiltonian h(k, y), its time-reversal partner, h′(k, y) =
ThT (−k, y)T †, describes a different connecting condition
at the interface. If the 1D interface is described by h in
one region and by h′ in another region, then the domain
wall between these two regions will trap a half-charge as
a consequence of the non-trivial topology. To understand
such a domain wall better, we can consider the case with
VAC h0
QSH h1
(a) (b)
θ−pi 0
VAC h0
QSH h1
C
θpi0
L
L
FIG. 18: (a) Illustration of an interface between the vacuum
(VAC) with Hamiltonian h0(k) and a QSH insulator (QSH)
with Hamiltonian h1(k). An interpolation h(k, θ), θ ∈ [0, 2π]
can be defined between h0 and h1. On the left (right) half of
the interface marked by red (blue), θ has a domain wall from
0 to −π (π). A fractional charge Q = e/2 is trapped on the
domain wall between the red and blue interfaces, which can
be calculated by an integration of Ω along the loop L (see
text). (b) Physical realization of the domain wall between
two interfaces in (a) by an anti-phase domain wall of magnetic
field or magnetization. The red curve shows schematically the
charge density distribution.
a magnetic field as the time-reversal symmetry breaking
term on the interface. When the magnetic field has an
anti-phase domain wall as shown in Fig. 18 (b), a half-
charge must be trapped on the domain wall.
Moreover, one can also obtain the distribution of 1D
charge density and current density on the interface by
integrating the Eq. (116) only along the y-direction:
ρ1d(x) =
1
2π
∫ L
−L
dy (∂xΩy − ∂yΩx)
1d(x) =
1
2π
∫ L
−L
dy (∂yΩt − ∂tΩy)
in which L is a cut-off in the y-direction, satisfying L≫ ξ
so that the contribution to ρ1D and j1D from the region
|y| > L is negligible. According to the definitions (112)
and (113) of the effective gauge vector potential Ωµ, we
know that Ωµ(x, y, t) → 0 for a point deep in the QSH
or VAC region, i.e., when |y| → ∞. Thus the expression
of 1D density and current can be simplified to
ρ1D(x, t) = ∂xP3(x, t), j1D(x, t) = −∂tP3(x, t)
(120)
with P3(x, t) =
∫ L
−L
dyΩy(x, y, t)/2π the magneto-electric
polarization defined in (kx, ky, y) space. Eq. (120) is
exactly the Goldstone-Wilczek formula13 describing the
charge fractionalization effect in the (1 + 1)-d Dirac
model, and 2πP3(x, t) plays the role of the phase angle of
the Dirac mass term. When the interfaces on the left and
right sides of the domain wall are related by time-reversal
symmetry, the change of 2πP3 through the domain wall
must be (2n + 1)π, which gives the half charge on the
domain wall.
Such a relation between the interface and the (1+1)-d
Dirac model can be understood more intuitively in terms
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FIG. 19: Illustration of the dimensional reduction from the
surface of a (3 + 1)-d topological insulator (a) to the edge of
a (2 + 1)-d QSH insulator (b). The red and blue points in
(a) are the positions of gapless (2 + 1)-d Dirac cones in the
surface BZ. The blue line at ky = π defines the edge theory
of a QSH insulator, as shown in Fig. (b).
of the edge effective theory69. Similar to the relation be-
tween the edge theory of a (4+1)-d topological insulator
and the reduced edge theory of a (3+1)-d Z2 non-trivial
insulator, we can obtain the edge theory of a (2 + 1)-d
Z2 nontrivial insulator from that of a (3+1)-d nontrivial
insulator. The interpolation h(k, θ) between h1 and h0
can be viewed as the Hamiltonian of a (3+1)-d TRI insu-
lator, in which θ plays the role of kz. Consider a specific
point of the (2 + 1)-d boundary of the (3 + 1)-d system,
say y = 0. According to the discussion in Sec. IVC, an
odd number of (2 + 1)-d Dirac fermions are propagat-
ing on the boundary of the (3 + 1) − d system. Due to
time-reversal symmetry there must be an odd number of
Dirac cones on the four time-reversal symmetric points,
as shown in Fig. 12 (b). For a slice at y = 0, the wavevec-
tor of the surface state is (kx, θ). Consequently, when θ
is considered to be a parameter, the surface energy spec-
trum E(kx, θ) for a given θ describes the dispersion of
(1 + 1)-d edge states of (2 + 1)-d insulators. Specifically,
θ = 0 corresponds to the vacuum Hamiltonian h0, which
cannot support any non-trivial edge states. Thus, the
Dirac cones at the time-reversal symmetric points can
only appear at (kx, θ) = (0, π) and (π, π). To have the
minimal odd number of Dirac cones in the (kx, θ) BZ,
there must be one gapless Dirac cone at (0, π) or (π, π),
but not both, as shown in Fig. 19. In other words, the
edge effective theory of a (2+ 1)-d nontrivial insulator is
given by a gapless Dirac theory
H =
∫
dk
2π
v
∑
σ=±1
σkψ†kσψkσ (121)
where σ = ±1 means left and right movers, respectively.
This edge theory agrees with the former descriptions of
QSH edge states18,19,26 and shows the equivalence of the
Z2 nontrivial insulator defined in this section and the
QSH insulator.
Once the edge theory is obtained, it is easy to under-
stand the charge fractionalization proposed above. Due
to Kramers’s degeneracy, any TRI perturbation cannot
L
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B(t)
y
x
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VAC
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FIG. 20: Illustration of quantized charge pumping on the
boundary of a QSH insulator induced by a rotating magnetic
field. During the time period t ∈ [0, T ] the magnetic field is
rotated from B to −B, and a half charge Q =
R
dt
R L
−L
dyjx =
e/2 is pumped along x direction. L is taken as a cut-off with
jx vanishingly small for |y| > L.
open a gap at the edge. Only when a magnetic field, or
other time-reversal symmetry breaking term is applied,
can a mass term mxσx +myσy be generated in the edge
theory. Time-reversal symmetry also guarantees that the
mass induced by opposite magnetic fields is exactly op-
posite. This implies that an anti-phase domain wall of
the magnetic-field corresponds to a sign-change of the
mass of the Dirac fermion. Thus, the edge state theory
is described by the well-known Jackiw-Rebbi model39 or
equivalently, the Su-Schrieffer-Heeger model9. The study
of the fractional charge in the edge theory approach and
its experimental consequences have been presented in
Ref. 69. Thus, we have seen that the effective theory
we obtained from dimensional reduction agrees with the
edge theory analysis, just like in the (3 + 1)-d case. The
effective theory correctly describes the half-charge asso-
ciated with a magnetic domain wall, which is a direct
physical manifestation of the Z2 quantum number.
A quantized charge pumping effect always accompa-
nies a fractional charge effect and can be realized when a
time-dependent T-breaking field is applied at the edge. If
the system is described by a time-dependent Hamiltonian
h(k,x, t) which satisfies h(k,x, t = 0) = h(k, θ(y)) and
h(k,x, t = T ) = h(k,−θ(y)) with θ(y) the domain wall
configuration discussed above, then the charge pumped
through the interface during the time t ∈ [0, T ] is given
by
Qpump =
∫ T
0
dtj1D = − (P3(T )− P3(0)) = −
(
n+
1
2
)
.
In the example of an applied magnetic field, such a pump-
ing process implies that a half charge is pumped when a
magnetic field rotates adiabatically from B to −B, as
shown in Fig. 20. The experimental proposal of such a
charge pumping effect is also discussed in Ref. 69.
Besides providing a quantized response property of
the QSH insulators, the fractional charge and charge
pumping effects proposed here are a (1 + 1)-d version
of electro-magnetic duality. In (3 + 1)-d, the electro-
magnetic duality gives rise to the Witten effect61, where
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a magnetic monopole carries a charge Θ/2π and becomes
a “dyon” when a topological Θ-term is introduced in the
Lagrangian61,70. Such an effect can occur in a (3 + 1)-d
topological insulator where the charge of the dyon is 1/2,
as studied in Sec. IVB. In comparison, the magnetic do-
main wall on the boundary of (2 + 1)-d QSH insulator
can be considered as a topological point defect of mag-
netic field in (1 + 1)-d, which also carries a half-charge.
In this sense, if we consider the magnetic domain wall
as a dynamical degree of freedom of the system, (e.g.,
when the magnetic domain wall is generated by a ferro-
magnetic stripe on top of the 2D QSH system) it can be
considered as the (1 + 1)-d manifestation of dyons.
Interestingly, such an analogy can also be generalized
to (2+1)-d, where the topological defect of magnetic field
is a flux tube. Recently it has been shown that a π flux
tube threaded into a QSH insulator carries either charge
±e, spin 0 or charge 0, spin 1/2, where the spin 0 (1/2) is
generically defined as a Kramers’ singlet (doublet) under
time-reversal symmetry.31,32 In other words, the π flux
tube becomes a dyon-like object and realizes spin-charge
separation in (2 + 1)-d. Such a spin-charge separation
phenomenon also provides an alternative definition of the
Z2 topological insulators in (2 + 1)-d
31.
In summary, we have shown how a Z2 classification of
(2 + 1)-d TRI insulators is obtained, and how the physi-
cal properties of the Z2 non-trivial insulator are described
by the effective theory derived from dimensional reduc-
tion. Together with the discussion of (3+1)-d topological
insulators in Sec. IV, we have seen that the nontriv-
ial topology and its consequences in both (3 + 1)-d and
(2 + 1)-d TRI systems have their origin in the nontriv-
ial second Chern number in (4 + 1)-d. The dimensional
reduction series (4 + 1)-d → (3 + 1)-d → (2 + 1)-d is
in exact analogy of the lower dimensional one (2 + 1)-
d → (1 + 1)-d → (0 + 1)-d. In next section, we will
develop the unified framework of dimensional reduction
in generic dimensions, which contains the two series as
simplest examples.
VI. UNIFIED THEORY OF TOPOLOGICAL
INSULATORS
A. Phase space Chern-Simons theories
Up to now, we have systematically studied several re-
lated topological phenomena, including the (2+1)-d QH
insulator with nontrivial first Chern number, the (4+1)-d
topological insulator with nontrivial second Chern num-
ber, and their dimensional reductions. Comparing Sec.
II with Secs. III-V one can easily see the exact anal-
ogy between the two series of topological insulators: the
(2 + 1)-d and (4 + 1)-d fundamental topological insula-
tors are characterized by an integer—the first and second
Chern number, respectively. Under a discrete symmetry
(particle-hole symmetry for the (2+1)-d family and time-
reversal symmetry for the (4+1)-d family), a Z2 topologi-
cal classification can be defined for the lower dimensional
descendent systems; the physical properties of which can
be described by effective theories obtained from the di-
mensional reduction procedure. The main facts about
these topological phenomena are summarized in Table I.
In this section, we will show that the effective theories
for all these systems share a universal form when written
in phase space.
As a simple example, we first consider the effective the-
ory (9) of the QH effect. Expanding the expression of the
first Chern number explicitly, Eq. (9) can be expressed
as
S =
1
4π
∫
d2k
2π
ǫijTr [∂iaj]
∫
dtd2xǫµνρAµ∂νAρ (122)
in which i, j are indices 1, 2 in momentum space and
µ, ν, ρ = 0, 1, 2 are space-time indices. Here and below,
Aµ and ai stand for the external electromagnetic gauge
field in real space and Berry’s phase gauge field in mo-
mentum space, respectively. The trace is carried over all
occupied energy levels. If we define the phase-space coor-
dinate as q = (t, x, y, kx, ky) and the phase-space gauge
potentials A = (A0, A1, A2, 0, 0), a = (0, 0, 0, a1, a2),
then the action above is equivalent to the following sec-
ond Chern-Simons term:
S2+1 =
1
8π2
∫
d5qǫABCDEAA∂BACTr [∂DaE ] (123)
where all capital roman indices e.g. A,B,C . . . run over
the appropriate phase space coordinates. Since in this
system A and a are always orthogonal to each other,
such a reformulation seems trivial. However, it turns out
to be helpful when considering the dimensional reduction
procedure. As discussed earlier, dimensional reduction of
the (2 + 1)-d system to (1 + 1)-d is defined by replacing,
say, ky + Ay by a parameter θ(x, t), which in general is
space-time dependent. Four changes are induced by this
substitution:
1. Ay is replaced by θ(x, t) − θ0 with θ0 playing the
role of ky
2. ∂/∂ky is replaced by ∂/∂θ
3. The Berry’s phase gauge field aαβky =
−i 〈α;k| ∂ky |β;k〉 is replaced by aαβθ =−i 〈α; kx, θ| ∂θ |β; kx, θ〉
4. The integrations
∫
dy and
∫
dky/2π are removed
from the effective action.
By making these substitutions, the effective action of the
(1+1)-d system can be obtained. To help understand the
general dimensional reduction procedure, we show the
derivation of the (1+ 1)-d effective theory explicitly. For
simplicity, one can start from Eq. (122). Note that the
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Dimension Topological quantum
number
Effective theory Symmetry
requirement
Physical properties
Family 1 2+1 1st Chern number C1 ∈ Z L =
C1
2pi
Aµǫ
µνρ∂νAρ Not required QH effect; axial anomaly
on the boundary
1+1 1st Chern parity
N1 = (−1)
C1[h0,h] ∈ Z2
L = P1ǫ
µν∂µAν C Half charge on the
boundary
0+1 1st Chern parity
N0 = N1[h0, h] ∈ Z2
L = Tr[a0] C Not applicable
Family 2 4+1 2nd Chern number C2 ∈ Z L =
C2
24pi2
Aµǫ
µνρστ∂νAρ∂σAτ Not required 4DQH effect; chiral
anomaly on the boundary
3+1 2nd Chern parity
N3 = (−1)
C2[h0,h] ∈ Z2
L = 1
4pi
P3ǫ
µνστ∂µAν∂σAτ T Half QH effect on the
boundary, TME effect
2+1 2nd Chern parity
N2 = N3[h0, h] ∈ Z2
L = 1
2pi
Aµǫ
µνρ∂νΩρ T QSH effect; half charge at
anti-phase domain wall on
the boundary
TABLE I: Summary on the properties of the topological insulators. In the effective Lagrangians, the indices α, β.. = 0, 1,
i, j.. = 0, 1, 2, µ, ν.. = 0, 1, 2, 3 and a, b.. = 0, 1, .., 4. The vector ai (aµ, et al.) stands for the gauge vector of the external
electro-magnetic field, and Ai that for the Berry phase gauge field. C and T stands for particle-hole symmetry and time-reversal
symmetry, respectively. The quantities P1, P3,Ωρ are defined by Eqs. (24), (79) and (112). See text of Sec. VI for explanations
of the effective actions.
gauge field Aµ depends only on the (1+1)-d coordinates
(t, x) after dimensional reduction. Consequently, in the
Chern-Simons form ǫµντAµ∂νAτ the terms containing ∂y
are identically zero, so that
ǫµντAµ∂νAτ = 2 (At∂xAy −Ax∂tAy) = 2 (At∂xθ −Ax∂tθ)
after an integration by parts. The effective action (122)
after making all four substitutions above is expressed as
S1+1 =
1
2π
∫
dkxTr [∂kxaθ − ∂θakx ]
·
∫
dtdx (At∂xθ − Ax∂tθ) .
With a smooth space-time dependent θ(x, t) field, the
eigenstates |α; kx, θ〉 can be considered as space-time de-
pendent “local” eigenstates, whose space-time depen-
dence originates only from that of θ(x, t). In this way,
each state |α; kx, θ(x, t)〉 = |α; kx, x, t〉 is defined in the
full phase space (t, x, kx), and the Berry’s phase gauge
field can gain real-space components defined as aαβµ =
−i 〈αkx, x, t| ∂µ |β, kx, x, t〉 = aθ∂µθ, in which µ = t, x.
Similarly, the space-time derivative of akx is given by
∂µakx = ∂θakx∂µθ. By making use of these observations,
the effective action can be simplified to
S1+1 =
1
2π
∫
dkx
∫
dtdx {AtTr [∂kxax − ∂xakx ]
−AxTr [∂kxat − ∂takx ]} . (124)
By generalizing the definition of the gauge vector poten-
tial (At, Ax) to the phase space vector (At, Ax, 0), the
equation above can be expressed as the mixed Chern-
Simons term in the phase space:
S1+1 =
1
2π
∫
d3qǫABCAATr [∂BaC ] (125)
which describes an inhomogeneous (1 + 1)-d insulator.
Note that momentum derivatives acting on (At, Ax) van-
ish. This effective action agrees our discussion in Sec.
II C as one can see by taking δS1+1δAA and comparing the
resulting response equations with Eq. (28).
It should be noted that such a phase space formalism
is only applicable when the space-time variation of θ is
smooth and can be approximated by a constant in the
neighborhood of a space-time point (t, x, y). More quan-
titatively, the characteristic frequency ω and wavevector
k of θ(x, y, t) should satisfy
~ω, ~vk ≪ Eg, (126)
where v is a typical velocity scale of the system. For
example, in the lattice Dirac model (12), v is the speed
of light (which is normalized to be 1 in Eq. (12)). Under
condition (126) the space-time variation of the θ field
does not generate excitations across the gap, and the
system can be viewed locally as a band insulator with a
“local Hamiltonian” h(kx;x, t).
Carrying out such a procedure once more to the ac-
tion (125) one can obtain the (0 + 1)-d action. We
will show the derivation explicitly. First one must take
ax = 0, ∂xakx = 0 in Eq. (124) since nothing can de-
pend on the spatial x-coordinate after it is dimensionally
reduced. Next we replace Ax by the parameter φ(t)−φ0,
which leads to
S0+1 = −
∫
dt (φ− φ0)Tr [∂φat − ∂taφ]
= −
∫
dt (∂tφa˜φ + a˜t) .
where the integration
∫
dxdkx/2π has been removed, and
at, akx in (1+1)-d are relabelled as a˜t, a˜φ for later conve-
nience and to obtain the second equality, an integration
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by parts is carried out. It should be noted that ∂φ comes
from ∂/∂ky, which actually means ∂/∂φ0 since it is φ0
that is replacing ky. Compared to the (2+1)-d→ (1+1)-
d dimensional reduction, the difference here is that the
wavefunctions are, in general, already time-dependent in
(1 + 1)-d. This comes from the dimensional reduction
from (2 + 1)-d. Consequently, the Berry’s phase gauge
potential in the (0+1)-d system consists of two terms as
shown below:
aαβt = −i 〈α; t, φ(t)| ∂t |β; t, φ(t)〉
= −i 〈α; t, φ|
[(
∂
∂t
)
φ
+
∂φ
∂t
(
∂
∂φ
)
t
]
|β; t, φ〉
= a˜t + ∂tφa˜φ
in which (∂/∂t)φ means to take the t-derivative while
keeping φ constant. Both of these terms are necessary
for the correct topological response and similar terms (in-
cluding spatially dependent ones) will be present in all
higher dimensions when more than one reduction is car-
ried out. Combining the two equations above we finally
obtain
S0+1 =
∫
dt Tr [at] (127)
which has the form of a “zero-th” Chern-Simons term,
and describes the “(0 + 1)-d insulator” discussed in Sec.
II E, i.e., a single-site fermion system. In this case the
only gauge invariant quantity remaining is the Berry’s
phase the single-site system obtains during a closed path
of adiabatic evolution.
For the second family of topological insulators we dis-
cussed, the effective theory (52) can be expressed in the
following phase space form:
S4+1 =
1
192π4
∫
d9qǫABCDEFGHIAA∂BAC∂DAE
·Tr [DFaGDHaI ] (128)
in which the covariant derivative DB = ∂B + iaB is in-
troduced for the non-abelian Berry’s phase gauge field.
The dimensional reduction to (3+1)-d can be performed
similarly to the (2 + 1)-d case. Denoting the 4-th spatial
dimension as w, which is the dimension to be reduced,
then any term with ∂w vanishes, and so does aw. Con-
sequently, the only non-vanishing terms in the effective
action (128) are those with Aw, which now is replaced
by the parameter θ(x, y, z, t). On the other hand, one of
F,G,H, I in the form DFaGDHaI has to be kw, which
is now replaced by θ. In summary the theory can be
rewritten as
S3+1 =
3
96π3
∫
d7qǫµνστ ǫijkAµ∂νAσ∂τθ
·Tr [DθaiDjak + cycl.]
where µ, ν.. = 0, 1, 2, 3 and i, j, k = 1, 2, 3 are space-time
and momentum indices of (3+1)-d system, and cycl. de-
notes the other three terms obtained from cyclicly per-
muting θ and i, j, k. The integration
∫
dkwdw/2π has
been removed, and a prefactor 3 appears due to the fact
that there are three AA’s in the effective action (128). In
the same way as in (2 + 1)-d to (1 + 1)-d case, ∂µθDθ
can be replaced by Dµ, so that the effective theory of the
(3 + 1)-d insulator is finally obtained:
S3+1 =
∫
d7q
32π3
ǫAB..GAA∂BACTr [DDaEDFaG] .
(129)
According to the definition of P3 in Eq. (79) we know
that
∂ℓP3 =
1
8π2
∫
d3kǫθijkTr [fℓifjk] ,
which shows the equivalence of the action (129) to the
action (80) we derived earlier.
Now from the two examples of (2 + 1)-d → (1 + 1)-d
→ (0 + 1)-d and (4 + 1)-d → (3 + 1)-d, one can easily
obtain the general rule of dimensional reduction to the
phase-space Chern-Simons theories. For a (d+1) dimen-
sional system, the phase space dimension is 2d+ 1, and
the dimensional reduction of corresponding phase-space
Chern-Simons theory is defined as
1. Remove a term ∂AAB from the action and cor-
respondingly replace the (2d + 1)-dimensional
anti-symmetric tensor by the one in (2d − 1)
dimensions.
2. Remove the integration
∫
dxddkd/2π from the
action when xd, kd are the spatial and momentum
indices to be reduced.
3. Multiply the action by a factor n when the power
of external gauge field AA in the original action is
n.
Following these rules, the effective action for (2 + 1)-d
TRI insulator can be easily obtained by one more step of
dimensional reduction from Eq. (129):
S2+1 =
∫
d5q
8π2
ǫABCDEAATr [DBaCDDaE ] (130)
where the coefficient is determined by 8π2 = 32π3/(2 ·
2π). By considering the space-time and momentum in-
dices separately, one can easily confirm that Eq. (130) is
equivalent to Eq. (115) we obtained earlier.
In summary, we have shown that all the known topo-
logical insulators are described by a Chern-Simons effec-
tive theory in phase space, and the topological theories
in different dimensions can be related by the dimensional
reduction procedure. It is straightforward to generalize
this formalism to arbitrary dimensions. As shown in Ap-
pendix B, the relation between the non-linear response
function (53) and the corresponding Chern number in
momentum space can be generically proven for any odd
space-time dimension. The effective theory of such a
(2n+ 1)-d topological insulator is given by40
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FIG. 21: The family tree of topological insulators. The black points on the “trunk” (i.e., 0-th generation) stand for the
fundamental topological insulators in odd space-time dimensions characterized by a nontrivial Chern number in momentum
space. The blue and red markers show the descendants of the (4n − 1)-d and (4n + 1)-d insulators, respectively. Physical
effects associated with some of the prominent topological insulators are indicated in parenthesis. A Z2 classification is defined
for each blue circle (square) under (pseudo) particle-hole symmetry C (C˜), and for each red circle (square) under (pseudo)
time-reversal symmetry T (T˜ ). The definitions of C, C˜, T, T˜ are given in Sec. VIB. For all the physically realizable systems
with spatial dimensions d ≤ 3, the names of topological insulators are labelled, where CIn (TIn) stands for a particle-hole
symmetric (TRI) topological insulator in n+1 dimension. The black circles and squares stand for other topological phenomena
obtained from dimensional reduction, which are also described by the phase space Chern-Simons theories but do not correspond
to Z2 topological insulators. The phase space Chern-Simons theory CS
t
2n+1 (as defined in Eq. (134)) corresponding to each
topological phenomenon is also specified on the figure.
S2n+1 =
Cn
(n+ 1)!(2π)n
∫
d2n+1xǫµ1µ2..µ2n+1Aµ1∂µ2Aµ3 ..∂µ2nAµ2n+1 (131)
with the n-th Chern number in momentum space defined as
Cn =
1
n!2n(2π)n
∫
d2nkǫi1i2..i2nTr
[
fi1i2fi3i4 ..fi2n−1i2n
]
. (132)
Thus the (4n+ 1)-d phase space formula for this effective action can be written as
S2n+1 =
1
n!(n+ 1)!(2π)2n
∫
d4n+1qǫA1A2...A4n+1AA1∂A2AA3 ..∂A2nAA2n+1Tr
[
DA2n+2aA2n+3 ..DA4naA4n+1
]
(133)
Following the general rules of dimensional reduction procedure discussed above, one can obtain the effective actions
for lower-dimensional topological insulators as “descendants” of the topological theory (133). From the examples
discussed above it can be seen that the number of Berry’s phase gauge vectors ai in the effective action remains
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invariant during dimensional reduction, while the number of external gauge field insertions Aµ decreases by one at
each step of dimensional reduction. After n+ 1 reductions we obtain an effective action of an ((n− 1) + 1)-d system
that contains no Ai. Just like in the (0 + 1)-d case, such an effective action does not result in any response equation
of the system, but only describes the Berry’s phase the system obtains during adiabatic evolution. Obviously the
dimensional reduction cannot be carried out again on such an ((n−1)+1)-d system. Thus, the (2n+1)-d topological
insulator with a nontrivial n-th Chern number only has (n + 1) “descendants” under dimensional reduction. It is
straightforward to show that the m-th descendant (1 ≤ m ≤ n + 1) of the (2n + 1)-d topological insulator has the
effective action
S
(m)
2n+1−m =
(
2n+1−m
n
)
(2n+ 1−m)!
∫
d4n+1−2mq
(2π)2n−m
ǫA1A2..A4n+1−2mAA1∂A2AA3 ..∂A2n−2mAA2n+1−2m
·Tr [DA2n+2−2maA2n+3−2m ..DA4n−2maA4n+1−2m]
≡ CSn−m+14n−2m+1 (134)
in which CSts stands for the mixed Chern-Simons action in s phase-space dimensions with t powers of the external
AA field. Specifically, CS
0
s is a pure non-Abelian Chern-Simons term of the Berry’s phase gauge field aA, which
cannot be reduced to a function of fAB = DAaB −DBaA alone. Thus we have seen that a whole family of topological
phenomena are described by phase-space Chern-Simons theories with different s, t values. In a given spatial dimension
d, all possible topological phenomena in band insulators are given by the actions CSt2d+1 with all possible values of
t. It should be noted that the external gauge field AA is only defined in real space, meaning that AA or ∂BAA are
both vanishing if A or B is a momentum index A,B = d + 2, d+ 3, ..., 2d+ 1. Since in CSt2d+1 there are t AA’s and
at least t− 1 partial derivative operators acting on AA’s, the Chern-Simons action CSt2d+1 vanishes if 2t− 1 > d+ 1.
Consequently, there are in total [d/2] + 2 available Chern-Simons terms in the phase space of a (d + 1)-dimensional
system, which are
CSt2d+1, t = 0, 1, ..., [d/2] + 1.
Here [d/2] denotes the maximal integer that does not exceed d/2. For example, in (2 + 1)-d there are three available
phase space Chern-Simons terms, two of which are CS25 describing a QH insulator, and CS
1
5 describing a QSH insulator.
The third one is given by
CS05 =
1
3!(2π)2
∫
d5qǫABCDETr [aA∂BaC∂DaE
+
3
2
aAaBaC∂DaE +
3
5
aAaBaCaDaE
]
which contains no AA and thus does not describe any electromagnetic response properties of the system. The
information contained in the effective action CS05 is the Berry’s phase the system obtains during adiabatic evolution,
just like the effective action of the (0 + 1)-d system CS01 =
∫
dta0. We have grouped the phase-space Chern-Simons
theories based on the parent theories and their descendants. The relationships are summarized in a “family-tree”
in Fig. 21. Similar to the generalization of the (2 + 1)-d QH insulator to any odd space-time dimension, the Z2
topological insulators we have studied can also be generalized to higher dimensions, which will be explained in the
next subsection.
Before moving on to that, we would like to point out an interesting mathematical fact about the phase-space
Chern-Simons theories. For an (n + 1) dimensional system with N occupied bands, a U(N) gauge vector potential
can be defined in phase space as
AλA = λAA + aA,
with AA being the external gauge potential and aA being the Berry phase gauge potential. The non-Abelian Chern-
Simons term for AλA can be expressed as
CS2n+1(λ) ≡ CS2n+1
[AλA] = 1(n+ 1)!(2π)n
∫
d2n+1qǫA1A2...A2n+1Tr
[AλA1∂A2AλA3 ...∂A2nAλ2n+1 +N.T.] . (135)
Here N.T. stands for the non-Abelian terms containing commutators of AλA, which can be determined by the
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relation of the (2d+1)-d Chern-Simons form to the ((2d+
1) + 1)-d Chern form. For more details, c.f. Section
11.5 of Ref. 71. By expanding the parameterized action
CS2n+1(λ) over λ, the following equality can be obtained:
CS2n+1(λ) =
[n/2]+1∑
t=0
λtCSt2n+1
⇒ CSt2n+1 =
1
t!
∂t
∂λt
CS2n+1(λ)
∣∣∣∣
λ=0
. (136)
This implies that all possible phase space Chern-Simons
terms can be obtained from a single “generating func-
tional” CS2n+1(λ). We present (135) as the unified the-
ory of all topological insulators.
B. Z2 topological insulator in generic dimensions
For the descendants of the (2 + 1)-d and (4 + 1)-d in-
sulators, we have defined a Z2 classification under the
constraint of a discrete symmetry. For the descendants
of the (2 + 1)-d QH insulator, the Z2 classification is de-
fined for particle-hole symmetric insulators satisfying Eq.
(32):
C†h(−k)C = −hT (k), C†C = C∗C = I. (137)
The key point of this classification is to show that an in-
terpolation between two particle-hole symmetric Hamil-
tonians h1(k) and h2(k) forms a closed path when com-
bined with its particle-hole transformed partner. The
Chern number enclosed in such a closed path always has
a certain parity which does not depend on the choice of
the path. In the same way, a Z2 classification of particle-
hole symmetric insulators is also defined in (0 + 1)-d.
For the family of (4+ 1)-d insulators it is the same story
except that the particle-hole symmetry is replaced by
time-reversal symmetry
T †h(−k)T = hT (k), T †T = −T ∗T = I. (138)
Following this one can easily generalize such Z2 classifi-
cations to higher dimensions. To do that, one first needs
to understand what is the difference between (2+1) and
(4 + 1) dimensions that requires the choice of different
discrete symmetries. The easiest way to see such a dif-
ference is to study the transformation of the correspond-
ing Chern-Simons theories under particle-hole symmetry
(C) and time-reversal symmetry (T ). Under particle-
hole symmetry, the charge density and charge current
both change sign. The vector potential does as well, as
required by the invariance of the minimal coupling Aµj
µ.
In the same way one can obtain the time-reversal prop-
erty of Aµ, as summarized below:
C : Aµ → −Aµ, T : Aµ →
{
A0
−Ai.
(139)
In both cases of C and T , the momentum operator −i∂µ
has the same transformation property as Aµ. Based on
these facts the transformation properties of the Chern-
Simons Lagrangian (131) are
C : SCS2n+1 → (−1)n+1SCS2n+1
T : SCS2n+1 → (−1)nSCS2n+1. (140)
Thus, we see that SCS4n+1 is T -even but C-odd, while
SCS4n−1 is T -odd but C-even. In other words, a (4n+1)-d
topological insulator has to break particle-hole symme-
try but can be time-reversal invariant, just like the case
of (4 + 1)-d; a [(4n − 2) + 1]-d topological insulator has
to break time-reversal symmetry but can be particle-hole
symmetric, just like the case of (2 + 1)-d. Consequently,
for the descendants of (4n+1)-d ((4n−1)−d) topological
insulators, it is only possible to define Z2 topological clas-
sifications by the dimensional reduction procedure under
the constraint of T (C) symmetry.
Naively, it seems that the procedure we introduced
to define the Z2 classification by dimensional reduction
could be applied recursively to all the descendants of a
(2n+1)-d topological insulator. However, this turns out
to be incorrect. As an example, we can study the (1+1)-
d TRI insulator as a descendant of the (2 + 1)-d QSH
insulator(not the (2 + 1)-d QH insulator). In the dimen-
sional reduction from (3 + 1)-d to (2 + 1)-d discussed in
Sec. VB, we define an interpolation h(k, θ) between two
(2 + 1)-d TRI Hamiltonians h1(k) and h2(k). When the
interpolation h(k, θ) is required to satisfy time-reversal
symmetry (Eq. (119)), it corresponds to the Hamilto-
nian of a (3 + 1)-d topological insulator, for which a Z2
index N3[h(k, θ)] can be defined. In Sec. VB we have
shown that N3[h(k, θ)] does not depend on the choice of
the interpolation h(k, θ), which thus provides a criteria
on whether h1(k) and h2(k) are topologically equivalent.
If we carry out the same procedure on (1 + 1)-d TRI
insulators, it seems that for two Hamiltonians h1(k) and
h2(k) a Z2 topological classification can be defined in the
same way. To see if this is true, one can again take the
lattice Dirac model as an example. The single-particle
Hamiltonian of (2 + 1)-d 4× 4 lattice Dirac model with
time-reversal symmetry is written as
h2D(k) = Γ
1 sin kx + Γ
2 sin ky
+Γ0 [m+ c (cos kx + cos ky)] (141)
which is in the topological nontrivial phase for 0 < m <
2|c| or −2|c| < m < 0. By dimensional reduction,
h2D(k) can be considered as the interpolation between
two (1 + 1)-d TRI Hamiltonians h1(k) = h2D(k, 0) and
h2(k) = h2D(k, π). Thus if the Z2 classification pro-
cedure applied to (1 + 1)-d systems, h1(k) and h2(k)
should be topologically distinct when h2D(k) is in the
nontrivial phase. In other words, it should be impossi-
ble to define another interpolation h0(k, θ) between h1(k)
and h2(k), which satisfies T
†h0(k, θ)T = h
∗
0(−k,−θ) =
h∗0(−k, θ), ∀θ. However, such an interpolation can in fact
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be constructed as follows:
h0(k, θ) = Γ
1 sin k + Γ02 sin2 θ
+Γ0 (m+ c cos kx + c cos θ) (142)
in which Γ02 = iΓ0Γ2 is even under time-reversal.
The existence of two topologically distinct interpolations
h0(k, θ) and h2D(k, θ) shows that it is not possible to de-
fine a Z2 classification of (1 + 1)-d TRI insulators in the
same way as in (2+1)-d and (3+ 1)-d. The main reason
for the failure is that the proof in Sec. (VB) requires
the parameterized Hamiltonian manifold to be simply
connected. In other words, an interpolation h(k, θ, ϕ)
can always be defined for two interpolations h(k, θ) and
h′(k, θ). Similar arguments do not work in the classifi-
cation of (1 + 1)-d Hamiltonians because it may not be
possible to adiabatically deform one path to the other.
In the example of the lattice Dirac model, the paths h2D
and h0 cannot be adiabatically connected, because the
combined path
g(k, θ) =
{
h2D(k, θ), θ ∈ [0, π]
h0(k, 2π − θ), θ ∈ [π, 2π]
is a (2+1)-d Hamiltonian that breaks time-reversal sym-
metry and has a nontrivial first Chern number C1 = −1.
Consequently, the path g cannot be contracted to a point,
and the definition of a path-independent Z2 invariant
fails.
From this example we have seen that the definition
of a Z2 topological classification for the descendants of
(2n+1)-d topological insulators fails when the dimension
is reduced to ((2n−3)+1)-d, since the lower Chern num-
ber Cn−1 is defined for each closed path of ((2n−3)+1)-d
Hamiltonians, thus obstructing the adiabatic connection
between two different paths. In other words, the Z2 topo-
logical insulators as descendants of (2n + 1)-d topologi-
cal insulators can only be defined in ((2n − 1) + 1) and
((2n−2)+1)-d . Since a bulk topological insulator always
corresponds to a topologically protected gapless edge the-
ory, the validity of a Z2 classification can also be justified
by studying the stability of edge theories. As discussed in
Sec.III B, the boundary theory of a (4 + 1)-d topological
insulator with second Chern number C2 contains of |C2|
flavors of chiral (Weyl) fermions. In the simplest exam-
ple of the lattice Dirac model (61) with −4c < m < −2c,
the boundary single-particle Hamiltonian is
H∂(4+1) = v~σ · ~p
which is topologically stable since no mass term is avail-
able for the edge system. Under dimensional reduction
the boundary theory of a (3+1)-d Z2 nontrivial insulator
is simply given by taking pz = 0 in the above equation:
H∂(3+1) = v (σxpx + σypy)
which is stable in the presence of time-reversal symmetry
since no T-invariant mass terms are available. The same
analysis shows the stability of the edge theory of a (2+1)-
d topological insulator, given by H∂(2+1) = vσzpz. When
dimensional reduction is carried out once more, we ob-
tain the (0+1)-d edge of the (1+1)-d insulator described
by H∂(1+1) = 0. This just describes a Kramers’s pair of
localized states on the boundary. Since such a pair of
mid-gap states can be easily removed by a constant en-
ergy shift without breaking time-reversal symmetry, the
(1+1)-d TRI insulator does not have a topologically non-
trivial class. Different edge state stabilities for effective
theories in different dimensions are illustrated in Fig. 21.
Such an edge theory analysis can be easily generalized
to higher dimensions. The boundary states of a (2n+1)-
d topological insulator with nontrivial Chern number are
described by a ((2n−1)+1)-d chiral fermion theory with
the Hamiltonian
H2n−1(p) = v
2n−1∑
i=1
piΓ
i (143)
in which Γi are 2n−1×2n−1 matrices forming a represen-
tation of the so(2n− 1) Clifford algebra. The boundary
theory of the m-th descendant of the (2n + 1)-d system
is given by simply taking pi = 0 for i = 2n − m, 2n −
m+ 1, ..., 2n− 1. The symmetry properties and stability
of the theory can be studied by studying the properties
of the Γa matrices. Here we will display the conclusions
of the edge state analysis, with the details presented in
Appendix D:
1. The chiral Hamiltonians (143) in different dimensions satisfy different discrete symmetry properties, as listed
below: 

C†H2n−1(p)C = −H2n−1(−p), C∗C = I, n = 4m− 3, m ∈ N
T †H2n−1(p)T = H2n−1(−p), T ∗T = −I, n = 4m− 2, m ∈ N
C˜†H2n−1(p)C˜ = −H2n−1(−p), C˜∗C˜ = −I, n = 4m− 1, m ∈ N
T˜ †H2n−1(p)T˜ = H2n−1(−p), T˜ ∗T˜ = I, n = 4m, m ∈ N
(144)
2. Only the first two descendants of H2n−1, i.e., H(p) =
∑2n−2
i=1 piΓ
i and H(p) =
∑2n−3
i=1 piΓ
i, are topologically
stable under the constraint of the discrete symmetry in the given dimension (C, C˜, T or T˜ ). Consequently,
the Z2 topologically nontrivial insulators descending from the (2n + 1)-d topological insulator only exist in
((2n− 1) + 1)-d and ((2n− 2) + 1)-d.
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The edge state analysis confirms our insight from the bulk
picture, that is, the Z2 topological classification is only
well defined for the first two generations of descendants
of the (2n+ 1)-d topological insulator. Moreover, it also
provides more information about the discrete symmetries
in different dimensions. In the (6 + 1)-d topological in-
sulator, and its descendants, the correct discrete sym-
metry is C˜ which is similar to particle-hole symmetry C
but satisfies C˜∗C˜ = −I. This is necessary since a usual
particle-hole symmetry cannot be defined for the (5+1)-
d chiral fermion
∑5
i=1 piΓ
i. Such a symmetry C˜ can be
called a “pseudo particle-hole symmetry”. Similarly, in
the (8 + 1)-d topological insulator, and its descendants,
the discrete symmetry is a “pseudo time-reversal sym-
metry” satisfying T ∗T = I. In Fig. 21, the dimensions
with “true” C or T symmetry are labelled with filled cir-
cles, and those with C˜ or T˜ symmetry are labelled with
squares.
This paper is partly inspired by work in high-energy
physics. The study of topological insulators with non-
trivial boundary states is analogous to the genera-
tion of massless fermions on higher dimensional domain
walls43,72. In a high energy context these surface states
would be subsequently used to mimic chiral fermions
in lattice gauge theories. In our case they become the
gapless boundary liquids that generate novel transport
properties and characterize the topological stability of
the state. Our picture of a (4 + 1)-d topological insula-
tor characterized by the Chern-Simons term has a very
special meaning in high-energy physics when reduced to
(3 + 1)-d. The Chern-Simons term becomes a θ-term
which is related to the so-called vacuum angle. If θ is a
constant then this term does not contribute to the equa-
tions of motion. In our case the θ-term has a solitonic
structure with a domain wall at the surface of the topo-
logical insulator. Inside the insulator θ jumps by π which
still preserves CP if the original vacuum does. Thus, the
only effect on the system is a non-zero boundary term at
the θ domain wall. From a high-energy perspective we
have introduced an axionic domain wall and a topologi-
cal insulator exists in one domain while a trivial insulator
exists in the other.
The dimensional reduction procedure we introduced
here is not new to physics, and was first used in the 1920’s
in an attempt to unify gravity and electro-magnetism in
(4+1)-d by Kaluza and Klein73,74. Basically, the dimen-
sional reduction amounts to compactifying the “extra di-
mension” with periodic boundary conditions, e.g. on a
circle, and shrinking its radius to zero. The compactifi-
cation creates a tower of modes labelled by a discrete in-
dex, but as the circle is shrunk only one low-energy mode
from each field remains (which can be seen by taking
the Fourier transform of a field on a circle with periodic
boundary conditions). These “zero-modes” become the
propagating fields in the lower dimensional space. Car-
rying out this procedure via our method or by compact-
ification yields the same results. The adiabatic param-
eter we introduced is connected with the flux threading
the higher dimensional circle. One could imagine com-
pactifying using higher dimensional manifolds, such as a
sphere or something more exotic, and threading various
fluxes through non-trivial cycles of the compact space.
The zero-mode structures of these manifolds are more
complicated and we will not deal with them here, but
perhaps other interesting theories can arise.
Additionally, we have unearthed a ladder of topolog-
ical insulators with gapless fermionic boundary states
whose stability depends on the presence of a discrete
symmetry. The discrete symmetries repeat modulo 8,
which should be no surprise since their form is derived
from the representation theory of real Clifford algebras
which exhibit Bott periodicity with period 875. Due
to this periodicity we can analyze the types of gapless
fermions allowed to exist at the boundaries of topologi-
cal insulators. Any boundary can support Dirac fermions
and any even dimensional space-time boundary can have
Weyl (chiral) fermions as well. For Majorana fermions
we are restricted to boundaries with spacetime dimen-
sions {(1 + 1), (2 + 1), (3 + 1), (7 + 1), (8 + 1)} mod8.
Finally, there is a special representation, the Majorana-
Weyl fermion, which is a real fermion with a definite
handedness which can only exist in (1 + 1) mod 8 di-
mensions i.e. (1 + 1), (9 + 1), (17 + 1), (25 + 1) . . .75.
It is this type of fermion which appears at the edge of
(p + ip) superconductors76,77,78. However, because this
representation is missing in (5+1)-d a (6+1)-d “(p+ip)-
superconductor” which obeys the “pseudo-particle hole”
symmetry will not have single Majorana-Weyl boundary
states. This can also be seen by the fact that C˜2 = −1
which means there would have to be at the minimum
two Majorana-Weyl fermions at the boundary due to
a Kramers’-like theorem. Beginning with the parent
(2n+1)−d topological insulator we see that the boundary
theories of itself and its stable descendants are massless
fermions in ((2n−1)+1), ((2n−2)+1) and ((2n−3)+1)
dimensions respectively. Theories of massless fermions
often result in field theory anomalies and there is a deep
connection between this boundary theory ladder and the
corresponding anomaly ladder71,79.
In summary, we have provided a unified framework
to describe a whole family of topological insulators in
generic dimensions. All the topological effects are de-
scribed by phase-space Chern-Simons theories, which ei-
ther describe the topological insulators with nontrivial
Chern number in odd space-time dimensions, or describe
their lower dimensional descendants through dimensional
reduction. Z2 topologically nontrivial insulators exist in
((2n− 1) + 1) and ((2n− 2) + 1) space-time dimensions
and are protected by a given discrete symmetry that is
preserved by the parent (2n+ 1)-d topological insulator.
We found that in (2n+1)-d there are two types of topo-
logical insulators, one of which is characterized by the
Chern number Cn and the other by the Z2 invariant, as
a descendant of ((2n+2)+1)-d topological insulator. In
comparison, in ((2n − 1) + 1)-d there is only one type
of topological insulator, which is characterized by a Z2
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invariant, as a descendant of (2n + 1)-d topological in-
sulator. There are many tantalizing connections of our
work with well-developed sectors of high-energy physics,
and diving deeper into these subjects is sure to benefit
both condensed-matter and high-energy physics.
VII. CONCLUSION AND DISCUSSIONS
In conclusion we have constructed the topological field
theory of TRI insulators. We showed that the fundamen-
tal TRI insulator naturally exists in 4+1-d, and the effec-
tive topological field theory is the Chern-Simons theory
in 4+ 1-d. We introduced the concept of dimensional re-
duction for microscopic fermion models, where some spa-
tial dimensions are compactified and the associated mo-
mentum variables are replaced by adiabatic fields. This
method enables us to obtain the topological field theory
for the 3D and 2D TRI insulators from the dimensional
reduction of the 4 + 1-d Chern-Simons field theory. In
particular, we obtain the “axion” field theory for the 3D
insulator, and many experimental consequences follow di-
rectly from this topological field theory. The most strik-
ing prediction is the TME effect, where an electric field
induces a magnetic field along the same direction, with
a universal constant of proportionality quantized in odd
multiples of the fine structure constant. The role of the
“axion”, or the adiabatic field, is played by a magneto-
electric polarization, whose change is quantized when an
adiabatic process is completed. The topological field the-
ory for the 2D TRI insulator involves two adiabatic fields,
and this theory directly predicts the fractional charge of
a magnetic domain wall at the edge of the QSH insulator.
These topological effects illustrate the predictive power of
the topological field theory constructed in this work, and
many more experimental consequences can be obtained
by the proper generalization of the concepts introduced
here.
Our work also presents the general classification of
topological insulators in various dimensions. The funda-
mental topological insulators are described by the topo-
logical Chern-Simons field theory, and the effective topo-
logical field theory of their descendants can be obtained
by the procedure of dimensional reduction. The descen-
dent topological insulators are generally classified by dis-
crete symmetries like the charge conjugation and the time
reversal symmetries. This way, the Chern number classi-
fication of fundamental topological insulators and the Z2
classifications of their descendants is unified. Finally, we
present a framework in terms of the Chern-Simons field
theory in phase space, which gives a unified theory of
all topological insulators and contains all experimentally
observable topological effects.
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insightful discussions on this subject and collaborations
at the early stage of this project. We would like to thank
H. D. Chen, S. Kachru, C. X. Liu, J. Maciejko, M. Mul-
ligan, S. Raghu, S. Shenker and J. Zaanen for helpful
discussions. This work is supported by the NSF under
grant numbers DMR-0342832 and the US Department of
Energy, Office of Basic Energy Sciences under contract
DE-AC03-76SF00515.
APPENDIX A: CONVENTIONS
Due to the special importance of dimensionality in
this work we tried to be very consistent with our dimen-
sion and index conventions. In addition, gauge fields of
all types appear and we have selected a convention for
the electro-magnetic vector potential and the adiabatic
(Berry’s phase) connection. The conventions we used in
this paper are summarized in Table II and also explained
below.
For spacetime conventions we have chosen the form
(n+ 1)-d where n can be 0. For spatial dimensions only
we use nD with a capital D.
For indices, space-time and frequency-momentum in-
dices share the same convention. Greek indices from the
middle of the alphabet such as µ, ν, ρ, σ, τ run from 0 to
the spatial dimension in the current context. Examples
being 0, 1, 0, 1, 2 etc. Additionally, when indexing mo-
mentum space objects 0 is frequency and 1, 2, 3 . . . are
the momentum components in the 1, 2, 3, . . . directions.
Latin indices from the middle of the alphabet such as
i, j, k, ℓ are purely spatial indices and run from 1 onward
to the spatial dimension of the current context. For mo-
mentum space objects they index the spatial momenta
e.g kx, ky, kz, kw . . . . We always use the Einstein sum-
mation convention unless stated otherwise. Since we are
considering flat space we make no distinction between
raised and lowered indices.
In some special contexts we will need two more sets of
indices. Several of the Hamiltonian models we use can
be written in terms of the 2× 2 or 4× 4 Dirac matrices.
In these cases where you see vectors da indexed by low-
ercase Latin letters from the beginning of the alphabet
they run from 1, 2, 3 and 0, 1, 2, 3, 4 respectively. Finally,
for cases where the indices don’t just run over coordi-
nate or momentum space separately, but instead cover
“phase-space” coordinates, we use capital Latin letters
from the beginning of the alphabet such as A,B,C,D,E.
These run over the phase space variables in the cur-
rent context. Some examples being qA = (t, x, y, kx, ky),
qA = (t, x, kx), or A running over (kx, ky, θ, φ).
For orbital, band, or state labels we use Greek letters
from the beginning of the alphabet such as α, β, γ.
For the electro-magnetic U(1) gauge field we use Aµ
where A is capitalized. For the Berry’s phase gauge field
we use ai with a lower case a. Note the different index la-
bels. The electromagnetic gauge field has a 0-component
while the Berry’s phase has no “frequency”-component.
For the curvatures we use Fµν and fij respectively.
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symbol explanation
(n+ 1)-d space-time dimension (n+ 1)
nD spatial dimension n
µ, ν, ρ, σ, ... space-time or frequency-momentum indices 0, 1, .., n
i, j, k, l, ... spatial or momentum indices 1, 2, .., n
A,B,C,D, ... phase space indices 0, 1, ...n, n+ 1, ..2n+ 1
a, b, c, d, ... indices for anticommuting Γa matrices and corresponding coefficients da
α, β, γ, δ... energy band indices
Aµ, Fµν gauge vector potential and gauge curvature of external electro-magnetic field
ai, fij (generally non-Abelian) Berry phase gauge vector potential and gauge curvature in momentum space
AA, aA electro-magnetic or Berry phase gauge vector potential defined in phase space, respectively
TABLE II: Table of conventions used in the paper.
APPENDIX B: DERIVATION OF EQ. (54)
In this appendix we will prove the conclusion (54). As
is briefly sketched in Sec. III A, the demonstration con-
sists of three steps: (1) Topological invariance of Eq.
(53); (2) Any Hamiltonian h(k) is adiabatically con-
nected to an h0(k) with the form of Eq. (55); (3) For
such an h0(k) the non-linear correlation function (53) is
equal to the second Chern number. In the following we
will demonstrate these three steps separately.
1. Topological invariance of Eq. (53)
To prove the topological invariance of Eq. (53), we
just need to prove any infinitesimal deformation of the
Green’s function G(k, ω) leads to a vanishing variation
of C2. Under a variation of G(k, ω) we have
δ
(
G∂µG
−1
)
= δG∂µG
−1 +G∂µ
(
δG−1
)
= δG∂µG
−1 −G∂µ
(
G−1δGG−1
)
= −G (∂µG−1) δGG−1 − ∂µ (δG)G−1.
Thus the variation of C2 is
δC2 = −π
2
15
ǫµνρστ
∫
d4kdω
(2π)
5 tr
[
δ
(
G∂µG
−1
) (
G∂νG
−1
) (
G∂ρG
−1
) (
G∂σG
−1
) (
G∂τG
−1
)]
=
π2
15
ǫµνρστ
∫
d4kdω
(2π)
5 tr
[(
G∂µG
−1δGG−1
) (
G∂νG
−1
) (
G∂ρG
−1
) (
G∂σG
−1
) (
G∂τG
−1
)]
+
π2
15
ǫµνρστ
∫
d4kdω
(2π)
5 tr
[(
∂µδGG
−1
) (
G∂νG
−1
) (
G∂ρG
−1
) (
G∂σG
−1
) (
G∂τG
−1
)]
=
π2
15
ǫµνρστ
∫
d4kdω
(2π)5
tr
[
∂µ
(
G−1δG
) (
∂νG
−1G
) (
∂ρG
−1G
) (
∂σG
−1G
) (
∂τG
−1G
)]
=
π2
15
ǫµνρστ
∫
d4kdω
(2π)5
∂µtr
[(
G−1δG
) (
∂νG
−1G
) (
∂ρG
−1G
) (
∂σG
−1G
) (
∂τG
−1G
)]
−π
2
15
ǫµνρστ
∫
d4kdω
(2π)
5
{
tr
[(
G−1δG
)
∂µ
(
∂νG
−1G
) (
∂ρG
−1G
) (
∂σG
−1G
) (
∂τG
−1G
)]
+tr
[(
G−1δG
) (
∂νG
−1G
)
∂µ
(
∂ρG
−1G
) (
∂σG
−1G
) (
∂τG
−1G
)]
+tr
[(
G−1δG
) (
∂νG
−1G
) (
∂ρG
−1G
)
∂µ
(
∂σG
−1G
) (
∂τG
−1G
)]
+tr
[(
G−1δG
) (
∂νG
−1G
) (
∂ρG
−1G
) (
∂σG
−1G
)
∂µ
(
∂τG
−1G
)]}
=
π2
15
ǫµνρστ
∫
d4kdω
(2π)
5 ∂µtr
[(
G−1δG
) (
∂νG
−1G
) (
∂ρG
−1G
) (
∂σG
−1G
) (
∂τG
−1G
)]
≡ 0. (B1)
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Thus Eq. (53) is topologically invariant. The topologi-
cal invariance of the second Chern number defined in Eq.
(54) is a well-known mathematical fact. Such a topologi-
cal invariance is quite helpful for showing the equivalence
between the second Chern number and Eq. (53).
2. Adiabatic deformation of arbitrary h(k) to h0(k)
An adiabatic deformation h(k, t), t ∈ [0, 1] can be writ-
ten down, which connects an arbitrary gapped Hamil-
tonian h(k) to a “maximally degenerate Hamiltonian”
h0(k) in the form of Eq. (55). Any single particle Hamil-
tonian h(k) can be diagonalized as
h(k) = U(k)D(k)U †(k)
with U(k) unitary and h0(k) =
diag [ǫ1(k), ǫ2(k), ..., ǫN (k)] the diagonal matrix of
energy eigenvalues. Without loss of generality, the
chemical potential can be defined to be zero, and the
eigenvalues can be arranged in ascending order. For an
insulator with M bands filled, one has
ǫ1(k) ≤ ǫ2(k) ≤ ... ≤ ǫM (k) < 0
< ǫM+1(k) ≤ ... ≤ ǫN(k). (B2)
For t ∈ [0, 1], define
Eα(k, t) =
{
ǫα(k)(1 − t) + ǫGt, 1 ≤ α ≤M
ǫα(k)(1 − t) + ǫEt, M < α ≤ N
(B3)
and D0(k, t) = diag [E1(k, t), E2(k, t), ..., EN (k, t)], then
we have
D0(k, 0) = D(k), D0(k, 1) =
(
ǫGIM×M
ǫEIN−M×N−M
)
.
As long as ǫG < 0 < ǫH , D0(k, t) remains gapped for
t ∈ [0, 1]. Thus by defining
h(k, t) = U(k)D0(k, 0)U
†(k) (B4)
we obtain an adiabatic interpolation between h(k, 0) =
h(k) and h(k, 1) = U(k)D0(k, 1)U
†(k). Since the matrix
U(k) can be written in the eigenstates of h(k) as U(k) =
(|1,k〉 , |2,k〉 , ..., |N,k〉), we have
h(k, 1) = ǫG
M∑
α=1
|α,k〉 〈α,k|+ ǫE
N∑
β=M+1
|β,k〉 〈β,k|
= ǫGPG(k) + ǫEPE(k) (B5)
In summary, we have proven that each gapped Hamil-
tonian h(k) can be adiabatically connected to a Hamil-
tonian with the form of Eq. (55).
3. Calculation of correlation function (53) for h0(k)
For Hamiltonian of the form (B5) the Green’s function
is written in the simple form:
G(k, ω) = [ω + iδ − ǫGPG(k)− ǫEPE(k)]−1
=
PG(k)
ω + iδ − ǫG +
PE(k)
ω + iδ − ǫE . (B6)
On the other hand, we have
∂G−1(k, ω)
∂ω
= 1
∂G−1(k, ω)
∂ki
= −ǫG ∂PG(k)
∂ki
− ǫE ∂PE(k)
∂ki
= (ǫE − ǫG) ∂PG(k)
∂ki
(B7)
where i = 1, 2, 3, 4. Thus Eq. (53) can be written
C2 = −π
2
3
ǫijkℓ
∫
d4kdω
(2π)5
∑
n,m,s,t=1,2
Tr
[
Pn
∂PG
∂ki
Pm
∂PG
∂kj
Ps
∂PG
∂kk
Pt
∂PG
∂kℓ
]
(ǫE − ǫG)4
(ω + iδ − ǫn)2 (ω + iδ − ǫm) (ω + iδ − ǫs) (ω + iδ − ǫt)
(B8)
in which ǫ1,2 = ǫG,E and P1,2(k) = PG,E(k), respectively. From the identity PE + PG ≡ I and P 2E = PE , P 2G = PG,
we obtain
PE
∂PG
∂ki
= −∂PE
∂ki
PG =
∂PG
∂ki
PG, PG
∂PG
∂ki
= −PG ∂PE
∂ki
=
∂PG
∂ki
PE . (B9)
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Consequently, PG∂iPGPG = PE∂iPGPE = 0, so that the trace in Eq. (B8) can be nonzero only when n 6= m, m 6=
s, s 6= t, t 6= n. In other words, only two terms are left out of the 16 terms summed over in Eq. (B8):
C2 = −π
2
3
ǫijkℓ
∫
d4kdω
(2π)5


Tr
[
PG
∂PG
∂ki
PE
∂PG
∂kj
PG
∂PG
∂kk
PE
∂PG
∂kℓ
]
(ω + iδ − ǫG)3 (ω + iδ − ǫE)2
+
Tr
[
PE
∂PG
∂ki
PG
∂PG
∂kj
PE
∂PG
∂kk
PG
∂PG
∂kℓ
]
(ω + iδ − ǫG)2 (ω + iδ − ǫE)3

 (ǫE − ǫG)4 .
Carrying out the integral over ω and using identities (B9) again, we obtain
C2 =
1
8π2
∫
d4kǫijkℓTr
[
PE
∂PG
∂ki
∂PG
∂kj
PE
∂PG
∂kk
∂PG
∂kℓ
]
. (B10)
Now we will show this is just the second Chern number.
The Berry phase gauge field is defined by
aαβi (k) = −i 〈α,k|
∂
∂ki
|β,k〉
in which α, β = 1, 2, ..,M are the occupied bands. The
U(M) gauge curvature is given by
fαβij = ∂ia
αβ
j − ∂jaαβi + i [ai, aj ]αβ
= −i
(
∂ 〈α,k|
∂ki
∂ |β,k〉
∂kj
− (i↔ j)
)
+i
(
∂ 〈α,k|
∂ki
M∑
γ=1
|γ,k〉 〈γ,k| ∂ |β,k〉
∂kj
− (i↔ j)
)
= −i
(
∂ 〈α,k|
∂ki
PE(k)
∂ |β,k〉
∂kj
− (i↔ j)
)
in which (i↔ j) means the term with i, j exchanged. In
operator form, we have
M∑
α,β=1
|α,k〉 fαβij 〈β,k| = −i
∂PG(k)
∂ki
PE
∂PG(k)
∂kj
− (i↔ j) .
Thus Eq. (B10) can be written in terms of the Berry
phase curvature as42,46
C2 =
1
32π2
∫
d4kǫijkℓTr [fijfkℓ] . (B11)
In conclusion, the equivalence of the non-linear corre-
lation function (53) and the second Chern number (54)
has been proven for the specific models of the form Eq.
(55). Due to the topological invariance of both Eq. (53)
and the second Chern number, such a relation holds for
any band insulator in (4 + 1)-d.
The procedure in this section can be easily generalized
to any odd space-time dimensions. In (2n + 1)-d space-
time, a n-th Chern number Cn is defined in the BZ of a
band-insulator, which appears as a topological response
coefficient to an external gauge field. Equivalently, the
coefficient of the n-th Chern-Simons term in the effective
action of an external gauge field obtained from integrat-
ing out the fermions40.
APPENDIX C: THE WINDING NUMBER IN
THE NON-LINEAR RESPONSE OF
DIRAC-TYPE MODELS
Starting from the symmetric form, in terms of general
Green’s functions, of Eq. (53) we want to calculate C2
for the generalized lattice Dirac model H(k) = da(k)Γ
a.
The Green’s function for this model can be simplified to40
G(k, ω) =
ω + da(k)Γa
(ω2 − da(k)da(k)) . (C1)
Inserting this into Eq. (53) yields the following calcula-
tion
C2 = −π
2
3
ǫijkl
∫
d4kdω
(2π)5
1
(ω2 − |d|2)5Tr [(ω + dmΓ
m)(ω + dnΓ
n)(∂id
oΓo)(ω + dpΓ
p)(∂jd
qΓq)
× (ω + drΓr)(∂kdsΓs)(ω + dtΓt)(∂lduΓu)
]
= −π
2
3
ǫijkl
∫
d4kdω
(2π)5
∂id
o∂jd
q∂kd
s∂ld
u
(ω2 − |d|2)5 Tr
[
(ω + dmΓ
m)(ω + dnΓ
n)Γo(ω + dpΓ
p)Γq(ω + drΓ
r)Γs(ω + dtΓ
t)Γu
]
where m,n, o, p, q, r, s, t, u = 0, 1, 2, 3, 4. Among all the
terms in the bracket [ ], the only ones with non-zero traces
are those of 5, 7, and 9 Γ matrices42 and the complete
trace simplifies nicely to −4ǫtoqsudt(ω2 − |d|2)2, which
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simplifies C2 as
C2 =
π2
3
ǫijkl
∫
d4kdω
(2π)5
4ǫtoqsu
dt∂id
o∂jd
q∂kd
s∂ld
u
(ω2 − |d|2)3
=
π2
4
ǫijkl
∫
d4k
(2π)4
ǫtoqsu
dt∂id
o∂jd
q∂kd
s∂ld
u
|d|5
=
3
8π2
∫
d4kǫtoqsudˆ
t∂xdˆ
o∂ydˆ
q∂zdˆ
s∂wdˆ
u. (C2)
Thus we have proved that the winding number given in
the expression (64) is equal to the second Chern number
defined in Eq. (53) for generic (4 + 1)-d Dirac models.
APPENDIX D: STABILITY OF EDGE THEORIES
IN GENERIC DIMENSIONS
In this appendix, we will determine the existence or ab-
sence of Z2 topological insulators in generic dimensions
by studying the stability of boundary theories. First
of all, the boundary theory of a topological insulator in
(2n+1)-d with nontrivial n-th Chern number Cn is |Cn|
copies of chiral fermions:
H = sgn (Cn)
|Cn|∑
s=1
2n−1∑
a=1
ψ†svpaΓ
aψs (D1)
The 2n − 1 Γa matrices are 2n−1 dimensional and form
an so(2n− 1) Clifford algebra. We will study the lattice
Dirac model, since other systems with the same Chern
number can be obtained by an adiabatic deformation
from the lattice Dirac model and the topological stability
of edge states does not depend on the adiabatic deforma-
tion, as will be discussed below. For simplicity, in the
following we will focus on the case Cn = 1, in which
case the single particle Hamiltonian can be written as
h(p) = vpaΓ
a. We have the following theorem about the
symmetry of the Hamiltonian:
• Theorem I. In a 2n−1 dimensional representa-
tion of an so(2n− 1) Clifford algebra generated by
Γa, a = 1, 2, ..2n−1, a unitary matrix M(n) can be
defined such that
M †(n)Γ
aM(n) = (−1)n−1Γa∗, ∀a = 1, 2, .., 2n− 1
(D2)
M∗(n)M(n) = (−1)[n/2]I (D3)
Consequently the chiral Hamiltonian h(p) = vpaΓ
a
satisfies
M †(n)h(p)M(n) = (−1)nh∗(−p). (D4)
In Eq. (D3) [n/2] means the maximal integer that does
not exceed n/2.
Theorem I can be proved by induction. First, the Γa
matrices for n = 2 are the Pauli matrices Γa = σa, a =
1, 2, 3, andM(2) = iσ2 satisfies the theorem. Suppose the
theorem is true for case n with the matrix M(n) and the
2n−1 Gamma matrices Γa(2n−1), then the Γa(2n+1) matri-
ces for the so(2n + 1) Clifford algebra can be generated
by
Γa(2n+1) =


Γa(2n−1) ⊗ τy, a = 1, 2, ..2n− 1
I⊗ τx, a = 2n
I⊗ τz , a = 2n+ 1
. (D5)
It is straightforward to check the anticommutation rela-
tions. Defining
M(n+1) =
{
M(n) ⊗ iτy, n odd
M(n) ⊗ I, n even
(D6)
we find M(n+1) satisfies the Theorem I.
From Eqs. (D3) and (D4) one finds different prop-
erties of M(n) in different dimensions. (i) For n =
4k− 3, k ∈ Z, M(n) reverses the sign of energy, and sat-
isfies M∗(n)M(n) = I, which can be identified as particle-
hole symmetry; (ii) for n = 4k − 2, k ∈ Z, M(n) pre-
serves the energy and satisfies M∗(n)M(n) = −I, which
can be identified as the time-reversal symmetry; (iii) for
n = 4k − 1, k ∈ Z, M(n) reverses the sign of energy but
satisfiesM∗(n)M(n) = −I, which we call “psuedo” particle-
hole symmetry and denote by C˜; (iv) for n = 4k, k ∈ Z,
M(n) preserves the energy but satisfies M
∗
(n)M(n) = I,
which behaves like the time-reversal symmetry of an
integer-spin particle, and we call “pseudo” time-reversal
symmetry T˜ .
In the following, we will denote the symmetries C, C˜,
T and T˜ , defined by Eq. (D4), by M -symmetry. Now we
study what other terms can be added in the Hamiltonian
without breaking the M symmetry. Given Γa for the
so(2n− 1) case, all the 2n−1 × 2n−1 Hermitian matrices
can be expanded in the basis{
I,Γa1a2...am = im(m−1)/2Γa1Γa2 ...Γam , m = 1, 2, ..n− 1
}
.
As expected, the total number of matrices forming the
basis is 1 +
∑n−1
m=1
(
m
2n−1
)
= 22n−2. The M(n) transfor-
mation property of Γa1a2..am can be determined by that
of Γa as
M †(n)Γ
a1a2..am
(n) M(n) = (−1)m(2n+m−3)/2Γa1a2..am∗(n) (D7)
If we have a constant term ma1a2..amΓ
a1a2..am in the
Hamiltonian without breaking the M symmetry, the fol-
lowing condition must be satisfied:
M †Γa1a2..amM = (−1)nΓa1a2..am∗. (D8)
Eqs. (D7) and (D8) thus require
(−1)m(2n+m−3)/2 = (−1)n (D9)
so that (m−1)(2n−2+m)/2must be odd. This condition
can be satisfied by several possibilities: (1) when m is
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odd, (m−1)/2 must be odd, which meansm = 4k−1, k ∈
N. (2) When m is even, n− 1+m/2 must be odd, which
means m = 4k if n is even, or m = 4k − 2 if n is odd.
In summary, the terms available in the Hamiltonian are
given by
m =
{
4k − 1 or 4k, n even
4k − 1 or 4k − 2, n odd , (D10)
in which k ∈ N and m is also bounded by 1 ≤ m < n.
For example, the first non-trivial case is n = 2 in which
Γa, a = 1, 2, 3 are Pauli matrices. Since n is even, m is
required to be 4k − 1 or 4k, in which the lowest value is
m = 3. Consequently there is no mass term available.
When n = 3 (2n − 1 = 5) the Γa, a = 1, 2, .., 5 matrices
are the usual Dirac matrices, and the only value of m
satisfying Eq. (D10) is m = 2. In other words, the terms
Γab = iΓaΓb do not break the corresponding symmetry—
the pseudo particle-hole symmetry C˜.
Though there are all these constant terms avail-
able, the perturbed Hamiltonian h(k) = kaΓ
a +∑
mma1a2..amΓ
a1a2..am remains gapless because each
Γa1a2..am commutes with some Γa. If m is even, it com-
mutes with Γb, b 6= as ∀s = 1, ..,m. If m is odd, it com-
mutes with Γas , ∀s = 1, ..,m. For the Hamiltonian with
only one constant termma1a2...amΓ
a1a2...am , one can take
pi = 0 for all i except for i = a, where a is chosen such
that Γa commutes with Γa1a2..am . Due to the commu-
tativity, the Hamiltonian can be diagonalized along the
a-th axis, with the eigenvalues pa ± m. Consequently,
we know the Hamiltonian is gapless. In other words, we
have shown that no perturbation with the 2n−1 band the-
ory can open a gap for the 2n dimensional chiral fermion,
which agrees with the topological stability of the (2n+1)-
d bulk system characterized by the n-th Chern number.
Starting from the (2n+ 1)-d topological insulator, di-
mensional reduction procedures can be carried out to
obtain a ((2n − 1) + 1)-d topological insulator. Cor-
respondingly, the edge theory of the ((2n − 2) + 1)-d
topological insulator is given by the dimensional reduc-
tion of the ((2n − 1) + 1)-d chiral fermion. If a non-
trivial topological insulator can be defined, it has the
boundary theory h(p) =
∑2n−2
a=1 paΓ
a. Compared to the
((2n − 1) + 1)-d chiral fermion, one Γa matrix is absent
in the theory. In the same way, the boundary theory
of lower dimensional descendants can be obtained by re-
moving more momenta and Γa matrices from the chiral
fermion Hamiltonian. Obviously, if too few Γa matri-
ces are left, a mass term will be available, which anti-
commutes with all the rest of the Γa matrices and thus
can make gap the whole edge spectrum. The upper crit-
ical dimension where the edge states become unstable is
determined by the maximal number of Γa matrices that
anti-commute with some Γa1a2..am . Form even, the max-
imal number of Γa’s that anticommute with Γa1a2..am is
m, while for m odd, the maximal number is 2n− 1−m.
On the other hand, the available values of m are de-
fined by the constraint Eq. (D10). By studying the cases
n = 4k−3, 4k−2, 4k−1, 4k, k ∈ N separately, we obtain
that the space-time dimension in which the chiral theory
becomes unstable is given by d = 2n−3. For example, in
the case n = 3 discussed earlier, the mass terms Γab are
permitted by the pseudo particle-hole symmetry. When
the dimension is reduced from (5+1)-d to (2+1)-d, only
two Γa matrices are used in the k-linear terms, so that
some Γab can be found which anti-commutes with the
gapless Hamiltonian and thus can make the surface the-
ory gapped. Consequently, topologically stable boundary
theories as descendants of ((2n−1)+1)-d chiral fermions
can only exist in ((2n− 2)+1) and ((2n− 3)+1) dimen-
sions. Correspondingly, the Z2 topological insulators as
descendants of the (2n+1)-d topological insulator (with
n-th Chern number) can only be defined in ((2n−1)+1)
and ((2n− 2) + 1) dimensions.
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