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ABSTRACT 
The approximate point spectrum oI1(T) of a selfadjoint operator T on a nontrivial separable 
Hilbert space is examined constructively with the help of the functional calculus for T. In par- 
ticular, it is proved that u,(T) is compact if and only if ]] f (T)ll can be computed for each f in 
C[-b, b], where b > 0 is a bound for T. The paper culminates in a full constructive analysis of the 
spectrum of a compact selfadjoint operator with infinite-dimensional range. Brouwerian examples 
show that the results are the best possible in the constructive setting. 
1. INTRODUCTION 
In this paper we continue the constructive development of operator theory, 
begun by Errett Bishop in [2]. In order to set the scene for our analysis, we first 
recall some fundamental definitions and facts of spectral theory, and look at 
three illuminating examples. 
Let H be a separable complex Hilbert space, l?(H) the set of all (bounded) 
operators on H, and T an element of f?(H). A complex number X is an ap- 
proximate eigenvalue of T if for each E > 0 there exists an E-eigenvector of T 
corresponding to X - that is, a unit vector x such that ]I TX - Xx11 < E. The set of 
all approximate eigenvalues of T is called the approximate point spectrum of T, 
is denoted by c=(T), and is a closed subset of C; if b > 0 is a bound for T, then 
1x1 5 b for each X E a,(T). If T is selfadjoint, then a,(T) c R; if also T is 
positive, in the sense that (TX, x) > 0 for each x in H, then each element of 
oa(T) is nonnegative [lo, proofs of 3.2.14 (l,ii)]. 
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The resolved of an element T of 23(H) is 
R(T) E {A E C : T - AZ has an inverse in 23(H)}; 
R(T) is an open subset of C [7,§ 32, proof of Theorem 21. The spectrum of T is 
a(T) EN R(T) = {A E C : X # < for each < E R(T)}; 
a(T) is a closed subset of C and (as we show in Lemma 3.1 below) includes 
G(T). 
It is relatively easy to prove classically that a,(T) is compact; that if T is 
selfadjoint, then either 11 T 11 or -11Tll belongs to a,(T), where 
IITII = su~{llWl : ll4l I 1); 
and that if T is normal, then CJJT) and a(T) coincide [7,§ 31,32,34]. However, 
if we want all our arguments to be fully constructive, then, as the following 
three Brouwerian examples show, we cannot establish any of these elementary 
properties of spectra.’ 
Brouwerian Example 1.1. Consider a binary sequence (a,) with at most one 
term equal to 1. Let (e,) be the standard orthonormal basis of 12, and define a 
selfadjoint operator T on l2 by 
TX= -(x,el)q + E u,_l(x,e,)e,. 
n=2 
Then T is bounded; moreover, it is normable, in the sense that lITI exists (is 
computable); in fact, II T II = 1 .2 Suppose that a=(T) is compact, and let s be its 
supremum, which is computable in view of [3, Chapter 4, (4.3)]. Either s < 1 or 
s > 0. In the former case we have Vn(a, = 0) and therefore s = 0. In the case 
where s > 0, it follows that s = 1; since a,(T) is closed, it therefore contains 1. 
Choosing a unit vector x such that IlTx - XII < 1, we then have 
=~~2(1-n.l)l(x,e.)12+41(x,el)12 
zngI l(x,e.)12+31(x,e~)12-~~2n,ll(r,e.)12 
= 1 +31(x,e1)12 - 2 an-ll(x,e,)12. 
n=2 
‘For a discussion of Brouwerian examples and their riYe in constructive mathematics, see [6, 
PP l-61. 
‘Using a Brouwerian example, it is easy to show that we cannot prove constructively that every 
linear mapping from a normed space X onto a one-dimensional normed space is normable. A ne- 
cessary and sufficient condition for such a mapping to be normable is that its kernel/nullspace is 
located in X [3, Chapter 7, (1. lo)]. Necessary and sufficient conditions for the normability of a linear 
mapping between general normed linear spaces seem hard to find. 
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Hence a, = 1 for some n. In this example, R(T) is located; in fact, it is dense in 
R. Thus a constructive proof of the proposition 
(*I 
If T is a normable serfadjoint operator on l2 with R(T) located, 
then Us is compact 
could be converted into one of the limited principle of omniscience (LPO): 
Zf (a,,) is a binary sequence, then either a,, = 0 for all n or else there exists n such 
thata, = 1. 
Nobody familiar with the theory of computation believes that a constructive 
proof of LPO will ever materialise. In fact, the recursive interpretation of LPO 
is false, even with classical logic. We therefore conclude that (*) cannot be 
proved constructively. 
Brouwerian Example 1.2. Let (a,) be a binary sequence with at most one term 
equal to 1, and define a binary sequence (b,,) as follows. If Uk = 0 for all k 5 n, 
then b,, G (-l)“(l -n-l ); if a, = 1 and n is even, then bk = b, -2 for all even 
k 2 n, and bk E (-l)k(l -k-l) f or all odd k 2 n; if a,, = 1 and n is odd, then 
bk = b,_ 2 for all odd k 2 n, and bk c (- l)k( 1 - k-‘) for all even k 2 n. Let (e,) 
be the standard orthonormal basis of 12, and define a selfadjoint operator T on 
l=by 
TX E 5 bn(x,e,,)e,,. 
ll=l 
Clearly, T has bound 1, so oJT) c [-1, 11; moreover, it is simple to show that 
T is normable, with IIT 11 = 1. To prove that o,(T) is totally bounded and 
therefore compact, it suffices to note that for each n, {bt , . . . , b,} is an (n + 1)-l- 
approximation to o=(T). If -1 E u,(T), then a,, = 0 for all odd n; if 1 E oQ(T), 
then a,, = 0 for all even n. Thus a constructive proof of the proposition 
If T is a normable selfadjoint operator on I2 such that u,(T) is compact, then 
either -llTll or llT[l is an approximate igenvalue of T 
could be converted into one of the lesser limited principle of omniscience 
(LLPO): 
If (a,) is a binary sequence with at most one term equal to 1, then either a,, = 0 
for all even n, or a,, = 0 for all odd n. 
Like LPO, LLPO cannot be proved constructively [6, pp. 3,4,53]. 
Brouwerian Example 1.3. Let (a,) be a binary sequence with at most one term 
equal to 1, such that +n(a, = 0). Take (e,) and T as in Brouwerian Example 1.1; 
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so -1 E a,(T). If 1 E g=(T), then there exists n such that a, = 1. However, as 
we now prove, 1 E a(T). Given X in R(T), compute c > 0 such that 
//TX - Xxi] > c for all unit vectors x in 12. If a, = 1, then 
so if 11 - X( < c, then a, = 0 for all n, a contradiction. Hence 11 - XI > c and 
therefore X # 1; so 1 E a(T). Thus a(T) = {-1,l) and is compact. It follows 
that a constructive proof of the proposition 
If T is a normable selfadjoint operator on l2 with compact spectrum, then 
a(T) c G(T) 
could be converted into one of Markov’s principle (MP): 
If (a,) is a binary sequence such that +n(a, = O), then there exists n such that 
a, = 1. 
Since MP is a type of unbounded search, it is rejected by most constructive 
mathematicians; even those who use it do so with some unease. We shall con- 
sider any classical proposition that entails MP to be essentially non- 
constructive. 
We emphasise that the purpose of these examples is not to criticise the clas- 
sical development of operator theory, but to suggest hat when examined con- 
structively, even relatively elementary parts of the theory give rise to new, per- 
haps difficult, problems about computability. We shall consider a range of such 
problems associated with the spectrum and the approximate point spectrum of 
a selfadjoint operator T on a nontrivial separable complex Hilbert space H. All 
our work will be rigorously constructive, using the foundations laid down in [2] 
(see also [3]). Since Bishop’s constructive mathematics avoids, on the one hand, 
Brouwer’s principles of continuity and bar induction, and, on the other, the 
constraints imposed by recursive function theory, all our results, suitably in- 
terpreted, hold within intuitionistic mathematics, recursive mathematics, and 
classical mathematics. 
We derive constructive substitutes for each of the three classical theorems 
discussed in Examples 1.1-1.3. In particular, we obtain a necessary and sufficient 
condition for the approximate point spectrum of a selfadjoint operator T to be 
compact, and a sufficient condition for a,(T) to equal a(T). We also discuss in 
detail a number of results linking a,(T), a(T), and functional calculus meas- 
ures for T. The paper ends with a discussion of the approximate point spectrum 
of a compact selfadjoint operator, and thereby at least partially solves a prob- 
lem on the vibrating-membrane quation described in [l, 1.211. A crucial role in 
the theory is played by Proposition 2.3, which is a strong constructive 
expression of the fact that u,(T) is the minimal support for any functional 
calculus measure for T. 
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Although we assume that the reader has access to [3], we gather together in 
the rest of this section some definitions and results that will be useful in the 
main parts of our paper.3 
We use p to denote the metric on any metric space. Two elements x, y of a 
metric space X are distinct if p(x, y) > 0, in which case we write x # y. If S is a 
subset of X, then its complement is 
N s = {x E X : v’s E S(x # s)}, 
and its metric complement is 
-s = {x E X : 3r > ovs E S(p(x,s) 2 I)}. 
If S is located (in X), in the sense that 
p(x, S) E inf{p(x, S) : s E S} 
exists (is computable) for each x in X, then 
-S={xEX:p(x,S)>O}. 
It is not hard to construct a Brouwerian example of a nonlocated subset of R. 
We say that the metric space X is 
compact if it is totally bounded and complete; 
locally compact if each bounded set in X is contained in a compact 
set. 
(Note that, following Bishop, we require totally bounded sets to be nonvoid, so 
a compact or locally compact subset is located.) A test function on a locally 
compact metric space X is a uniformly continuous mapping S : X -+ R such 
that f(x) = 0 for all x in the metric complement of some compact set (called a 
compact support off ); the set of test functions on X is denoted by C(X). The 
sup norm 
IL& = W-II = suPIIf(x)l : x f x> 
of such a function exists. A positive measure on X is a nonzero linear mapping 
p of C(X) into R such that p(f) > 0 whenever f 2 0. As in classical analysis, a 
positive measure gives rise to a set L1 (p) of integrable functions. A subset F of 
X is said to be full if it is the domain of an integrable function. 
A complemented set in X is an ordered pair A = (A I, A ‘) of subsets of X 
such that p(x, y) > 0 whenever x E A 1 and y E A ‘; following common practice, 
we identify A with A ’ when no confusion is likely. The characteristic function of 
Aisthemap~~:A1~Ao~{0,1}suchthat~~(A1)={1}and~~(Ao)={0}. 
Operations on complemented sets A and B are defined in terms of their 
characteristic functions; for example, A - B has characteristic function 
XA (1 - XB); and A < B means that XA I XB on a full set (in which case we say 
that A is a subset of B). An integrable set is a complemented set A whose 
characteristic function is integrable; A then has measure p(A) E JXA dp. A 
3 Other background references on constructive mathematics are [13], [14], [ll], and [6]. 
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compact integrable set is an integrable set K E (K l, K”) such that K1 is com- 
pact and K” is the metric complement of Ki in X, we usually then identify K 
with K’ and -K with K”. If K is a compact set, and A a complemented set such 
that K c Al, then A0 c -K and so K < A [l, Chapter 6, (6.6)]. 
An integrable function f gives rise to the complemented sets 
[f > tn = (lx : f (x) 2 t), {x : f (x) < t)), 
IIf > tn = (lx : f (x) > t), {x : f (x) I t)), 
[If = t] S ({x : f (x) = t}, {x : f (x) # t}). 
Note that these are complemented sets, as all functions f considered in in- 
tegration theory are strongly extensional: that is, if If(x) -f (y)l > 0, then 
p(x, y) > 0. The following is a fundamental, and hard-to-prove, theorem of 
constructive integration theory [3, Chapter 6, (4.1 l)]: 
Zff is an integrable function, then there exists a sequence (t,,) of positive num- 
bers such that 
(1) ift is apositive real number distinctfrom each t,, - in which case we say that 
t is admissible for f (relative to p) - then the complemented sets [f > t] and 
[f > t] are integrable and have the same measure; and 
(2) for each admissible t and each E > 0 there exists S > 0 such that tf t’ is ad- 
missibleand It - t’( < 6, then 
Mf 2 tn) - u(Bf L t(n)1 < e. 
In the case where the measure ~1 is finite on X, the notion of admissibility, and 
the related properties described in the foregoing theorem, extend in the obvious 
way to real, not necessarily positive, numbers t. 
A compact subset K of X is strongly integrable if there exists a constant c 
such that the following condition holds: for each E > 0 there exists 6 > 0 such 
that if f E C(X), 0 5 f 5 1, f(x) = 1 for all x E K’, and f(x) = 0 whenever 
p(x, K) > 6, then IJfdp - CJ < e. In that case, K is integrable and p(K) = c [3, 
Chapter 6, (6.2)]. The following is the fundamental result about strongly in- 
tegrable sets: 
Zf A is an integrable set with positive measure, then for each E > 0 there exists a 
strongly integrable compact set K c A ’ such that p(A - K) < E. 
Note that although the statement of this theorem in [3, Chapter 6, (6.7)] does 
not mention the condition that K c A ‘, the proof of the theorem shows that K 
can be constructed as a subset of A ‘. 
A real-valued function f defined on a full subset of X is essentially bounded 
(relative to p) if there exists a nonnegative number b, called a bound for f, such 
that 1 f 1 5 b on a full set. Two such functions are equal if they are equal point- 
wise on a full set. Taken with this notion of equality, and the usual pointwise 
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algebraic operations, the set of all essentially bounded measurable functions 
relative to p is a linear space over R, denoted by L,(p) or, when there is no 
likelihood of confusion, by L,. Since the standard classical norm on L, is not 
everywhere computable, the constructive topology of L, is defined, not by a 
norm, but by a family of seminorms, as follows. 
Let A denote the set of all complemented sets that are integrable and have 
positive measure relative to ~1, where two elements of A are equal if their char- 
acteristic functions are equal elements of L1 (p). If A E A, f f L,, and b 2 0 is 
a bound for f, then the seminorm 
exists and is at most b. If 
II_& = SUPWlL4 : A E 4 
exists, then f is said to be a normable element of L,. We will see later (Ex- 
ample 4.3) that there exist elements of L, whose norm cannot be computed. 
The measures that will interest us are those associated with the functional 
calculus for a selfadjoint operator on a nontrivial separable complex Hilbert 
space H. These measures are introduced in the spectral theorem: 
Let T be a selfadjoint operator, with bound b > 0, on Hand let (e,,) be an or- 
thonormaf basis of H. Then there exist a positive measure p on [-b, b], and a 
bound-preserving homomorphism f H f (T) of L,(p) onto an algebra of com- 
muting selfadjoint operators on H, such that 
(1) if f (t) E Cy=o Cit’ is a polynomial function on [-b, b], then f(T) = 
CT=0 ct T’, and 
(2) cl(f) = C,” 1 2-“(f (T)e,, en) for eachf E L&P). 
Moreover, if ( fn) is a bounded sequence of elements of Lo3(p) that converges in 
measure to an element f of L,( p), then the sequence ( fn( T)) converges strongly to 
f(T) [3, Chapter 7, (8.22)]. 
The mapping f ++ f (T) in the spectral theorem is called the functional cal- 
culus for T, and p is called the functional calculus measure for T corresponding 
to the orthonormal basis (e,). It is proved in [5] that any two functional calcu- 
lus measures for a given selfadjoint operator are equivalent (each is absolutely 
continuous relative to the other), and that the functional calculus is in- 
dependent of the orthonormal basis (e,) and the corresponding measure p. It 
follows that the property of integrability of functions, and the corresponding 
property of admissibility of real numbers, are independent of the functional 
calculus for a given selfadjoint operator. Accordingly, and by abuse of lan- 
guage, we say that a real number t is admissible for the selfadjoint operator T if 
it is admissible for the identity function x HX, relative to any, and therefore 
each, functional calculus measure for T. 
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2. THE APPROXIMATE POINT SPECTRUM OF A SELFADJOINT OPERATOR 
In the remainder of this paper, H will denote a nontrivial separable complex 
Hilbert space. 
In this section we prove that the approximate point spectrum of a selfadjoint 
operator T on H supports the functional calculus measures for T, and we give a 
necessary and sufficient condition for oO(T) to be compact. 
Lemma 2.1. Let T be a seEfadjaint operator on H with bound b > 0, let f E 
C[-b, b], and let X E aa( Then for each e > 0 there exists a unit vector x such 
that Ilf(T)xll > If(x)] - e. 
Proof. Given E > 0, choose a polynomial P such that IIf - P]] < e/3. Since X E 
Up, there exists a unit vector x such that 
Then 
IV=(T)x,x) - PO>x,x)l cf. 
If(~)1 I l(f(Thx)I + I(P(T) -f(T))x>x)I +T 
I Ilf(T)xll + IIPW -f(T))4 +: 
5 Ilf(T)xll + lip -f ll +; 
< IlfG’7~ll + E. 0 
Recall that a real-valued function p on a normed space X is subadditive if 
p(x + y) 5 p(x) +p( y) for all x, y in X. 
Lemma 2.2. Let Xbe a locally compact metric space, p a nonnegative subadditive 
function from C(X) into R, andfo an element of C(X), with compact support Ko, 
such that p(fa) > 0. Then there exist a sequence (fn) in C(X), and a sequence 
KQ > K1 > . . . of compact subsets of X, such that for each n 2 1, K,, is a support of 
fn, diam(K,J < l/n, andp(f,) > 0. 
Proof. Assume that Ko, . . . , K, and fo, . . . , fn have been constructed with the 
applicable properties. Construct elements gt , . . . , g, of C(X), each of which is 
supported by some compact subset of K, with diameter less than l/(n + l), 
such that gi + . + gm = fn. Since 
Pkl) + . . . + p(g??J L P(fn) > 0, 
p(gi) > 0 for some i. Set fn + i E gi and take K, + 1 to be a compact support of gi 
with diameter less than l/n. This completes the inductive construction. q 
The next proposition and Corollary 2.5 are strong constructive expressions 
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of the fact that if T is a selfadjoint operator, then o,(T) is the minimal support 
of any functional calculus measure for T. 
A set S is inhabited if we can construct a point s belonging to it; in which case 
we say that s inhabits S. 
Proposition 2.3. Let T be a selfaa’joint operator on H with bound b > 0, let p be a 
functional calculus measure for T, and let K be a compact subset of [-b, b]. Let h 
be an element of LW(p) that vanishes almost everywhere on -K, such that 
h(T) # 0. Then K II o,(T) is inhabited. 
Proof. Choose<E Hsuchthatn-h(T)<#O,anddefinep(f) =]]f(T)h(T)c]] 
for each f in C[-b, b]. Taking fo(x) s 1 for each x in [-b, b], and Ko E K, con- 
struct sequences (fn) and (K,) as in Lemma 2.2. Then there is a unique point 
X E n,“=, K,,; so X E K. To show that X E oJT), let 6 > 0 and construct g E 
C[-b, b] such that 
E > sup{lx -g(x)] : -b 5 x < b} 
and such that g(x) = X throughout some neighbourhood of X. Then for all suf- 
ficiently large n we have gfn = Xfn, so that 
llTfn,(T)v - AW)vll 
L ll(T -g(T))f,(T)qll + lldT)fnWv - Afn(T)q]] 
I cllfn(T)rlll + llgfn - xfn]] 
< 4lfnGYrlll~ 
Takiwx, = llfn(T)d-lfn(T)~, we now see that llxnll = 1 and ]]Tx, - Xx,]] < t. 
Since E is arbitrary, it follows that X E Us. q 
Corollary 2.4. oh(T) is inhabitedfor each selfaa’joint operator Ton H. 
Proof. Let b > 0 be a bound for T, take h(x) E 1 and K E [-b, b] in Proposi- 
tion 2.3, and note that h(T) = I. 0 
Corollary 2.5. Let T be a selfadjoint operator on H, let p be a functional calculus 
measurefor T, and let A be an integrable set ofpositive measure. Then A 1 n a,(T) 
is inhabited. 
Proof. Construct a compact integrable set K < A such that 0 < u(K) = 
C,“=, (xK( T) en, e,). Then XK( T) # 0. It remains to apply Proposition 2.3 with 
h = XK. 0 
Proposition 2.6. Zf T is a selfadjoint operator on H, then oa( T) is separable. 
Proof. We may assume that T has bound 1. Let (e,) ,“= 1 be an orthonormal 
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basis for H, and using Corollary 2.4, choose an element X0 of go(T). Given a 
positive integer n, let 
&=-1+X (k=0,...,2n). 
For 0 5 k 5 2n - 2, define a nonnegative continuous function fk on [-1, l] such 
thatfk(x)=OifxIakorxLuk+*,andf(x)>Oifak<x<uk+2.Thendefine 
an increasing binary sequence (tk, i) E, such that 
tk,i = 0 * ]]fk(T)ei]] < f for all i 5 i, 
fk,i = 1 *fk(T)ej # 0 for some j 5 i. 
If tk, j = 0, Set &,k,j E x0; if tk,i = 1 - tk,i_ 1, Use PrOpOSitiOn 2.3 to construct A’ 
in [&, Uk+2] n ga(T), and set X,,k,j G A' for all j 2 i. Then 
S=(&k,i:n> l,i> l,Osk<2n-2) 
is a countable subset of CJ~(T). To prove that it is dense in gJT), consider any 
X E co(T) and any positive integer n. Choose k such that 0 5 k 5 2n - 2 and 
ak I: X 5 Uk+2. Since &(A) > 0, it follows from Lemma 2.1 that fk(T) # 0. 
Choose positive integers i,j such that i > j and ]]f,(T)ej]] > l/i. Then tk,i = 1, 
so &,k,i E [ak,ak+Z] n u=,(T). Hence 
IA-h,k,il <ak+2-ukzi. 
Since n is arbitrary, we conclude that S is dense in aa( 0 
We next prove that any functional calculus measure for a given selfadjoint 
operator T is supported by the approximate point spectrum of T. 
Proposition 2.7. Let T be a se&&joint operator on H with bound b > 0, and let p 
be a functional calculus measure for T. Then o,(T) is integrable and has measure 
p( [-b, b]) relative to p. 
Proof. Let c = p( [-b, b]). By Proposition 2.6, u,(T) contains a dense sequence 
(s,JF! 1. Consider any r > 0 such that the complemented set 
II 
A(r,n) = v []x - Sk1 5 11 
k=l 
is integrable for each n. Since [-b, b] is totally bounded, there exists a positive 
integer N such that for any N points x1, . . . , XN of [-b, b], there exist distinct i, j 
such that ]xi - xj] < r/2. Given E > 0, compute integers nl E 1 2 n2 < . . . such 
that 
(1) ifnk_1 <nk,thenISn,-sil>r/2(i=l,...,nk_1),and 
(2) if nk_ 1 = nk, then p(A(r, nk- 1)) > c - E. 
To this end, suppose nk- 1 has been computed with the applicable properties. 
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Then either &f(r,nk- I)) > c - E, in which case we set nj E nk- 1 for eachj > k; 
or else, as we may assume, p(A(r, nk_ 1)) < c. By Corollary 2.5, there exists x in 
~=(T)-A(r,nk_1),solX_sjl>rfori=l,...,nk_l;wethenchoosenk>nk_] 
such that (X - s,,l < r/2. This completes the inductive construction of the se- 
quence (nk). It now follows from our choice of N that &4(r, nk- 1)) > c - t for 
some k 5 N; whence ,~(A(r,j)) > c - E for all i 2 nN. Since E is arbitrary, we see 
from [3, Chapter 6, (3.9)] that 
is integrable and has measure 
Now choose a sequence (m) of real numbers decreasing to 0 such that A(r,) is 
integrable and has measure c for each n. Since A(r,+ 1)’ c A(r,)’ for each n, we 
see from [3, Chapter 6, (3.9)] that 
A E x A(r,) 
n=l 
is integrable and has measure c. But 
x E A * Vn(x E A(r,)l) 
Wvn3k(lx-&l <I,) 
*x E a,(T)_ = a,(T). 
Also, 
x E -A ti 3n(x E A(m)‘) 
e 3nVk(lx - Sk1 > I~) 
@ x E -aa( 
Hence c~(T) is integrable and has measure c.~ q 
A selfadjoint operator T with bound b > 0 is functionally normable if Ilf( T) II 
exists for each f in C[-b, b]. With this definition at hand, we are now able to 
characterise those selfadjoint operators whose approximate point spectrum is 
compact. 
Theorem 2.8. Let T be a selfadjoint operator on H with bound b > 0. Then T is 
4 There is a much simpler proof of the integrability of uO( T) when c,,(T) is located. Choose a se- 
quence (r”) of numbers decreasing to 0 such that for each n, 
A(r,) = {x E L-b, bl : P(X, o.(T)) I 1.1 
is integrable. If p(A(r,)) < c, then, by Corollary 2.5, u&T) - A(r,) is inhabited, which is absurd; 
hence p(A(r,)) = c. It follows from [3, Chapter 6, (3.9)] that u@(r) = /jpzl A(r,) is integrable and 
has measure c. 
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functionally normable tfand only ifoa(T) is compact; in which case ]] f (T)]] = 
Ilf llgacTj for eachf in CL-b, 4. 
Proof. Suppose T is functionally normable. Given t > 0, construct elements 
fi,...,f*ofC[-b,b] suchthatfi+... + fn = 1 and such that each J;: is sup- 
ported by some compact set Ki of diameter less than E. Write { 1,. . . , n} as the 
union of two sets A, B such that ]]f;:(T)]] < 1/2n if i E A, and ]]f;:(T)]] > 0 if i E 
B. By Proposition 2.3, for each i E B there exists )ti E Ki n oJT). Consider any 
X in o,(T) (which is inhabited, by Corollary 2.4). Sincefi (X) + . . . + fn(X) = 1, 
there exists i such that h(X) > l/2 n; whence, by Lemma 2.1, ]]f;:(T)]] > 1/2n 
and therefore i E B. Since X and Xi belong to Ki, ]A - Xi] < E. Hence {Xi : j E B} 
is a (nonempty) finitely enumerable -approximation to oQ(T). As e is arbitrary, 
a&T) is totally bounded; being closed, it is therefore compact. 
Now assume, conversely, that oa(T) is compact. Let f be an element of 
C[-b,bl, lIdI I 1, and 6 > 0. Either Ilf (WI < Ilf llc,cT, + E or llf PMI > 
IIf II ca,(Tj. In the latter case, since f(T) is an operator with bound I] f ]]F_6,bj 13, 
Chapter 7, (8.2011, Ilf llga~T, < Ilf II,-b,t+ so we can construct an element g of 
+Ol such that llgll 5 Ilf llga~T, + E and f - g is supported by a compact set 
K c [-b,b] - aa( If (f -g)(T) # 0, then, by Proposition 2.3, K fl aa is 
inhabited - a contradiction. Hence (f - g)(T) = 0 and therefore 
Ilf (T)x]l 2 ]l(f - g)(Tbll + IldWl = IlgGWl I llgll 
5 Ilf II&(T) + E. 
Thus, in both cases, ]]f (T)x]] 5 ]I f ]],Cr, + t. It follows that ]I f []OnCr) + E is a 
bound for f(T). Since E is arbitrary, we conclude that I] f ]]O,CrI is a bound for 
f(T). It follows from Lemma 2.1 that ]I f (T)]] exists and equals I( f ]],(r,. q 
Corollary 2.9. Zf T is a functionally normable selfadjoint operator on H, then for 
each E > 0 there exists X E o,(T) such that ]]T]] -E < ]A] 5 ]]T]]. Zf also T is 
positive, then ]]T ]] E o,(T). 
Proof. Apply Theorem 2.8 with f (t) E t, recalling that a,(T) is closed and that 
if T is positive, then X > 0 for each X E o,(T). q 
Examples 1 .l and 1.2 show that the functional normability of T cannot be 
removed from either Theorem 2.8 or Corollary 2.9. 
To conclude this section we consider the normability off(T) when f is not 
necessarily continuous. 
Proposition 2.10. Let T be a selfadjoint operator on H, ,tt a functional calculus 
measure for T, andf an element of L, ( ,LJ) . Then f is normable in L,(p) tfand only 
zff (T) is normable in B(H). 
Proof. We may assume that f is nonnegative: for if the proposition holds in 
that special case, then in the general case the equations 
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llfll2, = llf211~ 
= suP{U-(T)2x,x) : llxll = 11 
= ~~P~llf(~)412 : IIXII = 1) 
= Ilf (TN12 
(which hold provided either side of any individual equation exists) show that f 2 
is normable in L,(p) if and only if f 2( T) is normable in B(H); from which the 
desired conclusion follows immediately. 
Assume that 11 f Ilo3 exists, and recall that II f Ilm is a bound for f (T). Given 
c < Ilf IL choose an integrable set A with positive measure such that 
II f [IA > c. Then J, (f - c) dp > 0. By [3, Chapter 6, (4.16), and Chapter 7, 
(8.23)], there exists a unit vector x such that 
Ilf V>xll 2 (f (T)x,x) > 4x,x) = c. 
Since c < II f Iloo is arbitrary, it follows that f (T) has norm II f Iloo. 
Conversely, assume that II f (T) ll exists. Given an integrable set A with posi- 
tive measure, suppose that llf llA > Ilf (TN. Then JA (f - Ilf G’Yll>dcL > 0, w 
as above, there exists a unit vector x such that (f (T)x, x) > ll f (T)ll; since this 
is absurd, llf /IA I Ilf(T)II. T o complete the proof, consider any c < II f (T)ll, 
choose a number Y E (c, II f (T)ll) that is admissible for f, and let A E [f 2. r]. 
If 1) f llA < c, then J, (f - c) dp < 0, so there exists x E A ’ such that f (x) < c; 
but this is absurd, so II f llA > c. Since c < II f (T)ll is arbitrary, we conclude that 
II f Iloo exists and equals II f (T)ll. III 
Corollary 2.11. Let T be a selfaa’joint operator on H, let p, p’ be functional cal- 
culus measures for T, and let f be an element of Loo(p). Then f is normable in 
L, ( p) if and only ifit is normable in L, ( p’) . . 
Proof. This follows immediately from Proposition 2.10. q 
Of course, this could also be proved directly, using the equivalence of the 
measures 1-1 and p’. 
We defer until Section 4 a Brouwerian example where T is functionally 
normable, f E L,, and f (T) is not normable. 
3. FURTHER PROPERTIES OF SPECTRA OF A SELFADJOINT OPERATOR 
In this section we explore the relationship between the spectrum and the ap- 
proximate point spectrum of a selfadjoint operator. 
Lemma 3.1. Forany T E Z?(H), a,(T) C a(T) andR(T) C -c(T) C -a,(T). 
Proof. If X E R(T), then X 6 c(T) and X 9 Us. It follows from the openness 
of R(T) that X E -a(T) n -co(T). Hence 
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u,(T) CN --CT, (T) CN R(T) = u(T). 0 
Lemma 3.2. IfTis a serfadjoint operator on H, then R(T) = -a(T) = -o,(T). 
Proof. Let c E -a,(T), and compute r > 0 such that ]< - X] 2 2r for each X E 
aa( Let b > 0 be a bound for T, let f(x) = x - < for all x E [-b, b], and con- 
struct g E C[-b, b] such that g(x) = l/(x - 5) whenever ]x - c] > r. Then 
[< - r, < + r] is a compact support for the function h E fg - 1. If h(T) # 0, 
then, by Proposition 2.3, [e - r, < + r] fl o,(T) is inhabited. Since this contra- 
dicts our choice of r, we conclude that h(T) = 0 and therefore that f( T) g( T) = 
I. Thus T - [I has inverse g(T) E B(H), and therefore 5 E R(T). Reference to 
Lemma 3.1 completes the proof. •I 
A standard classical proof of our next proposition uses the equality of a(T) 
and a,(T) for selfadjoint T. 
Corollary 3.3. Zf T is a selfadjoint operator on H, then a(T) c R; if also T is 
positive, then each element of a(T) is nonnegative. 
Proof. If A E C has nonzero imaginary part, then, as oa(T) c R, X belongs to 
-a,(T) and therefore, by Lemma 3.2, to R(T). If also T is positive, then a 
similar argument shows that each negative real number belongs to R(T). The 
desired conclusion follows immediately. q 
We saw in Example 1.3 that if o(T) = o&T) f or each selfadjoint operator T, 
then Markov’s principle holds. We can now demonstrate the converse. Indeed, 
let T be a selfadjoint operator on H, and, using Proposition 2.6, construct a 
dense sequence (X,) in oa(T). Given C E a(T) and E > 0, suppose that 
IC - &I > c/2 f or each n; then ]C - X] 2 c/2 for each X E oh(T), so that, by 
Lemma 3.2, C E R(T). This contradiction ensures that +n( I< - X,] > e/2); 
whence ]C - X,] < 6 for some n, by MP. Since E is arbitrary and o,(T) is closed, 
we conclude that C E oa(T). 
Without Markov’s principle we still have 
Proposition 3.4. Zf T is a selfadjoint operator on H such that aa is compact, 
then o(T) = c=(T). 
Proof. In view of Lemma 3.1, it will suffice to prove that o(T) c oa(T). Con- 
sider any < in o(T). If p(&a,(T)) > 0, then, by Lemma 3.2, [ E R(T), a con- 
tradiction. Hence ~(5, a,(T)) = 0, so c belongs to the closed set a,(T). 0 
Example 1.3 shows that we cannot replace compactness of a,(T) by com- 
pactness of o(T) in the hypotheses of Proposition 3.4. 
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Corollary 3.5. If T is a compact serfadjoint operator on H, then u(T) = uU(T) 
and o( T) is compact. 
Proof. By using polynomial approximations to continuous functions, it is 
straightforward to prove that a compact selfadjoint operator is functionally 
normable; see [8,9]. The desired conclusions now follow from Theorem 2.8 and 
Proposition 3.4. 0 
Brouwerian Example 3.6. Let (q,J be an enumeration of Q n [0, I], and let (a,) 
be a decreasing binary sequence. Define a selfadjoint operator T on I* by 
TX E E a,q,,(x,e,)e,. 
il=l 
Then era(T) = {a,q, : n 2 l}- is compact: indeed, given E > 0, choose N so 
that (41,. . . , m) is an e-approximation to [0, 11; if UN = 1, then (41, . . . , qN} is 
an E-approximation to oa(T); if UN = 0, then oa(T) is finite. Hence oa(T) = 
o(T). Suppose that R(T) is located and therefore locally totally bounded. Then 
exists. Either m > i or m < 1. If m > i, suppose that a,, = 0; then o=(T) is 
finite, so R(T) rl [&, m is inhabited, a contradiction; thus Vn(a, = 1). If m < 1, ] 
then there exist C E R(T) and r>O such that 1 <<--r<<+r<l and 
(C - r, 5 + r) C R(T); choosing N such that qN E (c - r, C + I), we have aN = 0. 
Thus a constructive proof of the proposition 
If T is a selfadjoint operator on I* such that crQ(T) is compact, then R(T) is 
located 
could be converted into one of LPO. 
Throughout he rest of this section, unless we state otherwise, Twill be a self- 
adjoint operator on H with bound b > 0, and u will be the functional calculus 
measure for Tassociated with the orthonormal basis (e,,) of H. 
Next we concentrate on the links between functional calculus measurability 
and the spectra of T. We prove a succession of useful and interesting properties 
of CL, the first of which is a partial converse to Corollary 2.5. 
Lemma 3.7. If A is an integrable set such that A ’ is open and A ’ II oJT) is in- 
habited, then p(A) > 0. 
Proof. Choose X in A ’ rl oa(T), and then admissible numbers r, r’ such that r < 
X < r’ and [r, r’] c A l. Construct an element f of C[-b, b] such that 0 < f 5 1, 
f has support [r, r’], and f (X) = 1. Then f (T) # 0, by Lemma 2.1; so Jf d/l > 
0. But XA > f almost everywhere, so p(A) > 0. 0 
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Proposition 3.8. Let X be a real number. Then 
(1) X E oa(T) if and only if p( [r, I’]) > 0 for all admissible Y, r’ such that r < 
X < r’; 
(2) X E R(T) ifand only ifp( [r, r’]) = Of or some admissible r, r’ such that r < 
X < r’; 
(3) X E o(T) ifand only if+( [r, r’]) = 0) for all admissible r, r' such that r < 
X < r’. 
Proof. (1) To prove necessity, suppose that X E o,(T), and let r, r’ be ad- 
missible numbers such that r < X < r’. Then, by Lemma 3.7, p([r,r’]) = 
A(r, r’)) > 0. 
To prove sufficiency, assume that p([r, r’]) > 0 for all admissible r, r’ such 
that r < X < r’. Choose sequences (r,), (r;) of admissible numbers converging 
to A, such that r, < X < r,!, for each n. By Corollary 2.5, for each n there exists 
A, E [r,, r,/J n uJT). Since (A,) converges to X and aa is closed, we conclude 
that X E o&T). 
(2) If X E R(T), then there exist admissible numbers r, r’ such that r < X < r’ 
and [r, r’] c R(T); so if p( [r, r’]) > 0, then [r, r’] n oa( T) is inhabited, a contra- 
diction Hence p( [r, r’]) = 0. 
Now assume that p([r, r’]) = 0. If (r, r’) n oJT) is inhabited, then p([r, r’]) = 
p((r, r’)) > 0, a contradiction. Hence X E -aa = R(T). 
(3) Since R(T) is open, note that X E o(T) if and only if X 6 R(T). Now 
apply (2). 0 
Proposition 3.9. Let X be a real number such that {A} is integrable and 
p({X}) > 0. Th en X is an eigenvalue of T, xix)(T) # 0, and each unit vector in the 
range ofx{~) (T) is an eigenvector corresponding to A. 
Proof. Setting 
f(t) = (t - x)X{x}(t)> 
we see thatf(t) = 0 for all tin the full set {A} U -{A}, so (T - XI) XQ)(T) = 0. 
On the other hand, xix1 (T) # 0, since p({X}) > 0. Choose a vector x such that 
xlxl(T)x # 0. Then TxlA)(T)x = XX~~~(T)X, so Xis an eigenvalue of T. Cl 
Let S be a subset of a metric space X, and let s E S. We say that s is an iso- 
lated point of S if there exists S > 0 such that if 0 < p(x, s) < 6, then x EN S. 
Proposition 3.10. If X is an isolatedpoint of aa( then it is an eigenvalue of T, 
{A} is integrable, andp({X}) > 0. 
Proof. Choose 6 > 0 such that if 0 < IX - XI < 6, then x EN oQ(T). Choose 
also sequences (m), (r,!J of admissible numbers in (A - S, X + 6) such that 
A-i<r.<r,+l <X<rA+, <rA<A+i 
n 
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for each n. If p( [m, rJ) # p( [m+ 1, t-i + ,I), then, by Corollary 2.5, 
is inhabited; since this is impossible by our choice of 6, we conclude that 
P([WJ) = PL([bl+17,:+, 1) for each n. Hence, by [3, Chapter 6, (3.9)], the com- 
plemented set {A} = r\,” [ 1 r,, rJ is integrable and has measure ,u([ri, ri]); 
moreover, ~([rr, ri]) > 0, by Proposition 3.8. Reference to Proposition 3.9 
completes the proof. q 
Of course, a selfadjoint operator may have no isolated eigenvalues. Of 
greater interest is the observation that we may be unable to decide whether a 
selfadjoint operator on H has any isolated eigenvalues: let (a,) be an increasing 
binary sequence, let (qn) be an enumeration of the rational points of [0, 11, and 
consider the selfadjoint operator 
x ++ E a,q,(x,e,)e, 
n=l 
on H. 
Brouwerian Example 3.11. Let (a,) be a binary sequence with at most one term 
equal to 1, and let a E C,“= 1 2~“a,. Define a diagonal compact selfadjoint 
operator T on C2 by 
TX= (1 +a)(x,ei)ei +(l -a)(x,e~)e~. 
Then a(T) = { 1 + a, 1 - u}-. Define a sequence (1,) in o(T) as follows. If 
a,=O,thent,~1+a.Ifa,=1andniseven,thent~~1+aforallk~n.If 
u, = 1 and n is odd, then tk E 1 - a for all k 2 n. Then (tn) is a Cauchy sequence 
in g(T), and so converges to some t, E o(T). Suppose that t, is an eigenvalue, 
and choose e such that ]]e]] = 1 and Te = t,e. If (e,ei) # 0, then a, = 0 for all 
odd n; if (e, e2) # 0, then a, = 0 for all even n. Thus a constructive proof of the 
proposition 
If T is a diagonal compact selfadjoint operator on C2, then every element of 
o(T) is an eigenvalue 
could be converted into one of LLPO. 
We now have a proposition for which a partial converse will be derived in 
Section 4. 
Proposition 3.12. Each element of N aa is admissiblefor T. 
Proof. Given r EN c~(T), h c oose a strictly decreasing sequence (an) of posi- 
tive numbers converging to 0 such that r - cxn ‘and r + Q~ are admissible for 
each n. We first prove that for each 6 > 0 there exists N such that 
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p( [r - aN, r + (~~1) < c To this end, construct an increasing binary sequence 
(t,J such that 
tn=O * p([r-crn,r+ckk]) >f, 
tn = 1 * p([r - a,,r+cz,]) < E. 
We may assume that tl = 0. If tn = 0, use Proposition 2.3 to choose x, in 
[r-a,,r+a,]nua(T);ift,=l-t,_i,setxk=x,_i foreachk>n.Then 
]x~ - x,] 5 2a, whenever m 2 n, so (xn) is a Cauchy sequence in g=(T). Since 
a,(T) is complete, (xn) converges to a limit 5 in a,(T) such that I< - x,] I 2a, 
for each n. Then r # c and we can find N such that (YN < ]< - rl/3. If tN = 0, 
then xN E [r - QN, r + QIN] and therefore 
I~-xxnrl>l5-rl-Ir-xlvl>3a~-a~=2ax, 
a contradiction. Hence tx = 1 and therefore p([r - QIN, r + QN]) < E. 
Passing to a subsequence of (cr,), we may now assume that p( [r - (Y,, r + a,]) < 
1 /n for each n. Thus for m > n we have 
0 I p([lt L r - 4) - p((It > r - ~4) 
so (AIt 2 r - 4)) is a Cauchy, and therefore convergent, sequence in R. 
Hence, by [3, Chapter 6, (3.9)], 
is integrable. Similarly, [t > r] is integrable; moreover, 
for each n, so p([t > rJ) = p([t > rj) and therefore r is admissible. 0 
4. SPECTRA OF COMPACT SELFADJOINT OPERATORS 
In this section we prove that the spectrum of a compact selfadjoint operator 
on a finite-dimensional Hilbert space is the closure of a finitely enumerable set; 
and that the spectrum of a compact selfadjoint operator with infinite-dimen- 
sional range is the closure of a sequence of approximate eigenvalues converging 
to 0. 
Proposition 4.1. Let X E a,(T), let (x,,) b e a sequence of unit vectors uch that 
TX,, - Xx, -+ 0, and let A be an integrable set. If X E -A ‘, then XA (T)x,, -+ 0; 
while zfX E -A’, then (I - XA(T))X, + 0. 
Proof. Supposing, to begin with, that X E -A I, choose r > 0 such that 
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]X - t] 2 r for all t E A ‘. Construct f E C[b, -b] such that f(t) = (t - A)-’ 
whenever Jt - X 1 2 r. Then 
f(t)(t - X)x,4(t) = XA(t) 
on a full set, so 
x~(T)x, = XA(T)~(T)(TX, - Xx,) + 0 as n -+ co. 
A similar argument shows that if X E -A’, then (I - x~(T))x,, + 0 as 
n+co. 0 
We write ran(T) for the range of a mapping T. 
Proposition 4.2. If A is an integrable set, then ran( XA (T)) is a located invariant 
subspace for T, and XA (T) is the projection of H onto ran( XA (T)). IL in addition, 
P(A) > 0, then ran(xA(T)) is nontrivial, and if0 E -A ‘, then the restriction of T 
to ran( XA (T)) is a one-one mapping of ran( XA (T)) onto itself 
Proof. Since XA(T) is a projection and XA(T) T = TxA(T), ran(xA(T)) is a 
located invariant subspace for T with associated projection XA(T). Suppose 
~~(A)>OandO~-A’.ChoosersuchthatItl~r>OforalltinA’,anddefine 
a continuous function f : [-b, b] + R such that f(t) = l/t if It] > r. Then 
tXA(t)f(t) =X,4(t) onafullset,so 
(1) XA(T)f (T)T = %(T)f (T) = XA(T). 
Since p(A) > 0, ran(xA(T)) contains a nonzero vector. It readily follows from 
(1) that the restriction T’ of T to ran( xA(T)) is a one-one selfadjoint operator 
mapping ran(XA(T)) onto itself, and that the restriction of xA(T)f (T) to 
ran(XA(T)) is the inverse of T’. 0 
Now we have the deferred Brouwerian example which shows that, even when 
T is functionally normable, f (T) may not be normable for all f in L,. 
Brouwerian Example 4.3. A compact selfadjoint operator T on H, and an ele- 
ment f of L,, such that f(T) is not normable. 
Define the compact selfadjoint operator T on H by 
m 
TX= C n-‘(x,e,)e,. 
n=l 
Let p be the functional calculus measure for T corresponding to (e,). By 
Propositions 3.10 and 4.2, {l/ n } is integrable and xliln) (T) is the projection of 
H onto Ce,,, so Jx~i,~) dp = 2-“. Let (a,) be an increasing binary sequence, 
and define the bounded function f : R + R by 
f = 5 (1 +aJx{l/+ 
II=1 
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Since C,” 1 J( 1 + ~,)Xii,~) dp converges, f E Loo(~). Note that if a, = 1, then 
Ilfll{,,?z) = 2. Suppose Ilfllm exists; then either Ilfll, > 1 or \lfll, < 2. In the 
first case there exists t such that If( t)I > 1; whence a, = 1 for some n. In the 
second case, for each n it is impossible for a, to equal 1, so a, = 0. q 
The analysis of the finite-dimensional case naturally makes use of determi- 
nants. 
Lemma 4.4. Let T be an operator on afinite-dimensional Banach space X such 
that det(T) = 0. Then for each E > 0 there exists a unit vector x in X such that 
IITXII < E. 
Proof. We proceed by induction on N, the dimension of X. The cases N = 0,l 
are trivial. In the case N > 1, suppose that the lemma holds whenever X has 
dimension N - 1. We may assume that X is a Hilbert space, with an ortho- 
normal basis {ei , . . . , eN} of unit vectors. Write 
b E max{I(Tei,ej)I : i, j = 1,. . . , N}. 
Either Nb < C, in which case, since 11 T j[ < Nb, there is nothing to prove; or else, 
as we assume, Nb > c/2. Choosing i, j such that I (Tei, ej) I > c/2N, let Pi and P2 
be unitary matrices, representing elementary row and column permutations 
respectively, such that 
det(Pi TP2) = det(T) and (PlTP;?el,el) = (Tei,ej). 
There exists an invertible transformation Q, representing elementary column 
operations, such that 
det(Pi TP2) = det(QPi TPz), 
(QPlTbel,ed = (Tei,ej), 
(QPlTP2el,ej) = 0 (j = 2,. . . , N), and 
[IQ-‘II 5 1 +E 
( > 
N-l. 
E 
Let T’ be the restriction of QP1 TP2 to the (N - 1)-dimensional Hilbert space 
X’ spanned by (e2,. . . , eN}. Then 
(Tei, ej) . det(T’) = det(QP1 TP2) = det(T) = 0, 
so det(T’) = 0 and therefore, by our induction hypothesis, there exists a unit 
vector x’ in X’ such that 
IIT'x'II < (l +F)‘?. 
Putting x = POX’, since PI is unitary we have 
IJTxJI = IlQ-‘QP~TP2x’ll 5 IIQ-‘II . IlT’x’ll < E. 0 
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An immediate consequence of Lemma 4.4 is 
Proposition 4.5. If T is a selfadjoint operator on a finite-dimensional Hilbert 
space, then oa(T) = {A : det(T - XI) = 0). 
Proposition 4.6. Zf N is a positive integer, and T is a selfadjoint operator on an 
N-dimensional Hilbert space, then there exist real numbers Xl, . . , AN such that 
o,(T) = {A,, . . . ,A,}-. 
Proof. By the fundamental theorem of algebra, there exist complex numbers 
Xl,..., AN such that 
det(T - AZ) = (X - xl) . . . . (A - AN). 
The desired conclusion follows immediately. 0 
Lemma 4.7. If T is a compact selfadjoint operator on H with infinite-dimensional 
range, then for each r > 0 there exists X in a(T) such that 0 < ]A] 5 r. 
Proof. Without loss of generality, we may assume that 0 < r < I] T ]] and that 
A E {t : ItI > } r is integrable. Since TxA (T) is compact and, by Proposition 4.2, 
maps the complete set ran(xA(T)) onto itself, we see from [12, Corollary] that 
ran( XA (T)) is finite-dimensional; so there exists x such that 
T(I - x~(T))x = (f - XA(T))TX # 0; 
whence ]]T(Z - XA(T))]] > 0. Moreover, as ]t(l - xA(t))l 5 r on a full set, we 
have ]]T(I - XA(T))]] 5 r. By Corollary 2.9, the compact, and therefore func- 
tionally normable, operator T(I - XA(T)) has an approximate eigenvalue X 
such that 0 < 1x1 < r. Let (xn) be a sequence of unit vectors such that 
T(I - x~(T))x, - xx,, + 0. Then since T(Z - XA(T))X, E ran(l- XA(T)) 
(by Proposition 4.2), we have p(Xx,,ran(l - XA(T))) + 0, and therefore 
p(xn, ran(l - XA (T))) + 0, as n --+ 00. Thus XA (T) X, + 0, so that TX, - Xx, -+ 
0 and therefore X E o(T). 0 
Our next aim is to prove a converse of Proposition 3.12 for compact self- 
adjoint operators. 
Lemma 4.8. Let T be a compact selfadjoint operator on H, and X a nonzero ele- 
ment of o(T). There exists cx > 0 such that tfr, r’ are admissible and r < X < r’, 
then u([r, r’]) > Q. 
Proof. Choose a positive number s < IX] such that A = (t : s 5 ItI} is inte- 
grable. Since, as we have seen in the proof of Lemma 4.7, ran(xA(T)) is finite- 
dimensional and therefore has compact unit ball, we can find N such that 
c,“=N+, I(x,ed/2 < f for each x in that ball. Put (Y E N-‘2-N -2. We may as- 
sume that [r,r’] c -A O. Using Proposition 4.1, construct a unit vector e in 
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ran(xA(T)) such that Ilx~r,rq(Wll > $. Suppose that Il~[~,,~l(W~ll -c l/W) 
for all k with 1 5 k 5 N. Then 
I(xri-,~~~PhQJl = I(e,x[r,rq(Wkjl 5 Ilx[r,rq(T)ekll <A, 
SO 
= kg I(X[r,rC) ey412+k=E+, I(xw~Pk~k)l* 
N 1 1 
<(2N)2+;q 
This contradiction ensures that there exists k such that 1 5 k 2 N and 
]]xlr,l,l(T)ek]j > 1/(4N). It follows that 
Proposition 4.9. Zf T is a compact selfadjoint operator on H, and I # 0 is ad- 
missiblefor T, then r E R(T). 
Proof. Consider any admissible r with r # 0, and any X in o(T). Either r # X or 
X # 0. In the latter case, compute (Y > 0 as in Lemma 4.8, and choose 6 > 0 
such that if r’ is admissible and Ir - r’l < 6, then 
IPcl([r? cQ>) - CLW~ m>)I < ;. 
Suppose that IX - rl < 6. Choose admissible r’, r” such that 
r-6Sr’<r-lr-xl 
and 
r + )r - X/ < r” < r + 6. 
Then r’ < X < r”, so p([r’,r”]) > (Y. But Ir - r’l < 6 and Ir - r”\ < 6, so 
4VY’I) 5 I4h m)) - A[& ~111 + lk4r7 ~~01) - kW’, ~111 < a. 
This contradiction ensures that IX - rl > 6, so r # X. Thus r EN o(T). Since 
a(T) is complete and located, we conclude that r E -u(T) [3, Chapter 4, (3.8)]. 
It follows from Lemma 3.2 that r E R(T). q 
Proposition 4.10. Let T be a compact serfadjoint operator on H, p a functional 
calculus measurefor T, and A an integrable set. Zf A fl (u,(T) - (0)) is inhabited, 
then p(A) > 0. 
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Proof. Assume that there exists a point X in A n (u,JT) - {0}), compute a! > 0 
as in Lemma 4.8, and suppose that ,+I) < (r/2. Choose admissible numbers 
rl, r{ such that rt < X < ri. Then p(--A n [II, ri]) > o/2, so there exists a com- 
pact integrable set Kr c -A n [II, ri] such that h(Kt) > o/2. Since X E A and 
Kt c -A, X # x for all x E Kr; but Kr is complete and located, so pr = 
p(X, Kr) > 0. Choosing admissible numbers 12, r; such that X - pt < 12 < JI < 
ri < A + pt, construct a compact integrable set K2 c -A n [Q, r;] such that 
p(K2) > cr/2 and p(X, K2) > 0. Carrying on in this way, we can construct a se- 
quence (K,) of disjoint compact integrable subsets of -A n [q, ri] such that 
p(K,) > o/2 for each n. Since I.L(--A) is finite, this is absurd. Hence 
p(A) 2 o/2. 0 
At last we arrive at our main result about compact selfadjoint operators. 
Theorem 4.11. Let Tbe a compact selfadjoint operator on a Hilbert space H, such 
that ran(T) is infinite-dimensionaf Then there exist an increasing sequence (Hn) 
offinite-dimensional invariant subspaces for T, and a sequence (A,) of nonzero 
elements of o( T), such that 
(1) U,“, H,, is dense in ran(T); 
(2) the restriction of T to H,, is a one-one compact selfadjoint operator, map- 
ping H,, onto H,,, with a compact selfadjoint inverse; 
(3) X,+Oasn+oo; 
(4) o(T) = {A, : n 2 l}-. 
Proof. Choose a strictly decreasing sequence (m) of admissible positive num- 
bers converging to 0 such that r1 < 11 T 11, and such that for each n, 
A, = {t : r, 5 Itl} 
is integrable and (A,+ 1 - A,) n o(T) is inhabited; this is possible, in view of 
Lemma 4.7. 
The proof of Lemma 4.7 shows that H, G ranf xA, (T)) is a finite-dimensional 
invariant subspace for T; that the restriction T, of T to H,, has a bounded in- 
verse; and that that inverse is compact and selfadjoint. 
Sincet= txA,(t)+t(l-xA,(t))andIt(l-x,4.(t))/ <r,onafullset,wehave 
IlTx - TxA,CWI L IIW - x~.(T)bll 5 rnIIxII; 
so U,“= t H,, is dense in ran(T). 
Now suppose that we have constructed Xl, . . . , & in o(T) such that o(Tk) is 
the closure of { Xt , . . . , A,}. By Proposition 4.6, there exist real numbers 
xl,,.. . , XL such that o(Tk+l) is the closure of {X’,, . . . , Xl,}. Note that 
IX:] 2 rk+l for each i; for if IX:] < rk+ 1, then Xi E -A:+ 1, and hence (by Prop- 
osition 4.1) X,&+, (T)x,, + 0 for any sequence (x,) in Hk+ 1 such that 
TX,, - X:x,, + 0, a contradiction. Since rk E -o(T) C -g(Tk+ 1) by Proposi- 
tion 4.9, for each i we have either IX{] > rk or IX:] < rk. Let &+I,. . . , A,,,, be 
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those Xi such that 1X:( < rk. This completes the inductive construction of 
~l,...,kz~+,- 
Since rk --t 0 as k + 00, we see that the sequence (X,) converges to 0. Hence 
0 E {X, : n 2 l}- = (ki$‘(T*))-cff(7? 
If X E a(T), then for each E > 0 either 0 < 1x1 or (X 1 < E; in the former case, 
since X E -AZ for some n, xi - XA, (T) Xi 4 0 for all sequences (xi) with 
Txi - Xxi -+ 0, and hence X E a(T,). In the case 1x1 < c, there exist n and 
X’ E ~(7”) such that (X - X’I < E. Thus 
Our final results about the spectrum are based on the following elementary 
proposition. 
Proposition 4.12. Let (X,) be a sequence of complex numbers converging to 0, and 
let A E {X, : n 2 l}-. Then 
(1) -II is dense in C; 
(2) ifX E (A - {A})-, then X = 0. 
Proof. (1) Fix E > 0 and choose N such that IX,1 < 6 for all n > N. Clearly, 
-{X1,. . . , AN} is dense in C. Given x E C, we have either 2~ < 1x1 or 1x1 < 3~. 
In the first case, choosing y E -{Xi,. . . , A,} such that Ix - yI < e/2, we see 
that 
Iy - x,1 2 1x1 - Ix - yl - IX,1 > 26 - f - e = ; 
for all n 2 N; whence y E -A. In the case 1x1 < 36, choose y E -{Xi,. . . , A,} 
such that 13~ - yI < E. Then 
jy - x,1 > 3e - 13E - y( - I&J > 36 - e - E = E 
for all n 2 N, so y E -A. Also, 
(x - y( < 1x1 + 13E - yl + 3e < 7E. 
Thus in either case there exists y E -II such that Ix - yI < 7~. 
(2) Suppose X # 0, and choose N such that 1X,( < (X1/2 for all n 2 N. Then 
(*) For each E E (0, [X1/2) there exists n 5 N such that 0 < IX - X,1 < E. 
For, choosing in turn X’ E n and n such that 0 < IX - X’I < E and 
IX’ - X,1 < min(6 - IX - A’I, IX - X’l}, 
wehaveO<IX-X,I<E;butas~<IXl/2,wecannothavenrN+l,sonIN. 
Applying (*) repeatedly, we obtain integers nl, . . . ,nN+l in { 1,. . . , N} such 
that 
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o< IX-X,,+,I < IX-A,,1 < ... < IX-A,,[ <y 
Then ni # nj (1 < i < j 5 N), which is absurd. Hence X = 0. 0 
In each of the following corollaries we apply Proposition 4.12 with (An) as in 
Theorem 4.11. 
Corollary 4.13. If T is a compact selfadjoint operator on a Hilbert space with in- 
finite-dimensional range, then R(T) is dense in R and hence located. 
Corollary 4.14. If T is a compact selfadjoint operator on a Hilbert space with in- 
Jinite-dimensional range, and X E (o(T) - {A})-, then X = 0. 
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