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Abstract-we discuss a mathematical model for an m x n mesh system in this paper. Besides 
specifying its static behavior, we mainly focus on the impact of the dynamic factors of the mesh 
system. Particularly, we try to capture the unavailability of certain connections between two adjacent 
processors in the mesh system, either because of physical absence or saturation due to heavy traffic. 
We believe we have presented a rather elegant mathematical model for a fairly large class of mesh 
systems, which is also more general than the models available at present. As a demonstrative example, 
we make some preliminary analysis with respect to the average time to carry out interprocessor 
communication, within this model. 
Keywords-Mesh system, Performance evaluation, Combinatorial problems. 
1. INTRODUCTION 
Arrays of processors with a bounded mesh architecture have found many applications in computer 
science and engineering, particularly in parallel computer architecture, partly because of its 
simple connection and easy scalability. A great deal of work has been done for mesh with 
respect to both its theoretical backgrounds and practical applications. In particular, mesh’s 
support for such important and fundamental operations in computer science as sorting, arithmetic 
calculation, matrix manipulation and various graph algorithms have been deeply explored and 
carefully analyzed [l-4]. 
To implement, any of those aforementioned operations in a mesh, there must be a way to 
effectively and efficiently exchange information, organized as paclcets, among various processors. 
Particularly, it is desirable to send a packet along the shortest path from one processor to another. 
However, this is not always possible, especially when traffic in the system is heavy. It is more 
reasonable to consider the average time, which characterizes the global behavior of a system. 
Intuitively, average time is closely related to the average length of the paths between the involved 
processors. 
Based on a model for a mesh system with “moderate” traffic, in [5], we defined, analyzed and 
computed the average time it. takes to send a packet from one processor to another along some 
preferred paths.’ That, model assumes that it is always possible to take precisely one time unit to 
move a packet from a processor to its adjacent neighbor. In other words, for any two processors 
in the system, there is always some connection between them, the connection is always available, 
and the lengths of those connections are equal. 
‘Those paths are also referred to as effective paths in the later discussion. 
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These assumptions are certainly not always consistent with the reality, where there could be 
no connection between a certain pair of processors and even if there is some connection, it might 
not be available at a certain time, e.g., when the traffic in the mesh system is heavy. Finally, the 
connections certainly could be of different lengths. Thus, besides showing the static behavior, 
that model merely provides a lower bound for the general behavior of a mesh system. 
In this paper, we consider the impact of the dynamic factors of the mesh system, particu- 
larly, we try to capture the unavailability of certain connections between two adjacent processors 
either because of physical absence or saturation due to heavy traffic. We will present a more 
realistic mathematical model for a fairly large class of mesh systems in operation and make some 
preliminary analysis with respect to the average time to carry out interprocessor communication. 
In the next section, we will discuss the modelling of the static behavior of a mesh system 
and review some related results. In Section 3, we will focus on the modelling of the possible 
unavailability of connections between neighboring processor and present some observations. We 
will make some preliminary analysis of the average time for interprocessor communication in 
Section 4. Section 5 concludes this paper. 
2. MODELLING OF MESH SYSTEM’S STATIC BEHAVIOR 
The essential structure of a mesh system can be represented as in Figure 1, where pi,j represents 
a processor. 
Pl,l P1,2 . . . Pl,, 
P2,l P2,2 . . . P2,n 
Pm,1 Pm,2 . .. Pm,, 
Figure 1. Mesh system architecture. 
The static architecture of the above mesh system is typically modeled by using an m x n ar- 
ray [1,3,5]. We use the index of an entry of the array, denoted by (i,j), to represent the “geo- 
metric” location of a processor in that entry, edge to represent the immediate connection of two 
adjacent processors and path between two entries to represent hereditary connection between two 
processors. The definitions of those terms are the same as in general graph theory. 
For example, the topological structure of a 5 x 5 mesh system is represented in Figure 2. The 
sequence (I, l), (1,2), (2,2), (2,3), (3,3), (4,3), (4,4), (5,5) re P resents a (preferred) path of 
length 7 from (1,l) to (5,5). 
1 
2’ 
3 
4 
5 
1 2 3 4 5 
Figure 2. An example of a path in an array. 
One of the factors, which is rather static and internal, affecting the data transmitting time 
is the number of communication ports associated with each processor, which is usually 3 or 4 
(see [2,3]). Recently, it is suggested in literature [6] that “communications may be augmented 
by providing additional diagonal links. . . .” It is assumed in this paper that each processor is 
associated with eight communication ports, i.e., each processor, besides connected to its neighbors 
both horizontally and vertically, is also connected to its four diagonal neighbors.2 
2Note that no “wrap-around” connections are assumed for the mesh system under consideration. In a different 
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To manage and accomplish data movement among processors, a routing algorithm is used to 
find a neighboring processor as its immediate receiver and send the data over to that intermediate 
receiver. This process is repeated until the intermediate receiver turns out to be the destination. 
From the viewpoint of communication efficiency, it is certainly not true that every path from 
one processor to another should be used to transmit packets. For example, given the array in 
Figure 2, we will not use the path (1, l), (2,2), (1,2) t o send a packet from (1,1) to (1,2), if the 
direct connection between those two processors is available. 
In general, to send the packet to its destination as quickly as possible, it is natural to require 
that such routing minimize the packet traveling distance, even in the situation when the shortest 
path is not available. We are certainly interested in those effective routing algorithms, which 
minimize the traveling distance between the current location of the packet and its destination. 
DEFINITION 2.1. Let A be an m x n array and let c and d be two entries of A. An effective path 
from c to d is a path obtained by applying an effective routing algorithm. 
For example, when a packet is sent from the top-left corner to the bottom-right corner in 
a mesh system as described before, an effective routing algorithm uses only a path that leads 
either to the east, to the south, or to the southeast, when all the relevant connections in the 
intermediate processors are available. 
As mentioned before, as shortest path rarely exists between a particular pair of processors in a 
busily operating mesh system, it is more realistic to consider average time rather than best time. 
Equivalently, we would like to focus on the average distance between two processors. 
DEFINITION 2.2. Let c and d be two entries of an m x n array. By the adjusted average distance 
from c to d, we mean the average length of all effective paths between c and d. 
Finally, although the destination processor could be located to either the southeast, southwest, 
northeast, or northwest of the originating processor, the adjusted average distance between these 
two processors stays the same. Because of this symmetry, we can assume that the destination 
processor is always located to the southeast of the originating processor. 
Based on the aforementioned model, the following problem was presented and solved in [5]: 
Given an m x n mesh, locations of two processors inside the mesh, and an effective routing 
algorithm, if a packet moves exactly one position, i.e., moves to one of its neighbors, within one 
time unit, how many time units on average does it take for the packet to move from the first 
processor to the second? 
Taking into consideration the correspondence between the amount of time units and length of 
an effective path, we have the following definition: 
DEFINITION 2.3. Given is an m x n array. N,(m, n) denotes the total number of effective paths 
from (1,l) to (m,n). P ( 1 m, n) denotes the sum of the lengths of all the effective paths from (1,1) 
to (m, n). Finally, Avg(m, n) denotes the adjusted average distance from (1,l) to (m, n). 
After defining both Np(m, n) and P ( 1 m, n) as recurrence relations, and applying various com- 
binatorial techniques [7,8], we have the following solutions: 
For n 2 m 12, 
$(m,n) = C _:( “;‘)( m+;I,“‘) 
czl( “r’> 
= 
(m - l)! 
.O (nm-‘) . (1) 
but similar situation, Kunde [2] has shown that if wrap-around connection is allowed, the result will be about 50% 
of that when it is not. 
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For n 2 m 2 2, 
Pl(m, n) = (m - 1) 
(:r:)+g[( “v’>( 
m+n-v-2 \ m(m+n-v-211 
m 1 . n-v-l ‘1 
= 
(m - l)! 
. @(n”). 
Forn>m>l, 
(2) 
Avg(m,n) = 
fi(m, n) 
4 (m, n) 
= Q(n). (3) 
Therefore, without loss of generality, O(n) is a tight bound of the average time to send a packet 
from (1,1) to (m, n), along the effective paths, in an m x n mesh system, with n > m > 1. 
3. MODELLING MESH SYSTEM’S DYNAMIC BEHAVIOR 
Those results reviewed in the previous section are accomplished with a model based on the 
assumption that it takes precisely one time unit to move a packet between two adjacent processors. 
Discussion in the previous sections suggested that this model is not sophisticated enough to deal 
with the reality, since it is not the case that every connection between two adjacent processors is 
always available, when the traffic in the mesh system is relatively heavy. 
It is clear that any faithful model for a general mesh system has to take into account this possible 
unavailability of connections between adjacent processors. In the following, we augment the 
simple model with three availability functions, characterizing the status of connections between 
adjacent processors in a mesh system. We call this model the weighted graph model because it 
can be easily represented as a diagram: 
P m,n = (V, h, v, 4, 
where V is a collection of processors and h, v, and d are the availability functions. These four 
elements can be formally defined as follows: 
V = {pi,j, 15 i 5 m, 1 < j 5 n}. (5) 
hi,j = 
1 If there exists connection between pi,j and pi,j+l, 
0 otherwise. 
{ 
1 
Vij = 
If there exists connection between ~i,~ and ~~+~,j, 
0 otherwise. 
dg,j = 
1 If there exists connection between pi,j and ~i+i,~+i, 
0 otherwise. 
EXAMPLE 1. A weighted graph model for a 3 x 3 mesh system, with the available functions, is 
shown as in Figure 3, where (ii j) represents the processor pi,j and a line connecting adjacent 
processors represents the connection between them. 
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Figure 3. A 3 x 3 mesh and its available functions. 
We have the following observations for this model: 
1. 
2. 
3. 
4. 
This model extends the model presented in [5]: If for all i,j, hi,j = vi,j = di,j = 1, then 
the model is reduced to the original model. 
This model describes the impact of those dynamic factors we considered before: The built-in 
availability functions are used to model the missing connection among some processors 
either because those connections are physically absent, which is a quite common phenomenon 
in various computer communication networks ranging from Internet to LAN, or temporarily 
unavailable because of heavy traffic. Moreover, this model can be easily modified to spec- 
ify a mesh system in which connections are of different lengths, thus cannot be uniformly 
treated (as 1) [3, p. 311. Therefore, we believe this model is applicable to a fairly large class 
of mesh systems in normal operation. 
This model is also quite flexible and theoretically interesting because those available func- 
tions can be differently interpreted, not just denoting the complete existence or missing of 
those connections. For example, they can be interpreted as probabilistic quantities, asso- 
ciated with connections among various processors. More specifically, h,,j can be defined as 
the probability, or frequency, associated with the connection between pi,j and pi,j+i, etc. 
This interpretation would provide a mechanism to study a mesh system from a probabilis- 
tic, or stochastic, point of view and allow us to have a “test-bed” in studying an existing 
mesh system with its historical record. 
And last, but not least, this model also shed some light on network theory. The diameter of 
a network is defined as the maximum distance between any pair of processors, with distance 
between a pair of processors being defined as the smallest number of connections that have 
to be traversed to get from one processor to the other [3]. Diameter is often used as the 
lower bound on the time it takes to carry out certain calculation because of its impact 
on interprocessor communication. Diameter is often achieved by some extreme input. For 
example, the diameter for an m x n mesh is obtained by considering the distance it takes 
for a packet to be sent from pl,l to p,,,. It is usually a conservative, or an over-estimate, 
in practice. 
Similar to the definition of diameter, the average diameter of a network can be defined 
as the average distance between any pair of processors. Just as average-case bound usually 
captures more information, we believe the average diameter reflects the characteristics of a 
network more faithfully and should be used more frequently, at least in theoretical analysis. 
However, similar to the case of algorithm analysis, the closed-form of an average quantity 
is notoriously difficult to obtain, except for some relatively simpler structures. Fortunately, 
we do have some analytical results in the case of mesh system, given as follows: 
z. SHEN 
For any m x n mesh system with four ports for each of its processors, both its diameter 
and average diameter is m + n - 2, as pointed out in literature [3,5]. 
For any m x n mesh system, n 1 m 2 1, with eight ports for each of its processors, 
its diameter is max{m, n} - 1 and its average diameter is o(n), as given in equations 
(I)-(3)*3 
For any m x n mesh system with at most eight ports for each of its processor, its 
diameter is m+n-2 (see footnote4) and its average diameter is defined in the following 
equations (6)-(8). 
4. AVERAGE DISTANCE ANALYSIS 
In this section, as a demonstrative example, we analyze the average time to send a packet from 
one processor to another. 
DEFINITION 4.1. Given a model with availability functions for a mesh system with m x n proces- 
sors. For all 1 5 i 5 m and 1 5 j 5 n, let NP(i, j) denote the total number of effective paths 
from (i,j) to (m,n), Pl(i,j) denote the sum of the lengths of all the effective paths from (i,j) 
to (m,n), and let Avg(i,j) d enote the adjusted average distance from (i, j) to (m, n). 
As usual, we define Np(m,n) to be 1 and Pl(m,n) to be 0. For a processor located in the 
mth row, p,,j, 1 L j < n, there is an effective path from p,,j to p,,, iff there is a connection 
between p,,j and p,,j+l and there is an effective path p,,j+l to p,,,. The case for a processor 
in the nth column is similar. 
For an arbitrary processor, pi,j, 1 5 i < m and 1 5 j < n, to construct an effective path 
from (i,j) to (m,n), one can go either east to (i,j + l), south to (i + l,j), or southeast to 
(i + 1,j + 1). Every effective path leading from any one of those three cells to (m,n), prefixed 
with the first edge which connects (i,j) to either (i,j + l), (i + l,j), or (i + 1,j + l), assuming 
there are such connections, constitutes a unique effective path from (i,j) to (m,n). When one 
tries to look for all the effective paths leading from any one of those three cells to (m,n), the 
situation will be essentially the same as the original one. 
To summarize, we have the following recursive definition for N,(i, j): 
N,(m,n) = I, 
N,(m,j) = h,,j . N,(m,.i + 11, forj<n--1, 
Np(ir n) = ‘u+ . NP(i + 1, n), for i 2 m - 1, (6) 
N&j) = TJU~,~ NP(i + 1,j) + hi,j . N,(i,j + 1) 
+ d,,j . NP(i + l,j + l), forlIi<m, l<j<n. 
All the paths from (i, j) to (m, n) can be partitioned into three groups according to the first 
cell they enter. For those paths entering (i + 1,j) first, it can be decomposed into the edge from 
(i,j) to (i+l,j), f o 11 owed by the path from (i, j + 1) to (m, n). The other two cases are essentially 
the same. Thus, similar to the case of NP(i, j), one can obtain a recurrence equation for Pl(m, n). 
The only difference in this case is that besides the recursive factors, one should take into account 
the length of the first edges as well. Further analysis shows that the paths falling into the first 
group should contribute to the total sum as much as the total number of paths from (i + 1,j) to 
(m, n). Taking all the three groups into account, the amount contributed by all the first edges is 
exactly NP(i, j). 
3Based on this result, it is shown in [9] that when eight processors are used, linear speed-up is achieved. This is 
rather remarkable, considering both the relative easiness to have eight communication ports for each and every 
processor because of the technological progress in VLSI and the constant demand and expectation for higher 
speed. 
4Assume that the graphical representation of its model is connected. 
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The following is the recursive definition for Pl(i, j): 
4(m,j) = J&(W) + h,,j . R(m,j + 11, for j 5 72 - 1, 
fi(i,n) = Np(i,n) + V&n . P[(i + l,n), for i < m - 1, 
Pt(i,j) = Vi,j ’ R(i + l,j) + hi,j ’ Pl(i,j -t 1) 
+ dij .4(i + 1,j + 1) + N&j), forlsi<m, l_<j<n. 
Finally, we have the following definition for the adjusted average distance: 
Avg(i,j) = %, for 1 _< i 5 m, 1 <j < n. 
P 2, 
(7) 
We use the following example to demonstrate the computation for the average time: 
EXAMPLE 2. Considering the mesh system represented in Figure 3, we can calculate the average 
length of effective paths from pz,l to p3,3, as follows: 
Np(2,l) = v2,1 .443,1) + hz,l . Np(2, 1) + 41 . Np(3, 2) 
= W,I . ha,1 . Np(373) + &,I . h3,2 . Np(3,3) 
+ h2,1 . {w,2Np(3, 2) + fwN,(& 3) + &,2Np(3, 3)) 
=1.0+14.1+1.{0+1.1+14} 
ZZ 3. 
Similarly, we have that 
8(2,1) = Np(2,l) + W,l .9(3,1) f hz,l . W, 2) + &,I .4(3,2) 
= 7. 
Therefore, we can get the adjusted average distance between (2,l) and (3,3) as follows: 
Avg(2,l) = ; 
25. 8 = 
In the above example, there is no effective path from p3,1 to ~3,s. On the other hand, it is easy 
to see there are several paths from ps,l to ~3,s. In the rest of this section, we briefly discuss a 
way to calculate average time to send packets around when there are no effective paths. 
In general, there are eight processors possibly connected to each and every processor in the 
mesh system. Among them, only those located to the south, east, or southeast correspond to 
effective paths. When no such effective path exists, we certainly can consider the other neighbors. 
If there is connection between the processor under consideration and a neighbor, and there is 
some effective path leading from that neighbor to the destination processor, then a subeflective 
path has been found. 
Let that neighbor be denoted as (io,ja), let N,(io,jo) and Z’l(i~,jo) denote the number of 
effective paths from (io, jo) to (m, n) and the length of those paths, respectively, then we might 
define the average time to send a packet from (i, j) to (m, n) via (i~,j~) to be as follows: 
Avg,,,&.d = 
4(io,jo) -i- Np(io,jo) 
Np(iO,.iO) . 
(9) 
In particular, we have: 
Avg (3 1) = fi(2, ‘) + N,(2,1) 
2.1 7 
NPG 1) 
10 
= -. 
3 
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Let N be the set of all such neighbors to which (i, j) is connected, the average time to send a 
packet from (i, j) to (m, n) can be defined as the following: 
Avg(i, j) = min (io JO)ENAvg?O.jo(ir 0 (10) 
Alternatively, the average time can also be defined as follows: 
Because of the occurrence of the availability function, it is exceedingly difficult, if possible, to 
give a closed-form solution to both N,(i, j) and Pl (i, j) similar to those achieved in [5] for N,(m, n) 
and Pl(m, n), given in equations (1) and (2). On the other hand, it is quite straightforward to 
write programs, in various programming languages, to solve the relevant recurrence relations, 
defined in equations (6)-(8). This is usually quite sufficient for practical purposes. 
Recurrence relations directly lead to recursive programs. However, since they are involved with 
several levels of recursive invocations, it is imaginable that the resultant recursive programs will 
be quite time consuming. It turns out that dynamic programming works quite well in this case. 
We actually have a polynomial-time algorithm (O(m x n)) to calculate the above functions, with 
all the availability functions arranged as parameters. 
5. CONCLUDING REMARKS 
In this paper, we mainly focus on the impact of possible unavailability of connections between 
processors on the interprocessor communication behavior of an m x n mesh system. Based on 
the analysis, we suggest a mathematical model to capture such dynamic behavior so that we can 
have a more faithful characterization of data transmission inside a mesh system. 
This model not only has its potential application in practice, but it is also quite interesting 
itself in the theoretical sense. As briefly discussed, we can convert this model into a probabilistic 
model, or we can easily obtain a model to study mesh systems with connecting wires of different 
lengths. 
Although this model is discussed for a 2-D system, the technique can be directly transformed 
to work in a 3-D platform. Admittedly, the definition and combinatorial analysis will be more 
complicated in the 3-D case. For example, the definition of NP(i, j) will have seven additive terms 
for the 3-D case, instead of four in the 2-D case. It is not obvious how this technique can be 
extended to study even higher dimension mesh systems, but those systems are highly unlikely to 
appear in practice, either. 
We believe the technique we have demonstrated in this paper can be applied elsewhere to study 
other network architectures with regular topology such as hypercube system. 
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