Abstract We propose incremental node creation algorithm (INCA). INCA emphasizes on architectural adaptation and functional adaptation in a unified frame work. INCA starts from a single hidden node and then trains node one by one incrementally. Two variants of INCA are developed, namely cascade and flat. In the cascade variant, every hidden node is added in a new hidden layer that is connected to the network inputs and all pre-existing hidden nodes. In contrast, the flat variant adds node one by one to a single hidden layer. Sixteen regression problems are used to investigate which network growing strategy provides the better generalization performance. Simulation results reveal that both architectures perform well on all the investigated regression problems of varying complexities. In general, cascade is better than flat architecture except some real world problems. The trigonometric sine activation function provides better approximation capability than log-sigmoid function except some regression problems.
Introduction
The multilayer feedforward neural networks (FNNs) is popularly used class of neural network models for many applications over the past decades due to its flexibility in structure, good approximation capability, and a large number of available training algorithms [1, 2] . The gradient-descent optimization technique based back-propagation training algorithm is extensively investigated in the literature. One of the major issues of FNNs is determining the network architecture prior to training. Recently it has been shown that the cascade network, which allows connections across layers, is more powerful than the FNNs [3] . In this paper we focus our attention on constructive neural networks (CoNN) to determine the architecture automatically during the training process. CoNN is a collection of a group of constructive algorithms, which starts from a minimal architecture and grows the architecture during learning till near optimal architecture is achieved [4] . Many CoNN algorithms suitable for classification and regression tasks are reviewed in [5, 6] , respectively. In general, a constructive algorithm grows in size by a pre-specified network growing strategy. The two well-known networkgrowing strategies are cascade-correlation network (CCN) proposed by Fahlman and Leibere [7] and dynamic node creation (DNC) algorithm proposed by Ash [8] . The former algorithm builds cascade architecture, whereas the latter constructs single hidden layer FNN.
CCN starts the network without any hidden node. First connections' weights between input-output nodes are trained by minimizing the squared error. Algorithm adds node one by one in the current network. The hidden node is connected to all inputs and also all pre-existing hidden nodes. In the first phase, the input connection weights of the current candidate hidden node are trained to maximize the covariance between the candidate hidden node output and network residual error.
where p is the number of training patterns, o is the number of output nodes, V p is the output of the candidate hidden node for the pattern p, e p; o is the residual squared error at output o for pattern p, and V and " e o are the corresponding averaged over all patterns.
In the second phase, current hidden node's output is connected to output nodes and then all inputs at output nodes are re-trained with the frozen input weights of all hidden nodes. In both the phases, QuickProp algorithm [9] is used for adapting the weights. The process is repeated until satisfactory solution is found or the number of hidden nodes installed reached a predefined maximum value. To prevent installation of any useless node, many candidatehidden nodes are trained independently with different random initial weights and then the best candidate node is selected and installed in the current network permanently. This feature solves weight initialization problem but makes algorithm as a computationally expensive.
The CCN has been extensively investigated in the literature and provided contradictory results on generalization capability. The generalization capability of CCN is sometimes cited as problematic. In [10] , Sjogaard proposed a variant of standard CCN known as flat CCN, which adds new hidden nodes to a single hidden layer (cascaded connections are eliminated). The results shows that flat CNN gives better generalization performance in comparison to standard CCN on a single artificial problem. In [11] , Phatak and Koren pointed out that standard CCN is more computational expensive algorithm due to increase in number of inputs of hidden nodes, as the network grows deeper. The generalization capability of CCN may be degraded when algorithm installs many hidden nodes, as it is likely that some short-cut connection weights may be producing intangible effect. The network depth can be drastically reduced by a simple CCN variant called sibling/descendant cascade-correlation network (SDCCN) as proposed by Baluja and Fahlman [12] . However, systematic comparisons show that there are no significant differences between SDCCN and standard CCN on most performance measures. In Thivierge et. al. [13] , implemented optimal brain damage pruning method on both phases of standard CCN for classification problems. It reduced up to half of number of connections required and also improved generalization performance. In Adams and Waugh [14] , reported that standard CCN produced an uneven stair-like output exhibiting poor generalization in comparison to conventional FFN on a Gaussian function approximation problem.
He pointed out that the reason of poor generalization was premature saturation of sigmoidal nodes due to constructive nature of algorithm. In Hwang [15] , argued that such saturation effects are not unique to CNN, as they are potentially present in any neural network using sigmoidal node, including conventional FNNs. As a possible solution to this problem, he proposed non-linear activation functions with trainable parameters.
Fahlman suggested the idea of cascade-2 algorithm to others [16, 17] . Cascade-2 algorithm differs from standard CCN by training hidden node to directly minimize the residual error rather than to maximize its covariance with residual error. Several authors have demonstrated that CCN is effective for classification tasks but not very successful on regression tasks [15, [16] [17] . In Prechelt [17] , investigated problems and improvements in standard CCN. He developed six variants of CCN, including cascade-2 algorithm (cascade) and flat variant of cascade-2 algorithm (cand). He empirically compared these variants and found that there was no significant difference between cascade and cand. In the case where there were differences in generalization, cand was superior to cascade on some problems and inferior on some others and the former case occurred more often. Standard CCN was usually inferior to cascade for regression problems and for classification problems it was often superior due to covariance criterion. In Dandurand et al. [18] , compared the standard CCN and flat CCN using a student-teacher network approximation task. Experiments showed that there was no difference between the generalization capability of both flat and standard CCN but flat CCN learned more efficiently because there were fewer connections to train. CCN has been widely investigated and inspired the many new proposals in the literature [19] [20] [21] [22] [23] . The reviews of constructive algorithms that belong to CCN family are given in [3, 24] .
There is no conclusive decision about which one is better in generalization capability, standard CCN or flat CCN. The standard CNN has the following limitations: (1) CNN has two objective functions, one for training the input connections of candidate hidden node and other for training the output weights simultaneously. Therefore two different optimization procedures are required; (2) Covariance criterion mandates batch training and therefore stochastic optimization method cannot be used in the first phase; (3) All output weights are trained repeatedly and independently from the input training in the second phase.
An attempt to address these limitations, we propose an incremental node creation algorithm (INCA) in this paper. The algorithm emphasizes architectural adaptation and functional adaptation during training. INCA has one objective function to train input and output weights simultaneously. The two variants of INCA are developed namely cascade and flat. The difference between these variants is the presence/absence of connections between hidden nodes. The both variants generalize well on all investigated regression problems. These variants are used to study which network growing strategy is better in the generalization performance.
The activation functions with trainable parameters are most suitable for providing the better prediction accuracy and fast convergence [25] [26] [27] [28] [29] . In past, many researchers have used adaptive slope sigmoidal function in FNNs and reported faster learning and better generalization performance [30, 31] . In this paper, we exploit two activation functions with slope parameter. The log-sigmoid function (logsig) and trigonometric function (sine) are given in Table 1 . The slope parameter is considered as trainable parameter and is adapted by the gradient descent method. The non-monotonic periodic trigonometric functions like sine and cosine have been used extensively in the Fourier neural networks [32] . They satisfy universal approximation theorem [33] .
The rest of this paper is organized as follows: Sect. 2 describes our proposed INCA. The experimental design to compare flat and cascade architectures is given in Sect. 3 . The results are presented in Sect. 4. A discussion is presented in Sect. 5. In Sect. 6, the conclusions are presented.
Incremental node creation algorithm
We propose INCA for regression problems. The single output node has a linear activation function while each hidden layers' nodes has a non-linear activation function listed in Table 1 . INCA differs from the CCN in five aspects: (1) the INCA initializes the network with one hidden node in contrast to a direct connection between inputs and output; (2) the INCA uses only one objective function to train input and output connections simultaneously of each new hidden node. One practical advantage is that there is no need to switch between two different optimizations; (3) the INCA freezes both input and output connection weights of the trained hidden node permanently; (4) the INCA uses gradient descent method in sequential mode for training the hidden node one by one, thus we are not restricted to use batch mode training and (5) The INCA adapts the slope parameter of activation function for each pattern to improve the learning capability of hidden node. We develop two variants of INCA, namely cascade and flat networks to investigate the generalization capability.
Cascade variant of INCA
The cascade network is developed in this section. The algorithm starts from minimal architecture and trains hidden node one by one incrementally during learning. The hidden node is added in the current network that is connected to network inputs, output node and also all preexisting trained hidden nodes. Once the training of the current hidden node is completed then its input and output connection weights are frozen permanently. We assume that there is n-1 hidden nodes at any given point during the constructive training process. The one new nth hidden node is added to the current network as depicted in Fig. 1 .
To reduce the residual error of the network, we choose to train input and output connection weights of this hidden node simultaneously using squared error criterion. The bias connection of output node is trained every time after adding any new hidden node in the existing network.
Let IW n; i represents the weight between the nth hidden node and ith input, while OW k represents weight between the kth hidden node and single output node. The connection weight HIW n;j represents weight between the nth hidden node and previously trained jth hidden node. The weights IW n;0 and OW 0 act as the biases for the nth hidden node and output node, respectively. The biases of the hidden nodes and output node are represented using the 0th auxiliary input, x 0 and 0th auxiliary hidden node, O 0 , respectively. The values of x 0 and O 0 are set to unity.
Let the function f to be approximated is given by a finite set of training pairs x p ; y p ð Þ; p ¼ 1; 2; . . .; P; where P is the number of training patterns. The index p is always assumed to be present implicitly. The nth approximation f n of function f will be generated incrementally for n ! 1; where n; denotes the nth iteration of the algorithm.
If x i is the ith component of the input, then net input for the nth hidden node is:
The output for the nth hidden node is:
where g x; b ð Þ is a non-linear activation function with slope parameter given in Table 1 .
A cascade network with n hidden nodes, the output node implements the following function: 
where f n À 1 x ð Þ is the function implemented by the cascade network that had n À 1 ð Þ hidden nodes and where
We now define the objective function for training the current nth hidden node by (5) that is the squared error function on a per pattern basis.
where e nÀ1 is the residual error prior to adding current hidden nodes i.e. it is the desired output for the current nth hidden node. The cascade network is trained by using gradient-descent method applied to the minimization of the objective function defined in (5) on a per pattern basis.
The weight increment rule can be written as follows:
where W p ð Þ is the weight/bias for pth pattern, and g w 2 0; 1 ð Þ is a learning constant for weight/bias. The slope parameter of activation function can be incremented as follows:
where b p ð Þ is the slope parameter for pth pattern, and g b 2 0; 1 ð Þ is a learning constant for slope parameter. Let e ¼ e nÀ1 À F n x ð Þ ½ be the residual error, then the increment rule for weight/bias and slope parameter are defined by (8) and (9) respectively:
Using chain rule, we can easily derive the following results:
We may write the weight update rules by (15)- (18); for n ¼ 1; 2; . . .; HN; where HN is the maximum number of Fig. 1 The Cascade architecture after adding nth hidden node. The connections denoted by dotted lines are only trained in the nth iteration hidden nodes added in the cascade architecture and p ¼ 1; 2; . . .; P.
Flat variant of INCA
The flat variant of INCA adds node one by one in a single hidden layer incrementally. Flat network do not contain connections between hidden nodes. In the nth iteration, nth node is added in the current network as depicted in Fig. 2 . The connections denoted by dotted lines are only trained in the nth iteration. The algorithm for flat network can be easily derived from the cascade network as discussed in Sect. 2.1 by eliminating the connections between the hidden nodes.
In this paper, we compare the generalization performance of cascade and flat networks to investigate the role of network growing strategies.
Experimental design
A methodology for comparative performance between cascade and flat networks is based on the prediction accuracy (generalization capability) of trained network on independent testing set. For fair evaluation of the generalization capability of two variants of INCA, the benchmark regression problems from the literature are considered. We have chosen 16 different regression problems of varying complexities such as simple, radial function, harmonic function, complicated interaction function, time-series prediction and some real world problems [19, 21, [34] [35] [36] [37] [38] . We have considered 5 real world problems (1)- (5), and 11 artificial function approximation problems (6)- (10) .
(1) Boston Housing Regression Problem (Housing):
We consider Boston Housing regression problem from UCI database [37] . The problem is to predict the housing values in suburbs of Boston using thirteen attributes of house.
(2) Auto MPG (Mpg):
The second problem is Auto MPG regression problem taken from UCI database [37] . The problem is to prediction of fuel consumption in miles per gallon for different models of cars.
(3) Chaotic Henon Map (Henon):
The Henon map is a time-series prediction problem. The chaotic time series data is defined as The laser series problem contains 10,000 data points of intensity fluctuations of laser recorded from a far-infrared laser in a physics laboratory [38] . We used first 3,010 data points. The first 10 data points used to predict the 11th data point represent one instance. The first 1000 instances are used for training, next 1000 are used for validation, and remaining 1000 is used for testing data sets.
(5) Mackey-Glass chaotic time-series (Mackey):
The Mackey-Glass is a chaotic time-series prediction problem in which data points are generated by the following differential equation
where the parameters a ¼ 0:2; b ¼ 0:1; and T ¼ 17. Fourth order Runge-Kutta method is used to generate 2000 data points. The time step used in this method is 0.1 and the initial conditions are x 0 ð Þ ¼ 1:2; x t ð Þ ¼ 0; for t \ 0. We use the four values x t À 18 ð Þ; x t À 12 ð Þ; x t À 6 ð Þ; x t ð Þ to predict x t þ 6 ð Þ. Thus, the number of inputs in network is four and the number of outputs is one. The data points are used in the range of 101; 1624 ½ . (6) 1-D Problems: We consider the following two onedimensional regression problems.
• Sinc function (SincF)
• Simple function (SF) • Simple interaction function (SIF)
Radial function (RF) y ¼24:234
• Harmonic function (HF)
• Additive function (AF)
• Complicated interaction function (CIF)
(8) SAF Problem: We consider the following threedimensional regression problem [34] .
X is uniform in 0; 1 ½ ð28Þ (9) 4-D Problems: We consider the following two fourdimensional regression problems.
• Additive function called (CAF)
X is uniform in À0:25; 0:25 ½ ð 29Þ
• Powell's quadratic function called (PQF)
(10) 5DRF: We consider the following five -dimensional regression problem [36] .
; X is uniform in À1; 1 ½ ð31Þ
The training data for all regression problems (except 1-5 problems) are generated randomly in a given domain. The entire data is normalized in the interval [-1, 1] for all problems. The data is partitioned into training set (trS), validation set (vaS), and testing set (teS), in sequence. The hidden nodes are added and trained one by one up to a maximum of 15 as shown by HN. Each individual hidden node is trained for up to a maximum of 200 epochs as shown by s ð Þ. These two parameters are selected empirically based on the complexity of a given problem. The summary of the data sets used and other training parameters for all regression problems are given in Table 2 . Columns 2 and 3 show number of inputs and outputs respectively. Columns 4, 5 and 6 show the number of training, validation and testing data respectively. The HN and s are given in columns 7 and 8, respectively.
The learning rate g w and g b are set to a default value, 0.1 and 0.05 respectively for all the experiments. The trS is used to update the weights of newly added hidden node during constructive training process. The vaS is used to assess the generalization performance of the network after completing the training of each hidden node. The teS is used to predict the generalization performance of selected network (same configuration of the network, where mean squared error (MSE) at vaS is minimum during training). 30 independent trials are performed for each regression problem. For each trial, initial weights are randomly generated in the interval [-0.5, 0.5] for each hidden node. We started slope parameters of both activation functions with a value of unity and updated them so that they reached their optimal values. For better use of non-linearity, we restricted the slope parameter to be more than 0.2.
Experimental results
This section presents the results of all experiments conducted in this paper. We first evaluate and compare the performance of both cascade and flat networks with backpropagation algorithm in sequential mode (BP) [33] and extreme learning machine (ELM) [40] for Housing and Mpg problems. Recently, ELM has been evolved fast and better generalization algorithm for regression and classification problems. The following measures were used for comparison of generalization performance using logsig and sine activation functions: Table 3 summarizes all results obtained from the experiments conducted over four algorithms on two real world problems. Table 3 , the cascade and the flat networks perform better than BP and ELM for Housing problem. There is no significant difference between all four algorithms for Mpg problem and cascade and flat networks for both the problems. The flat network seems better than cascade for both real world problems. The major focus of this paper is investigating the prediction accuracy of cascade and flat variants. Table 4 presents the summary of simulation results for both variants of INCA using logsig and sine activation functions on 14 problems.
It is obvious from the
For further analysis of the results, we have used paired t-test statistical inference method to test which network growing strategy: cascade/flat is significantly better in generalization performance. The alternate hypothesis for t-test is: ''is cascade better than flat architecture'' on the basis of mean MSE on teS. The results of t-test for both variants are presented in Table 5 . The p-value (probability) obtained with right tailed t-test and t-value (test statistic) is given. If p-value is less than 0.05, then alternative hypothesis is accepted at 95 % confidence level. In the table, the test cases for which flat architecture is better than cascade architecture are highlighted in bold print and the test cases for which there is no significance difference between cascade and flat architecture are underlined.
To establish the generalization capability of best architecture, t-test results given in table 5 are further summarized as in Table 6. 1. The number of regression problems in which, the cascade architecture is significantly better than the flat architecture is given in second column. 2. The number of regression problems in which, there is no significance difference between the cascade and the flat architectures is given in the third column. 3. The number of regression problems in which, the flat architecture is significantly better than the cascade architecture is given in the fourth column.
On the basis of simulation results, we can conclude as follows:
1. Both the cascade and the flat architectures performed well on all investigated regression problems of varying complexities. 2. In general, cascade architecture has better generalization performance as compared to flat architecture. 3. There is no significant performance difference between the flat and the cascade architectures for real world problems. For time series problems cascade is better than flat architecture.
The both variants of INCA employ a greedy approach to construct feedforward network. The algorithm trains hidden node one by one incrementally. We assume that trained hidden nodes in the network are useful in finding the unknown mapping from the training data. Therefore, we froze the input and output weights of existing hidden nodes, and allowed the adaptation in input and output weights of new hidden node. To investigate the reason of better performance of cascade architecture, the sum of mean of hidden nodes for all investigated regression problems is presented in Table 7 .
The generalization performance of the cascade architecture is better than the flat architecture for sine activation function because cascade network installs more hidden nodes as compared to flat architecture. For logsig activation function, the installed number of hidden nodes is approximately equal for both the architectures. This indicates that the cascade architecture is better choice due to the participation of short-cut connections in the learning. The regression problems where training time is a major consideration, the flat architecture may be preferred due to the absence of short-cut connections between hidden nodes. Therefore the flat architecture is more computationally efficient.
To establish the suitability of activation functions for cascade and the flat architectures, we have used rank method on Mean MSE. The activation function producing lowest Mean MSE is assigned a rank 1, and the other is assigned a rank 0. The rank-sum of all investigated regression problems for both architectures is given in first and second rows of Table 8 . In general, sine function provides better approximation capability for both cascade and the flat architectures except HF problem. The logsig activation function provides better results only for HF, and Mackey problems.
Discussions
Previous research provides contradictory conclusion on generalization capability of standard CCN for regression problems. Whereas our simulation results shows that cascade architecture generalize well on regression problems of varied complexities and time-series prediction problems. Previous research did not find out the conclusive decision about generalization capabilities of standard CCN and flat CCN. Littman and Ritter suggested that standard CCN generalized better than the flat CCN whereas Sjogaard suggested that the flat CCN was a better choice than the standard CCN [39, 10] . Prechelt empirically found that the flat variant was superior to the cascade variant for some problems [17] . Dandurand et al. [18] concluded that there was no difference between the standard CCN and the flat CNN in terms of generalization performance. Our simulation results show that both cascade and flat variants of INCA generalize well on regression problems of varied complexities and time-series prediction problems. According to our results, the cascade architecture is superior in generalization performance than the flat architecture for problems of varied complexities and time-series prediction problems. In general, the shortcut-connections between hidden nodes are contributing to provide better approximation capability. There is no significant difference between cascade and flat architectures for Housing and Mpg problems, but flat architecture seems better than cascade architecture for both real world problems.
Adams and Waugh reported that standard CCN exhibits poor generalization for sigmoidal hidden nodes [14] . Our simulation results also show that using logsig activation function, the generalization performance of both architectures are inferior than using sine activation function. The logsig provides better result for Mackey and Harmonic regression function. The suitability of sine activation function on INCA needs to be further analyzed theoretically.
We suggest that further research is necessary to determine the utility of short-cut connections in standard CCN. In this paper, we investigated two extreme network growing strategies, one fully cascaded and another completely flat. Further research could explore more flexible network growing strategies such as SDCCN. In addition, pruning method could be used to remove surplus cascading connections to take advantage of computationally efficient flat architecture and using cascading connections in building powerful-cascaded feature detectors.
Conclusion
This paper presented an empirical comparison between cascade and flat variants of INCA using log-sigmoid and sine activation functions with adaptive slope parameter for sixteen regression problems. The simulation results revealed that the both flat and cascade variants performed well on all investigated regression problems of varied complexities. In general, cascade network was superior in generalization performance than the flat network. There was no significant difference between both architectures for real world problems. The sine activation function provided better performance for both architectures, except some regression problems.
