Abstract-We address the problem of signal denoising and pattern recognition in processing batch-mode time-series data by combining linear time-invariant filters, orthogonal multiresolution representations, and sparsity-based methods. We propose a novel approach to designing higher-order zero-phase lowpass, high-pass, and band-pass infinite impulse response filters as matrices, using spectral transformation of the state-space representation of digital filters. We also propose a proximal gradient-based technique to factorize a special class of zero-phase high-pass and band-pass digital filters so that the factorization product preserves the zero-phase property of the filter and also incorporates a sparse-derivative component of the input in the signal model. To demonstrate applications of our novel filter designs, we validate and propose new signal models to simultaneously denoise and identify patterns of interest. We begin by using our proposed filter design to test an existing signal model that simultaneously combines linear time invariant (LTI) filters and sparsity-based methods. We develop a new signal model called sparsity-assisted signal denoising (SASD) by combining our proposed filter designs with the existing signal model. Using simulated data, we demonstrate the robustness of the SASD signal model across different orders of filter and noise levels. Thereafter, we propose and derive a new signal model called sparsity-assisted pattern recognition (SAPR). In SAPR, we combine LTI band-pass filters and sparsity-based methods with orthogonal multiresolution representations, such as wavelets, to detect specific patterns in the input signal. Finally, we combine the signal denoising and pattern recognition tasks, and derive a new signal model called the sparsity-assisted signal denoising and pattern recognition (SASDPR). We illustrate the capabilities of the SAPR and SASDPR frameworks using sleepelectroencephalography data to detect K-complexes and sleep spindles, respectively.
I. INTRODUCTION
S IGNAL denoising and pattern recognition of time-series data are widely used in many scientific fields, including physics, engineering, medicine, economics, acoustics, biology, and psychology. For example, specific signal patterns in the electroencephalogram (EEG) data, which are useful in clinical diagnosis and cognitive neuroscience, are challenging to detect and distinguish from artifacts. The traditional method for solving the signal denoising problem involves the use of linear time-invariant (LTI) filters. In machine learning, the convenResearch reported in this publication was supported by National Institutes of Health awards K23-NS089922 (YSJ, GVP), R01AG059507 (AN, YSJ, GVP), and UL1RR024992 Sub-Award KL2-TR000450 (YSJ). The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
tional way to recognize patterns in time-series involves three steps: feature extraction, feature selection, and classification.
LTI filters are easy to implement and are also efficient, especially when the frequency band of the signal of interest is known. However, if the signal contains discontinuities, LTI filters over-smooth the region of discontinuities. In contrast, fast iterative methods such as total variation denoising (TVD) [1] - [3] preserve discontinuities or singular points and are suitable for piecewise-constant signals. Though TVD is fast and effective, it often exhibits staircase-like artifacts, especially in regions where the signals are locally approximated by higher order polynomials [4] - [7] . Further, any abrupt change, such as discontinuities or spikes in the signal, spreads out over the whole frequency axis. As a result, the signal is no longer sparse in the frequency domain. Thus, sparsity-based methods such as compressed sensing [8] , [9] with dictionary elements from an oversampled discrete Fourier transform (DFT) matrix cannot reconstruct the signal perfectly.
An alternative approach uses wavelets, which offer an orthogonal multiresolution representation of the signals and have several advantages over traditional Fourier methods in analyzing signals that contain discontinuities [10] . Wavelet-based denoising developed using adaptive thresholding of wavelet coefficients can simultaneously denoise and preserve the singularity points of the signal [11] , [12] . The main drawback of this approach is that it introduces pseudo-Gibbs artifacts at the singular points due to oscillations that are more local and of smaller amplitude near signal's discontinuities. Several prior methods addressed the pseudo-Gibbs phenomenon explicitly. These include wavelet transform modulus sum [13] , waveletdomain hidden Markov models [14] , wavelet footprints [15] , and total variation-based wavelet denoising [16] .
In addition to explicit wavelet-based techniques, denoising is also achieved by decomposing the underlying signal as the sum of two or more components which include a local polynomial signal or low-frequency signal together with a sparse or sparse-derivative signal, or both [17] - [20] . For example, the sparsity-assisted signal smoothening (SASS) algorithm [18] - [20] simultaneously combines LTI filtering and TVD to denoise a wide class of signals. The effectiveness of SASS is mainly due to the computationally efficient designing of zero-phase noncausal high-pass and low-pass recursive filters as banded matrices. The main purpose of the zero-phase property is to eliminate phase distortion introduced by causal linear time invariant filters. In other words, the zero-phase property denoises the signal and also preserves its shape. However, using these recursive filters as matrices introduces three challenges: a) filter response types are limited to low-pass and high-pass filters; b) the orders of the filter numerator and denominator polynomials must be equal; and c) filters with polynomial orders larger than six are highly unstable because the banded matrices are no longer invertible, thus limiting the steepness of the transition bands.
To address these shortcomings, we develop a novel approach to designing zero-phase noncausal filters as matrices. Our method is inspired by spectral transformation of the statespace representation of digital filters [21] , [22] and by forwardbackward filtering [23] . The spectral transformation property expands the filter response types to include low-pass, highpass, and band-pass filters. Moreover, these filters do not require the orders of the numerator and denominator polynomials to be equal. Furthermore, the forward-backward filtering approach to designing zero-phase noncausal filters as matrices does not require a matrix inversion step, thereby making it feasible to design filters of higher orders. The maximum achievable order of the filter depends only on the positive definiteness condition of the reachability and observability Gramians obtained from the state-space representation of the digital filter. In addition, we also develop a proximal gradientbased method to factorize a special class of zero-phase highpass and band-pass digital filters which contain at least one zero at z = 1, so that the factorization product preserves the zero-phase property of the filters and also incorporates a sparse-derivative component of the input into the signal model. The key differences between the zero-phase filters designed in [18] - [20] and our method are as follows: a) the zerophase filters designed as matrices are stable and not sparse, b) the orders of the filter depend on the positive definiteness condition of the reachability and observability Gramians, and c) filter response types include stable low-pass, high-pass, and band-pass filters. Because our zero-phase filters are not sparse, they are computationally expensive when compared with the sparse and banded zero-phase filters designed in [18] - [20] . However, our zero-phase filters are stable, and the filter response type includes narrow band-pass filters which enables the development of new signal models for pattern recognition.
To demonstrate applications of our novel filter designs, we validate and propose new signal models to simultaneously denoise and identify patterns of interest. We use our proposed filter design to test an existing signal model that simultaneously combines linear time invariant (LTI) filters and sparsity-based methods [20] . We develop a new signal model called sparsity-assisted signal denoising (SASD) by combining our proposed filter designs with the existing signal model. Because the zero-phase filters in the SASD signal model are stable, they demonstrate consistent results on changing the orders of the filter. Thereafter, we propose and derive a new signal model called sparsity-assisted pattern recognition (SAPR). In SAPR, we combine LTI band-pass filters and sparsity-based methods with orthogonal multiresolution representations, such as wavelets, to detect specific patterns in the input signal. Finally, we combine the signal denoising and pattern recognition tasks, and derive a new signal model called the sparsity-assisted signal denoising and pattern recognition (SASDPR). In SAPR and SASDPR, we use the prior knowledge of the pattern of interest and design narrow zero-phase band pass filter so the pass band of the filter response covers the frequency band of the pattern of interest. The optimization framework in SAPR and SASDPR are analogous to a pattern recognition problem in machine learning. However, the three key tasks, i.e., feature extraction (orthogonal multiresolution representation), feature selection (via sparsity-inducing norms), and classification (zero-phase band-pass filtering), happen simultaneously.
To demonstrate the capabilities of the SAPR and SAS-DPR, we provide an illustrative example of detecting Kcomplexes and sleep spindles, respectively, in sleep-EEG data. K-complexes, sleep spindles, and slow-wave sleep constitute physiological markers of non-rapid eye movement (NREM) sleep. Recent findings suggest that there exists a bidirectional relationship between NREM sleep and amyloid-beta pathophysiology that may contribute to Alzheimer disease (AD) [24] - [27] . To enhance the understanding of how NREM sleep affects AD pathophysiology, it is necessary to develop accurate methods to automatically detect NREM and other EEG features in large EEG datasets with linked phenotypic measurements and AD biomarker characterization. Our proposed method of detecting K-complexes and sleep spindles demonstrate an improved performance relative to the existing method [28] .
Sections II-A and II-B review the concepts required for state-space representation and spectral transformation of digital filters, respectively. Section III-A presents a novel approach for designing higher order zero-phase low-pass, high-pass, and band-pass digital filters as matrices. Section III-B develops a proximal gradient-based algorithm to factorize zero-phase high-pass and band-pass filters so that the factorization procedure preserves the zero-phase property of the filters and also enables the incorporation of discontinuities in the signal as a sparse derivative. Sections IV-A, IV-B, and IV-C formulate the problems of signal denoising and pattern recognition as a convex optimization problem, and derive iterative procedures to solve them.
Notations: The following general notation will be used throughout the paper. Bold uppercase and lowercase letters denote a matrix and vector, respectively. Uppercase letters that are not bold denote scalars. For any matrix A, A T , A −1 , and Tr {A}, denote the transpose, inverse, and trace of A, respectively. I N represents an N × N identity matrix. The norms · 2 , · 1 , and · F indicate the ℓ 2 , ℓ 1 , and Frobenius norms, respectively. The vectorization of matrix A (columnwise unfolding of the matrix) is represented as vec(A).
II. PRELIMINARIES

A. State-Space Representation
Consider the M -th order stable discrete linear time invariant system transfer function
where a i and b i are the filter coefficients of the numerator and denominator polynomials B(z) and A(z), respectively. The transfer function in (1) can be realized with completely controllable and observable state model equations in a recursive form as in [29] :
where u(k) ∈ R, y(k) ∈ R, and s(k) ∈ R M×1 denote the scalar input, scalar output, and state vector, respectively, and
, and C f ∈ R 1×M , are real constant state matrices, and D f ∈ R 1×1 is a scalar. The recursive form of the digital filter in (2) represents the forward filtering equations of the transfer function H(z) and is denoted by the subscript f. The transfer function H(z) can be expressed in terms of the state matrices as
with the correspondence
Therefore, the filter H(z) can also be represented in statespace as
is the input vector and s(0) is the initial state vector, then the outputs of the filter, denoted by y = [y(0), y(1), . . . , y(N − 1)]
T ∈ R N ×1 , can be expressed as in [23] :
where H f ∈ R N ×N is a lower-triangular Toeplitz matrix of impulse response coefficients, expressed as
and O f ∈ R N ×M is the observability matrix. We assume that the reachability and observability Gramians denoted by W r ∈ R M×M and W o ∈ R M×M , respectively, are positive definite, and satisfy the algebraic Lyapunov equations given as in [30] :
M×M be a nonsingular matrix. It is well known that the transfer function in (1) is invariant under nonsingular transformations [31] . Under the change of variablesx(k) = T −1 x(k), the parameterization of the state-variable can be written aŝ
and the reachability and observability Gramians arê
respectively. Such transformations are called similarity transformations. Under similarity transformations, the transfer function H(z) remains the same and is expressed in a different coordinate system. Further, the eigenvalues of an asymptotically stable system (or modes) are invariant, but the eigenvalues of the Gramians are not invariant. However, the eigenvalues of the product of the Gramian matrices are invariant becauseŴ
M×M denote a diagonal matrix whose diagonal entries are the eigenvalues of W r W o . A transformation T for whichŴ r andŴ o in (8) are diagonal is called a principal axis realization [32] or contragredient transformation [33] . A special case of the principal axis realization transformations whereŴ r =Ŵ o = Σ 1/2 is called an internally balanced transformation [29] . The necessary and sufficient conditions to obtain such transformations are derived in [29, Proposition 10] , [32, Theorem 1] , and [33, Theorem 1] . The details of the algorithm to obtain an internally balanced transformation are presented in [33, Section II] . In addition, the balanced realization withŴ r =Ŵ o = Σ 1/2 has the minimum sensitivity to noise and thus is recommended as a starting realization if numerical algorithms are applied to rational functions [34] [35] .
B. Spectral Transformations for Digital Filters
Spectral transformation [22] provides a useful technique to construct low-pass, high-pass, band-pass, and band-stop filters. Given a prototype stable digital filter with a real rational transfer function H(z) (preferably a low-pass filter), one constructs a composite transfer function of the form
where
Here,ᾱ i is the complex conjugate of α i , |α i | < 1, π(z) is an L-th order polynomial in z, and the order of the filter is G(z) is LM . The functions in (10) are called unit functions [22] . Note that the unit function in (10) , also represents an L-th order all-pass filter. The transformation to obtain the composite transfer function G(z) involves substitution of z −1 in H(z) with the unit function in (10) where the mapping z → F (z) is a mapping of the unit circle onto itself. Therefore, the regions of stability and instability of H(z) are preserved in G(z). The choice of the unit function depends on the frequency response of the composite filter.
Let (α f , β f , γ f , δ f ) denote the state-space representation of 1/F (z). Then, the transfer function G(z) is
where ⊗ is the Kronecker product and 
The relationship between the Gramians of the two filters, H(z) and the composite filter G(z), is expressed as
where Q ∈ R L×L is the positive definite matrix [21, Lemma 3] . Matrices Q and Q −1 are the reachability and observability matrices for the all-pass filter 1/F (z). Because the product of the Gramian matrices of a stable all-pass filter 1/F (z) is an Identity matrix, the second-order modes are all unity [21, Corollary 1] . In addition, if 1/F (z) is internally balanced, then Q = I L . Therefore, if H(z) is a stable filter of order M and 1/F (z) is a stable all-pass filter of order L, then the LM second-order modes of the composite filter
is an internally balanced all-pass filter of order L, i.e., Q = I L , and T be a transformation such that H(z) is any internally balanced filter of order M , then the composite filter G(z) = H(F (z)) of order LM is also internally balanced [21] , [36] . The proof is simple and straightforward. If H(z) and 1/F (z) are internally balanced, then the reachability and observability Gramians are Σ 1/2 and I L , respectively. Therefore,
As the Gramians of the composite filter G(z) are equal and are diagonal, G(z) is automatically internally balanced, and thus demonstrates minimum sensitivity to noise.
III. INFINITE IMPULSE RESPONSE FILTERS AS MATRICES
In this section, we present a novel approach to designing higher-order zero-phase low-pass, high-pass, and band-pass filters as matrices, using spectral transformation of the statespace representation of digital filters and forward-backward filtering. We also propose a proximal gradient-based method to factorize a special class of zero-phase high-pass and bandpass digital filters that contain at least one zero at z = 1. The factorization product almost completely preserves the zero-phase property of the filters and also incorporates any discontinuities, in the signal which are modeled as a sparsederivative signal.
A. Zero-Phase Filters as Matrices Proposition 1. An M -th order prototype low-pass filter H(z) with M 1 zeros at z = −1 and cut-off frequency ω 0 can be spectrally transformed to (a) a composite low-pass filter G(z) = H(F LP (z)) with M 1 zeros at z = −1 and cut-off frequency ω 1 where
, and ξ LP = sin(
) .
(b) a composite high-pass filter G(z) = H(F HP (z)) with M 1 zeros at z = 1 and cut-off frequency ω 1 where
(c) a composite band-pass filter G(z) = H(F BP (z)) with M 1 zeros at z = −1 and z = 1, and center frequency ω 1 where
, and ξ BP = cos(ω 1 ).
Proof. See Appendix A.
Three different categories of digital IIR filters satisfy Proposition 1: generalized digital Butterworth filter [37] , Chebyshev Type-I filter, and Chebyshev Type-II filter. The most important property of these filters is that there exists only one possible way to divide the number of zeros between z = −1 and the passband. Generalized Butterworth filters are a class of digital filters which have maximally flat response in the passband, i.e., no ripples, and their frequency response rolls off towards zero in the passband [37] . The orders of the numerator polynomial and denominator polynomials of these filters need not be equal. As a result of Proposition 1, the composite filter obtained by transforming a generalized digital Butterworth low-pass filter preserves its flatness. Further, Chebyshev Type-I and Chebyshev Type-II digital filters with odd filter orders also satisfy Proposition 1 because the numerator polynomial can be uniquely factorized as the product of two polynomials, with one of them representing the number of zeros at z = −1. However, a flat frequency response is observed only in either the pass-band or stop-band, not in both, unlike the case of generalized digital Butterworth filters.
Using the results of Proposition 1 and (12), we get an internally balanced state-space representation of the composite filter
The lower-triangular Toeplitz impulse response matrix of the composite filter, denoted by G f , is obtained using (6) . The impulse response matrix is LTI and causal, and thus introduces phase distortions into the filtered signal. To avoid phase distortions introduced by the impulse response matrix G f , we propose a simple approach to implement zero-phase noncausal digital filters as matrices. Our approach is based on forward-backward filtering [23] . The resulting filter is zero-phase because it removes the phase distortions introduced by the filter. Further, the filter is noncausal because the backward filter depends on the future state vectors to compute the filter output. It is important to note that the orders of the zero-phase low-pass and high-pass filters are twice that of the composite filter because the overall filter response of the zero-phase filter implemented using the forward-backward filtering approach [23] is G(z)G(1/z). (c) Noncausal zero-phase eighth-order band-pass filter G(z) with center frequency ωn = 0.5π and bandwith ω b = 0.1π. Fig. 1 : The composite filter G(z) is designed using a prototype generalized digital low-pass Butterworth filter H(z) with cut-off frequency at ω c = 0.1π and filter order M = 2. The half-power point or 3dB points are denoted with circle in the frequency response plots. Poles are denoted with crosses whereas zeros are denoted with circles.
Example: We first begin by designing a prototype digital IIR Butterworth low-pass filter H(z). We use the maxflat function in MATLAB [37] [38] to design a maximally flat or classical Butterworth filter of order M = 2, i.e., the orders of the numerator and denominator polynomials are equal. The cut-off frequency ω 0 = 0.1π radians/sample. Based on Proposition 1, the cut-off frequency represents the half-power point, or 3dB point, of the composite low-pass and high-pass filter, or the band-width of the composite band-pass filter. We convert the transfer function H(z) into a state-space representation (A f , B f , C f , D f ) using the tf2ss command in MATLAB, and apply internal balanced transformation [33, Section II] . Depending on the type of frequency response (low-pass/highpass/band-pass) and the required operating frequency ω 1 , the function 1/F (z) is selected and balanced internally (see Proposition 1). Next, using the equations in (12) , we obtain the state-space representation of G(z), which is denoted as
Note that G(z) is already internally balanced because H(z) and 1/F (z) are internally balanced. Finally, we obtain the zero-phase impulse response matrix using (6) and Proposition 2.
In Fig. 1 , we demonstrate the results of Proposition 1 and 2 for a prototype digital low-pass Butterworth filter H(z). We make three important observations based on the impulse response plots in Fig. 1 . First, we note that the impulse response is almost symmetric and noncausal. We use the word "almost" because the response to an impulse δ(n − n 0 ) is not strictly symmetric because of the finite length [18] and non-optimal initial condition of the state-space digital filter. Second, we observe, because the magnitude of the frequency response of a zero-phase filter is square of the magnitude of the original filter, the transition bands are steeper and the halfpower points are now half-magnitude points. As a result, the points on the transition band whose magnitude ∈ (0, 1) are squared, thereby making the transition band steeper. Further, because the pass-band and stop-band of the generalized digital Butterworth filter are flat, the magnitude response of the zerophase filters remains the same. Finally, the order of the zerophase low-pass and high-pass filters are twice the order of the composite filter G(z). Hence, the numbers of zeros at z = 1 for the high-pass and band-pass filter are twice that of the composite filter.
B. Factorization of a Zero-Phase Impulse Response Matrix
In this subsection, we address the problem of incorporating discontinuities in the input signal as K-order sparse derivatives. When the input vector is multiplied with the zerophase filter G T f G f , the resulting output is a filtered signal that depends on the frequency response of the filter. However, these filters over-smooth the discontinuities. In order to preserve the discontinuities, G f should be factorized as G 1 D, where
In other words, the matrix D, when multiplied with an input signal with discontinuities, outputs an N −K ×1 sparse vector, whose non-zero elements represents the singularity points in the input signal. Based on Proposition 1, the numerator polynomial of the composite high-pass or band-pass filters can be factorized as a product of two polynomial functions B 
K , and then the transfer function of the composite filter can be rewritten as 
L is the impulse response matrix of the composite low-pass filter G(z) with cut-off frequency ω 1 .
H is the impulse response matrix of the composite high-pass filter G(z) with cut-off frequency ω 1 , D is the K-order sparse derivative matrix with 0 < K ≤ M 1 , and H 1 is a factor of H obtained by solving (16) .
I is an Identity matrix of size N × N . The degrees of the numerator and denominator polynomials of the composite filter G(z) are equal and developed from the same prototype classical Butterworth low-pass filter [18] - [20] .
Du B is the impulse response matrix of the composite band-pass filter G(z) with pass-band (ω 1 , ω 2 ), ω 1 < ω 2 , and B 1 is a factor of B obtained by solving (16) .
N ×N −K is a lower-triangular Toeplitz impulse response matrix of G 1 (z) and D ∈ R N −K×N , because G 1 represents a partial impulse response matrix with only N − K columns. Thus, the resulting product G T f G 1 D is no longer zero-phase. To overcome this, we solve for G 1 in the least squares sense by imposing zero-phase property on the product
We minimize the following objective function:
The optimization problem in (15) is convex (see Appendix C) and has a closed-form solution. However, the closedform solution requires the computation of the inverse of the lower-triangular Toeplitz matrix G f , which is ill-conditioned, especially when D f (the diagonal element of the impulse response matrix G f ) is close to zero. Further, as the sample size increases, the closed-form solution requires computation and storage of the inverse of a large matrix of size N 2 × N 2 . To avoid these computationally expensive tasks, we propose an proximal gradient decent algorithm to solve (15) . We provide the details of our algorithm in Appendix C. Our proposed method is inspired by the fast iterative shrinkage-thresholding algorithm (FISTA) [39] . Note that the optimization problem in (15) does not impose any constraint on G 1 .
Ideally, G 1 takes the form of a lower-triangular Toeplitz matrix structure, which can be imposed as a set of linear constraints in the optimization problem (15) . However, it will lead only to an overdetermined set of equations with tight constraints. Therefore, we relax the constraint so that the lower-triangular matrix structure of G 1 is preserved and not the Toeplitz structure. Thus, the optimization problem in (15) can be formulated as arg min
where tril applies a lower-triangular matrix constraint on G 1 . The lower-triangular matrix constraint in (16) can also be formulated as a set of equality constraints. Thus, the optimization problem in (16) is a quadratic program with linear equality constraints. Because no matrix inversion step is required in solving (16), we can design higher order filters as long as we can compute Gramian preserving transformations. In Table I , we summarize the properties of the zero-phase 
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filters as matrix operators developed in this section. We denote low-pass filtering, high-pass filtering, and band-pass filtering, by LPF, HPF, and BPF, respectively. The subscripts and superscripts indicate the half-power cut-off frequency points.
Example (Cont.):
In Table II , we use the proposed filter designs in Section III and III-B, and compute various performance metrics that allow us to compare our proposed approach of designing zero-phase filters as matrices with an existing method based on recursive filters, proposed in [20] . We design zero-phase high-pass filters with a cut-off frequency 0.2π radians/second and degrees of the numerator and denominator polynomials M = 4, as shown in Fig. 1b , for different values of sample size N and sparse derivative order K. We compute the value of the cost function obtained by solving the matrix factorization optimization problem in (16) . As can be seen from Table II , the Frobenius norm in (16) increases with K due to the overdetermined nature of the matrix factorization problem in (16) . In most practical applications that perform signal smoothing or denoising, K ∈ (0, 2]. In addition, we also compute the filter norms of the zero-phase high-pass filters in columns four and five of Table II , where h denotes an impulse vector and the impulse is located at the center to avoid transients (see Fig. 1b ). As the value of N increases, we notice that the filter norms obtained by the proposed and existing method of designing zero-phase filters converge.
C. Preprocessing Step
The proposed zero-phase filters introduce undesirable transients at the start and end of the signal when the initial state vectors of the recursive filter are initialized to zero (see Proposition 2) . To remove the effect of undesirable transients, we introduce a preprocessing step. Our approach is inspired by the preprocessing method introduced in [19, Section 4.4].
In the preprocessing step, we pad the input signal of sample size N with P samples of preprocessed data at the start and end of the input signal. The size of P depends on the sampling rate of the input signal. In our work, we choose P as one-fifth of the sampling rate. Further, P samples of padding data at the start and end of the input signal are obtained by using a polynomial fit of the first P and last P samples of the input signal, respectively. Then, the approximate polynomial used for extrapolating the input signal at the start and end, with P samples. The degree of the polynomial approximation depends on the nature of the input signal. The P padded samples at the start and end of the signal are removed after filtering. We avoid a simpler approach, such as zero-padding of the input signal, to escape the abrupt transients that are introduced by zero-padding.
IV. SIGNAL DENOISING AND PATTERN RECOGNITION
In this section, we develop various signal models for signal denoising and pattern recognition. We apply our proposed filter designs to an existing signal model [18] - [20] and demonstrate the robustness of our filter designs using real and simulated data. We also propose two new signal models using our proposed zero-phase narrow band-pass filter to simultaneously denoise and detect patterns of interest. We illustrate the capabilities of the proposed frameworks using sleep-electroencephalography data to detect K-complexes and sleep spindles. All algorithms are evaluated on a Windows computer (2.7 GHz Intel Core i7) running MATLAB 2016b, unless otherwise stated explicitly.
A. Sparsity-Assisted Signal Denoising
In this subsection, we validate the sparsity-assisted signal smoothing signal model [18] - [20] using our proposed filter designs. The details of implementing the SASD and its performance are presented in Appendix D. In particular, we use illustrative examples employing simulated and real data to demonstrate the robustness of our proposed filter designs.
B. Sparsity-Assisted Pattern Recognition
Let y denote the noisy measured signal, which is written as the sum of three components. The first component is a lowfrequency signal x 1 with cut-off frequency ω 0 ; the second is a band-limited signal x 2 in the frequency band [ω 1 , ω 2 ], where ω 0 ≤ ω 1 < ω 2 describes a pattern that is wavelet-shaped; and the third component is residue, which is not necessarily additive white Gaussian. Our goal is to detect patterns of interest in the input signal, i.e., wavelet-shaped components of the band-limited signal x 2 . We begin by modeling the noisy measured signal as
where w is the residual signal. Letx 1 andx 2 denote approximate estimates of x 1 and x 2 , respectively. Given an estimate of x 2 , we can estimate x 1 aŝ
where LPF ω0 (·) is the specified zero-phase low-pass impulse response matrix operator. If estimates ofx 2 is known, then we can write the estimate ofx aŝ
where in (19) we used the prior knowledge of the signal component of interest and limited the continuous high-pass region into a band-pass region where the signal of interest resides. To model the wavelet-shaped signal of interest in x 2 , we use windowed discrete wavelet transform (WDWT). The WDWT coefficients, denoted by k ∈ R W ×V , depend on the window length, windows overlapping factor, and the number of levels of the wavelet decomposition. In our work, we define
whereas
In addition, the WDWT satisfies a generalized version of Parseval's identity [40] , [41] , i.e., Ψ k = y . Using (20) in (19), we getx
where L T L and B T B are the zero-phase filters representing LPF ω0 and BPF ω2 ω1 , respectively. In order to detect the signal patterns of interest, we construct a suitable cost function, expressed as
Because the orders of the numerators and denominators polynomials of the composite low-pass filter are of equal, we can further simplify (D.6) using the identity I − L T L = H T H. In addition, we impose sparsity on the wavelet coefficients and the first-order difference of the reconstructed signal Ψ k. Imposing sparsity on the wavelet coefficients allows the coefficients representing the signal pattern of interest dominate and the remaining coefficients are set to zero, whereas imposing sparsity on the first order difference of the reconstructed signal allows the separation of two or more K-complexes that appear close to each other. Therefore, (22) can be rewritten as arg min
The optimization problem in (23) is convex. In our work, we solve (23) using the alternating direction method of multipliers (ADMM) [42, Chapter 3] . We call our proposed algorithm as sparsity-assisted pattern recognition (SAPR). The details of the SAPR algorithm are listed in Appendix E. On solving (23), 
1) Example:
We provide an example of detecting specific pattern of interest in sleep-EEG data, using the method described in Section IV-B. Based on the sleep scoring guidelines set by the American Academy of Sleep Medicine (AASM), human sleep can be broadly divided into two stages: rapid eye movement (REM) and non-rapid eye movement (NREM) [43] . The NREM stage is further divided into three stages: N1, N2, and N3 [43] . K-complexes and sleep spindles constitute physiological markers of the NREM stage of sleep. The AASM guidelines defines K-complex as "a well-delineated, negative, sharp wave immediately followed by a positive component standing out from the background EEG, with total duration ≥ 0.5 seconds, usually maximal in amplitude when recorded using frontal derivations" [43] . These K-complexes appear within the frequency range of 0.5-2.0 Hz [44] . Current "gold standard" sleep staging and K-complex detection are by visual scoring by trained experts; however, this method is cumbersome and is subject to error with inter-scorer agreement of 82% considered acceptable [45] . Our goal is to automatically detect K-complexes in sleep-EEG data using the SAPR algorithm in (23) , for accurate and rapid EEG processing.
As SAPR is applicable only in batch-processing mode, we consider a fixed window of 30 seconds. The size of the window is determined based on an established scoring criteria [43] used by experts when scoring the K-complexes manually. In Fig.  2(a) , we plot 30 seconds of sleep-EEG data obtained from the C3-A1 channels of the DREAMS database [46] . Each dataset contains 30 minutes of sleep-EEG data sampled at f s = 200 Hz, i.e., 60 epochs of sleep-EEG data with each epoch of length 30 seconds or N = 6000. The "true" regions of Kcomplexes in the 30 second sleep-EEG epoch, as annotated by experts, are shown as red curves in the first plot of Fig. 2(a) . To design the WDWT in (20) and (21), we select a Daubechies wavelet (db2 or D4) as the mother wavelet because it closely resembles with the shape of a K-complex signal. We use a window length of the next highest power of the sampling rate f s , expressed as a power of 2, i.e., W = 2 8 = 256. A window of length W , where W is a power of 2, gives log 2 W levels of wavelet coefficients. In addition, we use 75% overlap between the windows to generate an over-complete dictionary k. We begin by designing a narrow band-pass filter as matrix which spread across the frequency range of the signal of interest. To detect K-complexes, we choose ω 1 = 0.006π rads/s (equivalent to 0.6 Hz), ω 2 = 0.02π rads/s (equivalent to 2 Hz), orders of the filter M = 4, and design a zero-phase narrow band-pass filter, denoted by B T B. We set the highpass filter cutoff frequency ω 0 = 0.006π rads/s (equivalent to 0.6 Hz), and design a zero-phase high-pass filter denoted by
In Appendix F, we develop a methodology to determine the regularization parameters λ 0 and λ 1 , and the rate of convergence parameters µ and η of the SAPR algorithm. We set λ 0 = 160 and λ 1 = 15, µ = 0.5, and η = 0.1 in our work. Note that the parameters µ and η only affect the rate of convergence of the SAPR algorithm and not the final value of the cost function. On solving (23), we get an estimate of B T BΨ k which contain information about the wavelet-like pattern of interest as shown in Fig. 2(b) . To detect K-complexes, we apply the Teager-Kaiser energy operator (TKEO) [47] to estimate the instantaneous energy present in B T BΨ k as shown in Fig. 2(c) . We select regions of TKEO(·) where the instantaneous energy is greater than a fixed threshold value 0.5. We allow the minimum and maximum duration of a detected K-complex to be 0.5 and 2.25 seconds, respectively. The lower threshold of the duration of the K-complex is determined based on the definition of the K-complex whereas the upper threshold of 2.25 seconds is used to minimize the number of false detections caused by slow wave activity which belongs to the same frequency band as the K-complex signal but occur in multiples (see Fig. 7 in Appendix F for an illustrative example). As can be seen in Fig. 2(c) , the SAPR algorithm can separate K-complex like patterns that appear close to each other because of the additional sparsity inducing term DΨ k 1 (see Fig. 6 in Appendix F for the output of the DETOKS algorithm). To further minimize the number of false detections introduced by the slow wave activity, the SAPR algorithm only selects the first peak if two or more Kcomplex like patterns appear within 1.5 seconds duration. If Fig. 2(c) , the SAPR algorithm rejects the second peak detected near the 15 second interval of the sleep-EEG data because it appears within 1.5 second interval of the first peak. Finally, in Fig. 2(d) , we plot the K-complex regions annotated by the experts and the regions detected using SAPR algorithm. As can be seen, the SAPR algorithm detects the expert annotated K-complex regions accurately.
In Table III , we evaluate the performance of the SAPR algorithm for the K-complex EEG dataset [46] using various performance measures. These measures include the F1-score (harmonic mean of accuracy and recall computed across all sample points), Cohen's κ (agreement between the experts and algorithm detected K-complex intervals across all sample point), number of K-complex events detected i.e., the number of overlapping intervals between events detected by the experts and algorithm, and number of false detections, i.e., the number of non-overlapping regions between the events detected by experts the and algorithm. Note that an event consists of a set of sample points. The K-complex EEG repository consists of ten datasets each of 30 minutes duration [46] . Only five of the ten datasets were scored independently by two experts. In our work, we considered only those datasets that were scored by two or more experts because the average value of the Cohen's κ coefficient for the inter-rater manual scoring is 0.208, which is low. We compare the performance of our proposed method with the DETOKS algorithm [28] . In DETOKS [28] , to detect K-complexes, the TKEO is applied to the low-frequency signal (< 2 Hz) which is obtained by removing the transient and oscillatory signal components. We use the same threshold and regularization parameters as mentioned in [28] because we are evaluating the SAPR and DETOKS for the same database [46] . As can be seen in Table III , the SAPR algorithm outperforms the DETKOS algorithm in all measures except for the computation time because the DETOKS algorithm employs recursive sparse banded matrices as zero-phase filters [18] - [20] .
C. Sparsity-Assisted Signal Denoising and Pattern Recognition
Let y denote the noisy measured signal, which is written as the sum of four components. The first component is a lowfrequency signal x 1 with cut-off frequency ω 0 ; the second is a band-limited signal x 2 in the frequency band [ω 1 , ω 2 ], where ω 0 ≤ ω 1 < ω 2 describes an oscillatory pattern; x 3 is the sparse signal with sparse first-order derivative; and the fourth component is residue, which is not necessarily additive white Gaussian.
where w is the residual signal. Letx 1 ,x 2 , andx 3 denote approximate estimates of x 1 , x 2 , and x 3 , respectively. Given an estimate of x 2 and x 3 , we can estimate x 1 aŝ
where LPF ω0 (·) is the specified zero-phase low-pass impulse response matrix operator. If estimates ofx 2 andx 3 are known, then we can write the estimate ofx aŝ
where in (26) we used the prior knowledge of the oscillatory signal of interest. To model the oscillatory behavior of x 2 , we use short-time Fourier transform (STFT). The STFT coefficients, denoted by c ∈ C W ×V , depend on the window length, STFT window overlapping factor, and the length of discrete Fourier transform (DFT). We define Φ :
Note that for a sine window, the STFT satisfies a generalized version of Parseval's identity, i.e., Φc = y . Using (27) in (26), we get 
Because the orders of the numerators and denominators polynomials of the composite low-pass filter are of equal, we can further simplify (29) using the identity I − L T L = H T H. In addition, we can also impose sparsity on the Fourier coefficients c, the signal x 3 and its derivative. Therefore, (29) 
The optimization problem in (30) is convex. In our work, we solve (30) using the alternating direction method of multipliers (ADMM) [42, Chapter 4] . We call our proposed algorithm as sparsity-assisted signal denoising and pattern recognition (SASDPR). The details of deriving the iterative procedure to solve the cost function in (30) of the SASDPR algorithm are listed in Appendix G.
Remark: The signal model in (26) is different from the signal model in DETKOS [28] . The SASDPR method employs zero-phase narrow band-pass filters as matrices to detect the oscillatory pattern of interest whereas in DETKOS [28] uses a zero-phase Butterworth band-pass filter (not designed as a matrix) after detecting the oscillatory pattern. While the DETOKS [28] is limited to detecting oscillatory patterns, the signal model in (26) can be further extended by developing multiple narrow non-overlapping zero-phase band-pass filters and corresponding multiresolution over-complete dictionaries that represent the patterns of interest.
1) Example:
We illustrate an example to demonstrate the performance of the SASDPR algorithm in (30) . In Fig. 3(a) , the noisy input signal y, sampled at f s = 100 Hz, consists of a low-frequency signal of 0.1 Hz, an oscillatory signal belonging to 11 − 15 Hz frequency range, two discontinues, before and after the oscillatory signal, and additive white Gaussian noise. Our goal in this example is to use the signal model in (24) , and reconstructx 1 andx 3 , and also detect the oscillatory pattern x 2 . We begin by designing a narrow band-pass filter as matrix which spread across the oscillating signal's frequency range. To detect the oscillatory pattern, we choose ω 1 = 0.18π rads/s (equivalent to 11 Hz), ω 2 = 0.34π rads/s (equivalent to 15 Hz), filter order of M = 4, and design a zero-phase narrow bandpass filter, denoted by B T B. Next, we set the high-pass filter cutoff frequency ω 0 = 0.004π rads/s (equivalent to 0.1 Hz), and design a zero-phase high-pass filter denoted by H T H. Finally, to design STFT and inverse STFT in (27) and (28), respectively, we use a window length of the next highest power of the sampling rate f s , expressed as a power of 2, i.e., W = 2 7 = 128, with 75% overlap between the windows. To determine the optimal value of the regularization parameters λ 0 , λ 1 , and λ 2 , we perform a grid search of different combinations of λ 0 ∈ {0.01, 0.03, . . . , 0.09}, λ 1 ∈ {0.1, 0.2, . . . , 0.5}, and λ 2 ∈ {0.1, 0.2, . . . , 0.5}. We select λ 0 , λ 1 , and λ 2 , such that the root-mean-square error of x 1 and x 3 are minimized, and the oscillatory patternx 2 is detected. In Fig. 3(b) -(d), we plot the reconstructed signalsx 1 ,x 2 , and x 3 for λ 0 = 0.05, λ 1 = 0.5, and λ 2 = 0.15. Note that the parameter µ in the derivation of the SASDPR iterative method only affects the rate of convergence of the algorithm and not affect the final value of the cost function. In our simulation, we set µ = 1.0. As can be seen in Fig. 3 , using the SASDPR signal model we can reconstruct x 1 and x 3 , and also detect the oscillatory pattern x 2 . The root-mean-square error of the reconstructed signals x 1 and x 3 are 0.041 and 0.029, respectively, as shown in Fig 3. We compare the performance of the SASDPR method with the DETOKS algorithm [28] . The DETOKS algorithm employs recursive sparse banded matrices as zero-phase high-pass filters [18] - [20] . The algorithm decomposes the input signal into three components: a) low-frequency signal, b) oscillatory signal, and c) sum of sparse and sparse-derivative signal. To find the optimal parameters of the DETOKS algorithm for the input signal in Fig. 3(a) , we again perform a grid search and choose λ 0 , λ 1 , and λ 2 such that the root-mean-square errors of x 1 and x 3 3 are minimized, and the oscillatory patternx 2 is detected. We begin by designing zero-phase high-pass filter of order M = 2. For λ 0 = 0.05, λ 1 = 0.5, and λ 2 = 0.15, the root-mean-square error of the reconstructed signals x 1 and x 3 using the DETOKS algorithm are 0.060 and 0.025, respectively.
In Table IV , we evaluate the performance of the SASDPR and DETOKS algorithms, across various sampling rates and filter orders. Because the sampling rate of the simulated signal changes, the position of the discontinuities and oscillatory signal in Fig 3(a) also change. We keep the regularization parameters fixed for the SASDPR and DETOKS algorithms, and evaluate the performance of the two algorithms by varying the sampling rates f s and orders of the filter M . As can be seen in Table IV , the DETOKS algorithm performs well for filter orders M ≤ 2 across all sampling rates. However, when M > 2 and f s ≤ 150 Hz, the zero-phase filters in the DETOKS are no longer stable due to which the reconstruction error is very large. The large reconstruction error is mainly because the sparse-banded matrix designs used as zero-phase high pass filters in DETOKS framework are unstable. In particular, the condition number of G = µAA T +2BB T in [28, Eq. (31a)] is very large and the matrix is no longer invertible. On the other hand, SASDPR algorithm demonstrates a consistent performance across different sampling rates and orders of the filter because the matrix F in (G.7) is always positive definite. While the filter designs in the SASS framework are limited to filter orders of M ≤ 3, the same filter designs when applied in the DETOKS framework are limited to filter orders of M ≤ 2. However, filter designs obtained using our proposed method in Section III can achieve filter orders of M > 3, and also demonstrate a consistent performance across different sampling rates.
2) Example:
We provide an example of detecting sleep spindles in sleep-EEG data using the SASDPR method described in Section IV-C. Sleep spindles are bursts of oscillatory neural activity that are generated by interplay of the thalamic reticular nucleus and other thalamic nuclei during the N2 stage of sleep. These bursts are of at least 0.5 seconds in duration and observed in the sigma frequency range (11-15 Hz). Our goal is to automatically detect sleep-spindles in sleep-EEG data using the SASDPR algorithm in (30) , for accurate and rapid EEG processing.
As SASDPR is applicable only in batch-processing mode, we consider a fixed window of 30 seconds. The size of the window is again determined based on an established scoring criteria [43] used by experts when scoring the sleep spindle manually. In Fig. 4(a) , we plot 30 seconds of sleep-EEG data obtained from the C3-A1 channels of the DREAMS database [48] . Each dataset contains 30 minutes of sleep-EEG data sampled at f s = 200 Hz, i.e., 60 epochs of sleep-EEG data with each epoch of length N = 6000. The "true" regions of sleep spindles in the 30 second sleep-EEG epoch, as annotated by experts, are shown as red curves in the first plot of Fig.  4(a) . We begin by designing a narrow band-pass filter as matrix which spread across the frequency range of the signal of interest. To detect sleep spindles, we choose ω 1 = 0.11π rads/s (equivalent to 11 Hz), ω 2 = 0.15π rads/s (equivalent to 15 Hz), filter order of M = 4, and design a zero-phase narrow band-pass filter, denoted by B T B. We set the highpass filter cutoff frequency ω 0 = 0.02π rads/s (equivalent to 2 Hz), and design a zero-phase high-pass filter denoted by H T H. The choice of the high pass filter cutoff frequency is selected so that the low-frequency signal extracted using (30) represents the deep sleep or slow wave activity of the N3 stage of sleep. Next, to design STFT and inverse STFT in (27) and (28), respectively, we use a window length of the next highest power of the sampling rate f s , expressed as a power of 2, i.e., W = 2 8 = 256. In addition, we use 75% overlap between the windows to generate an over-complete dictionary of the short time Fourier transform coefficients.
In Appendix H, we develop a methodology to determine the regularization parameters λ 0 , λ 1 , and λ 2 , and the rate of convergence parameter µ. In our simulation, we set λ 0 = 0.6, λ 1 = 4.8, λ 2 = 5.6, and µ = 0.1. Note that the parameter µ only affects the rate of convergence of the SASDPR algorithm and not the final value of the cost function. On solving (30), we get an estimate of B T BΦc which consists of the information about the oscillatory parameter of interest as shown in Fig.  4(b) . To detect sleep spindles, we apply the Teager-Kaiser energy operator (TKEO) [47] and estimate the instantaneous energy present in B T BΦc as shown in Fig. 4(c) . We select regions of TKEO(·) where the instantaneous energy is greater than a fixed threshold value 0.05. We allow the minimum and maximum duration of a detected sleep spindle to be 0.5 and 3.0 seconds, respectively. In Fig. 4(d) , we plot the spindle regions annotated by the experts and SASDPR algorithm.
In Table V , we evaluate the performance of the SASDPR algorithm for the sleep spindle EEG database [48] using the same performance metrics defined in the K-complex detection algorithm via the SAPR (see Table III ). The sleep spindle EEG repository consists of eight datasets each of 30 minutes duration. Only six of the eight datasets were scored independently by two experts. Of those six, only four datasets satisfy the minimum sampling rate criteria of 200 Hz set by the AASM [43] . We compare the performance of our proposed method with the DETOKS algorithm [28] . As reported in [28] , the regularization parameter, λ 2 , which controls the sparsity of the STFT coefficients, belongs to a range of values from [7.5, 8.5] . For the performance measures presented in Table  V , we fix λ 2 = 7.0 for the DETOKS algorithm and keep the remaining parameters unchanged. See Fig. 10 in Appendix H for the output of the DETOKS algorithm. As can be seen, the SASDPR algorithm detects more number of sleep spindle events and also demonstrates a higher value F1-score than the DETOKS algorithm across all sample points. The performance of the DETOKS and SASDPR algorithms are almost similar because both algorithms are identifying oscillatory patterns using an over-complete dictionary consisting of the coefficients of the STFT. The main difference between the DETOKS and SASDPR is that the zero-phase narrow band-pass filters are incorporated within the cost function. Although, the DETOKS algorithm is computationally inexpensive, its performance varies on changing the sampling rate or the orders of the zerophase filters (see Table IV ).
V. CONCLUSION
In this paper, we proposed a novel approach to designing higher-order zero-phase filters as matrices using spectral transformation of the state-space representation of digital filters. We also proposed a proximal gradient-based technique to factorize a special class of zero-phase high-pass and band-pass digital filters which contain at least one zero at z = 1. The factorization procedure developed preserves the zero-phase property of the filters and also enables the incorporation of discontinuities into the signal model. Using the proposed filter designs, we validated and developed various signal models for denoising and pattern recognition applications. In SASD, we addressed the problem of signal denoising by simultaneously combining LTI filtering and sparsity-based techniques, and demonstrated consistent results in reconstructing the original signal when the orders of the filter are varied. In SAPR and SASDPR, we developed a general framework that combined orthogonal multiresolution representations, LTI filtering, and sparsity-based techniques to denoise and detect patterns of interest, simultaneously. Our proposed SAPR method reduced the number of false detections in identifying K-complexes in sleep-EEG data relative to the existing method. Further, using simulated data, we showed the robustness of the SASDPR method across fixed regularization parameters and varying sampling rate.
The SAPR and SASDPR model can be extended to simultaneously detect multiple patterns of interest, which reside in non-overlapping frequency bands. In the future, we plan to develop signal models that combine stable zero-phase nonoverlapping band-pass filters and corresponding over-complete dictionaries, to detect multiple patterns of interest, simultaneously. We also plan to develop stable and sparse zerophase filters so that the computational cost is minimized while improving the performance of the various signal models presented in this work. 
In particular, replacing z −1 with 1/F HP (z) in B 1 (z), we get
Therefore, the composite high-pass filter G(z) contains M 1 zeros at z = 1 and can be written as
, and A ′ (z) = A(F HP (z)). The value of ξ HP depends on the cut-off frequency of the prototype low-pass filter and cut-off frequency of the composite highpass filter.
APPENDIX B FORWARD-BACKWARD FILTERING
Let (A f , B f , C f , D f ) denote the state-space representation of the forward filter. Then, based on (2), we get
denote the state-space representation of the backward filter. Next, we express the forward filter in terms of a backward filter and find the relationship between
. From the state equation of (B.1), we get PSfrag replacements
Rev y Rev forward backward Fig. 1 : A block diagram illustration of the forward-backward filtering approach. The forward filter computes the filter outputs using (5) for the given transfer function whereas the backward filter computes the output using (B.6).
the output as
Therefore, an equivalent representation of
Because the backward filter is noncausal, impulse response coefficients are expressed as
In addition, the relationship between input and output vectors for a backward filter is expressed as
where s(N − 1) is the initial condition of the state vector in the recursive implementation of the backward filter,
where G b is an upper-triangular Toeplitz matrix representing the impulse response matrix, and O C b is the observability matrix of the backward filter. We observe that on substituting
where G f is the impulse response matrix in (6) for the forward filter represented by (A f , B f , C f , D f ). In Fig. 1 , we provide a block diagram illustration of the forward-backward filtering approach [23] . If p denotes the output of the forward filter, then
The output of the forward filter is the input to the backward filter, and thus, we get
where (B.10) is obtained from (B.8). Since the initial states of the forward and backward filter are set to zero, the impulse response matrix of the composite filter with zero-phase is expressed as G
APPENDIX C MATRIX FACTORIZATION OF ZERO-PHASE FILTERS
Expanding the Frobenius norm as the trace of the inner product, and selecting terms that only depend on G 1 , the optimization problem in (16) can be written as arg min
The trace of the product of two matrices can be written as the dot product of two vectors using the vectorization operator, i.e., tr(A T B) = vec(A T )vec(B). Thus, objective function can be rewritten in vectorized form as arg min
Using the mixed-product property of the Kronecker product, the objective function can be further simplified as arg min
The objective function in (C.1) is convex because
} is a convex set, because any linear combination of lower-triangular matrices is always a lower-triangular matrix. Therefore, the optimization problem in (15) is a quadratic program with linear equality constraints, and thus convex. There are many efficient ways to solve the optimization problem in (15), however, for sufficiently large N , solving (15) would require computing and storing a large Kronecker product DD
, and also find its pseudo-inverse. Further, when D f is close to zero, inverting G f is not stable because it is an ill conditioned matrix. To avoid the computational and storage burdens of solving (15), we develop an accelerated projected gradient descent approach. In particular, we use the fast iterative shrinkage-threshold algorithm (FISTA) to solve the optimization problem in (15) . First, we rewrite the cost function as arg min
where ψ(·) is given (C.1) and φ(·) imposes a lower-triangular matrix constraint on G 1 . The iterative shrinkage operator denoted by p L (·) is given as
where b ∈ R N (N −K)×1 is the vectorized version of the lowertriangular matrix to be found and L is the Lipschitz constant. The lower-triangular constraint can be directly incorporated
end procedure into the optimization problem (C.3) by imposing the constraint b ∈ T , which gives us the following objective function:
where the gradient of the cost function in vectorized form
The constraint is applied by reshaping the N (N − K) × 1 vector vec(G 1 ) into an N × N − K matrix G 1 and applying lower triangular matrix constraint using tril command in MATLAB. In the initialization step, we initialize G 
APPENDIX D SPARSITY-ASSISTED SIGNAL DENOISING
Let y denote the noisy measured signal, which can be modeled as an additive mixture of a low-frequency signal x 1 and a sparse-derivative signal x 2 :
where w is assumed be stationary white Gaussian noise. Let x 1 andx 2 denote the approximate estimates of x 1 and x 2 , respectively. Given an estimate of x 2 , we can estimate x 1 aŝ
where LPF ω1 (·) is the specified zero-phase low-pass impulse response matrix operator. If an estimate ofx 2 is known, then we can write the estimate ofx aŝ
In (D.3), we assumed that the orders of the denominator and numerator polynomials of the composite filter G(z) are equal and used the identity HPF ω1 (u) {I − LPF ω1 }(u). Using the definitions of LPF ω1 and HPF ω1 in Table I , we get
Now, we can incorporate the sparse derivative nature of x 2 in (D.4) by factorizing the zero-phase impulse response matrix
As x 2 is unknown, we cannot directly estimatex from (D.5). Let Dx 2 = v, where v is sparse, i.e., x 2 is the sparse derivative signal. In order to estimate x, we minimize the following cost function:
where λ is the regularization parameter. The cost function in (D.6) is convex. Because the orders of the numerator and denominator polynomials of the composite low-pass filter are equal, we can further simplify (D.6) using the identity Table I ). Therefore, (D.6) can be rewritten as
The optimization problem in (D.7) is a standard ℓ 1 norm sparse least squares problem, which can be solved using iterative optimization techniques [39] , [49] - [53] . In our work, we solve (D.7) using the fast iterative shrinkage/threshold algorithm (FISTA) [39] . We use FISTA because most proximal algorithms work under extremely general conditions, including cases where the functions are non-smooth, and it offers an improved convergence rate O(1/k 2 ) while ISTA demonstrates convergence rate of O(1/k). We skip the details of the algorithm and direct the readers to [39] for more details. On solving (D.7), we get v, using which we can estimate x 2 = Sv when K = 1, where S ∈ R N ×N −1 is the integration matrix [18] , [19] and given as 
where v j is the j-th entry of v and sign is the sign function.
We demonstrate the effectiveness of SASD and verify the optimality condition (D.9) with the help of an illustrative example.
1) Example:
We illustrate an example to demonstrate the performance of the SASD method proposed in Section D. In Fig. 2(a) , we plot a noisy measurement signal segment, where the original signal contains a low-frequency sinusoid with two discontinuities that appear at sample indices 90 and 180, respectively [17] . To denoise the measured signal with minimum root mean-square error (RMSE), we first need to determine the cut-off frequency of the low-pass filter ω 0 and design the zero-phase high-pass. An estimate of the cut-off frequency is obtained from the Fourier spectrum plot of the measurement data. The cut-off frequency is set to ω 1 = 0.044π rad/s, and we use that value to design an sixth-order zero-phase high-pass Butterworth filter (M = 3), denoted by H T H. In the preprocessing step, we extrapolate the input sequence at the start and end by P = 20 samples, obtained using first-order polynomial approximations of the first P and last P samples, respectively. In Fig. 2(b)-(d) , we plot the low-frequency signal x 1 , and the K-order sparse derivative signal x 2 for K = 1, and regularization parameter λ = 1.0. An initial estimate of λ is determined using the 'three-sigma' rule [18] . In Fig.  2(b) and (c), we plot the reconstructed low-frequency signal obtained by solving (D.2) and sparse-derivative signal given as x 2 = Sv, where S is given in (D.8), respectively. The noise free low-frequency signal preserves the smoothness of the input signal whereas the reconstructed signal x 2 preserves the discontinuities. Finally, in Fig. 2(d) , we plot the denoised input signal. The denoised signal x is obtained from (D.4), with RMSE = 0.063.
To demonstrate the robustness of the proposed filter designs in the SASD signal model, we perform a Monte Carlo simulation across different orders of filter and noise levels. In Table 1 , we present the average values of the root-mean square error and convergence/computation time of the proposed and existing methods for 100 realizations of each setting of the order of the filter and noise level. As can be seen, our proposed filter designs when applied in the sparsity-assisted signal smoothing (SASS) signal model demonstrates consistent performance across different orders of filter when the noise level is held constant. In contrast, the SASS method, although computationally efficient, demonstrates variable performance when the noise levels are held constant and the order of the filters are changed. Furthermore, the low-pass filtering cannot preserve the discontinues, and thus, the root-mean-square error obtained using low-pass filtering increases on increasing the noise levels. Similarly, the total variation denoising method introduces staircase-like artifacts and cannot preserve the smoothness of the signal, and therefore, demonstrates higher root-mean-square error than the proposed method.
2) Example:
We illustrate the application of SASD algorithm for denoising real electrocardiogram (ECG) signal. The purpose of this example is to validate the proposed filter designs using real data and also demonstrate the matrix factorization method proposed in Section III-B when the order of sparsity K = 2. The noisy signal y, as shown in light gray color in Fig. 3 , consists of two PQRST segments of the electrical activity of the heart. Our goal is to denoise the ECG signal such that the PQRST segments are preserved. We begin by applying a low-pass filter with normalized cut-off frequency ω 0 = 0.02 rads/s. The low-pass filter can denoise P and T segmetns; however, as shown in Fig. 3(a) , it cannot preserve the peak-to-peak voltage of the QRS complex. In Fig. 3(b) , we apply the TVD with a regularization parameter λ = 20 which was determined using a grid-search technique. The TVD method suppresses the noise and also preserves the peakto-peak voltage in the QRS complex; however, it introduces staircase-like artifacts because it treats smooth segments of the signal as piecewise constants [3] . On the contrary, both SASS and SASD, preserve smoothness and discontinuities because the cost function to be minimized accounts for filtering, and ramp-like signals when K = 2 (second-order sparse derivative), i.e., QRS complex.
The output of the SASS algorithm in Fig. 3 
3(d).
Note that the cost function of SASD in (D.7) does not use sparse banded matrices as filters and requires precomputed matrix H 1 obtained using the matrix factorization method discussed in Section III-B. The SASD algorithm takes approximately 5.0 seconds to converge given that the factorized matrix, H 1 , obtained by solving (16) , is precomputed. Clearly, in terms of computational cost, the SASS algorithm outperforms the SASD because the zero-phase filters employed in the SASS algorithm are banded and sparse, which makes them computationally efficient. However, it is important to note that the proposed filter designs and matrix factorization method in Sections III-A and III-B, respectively, can be employed for signal denoising.
APPENDIX E DERIVATION: SPARSITY-ASSISTED PATTERN RECOGNITION
We apply the ADMM [42, Chapter 3] to solve the cost function in (23) . We begin by decoupling the cost function in (23) using the 'variable splitting' method. The cost can be written as arg min
Applying ADMM to (E.1) gives
(E.2b)
To solve (E.2a), we make the following substitutions: M = B T BΨ , which simplifies (E.2a) to
The above equation is a standard least squares problem whose solution is given as
Using the matrix inversion lemma [55] to expand (M T M + µI) −1 , we can further simplify (G.5) as
Furthermore, the outer product of M M T = (B T B) 2 where we used the generalized version of Parseval's identity for the WDWT operator, i.e., ΨΨ T = I. Let F be defined as
Using (G.6), we can simplify (G.5) as a two-step solution, which is implemented as
To solve (E.2b), we again apply variable splitting and rewrite (E.2b) as
Using the scaled augmented Lagrangian, we can minimize (E.7) by developing the following iterative procedure
To solve (E.8a), we remove those terms that are not dependent on k from (E.8a) and make the following substitution:
Therefore, (E.8a) can be simplified as
The solution of (E.10) is the solution to the least absolute shrinkage and selection operator (LASSO) problem [12] and expressed as
To solve (E.8b), we simplify the cost function as follows:
η Dx 1 , and h(v) = Ω(Ψ v). In (E.16), we used the semi-orthonormal linear transform of the proximal operator [56] . The proximal operator in (E.16) can be further simplified as
= arg min
where tvd(·, ·) represents the solution to the total-variation denoising problem [57] , [58] . Therefore, the solution to the optimization problem in (E.8b) can be written in two-steps as
The details of implementing the SAPR algorithm is listed as Algorithm 2.
APPENDIX F K-COMPLEX DETECTION
A. Parameter Selection
In this Appendix, we develop a methodology to tune the regularization parameters to solve the optimization problem Algorithm 2 Sparsity-Assisted Pattern Recognition (23) procedure SAPR(y, H, B, λ0, λ1, µ, η) initialize in (23) . We begin by the discretizing the regularization parameters so that λ 0 ∈ [100, 160] and λ 1 ∈ [10, 70], in step sizes of 5 and 5, respectively. Because performing a grid search on the entire K-complex EEG database in [46] is computationally expensive, we choose a small set of epochs to determine the feasible operating region of the regularization parameters. We select one epoch from each dataset, such that the minimum sampling rate of the dataset is 200 Hz, the dataset is annotated by at least two experts, and the selected 30 second epoch contains maximum number of K-complexes. Note that the length of each epoch is determined based on an established scoring criteria [43] used by experts when scoring K-complexes manually. Next, to determine a feasible operating region of the regularization parameters, we perform a grid search using the selected epochs (total of five epochs where each epoch is of 30 seconds length, i.e., N = 6000 samples). To evaluate the performance of the SAPR method, we compute the specificity and sensitivity across all sample points of the selected epochs for all regularization parameters. In Fig. 4(a) and (b) , we plot the average value of the sensitivity and specificity across all λ 1 and λ 2 . As can be seen, regions consisting of high values of specificity demonstrate low values of sensitivity and vice versa. To find a good balance between specificity and sensitivity, we use contour plot (solid black line in Fig.  4(a) and (b) ) to indicate the regions where the specificity and sensitivity are 0.975 and 0.75, respectively. The contour represents the feasible operating region of the regularization parameters. Thereafter, to determine the parameter µ and η which affect the rate of convergence of the SAPR algorihtm, we compute the average value of the cost function in (D.7) for the selected epochs for different combinations of µ and η. Note that the parameters µ and η does not affect the final value of the cost function. As can be seen in Fig. 4(c) , the algorithm converges fastest when µ = 0.5 and η = 0.01.
Using Fig. 5 , we reduced the search space of the regularization parameters from a two dimensional space to a feasible operating region represented as the space between the two solid lines in Fig. 4(a) and (b) . Finally, to find an optimal value of the regularization parameters λ 1 and λ 2 in the feasible operating region, and compute various performance measures across different values of λ 1 and λ 2 for the selected epochs, and plot these measures in Fig. 5 . As can be seen, the number of correctly and falsely detected events does not vary across the regularization parameters. However, the average value of precision across all sample points of the selected epochs increases on increasing the regularization parameters. To find a good balance between the performance metrics identified in Fig. 5 , we select λ 1 = 160.0 and λ 2 = 15.0. Note that we determined the regularization parameters using selected epochs of the K-complex database [46] . For our sample, there were four females and the mean age 27.40 ± 11.055 years. The peak-to-peak voltage of the K-complex signal depends on the average age group of the cohort. For instance, an elderly cohort tends to generate a lower average peak-to-peak voltage than a young cohort. In such scenarios, the regularization parameters can be determined using the methodology in described in Appendix F, or by rescaling the amplitude of the original input signal to match the average peak-to-peak voltage of the [46] database and using the optimal regularization parameters of the K-complex database in [46] .
B. Examples
In Fig. 6 , we plot the output of the DETOKS algorithm for K-complex detection using sleep-EEG data from excerpt4.edf dataset. The DETOKS algorithm detects the K-complex regions accurately. However, it cannot separate Kcomplexes that appear close to each other. In addition, the TEKO is non-zero in regions where there is no K-complex signal. In contrast, as shown in Fig. 2 , the SAPR algorithm generates individual peaks for every K-complex pattern it detects. Further, the TKEO output generated using the SAPR algorithm is zero when there is no K-complex signal.
In Fig. 7 , we plot the output of the SAPR algorithm for excerpt1.edf. The sleep-EEG epoch in Fig. 2(a) consists of two K-complex regions as annotated by experts and slow wave activity around 6 − 12 seconds. The AASM scoring manual defines slow wave activity as "waves of frequency 0.5 − 2.0 Hz and peak-to-peak amplitude > 75 µV, measured over the frontal regions referenced to the contralateral ear or mastoid. K-complexes would be considered slow waves if they meet the definition of slow wave activity." To minimize the number of false detections caused by slow wave activity, we use an upper threshold of 2.25 seconds to remove the slow wave activity. In addition, if the TKEO energy is above a certain fixed threshold, and two or more peaks representing the K-complex patterns that are closely separated (within 1.5 seconds duration) are detected, then we select the first peak. By selecting the first peak, we are minimizing the number of false detections caused due to slow wave sleep which belongs to the same frequency band as the K-complex signal. not affect the final value of the cost function. As can be seen in Fig. 8(c) , the algorithm converges fastest when µ = 0.1.
Using Fig. 8 , we reduced the search space of the regularization parameters from a three dimensional space to a feasible operating region between the two solid lines in Fig. 8(a) and (b). To find the best λ 1 and λ 2 , we select points in the feasible operating region and plot the performance of the SASDPR algorithm in Fig. 9 for the selected epochs. We notice that the number of correctly and falsely detected events decreases on increasing the value of the regularization parameters. However, the average value of precision across all sample points of the selected epochs increases on increasing the value of the regularization parameters. To find a good balance between the performance metrics identified in Fig. 9 , we select λ 1 = 4.8 and λ 2 = 5.6.
B. Example
In Fig. 10 , we plot the output of the DETOKS algorithm for sleep spindle detection using sleep-EEG data from excerpt5.edf dataset. The algorithm decomposes the in- put signal into three components: a) low-frequency signal, b) oscillatory signal, and c) sum of sparse and sparse-derivative signal. A Butterworth band-pass filter with passband [11] [12] [13] [14] [15] [16] Hz is applied to the oscillatory pattern to obtain the output in Fig. 10(b) . In Fig. 10(c) , using the TKEO, we detect the sleep spindle regions so that the TEKO is above a fixed threshold of 0.03.
