Abstract Transportation networks provide an essential contribution to addressing the needs of reliable and safe mobility in urban environments. The core of these networks is made up of infrastructure such as roads and bridges that often, have not been designed to meet current needs. Optimal management requires an accurate knowledge of how existing structures behave. This helps avoid unnecessary replacement and expensive interventions when cheaper and more sustainable alternatives are available. Structural-model updating takes advantage of measurements and more qualitative observations to identify suitable behaviour model classes and values for parameters that influence real behaviour. Error domain model falsification (EDMF) has been proposed as a robust population-based methodology to identify sets of models by comparing finite-element model predictions with measurements at sensor locations. This paper introduces a methodology, which is compatible with EDMF, to assess the reserve capacity of bridges for serviceability and ultimate limit states. A case studythe structural identification o f a r einforced-concrete b ridge i n S ingapore -i llustrates the framework developed for the estimation of reserve capacity. Several analyses with increasing levels of model detail using design and updated values of relevant parameters are presented. Traffic-load specifications of design-stage codes (British Code -1978) and current codes (Eurocodes) are compared. Results show that typical conservative practices carried out during design and construction have led to an as-built reserve capacity of 60%. A large proportion of the as-built reserve capacity has been exploited to accommodate dramatically increased values of traffic-load specifications that are provided by current Singapore codes which have caused a reduction in reserve capacity to 20%. Such a reduction may be less significant in countries where code specifications have not changed as much. Finally, it is shown that advanced methods of analysis and assessment are more suitable than designstage approaches to quantify the reserve capacity.
used to develop current codes for design and assessment can be found in [18] . For example, in the USA, information of bridge conditions from inspection is incorporated into the load and resistance factor rating for the assessment of bridges [27] . These activities indicate a growing recognition that advanced methods of analysis and assessment help activate reserve capacity that remains hidden when conservative design-like approaches are performed.
Structural identification is used to improve knowledge of structural behaviour [11] . When structures are modelled, for instance using finite elements (FE), structural identification is often referred to as model updating. In model updating, measurements are carried out and used to improve the accuracy of model predictions. While measurements provide additional information for assessment of structures, structural identification involves the use of models that are based on many assumptions and several sources of important uncertainties. Most approaches, such as traditional applications of Bayesian model updating, involve the assumption that uncertainties have zero means [7, 19, 24] . When a systematic uncertainty is admitted, it is usually treated as a parameter to be identified, assuming that the systematicbias value is the same at all measurement locations [45] . Furthermore, additional assumptions of uncertainty independence and Gaussian forms are not compatible with the context of civil infrastructure [34] . Error-domain model falsification (EDMF) [21] is a more robust approach to structural model updating compared with traditional Bayesian updating since EDMF provides more accurate (albeit less precise) model-parameter identification without having to make assumptions on values of uncertainty correlations [33] .
In order to improve the assessment, advanced models and sophisticated analyses can be conducted. This procedure is similar to the levels-of-approximation methodology [29] used in many codes -that requires further refinements of models if simpler ones are not satisfactory [38] . Much literature, for example [48, 16] includes evaluations of the strength of deteriorated structures by adding into the analysis deterioration mechanisms and their consequences such as reduction of steel diameter, loss of concrete cover and reduction of stiffness due to cracking. Also, two studies [26, 40] involving destructive tests on full-scale bridges highlight the importance of non-linear analyses, material degradation and in-situ boundary conditions for ultimate capacity assessment.
Non-linear finite element analyses (NLFEA) and model calibration have been employed to assess the structural safety of concrete bridges [36, 54] . Use of NLFEA requires the initial setting of several parameters related to characteristics such as constitutive laws of materials that are seldom known precisely and often calibrated through available databases [37] , indirect experiments and laboratory tests [13] , which are not directly related to the real behaviour of a given structure. Also, model-validation procedures based on minimisation of residuals between expected and observed behaviour may lead to deceptive conclusions, since incorrect assumptions in modelling and wrong values of input parameters can compensate each other thus creating situations where bad model predictions fit observations [33] . Therefore, iterative refinement of FE models [42, 35] and strong validation methods based on extrapolation are preferred [46] .
In previous studies, the employment of EDMF has led to an increase of 30% of reserve capacity for deflection on the Langensand Bridge [20] . In that paper, the reserve capacity is defined as the relative difference between the most critical prediction provided by the updated models with the prediction of a design model. No detail on how model uncertainty affects the estimation of reserve capacity is provided. Pasquier et al. [31, 32] developed an approach based on EDMF to evaluate the fatigue reserve capacity using the traffic loading obtained by codes and weigh-in-motion measurements. Although this approach integrates model uncertainty into remaining-fatigue-life predictions, the capacity of the structure is assessed by applying partial safety factors and determining the shortest confidence interval that includes a probability of 95% for each prediction location. The most conservative (i.e. the lowest) bound of this interval is the estimated fatigue life. Few probabilistic approaches have been applied to integrate measurements into assessments of the load carrying capacity of existing bridges. Furthermore, no general framework is available to convert structural identification results into serviceability and ultimate capacity assessments.
This paper proposes a data-interpretation approach to assess the reserve capacity (RCap) of existing bridges. This approach covers serviceability and ultimate limit states and complies with current code guidelines for assessment of existing structures. Moreover, the proposed framework is appropriate when population-based methodologies such as EDMF are employed for structural identification. In this approach, deterministic design-values of actions -taken for current codes along with relevant safety factors -are employed, while structural capacity is computed using standard reliability methods. This helps compare results with code requirements.
Previous research involving EDMF has not involved the challenge of ultimate-strength identification behaviour -with the only exception of fatigue since measurement data, which are used for falsification, have been obtained for situations involving elastic behaviour only. This paper provides a strategy to meet this challenge and highlights the importance of identification and advanced simulation for the assessment of ultimate capacity.
First, essential background information on structural reliability and EDMF is presented. Section 3 contains the proposed framework for RCap assessment. Section 4 contains results of a full-scale case study of a bridge. Finally, limitations of alternative analysis and modelling approaches for RCap assessment are discussed.
Background

Reliability analysis for existing structures
The most general formulation of structural safety in civil engineering involves two stochastic quantities: one, representing the effect of actions (E); the other, a corresponding capacity or resistance (R). Structural safety is verified when:
Traditional checking for structural safety follows deterministic patterns, in which design values of action effects (E d ) and resistance (R d ) are derived from a number of characteristic values by means of safety factors (γ). Resistance safety factors consider material properties and model uncertainties. Action safety factors take into account uncertainties in load magnitudes and the type of structural analysis that is conducted. In probabilistic approaches the quantities that influence the problem are introduced as variables, with their distribution types and respective parameters; therefore, no safety factors are required. Although safety factors guarantee a certain structural safety at design stages, they have not been calibrated for being used in advanced analysis and for assessment purposes. For example, when NLFEA are conducted, some authors suggest considering higher modelling uncertainties than those included in design safety factors [51, 43] . Probabilistic approaches help increase the safety-checking accuracy, through including information on action effects and resistance collected during the structural appraisal. Therefore, their employment in RCap estimation is of interest.
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Probabilistic approaches
Safety and serviceability are the two principal design criteria for structures. Both requirements are related to a defined period and are traditionally satisfied by minimum-cost strategies. Each requirement is formulated using a limit-state function. The simplest limit-state function is defined as the safety margin which is the difference between action effects and resistance:
where X represents the random variables that describe the problem and the assessment requirements.
The failure condition can be expressed in terms of probability of failure:
Although the limit state function often involves many variables and the direct calculation of p f is not possible, there are several methods to compute the probability of failure. In full-probabilistic methods, limit-state functions and distribution functions are introduced with no approximations and calculations are often carried out using stochastic simulations such as the Monte Carlo method. Alternatively, the calculation effort can be reduced though employing approximation methods -usually FORM (First-Order Reliability Method) or SORM (Second-Order Reliability Method). In semi-probabilistic approaches the variables X are introduced by a unique value (i.e. the design value). These methods do not calculate a failure probability, since they only check whether a defined target level is satisfied or not [44] . Considering the limit-state function in Equation (2), it is convenient to measure structural safety in terms of the reliability index (β), which is related to the probability of failure:
where Φ is the standard normal probability density function. If the variables R and E are normal or log-normally distributed, the reliability index can be computed directly. Otherwise, the FORM/SORM method may be employed.
Semi-probabilistic approaches
In most practical applications, simple semi-probabilistic methods suffice to perform the safety evaluation of a structure. In this approach, the requirement is β ≥ β 0 , whereby β 0 is the safety level prescribed by codes. The design values of resistance (R d ) and action effects (E d ) -described by their mean values (µ R ,µ E ) and coefficients of variation (ν R ,ν E ) -are computed, and structural safety is verified when:
The expressions (1 ± α x β 0 ν x ) are design safety factors, with α R and α E being the socalled sensitivity factors, expressing the importance of each variable in the determination of the probability of failure. It is generally conservative to assume the sensitivity factors α R = 0.8 and α E = 0.7. One of the simplest stochastic models for the resistance considers R as the product of the nominal resistance R n by the random variables M , G and F [43] :
where M , G, F are random variables that represent modelling, geometrical and material uncertainties respectively. Assuming that the bias (systematic variation) is neglected, mean values of those variables are assumed equal to unity (i.e. µ M = µ G = µ F = 1.0). The coefficient of variation is given by:
where ν M ,ν G and ν F being the coefficients of variation of M , G and F , respectively. It is assumed in the expression above that these variables are statistically independent. However, the evaluation of uncertainty magnitudes is often challenging. While ν M and ν G are often taken from the literature, ν F can be estimated using the methodology initially proposed in [15] and later adopted by the fib Model Code 2010. In this method, the random variation of material properties is assessed using only two non-linear analyses: one using mean material properties (R m ), and one using characteristic properties (R k ) -these characteristics are established according to statistical data as described in [3] . Then, the coefficient of variation of material uncertainty (ν F ) is computed according to the following equation:
Based on the assumption of a log-normal distribution for resistance, which is often proposed in codes, and using the notation introduced above, the global resistance safety factor γ R is given by:
Target reliability index
Target reliability levels required in structural codes represents the trade-off between cost optimization, risk management and quality control. In EN 1990 [3] the target reliability index (β 0 ) is given for two reference periods (1 year and 50 years). These values are related, for each reliability class, to the same reliability level. However, no explicit link between the target reliability level and design working life is provided. The values reported in Table  1 refer to the ultimate limit state (ULS). However, target β can be defined for irreversible serviceability limit states (SLS). For example, for a class RC2 structural member, β 0 for the SLS are equal to 2.9 for 1 year and 1.5 for 50 years [3] . Alternative values are suggested in [51] .
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Model falsification for structural identification
Error-domain model falsification (EDMF) -initially proposed in probabilistic terms in [21] -helps identify plausible physics-based models using information provided by measurement data. Plausible models are defined by parameter values that are instances of a model class.
Each model class has a unique parameterization that includes characteristics such as material properties, geometry, boundary conditions and actions. Let n y be the number of measurement locations. For each location, i ∈ {1, . . . , n y }, Y i denotes the real response of a structure (unknown in practice) and y i corresponds to the measured value at location i. Predictions g k (x i , θ) are evaluated at location x i through assigning a vector of parameter values θ to the selected model class g k . Evaluation of predictions is usually carried out using FE analyses. Since model-prediction uncertainty U i,g k and measurement uncertainty U i,y are unavoidable, model predictions and measurements are linked to the real behavior using the following equation:
Rearranging the terms and combining the difference between the two sources of uncertainty U i,g and U i,y in a unique source and U i,c , we obtain:
The left-hand side of Equation (11) is the difference between a model prediction and a measurement at location i, which is often called the residual
The uncertainty related to measurements U y is usually estimated by conducting multiple series of tests under site conditions. Manufacturer specifications are often optimistic lower bounds on the in-situ uncertainty. The uncertainty related to the model class U ( g k ) is estimated using values taken from the literature, stochastic methods (to estimate uncertainties of parameters that are not included in the model-class parametrization), engineering judgment and local knowledge. In real situations, uncertainties associated with the model class are usually much larger than measurement uncertainties.
EDMF selects plausible behaviour models by falsifying those for which residuals exceed thresholds that are defined in the uncertainty domain (i.e., the error domain).This facilitates combination of uncertainties related to parameters with model uncertainty. First, an initial model set is generated by assigning parameter values to the model class using sampling techniques. Then, threshold bounds are defined at each sensor location, according to a confidence level fixed at 95% -common practice in many engineering problems. Models for which residuals are within threshold bounds at each sensor location are included in the candidate model set (CMS). Models for which residuals exceed these bounds are falsified.
When a candidate model set is identified, prediction tasks involve using the models in the CMS to assess the reserve capacity of the structure. Predictions Q j at n q locations are given by:
Where θ is a set of combinations of parameter values representing the CMS and U g k is the model uncertainty. The performance of identification in reducing the initial parameter uncertainties depends on factors such as the initial choice of parameters, the sampling technique and the sensor configuration. When all initial model instances generated are falsified, the entire model class is falsified. This means that no model is compatible with observations given model and measurement uncertainties. Thus it is usually a sign of incorrect assumptions in the model-class definition. In such situations, practising engineers should i) review initial assumptions on the adopted model class g k -for example, through collecting additional information in situ -ii) evaluate whether or not uncertainties should be increased and iii) check for the presence of outliers in measurements. An EDMF-compatible iterative framework for data interpretation and its application for performance assessments is described in [35] .
Population-based reserve-capacity assessment
This paper provides a data-interpretation methodology that is compatible with EDMF to assess the reserve capacity of existing structures. The general framework is depicted in Figure  1 . Initially, EDMF is used to identify the CMS. Then, the reserve capacity is assessed either through computing the CMS failure probability -when the SLS is investigated -or using the global resistance safety factor -when the ULS is investigated. The term failure indicates a condition for which structural safety is not verified (see Equation 1 ). Such a condition corresponds to the structural collapse for the ULS and the infringement of code requirements for the SLS.
Since reserve-capacity estimation requires the increment of applied loads until a limit state is reached, several simulations must be computed for each candidate model. In the elastic behaviour (i.e. for the SLS), the linear relationship between load magnitude and model predictions allows direct determination of predictions under increasing loads. When the ultimate RCap is investigated, predictions should be computed using FE solvers for each candidate model and each load step until failure using non-linear finite element analyses (NLFEA). However, NLFEA are often computationally demanding and time-consuming. Therefore, a probabilistic approach, in which all candidate models are used for predictions, is appropriate for the SLS reserve-capacity estimation while a global safety factor approach, in which a small subset of candidate models is taken into account, is suitable for the ULS. Population-based structural identification for reserve-capacity assessment of existing bridges 9
Serviceability limit states -SLS
The proposed probabilistic approach to assess the serviceability-limit-state reserve capacity RCap SLS is depicted in Figure 2 .
First, the test load is applied to the FE model class and parameter values, for which model predictions are compatible with measurements, are identified using EDMF. Then, the code design loads -which include all load safety factors for the SLS -are assigned to the CMS and model predictions g SLS (x j , θ ) are computed for each candidate model. According to Equation (11), model uncertainty U j,g SLS and model predictions g SLS (x j , θ ) are combined using the Monte Carlo method. As a result, the distribution of predictions Q j,g SLS , which include model uncertainty, is obtained and the failure probability P CM S f can be computed.
In order to estimate the RCap, P
CM S f
is compared with the SLS target failure probability P SLS f -typical values are described in Section 2.1.4. As long as the target failure probability is greater than the CMS failure probability, design loads are increased using a load factor (LF > 1), which is applied to the critical variable design load (e.g. the traffic load). When the CMS failure probability becomes equal to the target probability P SLS f the limit state is reached and the value of load factor (LF SLS ) is taken to be the reserve capacity of the structure. Since the LF is applied to the design value of critical variable load, the SLS RCap represents the extra carrying capacity beyond design safety factors.
If the CMS failure probability under design loads (LF = 1) is greater than P SLS f no SLS RCap is found. In this situation, further investigation is needed in order to improve the initial assumptions on parameter intervals and model uncertainty. Also, weight-in-motion data may be used to replace code traffic-load specifications with probabilistic traffic-load distributions.
Ultimate limit states -ULS
The proposed probabilistic approach to assess the ultimate-limit-state reserve capacity RCap U LS is depicted in Figure 3 .
Traditional applications of EDMF employ elastic measurements to update parameters of FE model classes. When the ultimate behaviour is instigated, the model class should be modified to consider only elements that are relevant to failure. For example, parameters related to geometrical properties such as the thickness of a bridge deck are relevant at the ULS -these parameters are referred to as active parameters in this paper. On the contrary, boundary conditions (i.e. stiffness of bearing devices) identified in the elastic domain are likely to be unrealistic at failure -these parameters are referred to as inactive parameters. Values of active parameters are assigned to the ULS model class, g U LS , while values of other parameters are defined according to design assumptions.
Mean values θ m and characteristic values θ k of each active parameter are computed using the CMS and two models (g U LS (θ m ) and g U LS (θ k )) are generated through assigning these values to the ULS model class. The values θ m and θ k are calculated using the discrete parameter distributions provided by the CMS. Characteristic values are defined as the 5% or 95% fractiles using the least favourable value for the current analysis of CMS parameter distributions. Then, g U LS (θ m ) and g U LS (θ k ) are solved using non-linear analyses in which the design loads are increased, using a load factor (LF > 1), until failure. Load factors for the ULS are applied to the global vertical load of the bridge (i.e. sum of self-weight, dead loads and variable loads). Compared with linear analyses, NLFEA involves higher uncertainties to account for approximations in geometry, material and modelling. These uncertainties are combined and included in the global resistance safety factor γ R . Values of the load factor at failure, which are referred to as LF m and LF k , are used to estimate the material uncertainty. Finally, γ R is computed according to Equation (9) . The RCap U LS is computed as the ratio between the load factor at failure using mean parameter values (LF m ) and the global safety factor (γ R ).
Since the ULS reserve-capacity framework requires only two non-linear simulations, computation times can be reduced. In particular, advantages arise when advanced FE models, which often require long computation times, are employed.
In Equation (8), R m and R k are computed through increasing design loads until failure by means of load factors. Using the symbols adopted in the EN 1990, this can be written as follows:
where
is the combination of all variable loads, G k are permanent loads, P is the applied prestress, and γ are load safety factors. The term in parentheses is the design load (i.e. the sum of self-weight, permanent and variable loads) that is carried by the structure. In the analyses design loads are constant while both mean and characteristic values of material properties are included. In Equation (13), load factors (LF m and LF k ) should be applied to the global vertical load of the structure (i.e. the sum of self-weight, permanent and variable loads). Otherwise, the resistance ratio (R m \R k ) cannot be computed directly as the ratio of the two load factors. Therefore, the load factor for the ULS is applied to the global vertical load while the load factor for the SLS is applied only to the critical variable design load.
Case study
The case study is used to apply the methodologies presented in Section 3 for SLS and ULS reserve-capacity assessment. A range of alternative approaches is presented, and their results are compared.
The flyover, which consists of four prestressed concrete beams, has a single span of 32 m and is supported at each end by four bearing devices (Figure 4a ). The beams support and are connected to a reinforced concrete slab that is 22 cm thick. The FE model class that has been used for falsification also includes non-structural elements such as the asphalt pavement and precast concrete barriers. These elements, which are usually included as permanent loads in design-stage models, are considered to reduce model-simplification uncertainties.
A static load test involving six trucks, each with a gross weight of 33 tons, is performed. The measurement system consists of a laser tracker, eight strain gauges (S) and two inclinometers (I). In order to increase the accuracy of deflection measurements, four prisms (P) are placed on the bottom faces of the main beams. Truck configuration and sensor locations are depicted in Figure 4a ,b. 
Uncertainty definition
The parameters are defined according to a sensitivity analysis of parameter impact on model predictions at measurement locations. Parameter selection is often a trade-off. Although additional parameters may provide further insights, the sampling quality decreases when high-dimensional parameter domains are explored. In this study, the five most sensitive parameters are included for identification and an adaptive sampling methodology is used to sample the five-dimensional parameter space defined by the Youngs modulus of cast-inplace concrete, the Youngs modulus of precast concrete, the Youngs modulus of barrier Population-based structural identification for reserve-capacity assessment of existing bridges 13 concrete, the rotational and the vertical stiffness of the bearing devices. The same approach has been used in [?] . The initial interval for each parameter is reported in Table 2. Table 3 de- Table 2 Initial intervals of parameters.
Parameters
Lower
9 log(Nmm/rad) 13 log(Nmm/rad) θ 5 -Vertical stiffness of bearing devices 8 log(N/mm) 11 log(N/mm) scribes modelling and measurement uncertainty sources. Uniform distributions are adopted to describe model uncertainty sources. The minimal and maximal bounds defined in Table  3 are expressed as a percentage of the mean value of model predictions for modelling uncertainties and as a percentage of the measured value or in absolute terms for measurement uncertainties. The uncertainty associated with model simplifications and the FE method has been estimated considering the model class characteristics. This source takes into account that only the most sensitive parameters -according to a sensitivity analysis of the relative importance of each structural parameter in model predictions -have been selected for identification. In the FE model of the bridge adjacent interfaces are perfectly connected. This assumption leads to a model class that is likely to overestimate the real stiffness of the bridge. Therefore, the FE uncertainty distribution is not centred on zero. Finally, the source of uncertainty associated with spatial variability originates from strain sensors measuring behaviour that is affected by the spatial variability of material properties.
Sensor accuracies are based on manufacturer specifications. The measurement repeatability is assessed by taking multiple measurements under the same load case. For strain gauges, an uncertainty also arises from the imperfect alignment of gauges with respect to the bridge longitudinal axis. Finally, additional noise associated with sensor installation have been considered for inclinometers and strain gauges using engineering judgment.
More detail of the uncertainties adopted in this case study and further references can be found in [?,50] . 
Model Falsification and CMS
In order to perform model falsification, for each measurement location, a combined uncertainty is computed, and threshold bounds are determined for a confidence level fixed at 95%. Figure 5 shows the results of structural identification. The vertical axes represent parameter values (θ i ) and predictions at sensor locations, which are referenced in accordance with Figure 4 . Each grey line represents an instance of the initial model set along with the predictions of this instance at each sensor location. Models for which residuals are within threshold bounds at each sensor location are included in the CMS (red lines). The reduc- tion of parameter ranges after falsification is related to the measurement system adopted. Some parameters such as the vertical stiffness (θ 5 ) and the Youngs modulus of precast concrete (θ 2 ) are well identified, while for other parameters such as the Youngs modulus of site-cast concrete (θ 1 ), falsification does not reduce the initial interval. The performance of identification in reducing the initial parameter uncertainties depends on factors such as the initial choice of parameters, the sampling technique and the sensor configuration. Updated parameter intervals are reported in Table 4 . Population-based structural identification for reserve-capacity assessment of existing bridges 15 
Reserve capacity for SLS
The serviceability assessment of existing structures is often conducted using visual inspections and experience of end users. This practice is also accepted in some recent codes [4] if actions remained unchanged from the design stage to the assessment stage. However, when live loads are expected to increase, the serviceability limit state should be verified using current-code requirements [4] . The bridge analysed in this study was designed in the 80s according to the British Codes (BC) [1, 2] , while the current structural codes adopted in Singapore are the Eurocodes (EC) [5, 6] . Figure 6 depicts the SLS traffic load adopted in the BC and the Singapore Annex to EC. Considering a 6-meter-long section across the bridge mid-span, the total EC traffic load (1,535 kN) is 60% higher than the BC traffic load (946 kN). Therefore, serviceability requirements should be verified, and updated models can be used to quantify the bridge reserve capacity, to improve the inspection planning and to optimise maintenance activities. The SLS requirements indicated in the SS EN 1992-2 include: stresses limitation, crack and deflection control. For concrete structures corrosion of reinforcement is often the main deterioration process [22] ; therefore, crack-control is the critical check to be conducted. More precisely, the EC [6] and the BC [2] require that all concrete within 100 mm of bonded tendons or their ducts remains in compression under frequent-load combinations. The only difference between the EC and the BC lies in the specification for design traffic loads. Table 5 reports the SLS analyses that have been performed. Each analysis is carried out using either the EC traffic load or the BC traffic load. 
Single-model methods
In this section the reserve capacity is assessed using a unique model that is defined by deterministic parameter values, which correspond to the design values.
Simplified analysis -SLS 1
In this simplified analysis, only the most loaded beam of the bridge is studied, and loads are estimated using the area-of-influence method (Figure 7) . SLS 1 represents the design approach, in which parameter values are inferred from codes. Design loads are increased using a load factor (LF > 1) until the SLS (i.e. tension in the concrete around bonded tendons) is reached. Load-factor values at the limit state correspond to the SLS reservecapacity estimations.
The RCap SLS is equal to 1.53 under the BC traffic-load specifications and 0.98 under the EC traffic-load specifications. 
3D linear analysis -SLS 2
In SLS 2 the entire bridge structure is analysed. Parameter values are taken from codes, and the FE model class is based on the design assumptions reported in Table 6 . Parameter design values for θ 1 and θ 4 are included in identification intervals, while identified values of precast-concrete Young-modulus are higher than conservative code values. Moreover, low values of bearing vertical-stiffness are identified compared with the rigid-support assumption that is common for design-stage models.
The RCap SLS is equal to 1.82 under the BC traffic-load specifications and 1.42 under the EC traffic-load specifications. This example shows that advanced FE models often provide higher RCap estimations compared with design-stage simplified analyses. 
Population-based method
In this section, the reserve capacity is assessed using the CMS.
3D linear analysis -SLS 3
In SLS 3 the model class used for falsification is employed. The methodology to estimate RCap SLS takes into account the CMS prediction distribution and includes model uncertainties. The number of samples that are taken into account when model uncertainties are added to model predictions is related to the coefficient of variation of the probability of failure P f by the following equation:
Where ν p f is the coefficient of variation of P f and z is the number of samples. Considering that standard values of failure probabilities for SLS are P SLS f = 10 −1 (for a 50-year period)
and P SLS f = 10 −3 (for a 1-year period), to ensure small coefficient of variation -e.g., < 10% -as many as z = 10 4 and z = 10 6 samples are required. Figure 8 shows the application of the framework to assess SLS RCap under the EC traffic-load specifications. First, the CMS prediction distribution is computed (Figure 8a) . Then, the model uncertainty (Figure 8b ) is added to the CMS stress predictions using the Monte Carlo method. The limit state condition (i.e. tension in concrete around bonded tendons) is represented by the vertical line that corresponds to the null stress (Figure 8c ). Since the discrete distribution of stress predictions lies on the compression side of the limit state, the reserve capacity can be assessed by increasing design loads. Figure 9 shows the discrete distribution of stress predictions when a LF = 1.29 is applied to design loads. In this situation, the CMS failure probability equals the target probability P SLS f = 0.1. Therefore, this value of load factor corresponds to the SLS reserve capacity (RCap SLS = LF SLS = 1.29).
The same procedure is executed under the BC traffic-load specifications. Results are reported in Table 7 . Table 7 reports values of RCap SLS for the SLS under the BC and the EC. Since BC trafficload specifications for the 80s are lower than traffic-load specifications prescribed by the Singapore-Annex-to-EC1 traffic-load specifications, there is more reserve capacity when former codes are used.
Summary of SLS results
When conservative design-like analyses (SLS 1 ) are used for serviceability assessments, no reserve capacity is found under current EC traffic-load specifications (RCap SLS = 0.98). On the contrary, significant reserve is observed under the BC traffic loads (RCap SLS = 1.53). This difference is related to increased traffic loads that are specified in the Singapore Annex to EC1.
When simplified models are replaced by 3D FE models (SLS 2 , SLS 3 ), higher RCap values are found. However, when parameter design values are employed (SLS 2 ), the RCap is overestimated compared with the assessment provided by the CMS prediction distribution (SLS 3 ).
This situation is a consequence of the limit state that is under investigation (i.e. crack control). The bridge precast beams are connected to a cast-on-site deck. The EC design assumptions (see Table 6 ) consist of a unique value of stiffness for the beam cross-section. Several combinations of Youngs modulus values (i.e. deck and precast beams) results in alternative load redistributions, neutral-axis depths and, therefore, stress values on beam cross-sections. Since crack control aims to reduce the tensile stress in concrete around the tendons, models that show high tensile stresses at beam bottom faces are less conservative. Since several combinations of updated values of Youngs modulus -parameters θ 1 and θ 2 in Table 6 -are considered in SLS 3 , the CMS prediction distribution includes stress values close to the limit state. This helps avoid flawed RCap estimations resulting from the wrong selection of the critical parameter combination.
Taking advantage of measurements and advanced simulations the as-built serviceability reserve capacity of the bridge is equal to 64% -resulting from conservative practices in design and construction. Following changes in traffic-load specifications from the British Code to the Eurocode, the reserve capacity at the SLS went down to 29%. 
Sampling impact on reserve capacity
In population-based approaches, the distribution of candidate-model predictions is relevant. Advanced sampling techniques such as radial-basis-function sampling (RFBS) are employed to increase the density of samples in candidate-model subdomains. This results in a denser CMS and more accurate distributions of candidate model predictions compared with traditional sampling approaches [39] . Therefore, methodologies for RCap assessment that involve only the worst-case model -instead of the candidate model distribution -do not exploit completely the information provided by falsification. In these circumstances, other identification techniques, such as constrained optimization, are more appropriate [50] . Table 8 reports RCap assessments using a range of sampling techniques and identification methodologies. In order to compare results with optimization approaches, no model uncertainties are added to model predictions, and only the worst-case scenario is considered (i.e. the worst prediction of the CMS).
Constrained optimization is the most conservative approach since parameter values are iteratively selected in order to provide the worst-case prediction with regards to the selected limit state function, while falsification thresholds are included as constraints. Taking advantage of advanced sampling techniques such as RBFS, the RCap assessed using EDMF is close to the worst-case scenario. Indeed, the thorough candidate-domain exploration results in accurate CMS predictions. Traditional sampling techniques, such as Latin hypercube sampling (LHS) may result in poor candidate-domain exploration and sparse CMS predictions. In these situations, CMS-prediction distributions may omit extreme predictions -which are essential to computing the failure probability. This results in an overestimation of the real structural resistance. When the methodology described in Section 4.3.2.1 is used to compute the SLS RCap and the CMS probability of failure is compared with failure target probability, the RCap is equal to 1.29 (SLS 3 in Table 7 ). This is less conservative than estimating the RCap using the worst-case scenario of identification and the partial-safety-factor method, which results in a RCap equal to 1.25. Further reference to the employment of constrained optimization for RCap estimations can be found in [50] .
Reserve capacity for ULS
In this study, the constitutive law of concrete is assumed to be elastic perfectly-plastic with no tensile strength. In failures that are governed by shear mechanisms, the contribution of concrete tensile-strength is non-negligible [47] . Therefore, the assessment of ULS RCap is valid only when flexural failure of the bridge is more critical than shear failure. Table 9 lists the ULS analyses that have been performed.
Single-model methods (U LS 1,2,3 )
In this section, the ULS reserve capacity is assessed using a unique model that is defined by single parameter values which correspond to the design values.
Simplified analysis -U LS 1
In this analysis, only the most loaded beam of the bridge is evaluated and loads are estimated using the area-of-influence method ( Figure 7 ). In U LS 1 design practices are used to estimate the RCap and parameter values are inferred from code specifications. Figure 10 shows the mid-span-section flexural analysis that has been conducted to assess the bending capacity (M Rd ). The bending-action effect (M Ed ) is estimated using the simple model depicted in Figure 7 . Finally, loads are increased by means of a load factor (LF > 1) until failure (M Ed = M Rd ). Load-factor values at the limit state are taken to be the ULS reserve capacity.
The RCap U LS is equal to 1.68 under the BC traffic-load specifications and 1.05 under the EC traffic-load specifications. Therefore, more than 60% of the as-built ULS reserve capacity has been exploited following changes in traffic-load specifications between BC and EC. Since bridge assessment should employ state-of-the-art code requirements, in the remainder of this paper the RCap will be assessed considering only current traffic-load specifications [5] . Fig. 10 Mid-span section analysis using design practices. Section geometry and area of reinforcements such as rebars in the deck (A s ), rebars at the bottom (As), tendons (At) and pre-tensioning strands (Apt) are known. Assuming the maximum concrete strain equal to cu , the neutral-axis (n.a.) position is iteratively calculated until rotational equilibrium is satisfied. The bending moment at equilibrium indicates the section flexural capacity (M Rd ). Prestressing effects are included in the analysis.
2D non-linear analysis -U LS 2
In U LS 2 a NLFEA is performed using a simplified 2D model that computes fast. Only the most loaded beam of the bridge is examined and loads are estimated as for the U LS 1 analysis.
A non-linear analysis based on elastic-plastic stress fields [28] is performed using the 2D model, which includes rebars and prestressing reinforcement, using the software JCONC [41] (Figure 11 ). Since JCONC does not support hollow-core sections, a T section with equivalent inertia has been defined. This approximation has little impact on the stress distribution since the lower part of the section will be cracked at failure. Parameter values are taken from codes and loads are increased until failure (i.e. when concrete crushing is reached or computed solutions do not converge). Figure 12 shows the effects of increasing loads in the results of the 2D NLFEA. At Stage I, which corresponds to the design loads for the ULS, the parabolic tendons are partially yielded (dark red areas), and high compressive stresses are observed in the deck (dark grey mesh elements). Then loads are gradually increased (Stage II), resulting in yielding of rebars and prestressing reinforcement. At Stage III the collapse is imminent. Compressive stress in the concrete deck at midspan reaches the maximum compressive strength (black mesh elements), and reinforcements are yielded at various locations. Further load incrementsdepicted in Stage IV -result in structural failure of concrete and analysis solutions do not converge (see Figure 13) . Fig. 12 Effects of increasing loads in the 2D non-linear finite-element analysis (NLFEA) performed using JCONC. The tension in rebars and prestressing reinforcement is shown in red. Yielding stress is shown in dark red. Grey-scaled mesh indicates concrete elements in compression, while concrete crushing is reached in black mesh-elements. Figure 13 shows the solution error of NLFEA. As a rule, increasing the load factor (LF) results in greater solution errors. For LF higher than 1.13, there is no convergence, while load factors up to 1.12 provide errors in the range from 0.05 to 0.2. According to JCONC specifications, solution errors lower than 0.45 at last iterations are deemed to be adequate. Therefore, the RCap U LS is equal to 1.12.
3D non-linear analysis -U LS 3
In U LS 3 the 3D model of the bridge is analysed (Figure 14) . Parameter values are taken from codes and loads are increased until failure. This example involves the most advanced model of the structure; however, it requires long generation and computation times. Figure 14 shows the 3D model where precast beams are simply supported. The stiffness of concrete barriers is neglected while their self-weight loading is applied to the deck. Reinforcement bars have not been modelled, while parabolic post-tensioning tendons and pre-tensioning strands are present. Concrete is modelled using a Drucker-Prager plasticity model. In order to improve convergence performance, prestress is modelled using equivalent loads and strengths of tendons and poured concrete are adjusted to account for biased stress conditions obtained after applying the equivalent loads. Figure 15 shows the maximum bridge deflection with respect to the load factor applied to design loads. Yielding is observed first in tendons, and then in prestressing strands. Finally, Fig. 13 Solution error of non-linear finite-element analysis (NLFEA). Increasing the load factor (LF ) the solution error increases. For LF > 1.13 solutions do not converge; therefore, a LF equal to 1.12 is the ULS reserve capacity in this case. Solution errors lower than 0.45 at last iterations are deemed to be adequate. concrete crushing is reached in the deck and failure occurs. The RCap U LS is equal to 1.21.
Population-based methods (U LS 4,5 )
In this section, the reserve capacity is assessed using the CMS. Table 10 reports active parameter values, which are taken from identification, along with additional parameter values, which are defined using design assumptions. 4 The same model as for the U LS 2 analysis is used. This approach requires the calculation -using Equation (9) -of the global resistance safety factor γ R which includes NLFEA uncertainties (Equation (7)). However, estimating modelling uncertainty is a challenging task. The ECOV (estimate coefficient of variation) approach suggested in [47] provides a straightforward solution. In the ECOV approach, first the global safety factor γ R is computed according to Equation (9) without considering geometric and modelling uncertainties (ν M = ν G = 0), leading to a value of 1.19. Then a modelling factor (γ Rd ) is included in the calculation of resistance according to the following equation:
2D non-linear analysis -U LS
where R m is equal to the reserve capacity (i.e. the load factor applied to the global vertical load at failure) when mean values of material properties are used. A modelling factor of γ Rd = 1.06 is suggested for models with well-documented validity [8] . Using Equation (15), a RCap U LS equal to 1.10 is obtained.
3D non-linear analysis -U LS 5
The same model as for the U LS 3 analysis is used. First the global safety factor γ R = 1.15 is computed using (9) . Then, the ECOV approach is adopted considering a modelling factor, γ Rd = 1.06, which leads to the assessment of a RCap U LS equal to 1.21 .
If the BC traffic-load specification were employed in the U LS 5 analysis, the ULS RCap would be equal to 1.79. Again, about 60% of the as-built reserve capacity has been exploited by adopting current-code traffic-load specifications (Eurocode with annexes for Singapore).
Summary of ULS results
RCap assessments for the ULS are summarised in Table 11 . Advanced models based on NLFEA (U LS 2,3 ) provide higher RCap values than simplified models (U LS 1 ) when design values of parameters are employed, and uncertainties are included in the assessment using safety factors. The bridge has a ULS reserve capacity of approximately 20% using the Eurocode (including Singapore annexes).
When the global-safety-factor method is employed to assess RCap (U LS 4,5 ), differences with models that employ parameter values taken from codes (U LS 3,4 ) are not-significant in this case. Indeed, a similar value of modelling error is employed in the ECOV method and the partial safety factor method [43] . Furthermore, although some material properties (e.g. Youngs modulus) are inferred during identification, values of parameter that are more relevant for ultimate behaviour cannot be identified precisely. Values for those parameters could be updated through non-destructive testing and laboratory experiments. Such updating has not been performed in this case study.
Sensitivity to modelling uncertainties
Modelling-uncertainty magnitudes often exceed those associated with the partial-safetyfactor method. However, clear guidelines for uncertainty estimations are not available. Table  12 compares the assessment of RCap obtained considering a range of assumptions. In Case I a single source of uncertainty (i.e. material uncertainty) is included since other uncertainties are reduced through model calibration and in-situ observations. Similar assumptions are made, for example, in [15] . Case II involves the ECOV method described above. Case III follows to the assumptions described in [43] , which are reported in Table 13 .
Case I leads to a RCap assessment that is about 15% higher than the assessment in Case III. Moreover, the coefficients of variation ν F computed using Equation (8) are much lower than those related to modelling and geometry uncertainties (see Table 12 ). Case III is the most conservative approach. In this situation, results do not provide significant advantages compared with simple calculations (U LS 1 ). Accurate uncertainty estimation is crucial to provide trustworthy RCap assessments. Much literature has investigated NLFEA modelling uncertainties. For concrete structures under uniaxial bending, coefficients of variation in the range (5% to 20%) are suggested in [43] . Table 13 Coefficients of variation for log-normal distributed uncertainties of structural resistance (Case III).
Resistance uncertainties Coefficient of variation M -modelling ν M = 0.05 G -geometry ν G = 0.05 F -material ν F ⇒ Equation (13) 5 Discussion
The population-based methodologies described in this paper provide a rigorous approach to reserve-capacity assessment for structural identification. However, structural safety is ensured by subjective decisions, and this subjectivity often has the greatest impact on reliability assessments. Calculations of failure probabilities are linked to assumptions made during modelling and analysis. Therefore, similar values of the reliability index cannot be assumed to result in equivalent reserve-capacity estimations when several combinations of code specifications and analyses are employed. Reserve-capacity evaluations should employ state-of-the-art specifications and analyses; moreover, they must refer to requirements of current codes, particularly those that are developed specifically for the evaluation of existing structures. Nevertheless, in addition to providing indications of as-built reserve capacity, previously valid codes provide insight into the very conservative nature of design and construction practices when the bridge went into service.
This study introduces two data-interpretation methodologies to assess the reserve capacity of bridges according to SLS and ULS. Results for both limit states and the most advanced model classes (Table 14) indicate that worst case estimates of reserve capacity are 60% following design and construction and 20% following adoption of the Eurocode and including annexes for Singapore. Since these calculations use partial safety factors that have been intended for use during the design stage and since some modelling uncertainty is already included in partial safety factors, these values are lower bounds. Moreover, uncertainties in load effects are included using safety factors for traffic-load configurations that are given in codes. This ensures that values of reserve capacity are comparable and compliant with code requirements, which is crucial for asset managers. However, better estimates of real traffic loading would contribute significantly to increasing reserve-capacity estimations. 
Conclusions
Typical conservative practices carried out during design and construction have led to an asbuilt reserve capacity of 60%. A large proportion of the as-built reserve capacity has been exploited to accommodate increased values of traffic-load specifications that are provided by current Singapore codes. However, the bridge still exhibits serviceability and ultimate reserve capacity -above all current safety factors -higher than 20%. At the SLS, the proposed methodology takes advantage of the information obtained from prediction distributions of candidate models and helps avoid reserve-capacity overestimation due to inaccurate identification of the critical parameter-value combination. Also, precise sampling of parameter domains results in accurate extrapolations. At the ULS, the new approach allows estimation of the reserve capacity through limiting the number of time-consuming non-linear analyses, while advanced models have helped exploit reserve sources that are neglected by conservative models.
