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Abstract
Detection of human activities is a set of techniques that can be used in wide range of applications, including smart homes and
healthcare. In this paper we focus on activity detection in a smart home environment, more speciﬁcally on detecting entrances to a
room and exits from a room in a home or oﬃce space. This information can be used in applications that control HVAC (heating,
ventilation, and air conditioning) and lighting systems, or in Ambient Assisted Living (AAL) applications which monitor the
people’s wellbeing. In our approach we use data from two simple sensors, passive infrared sensor (PIR) which monitors presence
and hall eﬀect sensor which monitors whether the door is opened or closed. This installation is non-intrusive and quite simple
because the sensor node to which sensors are connected is battery powered, and no additional work to ensure power supply needs
to be performed. Two approaches for activity detection are proposed, ﬁrst based on a sliding window, and the other based on
artiﬁcial neural network (ANN). The algorithms are tested on a dataset collected in our laboratory environment.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Rapidly increasing number of physical devices that are connected to the Internet enables accelerated development
of Internet of Things (IoT) applications that can improve our quality of lives1. By the end of 2020 it is expected that
20 billion connected devices will be deployed, while in 2016 the number of connected devices in use is 6.4 billion2.
Applications that use connected devices can be grouped into three main domains3: industrial domain, smart cities
domain, and health & well-being domain.
Smart homes as a part of smart cities domain are often mentioned in the surveys that focus on IoT1,3,4. By con-
necting devices as thermostats to the Internet, home automation systems enable remote control of HVAC (heating,
ventilation, and air conditioning) systems via web or mobile applications. Additionally, within smart grid devices
can suggest optimizations of energy consumption by creating a schedule by which home appliances are turned on at
the time of more favorable tariﬀs. Certain applications enable even more advanced capabilities, such as controlling
home appliances according to user location. For instance, turning on the heating when user is on her/his way home,
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or turning on the lights and multimedia system when a user enters the room. Advancements in sensing technologies,
embedded processors and communication systems also enhanced integration of independent living services from the
health domain within a smart home setting5. These services are often referred to as Ambient Assisted Living (AAL)
and their main goal is to determine the wellness of elderly people, people with disabilities, or people with acute or
chronic pathologies living independently in their home6.
Wellness of people can be inferred by monitoring activities of daily living (ADL). These activities can be detected
by capturing and analyzing time series sensor data originating from various smart sensors of AAL, e.g. motion
detectors, heart rate monitors or similar. Activities that could be detected include sleeping, eating, toileting, relaxing,
watching TV5,7, or entering and exiting a home8. Detected activities can further be analyzed to detect patterns in
behavior by applying machine learning techniques. During regular operation, algorithms detect changes in pattern
behaviour which might be an indication of a problem and a trigger for alerting emergency services.
This work focuses on one particular activity within a smart home that can be used for AAL purposes, detection of
entrances and exits to and from a room in a home or an oﬃce space. By having this information, HVAC or lighting
systems can be controlled, or wellness of users can be monitored (e.g. if user stays for too long in a bed in her/his
bedroom might imply a problem with user’s health). We want to detect these activities by using two simple sensors,
passive infrared sensor (PIR) which monitors presence and hall eﬀect sensor which monitors whether the door is
opened or closed. The sensors are connected to a battery-powered sensor node, that can be referred to as M2M
device9. This installation is non-intrusive, it allows residents to stay in their home or oﬃce without any intrusion.
Furthermore, the installation of the M2M device with sensors is quite simple because the M2M device is battery
powered, and no additional work to ensure power supply needs to be performed. This is convenient especially for
implementation in homes of elderly people who reluctantly accept even minor construction works in their homes.
However, the fact that devices do not have access to unlimited power supply requires taking energy eﬃciency into
account. This particular topic has been in focus of our previous work9,10,11.
Section 2 describes related work in connection with activity detection. Section 3 presents our two approaches for
detecting a particular type of activities, entrances and exits to and from a room. First approach is based on a sliding
window, and the other on artiﬁcial neural network (ANN). Section 4 evaluates the eﬀectiveness of the proposed
approaches, while Section 5 presents concluding remarks.
2. Related work
Activity detection techniques have been widely researched and some of the ﬁndings focusing on smart home
domain will be presented in this section. Before ﬁnding algorithms that could recognize activities in real time, research
activities were focused on oﬄine mechanisms which use static data sets, in which all the data is ﬁrstly stored and then
analyzed. Hong and Nugent12 focus on segmenting sensor data to extract each segment of consecutive sensor events
associated with a complete activity. They detect using the toilet, taking a shower, leaving the house, going to bed and
preparing meals. By taking into account correlations of locations, objects and sensors with activities being monitored,
they propose three approaches to sensor stream segmentation: location-based approach, model-based approach and
dominant centered model-based approach. All three algorithms showed similarly good performances for segmentation
and activity classiﬁcation. However, they point out that the increased prevalence of pervasive technologies such as
mobile phones, tablet computers and wireless sensor networks could have an impact on these algorithms since they
are all based on mappings between objects and activities, and between locations and activities.
Tao Gu et al. 13 present a way to avoid usual supervised learning phase in the machine learning process for activity
recognition. They base their algorithm on object-use ﬁngerprints and test it on various everyday activities such as:
making coﬀee, making phone calls, washing clothes, taking pills, reading books, just to mention a few. The main idea
is to retrieve objects used in a speciﬁed activity from the Web and identify the relevance weight for each retrieved
object. Since activities may share common objects, it is also necessary to mine a set of contrast patterns from object
terms and their relevance weights for each activity class. Segmenting data is done using the sliding window combined
with ”MaxGap” and ”MaxGain” segmentation heuristic algorithms to determine the beginning and ending of activity.
The result shows that this recognition algorithm achieves precision of 91.4%, which is almost as good as hidden
Markov model algorithm which includes a learning phase (93.5%).
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JieWan et al. 14 implement a way to process sensor data and recognize activities in real-time. Most of the algorithms
perform analysis oﬄine, by using stored datasets which are good for researches, but in real-world environment data
should be instantly processed so that the proper actions can be taken if needed. The authors concentrate on data
segmentation in real time by using sensor and time correlation. Observed activities in this work were also usual
daily activities in a smart home environment as listed earlier in this section. Diﬀerent algorithms were tested for
activity recognition, such as Bayesian network, decision trees, and Hidden Markov Models (HMM). It was proved
that selection of the algorithm had a great inﬂuence on ﬁnal results. Additionally, it was proved that segmentation has
great impact on the capabilities of activity recognition algorithms.
Reducing energy consumption on M2M devices (sensor nodes) is a very important aspect that needs to be con-
sidered especially when the devices are battery powered. Special attention towards energy consumption should be
paid when deploying software on the devices. Wang et al. 15 present a distributed event detection approach using self-
learning threshold. Along with reliable detection, the authors state that energy saving is another major challenge on
resource-constraint sensor nodes when designing such system. To tackle the issue with energy consumption, within
their work they propose a timer-based node sleep scheduling to prolong network lifetime during the detection process.
In most cases when solutions for activity detection in smart home environment were presented, two level event
detection approach was proposed. First level refers to activity detection on a sensor node, and the second level refers
to gateway reaching a consensus among individual sensor node decisions about the activity16. Also, activity detection
made great improvements in the area of elderly people assisted living17.
In this paper, we focus on recognizing entrances and exits to and from a room. Firstly two diﬀerent algorithms
were proposed, sliding window and artiﬁcial neural network and tested on a static oﬄine dataset to analyse their
performances for activity recognition. These techniques were chosen since we already have experience with them18,19,
and because they are applicable for activity detection problems20,21. The algorithm with better performances showed
on an oﬄine dataset was then implemented on a Libelium Waspmote device to recognize the mentioned activities in
real time.
3. Activity detection algorithms
Two approaches were observed for detection of entrances and exits within smart home environment. First approach
is based on sliding window, while the other approach is based on artiﬁcial neural network (ANN). The algorithms
were tested oﬄine, on a static dataset collected over a period of ﬁve days. The approach based on sliding window
was implemented on an M2M device to monitor the desired activities, i.e. entrances and exits to and from a room,
in real-time. Results of the detection were compared to activities that actually occurred and that were jotted down by
employees in the lab, and along with oﬄine analysis are presented in Section 4.
Recognition of room entrances and exits is performed by using two simple sensors: a passive infrared sensor (PIR)
which monitors presence, and hall eﬀect sensor which monitors if the door is opened or closed. PIR sensor activates
when a movement is detected within its ﬁeld of view. Hall eﬀect sensor consists of two parts, one is placed on the
door, while the other is placed on the door frame. The sensor produces a diﬀerent output based on the magnetic ﬁeld
created by those two parts. Both sensors are connected to one M2M device. PIR sensor is directed in a way which
enables capturing all the movements within the door frame. Diﬀerent outputs are produces when the parts are close
together or apart.
Presence sensor has two possible values: ”1” when person is present in front of the sensor, and ”0” when no person
is present in front of the sensor. The hall eﬀect sensor also has also two possible values: ”3” when the door is closed,
and ”0” when the door is opened.
To monitor room entrances and exits, readings of both sensors are necessary. In a single moment two sensors, each
with two possible values, can have four diﬀerent combinations of sensor readings. How those sensor readings can be
used to conclude whether an entrance to the room or exit from the room occurred will be presented in the remainder
of the section.
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3.1. Sliding window algorithm
Two sensors that were used for infer whether an entrance or exit occurred can each have two outputs. By taking
this into account, we can deﬁne four states that are shown in Figure 1.
Fig. 1. States with sensor values
Furthermore, we deﬁne activities that can be detected when monitoring room entrances and exits with these two
sensors. After studying all possible cases, we identiﬁed six diﬀerent activities:
1. entrance when the door is closed beforehand, with closing the door afterwards,
2. entrance when the door is closed beforehand, without closing the door afterwards,
3. exit when the door is closed beforehand, with closing the door afterwards,
4. exit when the door is closed beforehand, without closing the door afterwards,
5. entrance/exit when the door is opened beforehand, with closing the door afterwards,
6. entrance/exit when the door is opened beforehand, without closing the door afterwards.
For activities 1-4 it was possible to discern whether the activity was entrance or exit. Unfortunately, for activities
5 and 6 when door is opened beforehand, it was impossible to discern the type of activity.
In order to recognize each activity, we manually pre-segmented sensor data and assigned a sequence of state
changes that should occur to deﬁne a given activity, as shown in Table 1. We used a sliding window to track last ﬁve
state changes in a given moment, which is a commonly used approach in human activity detection20. The algorithm
was implemented to determine the state from read sensor values, and then the state is added at the end of the queue
if it is diﬀerent from the last state in it. Afterwards, if the state is added to the queue, the algorithm checks if the
sequence of states within the sliding window matches some of listed activities.
Table 1. Sequences of state changes that deﬁne activities
Activity Sequence of state changes
1 s1→s2→s3→s4→s1
2 s1→s2→s3→s2
3
s1→s4→s3→s2→s1
s1→s4→s3→s1
s1→s4→s3→s4→s1
4 s1→s4→s3→s2
5 s2→s3→s4→s1
6 s2→s3→s2
Figure 2 shows the sequence of states which occur for activity 1. The monitoring of this activity starts with the
state when door is closed, and no presence is detected (state s1). First change in sensor readings is when a user opens
the door (state s2). Slightly afterwards, as the user enters the room and approaches the M2M device which is located
near the door on the inner side of the room, presence sensor detects user’s movement. At that time, the door is still
opened (state s3) and user is entering the room while closing the door. Afterwards, user closes the door and heads
to a certain destination within the room (state s4). When user walks away from the door and M2M device, the M2M
device reports the reading as in the beginning (state s1).
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Fig. 2. Example of states in the sliding window for activity 1 - entrance when the door is closed beforehand with closing the door afterwards
As for activity 1, state sequences are deﬁned for other ﬁve activities. Activity 3 has three possible sequences,
which were detected by monitoring sensor readings while entering and exiting the room. For activities 5 and 6 it
is impossible to discern whether the activity is an entrance or exit because both in cases of entrance and exit ﬁrst
sensor to change state is presence (change from state s2 to s3). When entering the room, a user passes the door and
ﬁrstly comes into the ﬁeld of view of the presence sensor. After that, the user can close the door (state s4) and walk
away from the presence sensor. The same state sequence can be detected when the user exits the room. Firstly the
user approaches the door and comes into the ﬁeld of view of presence sensor (state s3), exits the room and closes
the door while presence sensor is still active because of all the movements (state s4), and in the end the presence
sensor is deactivated (state s1). For activity 6, when door is opened before and after the activity, only presence sensor
participates in activity detection and it cannot be distinguished whether the user activated the sensor when entering or
leaving the door. To be able to do that, another presence sensor would be needed.
Algorithm 1 shows the algorithm for detecting the desired activities. Firstly the sensor values are read from the
database. Based on their values, the state is inferred. If the current state is diﬀerent from the last one, then this state is
added to the queue. Sliding window monitors the last ﬁve entries within the queue. The states in the sliding window
are compared to the sequence of states shown in Table 1. If the sequence in the sliding window matches one of the
sequences from the table, the code of the activity is generated as the output.
Algorithm 1 Sliding window algorithm
1: procedure find activity
2: loop:
3: presenceValue←value of presence sensor
4: doorValue←value of hall eﬀect sensor
5: State←(presenceValue, doorValue)
6: if S tate! = lastStateInQueue then
7: Queue←State
8: if queueS equence = activityPattern then
9: print Activity
10: goto loop.
3.2. Algorithm based on Artiﬁcial Neural Network
Data from sensors introduced at the beginning of this section was also used by artiﬁcial neural network (ANN)
to determine whether a person entered or exited the room. Artiﬁcial Neural Network (ANN) is a branch of machine
learning based on replicated biological neural network that can also be applied to human activity detection21. It
consists of nodes (neurons) and connections (synapses) between them. Through connections neurons are sending
each other signals, and each bond is determined by its weight. During learning phase, ANN adapts connection
weights according to learning samples.
In our case, each sensor data is speciﬁc by two important values: time and measurement value. Each measurement
value is actually a combination of values from two sensors (presence sensor and hall eﬀect sensor). Additionally, it
is not enough to know only one separate measurement, but it is necessary to monitor changes of sensor outputs in
time. For our purposes we selected a Time delay network, which does not require development of speciﬁc algorithms
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for learning. It is necessary to adjust the layout of the network to a speciﬁc form of data that is being analyzed. The
input layer of the network was expanded to accept more than one sample. The disadvantage of this ANN type is that
it has a limited number of stored samples. As in the example with the sliding window, we monitor last ﬁve readings
(the value just obtained from sensors and the last four historical values), which should be enough to detect the wanted
activities listed in Section 3.1. Network architecture created for this project is shown in Figure 3.
Fig. 3. The neural network with time delay
According to the availability of input and output data, learning in ANN is divided into supervised, unsupervised
and reinforcement learning. Within this implementation we consider supervised learning that assumes that the set
of input and expected output data is known. For network learning it is necessary to go through a training phase
in which weights are being assigned to connections between neurons. Learning algorithms usually assign pseudo-
random numbers at the beginning of the process to connections. The weights are changing depending on the validity
of results as long as the error can be tolerated. At the end of training phase network is suitable for activity recognition
even on data diﬀerent from the training set.
Input values used in this approach both for training and recognition phase are shown in Table 2, while output values
are shown in Table 3. States s1-s4 from the sliding window approach are now mapped to values between 0 and 1.
Codes of detected activities (1-6) in sliding window approach are in this approach values between 0 and 1, as for input.
The connotation is the same, just the appearance is diﬀerent. Input values still stand for the measurement values of
two sensors used for detection, while output values represent the type of the detected activity. In the learning phase
of the algorithm, sequence of events as described in Table 1 is brought to the inputs layer of the neural network. The
outputs are written in the form presented in Table 3. The input sample for activity 1 now looks like this: x(t) = 0,
x(t − 1) = 1 , x(t − 2) = 2/3, x(t − 3) = 1/3, x(t − 4) = 0, while the value of the output sample is 1.
Table 2. ANN input values
Value Sensor states
0 the door is closed, no person is present in front of the sensor
1
3 the door is opened, no person is present in front of the sensor
2
3 the door is opened, person is present in front of the sensor
1 the door is closed, person is present in front of the sensor
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Table 3. ANN output values that deﬁne the activity
Value Activity
0 - 17 no activity recognized
1
7 -
2
7 entrance/exit when the door is opened beforehand, without closing the door afterwards
2
7 -
3
7 exit when the door is closed beforehand, without closing the door afterwards
3
7 -
4
7 exit when the door is closed beforehand, with closing the door afterwards
4
7 -
5
7 entrance/exit when the door is opened beforehand, with closing the door afterwards
5
7 -
6
7 entrance when the door is closed beforehand, without closing the door afterwards
6
7 - 1 entrance when the door is closed beforehand, with closing the door afterwards
Algorithm 2 ANN algorithm
1: procedure Find activity
2: Network←create Neural Network
3: training(Network)
4: ﬁleReading←read presence and door values from ﬁle
5: loop:
6: Line←one line of ﬁleReading contains presence and door values with same timestamp
7: if Line! = null then
8: State←stateSetter(presenceValue[Line], doorValue[Line])
9: Queue←State
10: Activity←activityRecognizer(Queue,Network)
11: if Activity! = no activities then
12: print Activity
13: goto loop.
For our implementation we used the program framework Encog (http://www.heatonresearch.com/encog/) which
has built-in classes and functions to simulate ANN. A neural network was created by deﬁning layers and nodes.
Training phase was executed by using the input samples as described in Table 1, but with input and output values as
presented in Table 2 and Table 3.
Algorithm 2 shows the main steps of the neural network algorithm. Firstly, neural network is created based on
the deﬁned parameters (i.e. number of layers and nodes). Afterwards, training set is executed. Then a loop starts
in which sensor data from text ﬁle is brought to the input layer of ANN. Statesetter procedure is reading the sensor
values and converting them to a format as shown in Table 2. Then the neural network produces the output, after which
activityRecognizer procedure is analyzing the produced output. For instance, value 0.9 would signify that the activity
belongs to the activity entrance when the door is closed beforehand, with closing the door afterwards because it is in
the interval that belongs to that particular activity (6/7 - 1). Basically, the activityRecognizer procedure tries to ﬁnd
one of the intervals shown in Table 3 to which the produced output value belongs.
4. Evaluation
This section presents the evaluation of proposed algorithms. Firstly, algorithms were tested oﬄine, on a static
data set. Afterwards, one algorithm was chosen for implementation on an M2M device what enabled online activity
detection, in real-time.
4.1. Comparison of the two proposed algorithms
Sliding window algorithm and the neural network algorithm were both tested oﬄine, on a static data set. All
activities described in Section 3.1 were registered manually by the employees in the laboratory, while readings from
hall eﬀect and PIR sensor connected to Libelium Waspmote v1.2 device were obtained every second, sent to server
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and stored in a database. Hall eﬀect sensor monitored whether the door was opened or closed while PIR sensor was
directed so that each movement within the door frame could have been captured. The readings were retrieved from
database and then analysed by the two algorithms. The output of algorithms was the code of recognized event. Table
4 shows the total number of occurred activities, well detected activities, not detected activities and wrongly detected
activities during a period of three days.
The success of predicting the activities is evaluated by using precision and recall metric. Precision is the number of
true positives (Tp), i.e. the number of correctly detected activities over the number of true positives plus the number
of false positives (Fp), i.e. detected activities which did not occur:
P = Tpnumber o f detected activities =
Tp
Tp+Fp
.
Recall is deﬁned as the number of true positives over the number of true positives plus the number of false negatives
(Fn), i.e. the activities which did occur, but were not detected.
R = Tpnumber o f ocurred activities =
Tp
Tp+Fn
.
Table 4. Occurred and detected activities - oﬄine analysis
Sliding window Neural network
Occurred activities 162 162
Well detected activities
(true positives, Tp)
98 62
Not detected activities
(false negatives, Fn)
64 100
Wrongly detected activities
(false positives, Fp)
64 142
precision, Tp/(Tp + Fp) 0.605 0.304
recall, Tp/(Tp + Fn) 0.605 0.383
As it can be seen in Table 4, precision and recall values are lower for neural network algorithm. Furthermore,
implementation of the neural network algorithm is more complex, there has to be a training phase before putting the
algorithm into execution. On the other side, sliding window algorithm can be implemented more easily and it showed
better results.
Since in our case the sliding window algorithm has shown better performance and is more appropriate for a real-
time usage (no training phase needed), we decided to use it in our online data analysis in real-time. The algorithm is
similar to the one tested on a static dataset and shown in Algorithm 1. Algorithm code is implemented and uploaded
on Libelium Waspmote v1.2 device with connected PIR and hall eﬀect sensors. Every second sensor values are read
and if an activity occurs, its code is sent to the back-end system. In a real-world implementation this is a good
progress since now M2M devices do not have to send each sensed value towards gateway and back-end system, but
only information about activity when it occurs, which is a great energy consumption improvement.
4.2. Evaluation in real-time
As in the Section 4.1, all activities described in Section 3.1 were registered manually by the employees in the labo-
ratory, but in this experiment they were predicted in real-time by the algorithm implemented on the M2M device. The
M2M device and sensors were situated as in the setting when analysis was performed oﬄine. But in this experiment,
only code of the recognized event was sent to back-end system. The analysis about how eﬀective the algorithm detects
the events was then performed.
The number of monitored activities collected during period of ﬁve days is shown in Table 5. Each column represents
one type of activity, as presented in Section 3.1. The success of predicting the aforementioned six activities is evaluated
by using precision and recall metric, as in Section 4.1. As it can be seen from Table 5, during regular operation in our
laboratory for ﬁve working days, altogether 236 activities occurred, out of which 203 were correctly detected (true
positives). Along with that, another 64 activities were detected which did not occur (false positives). More than 50
occurrences happened for each of the entrance and exit activities when the door was left in the same state like they
were found (closed for activities 1 and 3 and opened for activity 6).
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Table 5. Occurred and detected activities - online analysis
1 2 3 4 5 6 all activities
Occurred activities 53 33 56 3 33 58 236
Well detected activities
(true positives, Tp)
49 30 48 3 18 55 203
Not detected activities
(false negatives, Fn)
4 3 8 0 15 3 33
Wrongly detected activities
(false positives, Fp)
0 1 2 6 5 50 64
precision, Tp/(Tp + Fp) 1 0.968 0.96 0.333 0.783 0.524 0.76
recall, Tp/(Tp + Fn) 0.925 0.909 0.857 1 0.545 0.948 0.86
For activity 1, when someone entered the room, ﬁnding and leaving the door closed, 92.5% of the activities was
detected. These 7.5% of activities were not detected in cases when a user stopped moving for a brief moment before
closing the door. In that particular case, the presence sensor would deactivate and state sequence would be diﬀerent
than deﬁned in the algorithm. Precision for this activity was 1, which means that there were no false positives during
detection process. Recall for activity 2 (90.9%) was similar to the recall for activity 1. Precision for activity 2 is little
smaller, i.e. there was one false positive activity detected. For activity 3 the precision is similar as for activity 2. False
positives were detected for cases when a person stands by the door and speaks to someone in the room while holding
the doorknob and opening and closing the door. The other case is when someone peeps into the room, i.e. enters and
afterwards quickly leaves the room. False negatives occurred when a person exits a bit slower, or talks at someone in
the room during the exit. In such cases activities 4 and 5 are often wrongly detected instead of activity 3.
Activity 4 occurred only a small number of times, but recall was 1, which means that all such activities were
detected, there was no false negatives. However, precision is the lowest for this activity. The reason for that is slow
exit from the room (when this activity is detected instead of activity 3), often accompanied by talking to someone
in the room. Recall for activity 5 is the lowest, only 54% of these activities were correctly detected. The reason for
that is a bit slower exit, when presence sensor is deactivated sooner than the door is closed. Precision is at 78%, false
positives were often detected when door was closed from the inside, without anyone exiting. Recall for the activity 6
was among the highest. However, there was a lot of false positives which caused lower precision. These false activities
were detected every time the presence sensor was activated. That happened when someone was walking in the room
near the sensor, and there was a lot of such movements. The absolute number of false positives for activity 6 is the
highest among all the activities because of that. The reason for false negatives is entrance of multiple persons at the
same time (one after another). Also, the occasional malfunction of the presence sensor, i.e. when it was not activated
when it should have been, caused false negatives.
5. Conclusion
This paper presented two approaches for activity detection in smart home environment. The activities being moni-
tored, entrances to a room and exits from a room, can be used in applications which monitor the wellbeing of people
(Ambient Assisted Living applications, AAL), in HVAC (heating, ventilation and air conditioning) applications for
monitoring and regulating the temperature of the room, for regulation of lighting systems, etc. The algorithms were
tested oﬄine, on static data set, and online in real-time. In oﬄine analysis, precision and recall for sliding window
algorithm were 60%, while for neural network precision amounted to 30% and recall to 38%. Precision and recall
values for neural network algorithm could be enhanced if a larger data set was used for training. However, since slid-
ing window algorithm is easier for implementation and showed better performance, it was chosen to be implemented
on M2M device for online analysis. In online analysis, the precision was 76%, and recall was 86%. The reason why
online analysis showed better results than oﬄine analysis lies in the fact that some of the data packets sent from M2M
device to gateway, with data later used for oﬄine analysis, did not reach their destination.
In future work, we plan to update the algorithm which runs on M2M device. In a current version, sensor readings
are obtained every second. That is not really necessary, and sensor readings could be triggered by an event, i.e.
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readings could be obtained after a sensor changes its output, e.g. when someone opens the door. Sensor triggering
is enabled on Libelium Waspmote v1.2 devices. By applying this approach the device could spend more time in
low-energy mode and conserve energy when no events occur. Additionally, we plan to enhance the mechanism for
detecting entrances and exits so that it could predict the number of people in the room at a certain moment, which
could also be applied in AAL applications.
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