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RÉSUMÉ. Nous considérons le problème de la navigation en temps continu dans un environne-
ment stochastique. Nous présentons les approches de planification 1) par fonction harmonique
et 2) par contrôle optimal stochastique. Nous montrons que le contrôle par fonction harmonique
est un cas très particulier de contrôle optimal stochastique : le contrôle par fonction harmo-
nique est la limite (extrêmement pessimiste) du contrôle optimal quand l’amplitude du bruit
de déplacement tend vers l’infini. Nous expliquons que toutes les propriétés intéressantes qui
ont motivé (par exemple dans la communauté robotique) l’utilisation de fonctions harmoniques
sont également observées dans les modèles de navigation issus du contrôle optimal stochas-
tique. Montrant ainsi que, dans le contexte de la navigation, la théorie du contrôle optimal
stochastique est strictement plus générale que celle des fonctions harmonique, nous espérons
motiver son utilisation. Nous illustrons notre propos par des simulations numériques.
ABSTRACT.
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1. La problématique de navigation
Dans ce papier, nous considérons la problématique de navigation. Nous commen-
çons par préciser comment nous modélisons ce problème.
Nous considérons un agent ponctuel naviguant dans O, la fermeture de O, ouvert
connexe et borné de IR2. A chaque instant t > 0, la dynamique de ce système est
caractérisée par les coordonnées x(t) = (x1(t), x2(t)) de l’agent et une commande
de direction θ(t). Formellement, nous avons :
dx
dt
= −→u (θ(t)) + σ
dw
dt
où −→u (θ) est un vecteur unitaire de direction θ, w est la diffusion (l’aspect stochas-
tique), c’est-à-dire un mouvement brownien de dimension 2, et σ > 0 est une constante
positive qui correspond au niveau de bruit1. Il s’agit d’une équation différentielle sto-
chastique (EDS).
On considère qu’une (réalisation de) trajectoire se termine dès lors qu’elle sort
de O. La frontière ∂O de O est partitionnée en deux : l’ensemble des obstacles O
et l’ensemble des buts G. Si le point de sortie de la trajectoire est un but (resp. un
obstacle) on considère que l’agent a accompli sa tâche (resp. échoué).
Dans ce cadre, le terme navigation correspond à divers problèmes, dont par
exemple les suivants :
– trouver, à partir d’une position initiale, une loi de commande qui génère des
chemins vers n’importe quel bord but.
– même problème mais à partir d’un ensemble de positions initiales
– trouver, à partir d’un ensemble de positions initiales, une loi de commande qui
optimise les chemins (dans un sens qui sera à préciser).
Les approches que nous présentons dans ce qui suit, permettent de répondre à ces
problèmes.
2. Navigation par fonction harmonique
2.1. Principes
L’utilisation de fonctions harmoniques permet d’aborder le problème suivant :
trouver à partir de n’importe quelle position initiale de l’espace libre, un chemin vers
un bord but. L’approche que nous présentons dans cette section a été initialement pro-
posée (semble t-il simultanément) par [CON 90] et [AKI 90].
1. L’utilisation d’un coefficient σ plutôt que d’une matrice revient à faire l’hypothèse (naturelle)
d’isotropie sur le bruit.
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Soit Φ une fonction, deux fois dérivable, à valeurs réelles définie sur le fermé O
(tel qu’introduit plus haut). On dit que la fonction Φ est harmonique si et seulement si
son Laplacien est nul :
∆Φ =
∂2Φ
∂x12
+
∂2Φ
∂x22
= 0 [1]
Une propriété remarquable des fonctions harmoniques est la suivante : Si Φ est une
fonction harmonique dans O, alors soit Φ atteint son maximum (resp. son minimum)
uniquement sur la frontière ∂O, soit Φ est constante. Comme nous allons le voir, cette
propriété peut être particulièrement intéressante pour la navigation.
Pour le problème de navigation (introduit à la section 1), on considère une fonc-
tion harmonique qui vérifie des conditions au bord particulier, ce qu’on appelle aussi
problème de Dirichlet : Soit Φ l’unique fonction C2 sur O telle que
∀x ∈ O, ∆Φ (x) = 0 avec les conditions au bord ∀x ∈ ∂O, Φ (x) = g (x) . [2]
g, fonction sur O, représente les valeurs de la fonction de navigation dans les zones
obstacles et buts. On choisit souvent, sans perte de généralité2, g (O) = 1 et g (G) = 0.
Les seuls minima de cette fonction sont atteints dans les zones buts. La navigation se
fait alors en suivant le gradient de la fonction Φ.
En pratique, la fonction de navigation harmonique est appochée, par exemple, par
un schéma numérique par différences finies sur une grille régulière. Après une dis-
crétisation de l’environnement et la mise en place des conditions aux bords, on peut
montrer que la forme discrète de l’équation de Laplace se traduit par la propriété de
la moyenne qui dit que la valeur en chaque point de la grille vaut la moyenne de ses
quatre voisins. L’ensemble d’équations linéaires ainsi défini peut être résolu par des
méthodes itératives telles Jacobi ou Gauss-Seidel dont le principe est dans ce cas de
remplacer à chaque itération la valeur en un point par la moyenne de ses quatre voi-
sins. Si la discrétisation est bien choisie, après convergence, la fonction de navigation
discrète ainsi obtenue atteint des minima uniquement dans les zone but (condition de
Dirichlet -1). La navigation vers le but se fait alors en suivant le gradient (déterminé
par interpolation).
2.2. Propriétés intéressantes
La navigation par fonction harmonique possède plusieurs propriétés particulière-
ment intéressantes, qui ont motivé leur utilisation dans de nombreuses applications,
en particulier en robotique [AKI 90, TRA 91, KIM 92, CON 93a] :
– La plus importante est, comme nous l’avons souligné, l’absence de minima lo-
caux. Ainsi, les trajectoires sont complètes c’est-à-dire qu’à partir de n’importe quel
2. Toute transformation linéaire d’une fonction harmonique est encore une fonction harmo-
nique.
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point de l’espace libre il existe un chemin (déterministe) vers le but3. Si un point et
les but n’appartiennent pas au même espace connexe, alors la fonction est constante.
Cette propriété est à mettre en contraste avec d’autres approches de navigation, no-
tamment par champs de potentiels (par exemple [KHA 86]), qui admettent dans le cas
général des minima locaux.
– Les fonctions harmoniques permettent la mise à jour incrémentale du modèle de
l’environnement. Les nouveaux obstacles détectés peuvent être intégrés directement
dans la fonction durant le calcul (on met à jour le bord ∂O et la fonction g). Ceci
permet de mettre à jour des modèles d’environnements dynamiques ou incomplets et
explorés en ligne.
– La nature des trajectoires générées par les fonctions harmoniques peut être très
flexible. Elle est liée aux conditions aux bords utilisés. Celles que nous avons pré-
sentées (les conditions de Dirichlet) produisent des trajectoires qui ont tendance à
s’éloigner des obstacles. Ceci est dû au fait que le flux de potentiel est orthogonal au
bord. Une variante consiste à utiliser des conditions de Neumann (conditions limites
sur la dérivées de Φ), pour lesquelles le flux est tangentiel au bord et les trajectoires
qui en découlent ont tendance à longer les obstacles. En utilisant des combinaisons
de différentes conditions aux bords, il est possible de générer une grande variété de
comportements intermédiaires.
– Une dernière propriété intéressante de ce type de fonctions est la distribution
naturelle du calcul. En effet, les méthodes itératives décrites précédemment ont seule-
ment besoin d’une information locale pour calculer la valeur d’un point de la grille, ce
qui les rend massivement parallélisables. Par exemple, une implémentation matérielle
très bas niveau a été proposée dans [TRA 91] dans le but de la navigation robotique :
une grille de résistances électriques représente la fonction harmonique ; une fois en
équilibre, les points de jonctions des résistances ont des voltages moyen des points
avoisinants (c’est la propriété de la version discrétisée du problème). De plus, ce ca-
ractère distributé font de ce modèle un candidat potentiel pour expliquer le calcul de
commande dans le cerveau. Par exemple, Connolly [CON 92, CON 93b] propose un
modèle de calcul du noyau gris central fondé dans lequel le striatum serait la structure
cérébrale qui calculerait une fonction harmonique pour la commande motrice.
3. Navigation par contrôle optimal stochastique
La modélisation du problème de navigation (introduit à la section 1) dans le cadre
de la théorie du contrôle, permet de résoudre le problème suivant : trouver, pour l’en-
semble des positions initiales, une loi de contrôle θ(t) qui optimise dans un certain
sens le chemin. Nous commençons par présenter les résultats principaux de la théorie
du contrôle. Nous explicitons ensuite comment cela peut s’appliquer au modèle de
navigation introduit plus haut.
3. Dans le cas stochastique, la complétude d’un contrôle, c’est-à-dire l’assurance (avec proba-
bilité 1) qu’on atteigne un but avant un obstacle est impossible.
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3.1. Contrôle optimal stochastique
Le contrôle optimal stochastique considère un système contrôlé défini à l’instant
t par son état x(t) ∈ O, où O, la fermeture de O, ouvert borné de IRd, est l’espace
d’état. La dynamique d’état du système est régie par l’EDS suivante :
dx
dt
= f(u(x(t))) + σ(x(t), u(x(t)))
dw
dt
où le deuxième terme correspond à une dérive stochastique, dans lequel σ est en gé-
néral une matrice de dimension d × r qui dépend de l’état x et de la commande u(.).
Nous présentons uniquement ici le cas où l’horizon temporel est infini. Pour tout
état initial x, toute loi de contrôle u(.), et toute réalisation de la trajectoire x(t) notons
τ(x, u) le temps de sortie de x(t) de O (avec la convention que ce taux vaut ∞ si
la trajectoire reste indéfiniment dans O). On définit la fonctionnelle de renforcement
actualisée comme suit :
J(x, u) = E
[
∫ τ(x,u)
0
γtc(x(t), u(x(t)))dt + γτC(x(τ(x, u))
]
où c est le coût instantané et C est le coût terminal, et γ ∈ [0, 1[ est un facteur de
décroissance (qui assure dans le cas de trajectoire infinie la finitude de J).
Sous les bonnes hypothèses de régularité, l’équation différentielle suivante :
J(x, u) ln(γ) + c(x, u(x)) + Jx(x, u)f(u(x)) +
1
2
n
∑
i,j=1
aij(x, u)Jxixj (x, u) = 0
avec les conditions au bord ∀x ∈ ∂O, J(x, u) = C(x)
est vérifiée. On a noté Jx le gradient de J , Jxixj la dérivée partielle de J par rapport à
xi puis xj , et les aij(x, u) sont les coefficients de la matrice a = σ(x, u(x))σ(x, u(x))T .
On définit alors la fonction de valeur optimale J∗ comme la valeur minimale de la
fonction de valeur pour toutes les lois de contrôle :
J∗(x) = inf
u(.)
J(x, u)
Sous les bonnes hypothèses de régularité, la fonction de valeur optimale J ∗ est solu-
tion de l’équation différentielle suivante :
J∗(x) ln(γ) + inf
u



c(x, u(x)) + J∗x(x)f(u(x)) +
1
2
n
∑
i,j=1
aij(x, u)J
∗
xixj
(x)



= 0
[3]
avec les conditions au bord
∀x ∈ ∂O, J∗(x, u) = C(x)
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La fonction de valeur optimale est particulièrement intéressante car elle permet de
déduire un contrôleur optimal déterministe. En tout état x le contrôle optimal u∗(x)
est l’argument u pour lequel l’infimum est atteint dans l’équation 3, ce qu’on appelle
aussi le contrôleur gourmand par rapport à J∗ :
u∗(x) = arg inf
u



c(x, u(x)) + J∗x(x)f(u(x)) +
1
2
n
∑
i,j=1
aijJ
∗
xixj
(x)



En pratique, le calcul approché de la fonction de valeur optimale J ∗ peut être fait
par un schéma numérique de type discrétisation. Par exemple, des schémas comme
[MUN 97, MUN 05] impliquent l’introduction d’une version discrète du contrôle op-
timal, sous la forme d’un processus décisionnel de Markov. Ce dernier peut être résolu
par des méthodes de programmation dynamique [PUT 94].
3.2. Application à la navigation
Afin d’optimiser un chemin dans le problème de navigation introduit à la section
1, nous proposons la modélisation naturelle suivante :
– u = θ,f(u) = −→u (θ) (le paramètre de contrôle est l’angle de déplacement)
– ∀x ∈ O, c(x) = 0 (pas de coût la plupart du temps)
– ∀x ∈ O ⊂ ∂O, C(x) = C(O) > 0 (un coût positif pour les obstacles) et
∀x ∈ G ⊂ ∂O, C(x) = C(G) < 0 (un coût négatif pour les buts)
– une matrice de diffusion constante de la forme σI (ici σ est la constante corres-
pondant au niveau de bruit, introduite à la section 1) et donc a = σ2I .
Dans ce cas particulier, l’équation 3 qui caractérise la fonction de valeur optimale
devient :
J∗(x) ln(γ) + inf
θ
{J∗x(x)
−→u (θ)} +
σ2
2
∆J∗(x) = 0 [4]
Nous avons de plus les propriétés suivantes :
– Le contrôleur optimal en un état x est dans la direction qui descend le gradient
de J∗ en x.
– Pour tout γ ∈ [0, 1] (pour γ = 1, la fonctionnelle J est ici toujours finie), la
fonction de valeur d’un contrôleur u vaut en x
C(O)E[γτ(x,u)|x(τ(x, u)) ∈ O] + C(G)E[γτ(x,u)|x(τ(x, u)) ∈ G] [5]
– Pour tout γ ∈ [0, 1[, le contrôleur optimal, qui consiste à descendre le gradient
de la fonction de valeur optimale, est celui qui minimise (en espérance) une fonc-
tion croissante du temps pour atteindre le but tout en maximisant (en moyenne) une
fonction croissante du temps moyen éventuel d’atteindre un obstacle. L’importance
relative de ces deux objectifs est liée au rapport C(O)
C(G) .
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– Dans le cas déterministe (c’est-à-dire quand σ → 0)4, et pour tout γ ∈ [0, 1[,
le contrôleur optimal, qui consiste à descendre le gradient de la fonction de valeur
optimale, est celui qui minimise le temps pour atteindre le but.
La première propriété s’obtient en remarquant que, pour l’équation 4, le seul terme
qui intervient dans l’infimum est J∗x(x)
−→u (θ), et que ce dernier est minimal lorsque θ
est dans la direction qui descend J∗x(x). La deuxième propriété vient du fait que le coût
instantané c(.) est nul. La troisième propriété est la conséquence des deux premières
et du fait que C(G) < 0 < C(O). La dernière propriété vient du fait, que dans le cas
déterministe, un chemin optimal atteint nécessairement le but et minimise γτ , ce qui
équivaut à minimiser le temps τ .
4. Lien entre fonctions harmoniques et contrôle optimal
Cette section contient la contribution essentielle de ce papier. Nous interprétons
la navigation par fonction harmonique dans le cadre de la théorie du contrôle optimal
stochastique. De plus, nous montrons que les propriétés intéressantes (section 2.2)
qui rendent l’utilisation de fonctions harmoniques séduisante sont également obtenues
dans le cadre du contrôle optimal stochastique.
4.1. Un cas particulier de contrôle optimal
Considérons l’amplitude du bruit σ comme un paramètre ; on peut voir la solution
de l’equation différentielle 4 avec les conditions au bord correspondantes comme une
fonction σ 7→ J∗(x, σ). On peut réécrire l’équation 4 comme suit :
∆J∗(x, σ) = −
2
σ2
(
J∗(x, σ) ln(γ) + inf
θ
{J∗x(x, σ)
−→u (θ)}
)
ce qui suggère5 que
∀x, ∆ lim
σ→∞
J∗(x, σ) = 0
c’est-à-dire (comme les conditions au bord sont les mêmes pour les deux problèmes) :
∀x, lim
σ→∞
J∗(x, σ) = Φ(x)
où Φ(x) est la fonction harmonique pour la navigation (équation 2). En d’autres
termes, le calcul d’un contrôleur par fonction harmonique est un cas particulier de cal-
cul de fonction de valeur : c’est le cas limite (extrêmement pessimiste) où l’on consi-
dère que le bruit de navigation est infiniment grand, et que la commande de l’agent est
par conséquent négigeable. Ceci explique d’ailleurs pourquoi les trajectoires produites
par l’approche harmonique sont souvent qualifiées de “très sûres” [CON 93a, SIN 94].
4. Le contrôle optimal déterministe requiert une analyse un peu plus complexe, impliquant la
notion de solution de viscosité (voir [MUN 97, MUN 00]), que nous éludons ici.
5. Une démonstration rigoureuse reste à faire.
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4.2. Propriétés intéresssantes
A la section 2.2, nous avons argumenté que l’approche harmonique présentait un
certain nombre de propriétés intéressantes. Qu’en est-il pour le contrôle optimal ?
Nous reprenons ici ces propriétés.
– En général, la fonction de valeur peut admettre des minima locaux. Néanmoins,
la loi de contrôle qui en est déduite est complète dans le même sens que pour les fonc-
tions harmoniques : dans le cas déterministe (σ → 0), la loi de contrôle amène toujours
au but. Par contre, dans le cas stochastique, la loi de contrôle peut ne pas amener au
but si cela s’avère moins intéressant au sens du critère défini par l’équation 5.
– Les fonctions de valeur permettent également la mise à jour incrémentale du
modèle de l’environnement. Les nouveaux buts/obstacles détectés peuvent être in-
tégrés dans la fonction durant le calcul. La mise à jour d’un modèle incomplet ou
dynamique dans le cadre du contrôle correspond alors à des problèmes dits d’appren-
tissage par renforcement (voir [SUT 98] pour une présentation générale du domaine,
voir [MUN 97] pour l’étude plus particulière du cas à temps continu).
– Dans la théorie du contrôle optimal, les lois de contrôle peuvent être affinées de
multiples façons. Contrairement au cas harmonique, on peut expliciter, via la défini-
tion des fonctions coûts c et C, la gravité relative de toucher des obstacles les uns par
rapport aux autres, l’importance relative d’atteindre les buts les uns par rapport aux
autres, et l’importance relative d’atteindre les buts plutôt que de toucher un obstacle.
De même, les lois de la dynamique f , et le niveau de bruit σ, sont autant de paramètres
qui peuvent explicitement influencer la nature des trajectoires produites.
– Le calcul de la fonction de valeur est un candidat naturel pour la parallélisation.
Les méthodes itératives (Gauss-Seidel, Jacobi) qui permettent de calculer les versions
discrétisées du problème, peuvent être mises en œuvre de manière complètement asyn-
chrone, ce qui permet de construire des architectures massivement parallèles[BER 89].
Ainsi, il est possible d’implémenter ces algorithmes sur microprocesseurs parallèles
avec délai de communications et sans synchronisation[BER 83]. Enfin, comme dans
le cas harmonique, ces implémentations massivement parallèles ont motivé des analo-
gies avec ce qui se passe dans le cerveau[SCH 04].
Ainsi, la théorie du contrôle optimal est non seulement plus générale que celle des
fonctions, mais elle présente également les propriétés (mentionnées à la section 2.2)
qui rendent l’approche harmonique a priori intéressante.
4.3. Travaux liés dans la littérature
Dans [CON 94], l’auteur montre le lien entre fonction harmonique et probabilité
de collision : il en déduit une relation proche de l’équation 5 (avec γ = 1). Par rapport
à ce que nous présentons ici, l’auteur raisonne uniquement sur le schéma numérique
aux différences finies correspondant, alors que nous avons ici raisonné directement
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sur le modèle continu. Enfin, s’il fait le lien avec les probabilités de collision, il ne
poursuit pas le lien avec la théorie du contrôle optimal.
Dans [SIN 94], les auteurs présentent une architecture basée à la fois sur les fonc-
tions harmoniques et l’apprentissage par renforcement : les fonctions harmoniques
produisent des trajectoires “sûres” à partir desquelles des algorithmes d’apprentissage
par renforcement calculent des solutions optimales. Bien que l’apprentissage par ren-
forcement soit intrinsèquement lié au contrôle optimal, les auteurs n’identifient pas le
lien étroit que nous présentons dans ce papier.
5. Simulations
Cette dernière section présente, à l’aide de simulations, des illustrations de plani-
fication par fonction harmonique comme par contrôle optimal, et illustre la relation
entre les deux (comme décrit à la section 4.1).
Pour les schémas numériques, nous avons utilisé une discrétisation continue li-
néaire par morceaux, sur une triangulation régulière de l’espace O. Pour les fonctions
harmoniques, on considère le schéma décrit par exemple dans [CON 93a] ; pour le
contrôle optimal, on utilise le schéma aux différences finies présenté dans [MUN 97].
Le pas de discrétisation de l’espace est ds = 1, celui du temps est dt = 0.1. Pour
le contrôle optimal, le pas de discrétisation des actions est da = π8 , et on a choisi
γ = 0.99. Nous utilisons la méthode itérative de Jacobi pour résoudre le système
d’équations qui résulte de la discrétisation.
Nous avons considéré un environnement qui contient un certain nombre de murs
et deux buts (voir figure 1) : le but 1 se situe dans le coin haut gauche (on y accède
par un couloir relativement étroit), le but 2 se situe dans une zone plus dégagée (dans
la partie inférieure gauche). Nous avons représenté, pour 8 valeurs croissantes de σ,
les trajectoires moyennes suivies à partir de points de départ équi-répartis. La 9eme et
dernière représentation correspond au calcul par fonction harmonique Φ.
Dans le cas où la dynamique est déterministe (σ = 0), les trajectoires optimisent la
longueur du chemin vers les buts ; la plupart des trajectoires partant de la partie haute
de l’environnement se dirigent vers le but 1 tandis que toutes les autres vont vers
le but 2. Quand on augmente un peu le bruit (σ = 0.4), les trajectoires s’éloignent
légèrement des murs et s’arrondissent légèrement. Avec un tout petit plus de bruit
(σ = 0.5), le couloir amenant au but 1 devient plus risqué et la plupart des trajectoires
se dirigent alors vers le but 1. A partir de σ = 1, les trajectoires sont de plus en plus
arrondies, et on commence à voir apparaître des zones de départs qui ne vont plus vers
les buts : les chemins à travers le couloir devenant trop dangereux, le système préfère
maintenir l’agent dans des zones sûres (loin des obstacles). Ce phénomène s’aggrave
significativement pour σ = 5 et σ = 20. A partir de σ = 50, une nouvelle phase
commence : le bruit étant trop fort, la stratégie consistant à rester dans des zones sûres
n’est même plus efficace (la dérive amène inévitablement vers un mur). Perdu pour
perdu, la seule solution (pour optimiser le critère) consiste à reprendre de nouveau
10
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σ = 0.0 σ = 0.4 σ = 0.5
σ = 1 σ = 5 σ = 20
σ = 50 σ = 500 Φ
Figure 1. Evolution des trajectoires en fonction de σ. Voir le texte pour les détails
des risques, donc à se déplacer de nouveau. Cette deuxième phase prend nettement de
l’ampleur quand on augmente encore le bruit (σ = 500). On observe que cette avant-
dernière simulation (σ = 500) se rapproche maintenant nettement de la limite quand
σ → ∞ (c’est-à-dire de Φ).
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