A decentralized battery energy storage system (DBESS) is used for stabilizing power fluctuation in DC microgrids. Different state of charge (SoC) among various battery energy storage units (BESU) during operation will reduce batteries' service life. A hierarchical distributed control method is proposed in this paper for SoC balancing and power control according to dispatching center requirement in DBESS. A consensus algorithm with pinning node is employed to allocate power among BESUs in the secondary control whereas in the primary control, the local controller of BESU adjusts output power according to the reference power from secondary control. Part of BESUs are selected to be pinning node for accepting command from dispatching center while other BESUs as following nodes which exchange output power and SoC information with the adjacent nodes through communication network. After calculating reference power of each BESU by adopting consensus algorithm, the power sharing in DBESS is achieved according to their respective SoC of BESUs. Meanwhile, the total output power of DBESS follows the varying requirements of dispatching center. The stability of DBESS is also improved because of having no center controller. The feasibility of the proposed control strategy is validated by simulation results.
Introduction
Compared with the conventional energy sources, renewable energy sources (RESs) have gained increasing attention due to the advantages of being clean and worldwide distribution [1, 2] . Recently, the concept of microgrid has been proposed for more efficient use of RESs [3, 4] . In particular, DC microgrids have shown to provide simpler structure and control than AC microgrids, because of requiring fewer power conversion stages when integration DC sources such as photovoltaic cells, fuel cells and batteries [5] .
However, the intermittent and randomness characteristics of RESs cause problems of power quality and stability in microgrids. In order to ensure the security and stability of the system, decentralized battery energy storage system (DBESS) has become an importance part of microgrid systems [6] .
It is well known that the batteries have higher efficiency and longer service life when their state of charge (SoC) are maintained at a certain range [7] . Thus, it is important that the SoC of each battery energy storage unit (BESU) is kept similar at all-time within the required range. Therefore, the allocation of total power in DBESS should be controlled to avoid overcharging / over-discharging of any of the BESUs.
Several previous studies have been conducted to achieve SoC balancing. A droop control method combining droop coefficient and SoC is proposed in [8] to achieve proportional load power sharing. Reference [9] presents a new droop control method based on voltage scheduling to maintain the SoC of different energy storage units balanced by modifying voltage references. To ensure SoC balancing, a gain-scheduling controller based on fuzzy logic is designed in [10] by adjusting the droop coefficient.
However, there are several limitations of these methods mentioned above when line resistances are considered, as the batteries will operate at different charging/discharging current due to the voltage drops across the line resistances. This will cause the SoC of the BESSs to diverge. Although the centralized control strategy can be used to solve this problem, the required data transmission and communication devices introduce potential system instability [11, 12] .
The hierarchical distributed control needs the autonomous control units updating their own states by communicating with adjacent nodes to complete complex tasks together. In [13] , a distributed multi-agent based algorithm is proposed to realize SoC balancing by means of voltage scheduling. Reference [14] proposes a sliding mode control strategy based on multi-agent system to improve the converge speed of the existing SoC balancing strategies. However, these methods are not applicable in energy management as the required power is allocated automatically among batteries according to their respective SoC through communicating with adjacent nodes and cannot receive instructions from dispatching center.
The technique of providing the reference values to only a fraction of agents in the network, known as pinning, has been studied in [15, 16] . The pinning-based control can reduce the number of controllers by pinning parts of nodes for a large complex system, which often requires to add controllers to all nodes [17, 18] .
In this paper, a hierarchical distributed control method is proposed for balancing SoC and controlling power as required from dispatching center in DBESS. A consensus algorithm with pinning node is employed to allocate power among BESUs in the secondary control, whereas the local controller of BESU in the primary control adjusts output power according to the reference power from the secondary control.
The rest of the paper is organized as follows. The DBESS is presented in Section 2 whereas Section 3 introduces hierarchical distributed control based on consensus algorithm with pinning node. Simulation of different operation conditions is developed in Section 4 and finally, Section 5 summarizes the paper and draws the conclusion.
Decentralized battery energy storage system
A typical DC microgrid configuration with DBESS is presented in Fig. 1 . In the DC microgrid, RESs can operate at maximum power point tracking mode, supplying power to the common bus. The DBESS is used to stabilize the power fluctuation and maintain the DC bus voltage within a certain range. When the power generated by RESs is less than the load power demand, the DBESS works in the discharge mode, supplying power to the load together with the RESs. When the generated power is greater than the demanded power, the DBESS works in the charging mode to absorb the excess power from the system. Typically, droop control is employed in the BESU DC/ DC converter for voltage regulation and power sharing. Furthermore, the adaptive droop control based on SoC can dynamically adjust the charge/discharge power of BESU, ensuring all the batteries' SoC to be consistent after operating for a certain period [8] [9] [10] .
However, there are two limitations by using droop control when considering line resistance. One is the voltage deviation caused by virtual resistance (droop) and line resistance, and the other is the decrease of power sharing accuracy. Adopting adaptive droop Fig. 1 DC microgrid system with DBESS control based on SoC in each BESU, the voltage of the DC common bus can be described as:
where V dc and V dc * are the actual and reference voltages of the DC common bus, respectively. R di is the virtual resistance (droop constant) calculated by SoC of the i-th BESU and I BESUi is the output current of the i-th BESU.
When the line resistance is taken into consideration, (1) should be rewritten as:
where R linei stands for the line resistance of the i-th BESU branch. Taking two BESUs operating in discharging mode as an example, the droop characteristic curves without and with line resistance are shown in Fig. 2a and b, respectively. The initial SoC of BESU1 (SoC 1 ) is smaller than SoC of BESU2 (SoC 2 ).
For the case shown in Fig. 2a without line resistance, it is necessary to satisfy I BESU1 < I BESU2 (R d1 > R d2 ), to ensure that BESU2 with higher SoC outputs a lager discharging current than that of BESU1 with lower SoC. When the line resistances are presented in Fig. 2b , in the case of R d1 + R line1 < R d2 + R line2 , the BESU1 with smaller SoC will output more power than BESU2.
Therefore, due to the presence of uncertain line resistance, employing the adaptive droop control based on SoC method could potentially lead the BESU with the smallest SoC to a higher discharging rate, resulting in a shorter service life of battery. Therefore, appropriate allocation of total power in DBESS should be achieved to avoid the overcharging/over-discharging of BESUs.
Methods

Hierarchical distributed control
To complete a complex task, it is necessary to divide the task into several simple tasks. So the hierarchical distributed control is employed to divide the whole system into a few autonomous control units to allocate power among BESUs and adjust the output power according to the reference power. The structure of the hierarchical distributed control is shown in Fig. 3 , which is divided into three levels including the primary control, the secondary control and the dispatching center.
1) The primary control. It controls the voltage and current of BESU according to the control command sent by the secondary control. Meanwhile, it transmits the collected power, SoC and other physical signals to the secondary control. 2) The secondary control. It sends the calculated control command by exchanging data with adjacent generation units through preset communication networks. 3) Dispatching center. By applying the pinning control to some nodes, the dispatch control of the system can be realized by the coupling relationship between the following nodes and the pinning nodes. In this paper, the primary control and the secondary control of BESU are studied, so that the BESU can automatically control the charge/discharge power based on their respective SoC conditions. At the same time, the part of secondary control units can accept the command from the dispatching center to realize the ability for the whole DBESS to respond to system dispatching.
Discrete consensus algorithm with communication delay
Consensus control tends to make some states of all individuals in the distributed system be consistent with each other by exchanging information between the individual and its adjacent ones. Consensus algorithm is a kind of distributed algorithm for consensus control [19, 20] . In recent years, the consensus algorithm has achieved many successes in the group and formation control of space shuttles, and has gradually been used for power system Fig. 2 Droop characteristic curves economic scheduling and hierarchical control. The firstorder discrete consensus algorithm is widely used for its advantages of simple convergence condition and fast convergence speed [21] .
The BESU can only communicate with its adjacent BESUs. Let x i denotes the state variable of the i-th BESU, and x i can represent any physical information, such as voltage, current and SoC. When x i of all BESUs are the same, the DBESS achieves consensus convergence. The discrete consensus algorithm is shown as:
where j is an adjacent node of the i-th BESU, d ij is the transfer coefficient between the i-th BESU and its adjacent node j, and m is the number of BESUs. However, in a real system, it will take some time in the process of signal conversion and transmission. The time required to transmit the signal from adjacent node j to node i is
where τ 1 is the total time for signal sampling and communication processing, τ 2 is the time of transmitting over the communication line, and τ 3 is the time of converting the received signals by node i. The communication among all nodes is discrete in time when using the discrete consensus algorithm and thus, there will be a time interval T between two communications. When T is greater than the communication delay τ ij , the communication delay does not have any effect on system. In the case of τ ij being greater than T, the communication delay will impact on the consensus algorithm, and the corresponding algorithm expression should be rewritten as:
Equations (3) and (5) can describe and simulate all the operation conditions whereas (3) stands for normal operation condition with small communication delay and (5) represents condition with lager communication delay.
The transfer coefficient d ij can affect the convergence and convergence speed of consensus algorithm. When D = [d ij ] is a random matrix, x i can converge in some specific conditions [22] . If D is a double random matrix, x i can converge to the average of the system initial value. In order to improve the reliability of discrete consensus algorithm, the Metropolis method are employed to construct a double random matrix D with non-zero diagonal elements [23] . The Metropolis method is describe as:
where n i and n j are the respective adjacent numbers of node i and j, max(n i ,n j ) stands for the maximum value of n i and n j . 
Consensus control with pinning node
The main principle of the consensus control with pinning node is to consider the DBESS shown in Fig. 3 as a network-connected distributed system. Each BESU contains the primary control and the secondary control. The secondary control of BESU which is selected as the pinning node, can receive the dispatching command from the system. The principle of power allocation is that the charge/discharge power of each BESU is the same as the ratio of the power to their respective SoC. The SoC of BESU needs to be obtained first. For the many published battery SoC detecting methods, the current integration method is employed in this paper to calculate the SoC as [24] :
where I bi , SoC i * , C ei are the output current, initial SoC and rated capacity of the battery of the i-th BESU, respectively.
Neglecting the power loss of the DC/DC converter, there is
where U ini , P i , P ini are the output voltage, output power and input power of the DC/DC converter of the i-th BESU, respectively. The expression for detecting SoC can be rewritten by combining (7) and (8) as:
The ratio is then defined in the respective charging and discharging operation states as:
where P BESUi [k] and SoC i [k] are the input/output power and SoC of the i-th BESU, and r chari [k] and r disci [k] are the charging and discharging ratios of the i-th BESU. P BESUi [k] < 0 stands for charging operation while P BESUi [k] > 0 for discharging operation. The ratio of each BESU will tend to be consistent after several iterations by using consensus algorithm. Thus, the purpose of power distribution is achieved. There are some bases for selecting the BESU to receive power command, e.g. the distance from dispatching center and reliability of communication network. In this paper, it is assumed that the nearest BESU to dispatch center is BESU1 which is selected to receive the reference power information from dispatching center through network communication, and is the pinning node. The remaining BESUs in the DBESS which do not need to have network connection to the dispatching center are the following node. Figure 4 shows the flow chart of power allocation in a sampling period.
At the beginning of each sampling period, the initial power values of the pinning node and following node are set as:
where P all is the reference power value from dispatching center. P all < 0 stands for charging operation while P all > 0 represents discharging operation. Then, the discrete consensus algorithm is used to iterate the P BESUi and SoC i as:
After several iterations, (14) and (15) will converge to the average of initial values as: Fig. 4 Flow chart of power allocating
Therefore, the charging and discharging ratios of the i-th BESU will also converge to constants as:
Finally, the input power and output power can be calculated by the ratios of charging and discharging operation:
The above equation describes how to obtain the power reference value of each BESU by the consensus control with pinning node. This method is a distributed algorithm as each BESU gets its own charge/discharge power reference value according to their own information and information of its adjacent nodes. The SoC of different BESUs can be balanced and the total output power of DBESS follows dispatching requirement.
Results and discussion
In order to verify the proposed hierarchical distributed control based on consensus algorithm with pinning node, the simulation model shown in Fig. 5a is established, which consists of three battery branches with different line resistances. The model parameters are shown in Table 1 and the communication network topology is shown in Fig. 5b . However, other communication network topologies can also be used as long as they satisfy the requirement of connection. Different network topologies only affect the speed of consistency convergence.
In this paper, matrix D is constructed by (6) and the scheme of self-organization mechanism is designed. In this case, it is assumed that the pinning node is reliable and has been involved all the time. The self-organization mechanism is mainly used to constrain the switching of the following nodes.
Taking BESU2 as an example, when BESU2 needs to be connected in, BESU2 will send incoming packets to BESU1 and BESU3, and then update its own matrix D. After receiving the incoming message, BESU1 and BESU3 broadcast the latest neighbor messages and update their own matrix D elements. Their own matrix D are all updated by (6) , ensuring that matrix D is still a double random matrix with non-zero diagonal elements.
According to the self-organization mechanism, the BESU can connect or disconnect their neighbor nodes without affecting the system operation. Figure 6 shows the simulation results of charging operation, and the total power of DBESS is given by dispatching center and varies with time. The initial SoC of BESU1, BESU2 and BESU3 are 40%, 45%, 50%, respectively. Figure 6a and 6b show the SoC and charging current of each BESU, and Fig. 6c presents the average voltage of DBESS.
In 0~100 s, the total power of DBESS given by dispatching center is 800 W. At the beginning of operation, BESU1 has the smallest SoC and absorbs most of the power. At 100 s, the SoC of BESU1 and BESU2 become almost identical and thus, the charging currents also tend to be equal. During the time of 100~200 s, the total power of DBESS given by dispatching center is reduced to 500 W. between BESU1/BESU2 and BESU3 almost disappears. In 200~300 s, the total power of DBESS given by dispatching center is 700 W. During this period, the SoC of these three BESUs is balanced and so as the charging currents. Although the total power changes to 600 W at 300 s, the charging ratios of all three BESUs stay the same. According to Fig. 6c , the voltage is maintained in the range of 48 ± 0.5 V during the operation. As seen from Fig. 6 , in the charging operation, the priority is given to the BESU with the lowest SoC to obtain a larger charging current. The proposed control strategy can balance SoC and control output power varying with dispatching center requirements in DBESS. Figure 7 shows the simulation results of discharging operation, and the varying total power of DBESS is given by dispatching center. The initial SoC of BESU1, BESU2 and BESU3 are 75%, 70%, 65%, respectively. Figure 7a and b show the SoC and discharging current of each BESU, and Fig. 7c presents the average voltage of DBESS.
In 0~100 s, the total power of DBESS given by dispatching center is 500 W. At the beginning of operation, BESU1 has the largest SoC and produces most of the output power. At 100 s, the difference of SoC among the BESUs is reduced to be less than 5%. During 100~200 s, the total power of DBESS given by dispatching center is increased to 700 W and thus, the discharging currents a b c Fig. 6 Simulation results in charging operation of all BESUs are also increased. At 200 s, the SoC difference among the three BESUs is small and therefore, their discharging currents also become similar. In 2003 00 s, the total power of DBESS given by dispatching center is 600 W whereas it reduces to 500 W at 300 s. During this period, the BESU with the highest SoC always provide more power than the BESU with the smallest SoC. Finally, SoC balancing is achieved at 400 s. According to Fig. 7c , the voltage is maintained in the range of 48 ± 1 V during the whole operation.
As seen from Fig. 7 , in the discharging operation, although the total power demanded varies, the BESU with the lowest SoC always has less discharging current. SoC balancing and controlling output power according to dispatching center in discharging operation are realized by adopting the proposed control strategy.
Conclusions
To address the problems related to the sharing accuracy of the current methods considering the line resistance, a hierarchical distributed control is proposed to realize SOC balancing using consensus algorithm in decentralized battery energy storage system. The proposed control strategy can also change the total output power in DBESS according to the requirements of dispatching center by pinning partial secondary control units of BESU. The simulation a b c Fig. 7 Simulation results in discharging operation
