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1. INTRODUCTION
In this paper we will prove continuation of the Conley index for singular
perturbations and give some computations of the Conley indices for
gradient-like systems.
In [HR1], Hale and Raugel consider the equation
{
ut&2u+:u=& f (u)&G(x1 , x2 , x3) in Q=
u
&
=0 in Q= ,
(1.1)
where & is outward normal to Q= 0_(0, =), 0=(0, 1)_(0, 1), G is a
function belonging to W1,  (R3) and f is a C 2 function from R=(&, )
to R satisfying
lim sup
|u|  
& f (u)
u
0, (1.2)
| f $(u)|c(1+|u|2) for u # R (1.3)
for some constant c>0. Actually, their results are given for a more general
thin domain Q= .
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Hale and Raugel showed that (1.1) has the following limit equation as
=  0,
{
vt&2v+:v=& f (v)&G(x1 , x2 , 0) in 0
v
&
=0 in 0,
(1.4)
where &0 is the unit outward normal to 0. More precisely, they proved
that (see [HR1, Propositions 3.2 and 3.3]) there is an =1>0 such that for
any r>0 there exists a positive constant K=K(r) such that for 0<==1 ,
and for any u0 # H1 (Q=) with &u0 &H 1(Q=)r |Q= |,
t2 &u= (t)&v(t)&2H1(Q=)= |Q= | Ke
Kt for t>0, (1.5)
where |Q= | denotes the volume of Q= and u= is the solution of (1.1) with
u(0)=u0 and v the solution of (1.4) with
v(0)(x1 , x2)=(M=u0)(x1 , x2)=
1
|Q= | |
=
0
u0 (x1 , x2 , y) dy.
Note (1.2) and (1.3) imply that there is a global attractor A= for the semi-
flow = generated by (1.1). Hale and Raugel proved that the family of
attractors [A= , 0==0] is upper semicontinuous in = at ==0 where A0
is the global attractor for the semiflow 0 generated by (1.4).
As an application of our abstract results, we consider the following
system
ut&2u= f (x, y, u, sx u, syu) in Q= (1.6)
u
&
=0 in Q= , (1.7)
where Q= is defined as in (1.1) and f (x, y, p, q, r) is a C1-mapping from
Rn_R_Rm_Rnm_Rm  Rm and satisfies the following conditions.
There exists a constant c>0 such that
} fy }c(1+(|q|+|r| )a | p|b),
} fp }c(1+(|q|+|r| )a$ | p| b$),
} f(q, r) }c, at (x, y, p, q, r) # 0_(0, 1)_Rm_Rnm_Rm
where a, a$, b, b$0, 2a+ b3=1, 2a$+
b$+1
3 =1.
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In Section 5 we will see that the following system is the limit system of
(1.6)(1.7) as =  0 in a sense somewhat different from (1.5).
vt&2v= f (x, 0, v, sxv, 0) in 0 (1.8)
v
&0
=0 in 0. (1.9)
If the limit system (1.8)(1.9) has a global attractor, it is natural to expect
the system (1.6)(1.7) to have a local attractor when = is sufficiently small
and then the family of the local attractors is upper semicontinuous in = at
==0. It should be noted that (1.1) is a gradient-like system and (1.2) is
assumed in [HR1]. So, they could use a standard method to obtain the
existence of the attractors of (1.1) and then concentrated themselves on
proving the upper semicontinuity of the attractors at ==0. However,
(1.6)(1.7) is no longer a gradient-like system and (1.2) is not assumed
either. So we can not prove the existence of the local attractors of
(1.6)(1.7) by the standard methods indicated in [HR1]. However, we can
use our abstract results to prove that what is expected is actually true.
In a recent paper [DHMP], the following generalized Lotka-Volterra
type reaction-diffusion equation was considered
ut&d2u= f (u) u&
1
=
uv in Q
vt&d2v= g(v) v&
:
=
uv in Q
(1.10)
u
&
=0,
u
&
=0 on S
u(x, 0)=u=0 (x), v(x, 0)=v
=
0 (x) x # 0,
where 0 is a bounded domain in RN with C2 smooth boundary
0, Q=0_(0, ), S=0_(0, ), d>0, :>0, =>0 and f and g are C 1
functions satisfying
f (s)>0, g(s)>0 for s # (0, 1) and f (s)<0, g(s)<0 for s>1.
Dancer et al. proved that for any 0u=0 , v
=
01, u
=
0  u0 , v
=
0  v0 weakly in
L2 (0) as =  0, the solution (u= , v=) of (1.10) satisfies
u=  w+ and v=  :w& as =  0 in L1 (0_(0, T)), (1.11)
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where w+=max[w, 0], w&=(&w)+ and w is the solution of the following
equation with w0=u0&v0 :,
wt=d2w+h(w) in Q
w
&
=0 on S (1.12)
w(x, 0)=w0 (x), x # 0
where
h(r)={f (r) rg(&:r) r
for r>0
for r<0.
(1.12) is referred to as the limit equation of (1.10) as =  0. The limit equa-
tion (1.12) for the functions f =0 and g=0 was obtained by Evans [Ev].
It is natural to expect to establish relations between invariant sets of (1.10)
and that of (1.12) for small =. Actually, for steady-states solutions, by using
topology degree, for some particular functions f and g, Dancer and Du
[DD1], Dancer and Guo [DG] have established such relations between
(1.10) and (1.12) with Dirichlet boundary conditions, under the assump-
tion that the steady states of (1.12) are isolated.
Problem (1.1) and Problem (1.10) look quite different, but they have the
same difficulty coming from the singular perturbations. Determining what
properties of the limit equations (1.4) and (1.12) can be inherited by the
perturbed equations (1.1) and (1.10) is far from being trivial, see [HR1],
[Re], [DD1] and [DG].
Problems involving singular perturbations have been widely studied
[Jo]. N. Fenichel’s papers [Fe1] and [Fe2] developed a technique
referred to as the theory of geometric singular perturbations in finite
dimensional dynamical systems. One important ingredient in Fenichel’s
theory is the existence of locally invariant families of manifolds (see [Jo,
Theorems 1 and 3), which relies heavily on the normal hyperbolicity
assumption (see [Jo, Definition 1]). However, sometimes it is difficult to
check this assumption in infinite dimensional dynamical systems (e.g.,
(1.10)). One of our main goals is to build a general framework under which
relations between the Conley indices of isolated invariant sets of singularly
perturbed equations (1.6)(1.7) or (1.10) and the ones of unperturbed
equations (1.15)(1.16) or (1.12) can be described when = is small enough.
We will call the relations the continuation of the Conley index for singular
perturbations.
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Let Z be a topological space. We call 8 a local semiflow on Z if there
exists an open subset D of R+_Z such that
(a) 8 : D  Z a continuous mapping;
(b) for every z # Z there is an |z , 0<|z, such that (t, z) # D if
and only if 0t<|z ;
(c) 8(0, z)=z for any z # Z;
(d) if (t, z) # D and (s, 8(t, z)) # D then (t+s, z) # D and 8(t+s, z)=
8(t, 8(s, z)).
We will use the notation
8([0, t], z)=[8(s, z) : 0st].
Let X = and Y be two metric spaces and let ==(,=, !=) be a semiflow on
X =_Y and ? a semiflow on Y. We denote by ?(t, y) the trajectory of ?
through the point y and by [0, |y), 0<|y, the maximal existence
interval of ?(t, y). For a given point 0= in X = and a map , : [0, T]  X =,
, # L p ([0, T], X =) if and only if d= (,(t), 0) # L p ([0, T], R) where d= is a
metric of X =. In order to state the continuation of the Conley index for
singular perturbations, we need to introduce two assumptions.
(L) Let A= and B be closed bounded subsets of X = and Y, respectively.
There exists p1 such that for any (=n , tn , , yn)  (0, t, y) in R_[0, )
_Y as n  , if =n ([0, tn], xn , yn)/A=n_B, then
,=n  0= in Lp ([0, t], X=n), !=n (tn , xn , yn)  ?(t, y) in Y (1.13)
and
,=n (tn , xn , yn)  0= in X=n provided xn  0= in X=n as n  . (1.14)
The assumption (L) actually gives a description of a class of singular
perturbations. Note that in some singular perturbation problems (for
example, (1.10) and (1.12)) (L) is satisfied but the normal hyperbolicity
mentioned above is not satisfied. We also need the following compactness
assumption:
(C) A= and B are closed bounded subsets of X = and Y, respectively.
There exists T>0 such that given any sequences =n , tn # R, (xn , yn) #
A=n_B, if tnT for n1 and if =n  0 as n   and if =n ([0, tn], xn , yn)
/A=n_B, then [!=n (tn , xn , yn)] is precompact in Y. Moreover, [= (t, x, y) :
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tT, = ([0, t], x, y)/A=_B] and [?(t, y): Tt<|y , ?([0, t], y)/L]
are precompact in X =_Y and Y for any bounded set L in Y, respectively.
Before stating the main results in this paper, let us recall briefly the
definition of the Conley index (see [Co1], [Mi], [Ry] and [Sm] for more
details). Suppose that Z is a metric space and 8 a local semiflow on Z.
A set S/Z is an invariant set for the semiflow if for any x # S there exists
a continuous map ,: (&, )  S satisfying that ,(0)=x and
8(t) ,(s)=,(t+s) for all s # (&, ), t0. Let N be a closed bounded
subset of Z. The union of all invariant sets contained in N for 8 is called
the maximal invariant set in N. An isolating neighborhood is a closed
bounded set N such that its maximal invariant set lies in its interior. An
isolated invariant set is a maximal invariant set in an isolating
neighborhood. Let N1 , N2 be two closed bounded subsets of Z and
N2 /N1 . N2 is positively invariant relative to N1 if given z # N2 with
8([0, t], z)/N1 , then 8([0, t], z)/N2 . N2 is an exit set for N1 if given
z # N1 and t1>0 such that 8(t1 , z)  N1 , then there exists t0 # [0, t1]
satisfying 8([0, t0], z)/N1 and 8(t0 , z) # N2 . A closed pair (N1 , N2) in
Z is called an index pair for 8 if the following hold:
(a) The maximal invariant set I in N1 is contained in the interior of
N1 "N2 .
(b) N2 is positively invariant relative to N1 .
(c) N2 is an exit set for N1 .
When the compactness condition (C) given below holds where X and ?
are respectively replaced by Z and 8, the homotopy type of N1 N2 depends
only on I and the homotopy equivalence class [N1 N2] is denoted by h(I )
and called the Conley index of I or homotopy index of I. If there exists
an index pair (N1 , N2) of I such that N2 is empty, we denote by 70I the
Conley index of I, that is,
70I =[N1 N2] when N2 is an empty set. (1.15)
Let B(r, X =) denote the ball in X = with radius r and center 0= . The space
X = is said to be contractible uniformly in = at 0= if there is r>0 such that
B($, X =) is contractible for 0<$<r and for all small =>0.
We can now state one of the main theorems in this paper.
Theorem A. Let I? be an isolated invariant set of ?, 0= # X = and let X =
be contractible uniformly for = at 0= . Let r>0, A==B(r, X =) and B be an
isolating neighbourhood of I? . Suppose that (L) and (C) hold. Then, for any
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$>0 and for any neighbourhood NY /B of I? in Y, there exists an =0>0
such that when |=|=0 , the maximal invariant set I = of = in A=_B is
isolated and
h(I=)=h(I?) and I=/B($, X=)_NY , (1.16)
where h(I?) and h(I =) denote the Conley indices of I? and I =, respectively.
In [HR1], an important step in proving the fact that the family of
attractors [A= , 0==0] of (1.1) and (1.4) is upper semicontinuous in =
at ==0 is to prove that elements in the attractors are bounded uniformly
for = (see [HR1, Proposition 1.2]). In [RS1], the ‘‘long time argument’’
(see [RaG, p. 297] for details) is involved. Applying Theorem A we can
avoid these two arguments. The reason is that in our assumption (L), we
only check (1.13) and (1.14) under the conditions that (a) [tn] is bounded
and (b) =n ([0, tn], xn , yn) is bounded uniformly for n in (L). (a) relates
to the short time argument in [RS1] or [RaG, p. 300] and (b) implies that
some a priori estimates in [HR1] can be avoided. This observation implies
that we can use Theorem A to simplify the arguments in a number of
papers (for example, [HR1] and [RS1]). Moreover, we can deal with
some problems with singular perturbations for which the arguments in
[HR1] do not work (for example, solutions of (1.6)(1.7) may blow up in
finite time, so one does not expect to get a priori estimates for solutions of
(1.6)(1.7) without the help of the limit equations (1.8)(1.9)).
When the limit equation (1.8)(1.9) is uncoupled and f does not depend
on sxu, (1.8)(1.9) is a gradient-like system. Obviously, the limit equation
(1.12) is also a gradient-like system. Though the calculations of the Conley
index is usually extremely difficult, for gradient-like systems we show that
the Conley index can be calculated or estimated in certain cases. More
precisely, we compute the Conley indices of two kinds of isolated invariant
sets of gradient-like systems, namely critical points of mountain pass type
(see [Ho1] or [Ho2]) and those of local minimizers of functionals
associated with gradient like systems. When these two kinds of critical
points are isolated, the topological degree at these points are not zero (see
[Ho1], [Ho2], [Da], [TiG] and [Am]). However, it is a difficult
problem to determine if they are isolated in general. When a critical point
of mountain-pass type and a local minimizer of the functional are not
isolated, we consider a critical point component 1 of mountain-pass type
and a compact component 1 $ of local minimizers instead (see Section 2).
Some examples suggested by E. N. Dancer show that the topological
degrees at such components are zero (see Section 2). But even so, in the
following theorem we will see that there exists an isolated invariant set near
1 (or 1 $) whose Conley index is nontrivial. Some computations of the
Conley index for different types of invariant sets of gradient-like systems
can be found in [DD2].
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In order to state our second main result in this paper, three hypotheses
need to be introduced. Let X be a Banach space with norm & }& and M an
open subset of X. Let ? be a local semiflow on M. Denote by E the set of
equilibria of ?.
(C) There is a constant T0 such that for any bounded closed
subset L of M, the set
[?(t, x) : Tt<|x , ?([0, t], x)/L]
is precompact in X.
(G) There is a Lyapunov function for ?, that is, there is a con-
tinuous function V: M  R with the property that V(?(t, x))<V(x) for
x # M"E, t>0;
(SS) For any compact component 1 of E there exists a neigh-
bourhood U of 1 in X such that the set R"V(U & E) is dense in R.
From the compactness assumption (C) one easily obtains that if an orbit
O(x) is contained in a bounded closed subset then it is precompact and
|x=. The condition (C) is slightly stronger than the strongly
?-admissible condition introduced by Rybakowski [Ra1]. However, it can
be satisfied for semiflows generated by ordinary differential equations,
semilinear parabolic equations and functional differential equations.
Usually, ? is called gradient-like if (G) holds. From (SS) it follows that V
takes a constant value on every compact component of E. In applications,
Sard’s theorem and Smale’s theorem give sufficient conditions of (SS) (see
[AMR]). The requirement of smoothness in Sard’s theorem is important.
Indeed, Whitney [Wh] constructed a C1 function R2  R with the
property that it does not take a constant value on a connected set of
critical points. Whitney’s example implies that the assumption (SS) could
not be removed in Theorem B below.
Theorem B. Let ? be a semiflow on a Banach space X and satisfy (C),
(G) and (SS). Let 1 be a compact component of the set E of equilibria and
W a neighbourhood of 1 in X. Then the following conclusions hold.
(I) There exists an isolated invariant set I of ? such that 1/I/W.
(II) Suppose 1 is of local minimum type (see Section 2). Then there is
an isolated invariant set I#1 in W such that the Conley index h(I ) of I is 70I .
(III) Suppose that 1 is of mountain-pass type(see Section 2). Then
there is an isolated invariant set I in W such that h(I ){0 .
Let us come back to Theorem A. Sometimes, we are concerned with
global existence of solutions of perturbed equations. From Theorem A we
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see that if an unperturbed semiflow ? has a global attractor then the
perturbed semiflow = has a local attractor. In this case, obviously, solutions
of the perturbed semiflow starting at points near the local attractor exist
globally; but because the unperturbed semiflow has a global attractor, we
should obtain stronger conclusions on global existence of solutions to the
perturbed semiflow. Indeed, in Section 3, under some reasonable conditions
we obtain that for any given bounded set S in the initial data space, if
the perturbation is small enough, then there exists a local attractor for the
perturbed semiflow such that this attractor attracts the given set S (see
Theorem 3.4). This is useful in the study of the existence of global regular
solutions of some evolutionary equations, for example, the NavierStokes
equations on thin domains ([RS1] and [RS2]) (see Remark 6.5 for more
details).
In addition, it is worth mentioning that an isolated invariant set I is
stable in the sense of Lyapunov if and only if the Conley index of I is 70I .
This observation is simple but useful. The above equivalent description of
stability and the continuation of the Conley index for singular perturba-
tions imply that stability of isolated invariant sets for unperturbed and
perturbed systems does not change. This provides a method to find a stable
isolated invariant set for perturbed systems, which are usually rather more
complicated than the unperturbed systems.
In Section 5 and the forthcoming papers [DH1] and [DH2], we will
find that the abstract results established in this paper unify the study of
some problems involving singular perturbations in infinite dimensional
dynamical systems.
In Section 2 we prove the Conley indices of the sets of critical points of
mountain pass type and of minimum type are nontrivial. In Section 3 we
discuss the continuation of the Conley index for singular perturbations. In
Section 4 we establish relations between the Conley indices of isolated
invariant sets and stability. Section 5 shows that when = is small (1.6)(1.7)
is really a singular perturbation of (1.8)(1.9) satisfying all requirements of
Theorem A. In Section 6, we give the proofs of several lemmas which are
used in Section 3.
2. THE CONLEY INDICES OF SETS OF MP TYPE AND
LOCAL MINIMUM TYPE
In this section we will prove Theorem B as stated in Introduction.
Define
Vc=[x # M : V(x)c], V4 c=[x # M : V(x)<c]
Vc=[x # M : V(x)c], V4 c=[x # M : V(x)>c].
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A compact connected component 1 in E, the set of equilibria of ?, is said
to be of mountain-pass type (mp type for short) if there exists a
neighbourhood U/M of 1 such that for any open neighborhood W/U
of 1, the topological space W & V4 c is nonempty and not path connected,
where c=V(1 ). A compact connected component 1 in E is said to be of
local minimum type if there is an open neighbourhood U of 1 in X such
that V(x)V(1 ) for every x # U. The definition of a set being of mountain-
pass type was given by Hofer in [Ho1] and [Ho2]. Existence of a com-
pact connected component of E to be of mp type can be found in [Ho2].
Before proving Theorem B we want to indicate how to use Sard’s
theorem (or the proof of Sard’s theorem) to get (SS). Let us consider the
semiflow ? generated by the following ordinary differential equation
x$=&grad f (x)
x(0)=x0 ,
where f : Rn  R1 is a C1 function and grad f (x) is locally Lipschitz con-
tinuous. Assume that 1 is a compact component of E=[x : grad f (x)=0]
and that the local center manifold for ? at every point x0 # 1 is an 1-dimen-
sional manifold. We will prove that (SS) holds. In fact, for any fixed x0 # 1,
by the center manifold theory there exists a neighbourhood U0 of x0 in Rn
and a Lipschitz continuous function g: (0, 1)  U0 such that
[x : ?(t, x) # U0 , &<t<]/[g(s) : 0<s<1] :=1 $.
Let Jk, i=( ik ,
i+1
k ), V(s)= f (g(s)) and K=[s # (0, 1) : g(s) # E]. By Taylor’s
theorem, the compactness of K and the fact that g is a Lipschitz continuous
function, there exist constants M1>0, M2>0 such that for any s # K,
t # (0, 1),
|V(t)&V(s)|M1 | g(t)& g(s)|2M1M 22 |t&s|
2.
From this it follows that the measure of V(K) is not greater than the
measure of k&1i=0 V(Jk, i & K)(M1 M
2
2)k  0 as k  . Hence, the
measure of V(K) is 0, that is, the measure of f (U0 & E) is 0. Finally, using
compactness of 1 we can obtain that the measure of f (U & E) is 0 for some
neighbourhood U of 1 in Rn. This means (SS) holds. Let us briefly show
that (SS) always holds for sufficiently smooth systems in many applica-
tions. In fact, since 1 is a compact connected component in the set E of
equilibria of ?, for any p # 1 by the invariant theory there exists a local
center-unstable invariant manifold W culoc ( p) of ? at p such that points of 1
near p are contained in W culoc ( p). Since 1 is a compact set, we can find a
finitely many of such local manifolds W culoc ( pi), i=1, ..., k, such that
 W culoc ( p i) covers all points of E near 1. Therefore, (SS) is reduced to
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proving that R"V(E & W culoc ( pi)) is dense in R for i=1, ..., k. Let N be the
maximal dimension of W culoc ( p i), i=1, ..., k and ? be C
N-smooth. Observe
that the semiflow ? restricted to W culoc ( pi) is topologically equivalent to a
CN-smooth flow ? i with a finite dimension niN (up to a CN-smooth
homeomorphism). Consequently, from the Sard’s theorem it follows that
R"V(E & W culoc ( pi)) is dense in R.
We assume that the assumptions (C), (G) and (SS) hold in the rest of
the section. The following three theorems are the main results in this
section.
Theorem 2.1. Let 1 be a compact component in E and W be an open
neighbourhood of 1. Then there exists an isolated invariant set I such that
1/I/W.
Theorem 2.2. Let 1 be of local minimum type. Then for any
neighbourhood W of 1 there is an isolated invariant set I#1 in W such that
the Conley index h(I ) is 70I .
In [CS-M] an example shows that a local minimum of a Lyapunov
function associated with a gradient flow could be unstable. However,
Theorem 2.2 and Theorem 4.1 show the set of minima is stable for the
system (19) in [CS-M].
Theorem 2.3. Suppose that 1 is of mp type. Then for any neighbourhood
W of 1 there is an isolated invariant set I in W such that h(I ){0 .
Before proving these three theorems we give a simple example to show
that a set 1 which is of mp type or of local minimum type could have
LeraySchauder degree zero, that is, deg(grad V, N)=0 where N is a
neighbourhood of 1.
Example. Consider the ordinary differential equations:
x$=
f
x
, y$=
f
y
,
where
e1r2&1 for 0r<1
f (x, y)={0 for r=1e&1r2&1 for r>1
and r=(x2+ y2)12.
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Let ? be the flow generated by the above system and V(x, y)=& f (x, y).
Clearly, (i) the set of all critical points of V is the union of 0 and the circle
S=[(x, y) : r=1]; (ii) S is of mp type for V; (iii) B=cl(B2 "B12) is an
isolating neighbourhood of S of ?. Here Br=[(x, y) : x2+ y2<r].
By Theorem 2.3 the Conley index h(S){0 . However, we will see that
deg(grad V, B)=0. A calculation of the gradient of V yields that
grad V |B2=&aI, grad V |B12=bI.
Here a, b are positive constants and I is the identity map in R2. Then,
deg(grad V, B)=deg(grad V, B2"B12)=deg(grad V, B2)&deg(grad V, B12)
=1&1=0.
Next we will give an example to show that the degree of a set of local
minimum type could be 0. Consider the system
x$=&
f
x
, y$=&
f
y
,
where f is the same as the above. Let V(x, y)= f (x, y) and S, B be defined
as in the above example. Then, (i) S is of minimum type; (ii) B is an isolat-
ing neighbourhood of S; (iii) the exit set of B is empty. Of course,
deg(grad V, B)=0 can be obtained as the above example. We here prefer
to use a formula (see [Ry1, Theorem 3.8, p. 162] or [Da, p. 14]) found
independently by Dancer [Da] and Rybakowski [Ry2] to compute the
degree. Since the Conley index h(S) consists of a circle and a disjoint point,
rank H0 (h(S))=1, rank H1 (h(S))=1 and Hq (h(S))=0 for q2. Here
Hq (h(S)) denotes the q-dimensional singular homology group of h(S).
Then, by [Ry1, Theorem 3.8] we have that deg(grad V, B)=0.
For the proofs of the theorems, we need to introduce some notation. For
any set S in X the closure of S in X is denoted by S and for any two sets
A, B we denote
d(A, B)=inf[&a&b& : a # A, b # B].
For any subset Y in M denote O( y, Y)=[?(t, y) : ?([0, t], y)/Y], in
particular, Y is omitted in the notation O( y, Y) when Y=M, i.e, O( y)=
O( y, M).
From now on we assume that c=0. We break the proofs of Theorems
2.1, 2.2 and 2.3 into six lemmas.
Lemma 2.4. Let G be a compact connected component of E. Then for any
bounded open neighbourhood U of G in X there is an open neighbourhood
W/U of G such that d(W, E)>0.
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Proof. Let V be a bounded closed set, U/V and d(V, U)>0. In
[De, Lemma 29.1] let M=V & E, A=G, B=M"U then M is compact and
A, B are closed in M and A & B=<. Then there are two compact
sets A/M1 /M, B/M2 /M such that M=M1 _ M2 , M1 & M2=<.
Let W=[ y # Y : d( y, M1)< 12d(M1 , M2)]. Then, this W satisfies the
requirements of this lemma.
By Lemma 2.4, we may assume that a bounded open neighbourhood U
of 1 has been chosen such that
d(E, U)>0 and (SS) holds. (2.1)
Then E & U is compact. Denote Es=U & E & V s, E4 s=U & E & V4 s. By the
compactness of E & U, the continuity of ? and V we have that the set Es
is upper continuous in the sense that
sup[d(Es , x) : x # Es’]  0 as s$  s+. (2.2)
Lemma 2.5. Suppose Es {<. For any =>0 there exists an open
neighbourhood Us /U of Es such that d(E, Us)>0,
V(x)> sup
y # Us
V( y) for any x # (E"Us) & U (2.3)
and
sup
x # Us
d(x, Es)<=. (2.4)
Proof. Let 0<=<d(E, U) be given. By (SS) there is an  0+ such
that an+s # R"V(E & U). Then bn=d(V4 s+an, U & E)>0 since U & E is
compact. Let $n>0, $n<min[bn , =] and put Un=[x: d(x, E4 s+an)<$n].
Then, Un /U and d(Un , E)>0 since =<d(E, U). We now prove that
Un /V4 s+an. Suppose this is not true. Then there exists x # Un"V4 s+an. By
the compactness of E4 s+an there exists an x0 # E4 s+an such that r=d(x, x0)=
d(x, E4 s+an)<$n . Then, the ball B=[ y: d( y, x0)r] is contained in Un
and B & V4 s+an{< and B/% V4 s+an. Therefore, we can find a point b # B &
V4 s+an. This contradicts $n<bn . Since Un /V s+an=V4 s+an, we have that
d(Un , E"V s+an)=d(Un , E"V4 s+an)min[1, d(Un , (E"V4 s+an) & (X"M))],
where M=[x # E : d(x, Un)>1]. Note that (E"V4 s+an) & (X"M) is com-
pact and that U n & (E"V4 s+an) & (X"M)=< since Un /V s+an=V4 s+an.
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Therefore, d(Un , E"V s+an)>0. Thus, noting E"E4 s+an=E"V
s+an and
Un /V s+an we have that
d(Un , E)=min[d(Un , E"V s+an), d(Un , E"V s+an)]
=min[d(Un , E"V s+an), d(Un , E4 s+an)]>0. (2.7)
Taking Us=Un (2.3) follows from Un /V4 s+an and d(Un , E)>0. We can
obtain (2.4) from (2.2) and the definition of Un . The proof is complete.
Lemma 2.6. There exists a constant c>0 and an isolated invariant set I
which contains 1 and an isolating neighbourhood N1 of I which is contained
in U and an open neighbourhood O of I in N1 such that
V(x)>&c, x # O . (2.5)
Further, if x # N1 and if ?(t, x)  N1 for some t>0 then
V(?(t, x))<&c. (2.6)
Proof. Since ? is continuous and E0 /E is compact, there exists an
open neighbourhood U$/U of E0 with the property:
t0, x # U $ and ?(t, x) # U imply t>1. (2.7)
Again, since ? is continuous and Es /E is compact, in view of (2.2) and
(2.4) we can find for some s>0 small, a Us in Lemma 2.5 such that
U s /U$ and if x # U s , ?(t, x) # U$ then tT, where T is given by (C).
From this and (C) we obtain that B1"U$ is compact where B1=
x # Us O(x, U ). From (2.1), (2.3) and (G) it follows that d(B1"Us , E)>0.
If B1"U$=<, then taking
N1=B1 and c=2 max[ |V (x)| : x # B1] and O=Us
completes the proof of the lemma. Therefore, we assume that B1"U${<
from now on. So,
2c1 :=inf[V (x)&V (?(1, x)) : x # B1"U$, ?({, x) # U , 0{1]>0.
This makes sense since the set [x # B1"U$ : ?({, x) # U , 0{1] is not
empty by (2.7). Take s, = to be so small that |V (x)|<c1 2, x # Us . Hence,
V (x)c1 for any x # B1 . We now prove that if x # B1 and ?(t, x) # U for
some t>0, then
V (?(t, x))&c1 . (2.8)
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Obviously, we only prove (2.8) for the case that t satisfies ?([0, t), x)/U
and ?(t, x) # U. We first consider the case that x # U $ & B1 . For this case
there is 0t$<t such that y=?(t$, x) # U$ and ?([t$, t], x)/U . By (2.7)
we have that t&t$1 and so
V (?(t, x))=V (?(t&t$, y))V (?(1, y))V ( y)&2c1V (x)&2c1&c1 .
We next prove (2.8) for the case that x # B1"U $. By the definition of B1
there are sequences xn # U$ & B1 and tn>0 such that ?([0, tn], xn)/U
and ?(tn , xn)  x. If there exists a subsequence [tnk] of [tn] with tnk1
then V (?(tnk , xnk))&c1 and so V (x)&c1 . Consequently, (2.8) is
proved. Thus, we may assume that tn<1 for all n. Since B1"U$ is compact
and tn<1, we may assume without loss of generality that xn  y # U$ and
tn  t$. Then, ?(t, x)=?(t+t$, y) # U. Since y # U $ & B1 we have that
V (?(t+t$, y))&c1 . Thus, (2.8) is proved for all cases.
By (SS) we can pick up a constant c # (0, c1)"V(E & U). Let W1=V4 &c & U,
W2=V4 &c & Us . Clearly,
d(W1 , E)>0, d(W2 , E)>0. (2.9)
From (2.3) it follows that
sup
x # W2
V (x)< inf
x # W1 & (E"W2)
V (x) if W1 & (E"W2){<. (2.10)
From (2.8) it follows that if x # B=x # W2 O(x, W1 ) and ?(t, x) # W1 then
V (?(t, x))&c. (2.11)
Let I be a maximal invariant set in B. By (G) and (2.10) we have that
I consists of equilibria and orbits whose | and
: limit sets are contained in E & W2 .
(2.12)
From this, (2.10) and (G) it follows that
sup
x # I
V (x)< inf
x # W1 & (E"W2)
V (x) if W1 & (E"W2){<. (2.13)
Since W2 & E/I/U, from (2.1) and (2.13) it follows that d(I, E"I )>0.
From (2.12), and (G) we have that
V (x)>&c, x # I.
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This together with (2.11) implies that d(I, W1)>0. Therefore,
d(I, W1 _ (E"I ))>0. (2.14)
From (2.12) it follows that E & I is a compact subset of W2 . Thus, since I
is compact we can find a {>0 such that for any x # I, ?(t, x) # W2 for some
t, 0t{. From this and (2.14) and the compactness of I it follows that
there exists an open neighbourhood O/W1 of I such that
V (x)>&c, x # O (2.15)
and
O(x, W 1) & W2 {<, x # O. (2.16)
Let J be the maximal invariant set in N1=V&c & x # OO(x, W 1). We now
show J=I. Since I/O, we have I/J. That J/I follows from (2.16). Thus,
J=I. (2.5) follows from (2.15). (2.6) follows from (2.16) and (2.11). The
proof is complete.
The proof of Theorem 2.1. Theorem 2.1 follows from Lemma 2.6.
Let N1 be given by Lemma 2.6 and let
N2=N1 & V&c.
Lemma 2.7. Let N1 , N2 be given as above. Then (N1 , N2) is an index
pair for I. Moreover, if N2 {< then the inclusion N2 /N1 is a cofibration;
that is, there is an open neighbourhood S of N2 in N1 and a continuous map
H: S_[0, 1]  N1 , such that H(x, t)=x for x # N2 , 0t1 and H(x, 1) #
N2 for x # S.
Proof. Clearly, N2 and N1 are closed. From (2.5) it follows that
I/O/int(N1"N2). By (G) N2 is positively invariant relative to N1 . From
(2.6) and the definition of N2 it follows that N2 is an exit set for N1 . Thus,
the first assertion is proved. To prove the second assertion we choose a
such that &c<a<infx # I V (x) and let S=V4 a & N1 . Then S is an open set
in N1 and S#N2 . Because I is the maximal invariant set in N1 and N2 is
an exit set, for any x # S there exists by (G) a unique s(x)0 such that
?(s(x), x) # N2 and ?([0, s(x)), x)/N1"N2 . Put H(t, x)=?(ts(x), x). One
can check H satisfies the requirements of [Ry1, Proposition 1.3.6] if we have
proved that s(x) is continuous on S and the proof would be complete. Thus,
it remains to show that s(x) is continuous on S. For any fixed x # S let
&l=lim inf
y  x
(s( y)&s(x))lim sup
y  x
(s( y)&s(x))=h+.
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It suffices to show that l=h=0. Suppose not. Then one of h>0 and l<0
holds. Assume h>0. Then, for a fixed 0<b<h, ?([0, s(x)+b], y)/N1"N2
for some y sufficiently near x. This implies that ?([0, s(x)+b), x)/N1"N2 ,
which contradicts the definition of s(x). So, we have that h=0. Similarly,
we can prove that l=0. The proof is complete.
Proof of Theorem 2.2. Since 1 is of local minimum type, for any
neighbourhood W of 1 there is an open neighbourhood U of 1 with
properties that U/W, d(E, U)>0 and V (x)0 for any x # U. We choose
the index pair (N1 , N2) as in Lemma 2.7. Then N2=<. The proof of
Theorem 2.2 is complete.
Lemma 2.8. Let U satisfy (2.1) and let every compact connected compo-
nent in E & U be not of local minimum type. Suppose that 1 is of mp type.
Then there exist two path connected components in N2 which are contained
in a path connected component of N1 where N1 , N2 are given in Lemma 2.7.
Proof. Let K, L be two connected components in U, O respectively
which contain 1. Let
V4 0 & K =. K:
V4 0 & L=, L:
N2=. C: ,
where K: , L: , C: are path connected components in V4 0 & K , V4 0 & L, N2 ,
respectively. Clearly, every L: must be contained in some K: . Since 1 is of
mp type we can find different components K: , K:$ and L: , L:$ satisfying
L: /K: , L:$ /K:$ . (2.17)
We can prove that there are x1 # L: and x2 # L:$ such that
O(xi , U ) & N2 {<, i=1, 2. (2.18)
To this end, we first assume that E4 0 & L : {<. If e is an equilibrium point
in L : with e # V4 0 then e # L: since L: is a connected component in V4 0 & L
and L is a connected component in O and d(O, E)>0. In other words,
L: & E4 0=<. Therefore, E4 0 & L : /L: is compact and so there is a com-
ponent e^ in E4 0 & L : with V (e^)V (x) for any x # L : & E4 0 . Clearly, e^/L:
and e^ is compact in X. Since L: is an open set in X, the first assumption
of this Lemma implies that there is x1 # L: such that V (x1)<V (e^). Then,
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by (G) the orbit O(x1) must leave L: and so O. Then, noting that I/O is
the maximal invariant set in N1 we see by (2.5), (2.6) and (G) that the
point x1 is just the one we want. Thus (2.18) is verified where i=1 for the
case that E4 0 & L : {<. For the case that E4 0 & L :=<, every point x1 # L:
can serve as the one we desire. (2.18) where i=2 is obtained as above.
Noting (2.18) we let C: , C:$ be path connected components of N2
satisfying
C: & O(x1 , U ){<, C:$ & O(x2 , U ){<. (2.19)
By (2.17), (2.18) and (2.19) we have that C: /K: , C:$ /K:$ , that is, N2
contained two path connected components. Since O is an open connected
set we easily show that O is path connected. Therefore, (2.19) tells us
C: , C:$ are contained in a path connected component of N1 . The proof is
complete.
Let Z be any topological space and denote by Hq (Z) the q-dimensional
singular homology group of Z (see [Ma]). Let T1 and T2 be any two
singular 0-cubes in Z. By the definition of H0 (Z) we obtain that if both T1
and T2 take values in the same path connected component of Z then they
belong to the same homology class and that if T1 and T2 take respective
values in two different path connected components of Z then they belong
to two different homology classes. Consequently, by using Lemma 2.8 we
get
Lemma 2.9. Assume the assumptions of Lemma 2.8 hold. Let i: N2  N1
denote the inclusion map. Then i
*
: H0 (N2)  H0 (N1) is not a monomor-
phism.
Proof of Theorem 2.3. For any neighbourhood W of 1 there is an open
neighbourhood U of 1 with d(E, U)>0. We choose an index pair
(N1 , N2) as in Lemma 2.7. If there is a set of local minimum type in U
then the theorem is derived from Theorem 2.2. So, we assume that the
assumptions of Lemma 2.8 are satisfied. If N2=< then the theorem is
proved, and hence, we assume that N2 {<. By the second assertion of
Lemma 2.7 and [Sw, Proposition 7.14], Hn (N1 N2 , [N2])=Hn (N1 , N2).
We have the exact homology sequence of the pair (N1 , N2):
} } }  H1 (N1 , N2) w
* H0 (N2) w
i* H0 (N1) w
j
* H0 (N1 , N2)  } } } .
If H1 (N1 , N2)=0 then i* is a monomorphism, which contradicts Lemma
2.9. Thus, H1 (N1 , N2){0 and hence the homology class of N1 N2 is not
0 . The proof is complete.
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3. CONTINUATION OF THE CONLEY INDEX FOR
SINGULAR PERTURBATIONS
In this section we let X s and Y be two metric spaces with metrics dXs and
dY , respectively, and let d((x, y), (x$, y$))=max[dX s (x, x$), dY ( y, y$)] be a
metric of the product space Z=X s_Y. For simplicity, we will omit the
subscripts X s and Y in dX s and dY . Let s=(,s, !s) be a semiflow on Z for
every s # J, s{0. Here J=(&1, 1) is an interval. Let ? be a semiflow on Y.
Let Y be a topological space and f : [0, )  Y a map. Denote f ([0, t])=
[ f (s) : 0st].
We will prove a more general theorem (see Theorem 3.1) than Theorem
A given in the introduction. In order to state this theorem we will intro-
duce some hypotheses. Let As3 /A
s
2 /A
s
1 /X
s and B3 /B2 /B1 /Y be
bounded open sets. We make the following hypotheses on Asi , Bi .
(H1) (a) As2 is homotopically equivalent to A
s
3 .
(b) For i=1, 2 there exists s0>0 such that !s (t, x, y) # Bi if s, t and
(x, y) satisfy 0<|s|<s0 , (x, y) # Asi+1_B i+1 , 
s (t, x, y) # (Asi _Bi) and
s ([0, t], x, y)/A si _B i .
(H2) For any (sn , tn , yn)  (0, t, y) in J_[0, )_Y as n   and
(xn , yn) # A
=n
1 _B1 , if 
sn ([0, tn], xn , yn)/A
sn
1 _B 1 then
!sn (tn , xn , yn)  ?(t, y) in Y as n  .
(H3) There is s0>0 such that for any 0<|s|<s0 the maximal
invariant set Is of s in A s1_B1 satisfies that (x, y) # Is implies x # A
s
3 if
Is {<.
The hypothesis (H1b) characterizes exits of isolating neighborhoods
relative to =. Roughly speaking, for a given isolating neighborhood
A1_B1 (H1b) implies that trajectories starting from points near the
isolated invariant set in A1_B1 do not leave A1_B1 at A1 _B1 .
However, a trajectory coming from A1 _B1 is allowed to leave A1_B1 at
A1_B1 . This makes it difficult to construct exit sets in our proofs. The
hypothesis (H2) describes that != becomes independent of the first variable
x as =  0. This makes it possible to reduce = to ? as =  0.
It is now ready to state our main theorem in this section. The particular
form of the index pair in the following theorem enable us to prove
Theorem A.
Theorem 3.1. Let (H1)(H3) be satisfied and (C) hold for A=A 1 ,
B=B 1 . Suppose that B 1 and B 3 are isolating neighborhoods containing the
same isolated invariant set I? of ?. Then for sufficiently small s there exists
an index pair (N s1 , N
s
2) for 
s such that
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(i) the spaces (As3 _N
?
1)(A
s
3 _N
?
2) and N
s
1 N
s
2 are homotopically
equivalent; and
(ii) As3 _N
?
1 /N
s
1 /A
s
2_B2
where (N ?1 , N
?
2) is an index pair for ?. Moreover, if h(I?)=7
0
I?
then
h(I s)=70I s where I
s is the isolated invariant set in N s1 .
The study of singular perturbations of the Conley index dates from
Conley [Co]. Later, Mischaikow et al developed Conley’s ideas (cf.
[MMR] or [Mi]) and introduced notion of the singular index pair, which
is weaker than the usual index pair. They introduced a set of conditions to
guarantee that (N, L) is a singular index pair (see [MMR] or [Mi,
Theorem 8.2.4]) for finite dimensional systems. Their framework is very
different from ours. Applications of the Conley index to singular perturba-
tion problems can be found in [CF].
Remark 3.2.a. As3 is often contractible in applications. In this case,
N s1 N
s
2 has a direct relation with N
?
1 N
?
2 , i.e.,
[N s1 N
s
2]=[N
?
1 N
?
2].
Remark 3.2.b. Theorem A is only used to treat singular perturbation
problems. This is because the limit of = in L is not a semiflow as =  0
at all. In fact, for ,= in (1.13), a layer occurs at t=0 as =  0. However,
Theorem 3.1 can be used not only in singular perturbations but also in
regular perturbations. In Example 3.3.a we will find an application of
Theorem 3.1 in a regular perturbation. In there we will see that the limit
of = is a product semiflow.
Remark 3.2.c. In concrete examples it is possible to obtain the formula
(1.16) by introducing a family of semiflows = ({), 0{1, satisfying that
(a) =(1)==, (b) = (0)=, _? is a product semiflow and (c) the Conley
indices of isolated invariant sets relative to = ({), 0{1 are homotopi-
cally equivalent (see Remark 5.5.b in Section 5). Note that this product
semiflow = (0) is not the limit of = as =  0. In addition, it is not always
trivial to construct such a family of semiflows (A good example can be
found in the proofs of [DD1, Theorems 3.23.4]).
Example 3.3.a. In this example we give a simple application of
Theorem 3.1. We will briefly show how to apply Theorem 3.1 to a C1 semi-
flow with equilibrium 0 to obtain that the Conley index of an isolated
invariant set of the semiflow near 0 is the same as the one of the restricted
semiflow to a local unstable-center manifold at 0 (A similar result was
proved by Rybakowski [Ry2] but the method of the proofs in [Ry2] is
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different from ours). More precisely, we let  be a C1 local semiflow on Z,
0 an equilibrium of  and  satisfies (C). Assume further that  satisfies
such conditions under which the invariant manifold theory (cf. [CL]) may
be applied to . So, without loss of generality we may assume that there
is a neighborhood U of 0 in Z and positive constants a and c such that
(t, x, y)=(,(t, x, y),
!(t, x, y))=(K1 (t) x+ f (t, x, y), K2 (t) y+ g(t, x, y)), z=x+ y # U,
where x # X, y # Y, X and Y are respectively a stable manifold and a
unstable-center manifold of  at 0, K=(K1 , K2) is an analytic semigroup
and K1 , f and g satisfy
&K1 (t) x&ce&at &x&, t0, (3.1)
and
f (t, 0, y)#0, g(t, x, 0)#0 (3.2)
and
f (t, x, y)=o(&x&) uniformly for t # [0, 1] and for (0, y) # U as &x&  0.
(3.3)
Hence, what we want to do is to prove that there exists a neighborhood U$
of 0 in Z and an isolated invariant set I of  contained in U$ and to prove
that this set I must be contained in [0]_Y. For this we put
s (t, x, y)=(,s, !s)(t, x, y)=\1s ,(t, sx, y), !(t, sx, y)+
and
?(t, y)=K2 (t) y+ g(t, 0, y).
Let B be an isolating neighborhood relative to ? with an isolated invariant
set I? in B and let A be a closed ball with center 0 in X. Suppose that
A_B/U. Then by (3.1)(3.3) there exists s0>0 such that if 0<s<s0 and
s ([0, 1], x, y)/A_B and x{0 then &,s (1, x, y)&<&x&. This implies if
I s is an isolated invariant set of s in A_B then I s/[0]_B. In fact, since
I s is compact there is an element (x, y) # I s such that &x&&x^& for all
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(x^, y^) # I s. Therefore, if x{0 then &,s (&1, x, y)&>&x&, which is a con-
tradiction. We now prove the existence of I s. Let As1=A and A
s
2=A
s
3 be
a closed ball with center 0 in X and a radius which is less than the radius
of A and let B1=B and B2=B3 is a closed neighborhood of I? with
B2 /int B. Then from (3.1)(3.3) one easily checks that (H1)(H3) holds
for this semiflow s. Thus, there exists s0>0 and an isolated invariant set
I s of s in A_B with h(I s)=h(I?) for all 0<ss0 . Clearly, for s>0, s
and  are topologically equivalent. Consequently, we obtain an isolated
invariant set I of  near 0 and I/[0]_Y. Moreover, since the Conley
index is invariant under a homeomorphism (cf. [Ry1, Proposition 3.2]) we
obtain that the Conley index h(I ) of I is homotopically equivalent to h(I?).
Example 3.3.b. This example shows that Condition (L) is satisfied in
the situation that the normal hyperbolicity (see [Jo] for details) may not
be satisfied. Let us consider
=x$= f (x, y, =), y$= g(x, y, =), (E1)
where f =( f1 , ..., fm) : Rm+n  Rm, g : Rm+n  Rn are C functions. Assume
that D is a closed domain in Rm+n and D is invariant for (E1). Assume that
(Lf ) : fi (x, y, 0)0 for all 1im, (x, y) # D.
Let M0=[(x, y) # D : f (x, y, 0)=0] and M0 be given as the graph
M0=[(h0 ( y), y)] where h0 is a smooth function from Y/Rn to Rm.
Denote by (x= (t, x0 , y0), y= (t, x0 , y0)) the solution of (E1) through
(x0 , y0). Let ?(t, y0) be the solution of
y$= g(h0 ( y), y, 0)
through y0 . Put
,= (t, y0 , z0)=x= (t, z0+h0 ( y0), y0)&h0 ( y= (t, z0+h0 ( y0), y0))
and
!= (t, y0 , z0)= y= (t, z0+h0 ( y0), y0).
Then, it is easy to prove that (Lf ) implies (L) given in Introduction. One
can easily find a function f satisfying (Lf ) and that
f (h0 ( y), y, 0)
x
has an eigenvalue with zero real part for some y # Y.
(E2)
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This means that the normal hyperbolicity does not hold for (E1). A simple
example of f satisfying (Lf ) and (E2) is
f (x, y, =)=diag(x1 , ..., xm)(&x+=h(x, y)),
where h(x, y) is a smooth function from Rm+n to Rm.
Proof of Theorem A. We will use Theorem 3.1 to prove Theorem A.
Since X s is contractible uniformly for s at 0s , we let 0<r3<r2<r1r and
Asi =[x # X
s : d(x, 0)<r i]/As be contractible for i=1, 2, 3. Let B3 /
B2=B1 /B be open sets in Y and B i an isolating neighbourhood of I? ,
i=1, 2, 3. Clearly, we can choose As1 , B1 satisfying A
s
1_B1 /B($, X
s)
_NY . We will prove that there exist Asi and Bi with these properties such
that (H1)(H3) hold. We first check (H1). Obviously, (H1a) holds. We
only check (H1b) of the case that i=2. Let r2>0 and B2 be fixed. For any
r3 and B3 , suppose (H1b) does not hold. Then there exists (sn , xn , yn) 
(0, 0sn , I?) in J_X
sn_Y as n   (we extract a subsequence from [n] if
necessary) such that
sn ([0, tn), xn , yn)/Asn2 _B2 , 
sn (tn , xn , yn) # (A2_B2)
and
d(,sn (tn , xn , yn), 0sn)=r2 .
Since I? is compact, without loss of generality we may assume that
yn  y # I? in Y as n  . By (L), ,sn (tn , xn , yn)  0sn in X
sn as n   if
[tn] is bounded. Therefore, without loss of generality we may assume that
tn   as n  . From this and (L) we can prove that there is a constant
l>0
d(,sn (t, xn , yn), 0sn)l, tn&Tttn , (3.4)
where T is given by (C). Otherwise, there is Tcn # [tn&T, tn] such
that ,sn (cn , xn , yn)  0sn . Since cnT by (C) we may assume that
!sn (cn , xn , yn) converges as n  . Therefore, by (L) ,sn (tn , xn , yn)  0sn
as n  , which contradicts that ,sn (tn , xn , yn)=r2 . So, (3.4) is proved. By
(C) we may assume that y$n =!sn (tn&T, xn , yn)  y$. Then, ,sn ( } , x$n , y$n )
 0sn in L
p ([0, T], X sn) as n   where x$n =,sn (tn&T, xn , yn). This con-
tradicts (3.4). Therefore, (H1b) holds. It is clear that (L) implies (H2). It
remains to show (H3) holds. Let I s be the maximal invariant set in As1_B1
of s. For any zs # I s there is (xs , ys) # I s such that (,s(1, xs , ys), !s (1, xs , ys))
=zs . Then by the invariance of I s and (C), we may assume that ys  y as
s  0. Since ,s ( } , xs , ys)  0s in L p ([0, 1], X s) as s  0, we can find
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t$ # [0, 1) such that ,s (t$, xs , ys)  0s in X s. By (L), !s (t$, xs , ys) converges
in Y as s  0. Hence, we may assume that (xs , ys)  (0s , y) in X s_Y as
s  0. Then, by (L) we have that zs  (0s , ?(1, y)). This implies (H3)
holds. Consequently, by Theorem 3.1 and Remark 3.2.a, there exists an
isolated invariant set I s with the property (1.16). We need to show this set
I s is also the maximal invariant set in As_B. Indeed, if this is not true then
there exists sn  0 such that the maximal invariant set Jn in Asn_B of sn
does not coincide with I sn. Clearly, Jn /% Asn3 _B3 . Consequently, noting r3
does not depend on s in the definition of As3 at the beginning of the proof,
the invariance of Jn and (L) imply Jn /Asn3 _B3 , which is a contradiction.
The proof of Theorem A is complete.
When an unperturbed semiflow has a global attractor, we know from
Theorem A that a perturbed semiflow has a local attractor. As mentioned
in the introduction, sometimes one wants to determine how big the initial
value set S from which solutions of the perturbed semiflow starting exist
on [0, ) is. The following theorem indicates that under some reasonable
conditions S can be arbitrarily large as long as |s| is sufficiently small. In
applications, the conditions (ii) and (iii) in Theorem 3.4 below, which are
more restrictive than (L), are sometimes satisfied. Denote
B(r, X s)=[x # X s : d(x, 0)<r], B(r, Y)=[ y # Y, d( y, 0)<r].
Theorem 3.4. Let I? be an isolated invariant set of ? and B be a
bounded neighbourhoods of I? in Y. Let r2>r1>0. Suppose that
(i) I? is a global attractor for ? (see [Ha, p. 39]) and ?([0, ), K)
is bounded in Y for any bounded set K of Y;
(ii) there exist s~ >0, T >0 such that for any 0<|s|s~ and any
(x, y) # B(r1 , X s)_B, s (t, x, y) exists on [0, T ] and
s ([0, T ], B(r1 , X s)_B)/B(r2 , X s)_B(r2 , Y); (3.5)
(iii) for any r3>0, there exists T1 # (0, T ) such that (L) and (C)
hold where T, A= and B are replaced by T1 , B(r3 , X s) and B(r3 , Y),
respectively.
Then there exists s0>0 such that for any 0<|s|s0 and for any
(x, y) # B(r1 , X s)_B, s (t, x, y) exists on [0, ) and there exists an
invariant set I s of s which attracts B(r1 , X s)_B.
Proof. Let K=[!s (t, x, y) : 0tT , 0<|s|s~ , (x, y) # B(r1 , X s)_B]
and r3r2 be such that
B(r3 , Y)#[ y # Y : d( y, ?([0, ), K))<1]. (3.6)
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It suffices to show for any sequences sn  0 and (xn , yn) # B(r1 , X sn)_B
there exists n0>0 such that sn (t, xn , yn) exists on [0, ) and I sn attracts
(xn , yn) for all nn0 . Noting that B is an isolated invariant set of I? , since
I? is a global attractor, by using Theorem A we only need to prove the
following claim.
Claim. There exists n0>0 such that for any nn0 , sn (t, xn , yn) is
defined on [0, ) and sn (t, xn , yn) # B(r3 , X sn)_B(r3 , Y) for all t0.
Proof of claim. Let [0, |n) be the maximal existence interval of
sn (t, xn , yn). By (C), if sn (t, xn , yn) # B(r3 , X sn)_B(r3 , Y) for all
t # [0, |n) then |n=. Suppose the claim is not true. Then, there exists
tn # (0, |n) such that
sn ([0, tn), xn , yn)/B(r3 , X sn)_B(r3 , Y),
(3.7)
sn (tn , xn , yn)/(B(r3 , X sn)_B(r3 , Y)).
By the assumptions (ii) and (iii), tnT . Let x$n =,sn (T1 , xn , yn), y$n =
!sn (T1 , xn , yn). Then, [ y$n ] is precompact in Y. Without loss of generality,
we may assume that y$n  y as n  . By (1.13) we can find t$n # [0, T &T1]
with
,sn (t$n , x$n , y$n )  0sn in X
sn as n  . (3.8)
We want to show tn   as n  . Suppose not. Without loss of
generality we may assume that tn  t as n  . As a consequence of (1.14),
(3.7) and (3.8), !sn (tn , xn , yn) # B(r3 , Y). Hence
d(!sn (tn , xn , yn), ?([0, ), B))1. (3.9)
On the other hand, by (1.13),
!sn (tn , xn , yn)  ?(t, y)
which contradicts (3.9). Thus, tn   as n  . Since I? is a global attrac-
tor for ?, there exists {>0 such that
?({, B(r3 , Y))/B. (3.10)
Since tn  , we may assume that tn{+T1 for n1. Let y$n =
!sn (tn&{, xn , yn). Then, [ y$n ] is precompact and we may assume y$n  y #
B(r3 , Y) in Y as n  . As the arguments in the proof of Theorem A we
have
!sn (tn , xn , yn) # B(r3 , Y) for all large n. (3.11)
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On the other hand, !sn (tn , xn , yn)  ?({, y) as n  , which contradicts
(3.10) and (3.11). The claim is proved.
Let us now come to the proof of Theorem 3.1. We want to remark that
the topology of X s is not involved in the assumptions (H1)(H3) and (C).
And we will see that the topology of X s is not involved in the proof of
Theorem 3.1 either. Therefore, it is not necessary to emphasize the
dependence of these spaces on s in the proofs given below, and we will omit
the superscripts in X s, Asi , etc.
Proof of Theorem 3.1. As the proof of the first assertion is rather long,
involving several lemmas below, we begin with a brief description of the
strategy of the proof. As in [SmJ, p. 501] or [Ry1, p. 66] we will construct
two index pairs (N ?1 , N
?
2), (N
?
1* , N
?
2*) for ? and two index pairs
(N s1 , N
s
2) , (N
s
1*, N
s
2*) for 
s with the properties:
A3_N ?1 /N
s
1 /A2_N
?
1* /N
s
1*, A3 _N
?
2 /N
s
2 /A2_N
?
2* /N
s
2*.
We then consider the inclusion induced maps i1 , i2 , i3
(A3 _N ?1)(A3_N
?
2) w
i1 N s1 N
s
2 w
i2 (A2_N ?1*)(A2_N
?
2*)
w
i3 N s1* N
s
2*.
If these index pairs are constructed so that (A3_N ?1)(A3_N
?
2) and
(A2_N ?1*)(A2 _N
?
2*) are homotopically equivalent and that N
s
1 N
s
2 and
N s1* N
s
2* are homotopically equivalent for small s, then by an argument in
[SmJ, p. 501], we obtain that (A3 _N ?1)(A3_N
?
2) and N
s
1 N
s
2 are
homotopically equivalent for sufficiently small s. This would complete the
proof of the first assertion of Theorem 3.1.
The rest of this section is devoted to constructing the index pairs with
the properties mentioned above. We break this long process into seven
lemmas. To keep the ‘‘continuity’’ of these constructions we postpone the
proofs of Lemmas 3.5, 3.8, 3.10 and 3.11 until Section 6.
In the rest of this section we assume that (H1)(H3) and (C) hold and
we let U be a bounded subset of Y, U be an isolating neighbourhood of I? .
Lemma 3.5. For any open neighbourhood U$ of I? in Y, there exists a
t0>0 and an open neighbourhood V of I? such that for any tt0 if
?([0, t], y)/U , ?(t, y) # V, y # V then ?([0, t], y)/U$.
Let V, V$ be open sets in Y and V$/V. Denote O? ( y, V )=[?(t, y) :
?([0, t], y)/V ] and
P(V$, V)= .
y # V$
O? ( y, V ).
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We say that (S1 , S2) has the property (KU) if the following properties
hold:
(K1) I? /S2 /S1 /U and S1 , S2 are open sets in Y;
(K2) P(P(S2 , U)"S1 , P(S2 , U)) & S 2=<;
(K3) ?([0, tn], yn)/U , yn # S2 and ?(tn , yn)  S1 then
[?(tn , yn)] is precompact;
(K4) if sn  0, sn ([0, tn], xn , yn)/A 1_B 1 , xn # A1 , yn # S2 and
!sn (tn , xn , yn)  S1 then
[!sn (tn , xn , yn)] is precompact;
Since (K2) plays an important role in the proof of Theorem 3.1, let us
explain it in little more details. (K2) means that a trajectory of ? starting
from P(S2 , U)"S1 does not enter S2 before it leaves the domain U.
From (KU) we easily see that there is r>0 such that for any y #
P(P(S2 , U)"S1 , P(S2 , U)) the orbit O? ( y) must leave U before the com-
mon time r. In fact, since I? is the maximal invariant set in U relative to
?, by (K2) for any y # P(P(S2 , U)"S1 , P(S2 , U)) there is {>0 such that
the orbit O? ( y) escapes from U at {. Then by the compactness of
P(P(S2 , U)"S1 , P(S2 , U)) and continuity of ? we can find r as claimed.
When there is no confusion, we omit U in (KU).
Lemma 3.6. Let S1 with I? /S1 /U be a given open set in Y. Then there
exists a set S2 such that (S1 , S2) has the properties (K1)-(K3). Moreover, if
U=B1 then (S1 , S2) has the property (K).
Proof. Noting that I? is a compact invariant set and that ? is con-
tinuous and applying Lemma 3.5 we can find an open neighbourhood
S$2 /S1 of I? satisfying (K2) where S2=S$2 . Since I? is a compact invariant
set, ? is continuous and (H2) is to be assumed, we can find a constant
s0>0 and an open set S"2 with I? /S"2 /S1 satisfying
!s (t, x, y)  S1 and y # S2" imply that t>T for all |s|<s0 .
Here T is given by (C). This together with (C) gives (K3) where S2=S"2 .
Then taking S2=S$2 & S"2 we obtain the first assertion. To prove there
exists an open set I? /S2 such that (K4) holds, it suffices to show (K4)
holds where yn  y # I? . Indeed, by (H2), the invariance of I? and
!sn (tn , xn , yn) #% S1 we have that tn   as n  . This together with (C)
gives (K4).
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From now on, we put U=B1 .
Let V1 /W/B3 be open neighbourhoods of I? with
d(W, V1)>0, d(B3 , W)>0.
In view of Lemma 3.6 we let (Vi , Vi+1), i=1, 2, ..., 6 have the property
(K). Put
N ?1=P(V7 , B3), N
?
2=P(P(V7 , B3)"W, P(V7 , B3)).
Lemma 3.7. (I) (N ?1 , N
?
2) is an index pair for ?.
(II) Suppose that h(I?){70? . Then for any =>0 there exists an open
neighbourhood K=K(=) of P(V5 , U)"V4 in Y such that (N ?, =1 , N ?, =2 ) is an
index pair for ? in U and
V5 & N ?, =2 =<, d( y, P(V5 , U))<=, y # N
?, =
1 "P(V4 , U). (3.12)
Moreover, there exists r>0, which does not depend on =, such that
?([0, r], y)/% U for any y # N ?, =2 . Here
N ?, =1 =P((K _ V4) & U, U), N
?, =
2 =P(N
?, =
1 "V1 , N
?, =
1 ).
(III) If h(I?)=70I? then N
?, =
1 :=P(V5 , B2)/V4 and N
?
1 /V6 . Further-
more, N ?, =2 =N
?
2=<.
Proof. It is obvious that the first assertion follows from the definitions
of N ?1 , N
?
2 and (K2). We now prove (II). As the remark before Lemma 3.6
we can find r>0 and an open set K0 , P(V5 , U)"V4 /K0 such that
?([0, r], y)/% U , y # K0 . (3.13)
By (K) there exists an open set K with P(V5 , U)"V4 /K/K0 such that
P(K, U) & V5=< (3.14)
and moreover such that
d( y, P(P(V5 , U)"V4 , U))<=, y # P(K, U) (3.15)
by (3.13), the compactness of P(V5 , U)"V4 and the continuity of ?. Thus,
noting that
P(V5 , U )"V4/P(V5 , U) and N ?, =1 "P(V4 , U )/P(K, U)
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we have that (3.14) and (3.15) and (K2) give (3.12); (3.13) together with
the remark before Lemma 3.6 yields the second assertion of (II). It remains
to check (N ?, =1 , N
?, =
2 ) is an index pair. Actually, it suffices to check
I? /int(N ?, =1 "N
?, =
2 ). This follows from (3.14) and (K2).
Finally, we prove (III). Since h(I?)=70I? , there is an index pair
(N1 , N2) of I? with N2=<. We make the sets Vi , i=1, 2, ..., 7 smaller
so that (Vi , Vi+1) not only has the property (KU1)&(KU3) but also
(KN1 _ B 1 1)&(KN1 _ B 1 3) for i=1, 2, ..., 6 and V1 /N1 . Note N1 _ B 1 is an
isolating neighbourhood of I? . Since (Vi , Vi+1) has the property (KN1 _ B 1 1)
&(KN1 _ B 1 3), we have that P(V5 , B2)/V4 . Otherwise, there is an orbit
leaving N1 _ B 1 from V4 . This is impossible since V4 /N1 and N2=<.
Then N ?, =1 /V4 . In the same argument with P(V5 , U)/V4 we have that
P(V7 , B3)/V6 . This completes the proof of (III).
Let Q be a subset of X_Y. Denote
Os ((x, y), Q)=[s (t, x, y) : s ([0, t], x, y)/Q]
and
X[Q]=[x : (x, y) # Q], Y[Q]=[ y : (x, y) # Q].
Let
N s1= .
(x, y) # A3_N
?
1
Os ((x, y), A2 _B2)
N s2= .
(x, y) # Ns
1
"(A2_W)
Os ((x, y), N s1).
Lemma 3.8. For any given =>0 there is s0>0 such that Y[N s1]/N
?, =
1
and Y[N s2]/N
?, =
2 for any |s|<s0 .
Lemma 3.9. (N s1 , N
s
2) is an index pair for 
s for sufficiently small s.
Proof. By the definitions of N s1 and N
s
2 it suffices to show that the max-
imal invariant I s in N s1 is contained in int(N
s
1"N s2). By (H3), X[I s]/A3 .
Thus, since Y[N s2]/N
?, =
2 and N
?, =
2 is an exit set of I? , it remains to show
that lims  0 supy # Y[I s] d( y, I?)=0. Indeed, for any sequence [sn] with
sn  0 and yn # Y[Isn], by the invariance of Is and (C) we have that [ yn]
is precompact. From this and (H2) it is easy to obtain lims  0 supy # Y[I s]
d( y, I?)=0.
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Lemma 3.10. There is n>0 such that (N s, n1 , N
s, n
2 ) is an index pair for
s for sufficiently small s. Here
N s, n1 = .
(x, y) # A2_N1
?, 1n
Os ((x, y), A1 _U),
N s, n2 = .
(x, y) # N
1
s, n"(A1_V1)
Os ((x, y), N s, n1 ).
Lemma 3.11. (A3_N ?1)(A3_N
?
2) is homotopically equivalent to (A2_
N?, 1n1 )(A2_N
?, 1n
2 ) and N
s
1 N
s
2 is homotopically equivalent to N
s, n
1 N
s, n
2 .
We are now ready to finally conclude the proof of Theorem 3.1. We
choose N ?i *=N
?, 1n
i and N
s
i *=N
s, n
i . Then, from Lemmas 3.8 and 3.11 we
see that such constructions of N ?i , N
?
i * , N
s
i and N
s
i * possess the properties
mentioned at the beginning of the proof of the theorem. So, the first asser-
tion of Theorem 3.1 is proved. The second assertion of Theorem 3.1 follows
from Lemma 3.8 and Lemma 3.7(III). This completes the proof.
4. STABILITY
In this section we assume that X and Y are metric spaces and that ? is
a semiflow on Y. Let ? satisfy the compactness assumption (C) given in
Section 2. A closed set S in Y is called stable if for any neighbourhood U
of S there is a neighbourhood V of S such that ?(t, y) # U for any t0 and
y # V. A closed set S in Y is said to be asymptotically stable if it is stable
and there exists a neighbourhood V of S such that ?(t, y)  S as t   for
every y # V. Clearly, when an isolated invariant set is stable, it is asymptoti-
cally stable.
Theorem 4.1. Let I? be an isolated invariant set of ?. Then I? is stable
if and only if h(I?)=70I? .
Proof. Suppose that the isolated invariant set I? is stable. We construct
an index pair (N ?1 , N
?
2) for I? as in Lemma 3.7(I). Since I? is stable we can
choose the neighbourhood V7 of I? given in Section 3 such that an orbit
starting from V7 always stays in W where W is a neighbourhood of I?
given in the definition of (N ?1 , N
?
2) in Section 3. Therefore, N
?
2=< and
hence h(I?)=70I? . We now assume that h(I?)=7
0
I?
. For any neigh-
bourhood Q of I? there is an isolating neighbourhood U of I? contained in
Q. Then by Lemma 3.7(III) there is an index pair (N1 , N2) of I? satisfying
N1 /U and N2=<. This implies that I? is stable.
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Theorem 4.2. Let ? satisfy (G) and (SS) given in Section 2. Let D be a
bounded open set in Y and V be given by (G). Suppose that infy # DV( y)<
infy # D V( y). Then there is an isolated invariant set I? in D with h(I?)=70I? .
Proof. Let 1 be a connected component of the set [ y # D : V( y)=
infy # D V( y)], which is not empty by (C), (G) and the boundedness of D.
Then, 1/D and 1 is of minimum type. Thus, by Theorem 2.2 we complete
the proof.
The following theorem is useful in applications (see [CJM, Lemma 2.3]).
Theorem 4.3. Let ? satisfy (G) and (SS) given in Section 2. Let D be a
bounded open set in Y. Suppose that for every y # D its omega limit set
|? ( y) is not empty and contained in D. Then there is an isolated invariant
set I? in D with h(I?)=70I? .
Proof. Let V be given by (G) and M=[ y # D : V( y)=infy # D V( y)]. It
is easy to prove for every y # D, the orbit O? ( y) from y is bounded in Y
by using our assumptions that <{|? ( y)/D and that D is a bounded
open set. Therefore, O? ( y) is bounded and |? ( y)/D for every y # D. This
yields M{< by (C) and (G). Let 1 be a component of the set M. Clearly,
1 consists of equilibria of ? and is compact. Since |? ( y)/D for every
y # D, we have 1/D and so 1 is of minimum type. Thus, by Theorem 2.2
we complete the proof.
When s is a strong monotone semiflow, we can derive further properties
of s from the unperturbed semiflow ?. One can refer to [Hi1] and [Hi2]
for monotone dynamical systems.
Theorem 4.4. Let the assumptions of Theorem 3.1 be satisfied.
(I) Suppose I? is a stable isolated invariant set. Then there is s0>0
such that for any 0<|s|<s0 there is a stable isolated invariant set I s in
A3_N? of s.
(II) Suppose I? is a stable isolated invariant set and s is a strong
monotone semiflow and order-compact. Then there is a stable equilibrium in
I s for any 0<|s|<s0 .
(III) Suppose ? satisfies (C), (G) and (SS). If the assumption that I?
is a stable isolated invariant set is replaced by the assumption that I? is a
local minimum type, then the conclusions of (I) and (II) are true.
Proof. (I) follows from Theorem 4.1 and Theorem 3.1. (II) follows from
[Hi1, Theorem 4.1]. (III) follows from Theorem 2.2.
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5. AN APPLICATION
Let 0/Rn for n2 be a bounded domain and Q= [(x, y) # Rn+1 :
x # 0, 0< y<=]. Suppose that f (x, y, p, q, r) is a C1-mapping from
Rn_R_Rm_Rnm_Rm  Rm. If there is no danger of confusion, we use | } |
to stand for usual norms of Euclidean s-space Rs and norms of linear
operator from Rs to Rs$ where s and s$ are any positive integers. Let
S/Rn+1 be a domain and denote L2 (S)=L2 (S, Rm) endowed with the
norm
&g&L 2(S)=\ 1|S| |S | g(x)| 2 dx+
12
for g # L2 (S).
Let H1 (S)=H 1 (S, Rm) endowed with the norm
&g&H 1(S)=\&g&2L 2(S)+ 1|S| |S |sg(x)|2 dx+
12
for g # H1 (S).
Let us consider the systems
ut&2u= f (x, y, u, sxu, sy u) in Q= (5.1)
u
&
=0 in Q= (5.2)
and
vt&2v= f (x, 0, v, sxv, 0) in 0 (5.3)
v
&0
=0 in 0 (5.4)
where sxu=ux1 if n=1, sxu=(ux1 , ux2 ) if n=2, sy u=uy ,
& and &0 denote respectively the unit outward normal to Q= and to 0.
We define a solution of the boundary value problem with initial data
u(0)=u0 # L2 (Q=) on (0, T ) to be a continuous function u: [0, T ) 
L2 (Q=) such that u(0)=u0 and on (0, T) we have that
(i) du(t)dt and 2u(t)z2 exist for z=x1 , x2 or y, but 2u(t)z2 is
in the sense of distribution, and du(t)dt , 2u(t) # L2 (Q=);
(ii) t  f (x, y, u(t), sxu(t), syu(t)) is locally Ho lder continuous;
(iii) (5.1)(5.2) are satisfied.
We need two hypotheses.
96 QINGGUANG HUANG
(A1) 0 is a C1-polygonal domain. (see, [Gr, Definition 1.4.5.1])
(A2) There exists a constant c>0 such that
} fy }c \1+ :
l
k=1
( |q|+|r| )ak | p| bk+ ,
} fp }c \1+ :
l
k=1
( |q|+|r| )a$k | p| b$k+ ,
} f(q, r) }c(1+| p| #~ (2&n))
at (x, y, p, q, r) # 0_(0, 1)_Rm_Rnm_Rm,
where l is a positive integer and ak , a$k , bk , b$k 0, 2ak+bk #~ +1=1,
2a$k+b$k+1#~ +1=1 and 0#~ < if n=1, #~ =2 if n=2.
For u # H1 (Q=) let M=u be the mean value of u in the y direction, that
is M=u= 1= 
=
0 u(x, y) dy. Let H
1
= (Q) be the space H
1 (Q) endowed with the
norm
&u&H 1= (Q)=\&u&2H1(Q)+ 1=2 &uy&L 2(Q)+
12
.
Let Z be a metric space and let An , B subsets of Z. The notation
An w
ssc B means that for any neighbourhood W of B in Z there exists n0
such that An /W for all nn0 , that is, An supper semiconverges to B as
n  .
The following main result of the section is stated in the case where n is
equal to 1 or 2, but is proved only in the case n=2 since the case that n=1
is easier.
Theorem 5.1. Let (A1) and (A2) hold. Suppose that I0 is an isolated
invariant set for (5.3)(5.4) in H1 (0). Then there exists =0>0 such that for
any 0<=<=0 , (5.1)(5.2) has an isolated invariant set I = in H1 (Q=) satisfy-
ing that I 0 and I = have the same Conley index and I =  I0 as =  0 in the
sense
M= I = w
ssc I 0 in H1 (0),
(5.6)
(I&M=) I = w
ssc 0 in H1 (Q=) as =  0
where I is the identity operator on H1 (0) or H1 (Q=), M=I ==[M=u : u # I =]
and (I&M=) I ==[(I&M=) u : u # I =]. Particularly, if the Conley index of I0
is nontrivial then I = is non-empty.
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The following corollary is an immediate consequence of Theorems A, 5.1
and 4.1.
Corollary 5.2. Under the assumptions of Theorem 6.1 if A0 is a local
compact attractor for (5.3)(5.4) then for sufficiently small =, (5.1)(5.2) has
a local compact attractor A= with A= w
ssc A0 as =  0 in the sense of (5.5).
Remark 5.3. In [HR1], Hale and Raugel have obtained Corollary 5.2
for more general domain Q= but more restricted nonlinear terms. As men-
tioned in the introduction, their proofs can not be directly applied to our
case because they are based on some a priori estimates (for example,
[HR1, Proposition 1.2]). In addition, the convergence A= w
ssc A0 in
Corollary 5.2 is not good enough to describe relations between A= and A0
in the sense of topology. This is because it could occur that there is a point
in A0 such that the distance between this point and A= is bounded away
from zero as =  0. Theorem 6.1 makes up for this to a certain extent.
For convenience, we briefly recall trace operators and Green’s formula
(see [BC, Chapter 18]). Let O denote a bounded open set with a Lipschitz
boundary O and let L be the operator
Lu=&7ni, j

xi \a ij
u
xj+ ,
where aij # C1 (O ) and let a( } , } ) be the associated bilinear form
a(u, v)=|
O
7ni, j aij
u
xi
v
x j
dx.
By the theorem of Gagliardo, there is a linear continuous operator # from
H1 (O) to L2 (O) with #’= the restriction of ’ to Q for every ’ #
C0, 1 (Q ). Let H 1L (O) denote the space [u # H
1(O) : Lu # L2 (O)] equipped
with the norm &u&H 1L(O)=(&u&
2
H1(Q)+&Lu&
2
L 2(Q))
12. For the operator L
there exists a linear and continuous operator u  #L= u from H
1
L (O) to
H&12 where H &12 (O) is the dual of H12 (O)=#(H 1 (O)). We have the
Green formula
a(u, v)=|
O
(Lu) v dx+(#Lu, #v) H &12(Q), H 12(Q)
for any u # H 1L (O), v # H
1 (O).
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Let ( } , } )L 2(Q=) denote the inner product on L
2 (Q=) defined by
(u, v)L2(Q=)=
1
|Q= | |Q= uv dx~ y~ for u, v # L
2 (Q=).
By the Green formula one shows (see [BC, Chapter 7]) that the problem
Given g # L2 (Q=), find u # H1 (Q=) such that:
(su, sv)Q==( g, v)L2(Q=) for any v # H
1 (Q=) (5.6)
is equivalent to
Given g # L2 (Q=), find u # H12 (Q=) such that:
2u= g in Q= and
u
&
=0 in Q= . (5.7)
Lemma 5.4. Let T>0 and u : (0, T )  H1 (Q=) be C1 continuous. Then
u(t) # H1 (Q=) is a solution of (5.1)(5.2) defined on (0, T ) if and only if it
satisfies that for v # H1 (Q=), 0<t<T,
(ut , v)L 2(Q=)+(su, sv)L 2(Q=)=( f ( } , } , u, sxu, syu), v)L 2(Q=) . (5.8)
Proof. Thanks to the Ho lder inequality and to the Sobolev embedding
Theorem, and to (A2) we have that for any u # H1 (Q=) the function
f (x, y, u, sxu, syu) # L2 (Q=). Suppose u(t) # H 1 (Q=) is a solution of
(5.1)(5.2) defined on (0, T). If the equation (5.1) is multiplied by an
arbitrary function v # H1 (Q=) and both sides are integrated over Q= , then
(5.8) is obtained by using (5.2) and Green’s formula. Conversely, suppose
that u: (0, T)  H1 (Q=) is C1 continuous and satisfies (5.8). Then, by using
the fact that (5.6) is equivalent to (5.7) we find that u is a solution of
(5.1)(5.2) on (0, T ). The proof is complete.
It is convenient to transform coordinates to the canonical domain
Q=0_(0, 1) by letting
x~ =x, y~ ==y. (5.9)
Under the transformation (5.9), the inner product ( } , } )L2(Q=) becomes the
inner product on L2 (Q)
(u, v)L2(Q)=
1
|Q| |Q uv dx dy for u, v # L
2(Q),
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and the bilinear form (su, sv)L 2(Q=) becomes
a= (u1 , u2)=(L12= u1 , L
12
= u2)L 2(Q) ,
where
L12= u=\ux1 , ux2 , 1= uy+ .
Furthermore, (5.8) becomes
(ut , v)L2(Q)+a= (u, v)=( f= ( } , } , u, su), v)L2(Q) for every v # H1 (Q),
where f= (x, y, u, su)= f (x, =y, u, sxu, 1= sy u).
Before proving the main theorem in this section, we first need to deter-
mine the existence of a solution of the boundary problem (5.1)(5.2) with
u(0)=u0 # H1 (Q). In view of Lemma 6.4, to carry this out, we want to
write equation (5.8) as an abstract evolutionary equation (see [He]). Since
a= is not coercive, we add a term :u for :>0 to both sides of (5.1) and then
consider the following bilinear form instead of a=
((u, v)):=a= (u, v)+:(u, v)L 2(Q) .
Then (( } , } )): is coercive in H 1= (Q), i.e.,
k &u&2H 1= (Q)((u, u)):k$ &u&
2
H 1= (Q)
, (5.10)
where k, k$>0 are constants which are independent of =. Referring to [Ta,
Section 2.2], we see that the triple [H1 (Q), L2 (Q), (( } , } )):] defines a
unique unbounded operator A= on H1 (Q) with domain D(A=). More
precisely, u # D(A=) is such that the linear functional v  ((u, v)): is con-
tinuous on H 1 (Q) for the topology induced by L2 (Q) and this linear
functional gives a unique A=u # L2 (Q) satisfying
((u, v)):=(A= u, v)L2(Q) for any v # H1 (Q). (5.11)
Inequality (5.10) implies A= is a regularly accretive operator (see [Ta]). By
[Ta, Lemma 2.2.2], D(A=) is dense in L2 (Q) and then A= is closed by [Ta,
Theorems 2.2.1 and 2.1.3]. By [Ta, Theorem 2.2.3], A= is positive and
self-adjoint and
D(A12= )=H
1 (Q), &A12= u&
2
L2(Q)=a= (u, u).
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A= is a sectorial operator in X=L2 (Q) in the sense of [He]. We can define
fractional powers A;= of A= and X
;, ==D(A;= ) with the graph norm
&u&;, ==&A;= u&L 2(Q) .
We now can write (5.1)(5.2) as the abstract evolutionary equation
u
t
+A=u=F= (u), t>0, (5.12)
where F= (u)(x, y)= f= (x, y, u, su)+:u for (x, y) # Q, u # H 1 (Q). Thanks
to (A2), to the Ho lder inequality and to the Sobolev embedding Theorem,
we have that F= : H 1 (Q)  L2 (Q) is a C 1-mapping. Then, by [He,
Theorem 3.3.3], for any u0 # H1 (Q), (5.12) has a unique local solution
u(t) # D(A=), t>0 with u(0)=u0 . Moreover, by [He Theorem 3.5.2],
u: (0, T)  H1 (Q) is C1 continuous. We will work on the space X12, ==
H 1= (Q) in the rest of this section.
We are ready to prove Theorem 5.1 now.
Proof of Theorem 5.1. We introduce the projection M # L(L2 (Q), L2 (Q))
given by
(Mu)(x)=|
1
0
u(x, y) dy.
Since
(M‘, ’)L2(Q)=(‘, M’)L2(Q) , ((I&M) ‘, ’)L2(Q)
=(‘, (I&M) ’)L2(Q) , ‘, ’ # L2 (Q),
using the relation (5.11) we have that for u # D(A=), ’ # H1 (Q),
(MA=u, ’)L2(Q)=((u, M’)): and ((I&M)A=u, ’)L2(Q)=((u, (I&M) ’)): .
Therefore, (5.12) is equivalent to
(wt , ’)L2(Q)+a= (w+v, ’)
=( f= ( } , } , w+v, s(w+v)), ’)L2(Q) for M’=0
(vt , ’)L2(Q)+a= (w+v, ’)
=( f= ( } , } , w+v, s(w+v)), ’)L2(Q) for M’=’.
Furthermore, noting the definition of a= we have that
a= (w+v, ’)=a= (w, ’) for M’=0
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and
a= (w+v, ’)=a= (v, ’) for M’=’.
Consequently, (5.12) is equivalent to
(wt , ’)L2(Q)+a= (w, ’)=( f= ( } , } , w+v, s(w+v)), ’)L2(Q) for M’=0
(5.13)
(vt , ’)L2(Q)+a= (v, ’)=( f= ( } , } , w+v, s(w+v)), ’)L2(Q) for M’=’.
(5.14)
Let M==[’ # L2 (Q) : M’=0]. For any w # M=, by the Poincare inequality
a= (w, w)
1
=2 |0 |
1
0
(wy)2 dy dx
C
=2
&w&L2(Q) (5.15)
for some C>0 independent of =. Therefore, one easily finds that a= satisfies
k" &w&2H =1(Q)a= (w, w)k$$$ &w&
2
H =
1(Q) for w # M
= & H1 (Q),
where k", k$$$ are positive constants. As before, the triple [M= & H1 (Q),
M=, a= ( } , } )] defines a unique unbounded operator (MA)== with domain
D((MA)== ). This operator (MA)
=
= is sectorial and satisfies that
a= (u, v)=((MA)== u, v)L2(Q) for u # D((MA)
=
= ), v # M
=. (5.16)
Similarly, one can obtain a sectorial operator (MA)= on L2 (0) with
domain D((MA)=) satisfying
a= (u, v)+:(u, v)L2(Q)=((MA)=u, v)L2(Q)
for u # D((MA)=), v # H1 (0). (5.17)
Actually, (MA)= is the restriction of A= to [’ # L2 (Q) : M’=’] and inde-
pendent of =.
Let $>0 be given and let B$=[v # H 1 (0) : &v&l&H1(0)<$ for some
l # I0]. Let T>0. Suppose that (w(t), v(t)) is a solution of (5.13)(5.14)
with (w(0), v(0))=(w=0 , v
=
0) and &w(t)&H1= (Q)$, v(t) # B $ for 0tT. By
the arguements of Lemma 6.4 and by using (5.16) and (5.17) we obtain
that w(t) and v(t) satisfy equations (5.18) and (5.19) below for 0tT,
respectively.
wt+(MA)== w=(I&M) F = (w+v(t)) (5.18)
vt+(MA)=v=MF= (v+w(t)), t0, (5.19)
where F = (u)(x, y)= f= (x, y, u, su).
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We need the following inequalities.
&e&(MA)== tw&L2(Q)C$e&(C=) t &w&L2(Q) , t0, w # M= (5.20)
&e&(MA)== tw&H 1= (Q)C$e
&(C=) tt&12 &w&L2(Q) , t>0, w # M=, (5.21)
where the constant C$ is independent of =. To prove (5.20) and (5.21), let
us consider the following equation which the analytic semigroup e&(MA)== t
satisfies.
(wt , ’)L2(Q)+a= (w, ’)=0 for ’ # H 1 (Q), M’=0. (5.22)
Since, for t>0 and w0 # H 1 (Q) with Mw0=0, w(t)=e&(MA)
=
= tw0 belongs to
D((MA)== ), we can replace ’ by (MA)
=
= w(t) in (5.22) and obtain by (5.16)
that
1
2
d
dt
a= (w, w)+((MA)== w(t), (MA)
=
= w(t))L2(Q)=0. (5.23)
By [Ta, Theorem 2.2.3] we have that
&((MA)== )12 w&2L2(Q)=a= (w, w), w # M= & H1 (Q). (5.24)
From (5.24) and (5.15) it follows that
&(MA)== w&2L2(Q)
C
=2
&((MA)== )12 w&2L2(Q) , w # D((MA)== ). (5.25)
Thus, we derive (5.20) from (5.23)(5.25). To prove (5.21), we put ’=w in
(5.22) and obtain that
1
2
d
dt
(w, w)L2(Q)+a= (w, w)=0.
This together with (5.15) yields that
(w(t), w(t))L2(Q)e&2(C=
2) t (w(0), w(0))L2(Q) , t>0. (5.26)
Then, (5.26) and [He Theorem 1.4.3] imply (5.21).
Applying the variation of constants formula to (5.19) we have that
w(t)=e&(MA)== tw =0+|
t
0
e&(MA)== (t&s) (I&M) F = (w(s)+v(s)) ds, 0tT.
(5.27)
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Observing that
(I&M) F = (w(s)+v(s))(x, y)
=(I&M)[ f= (x, y, w(s)+v(s), s(w(s)+v(s))& f= (x, 0, v(s), sv)],
by using (A2) and the Sobolev embedding Theorem, there is a constant
c$>0 which is independent of = such that
&(I&M) F = (w(s)+v(s))&L2(Q)c$. (5.28)
From (5.20), (5.21), (5.27) and (5.28) it follows that
|
T
0
&w(t)&H1= (Q) dt  0 as =  0 (5.29)
and
sup
0tT
&w(t)&H 1=(Q)  0 as =  0
provided w=0  0 in H
1
= (Q). (5.30)
We now consider the equation (5.19). Since w(t) is known on [0, T],
(5.19) is viewed as a nonautonomous equation of the unknown function v
and v(t) is a solution of (5.19) with the initial data v(0)=v=0 . If v
=
0  v0 in
H1 (0) then by (5.29) and [He, Theorem 3.4.8]
v(t)  v0 (t) in H1 (0) as =  0 uniformly in 0tT,
(5.31)
where v0 (t) is a solution of (5.19) with w=0 and v0 (0)=v0 . Since
D((MA)=)/H 1 (0) and n2, by the Sobolev embedding theorem we have
that (MA)= has compact resolvent. Noting that (MA)= is independent of =,
we apply [He, Theorem 3.3.6] to (5.19) to obtain that for any fixed con-
stant l>0 if t=l and if &w(t)&H 1= (Q)$, v(t) # B$ for 0tt= , then
[v(t=) : 0<=1] is precompact in H1 (0). (5.32)
Let w(t)=,= (t; w=0 , v
=
0), v(t)=!
= (t; w=0 , v
=
0) and ? be generated by (5.3)(5.4).
From (5.29)(5.32) one easily verifies that all assumptions of Theorem A
hold. Thus, applying Theorem A to the semiflow ==(,=, !=), we complete
the proof of Theorem 5.1.
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Remark 5.5.a. If 0 is a bounded domain which is a curvilinear polygon
of class C 2 whose angles are all convex [Gr, Definition 1.4.5.1], then the
domain of the sectorial A= defined by (5.11) is
D(A=)={u # H2 (Q) : u&=0 in Q= (see [HR1, Theorem A.6]).
In this case, Theorem 5.1 still holds if we replace (A2) by the weaker
condition
(A2)$. For a bounded set S/Rm there exists c>0 such that
} fy }+ }
f
p }+ }
f
(q, r) }c(1+|q|+|r| )
at (x, y, p, q, r) # 0_(0, 1)_S_Rnm_Rm.
We now give a brief sketch of the proof. First of all, we need the fact that
there exists 12<;<1 such that the fractional space X;, = satisfies
X;, = is continuously embedded into L (Q) (see [He, Theorem 1.6.1]).
(5.33)
We then restrict the evolutionary equation (5.12) to X;, =. Using (5.33) and
(A2)$ we can derive that F= : X;, =  L2 (Q) is a C 1-mapping. So, (5.12) can
produce a semiflow on X;, =. The rest is similar to that of the proof of
Theorem 6.1.
Remark 5.5.b. In order to give an explaination of Remark 3.2.c in
Section 3, we sketch an alternative method to compute the Conley index
h(I =) in Theorem 6.1. A parameter is introduced in (5.18) and (5.19) as
follows.
wt+(MA)== w={(I&M) F = (w+v(t)) (5.34)
vt+(MA)= v=MF= (v+{w(t)), t0. (5.35)
Equations (5.34)(5.35) generate a semiflow = ({)(t; w, v). Observe that
= (1)(t; w, v)== (t; w, v) and = (0)(t; w, v) is a product semiflow. One can
verify that the condition (L) holds for = ({) uniformly for { # [0, 1]. Then
an isolating neighbourhood relative to = ({) independent of { can be
found. This enables us to apply the standard continuation of the Conley
index and the product formula of the Conley index [Ry1] to = ({) and
hence that h(I =)=h(I 0) is obtained.
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Finally, we point out that in applications, sometimes we have to study
solutions of (5.1) whose initial data is in H 1= (Q) but (A2) is not satisfied,
that is, in this case, the existence of solutions can not be given by
the theory given in [He] (for instance, the NavierStokes equations).
However, sometimes, we can apply other methods (such as the Galerkin
approximation) to get the existence of weak solutions. If the weak solutions
can be regularized in some finite time interval (0, T ) so that these weak
solutions on (0, T) are embedded into a finer space (like X;, = above) on
which the theory in [He] can work, we could use Theorem 3.4 to derive
the existence of global regular solutions.
6. THE PROOFS OF LEMMAS 3.5, 3.8, 3.10 AND 3.11
In this section we will prove Lemmas 3.5, 3.8, 3.10 and 3.11.
Proof of Lemma 3.5. Suppose that the lemma is not true. Then there
exists a $>0 and sequences y0n  I? and 0<tn<{n<rn such that
?([0, rn], y0n)/U , ?({n , y
0
n)  I? (6.1)
and
either ?([0, rn+1), y0n)/% U or rntn+n (6.2)
and
?([0, tn], y0n)/B$ (I?)/U, ?(tn , y
0
n) # B$ (I?). (6.3)
Here B$ (I?)=[ y # Y : d( y, I?)<$]. Since ? is continuous and I? is
invariant and compact, rn&tn   and tn  . Hence, by (C) and pass-
ing to a subsequence we may assume that yn=?(tn , y0n)  y
 # B$ (I?).
Let k>k01$ and nk be such that d( y0n , I?)<1k. Then, there is tn, k>0
such that d(?(tn, k , y0n), I?)=1k for nnk and
?([tn, k , tn], y0n)/B$ (I?)"B1k (I?). (6.4)
We have again that tn, k   as n   for each kk0 . By (C) and the
diagonal principle, without loss of generality, we may assume that
yn, k=?(tn, k , y0n)  y

k as n   for k>k0 . Let lk=inf[rn&tn : nk] for
kk0 . Then lk   as k   because of (6.1) and (6.2). Since
?([0, lk], yn, k)/U , yn, k  yk as n  , by (C) and the continuity of ?
we have that
?(t, yk ) is defined on [0, lk] and ?([0, lk], y

k )/U . (6.5)
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We now prove that for any fixed k the sequence tn&tn, k is bounded. Sup-
pose not. Without loss of generality, we may assume that tn&tn, k   as
n  . Then for every t0 there is nt>0 such that t # [0, tn&tn, k) for
nnt and so
?(t, yk )= lim
n  
?(tn, k+t, y0n)= lim
n  
?(t, yn, k) # B$ ( I?)"B1k (I?),
which implies that |( yk )/B$ (I?)"B1k (I?). This contradicts the definition
of I? . Therefore, we obtain that tn&tn, k is bounded and then we assume
without loss of the generality that tn&tn, k  tk as n  . Since
?(tn, k , y0n) # B1k (I?) and ?(tn , y
0
n) # B$ (I?) and 1k  0 as k  , t

k  
as k  . In view of (6.5) we can define fk (t)=?(tk +t, y

k ), &t

k t<lk .
Clearly, fk (t) is a trajectory defined on (&tk , lk) and fk (0)=limn  
?(tn&tn, k , yn, k)=limn   yn= y. For any integer mk0 there exists
t$k, m such that 0<t$k, m<tk , fk ({) # B$ (I?)"B1m (I?), &t$k, m{0 for
k>m and d( fk (&t$k, m), I?)=1m. As the proof of boundedness of tn&tn, k
we can prove that [t$k, m]k>m is bounded and so we may assume, without
loss of generality, that t$k, m  t m as k  . Since t

k   as k   and
[t$k, m]k>m is bounded, we have that &tk &(&tk, n)   as k  . From
this and (C) and by the diagonal principle we can pick up a subsequence
kl of k such that fkl (&t$kl , m)  y

m as l   for every mk0 . Noting
lk   we let f (t)=liml   fkl (t), &t

m+1<t<. This is well defined
since fk is a trajectory and t$kl , m  t

m , fkl (&t$kl , m)  x

m as l   for every
mk0 . Therefore, f (&t m +t)=?(t, y

m ), t0 for every mk0 . Since
fk (&t$k, m)  I? as m   uniformly for k>m we have that t$k, m   as
m   uniformly for k>m. Thus, t m   as m  . From this and
f (0)= fk (0)= y  I? we get a full orbit f (t), &<t< which is con-
tained in U but not in I? . This is impossible and completes the proof.
Proof of Lemma 3.8. We first prove that Y[N s1]/N
?, =
1 . Suppose it is
not true. Then there exist sequences sn  0, tn>0 and (xn , yn) # A3_N ?1
such that
!n=!sn (tn , xn , yn) # B 2 & (V4 _ K), !sn ([0, tn), xn , yn)/B2 & (V4 _ K),
(6.6)
where K is given by Lemma 3.7. We divide the rest of the proof into two
cases.
Case a. Assume that yn  V6 . Then, [ yn] is precompact and we may
assume that yn  y # N ?1 "V6 . Therefore, there is t$>0 such that
?(t$, y) # B1 . We need to show tnt$ for all large n. Otherwise, there is a
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subsequence of [n], say itself, such that for all large n, !sn ([0, t$], xn , yn)
/B 2 . Then, by (H2)
lim inf
n  
d(!sn (t$, xn , yn), ?(t$, y))<d(B1 , B2), (6.7)
which is impossible. Hence, tnt$ for all large n and we may assume that
tn  t. If ?([0, t], y)/B 1 then ?([0, t], y)/P(V5 , B1)/V4 _ K. This
together with the fact that V4 _ K is an open set implies that
lim infn   d(!n , ?(t, y))>0 by (6.6), which contradicts (H2). Hence,
?([0, t], y)/3 B 1 . Consequently, there is t$<t such that ?(t$, y) # B1 .
Clearly, !sn ([0, t$], xn , yn)/B 2 . Then, we again get a contradiction similar
to (6.7).
Case b. Assume that yn # V6 . Since !n  K _ V4 , by (6.6) and (K4)
there exists rn , tn>rn0 such that
!sn (rn , xn , yn) # V5 , !sn ([rn , tn], xn , yn)/B 2"V5 (6.8)
and [!sn (rn , xn , yn)] is precompact. Let x~ n=,sn (rn , xn , yn), y~ n=!sn (rn ,
xn , yn). Then we may assume that y~ n  y # V5 . Since I? is the maximal
invariant set in B 1 , there is t$>0 such that ?(t$, y) # B1 _ V6 . We want to
prove
t~ n=tn &rnt$ for all large n (6.9)
We only prove the case ?(t$, y) # B1 , the other case is similarly treated.
Suppose t~ n>t$ for some large n. Therefore, !sn ([0, t$], x~ n , y~ n)/B 2 and so
d(!sn (t$, x~ n , y~ n), ?(t$, y))d(B1 , B2), which contradicts (H2). Then, (6.9)
is proved. Next, we want to prove that O? ( y)/% B 1 . Suppose not. Then
there is t$>0 such that
?(t$, y) # V6 , ?([0, t$], y)/P(V5 , B1).
By (6.9) we may assume that t~ n  tt$. Since
?([0, t], y)/P(V5 , B1)/V4 _ K
and V4 _ K is an open set, lim infn   d(!n , ?(t, y))>0 by (6.6). This con-
tradicts (H2). So, O? ( y)/% B 1 . Thus, there is t$>0 such that ?(t$, y) # B1
and ?([0, t$], y)/P(V5 , B1). As in case a we can obtain a contradiction.
That Y[N s2]/N
?, =
2 follows from (H2) and the facts that Y[N
s
1]/N
?, =
1
and W#V1 , d(W, V1)>0.
Proof of Lemma 3.10. Recalling the proof of Lemma 3.9, it suffices to
prove that I? /int(Y[N s, n1 "N
s, n
2 ]) for sufficiently small s. Let sn  0 as
108 QINGGUANG HUANG
n   and (an , bn) # N sn , n2 . By the definition of N
sn , n
2
we can prove that
there are sequences tnln0, (xn , yn) # A2_N ?, 1n1 such that
!sn (tn , xn , yn)&bn  0 as n   (6.10)
and
!sn (ln , xn , yn)  B1"V1 as n  , !sn ([0, tn], xn , yn)/B 1 . (6.11)
Indeed, by the definition of N sn , n
2
, for (an , bn) # N sn , n2 there exists (x$n , y$n ) #
N sn , n
1
"(A1_V1) and t$n0 such that d(!sn (t$n , x$n , y$n ), bn)<1(2n). By the
continuity of s (t; x, y) in t, x and y, there is $>0 such that
d(,sn (t$n , x, y), ,sn (t$n , x$n , y$n )<1(2n)
and
d(!sn (t$n , x, y), !sn (t$n , x$n , y$n ))<1(2n)
for d(x, x$n )<$, d( y, y$n )<$. For (x$n , y$n ) # N sn , n1 , there exists (xn , yn) # A2
_N ?, 1n1 and t"n 0 such that d(,
sn (t"n , xn , yn), x$n )<$ and d(!sn (t"n , xn , yn),
y$n )<$. Therefore, d(!sn (t$n +t"n , xn , yn), bn)<1n and so (6.10) is proved.
The proof of (6.11) is omitted. Clearly, to prove this lemma it suffices to
show that bn  V6 for all large n. Suppose this is false. Without loss of
generality we may assume that
bn # V6 for all large n. (6.12)
To get a contradiction we consider two cases. First, we assume that yn  V3
for all large n. Then by the compactness of P(V4 , U)"V3 and P(V5 , U)"V4
and by (3.12) where == 1n , [ yn] is precompact and so we may assume
without loss of generality that yn  y # P(V4 , U)"V3 as n   because of
(3.12) where ==1n. In view of the remark before Lemma 3.6 there is r>0
such that ?([0, r], y) & V4=< and ?(r, y)  U . This together with (H2)
gives that !sn ([0, r], xn , yn) & V6= and !sn (r, xn , yn)  U for all large
n. This contradicts (6.12) and (6.10). Next, we consider another case in
which there is a sequence [nj] such that ynj # V3 for all j. Then, there exists
rj , tnj>lnj>r j>0 such that
!snj ([rj , lnj], xnj , ynj)/U "V2 , !
snj (rj , xnj , ynj) # V2 . (6.13)
Let uj=,snj (rj , xnj , ynj), vj=!
snj (rj , xnj , ynj). Then by (K4) and by (6.13),
[vj] is precompact and so we may assume that vj  v # V2 . We want to
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prove that [lnj&r j] is bounded. Indeed, there exists r>0 such that
?(r, v) # V4 _ (Y"U ) since I? is the maximal invariant set in U , and hence
by (H2), !snj (r, u j , vj) # V4 _ (Y"U ) for all large j. This and (6.13) imply
[lnj&rj] is bounded. Therefore, we may assume lnj&rj  t as j  . By
(H2) and (6.11), ?(t, v)  V1 . Consequently, by (K2) there is b>0 such that
?([t, t+b], v) & V2= and ?(t+b, v)  U . This yields that !snj ([lnj , lnj+b],
uj , vj) & V4=< and !snj (lnj+b, uj , vj)  U for all large j. This contradicts
(6.10) and (6.12). The proof is complete.
Proof of Lemma 3.11. We only prove the first assertion since the other
is similar. The following elegant constructions of homotopy maps are due
to Salamom [Sa]. Let Ni=N ?i and N i*=N
?, 1n
2 . Let r>0 be given as in
Lemma 3.7. Since A3 and A2 are homotopically equivalent we let maps
f : A3  A2 , f *: A2  A3 , h: [0, 1]_A3  A3 and h*: [0, 1]_A2  A2 be
continuous and satisfy
h(0, } )=1A3 , h(1, } )= f* b f, h*(0, } )=1A2 , h*(1, } )= f b f *.
For any [(x, y)] # (A3_N1)(A3_N2) define
[( f (x), ?(3r, y))] if ?([0, 2r], y)/N1"N2
F([(x, y)])={ and if ?([r, 3r], y)/N1*"N2*[A_N2*] otherwise.
For any [(x, y)] # (A2_N 1*)(A2_N 2*) define
[( f *(x), ?(3r, y))] if ?([0, 2r], y)/N1*"N2*
F*([(x, y)])={ and if ?([r, 3r], y)/N1 "N2[A3 _N2] otherwise.
For any t # [0, 1] and [(x, y)] # (A3_N1)(A3_N2) define
H(t, [(x, y)])={[(h(t, x), ?(6tr, y))][A3_N2]
if ?([0, 6r], y)/N1 "N2
otherwise.
For any t # [0, 1] and [(x, y)] # (A2_N1*)(A2_N2*) define
H(t, [(x, y)])={[(h*(t, x), ?(6tr, y))][A2_N2*]
if ?([0, 6r], y)/N1*"N2*
otherwise.
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We see that F, F*, H and H* are respectively maps from
(A3_N1)(A3_N2) to (A2_N 1*)(A2_N 2*),
(A2_N 1*)(A2_N 2*) to (A3_N1)(A3_N2),
[0, 1]_(A3_N1)(A3_N2) to (A3_N1)(A3_N2) and
[0, 1]_(A2 _N1*)(A2_N2*) to (A2_N1*)(A2_N2*).
Referring to the proof of [Sa, Lemma 4.7] we can prove that these four
maps are continuous. Clearly,
H(0, [(x, y)])=1(A3_N1)(A3_N2)
and
H*(0, [(x, y)])=1(A_N*
1
)(A_N*
2
) .
It remains to prove that
H(1, [(x, y)])=F* b F([(x, y)])
and
H*(1, [(x, y)])=F b F*([(x, y)]).
This is obtained by noting that ?([0, 6r], y)/N1"N2 if and only if
?([0, 2r], y)/N1 "N2 , ?([r, 3r], y)/N1*"N2* , ?([3r, 5r], y)/N1*"N 2*
and
?([4r, 6r], y)/N1"N2 .
Here the third assertion of Lemma 3.7 is used.
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