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Abstract
Let X be a connected CW-complex. It is shown that for suitable X and Y there is a bijection
between the set Ph(X,Y ) of pointed homotopy classes of phantom maps from X to Y and the
extension product of inverse sequences which is another characteristic phenomenon of the previous
results proved by McGibbon and Roitberg. We also study the Gray index of phantom maps.
Especially, we prove a necessary and sufficient condition for the finiteness of the Gray index of
phantom maps relating to the open question about phantom map theory.
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1. Introduction and results
Given a connected CW-complex X, a pointed map f :X→ Y is called a phantom map
if the restriction map f |Xn :Xn → Y on the skeleton Xn is homotopic to the constant map
for each n. Let Ph(X,Y ) denote the set of pointed homotopy classes of phantom maps
from X to Y .
We recall that if X and Y are pointed CW-spaces, then there are set-theoretic bijections
of pointed sets
lim1
[
X,ΩY (n)
]≈ Ph(X,Y )≈ lim1[ΣXn,Y ], (∗)
where Y (n) is the nth Postnikov approximation of Y through dimension n and lim1(−)
is the derived functor defined by Bousfield and Kan [1, p. 251]. If X is a co-H -group or
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if Y is a homotopy associative H -space, then the above set-theoretic bijections are group
isomorphisms and Ph(X,Y ) is a normal subgroup of [X,Y ].
Recently, C.A. McGibbon [5, Theorem 1] has given another characterization of stable
phantom maps between classifying spaces of compact Lie groups. He proved that for any
two compact Lie groups G and H , the group Phd(BG,BH) of stable phantom maps of
degree d is zero if d is even, or if d −1, or if either group is finite. He also showed that
if d is odd with d  −3 and if G and H have non-zero rank, then this group of stable
phantom maps is isomorphic to a rational vector space of cardinality 2ℵ0 .
B. Gray and C.A. McGibbon [2, Theorems 1 and 2] studied the universal phantom maps,
and showed that all phantom maps out of a finite type space X are trivial if and only if ΣX
is a retract of
∨∞
ΣXn. They also proved a p-local version of this which is somewhat
sharper.
J. Roitberg [11] showed that for 1-connected, finite type CW-spaces X and Y with Y
a loop space, the group Ph(X,Y ) is divisible abelian, and gave a complete and explicit
description of those groups. We refer to C.A. McGibbon’s paper [4] containing extensive
bibliographies for basic information and earlier work about phantom maps in homotopy
theory.
C.A. McGibbon and J. Roitberg [6, Theorems 1 and 2] proved some striking and terrific
results on the phantom map theory. For a finite type domain X, they proved that Ph(X,Y )
is trivial for every finite type target Y if and only if Ph(X,Sn) is trivial for every n.
They also showed that if f :X → X′ induces a monomorphism between the rational
homology groups of two finite type domains, and Y is a finite type target, then the map
f ∗ : Ph(X′, Y )→ Ph(X,Y ) induced by f is an epimorphism of pointed sets. Moreover,
they proved a remarkable and distinguishable connection [7, Theorem 1] between the set
Ph(X〈n〉, Y ) of homotopy classes of phantom maps (from the connected cover X〈n〉 of a
1-connected CW-complex X of finite type with π2X finite to a nilpotent space Y of finite
type over some proper subring of the rational numbers Q) and the extension products (of
rational homology groups and homotopy groups).
J. Roitberg and P. Touhey [12, Theorems 1.1 and 1.5] also showed that Ph(X,Y )
is bijective (as sets) to the product of classical cohomology groups with coefficients in
πn+1Y ⊗ Ẑ/Z (modulo [X,ΩŶ ]), where Ẑ is the Sullivan’s profinite completion [13].
The first result of this paper is to give another characteristic phenomenon of the
theorems proved by McGibbon and Roitberg in 1998, and Roitberg and Touhey in 2000.
Theorem 1. Let X and Y be nilpotent CW-complexes of finite type. If X has a rational
homotopy type of a suspension or Y has a rational homotopy type of a loop space, then
there exists a bijection as sets
Ph(X,Y )≈ Ext(∆(n), [X,ΩY (n)]/Fn).
Here ∆(n) is an inverse sequence and Fn is a finite commutator subgroup of [X,ΩY (n)].
Note that an inverse sequence is sometimes said to be a tower.
There are many important algebraic and topological tools in the computation of
phantom maps such as the derived functor, rationalizations and profinite completions.
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Recall that for connected nilpotent CW-complexes X and Y of finite type whose
fundamental groups are finite, we have two fibration sequences
Xτ →X r→X0 (also cofibration)
and
Yρ → Y c→ Ŷ ,
where r and c are the rationalization of X and the profinite completion of Y respectively. It
is well known that the homotopy fiber Xτ of r is a torsion space (i.e., each homotopy group
of Xτ is a torsion group) and Yρ is a homotopy retract of the loop space Ω(Ŷ )0. Moreover,
we can identify the set Ph(X,Y ) with the image of the map r∗ : [X0, Y ] → [X,Y ] of
pointed homotopy sets. It is also well known that the kernel of the map c∗ : [X,Y ] →
[X, Ŷ ] consists of all phantom maps (see [15]).
We now describe another characteristic feature of phantom maps. If f :X → Y is a
phantom map, then we have a factorization of the following sort:
X
f
qk
Y
=
X/Xk
fk
Y
where qk is the obvious quotient map for each k. The extension fk is not necessarily unique
since it depends on a null homotopy of f |Xk . The Gray index, denoted by G(f ), of a
phantom map f :X → Y is defined to be the greatest integer k for which the extension
fk :X/Xk → Y can be chosen to be a phantom map. Obviously, the Gray index of the
trivial map is infinite.
The following theorems are related to the open question raised by C.A. McGibbon and
J. Strom [8, Question 2]. Let ik :Xk ↪→ X and i :Yp ↪→ Y be canonical inclusions on the
kth skeleton Xk of X and the homotopy fiber Yρ of c :Y → Ŷ respectively. Then we have
Theorem 2. Let f :X → Y be a phantom map between 1-connected CW-complexes of
finite type. Then the Gray index of f is less than k, i.e., G(f )  k − 1 if and only if the
composition f¯ ◦ ik is essential for any map f¯ :X→ Yρ such that f = i ◦ f¯ .
Theorem 3. Let X and Y be 1-connected nilpotent CW-complexes of finite type. If the map
f¯ :X→ Yρ above is essential, then the Gray index G(f ) of f :X→ Y is finite.
In Section 2, we describe the notions of derived limits and extension products of inverse
systems. In Section 3, we prove the theorems.
2. Derived limits and extension products
Let Γ n, n  0, be the set of all increasing sequences γ¯ = (γ0, γ1, . . . , γn), γ0  γ1 
· · · γn, γi ∈ Γ , and let γ¯j ∈ Γ n−1, 0 j  n, be obtained from γ¯ ∈ Γ n by deleting the
j th factor γj , i.e., γ¯j = (γ0, . . . , γj−1, γj+1, . . . , γn). And for each γ¯ ∈ Γ n, we associate
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an abelian groupAγ¯ by the abelian groupAγ0 of the first index γ0 in the category of abelian
groups, i.e., Aγ¯ =Aγ0 .
Let A = (Aγ , aγ γ ′,Γ ) be an inverse system of abelian groups Aγ and group
homomorphisms aγ γ ′ :Aγ ′ → Aγ , γ  γ ′, over the directed set Γ . We define an
n-cochain group Cn(A), n 0, of A by
Cn(A)=
∏
γ¯∈Γ n
Aγ¯ , n 0,
where Aγ¯ =Aγ0 as just mentioned above.
Let prγ¯ :Cn(A)→ Aγ¯ be a projection. If y is an element of Cn(A), then we denote
the element yγ¯ of Aγ¯ by yγ¯ = prγ¯ (y). The coboundary operator δn :Cn−1(A)→ Cn(A),
n 1, is defined by
(
δny
)
γ¯
= aγ0γ1(yγ¯0)+
n∑
j=1
(−1)j yγ¯j ,
where y ∈ Cn−1(A). For n = 0, if we put δ0 = 0 : 0 → C0(A), then we have a cochain
complex(
C∗(A), δ
)
: 0 →C0(A) δ1−→ C1(A)→ ·· ·→Cn−1(A) δn−→ Cn(A)→·· · .
Definition 2.1. The nth derived limit [9], denoted by Hn(A), of the inverse system
A = (Aγ , aγ γ ′,Γ ) of abelian groups is defined by the cohomology group of the above
cochain complex (C∗(A), δ).
Although the derived limit was defined as the cohomology of the cochain complex
(C∗(A), δ), it is somewhat interesting to see that it is not contravariant but a covariant
functor.
We reserve N and Z for the set of positive integers and the one of integers respectively.
We need to see that there is a subtle distinction between the definition of the nth derived
limits Hn(−) (n= 0,1) and the one of the derived functors limn(−) (n= 0,1) of Bousfield
and Kan [1, p. 251] in that the derived limits were defined on inverse systems of abelian
groups and group homomorphisms as bonding morphisms over the directed set Γ while
the derived functors limn(−) (n = 0,1) were defined on an inverse sequence of (not
necessarily abelian) groups and group homomorphisms over N by using a group action.
Under what condition do both definitions coincide? The answer of this question is the
following.
Proposition 2.2. If A = (An, ann′ ,N) is an inverse sequence of abelian groups, then
lim0A∼=H 0(A) and lim1A∼=H 1(A).
Proof. If [u] = [v] in H 1(A), then for each (n,n+ 1) ∈ N1, there exists y ∈ C0(A) such
that
un = vn +
(
δ1y
)
(n,n+1) = vn + an,n+1(yn+1)− yn.
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Since An is abelian, we havevn = un + yn − an,n+1(yn+1)= yn + un − an,n+1(yn+1).
If we take the multiplicative notation in the above equalities, then u∼ v in lim1A.
Similarly, we can easily prove the implication of the reverse direction and also calculate
the result in the zero dimensional case. ✷
Let B = (Bλ, bλλ′,Λ) be an inverse system of abelian groups Bλ and group
homomorphisms bλλ′ :Bλ′ → Bλ, λ  λ′, over a directed set Λ. A map of system
s :A→B consists of an increasing function ϕ :Λ→ Γ , and of group homomorphisms
sλ :Aϕ(λ)→ Bλ such that
sλ ◦ aϕ(λ)ϕ(λ′) = bλλ′ ◦ sλ′ , λ λ′.
We can make a category, denoted by inv-A, of inverse systems and maps of systems.
The map of system is called a level system map provided Λ= Γ and ϕ is an identity map
on Λ. It is easy to see that the category of the inverse systems and the level system maps is
not the full subcategory but the subcategory of inv-A.
How can we define a homomorphism between the above cochain groups of inverse
systems? The answer we need to find out is to use the maps of systems, and to define a
map s, :Cn(A)→Cn(B) by
(s,y)λ¯ = sλ0(y(ϕ(λ0),...,ϕ(λn)))
for each λ¯= (λ0, . . . , λn) ∈Λn. We thus have
Proposition 2.3. The homomorphism s, :Cn(A)→Cn(B) is a cochain map.
Proof. We need to compute the following: for any element y of Cn−1(A) and for each
λ¯= (λ0, . . . , λn) ∈Λn, n 0, we have
(s,δy)λ¯ = sλ0(δy)(ϕ(λ0),...,ϕ(λn))
= sλ0
[
aϕ(λ0)ϕ(λ1)(y(ϕ(λ1),...,ϕ(λn)))
+
n∑
j=1
(−1)jy(ϕ(λ0),...,ϕ(λj−1),ϕ(λj+1),...,ϕ(λn))
]
= bλ0λ1 ◦ sλ1(y(ϕ(λ1),...,ϕ(λn)))
+
n∑
j=1
(−1)j sλ0(y(ϕ(λ0),...,ϕ(λj−1),ϕ(λj+1),...,ϕ(λn)))
= bλ0λ1(s,y)(λ1,...,λn) +
n∑
j=1
(−1)j (s,y)(λ0,...,λj−1,λj+1,...,λn)
= (δs,y)λ¯.
Thus s, is a cochain map. ✷
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We can therefore define a homomorphism between derived limits. Moreover we can
easily prove the following proposition just like the one of basic results on the classical
cohomology theory.
Proposition 2.4. If S :C∗(A)→C∗(B) is a cochain homotopy between s1 and s2, then the
induced homomorphisms s∗1 , s∗2 :Hn(A)→Hn(B), n 0, are equal.
Proof. For any n-cocycle z of C∗(A), we obtain
s1(z)− s2(z)= δS(z)+ Sδ(z)= δS(z)+ 0
= δS(z) ∈ im(δ).
That is to say, s1(z) and s2(z) are in the same cohomology class. It shows that s∗1 coincides
with s∗2 . ✷
We now describe a notion about extension products of inverse systems which is a
prerequisite for use in Section 3. Let ∆(γ )= (∆γ , idγ γ ′ ,Γ ) be an inverse system, where
∆γ = Z and idγ γ ′ is an identity map on Z. We will use the similar notation ∆(n) =
(∆n, idnn′ ,N), a little bit later, as an inverse sequence which is a special case of ∆(γ ).
Consider a free abelian group
Qn =
⊕
γ0···γn
Z
whose bases are formed by elements 〈γ0, . . . , γn〉 corresponding to γ0  · · ·  γn in Γ .
One can define Qnγ as the subgroup of Qn by
Qnγ =
⊕
γγ0···γn
Z
and iγ γ ′ :Qnγ ′ → Qnγ , γ  γ ′, as the natural inclusion. Then Qn = (Qnγ , iγ γ ′,Γ ) is an
inverse system of free groups and inclusions as bonding morphisms over Γ .
B.L. Osofsky [10] considered the level system maps e :Q0 → ∆(γ ) and qn−1 :Qn →
Qn−1 defined as follows: for each (γ0) ∈ Γ 0 and γ¯ = (γ0, . . . , γn) ∈ Γ n,{
eγ0〈γ0〉 = 1,
qn−1γ 〈γ0, . . . , γn〉 =
∑n
j=0(−1)j 〈γ0, . . . , γˆj , . . . , γn〉,
where eγ0 = e|Q0γ0 , q
n−1
γ = qn−1|Qnγ , and γˆj means the deletion of γj .
We know that for the inverse systems ∆(γ ),Qn and the level system maps e, qn, n 0,
there exists a standard projective resolution of ∆(γ )
0 ←∆(γ ) e←Q0 q
0
←−Q1 ←·· ·←Qn−1 q
n−1
←−−−Qn← ·· · .
Let L(A) be a cochain complex
L(A) : 0→Hom(Q0,A)→Hom(Q1,A)→ ·· ·
→Hom(Qn−1,A)→ Hom(Qn,A)→·· ·
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induced by the above standard projective resolution of ∆(γ ). As usual in homological
algebra, the cohomology group Hn(L(A)) is referred to as the nth extension product of
∆(γ ) and A, and is denoted by the symbol Extn(∆(γ ),A). Furthermore, in case n= 1, we
shall use the simpler notation Ext(∆(γ ),A).
We now define a map ΦnA : Hom(Q
n,A)→ Cn(A) as follows: if w (∈ Hom(Qn,A)) is
given by the homomorphisms wγ :Qnγ →Aγ , γ ∈ Γ , then ΦnA(w) is the n-cochain
y = (. . . , y(γ0,...,γn), . . .)=
(
. . . ,wγ0
(〈γ0, . . . , γn〉), . . .),
where y(γ0,...,γn) ∈ Aγ0 and 〈γ0, . . . , γn〉, γ  γ0, is a basis of Qnγ . In Section 3, we will
show that ΦA :L(A)→ C∗(A) is a kind of cochain map. This is why we can induce a
homomorphism between extension products and derived limits of inverse systems in the
sense of cohomology theory.
3. Proofs of theorems
Proof of Theorem 1. In order to prove this theorem, we need two lemmas. As mentioned
before, the notation of the derived functor, lim1(−), described in (∗) of Section 1 has been
stated by the definition of Bousfield and Kan in the case of inverse sequences of (possibly
non-abelian) groups. We might want to prove the theorem by using the connection between
derived limits and extension products of inverse systems (especially, inverse sequences),
and then by considering the derived functor of Bousfield and Kan and the rational hypothe-
sis on X (or Y ). We are, however, confronted with a difficulty in that the group [X,ΩY (n)]
is generally not abelian. Fortunately, we can get over this difficulty in the proof which
will appear a little bit later. We will first show that an analogue of the Jensen’s formula
[3, Chapter 1] holds in the inverse systems of abelian groups.
Lemma 3.1. For any inverse system A = (Aγ , aγ γ ′,Γ ) of abelian groups and for each
n 0, there exists a natural equivalence
ΦnA∗ : Ext
n
(
∆(γ ),A
) ∼=−→Hn(A).
Proof. It is easy to check that ΦnA : Hom(Q
n,A)→ Cn(A) is a monomorphism. To show
that ΦnA is an epimorphism, we must prove the following: for any cochain y ∈ Cn(A) and
γ  γ0, if we put
wγ
(〈γ0, . . . , γn〉)= aγ γ0(yγ¯ ),
then we obtain well-defined homomorphisms wγ :Qnγ → Aγ which determine a level
system map w :Qn→A, because
wγ ◦ iγ γ ′ =wγ = aγ γ ′ ◦wγ ′
(
γ  γ ′
)
.
Thus, for γ  γ0 we have(
ΦnA(w)
)
γ¯
=wγ0
(〈γ0, . . . , γn〉)= yγ¯
which shows that ΦnA is an epimorphism.
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In order to complete the proof of this lemma, it remains to show that ΦA :L(A)→
C∗(A) is a cochain map and Extn(∆(γ ),−) is naturally equivalent to Hn(−). For each
γ¯ = (γ0, . . . , γn) ∈ Γ n and w ∈ Hom(Qn−1,A), we have the following:(
δ ◦Φn−1A (w)
)
γ¯
= aγ0γ1
(
Φn−1A (w)
)
γ¯0
+
n∑
j=1
(−1)j(Φn−1A (w))γ¯j
= aγ0γ1
(
wγ1
(〈γ1, . . . , γn〉))+ n∑
j=1
(−1)jwγ0
(〈γ0, . . . , γj−1, γj+1, . . . , γn〉)
=wγ0
(
iγ0γ1
(〈γ1, . . . , γn〉))+wγ0
(
n∑
j=1
(−1)j(〈γ0, . . . , γj−1, γj+1, . . . , γn〉))
=wγ0
(〈γ1, . . . , γn〉)+wγ0
(
n∑
j=1
(−1)j (〈γ0, . . . , γj−1, γj+1, . . . , γn〉))
=wγ0
(
n∑
j=0
(−1)j 〈γ0, . . . , γˆj , . . . , γn〉)=wγ0(qn−1γ 〈γ0, . . . , γn〉)
= (w ◦ qn−1)
γ
(〈γ0, . . . , γn〉)= (ΦnA ◦Hom(qn−1, idA)(w))γ¯
which shows that ΦA is a cochain map. It thus induces a homomorphismΦnA∗ : Ext
n(∆(γ ),
A)→Hn(A) between extension products and derived limits.
Let t = {tγ : γ ∈ Γ } :A→B= (Bγ , bγ γ ′,Γ ) be a level system map and let [w] be any
classes in Extn(∆(γ ),A). Then, by considering the definition of the cochain map ΦnA , we
have the following:
Hn(t) ◦ΦnA∗
([w])=Hn(t) ◦ΦnA∗([(. . . ,wγ0, . . .)])
=Hn(t)([(. . . ,wγ0〈γ0, . . . , γn〉, . . .)])
= [(. . . , tγ0 ◦wγ0〈γ0, . . . , γn〉, . . .)]
=ΦnB∗
([
(. . . , tγ0 ◦wγ0, . . .)
])
=ΦnB∗ ◦ Extn(1∆(γ ), t)
([
(. . . ,wγ0, . . .)
])
=ΦnB∗ ◦ Extn(1∆(γ ), t)
([w]),
where [ ] means the cohomology class of extension products (or derived limits). The above
equalities complete the proof of the naturality between Extn(∆(γ ),−) and Hn(−), as
required. ✷
From now on, we put Gn = [X,ΩY (n)] for convenience. The one problem we encounter
is that the group Gn is not abelian in general. So in order to complete the proof of
Theorem 1, we need to make a new construction which plays an important role in the
proof. Even thoughGn is not abelian, we can see that each rationalized group (Gn)0 is now
abelian because of the rational condition on X (or Y ). Indeed, if X has a rational homotopy
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type of a suspension, then, for a suitable space T , X can be expressed as X 0 ΣT and
thus
(Gn)0 ∼=
[
X0,ΩY
(n)
0
] (by nilpotent hypothesis)
∼= [ΣT0,ΩY (n)0 ]
∼= [T0,Ω2Y (n)0 ] (by adjointness)
which is abelian. Similarly we can also check that (Gn)0 is abelian provided Y has a
rational homotopy type of a loop space.
Lemma 3.2. Let Fn denote a finite commutator subgroup of Gn. Then
lim1{Gn} ∼= lim1{Gn/Fn}.
Proof. We can see that the rationalization map r :Gn→ (Gn)0 has a finite kernel just like
the space version (see also [14, Lemma 3.1]). It follows that, from the group theory, each
group Gn has a finite commutator subgroup Fn. We can therefore consider a short exact
sequence
0 → Fn →Gn →Gn/Fn → 0
and obviously the above group Gn/Fn is abelian. If we apply the 6-term lim-lim1 exact
sequence to the short exact sequence
0 →{Fn}→ {Gn}→ {Gn/Fn}→ 0
of inverse sequences, then we have an exact sequence
0 → lim{Fn}→ lim{Gn}→ lim{Gn/Fn}
→ lim1{Fn}→ lim1{Gn}→ lim1{Gn/Fn}→ 0.
We can see that {Fn} has a trivial lim1-term because {Fn} is an inverse sequence of finite
groups. It follows that
lim1{Gn} ∼= lim1{Gn/Fn}. ✷
We now conclude the proof of Theorem 1 by using the above statements: if we
take inverse sequences ∆(n) and (Gn/Fn,gnn′ ,N) instead of inverse systems ∆(γ ) and
A= (Aγ , aγ γ ′,Γ ) respectively, then we finally reach the proof as follows:
Ph(X,Y )≈ lim1[X,ΩY (n)] (by (∗))
∼= lim1[X,ΩY (n)]/Fn (by Lemma 3.2)
∼=H 1([X,ΩY (n)]/Fn) (by Proposition 2.2)
∼= Ext(∆(n), [X,ΩY (n)]/Fn) (by Lemma 3.1).
Here [X,ΩY (n)]/Fn means an inverse sequence of abelian groups induced by the
Postnikov approximations and finite commutator subgroups, i.e., [X,ΩY (n)]/Fn =
(Gn/Fn,gnn′ ,N). ✷
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Proof of Theorem 2. From the fibration sequence Yρ → Y → Ŷ and the cofibration
sequence Xk →X→X/Xk , we have the following commutative diagram:
[X/Xk,Yρ ] i∗
(qk)∗
[X/Xk,Y ] h
(qk)∗
[X/Xk, Ŷ ]
(qk)∗
[X,Yρ] i∗
(ik)∗
[X,Y ] h
(ik)∗
[X, Ŷ ]
(ik )∗
[Xk,Yρ] i∗ [Xk,Y ] h [Xk, Ŷ ]
If the Gray index is less than k, i.e., G(f )  k − 1, then any map fk :X/Xk → Y is not
phantom. Thus, by the above diagram chase, we have that f¯ ◦ ik is essential for any map
f¯ :X→ Yρ such that f = i ◦ f¯ . Indeed, if f¯ ◦ ik is inessential, then, by exactness, there
exists a map g :X/Xk → Yρ such that (ik ◦ qk)∗(g)= 0. Moreover,
i∗(g) ∈ im(i∗)= ker(h)= Ph(X/Xk,Y )⊂ [X/Xk,Y ]
which is a contradiction.
On the other hand, if f¯ ◦ ik is essential for any map f¯ :X→ Yρ such that f = i ◦ f¯ ,
then the Gray index G(f ) is less than k. Indeed, if a map fk :X/Xk → Y is phantom, i.e.,
fk ∈ Ph(X/Xk,Y ), then there exists a map g ∈ [X/Xk,Yρ] such that i ◦ g  fk and
0  (ik ◦ qk)∗(g) g ◦ qk ◦ ik  f¯ ◦ ik
which gives a contradiction. Here g ◦ qk  f¯ . ✷
Let K(A,n) denote the Eilenberg–MacLane space of type (A,n).
Proof of Theorem 3. Since the Yρ admits the structure of a rational H -space, we can
express Yρ =∏i K(Ai, ni), where Ai is a rational vector space. Consider the following
commutative diagram:
[X,K(Ai, ni)] (ini+2)∗
(ij )∗
[Xni+2,K(Ai, ni)]
(ij )∗
[X,Yρ] (ini+2)∗ [Xni+2, Yρ ]
We know that two vertical maps induced by inclusions ij :K(Ai,ni) ↪→ Yρ are monomor-
phisms, and that the top horizontal map induced by the inclusion ini+2 :Xni+2 ↪→X is an
isomorphism. Given an essential map f¯ :X→ Yρ , it follows that f¯ = (g1, g2, . . . , gi , . . .),
where gi ∈Hni (X;Ai). Indeed we can write it because
[X,Yρ] =
[
X,
∏
i
K(Ai, ni)
]
=
∏
i
[
X,K(Ai, ni)
]=∏
i
H ni (X;Ai).
Let k0 be the least integer j such that gj = 0. We will prove that the Gray indexG(f ) is less
than nk0 +2, i.e., G(f ) nk0 +1 and thus the Gray index is finite. The above diagram and
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the isomorphism [X,Yρ] =∏i H ni (X;Ai) show that f¯ ◦ ik is essential if and only if gj ◦ ik
is essential for some j . Since the map (ink0+2)
∗ :Hnk0 (X;Ak0) → Hnk0 (Xnk0+2;Ak0)
induced by inclusion ink0+2 :Xnk0+2 ↪→X is an isomorphism, we can see that gk0 ◦ ink0+2
is essential. By considering the statement in the proof of Theorem 2, we can reach the
proof. ✷
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