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Beim Menschen ist es wie beim Velo.
Nur wenn er faehrt, kann er bequem die Balance halten.
Albert Einstein
Life is like riding a bicycle.
To keep your balance you must keep moving.
Translation by Walter Isaacson
To the fire ants who gave their lives for science.
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Active matter is composed of collections of particles which are themselves out of equilib-
rium and are, in many cases, self propelled. The mechanics of active systems have only
recently begun to be studied experimentally. Since energy is added at the individual particle
level instead of to the whole system, the material response might be different. Statistical
mechanics has over the past century or so developed theories to treat equilibrium systems,
nonequilibrium systems, and active systems. However, up until recently, there have been
very few experimental systems that were able to test these theories. Most experimental
work in statistical mechanics so far has focused on systems in equilibrium. Systems that
are out of thermal or mechanical equilibrium or both, display global properties not found
in equilibrium systems. Similarly to how nonlinear science has been compared to “calling
the bulk of zoology the study of non-elephants” [1], nonequilibrium systems are a much
broader class than those in equilibrium. Here we will explore an active system experimen-
tally.
To do that we first need to understand what sets active matter apart from inactive matter.
All active matter is out of thermal equilibrium but not all thermally out of equilibrium
systems are active. We also need to have an idea of the varied types of active matter and
what are the similarities/ differences between them.
1.1 Thermal Equilibrium
Thermal equilibrium is defined by every part of the system having the same temperature,
i.e. no heat flow. This temperature is related to the average kinetic energy of the particles
that make up the system. Since this kinetic energy is nonzero for systems above absolute
zero, the particles move. Their movement set the global mechanical and thermal properties
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of the system [2, 3]. However, the temperature is based on the average kinetic energy,
higher and lower local kinetic energies are possible. These locally different energies create
fluctuations in position and in momentum which allows the system to relax.
A moving particle in a fluid feels a resistance from the fluid based on the collisions
of the fluid particles with the particle. This is characterized by the viscosity of the fluid.
Conversely, the collision of jiggling fluid particles with a larger particle in the fluid will
cause the particle to undergo Brownian motion. The fluctuation-dissipation theorem links
the viscosity of the fluid with the Brownian motion of a particle in the fluid. This is only true
when detailed balance is obeyed. Fluids can have more than one microscopic state which
has the same macroscopic properties. The states are called microstates. Detailed balance
says that at equilibrium the transition rates of switching between microstates are equal and
opposite [3]. One directional transitions are not allowed. At equilibrium, detailed balance
is obeyed and the system is the same under time reversal, i.e. it looks the same forwards
and backwards in time. This means that it is not possible for constituents to bunch up in
one state due to fluctuations, i.e. fluctuations cannot change the average state of the system.
One way to prevent a system from being in thermal equilibrium is to attach the system
to two heat baths at different temperatures. With one heat bath it is possible to reach
thermal equilibrium with the bath but with two baths at different temperatures it is no longer
possible. Heat will flow from the bath at a higher temperature through the system and into
the lower temperature bath. Together the three parts of the system can reach a steady state
with the higher temperature bath acting as a source, the lower temperature bath acting as
a sink, and the system then acting to transfer energy between the two. This inability to
reach equilibrium is captured by looking at the detailed balance of the system [4]. Detailed
balance is broken in the two temperature bath example because there is flow of energy
through the system from one bath to another which means that the transition rates between
microstates are not equal because of the heat flow.
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1.2 Mechanical Equilibrium
Systems that are out of mechanical equilibrium are not in the lowest mechanical energy
state. Glasses, both polymer and colloidal, as well as athermal systems, like granular me-
dia, are all out of mechanical equilibrium. In these systems particles can be mechanically
trapped leading to a breakdown of the equipartition theorem. These mechanical inhomo-
geneities lead to difficulties in defining a temperature. In these systems temperature can
no longer be defined globally for the system though in some cases it can still be defined
locally and it is still possible to measure a temperature empirically. The other possibility
is athermal systems where temperature is well defined but not meaningful. In a pile of
sand the mechanical properties are not dependent on the temperature of the individual sand
particles. Gravitational energy is larger than thermal energy and so the particles do not
move thermally. System out of mechanical equilibrium are usually blocked from reach-
ing a lower energy state since the fluctuations due to temperature are not strong enough to
rearrange the system.
1.2.1 Glasses
Glasses are a class of systems that are out of mechanical equilibrium. They are not ergodic
and energy cannot be moved between different microstates because glasses are mechani-
cally arrested. These are solids that do not have positional order as a crystal system would.
They do not have the ability to rearrange like a liquid though and so even if there is a me-
chanical state with a more uniform distribution of energy it is not possible for the system
to relax into it.
Glass forming systems come in several flavors including: molecular, polymer, and col-
loidal glass formers. All are characterized by a diverging relaxation timescale and the
accompanying zero frequency solid behavior but the length scale of the constituents is very
different and the parameter that controls the glass transition is different.
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For molecular glass formers temperature is the key parameter needed to make a glass,
in particular the rate of temperature decrease. As a molecular liquid is cooled its specific
volume, inverse density, decreases. If the system is cooled slowly, i.e. there is plenty of
time for rearrangement, and below a certain temperature the system will crystallize. If the
system is cooled at a faster rate it avoids this transition and becomes first a supercooled
liquid and then a glass. The exact temperature at which it becomes a glass depends on the
rate of cooling [5]. This temperature where the system becomes a glass, Tg, is usually taken
when the viscosity reaches a value of 1011 Pa · s and corresponds to a relaxation time of
≈ 100 s [6]. Another way of identifying the transition is by measuring the heat capacity of
the system. This works because the heat capacity is discontinuous from molecular liquid
to the glass. The discontinuity in the heat capacity is a hallmark of a second order phase
transition.
For polymer glass formers one of the mechanisms that traps the polymers out of equi-
librium is entanglements. At higher temperatures polymers jiggle enough to be able to slide
past one another but as temperature is decreased the polymers are no longer able to move
past each other and the length of the polymers prevents rearrangements. Rearrangements
can also be prevented through crosslinking of the polymer chains. This creates a polymer
network which is solid, however it does not create a glass as crosslinked systems are too
dilute The crosslinks can shift a little but are not able to rearrange and so the network is
stuck in whatever configuration it was in when it was crosslinked [7].
For colloidal glasses the important parameter is the volume fraction, rather than tem-
perature. For colloids which interact only through hard sphere repulsion, changing tem-
perature will change the overall jiggling of the particles but it will not cause or prevent the
system from forming a glass. The volume fraction, φ, is the fraction of the system vol-
ume occupied by the colloids: φ = Vcolloids/Vsystem. Increasing volume fraction rapidly
will cause the system to become a glass, changing it slowing allows for crystalization. For
hard spheres spheres below φ = 0.494 the colloids are a fluid and will be crystalline at
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φ = 0.545 if φ is changed slowly and the spheres are monodisperse [8, 9]. Crystallization
can be avoided by either changing the volume fraction rapidly or by introducing a poly-
dispersity of at least 10% [10, 11]. Polydispersity is a parameter that is not possible to
change in atomic systems. If crystallization is avoided colloidal systems will supercool at
φ = 0.494 and then form a glass between φ ≈ 0.58 and random close pack, φrcp ≈ 0.64 [8].
The difference in positional order between a colloidal fluid or glass and a crystal can be















δ(r − ri) = N − 1, g(r) is dimensionless [12]. Essentially starting from a
particle in the system, how many particles are a distance r away normalized by the overall
density of the system and averaged over all particles. The pair correlation function mea-
sures the probability of finding another particle a distance r away. In crystals, g(r) will
have sharp peaks whose separation is related to the lattice spacing. In fluids, g(r) has a
nearest neighbor peak and maybe other peaks of decreasing height for larger r but quickly
drops to 1. Glasses have pair correlation functions that are similar to fluids, reinforcing
their lack of positional order.
To see the difference between a colloidal fluid and a glass we need to look at the dy-
namics of the colloids in the system. The root mean squared displacement is a measure of
how far a colloid will move in certain amount of time on average. A single colloid in a fluid
will experience Brownian motion, and as such, the slope of the mean squared displacement
versus time for long times gives the diffusion coefficient of the particle. As the density is
increased the mean squared displacement becomes sub diffusive and eventually flat as the
particles become caged. Individual colloids become trapped or caged by their neighbors
and can no longer move larger distances. One model for the glass transition, the Adams-
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Gibbs model, says that it then takes more and more particles moving collectively for any of
them to move [13]. Once the number of particles moving collectively reaches the system
size, no particle can move and the system becomes a glass.
1.2.2 Granular Materials and Athermal Systems
Another way of making a system insensitive to temperature is to make the particles large
enough that they cannot be moved around by thermal energy. Without a way to find me-
chanical equilibrium, the system can be stuck in a mechanical energy state that is not the
lowest without a path to get to the lowest energy state. The system has no way of relaxing
to a lower mechanical energy state without an external perturbation since thermal energy is
not large enough to jiggle the particles into a lower mechanical energy state. For example
a pile of sand is insensitive to temperature and is not stable because if you perturb the sand
the system will rearrange and come to rest in a new configuration [14–17]. This is not to
say that a sand pile will rearrange at the slightest perturbation, friction and hard core repul-
sion give elasticity to the system. These forces can be traced through the system by looking
at the contact points between particles and the lines of force, or force chains, throughout
the system. Particles feel forces from their neighbors and these chains can extend to the
boundaries of the system. These chains are evidences by the sand pile holding its shape
against gravity or through the clogging of a hopper.
One way of finding mechanical equilibrium in a granular system is to continuously
perturb the system usually by shaking or pumping in a fluid [18]. Shaking a hopper con-
taining a granular media will prevent the formation of force chains at the opening which
would have lead to clogs [19]. Shaking also works to thermalize two dimensional granular
systems. A single disk on a shaking plate undergoes Brownian motion where without the
shaking it will simply sit in one spot [20]. Starting from the single shaken disk more disks
can be added until there is a granular gas and then a liquid and then either a crystal or
a glass depending on the boundary conditions and how the density is increased [21, 22],
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similar to colloidal systems.
Fluidized systems are granular particles that have been suspended by an upwardly mov-
ing current of either air or water [18, 23]. In these systems the constituent particles are
jostled around by the moving fluid. The jostling allows the granular particles to find a
minimum mechanical energy state similar to the jiggling of colloidal particles by the sur-
rounding fluid. It is possible to define a viscosity of the fluidized granular system [24, 25]
and to see bubbles, spaces where there are not particles that propagate upwards through the
system [26, 27]
Instead of forcing granular particles apart it is also possible to have them stick together.
Cohesion is the ability to stick together and become a larger whole. Similar to how poly-
mers can become entangled, granular system become cohesive through entanglement. This
is done by changing the shape of the particles to be u shaped, like a staple, for example.
This is a geometric effect of the particles themselves, spheres will not entangle as their
shape is uniform, staples or other u shapes will entangle if the density is high enough [17,
28, 29]. A collection of staples poured into a tube will hold its shape after the tube is re-
moved [28]. When shaken the column collapses and the time of collapse decreases with
increasing acceleration of the shaker, analogous to higher temperature.
1.2.3 Active Matter
Active matter is another type of nonequilibrium system which is characterized by contin-
uous energy input to the system at the particle level. This breaks detailed balance because
there is a microscopic energy source. This energy input at the particle level be realized by
biology (cell aggregations, dense animal collectives) or by design (colloids, robots, shaken
granular systems). In 3D systems the energy source cannot be global but in a 2D sys-
tem the energy source can be global as long as it does not affect the particle’s direction.
This can be done by something in the third dimension, like shaking or electric or magnetic
fields [30–34] as long as the constituents each have their own direction that is not affected
7
by the external force. For 3D systems this energy has to be internal to the particles (e.g.
biological systems) or generated at the particle level (e.g. active colloidal systems). This
means that a shaken granular system in 2D can be active as the particles can be made to
have an individual preferred direction but that fluidized 3D granular systems are not active.
Another important aspect of active matter is directionality. Active particles need to have
an individual preferred direction to their motion. Not having a preferred direction leads to
Brownian motion. For biological systems this is simple as organisms move in a direction
that is either internally decided with the potential for input from their neighbors. Colloids
can be made into Janus particles which do not have the same surface characteristics in
different locations. Shaken granular systems in 2D can be made nonuniform so that each
particle has its one preferred direction.
Because we are looking at similarities between systems as diverse as colloids, cells,
robots, and ants, and treating them all as active matter, commonalities between them can
then be of relevance to all of these larger fields. Active matter can be used to infer: the
properties necessary to make self healing materials [35–38], the mechanics of robotic
swarms [39–41], and the mechanics of biological systems from cells to humans [42–48].
It is also of interest from the physics perspective as active systems are inherently out of
equilibrium. Collective motion has been studied by biologists for a long time but it is only
relatively recently that it has been taken up by physics starting with theorists [49, 50]. New
experiments allow us to test these theories and to propose new avenue of work.
1.3 Overview of the Current State of Active Matter
Active matter encompasses a large class of systems. Within experimental active matter one
possible division that can be made is between synthetic and biological systems. Synthetic
active matter covers self propelled colloids [32, 33, 51–54], robots [55], vibrated granular
systems [56], and active liquid crystalline materials [57], while biological active matter
covers cells [45, 58–60] up to organismal level biological systems [48, 61–68]. There are
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several important features of active matter that will help classify systems, source of energy,
interaction range, strength, and type, and density.
Density is characterized by the volume fraction, φ. The volume fraction is the ratio
between the amount of space taken up in a system by the things of interest and the system
size itself: φ = VInterest/V , where V is the system volume and VInterest is the volume of the
thing being examined. This can be calculated by summing over the volume of each particle
in the system φ = 1
V
∑N
i=1 Vi, where N is the number of particles, each with volume Vi.
For monodisperse particles φ = N × Vparticle/V , with Vparticle the volume of one particle.
The interaction range determines the distance over which interparticle forces play a
role. Particles need to be close enough to one another to be able to feel effects from each
other. This can be as short as the particle diameter for systems that only interact though
hard core repulsion. The interaction range can also be larger if there are other forces acting
between the particles, either repulsive or attractive forces.
The source of energy can either be internal to the particles as in biological samples
which convert stored chemical energy into some form of work or can be generated ex-
ternally for synthetic samples. External generation can be done with changing electric
or magnetic fields, catalysts, or by shaking. The particles themselves have to be made
anisotropic in some way so that the external generation has a preferential direction. This
preferential direction for the force acts as a self propulsion, since each particle moves at a
similar speed but in its own direction.
One other important feature to look for is self-organization and collective motion.
These only happens above a certain density as the interaction range and the interparti-
cle distance become comparable. Collective motion is common in biological systems; it
happens for example in flocks of birds, schools of fish, swarms of insects, and cell aggre-
gations. Collective motion in flocks, schools, and swarms all include “coherent motion of
large numbers of self-propelled ‘particles’ ” [69]. Aggregations are the same but with a
cohesive element, since individual ‘particles’ can adhere one onto another. This can occur
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in cellular and insect collectives.
1.4 Modeling and Simulation of Active Matter
1.4.1 Modeling of Active Matter
There are two main approaches to modeling active matter: particle-based models and con-
tinuum models. The main particle based model is the Vicsek model which considers indi-
vidual particles separately and from the individual builds up to collective motion [50, 70].
The main continuum model is the Toner-Tu model which captures similar collective behav-
ior but comes at it from a continuum viewpoint [61]. There are also hydrodynamic models
that have been proposed to include interactions based through a surrounding fluid [71, 72].
The Vicsek model considers a collection of self-propelled particles that move with a
constant speed but that tend to align with the average direction of motion of the particles
close to them. The orientation of the particles is based on the particles within a distance
rinteraction of it and a noise term. For small rinteraction or large noise there is no alignment
and the particles behave similar to a gas. For larger rinteraction and small noise there are
transitions from a gas-like state to a liquid-like state and from a liquid to a a swarming
state [50]. Having high alignment promotes flocking at lower densities than would be seen
otherwise since the particles tend to group together. This is similar to how bird flocks or
herds of animals form and stay together even when the space available is much larger than
the flock.
This model is similar in spirit to the two dimensional XY-model first proposed by
Kosterlitz and Thouless in 1973 [73]. The XY-model consists of interacting spins on a
lattice in 2D. At zero temperature the spins are all aligned. However, the standard XY-
model cannot have long range order at nonzero temperature, the fluctuations and noise
forbid it. In contrast, the Vicsek model does show long range order at nonzero temperature;
the difference being nonequilibrium processes, active motion and alignment. The Vicsek
model explicitly does not conserve momentum or energy. The self propulsion prevents
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energy conservation and the alignment interaction prevents momentum conservation. In
this context, flocking represents a nonequilibrium phase transition into a dense correlated
phase.
This transition is also captured by the Toner-Tu model which is a continuum model of
a similar system to the Vicsek model [49, 61]. This model does not deal with individual
particles but instead treats the whole system as a continuum that has properties like degree
of alignment, local velocity, and density. It treats the density and the velocity as contin-
uous variables. These properties evolve in time and as such the distribution of densities,
velocities, and orientations can be studied in time. Because these properties are treated
as continuous variables, hydrodynamic theories can be used to treat the dynamics of the
variables. [71]. This hydrodynamic description leads to long range interactions.
Discrete and continuum models of active particles have expanded to include a wider
range of interactions like soft interactions and longer range interactions [74, 75]. This
area is also being explored through simulation of active particles. One way of generating
collective motion is to have short range repulsion and long range attraction [76]. This
groups the constituents together but also keeps them from getting too close and preventing
others from moving.
There has also been work done trying to expand the understanding of equilibrium sys-
tems to nonequilibrium systems by looking for state variables in active matter. State vari-
ables, such as temperature and pressure, are familiar in thermodynamics. The knowledge
of state variables provides complete macroscopic knowledge of the system, without any
reference to its history. For example the pressure of an ideal gas is dependent on the tem-
perature and the density of particles but does not depend on the individual trajectories of
the particles themselves [3].
Currently there is disagreement over whether there are or can even be defined state
variables for active systems. There are arguments that quantities like pressure can be found
from the level of activity of the particles [77–80] and others say it cannot [81] or that it can
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only be the case at low volume fractions [82]. So far there is far more theoretical work tan
experimental work.
1.4.2 Simulation of Active Matter
Simulation allows for tuning parameters like activity level (e.g. self-propulsion), density,
attraction/repulsion, and alignment, both strength and distance of interaction, over a wide
range of parameters systematically. Most simulations follow the same scheme as Molecular
dynamics simulations [83]. At each time step the forces between particles are calculated,
the velocities updated, and then the positions updated. This repeats for however long the
simulation is run. This can be done with friction, so that there is damping in the system.
Some are even done with a viscous fluid surrounding the particles to increase the damping
or add hydrodynamic interactions [84].
Typically the level of activity is defined by the level of self propulsion. This is some-
times quantified via a Péclet number [85], the ratio of the time it takes to move the particle
diameter based on its self-propulsion to the time it takes to diffuse the same distance. The
response of the system to changes in the level of activity can be observed in both two and
three dimensions [85–90].
For so called active Brownian particles there is a set speed (activity) at each time step
but the orientation of the particle is Brownian [87–89]. The orientation of active Brownian
particles changes at each time step by letting the orientation diffuse. For small rotational
diffusion, particles travel mostly in straight lines while for the highest rotational diffusion
the particles recover Brownian motion. At high enough density active Brownian particles
cluster even in the absence of cohesion between the particles [85, 86, 91–93]. This is due to
the difference in rates of particles leaving the cluster and entering the cluster. For a particle
to enter the cluster it has to be pointed at the cluster and run into it, this is proportional to
the density of free particles and the speed of the particles. For it to then leave the cluster
it has to rotationally diffuse around far enough to be able to escape. As density increases
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the likelihood of entering a cluster becomes larger than of leaving and the system phase
separates. Once clusters form, the system phase separates with a dense cluster of particles
and a low density region of more motile particles outside the cluster. Phase separation does
not change the velocity that the particles want to move at but it does change local density
and therefore the space available to them, thus affecting the resultant motion of the particles
in the cluster.
Another type of particles are called run and tumble particles [94]. These particles move
in a straight line for a certain time (run) and then undergo a random reorientation (tumble)
before setting off in the new direction. Long run times gives ballistic like motion and really
short run time again recovers Brownian motion.
Particles can also be made attractive [85] or can have alignment rules added [95]. Co-
hesion causes clustering to happens at lower densities, and it changes both the density of
the cluster and the lifetime of the cluster [85, 86, 96]. Clusters that form from activity but
without cohesion have a lower volume fraction and more volatile edges.
Another parameter that is possible to tune in simulation is the degree of Vicsek-like
alignment between particles locally [97]. In this way in silico flocks can be observed as
a function of the level of alignment. Simulations focused on alignment use less dense
systems since alignment based flocking transitions occur at lower overall densities.
It is also possible to make bigger particles out of many smaller active particles confined
within a boundary [98]. This internal control of the particle allows for a variety of cell-
like behaviors from the big particles. Changing the boundary conditions changes how the
internal active particles move which changes how the larger particle moves.
1.5 Synthetic Active Matter
There are different types of synthetic active matter from colloids to robots. They differ
by energy source and size and can exist at a range of volume fractions. Active colloidal
systems have the largest range of interparticle forces but are usually dilute so the forces
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have less of an effect.
1.5.1 Colloids
There are many different ways of inducing activity in colloidal particles [99]. All of them
require particles with anisotropic interactions, so as to provide a force imbalance. This also
sets a preferential direction of motion for each individual particle. Methods for inducing
activity include changing electric and magnetic fields [32, 33, 54, 100, 101], self diffusio-
phoresis [52, 53], and bubble generation [102]. 3D active suspensions are usually at dilute
volume fraction because of current limitations in providing activity. However, it is possible
to create dense colloidal systems in 2D [34, 100, 103]. A table of current types of synthetic
active matter is shown in Tab. 1.1.
Activating colloids using electric and magnetic fields works by creating a potential
difference across the particle. This can be done by using Janus particles with a core of
one material and then coating half the particle in another material. For example, coating
polystyrene latex spheres on one side with gold which is conductive causes the particles
to move away from the gold side in the presence of an AC electric field [54], Fig. 1.1 (a).
The electric field is perpendicular to the motion of the particle and the particles move via
induced-charge electrophoresis. The greater amount of charge on the gold side leads to
the fluid movement on that side larger than the polystyrene side which causes a pressure
imbalance and motion away from the gold coated side of the particle. Since the electric field
does not bias the particle to a certain direction as long as it stays in a plane perpendicular
to the field, this technique could be used to generate dense 2D active colloidal systems.
Self diffusiophoresis again uses Janus particles but instead of having a conductor on
one half and a dielectric on the other, it uses a catalyst on one half or different catalysts
on both. One such system is made from coating polystyrene spheres on one side with plat-
inum. The platinum is a catalyst for the chemical reaction of hydrogen peroxide becoming
water and oxygen. The oxygen bubbles that form from this reaction only happen on the
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platinum side which causes a local osmotic pressure difference which in turn causes The
particle to move away from the platinum side [52], Fig. 1.1 (b). This particular system
was used to demonstrate that this active system can be steered by boundary effects [104].
Hydrodynamic interactions with a wall can trap the particles near the wall leading to di-
rected motion of the particles. It has also been used to look at the sedimentation of active
particles [105]. Brownian particles show a gradient in density that is due to gravity and the
temperature. Repeating this experiment with an active system allows for measurement of
an effective temperature which could be used to compare the active system to the passive
one.
A similar system was made by Paxton et al. using bimetallic rods, again using the
conversion of hydrogen peroxide to water and oxygen as the fuel. However, in this system
the platinum side converts the hydrogen peroxide to hydrogen and oxygen and electrons
while the gold side uses the electrons to convert hydrogen peroxide to hydrogen and water.
This causes a flow of electrons from the platinum side to the gold side which induces fluid
motion around the particle causing the particle to move towards the platinum side [53, 106],
Fig. 1.1 (c). This type of system work with spheres just as well as nanorods.
Other systems utilize a similar reaction but use the bubbles to push instead of pull.
Conical microtubles comprised of a bilayer with polyaniline on the outside and platinum
on the inside. Bubbles are generated inside the cone and are then forced out the back
pushing the particle forward [102], Fig. 1.1 (d). Both types of motion based on catalysis
of hydrogen peroxide do not work well for dense systems. The limitation comes from the
fuel, since the particles consume it to move and do not generate it so it must be provided.
Getting new fuel into the center of the system and ensuring there are not unwanted fuel
gradients is still a challenge. There are also hydrodynamic effects which link the motion of
the particles together as well as the fuel.
There have also been attempts made to mimic the motion of bacteria more closely
using colloids. Using magnetic particles linked together by a flexible polymer, Dreyfus et
15
al. were able to create flagellated motion [107]. The flagella is driven by a time varying
magnetic field. Since the particles want to align with the field it creates motion as the
field rotates. This is an interesting way of mimicking the motion of bacteria but because
of the way particle motion is generated swimmers can only move in one direction set by
the motion of the magnetic field. This means that while these particles are active they will
not be able to be used to study the dynamics of more than one swimmer at a time without
changing the mechanism of flagellation.
In some of the previous active colloidal systems the level of activity or self propulsion
can be tuned by the amount of hydrogen peroxide in the system. However, this is a finite
resource that needs to be added to the system in order for the system to be active. Several
systems have been developed that use an external source of light as the source of activity.
This is done by using Janus particles which have one side that absorbs the lights which heats
up the local fluid. This localized heating is used to propel the particles. This type of sys-
tem has been made with hematite cubes embedded into a TPM polymer sphere [34], with
graphite coated gold capped silica particles [108], and with graphite coated silica [103].
Because these systems use light to generate activity they do not work well in 3D but in 2D
they can be used to investigate denser systems and without the problem of running out of
fuel. The light intensity can also be tuned which mediated the activity level of all of the
particles uniformly. Clustering has been seen in 2D and it is reversible, turn the light off
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Figure 1.1: Examples of active colloidal mechanisms. (a) Polystyrene-Gold Janus par-
ticles that move under an AC electric field via induced-charge electrophoresis [54] (b)
Polystyrene sphere on one side with platinum. The platinum is a catalyst for the chemical
reaction of 2H2O2 → 2H2O +O2 which causes a local osmotic pressure difference which
in turn causes the particle to move [52]. (c)Bimetallic rods made from platinum and gold.
The platinum side converts the 2H2O2 → 2H+ + 2e− + O2 while the gold side uses the
electrons to convert 2H+ + 2e− + H2O2 → 2H2O The electrons flowing through the rod
induced a flow in the surrounding fluid which moves the particle [53, 106]. (d) Conical
microtubles comprised of a bilayer with polyaniline on the outside and platinum on the
inside. The platinum is a catalyst for the chemical reaction of 2H2O2 → 2H2O+O2 which
causes bubbles to be generated inside the cone which are then forced out the back pushing
the particle forward [102].
Table 1.1: Table of existing active colloidal particles.
Type of Particle 2D/3D Source of Motion Conditions
Spinners [100] 2D Rotating magnetic field Dense
Rollers [32, 33] 2D Electric field Intermediate
Rollers [34] 2D Light activated Intermediate
Janus Particles [52, 53] 3D Self-diffusiophoresis via H2O2 Dilute
Nano-propeller [101] 3D Rotating magnetic triaxial field Single particle
Rockets [102] 3D O2 microbubbles Single particle
Metal Janus particles [54] 3D AC electric field Dilute
1.5.2 Athermal Systems
Active systems can also be realized in athermal systems. Shaken granular media or robots
both can be activated either through the shaking of the particles or through batteries and
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motors in robots. Currently, both types of systems only show activity in 2D, though there
has been some initial work into aerial robotic swarms [109]. Beyond activity, collective
motion can also be observed with both systems [30, 41, 55]
Granular particles in two dimensions can be shaken to stimulate motion. If the particles
have no preferential direction of motion, shaking them produces effects analogous to Brow-
nian motion. The introduction of anisotropy in the particles which gives them a preferred
direction of motion is used to create an active system [20, 30]. This can be done by giving
the particles bristles with a direction or by weighting the particles anisotropically. Both of
these introduce symmetry breaking that is necessary for directed motion. Tuning the type
of anisotropy can induce different motions in the particles.
Vibrated weighted disks can show polar ordering as all of the particles move together
with self propulsion coupled with hard polar particles driving alignment [30]. Increasing
the volume fraction of the disks leads to liquid and subsequently crystalline phases [110,
111]. In confined spaces the pressure of the active disks can be compared to the pressure
exerted by Brownian disks [20]. The pressure from the active disks is much higher as
evidenced by fewer active particles needed to balance a movable barrier between a region
of active disks and a region of passive disks. Whether this pressure can be designated as a
state function is yet to be seen [77, 81].
Vibrated rods can show nematic order as a possible state depending on density [31, 56,
112]. This system does not show polar ordering because the rods are symmetric, there is no
difference between a front and back of a rod. When the rods are confined to two dimensions
they show nematic order but when that confinement is removed the rods start to bounce out
of plane. In systems that allow out of plane motion there are clusters of nematic order that
coexist with regions of vertical rods [56]. This rod system can also be made to show polar
order by changing the mass distribution similar to active disks [112]. At lower densities
these active rods have a tendency to get stuck along the walls of the container similar to
active colloids. At higher densities the rods show nematic order that is not constant in time.
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Defects in the nematic order appear, move, and disappear.
The vibrated rod system is similar to a robotic system, bristlebots, that is also made
of rod like particles in 2D but instead of having the vibration be global (from the whole
apparatus shaking), each bristlebot has a battery and an eccentric motor that vibrates the
individual robot [55]. The bristles on the bottom of the bot are asymmetric so each time
the bot vibrates it moves along its axis. The angle of the bristles can also be changed and
changes the behavior of the bot. Bristles that are close to vertical, perpendicular to the
body, cause the bot to spin while shallower attachment angles cause the bot to walk along
its axis. Both spinners and walkers show collective motion, either clustering or flocking
respectively, as density is increased.
Other robotic systems have been made that are more goal orientated. A termite inspired
robot has been designed that can build 3D structures using only local rules [113], i.e. there
is no controller watching and directing. There is kilobot, a thousand robot swarm that can
create specified patterns/structures in 2D, again using only local rules [41]. Kilobot is of
interest because it is the first physical robotic swarm that approaches the size of an insect
swarm or bird flock.
1.5.3 Active Liquid Crystals
Recent work has sparked interest in the motion of active liquid crystals [57, 114–117]. This
system is made up of microtubule fiber bundles and is activated with kinesin or myosin
motors. The activity is then provided by ATP, the level of which can be tuned. One of the
nice aspects of this system is the ease of tuning the level of activity. This is one of only a
few systems for which activity can be finely tuned beyond on or off. The individual fibers
and fiber bundles are pushed together by the addition of polyethylene glycol (PEG) via
depletion. PEG can also deplete the system to an interface so that it is 2D.
The 2D active liquid crystal shows nematic ordering but the nematic order is not static
in time. Defects in the order are created, move, and are destroyed, as the fiber bundles
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buckle, rupture, and move past each other. The defects can also interact hydrodynamically
through the liquid crystal leading to another level of order [57]. This has been seen on
flat sheets of liquid crystal, and can be stabilized using a magnetic field so that the motion
of the defects persists over longer distances, on the order of millimeters [117]. The shear
viscosity can also be measured by using different viscosity oils for the oil water interface
and measuring the motion of the active liquid crystal at fixed ATP concentrations [116]. The
defect creation and annihilation has also been studied on curved surfaces where topology
sets the number of defects and curvature can set a preferred direction of motion of the
defects [114, 118].
The microtubule systems have also been looked at in 3D instead of depleting it to a
surface. In 3D, it is no longer nematic but an active gel [114]. This active gel was examined
at a range of microtubule, PEG, and ATP concentrations. With low ATP, tracer particles
suspended in the gel move subdiffusively. As ATP is increased the tracer particles become
diffusive and eventually superdiffusive. The motion of the tracer particles can be used to
gauge the level of activity of the gel. It is difficult to measure bulk material properties in the
gel because microtubules tend to adhere to interfaces including solid-liquid interfaces. In
addition the microtubules are suspended and so the whole system would be predominantly
viscous if it could be measured. Work has also been done on actin myosin gels [119].
Instead of extensional fiber bundles, it is also possible to create contractile bundles
using myosin motors instead of kinesin motors [119–121]. With this actin myosin system
it is possible to change the rigidity of the filaments, something which has not been done
with microtubule systems. The stiffer the actin is able to support higher stresses and as such
needs higher levels of activity to overcome. The stiffness and the level of activity can also
be used to tune how the defects interact with other defects. Hierarchical ordering is seen
in the actin myosin system as with the kinesin microtubule system with defects aligning
based on other nearby defects [121].
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1.6 Biological Active Matter
Biological systems are inherently active as each constituent particle has it own store of
chemical energy that it can then turn into kinetic energy. These types of systems range in
size from cells [45, 58–60] to insects [65–68] to larger animals [48, 61–64].
1.6.1 Cells
Cells have evolved to be able to move in many diverse environments in both 2D and 3D,
using a variety of motions [122–124]. These different types of actualizing self propulsion
and environments mean that there is a wide variety of motion beyond Brownian that cells
display. In 3D cells, two class of motion are pushers and pullers. Pushers have a flagella at
the back of the cell that it uses to propel itself forward (e.g E. Coli) whereas pullers have
flagella towards the front or sides m that they use to pull liquid past themselves (e.g. algae
cells) [124, 125]. Pushers tend to run and tumble [125–127], pullers do as well though the
hydrodynamics of their motion is different [128, 129].
The motion of cells is also dependent on the density of cells in the surrounding fluid [130].
As the cells swim they change the motion of the fluid around them, leading to an increase
in their velocity at moderate density since the flow fields can align and make it easier to
swim. At high densities the system is too crowded and the swimming speed drops back
down since cells cannot travel far without running into other cells.
Cells can also effect the viscosity of the bulk fluid [131, 132]. Adding dead cells to a
fluid increases the viscosity. Live puller cells increase the viscosity of the fluid even more so
than was seen with the addition of dead. This effect is larger with increasing density [131].
Pushers, on the other hand, can decrease the viscosity of the fluid [132, 133]. In dilute
cases pushers can lower the viscosity to essentially zero, a superfluid like state.
Some cells are phototactic, meaning that they are attracted to light. This allows for the
directed motion of the active cells and for observing the transition from directed to random
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motion [134]. Cells will also move along chemical gradients which can also be designed
to direct their motion [135]. E. Coli have the tendency to turn right when moving down a
channel which can be used to sort them [125].
On solid substrates some types of cells can move in both two and three dimensions.
In 3D this amounts to movement through materials like an extracellular matrix, a linked
network with a pore size large enough for the cells to move through. In 2D cells are able
to walk along surfaces mediated by cell substrate adhesions [136–140]. These adhesion
forces between cells and substrates is not necessarily the same for individual cells as for
aggregates of cells [137].
Individual cell behavior changes as density is increased. For example in 2D, the inter-
actions of the cells can generate spontaneous flows when confined [43], and if confluency
is reached can display glassy dynamics [42]. Confluency is the point at which no more cells
can fit into a 2D layer. Once dense these cell aggregations can either stay as separate cells
or can link together through chemical linkages, for example, E-cadherin molecules [141].
These bonds can take different forms, each of which has its own binding ability [136, 139,
140] but all of which bring elasticity to the cell aggregate [142, 143]. This elasticity comes
from the linkages but also comes from the elasticity of the cells themselves [144, 145].
While in aggregations it is still possible for cells to move and rearrange [45, 146]. In spin-
dle shaped cells in 2D when the cell density gets to confluency it is possible to see nematic
order in the aggregations [44, 147, 148].
1.6.2 Large Animal Collectives
While cells comprise the small end of the size spectrum of biological active matter, there
has also been work done on collectives of larger animals; fish, birds, herds, and humans.
In all of these types of collectives it is not necessary for the individuals to be in physical
contact for the group to stay together. For example, starlings regulate the distance between
themselves within the flock by observing the motion of the nearest neighbors but only out
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to a distance of about two birds away [62–64, 149]. Schools of fish are similar but can add
hydrodynamic interactions since they are in water [71, 150].
This desire to maintain a set distance with their neighbors acts as a repulsive force
between constituents. For biological reasons they do not want to be too far from their
neighbors because there is a benefit to being in the collective. Preventing predation, mating,
foraging, and improving transportation efficiency are all reason to want to stay with the
collective. These goals of staying together but not getting too close lead to long range
attraction and short range repulsion. This can lead to a solid-like behavior which has been
seen in bird flocks [63] but mostly leads to cohesiveness without significant elasticity. A
school of fish is more likely to go around an obstacle than bounce off.
Birds and fish exist primarily in three dimensions, though it is possible to confine fish
to 2D with shallow water and there are flightless birds. Humans and herds of animals are
confined to two dimensions normally. Since 2D is one less degree of freedom of motion,
the first active matter theories were based on the motion of herds [49, 50]. This collec-
tive motion can even be seen in humans [46, 48, 151]. The flow of human crowds can
display topological interactions, vortices of humans coalesce with the same rules as fluid
vortices [48]. Though more work has been done into how pedestrians move along paths [46,
151] since this has practical applications in the design of city infrastructure. This has also
been extended to include cars driven by humans as a form of active matter [152].
1.6.3 Bugs and Ants
In the middle between large animal collectives and cells, lie insects. Lots of insect species
show collective behavior. Classic examples being fly swarms, termites, locusts, bees, and
ants. Midge swarms in a laboratory environment form at a size that is related to their
number in order to keep the same inter-insect spacing similar to how birds or fish exhibit
short range repulsion [153]. Termites show both swarming behavior and the ability for
termite groups to build mounds which would not be possible for an individual. Both of
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these behaviors can be modeled using robots [65, 113].
Bees show multiple types of swarming behavior. In flight bee swarms behave similar
to flies or birds, maintaining distance and going in the direction of their neighbors [154].
However if the swarm lands somewhere without a nest the bees can land on top on one
another forming an aggregation [66]. Bee aggregations show both a solid-like and a liquid-
like response. The aggregation can stay together and hold its shape but is also dynamic and
can dissipate energy. For example when the tree branch the aggregation is on shakes, the
bees are able to hold shape and to the branch while dissipating the energy so no bee is flung
off or crushed. These collective behaviors are very different from what an individual bee
will do either in a colony or searching for food [155, 156].
Like bees, ants display collective behavior that is more than what an individual can
do. Individual ants can perform a specific search pattern when looking for food or other
ants [157, 158]. They tend to turn left [159]. Individuals are more likely to be continually
active in their search whereas once there are enough ants together some become lazy and
many ants will stay in place, not moving [160, 161]. The level of activity in individuals and
in the colony is not constant. Ants go through many sleep cycles per day [162] and colony
go through day/night, seasonal, and short term cycles [163–165].
Some species of ant are able to perform large scale collective motion and build struc-
tures [165–167]. Army ants will mill, which is the whole group all moving in a circle [168].
They also forage without establishing a nest. A foraging colony can be 105 foragers and
be 100 m long [169]. They do not establish a permanent nest but do build temporary ones
out of themselves. They also use the same ability to grab onto one another to form bridges
along the raiding lane as a way of improving the efficiency of a route [170].
Fire ants, Solenopsis invicta, are also able to link their bodies together in order to form
rafts, towers, bridges, and other structures [165, 171–175]. This ability to form rafts and to
create structures out of themselves, in addition to being alive and so transforming internal
energy into motion, allows us to use ants to explore active matter [67, 68]. Groups of
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ants together as a material are called aggregations since they are active collectives with
the addition of cohesiveness. These aggregations move on timescales measurable with
rheology and through real space imaging. They are dense, they percolate space at raft
densities and can be packed in tighter, allowing us to probe effective volume fractions from
∼ 1 to 4.4. The effective volume fraction of a system is a generalization of the volume




, with N the number of particles and Veff the effective volume of one
particle. For the ants we use a sphere with a diameter related to the interant distance.
We cannot measure ant aggregations with φeff below φRCP = 0.64 because below this
value ants do not percolate the system. At φeff ≈ 1 fire ant aggregations are viscoelastic,
exhibiting both solid-like and liquid-like responses. An example elastic response is shown
in Fig. 1.2 where an aggregation compressed between two petri dishes elastically returns
to the original shape when the top petri dish is removed. The liquid-like response can be
demonstrated by dropping a disk through a vertical 2D aggregation, Fig. 1.3. We see that
the ants flow around the disk allowing it to pass. The combination of these two responses
encompass the viscoelasticity of the system.
This mechanical response is not constant in time however. The ant aggregation under-
goes cycles of activity. These cycles allow us to probe the aggregation when it is in different
activity states. This is one of the first experiments where we have a multiple measurable
activity levels.
(a) (b) (c)
Figure 1.2: (a-c) A petri dish compresses an ant aggregation, which is then left unperturbed.
The time lapse between images is 0.2 s. This experiment exemplifies the elastic nature of
the ant aggregation in two ways: (i) the aggregation returns to its original shape after being
compressed and (ii) the aggregation maintains a specific shape.
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(a) (b) (c)
Figure 1.3: (a-c) A penny is placed on top of a 2D ant aggregation confined between acrylic
sheets. The aggregation is vertical and as such the penny feels the pull of gravity. As time
passes, the penny falls through the aggregation. The time lapse between images is 90 s. The
ants flow around the penny allowing it to fall at a speed, u ≈ 2× 10−3 cm/s, exemplifying
the viscous nature of the ant aggregation.
1.7 Outline
In chapter 2 we discuss the methods and materials used in this body of work. We cover fire
ant biology as it pertains to this work, including descriptions of how to acquire and maintain
fire ant colonies in the lab. We discuss the modifications made to the rheometer in order
to work with ants and the inherent limitations of the machine. A theoretical background in
rheology is established here as well.
In chapter 3 we discuss linear oscillatory rheology of ant aggregations. We find that ant
aggregations are equally viscous and elastic within the frequency range we probe at φeff
close to the density of ant rafts. We find that the frequency dependent viscoelastic response
is consistent with the Kramers-Kronig relations and that the aggregation “equally” stores
and dissipates energy. We correlate the normal force exerted by the aggregation with the
level of activity and monitor how the activity changes the rheological response of the aggre-
gation. We track these activity cycles in the rheometer and through 2D real space imaging.
We then construct a kinetic model of these activity cycles where the activity is related to
the number of active ants in the system. We find that the transition rates between active
and inactive is not constant in time, meaning that the more ants that are active the more
26
that can become active. For active ants, when volume fraction is increased the aggregations
become predominantly elastic and approach the elasticity of to dead ants. This happens
first because of crowding and then at high volume fraction the ant aggregations jam. The
maximum density predicted by the observed jamming is close to the density of chitin which
is what comprises the ants exoskeletons.
In chapter 4 we discuss creep experiments. When applying a constant stress to ant
aggregations we find that depending on the magnitude of the applied stress the aggregations
are able to resist the applied stress or simply flow. This transition from simply flowing to
resisting the applied stress comes from the activity of the ants and we correlate this with the
normal force. At applied stress below this transition we observe cycles in the level of the
activity of the aggregation. These are most pronounced at zero applied stress where there
is measurable motion even though no stress within the limits of the rheometer is applied.
This is unseen for equilibrium materials. We correlate the values of the normal force and
hence the activity with the creep experiments. We also calculate viscosities based on these
tests.
In chapter 5 we discuss controlled shear rate experiments, an intrinsically nonlinear
rotational test. We find ant aggregations shear thin when forced to flow. At the lowest shear
rates that we measure we find viscosities similar to peanut butter. This behavior remains
essentially unchanged when we repeat the experiment with dead ants, meaning that the
response is not based on activity. We link the shear thinning behavior to the mechanics of
the ants’ bodies themselves and connect to the results from creep experiments.
In chapter 6 we discuss nonlinear oscillatory rheology. We determine the nonlinear
response of the aggregation to oscillatory shear strains by looking at the waveform of the
resultant stress at high strain amplitude. We use a theoretical foundation put forward by
Ewoldt et al. to describe the nonlinear response. This formulation is illustrated using at-
tractive and repulsive emulsions as an example system. We find that ant aggregations shear
thin and strain stiffen at large strains and strain rates within one oscillation. This means that
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at the largest strains (γ = γ0) within one cycle the stress is higher than would be expected
from linear response and the highest strain rates (γ = 0) the stress is lower than expected.
This deviation from linear response we measure as the level of nonlinearity. At high strain
amplitude there is no difference in the degree of nonlinearity between active and inactive
aggregations consistent with controlled shear rate experiments where we saw the same non-
linear viscous behavior with live and dead aggregations. At intermediate strains there is a
dependence on activity of the level of viscous nonlinearity that is not there at low or high
strains. We repeat this measurement at a higher φeff within the crowding regime. We find
that the level of elastic nonlinearity does not change but the level of viscous nonlinearity
changes with both density and activity. We understand the change in the viscous nonlin-
earity by discussing the linking and unlinking events in the aggregation. On average the
number of linking and unlinking events is the same which means that the network does not
change and so the level of elastic nonlinearity does not change between active and inactive
aggregations. However, the number of events does change and increasing the number of
linking/unlinking events decreases the level of viscous nonlinearity. This can be done both
by switching from an inactive to an active aggregation and by increasing the density within
the crowding regime.
Overall, we learn that the level of activity affects the mechanics of the system. The
activity level changes naturally in ant aggregations in time which allows us to measure
the mechanics at different activity levels. We show that it is possible to overwhelm an
active system through external perturbations such that the activity does not play a role in
the mechanics. However, within the realm where the activity plays a role, it can be used





2.1 The System: Fire Ants
Fire ants, Solenopsis Invicta, are native to South America, originally the Panatal region of
Paraguay and Brazil [165]. They came to the United States via boats starting in the early
1900s [165, 176] where from a few starting ports they have colonized much of the southern
United States. Fire ants are an interesting species because of their ability to link together to
form rafts and other structures [165, 166, 173, 174, 177]. They evolved to have this ability
as a way for colonies to survive annual flooding in their native region.
In these dense states, fire ants have outgoing connections from all six legs and their
mandibles [178], and can have incoming connections anywhere on their bodies [173]. The
ants’ tarsi, feet, have sticky pads on them that allow them to attach anywhere on neighbor-
ing ants. The sticky pads also allow them to walk on almost all surfaces in any direction,
except for Teflon and surfaces coated in talcum powder. Fire ants also have hooks on
their tarsi at the ends of their legs [166]. Connections via linked hooks form the strongest
link that ants can form; it takes 2 mN forces to break these connections, about 200 ant
weights [38]. The ants exoskeleton is made of chitin which has a density between 1.31 and
1.41 g/cm3 and in its crystalline α-chitin form has an elastic modulus of ∼ 50 GPa [179,
180].
Fire ants colonies can be maintained in a laboratory environment but it is not possible
for new colonies to form as the specific weather conditions necessary for mating flights
are not feasible in the lab. To perform experiments in the lab we must first collect and
subsequently maintain fire ant colonies. These are collected from roadsides around Atlanta,
GA, using the drip float method [67, 165, 181]. This method involves digging up the entire
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colony as well as the surrounding dirt, which are then placed into five gallon buckets. The
bucket’s side walls are coated in talcum powder prior to adding the colony. To separate the
dirt and the ants once the buckets are brought to the lab, we drip water into the buckets at a
rate of about one drop per second using tubing with inner diameter (4.4 ± 0.2) mm. This
is done until the water level is at least an inch higher than the dirt. Since fire ants are able
to form rafts, they float to the surface, Fig. 2.1 (a). We remove the floating ants and place
them into a long term storage bin. The bins are open at the top but the sides are coated
with talcum powder or Fluon, both of which prevent the ants from escaping. Fluon is a
suspended fluoropolymer that when painted onto the bin dries forming a layer on the bin
which is too slippery for the ants to walk on.
The bins contain synthetic nests made from upside down Petri dishes covered in black
tape. The tape is to prevent light from getting in. After the colony has been in the bin
for a couple days they will have moved all of the eggs and the queen(s) into the nest as
they normally nest underground. Most of the time the males stay in the nest as well. Ants
used in experiments are collected from the edges of the bin to make sure that no eggs or
queens are included in experiments. Males sometimes get collected but they are removed
and placed back in the colony, thus only worker ants are used in experiments. New colonies
were given a week to acclimate to the lab before being used in experiments [177]. Despite
fire ants being omnivorous and able to eat a variety of things, in the lab we feed them high
protein baby food, and occasionally wet cat food. Water is available all the time in vials
plugged with cotton balls, Fig. 2.1 (b).
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Figure 2.1: (a) 5 gallon buck with an ant raft floating above dirt. This is the last in bucket
step before the ants are moved to their storage bin. The block of wood is used to keep the
drip tubing centered in the bucket. The walls are coated with talcum powder. (b) Storage
bin of an ant colony. This image was take the same day that the ants were added to the bin
and they have not yet moved into the nest. The nest is in the top right. There is food in the
top left. Water filled tubes are on the right in front of the nest.
Fire ant workers range in size from one to six millimeters and can be found at all lengths
in between [165]. This is unlike many ant species that have only a few distinct sizes of ants
in the colony. Measured distributions of lengths from three representative colonies are
shown in Fig. 2.2. There is a main peak of smaller ants as there are more of them in
colony [165] and a second much smaller peak of larger ants. To estimate the ant mass, we
divide the mass of a group of ants by the number of ants. We find an average ant mass and
length in a typical aggregation we use of mant = (0.7± 0.1) mg and l = (3.2± 0.3) mm.










Figure 2.2: Typical distributions of the length of individual ants for three colonies. N
= 45, 51, and 61. The average and standard deviation are, l = (3.4 ± 0.7) mm, l =
(3.4 ± 0.7) mm, and l = (2.9 ± 0.6) mm respectively. For each distribution there is one
main peak and then a few larger ants.
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For experiments with dead ants we kill the ants with liquid nitrogen right before the start
of the experiment. Fire ants keep their dead in piles and so it is also possible to collect dead
ants from the bins. However, the dead bodies dry out and decay and so are not comparable
to inactive live ants, whereas the freshly frozen dead ants are comparable.
2.2 Rheology
Rheology is the study of how materials behave. It provides a framework that can be used
to inquire about the properties of simple liquids to soft solids. The motto of the Society
of Rheology is “πάντα ρεı̃”,that is “Everything Flows”. Importantly however, everything
does not flow at the same timescale. The Deborah number, a dimensionless time which re-
lates the timescale of relaxation τ0 and the timescale of deformation τD, De = τ0/τD [182]
is used to characterize whether to expect flow. While for measurement timescales faster
than the system can relax the system behaves solid-like, De > 1, for longer measurement
timescales the system flows exhibiting liquid-like behavior, De < 1. Materials which ex-
hibit a solid-like response at short times and a liquid-like response at long times are called
viscoelastic.
In general the mechanical response of a material is described using the total stress
tensor T = σ − pI , where p is the pressure, I is the identity tensor, and σ is the extra
stress tensor. This means that the stress on a material is given by the extra stress tensor
up to the addition of an isotropic pressure. Since σ is symmetric in the linear regime with
only σ11, σ22, σ33, σ12, σ13, and σ23 being non-zero and non-redundant. The strain also
has a similar symmetric tensorial form. Simple shear is defined by a material sandwiched
between two plates which experiences motion of the top plate along one axis, Fig. 2.3. For
simple shearing flow the only relevant term in the strain tensor is γ12 = γ21. In the stress
tensor there is one off diagonal term σ12 and the diagonal terms which give normal force
relations. Since we are concerned with shear we can reduce from the tensorial form to a
scaler form with the stress, σ, in place of σ12 and the strain, γ, instead of γ12 [182–185].
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Outside of the linear regime the stress tensor is assumed to still be symmetric.
Figure 2.3: Schematic of simple shear.
For an applied step stain, the relaxational modulus is defined as G(t) = σ(t)/γ0, with
γ0 being the magnitude of the step strain. Small changes in stress are related to small
changes in strain by dσ = G(t)dγ. This can also be written as dσ = G(t)(dγ/dt)dt, where
dγ/dt is the strain rate γ̇. By integration we then see that the stress is dependent of the





This history dependence is built up from many infinitesimal strains and their responses. For
a simple purely elastic material, G(t) = G0 and so follows Hooke’s Law, σ = G0γ, where
G0 is an elastic modulus. For a viscous material the stress is related to the shear rate, γ̇, by
the viscosity, η, via σ = ηγ̇.
There are two main simple models used in rheology to describe viscoelastic materials:
the Maxwell model for a viscoelastic fluid, and the Kelvin-Voight model for a viscoelastic
solid [182–186]. The Maxwell model describes a system that has short time elasticity but
flows like a liquid over long timescales. The Kelvin-Voight model describes a system that
is elastic over long timescales but flows at short times. Other models include the Bingham
model for plastic behavior, where a material undergoes unrecoverable strain; the Cross or
Carreau models for shear thinning, materials where the viscosity decreases with increasing
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strain rate; the power law model which describes a generalized Newtonian fluid, this model
can describe the full spectrum of shear thinning through Newtonian to shear thickening;
the Herschel-Bulkley model which is the power law model with a yield stress, yield stress
materials are elastic below a certain stress and flow like a liquid for larger stresses; and
more.
The Maxwell model can thought of as being made up of an elastic component in series
with a viscous component, shown in Fig. 2.4 (a). The total strain is the sum of the strains
of the two elements: γ = γelastic + γviscous. Combining the equations for the viscous and








The Kelvin-Voight model has the elastic element in parallel with the viscous element, Fig.
2.4 (b). The spring in parallel generates the long time solid response. For this system the
strain is the same for both elements but the stress is not and so the total stress is represented
by the sum of the stress elements, σ = σelastic+σviscous. Combining the viscous and elastic
stresses yields:
σ = G0γ + ηγ̇. (2.3)
These two models are often used to interpret the rheology of materials [67, 187, 188]. Here






Figure 2.4: (a) Maxwell model for a viscoelastic fluid. It is comprised of a viscous dashpot
with viscosity η and an elastic spring with spring constant G0 in series. (b) Kelvin-Voight
model for a viscoelastic solid. It is comprised of a viscous dashpot with viscosity η and an
elastic spring with spring constant G0 in parallel.
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There are three different classes of rheological tests with monotonic strains: creep,
controlled shear rate (CSR), and stress relaxation. They vary based on what is applied
and what is measured. Creep tests apply a step stress and measure strain as a function of
time. Controlled shear rate tests apply a step shear rate and measure the stress necessary to
maintain it. Stress relaxation tests apply a step strain and measure stress as a function of
time.
2.2.1 Creep
Creep tests apply a constant stress, σ0, starting at t = 0, Fig. 2.5 (a), and then measure the
strain as a function of time. First lets apply this test to the Maxwell model. Constant stress
implies σ̇ = 0. Using Eq. 2.2 gives the steady state behavior γ̇ = σ0/η. Integrating the








where Jc,Maxwell(t) is the creep compliance in Maxwell’s model. We see that at short times
the material responds elastically and then flows as a viscous liquid for long times, Fig. 2.5
(b).
For the Kelvin-Voight model, Eq. 2.3, a constant stress implies that σ0 = G0γ + ηγ̇.
We can then solve for γ using that γ(t = 0) = 0 since the viscous component of the system




(1− e−t/τ ), (2.5)
with τ = η/G0. There is flow at short time but the strain plateaus to a value of σ0/G0
because the spring and dashpot are in parallel and eventually the spring dominates getting




















Figure 2.5: (a) Stress as a function of time for a creep experiment. At t = 0, the stress turns
on to a set value of σ0. (b) The Maxwell model under constant applied stress, σ0. The strain
jump at t = 0 to σ0/G0 is indicative of the short time elasticity of the system. For long times
the system flows under the applied stress with a constant shear rate of σ0/η. (c) The Kelvin-
Voight model under constant applied stress, σ0. Since the elastic and viscous components
in this model are in parallel, the elastic component eventually dominates leading to an
approach to a finite strain.
2.2.2 Controlled Shear Rate
For controlled shear rate tests a constant shear rate is applied and the stress necessary to
maintain that shear rate is measured. Since the system is being forced to flow this is an
inherently non-linear test and as such neither the Maxwell or Kelvin-Voight models are
completely valid. Ignoring the elastic component in both models, σ̇/G0 in the Maxwell
model and G0γ in the Kelvin Voight model, yields the same response, σ = ηγ̇. Both
models however only have a single Newtonian viscosity. While true in the linear regime or
for Newtonian fluids, when forced to flow the viscosity often depends on the shear rate at
which it is flowing, η(γ̇). The stress can then be generalized as: σ = η(γ̇)γ̇.
The behavior of η(γ̇) then tells us first whether the fluid is Newtonian or non-Newtonian,
and if it is non-Newtonian whether it is shear thinning or shear thickening. Shear thinning
materials have a viscosity that goes down with increasing shear rate, while shear thickening
material’s viscosity increases with increasing shear rate.
Creep tests can be used to corroborate the results from controlled shear rate experiments
for viscoelastic fluids. At long times the shear rate from a creep test is constant for a
36
viscoelastic fluid, Fig. 2.5 (b). This shear rate and the applied stress give one point on a
stress vs shear rate or viscosity vs shear rate plot. Because there is short time elasticity
and long time flow, we need to make sure when performing a controlled shear rate test that
we are waiting for a long enough time to measure the flow behavior. Multiple creep tests
combined with a controlled shear rate test tells us whether we are waiting for long enough












Figure 2.6: (a) Stress versus shear rate for a Newtonian system (black), a shear thinning
system (blue), and a shear thickening system (red). (b) Viscosity versus shear rate for the
same systems in (a). It is found from η = σ/γ̇.
2.2.3 Stress Relaxation
Stress relaxation tests apply a constant strain, γ0, starting at t = 0, Fig. 2.7 (a), and then
measure the stress as a function of time. First lets apply this test to the Maxwell model.
Constant strain implies γ̇ = 0. Using Eq. 2.2 we get the differential form: σ̇ = −(G0/η)σ.




We see that at short times the material responds elastically and then the stress relaxes with
a characteristic timescale of G0/η, Fig. 2.7 (b).
For the Kelvin-Voight model, Eq. 2.3, a constant strain implies that σ = G0γ0. Because
the viscous and elastic components are in parallel a constant strain causes a constant stress













Figure 2.7: (a) Strain versus time for a stress relaxation test. (b) Stress versus time for the
Maxwell model subject to the strain shown in (a).
2.2.4 Small Amplitude Oscillatory Shear
In addition to tests with monotonic strains there are also oscillatory tests. These are done by
applying an oscillatory strain, γ(t) = γ0 sin(ωt) and measuring the stress response, σ(t),
where γ0 is the strain amplitude and ω is the frequency of oscillation. Small Amplitude
Oscillatory Shear is done at small strains where the stress is linear with the strain and so the
stress can also be described by a single sinusoid. The regime where this is true is called the
linear regime. This regime can be found by repeating an oscillatory measurement with one
frequency and different strains and locating the region where the moduli are independent of
stain amplitude. It is also the region of a stress strain plot where Hooke’s law and Newtons
law of viscosity are valid; the strain is not large enough to cause nonlinear deformation or
deformation rate and the test as a result does not change the material.
In the linear regime the stress is a single sinusoid like the strain but with a phase differ-
ence, σ(t) = σ0 sin(ωt + δ), Fig. 2.8 (a). This phase lag means that the stress can be de-
composed into a sine and a cosine term σ(t) = σ′ sin(ωt) +σ′′ cos(ωt) with σ′ = σ0 cos(δ)
and σ′′ = σ0 sin(δ) via trigonometric summation identity. The sine term is in-phase with
the strain and characterizes the elastic response and is represented by the Storage modulus,
G′ = σ′/γ0 = σ0sin(δ). The cosine term is out-of-phase with the strain and characterizes
the viscous response, represented by the Loss modulus, G′′ = σ′′/γ0 = σ0cos(δ). The two
moduli can also be related to the phase lag by tan(δ) = G′/G′′.
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The waveforms of an applied strain and the resultant stress for an example viscoelastic
material with δ = π/4 are shown in Fig. 2.8 (a). We can also represent the result by
plotting the stress versus the strain in a Lissajous-Bowditch curve, Fig. 2.8 (b). In this
representation a perfectly elastic material would be a line with a slope equal to G0, and a
perfectly inelastic material would be a circle. More generally, viscoelastic materials show
an ellipse, since they are both viscous and elastic. For any material the area enclosed by







Introducing the shear rate and the general form of the stress, we obtain
2π/ω∫
0















Therefore the relation between the area and the Loss modulus is: G′′ = (1/(πγ20))
∫
σγ̇dt.
The slope of the in-phase stress σ′/γ0, is the Storage modulus, G′. The slope of the major
axis is the magnitude of the complex modulus, |G∗| [189]. The complex modulus combines
the Storage and Loss moduli into one modulus that has real and imaginary components,
G∗ = G′ + iG′′ with magnitude, |G∗| =
√
G′2 +G′′2 in the linear regime. It is also the
one-sided Fourier transform of the relaxational modulus, G∗ = F〈G(t)〉. The storage
modulus can also be found from G′ = (σ(γ0) − σ(−γ0))/(2γ0) or from the slope of the
stress as it reaches γ = 0, G′ = dσ/dγ|γ = 0. Frequency sweeps at constant strain can
then be performed to measure the frequency dependence of the Storage and Loss moduli.
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(a) (b) (c) (d)
Figure 2.8: (a) Normalized strain (black) and stress (red) vs dimensionless time, ωt. The
strain has the form of γ(t) = γ0sin(ωt) and since this is in the linear regime the stress has
a similar form but with a phase lag, σ(t) = σ0sin(ωt+ π/4). (b) Lissajous-Bowditch plot
of the stress versus the strain in the linear regime. G′ is represented by the dashed line. (c)
Frequency sweep of the Maxwell model. The model is more elastic at low frequency and
more viscous at high frequency. The crossover occurs at τω = 1. (d) Frequency sweep of
the Kelvin-Voight model. Since the Storage modulus is constant and the Loss modulus is
increasing, the model is more viscous at low frequency and more elstic at high frequency.
The crossover occurs at τω = 1. In (c) and (d) the Storage modulus, G′, is the solid black
line and the Loss modulus, G′′, is the dashed red line.
We can find this frequency dependence by representing the strain as complex functions.
The strain as γ = γ0eiωt and the stress as σ = σ0eiωt+δ which is similar in form to the
strain but with a phase lag. Since we can relate δ to the storage and loss modulus we
can plug these representations of the stress and the strain into the Maxwell model and the
Kelvin-Voight model to determine the frequency response of each model.












We can then cancel eiωt from both sides and rearrange to isolate σ0eiδ/γ0 and introduce










τ 2ω2 + iτω
1 + τ 2ω2
. (2.10)
The real component is the Storage modulus, G′(w) = G0 τ
2ω2
1+τ2ω2
and the imaginary compo-
nent is the Loss modulus,G′′(w) = G0 τω1+τ2ω2 . For frequencies above τ the system responds
40
elastically, G′ → G0 and G′′ ω−1. For low frequencies when the system has time to relax,
G′ ∼ ω2 and G′ ∼ ω, it flows since G′′ > G′ at long times, Fig. 2.8 (c). The frequency at
which the system crosses over from being predominantly viscous to predominantly elastic
happens at ωc = 1/τ = G0/η.
To examine the Kelvin-Voight model we use, Eq. 2.3, and the strain, the shear rate, and





We can then cancel eiωt from both sides and again solve for σ0eiδ/γ0,
σ0
γ0
eiδ = G0 + ηiω. (2.12)
Thus, for the Kelvin-Voight model, G′(ω) = G0, and G′′(ω) = ηω. The Storage modulus
is constant, but the Loss modulus is frequency dependent. At low frequencies the model
is elastic and then there is a crossover at ωc = G0/η from being predominantly elastic to
predominantly viscous, Fig. 2.8 (d).
Models can also be constructed by combining Maxwell and/or Kelvin Voight models
either in series or in parallel. This allows for systems to have a spectrum of relaxation
timescales which in the continuum limit is given by H(τ) where τ are timescales. Integrat-







There are several different response functions discussed here: G(t), Jc(t), G∗(ω), and
this list is not exhaustive of all possible response functions. All of these response func-
tions are interrelated in the linear regime, for example the complex modulus is the Fourier
transform of the relaxational modulus. Which one you chose to measure depends on what
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information you want from the system and also one which will be possible to measure.
Some are easier to measure and/or interpret than others.
2.2.5 Large Amplitude Oscillatory Shear
For large amplitude oscillatory shear (LAOS) the stress is no longer linear with the applied
strain. As such the stress can no longer be represented by a single sinusoid even though
a sinusoidal strain is applied. In Fig. 2.9 (a) we see an example strain and stress. the
strain is a single sinusoid but the resultant stress is not. To decompose the stress into an in-
phase component and an out-of-phase component, σ = σ′ + σ′′, we now can use a Fourier
















where x = γ/γ0, y = γ̇/γ̇0. We use the x and y normalization because the Chebyshev
decomposition is only valid over [−1, 1]. The coefficients for the Fourier series are G′n and
G′′n, and the coefficients for the Chebyshev series’ are en and vn. The first few Chebyshev
functions are show in Table 2.1, though it is only the odd functions that contribute. The
stress is negative or zero when the strain is negative or zero and vice versa for positive
strains. Since the even Chebyshev functions are even functions they do not contribute.
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The practicality of the Chebyshev series is easiest to see when plotting the stress versus
the strain or shear rate, Fig. 2.9 (b, c). Since T1(x) = x, any deviation from linear of the
stress is immediately captured by e3 or v3, the coefficients for T3(x). A positive e3 describes
an increase in stress above linear at the highest strains, this is in-cycle strain stiffening. In-
cycle strain softening corresponds to negative e3 where the stress is lowered at the highest
strain. v3 being positive describes in-cycle shear thickening where the stress increases at
high shear rate. Negative v3 describes in-cycle shear thinning where the stress decreases at
high shear rate. In Fig. 2.9 (c) this is seen by the stress represented by the solid black line
being lower than linear at large shear rate. The level of non-linearity as well as the type is
then characterized by e3/e1 and v3/v1, to leading order, since e1 and v1 are always positive.




































versus dimensionless time, ωt. The level of nonlinearity for this system is e3/e1 = 0.2 and
v3/v1 = −0.2. (b) The stress plotted versus the strain for the waveforms in (a). The black
solid line is σ′, the blue dotted line is G′M , and the red dashed line is G
′
L. (c) The stress
plotted versus the shear rate for the waveforms in (a). The black solid line is σ′′, the blue
dotted line is η′M , and the red dashed line is η
′
L.
Because there is not a single slope for the in-phase component of the stress plotted
versus the strain or the out-of-phase component of the stress plotted versus shear rate,
we no longer have a single elastic modulus or a single viscous modulus. We now define
two elastic moduli: the minimum strain elastic modulus, G′M , and the large strain elastic
modulus, G′L. G
′
M is the slope of the in-phase stress when the strain is zero, the blue dotted





































The derivative of the Chebyshev functions is non-trivial to find a general relation for since
the relation for Tn involves the previous two functions. Instead we can use the relationship
between the Chebyshev coefficients and the Fourier coefficients. This is found from the
identity: Tn(cos(θ)) = cos(nθ). From here we find that Tn(sin(θ)) = sin(nθ)(−1)(n−1)/2) [189].
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G′L is the slope of the line connecting the stress at the minimum strain to the stress at the
















































We can also define two viscous moduli in a similar way from σ′′ and the shear rate, with a






































the linear regime, G′M = G
′
L = G
′ and η′M = η
′
L = G
′′/ω. Outside of the linear regime
if G′L > G
′
M the stress has increased above linear at large strains and so there is in-cycle
strain stiffening. In-cycle strain softening has G′L < G
′
M . The level of elastic non-linearity,
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S, is defined by S = (G′L − G′M)/G′L and is zero in the linear regime, positive for strain





















we can see that S is essentially determined by e3/e1 since e3 is always less than e1.
For the viscous moduli η′L > η
′
M implies shear thickening since at large shear rates the
stress is higher than liner and η′L < η
′
M implies shear thinning. T is the level of viscous
nonlinearity defined by T = (η′L − η′M)/η′L and is zero in the linear regime, positive for
shear thickening systems, and negative for shear thinning systems. It is also proportional
to v3/v1 for v3  v1. Either S and T or e3/e1 and v3/v1 can be used to quantify the level
of non-linearity in a system.
2.3 Description of the Rheometer
Experimental shear rheological measurements can be made using several different geome-
tries: parallel-plate, cone-plate, Couette, and double Couette. These can be seen in Fig.
2.10 (a-d). Each has their own advantages and disadvantages. For both parallel-plate and
cone-plate the strain is related to the deflection angle by γ = Rφ/h, the arc length divided
by the height, with R the radius, φ the deflection angle, and h the height, Fig. 2.10 (e).
For parallel-plate configurations the height is constant throughout the sample chamber; as
such the strain is not constant throughout the sample and increases linearly with r, the polar
coordinate. The edge strain is the conventionally reported strain because it is proportional
to the torque [182, 184, 190]. Cone-plate configurations have a height that is dependent
on r, h = rsin(β), with β the angle of the cone, see Fig. 2.10 (b). The strain is then
independent of position: γ = φ/sin(β). However, cone-plate configurations have a fixed





(d)(a) (b) (c) (e)
Figure 2.10: (a) Parallel-plate geometry. (b) Cone-plate geometry [191]. (c) Couette ge-
ometry. (d) Double Couette geometry. (e) Top view of the rheometer shwoing the radius of
the top tool, R, and the angle of rotation, φ.
is an advantage of parallel-plate, as it allows for versatility in the types of samples that
can be used. Couette and double Couette configurations are used with samples with small
response functions. These two geometries have much higher surface areas and as such
are more sensitive to small responses and so can measure smaller viscosities and elastic
moduli. The disadvantage is that they require a larger, fixed sample volume.
For Couette and double Couette the stress is linear with the torque, T which is related
to the surface area of the tool, σ = T/(2πR2L), where 2πRL is the surface area of the





σ(r)2πrdr · r, (2.22)
and for linear response σ(r) = (r/R)σedge, with σedge being the stress at the edge of the top
tool. Evaluating the integral we get that the torque is proportional to the stress at the edge
of the top plate, T = σedgeπR3/2 [182]. Since the stress is taken over the entire sample
out to the edge and the stress and strain are proportional in the linear regime, the maximum
strain, i.e. the strain at the edge, is taken as the strain.
To investigate the mechanical properties of fire ant aggregations we use a parallel plate
geometry in an Anton Paar MCR 501. The cone plate geometry has a gap at the bottom so
that the top tool does not touch the bottom plate. Multiple particles in the sample need to
be able to fit in this gap which is ∼ 50 µm. Since the ants are significantly larger than this
we would have to move the top tool higher but the advantage of cone-plate having the same
strain everywhere is only true if the tip of the cone essentially touches the bottom plate. As
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such, we use a parallel plate geometry because ants have finite size they cannot fill a cone
without gaps whereas by controlling the height we can leave the ants enough space to fill
space.
The MCR 501 is a stress controlled shear rheometer which uses a feedback loop to
approximate “true” strain control [192]. A torque is applied to the top plate with a brushless
EC motor, the resultant rotation is measured with an optical encoder, and then the torque
is updated. If this is done fast enough, the machine is able to replicate a strain control
experiment.
Torque is applied using a brushless electronically commutated (EC) motor [193], Fig.
2.11 (a). Normally brushes are used to transmit current to electromagnets mounted to the
shaft with the fixed magnets around the electromagnets, Fig. 2.11 (b). This has the advan-
tage of not needing the electromagnets to be controlled electronically as they can be con-
trolled mechanically by the contact patches controlling the electromagnets on the shaft. A
brushless motor has the fixed magnets attached to the shaft and the electromagnets around
them, Fig. 2.11 (b). This has the advantage of not adding any drag to the system as there
are no brushes connecting the outer motor assembly to the shaft but has the disadvantage
of needing the electromagnets to be externally controlled. The fixed magnets and the elec-
tromagnets interact causing torque on the shaft. The electromagnets currents are changed
to control the torque applied to the shaft. The motor assembly can be seen in relation the
encoder and bearings in Fig. 2.11 (e)(ii).
The position/ rotation sensor is a based around an optical encoder, Fig. 2.11 (c). It
works by shining a light through the encoder and then using a photodiode detector on the
other side of the encoder to read the changes in light intensity. The light bulb, lens, encoder,
and detector can be seen in Fig. 2.11 (d) with the bulb on the bottom and the detector on the
top. The lens focuses the light so that the area illuminated on the encoder is small which is
how it is able to achieve an angular resolution of 0.012 µrad. The encoder can be seen in
















Figure 2.11: (a) Brushless EC motor. (b) Brushed electric motor. The brushes are in
red. In (a), (b), and (e) the permanent magnets are black with white lettering and the
electromagnets are represented by black with gold wire wrappings. (c) Optical encoder
grating. (d) Optical encoder and reader. The light source (i) is on the bottom and the photo
cell (iii) is above the encoder (ii). (e) Rheometer head assembly with: (i) The diffraction
grating for position sensing, (ii) The brushless EC motor for applying torque, and (iii) The
air bearings to support the system with minimal drag.
The fixed magnets, position sensor, and top plate are all supported by air bearings which
keep drag to a minimum, Fig. 2.11 (e)(iii). The air for the bearing is provided by an oil
free air compressor. We lower the dew point of the air by drying the air with an in-line
desiccant dryer in order to prevent water from getting into the bearings and contributing to
the drag. This lowers the dew point to −60◦C. We regulate the output pressure so that it
maintains the 85 psi necessary for the air bearings.
For our experiments we use plates that are 50.0 mm in diameter and we have made two
major modifications to the rheometer that allow us to perform ant experiments. First, we
add Velcro to both the top and bottom plates of the setup to allow the ants to grab onto it
and ensure the no slip boundary condition [67]. The Velcro can be seen as black rectangles
on the top and bottom plate in Fig. 2.12. The distance between the two plates is defined
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by hplate, Fig. 2.12 (a). The distance between the two pieces of Velcro is hV elcro. Because
Velcro is compressible having hV elcro the same for two experiments does not guarantee that
hplate will be the same, however, this is not relevant as what we are sure about is having the
same gap between experiments.
One of the assumptions made when making a rheological measurement is that the top
of the sample is moving with the top plate and the bottom of the sample is fixed at the
stationary bottom plate in our experiments [184, 185, 194]. For every rheological measure-
ment, the no slip condition must be met for the measurement to have meaning [195]. To
assure the no slip condition is met when using ants we have added Velcro to the top and
bottom plates, Fig. 2.12 (c). Either the hook or the loop side can be used as the ants can
grab either of them [68]. For either type of Velcro we are assured that the no-slip boundary
condition is met because the ants can grab the Velcro with a force that is approximately
100 times their body weight [38, 173] and they also entangle with the Velcro as evidenced
by having to forcibly remove ants from the Velcro after every experiment. Both of these
together mean that the top and bottom of the ant aggregation adheres to the top and bottom
plates, respectively.
In addition to being able to adhere to the surface the slip length must be small compared
to the mean free path of the particles in the system. In molecular gases, this slip length is
relatively large since the particle density is typically small in this case. In contrast, for
molecular liquids, the slip length is comparable to the mean inter-particle distance, which
is much smaller than in gases [195]. Since the ant aggregations in our experiments are
dense, the mean distance traveled by an ant before it hits another ant is small. Hence, the
slip length in these ant aggregations is also small. Based on the smallness of the ant mean
free path and the adherence of the ants to the Velcro, assuming no-slip conditions at the
rheometer plates is reasonable.
Second, we use a containment cylinder to keep the ants within the measurement space,




Figure 2.12: (a) Schematic of the experimental cell of the rheometer with parallel pate
geometry and Velcro. The distance between plates is hplate. The gap height is hV elcro.
(b) Sideview schematic overview of the rheometer including the containment cylinder and
Velcro. The containment cylinder is blue. The Velcro is black in both (a) and (b). (c) Loop
side Velcro on the top and bottom plate. hV elcro = 4.5 mm.
wanted to visualize the exterior ants or not. The metal cylinder has an inner diameter of
50.2 mm, and the glass cylinder is slightly wider with a diameter of 50.4 mm. This means
there is an average gap between the top plate and the cylinder of 0.1 mm for the metal
cylinder and 0.2 mm for the glass cylinder. Neither gap is large enough for ants to escape
around the top plate. The Velcro is slightly smaller than the top plate with a diameter of
47mm but the threads overhang the edges of the Velcro on the loop side so that its effective
diameter is larger than its attachment footprint and covers the plate, as seen in Fig. 2.12
(c). If fit to the plate the overhanging threads cause friction with the containment cylinder,
reducing the sensitivity.
2.4 Limits of the Rheometer
To account for the modifications made to the system, calibration measurements were per-
formed before each experiment. This was of particular importance because the Velcro
changed from day to day from being pulled to get ants off and the subsequent trimming
of the Velcro to remove stray fibers. Even the hook side changes slightly because of the
process of taking the ants out of the rheometer. The Velcro is also compressible and its
state can change form experiment to experiment.
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To start an experiment the first step is to measure the motor inertia without the top tool
in place. The rheometer does this by oscillating the at fixed frequencies and measuring the
energy This prepares the rheometer for whichever top tool you are going to use.
2.4.1 Setting the Zero Gap
The next step is to add the top tool and reset the normal force. The normal force is the mea-
sured force along the shaft, in vertical direction with positive being upward. To measure
normal forces generated by the sample it is necessary to subtract the weight of the top tool.
We then measure the zero gap by moving the top plate down until it is in contact with the
bottom tool and registers a normal force of 1 N .
To measure the influence of Velcro in our measurements, we first measure the normal
force, FN , as a function of plate-plate distance, shown in Fig. 2.12 (a), as we move the top
plate down and subsequently up. This measurement is performed with both the hook side
and the loop side of the Velcro. The hook side in Fig. 2.13 (a) shows no hysteresis and has
a sharp slope once there is a measurable normal force. In contrast, results using the loop
side of Velcro exhibit hysteresis, as shown in Fig. 2.13 (b). Note that the range of values
of hplate where we detect a measurable normal force is considerably larger in Fig. 2.13 (b),
where we use the loop side of Velcro, than in Fig. 2.13 (a), where we use the hook side;
this reflects that the loop side is fuzzier than the hook side and that it has strands sticking
out into the gap between the plates. In addition, the larger normal force measured in Fig.
2.13 (b) as hplate decreases compared to when hplate increases, indicates that the Velcro gets
compressed as the top plate moves down and does not fully decompress as the top plate is
moved subsequently up. Whether we use the hook or loop side of Velcro, the zero gap is
set when the normal force measured is 1 N . This corresponds to an hV elcro, defined in the
schematic in Fig. 2.12 (a), of zero. From these measurements, we see that vertical space
occupied by the Velcro, when using its hook side is considerably smaller, than when using
its loop side. By subtracting the value of hplate when FN is 1 N and 0.1 N , we find that the
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loop side of Velcro has an extent of ∼ 1.3 mm, while for the hook side it has an extent of
∼ 0.06 mm. This further confirms that the loop side is fuzzier than the hook side.
From the compression of the loop side of Velcro, we can further estimate a character-
istic penetration depth of the ants into the Velcro. We do this by subtracting the value of
hplate in the descending and ascending curves in Fig. 2.13 (a) for FN = 0.1 N, as this is
representative of the largest amount the Velcro can compress, which we take as an estimate
of the vertical space that might be available for the ants to penetrate through the Velcro.
This distance is equal to ∼ 0.5 mm. Since both the top and bottom plates have Velcro, the
penetration depth is∼ 0.25 mm [67]. Similar results are obtained if we compare the values
of hplate for other values of FN within the region where the hysteresis of the curves in Fig.
2.13 (b) is largest.
Importantly, we emphasize that irrespective of the side of Velcro we use, the gap is
always set when hV elcro = 0, which corresponds to a value of hplate where FN = 1 N. In
addition, since we set the gap in every experiment, the amount of space available to the ants
is always consistent even if the exact value of hplate is not always identical.















Figure 2.13: (a) Compressional test of hook Velcro. The closed symbols are descending
and the open symbols are ascending. The black squares were first followed by the red
circles and lastly the green triangles. (b) Compressional test of loop Velcro. The closed
symbols are descending and the open symbols are ascending. The black squares were first
followed by the red circles and lastly the green triangles.
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2.4.2 Tool Inertia and Motor Calibration
The next step is to move the top tool up and measure its inertia. The inertia of the motor
and of the top tool are used in determining how much torque to apply and in separating how
much of the torque is needed to move the tool itself and how much is affecting the sample.
We then calibrate the motor controller so that the electrical signal applied to the EC motor is
set to a known motion of the top tool. The motor is a synchronous motor meaning that the
motor shaft rotates at the same speed as the stator field, the electromagnetic field generated
by the stationary electromagnets. The motor calibration adjusts the stator current, the
current though the electromagnets, to be linear with the electromagnetic torque. This is
done to improve the speed of response of the motor and to minimize overshoot of the
applied torque [192]. Since the rheometer is designed to work with different top tools
which have different inertias the electromagnets in the motor need to be tuned for each
different top tool. Since the Velcro changes day to day we have to do this calibration for
every experiment.
2.4.3 Torque Limits
Next, the containment cylinder is added to the setup and the top plate is moved into the
measurement position in order to measure the torque limit for that day. Anton Paar quotes
a torque limit of 0.1 µNm for steady-state experiments and 0.02 µNm for oscillatory
experiments [192]; this sets the lower value of the torque where the signal to noise ratio
is sufficiently high for the measurements to be reliable. However, with the modifications
we have made, we expect a higher torque limit. To quantify this, we measure the torque
required to rotate the tool at a constant angular frequency of 0.6 r.p.m as a function of
angle. We do this for two full revolutions and in the absence of sample. For the hook side
of Velcro, we find the torque is less than 0.2 µNm and independent of whether the test is
performed at hV elcro = 3 mm or hV elcro = 4.5 mm, as shown with dashed and solid lines,
respectively, in Fig. 2.14 (a). Hence the torque limit is comparable to what is expected for
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the rheometer in the absence of our modifications. In contrast, for the loop side of Velcro,
we find a torque limit of 3 µNm at hV elcro = 4.5 mm, and 20 µNm at hV elcro = 3 mm,
as shown with solid and dashed lines, respectively, in Fig. 2.14 (b); these values are higher
than the value expected in the absence of our modifications, reflecting that the dangling
strands of the loop side of Velcro contribute to the torque appreciably. This contribution is




























Figure 2.14: Torque as a function of deflection angle for (dashed blue) hV elcro = 3 mm and
(solid black) hV elcro = 4.5 mm. (a) Hook side of Velcro. (b) Loop side of Velcro.
We then perform oscillatory rheology in the absence of sample by applying a small
harmonic strain and measuring the resultant stress. We take the magnitude of the complex
modulus, |G∗|, as an overall measure of the Velcro response. Frequency sweeps of the hook
side of Velcro were beneath the torque limit, as expected. In contrast, frequency sweeps
of the loop side at hV elcro = 3 mm and hV elcro = 4.5 mm, shown in Fig. 2.15 with open
symbols, are above the torque limit. Note that |G∗| is essentially frequency independent.
For experiments with ants we will need to correct for the influence of the Velcro unless the













Figure 2.15: Complex modulus, G∗, measured with the loop Velcro for (black squares)
hV elcro = 3 mm and (red circles) hV elcro = 4.5 mm, and with hook Velcro at hV elcro = 4.5
mm. The hook side does not appear because the torque in these experiments was below the
torque limit.
2.4.4 Post Experiment
After experiments, the ants are removed from the system, disentangled from the Velcro and
returned to their colony. We make sure that for experiments done with living ants, they are
still alive after the experiment. This is of particular importance since dead ants obviously
are not active. Unless we are preforming a test with freeze killed dead ants, no ants die
during experiments.
2.5 Effective Volume Fraction
We determine an effective volume fraction of the ant aggregation as, φeff = (Nants ∗
Veff )/Vrheometer, with Nants the number of ants, Veff the effective volume of an ant, and
Vrheometer the available space in the rheometer. The number of ants is found from the mass
of the aggregation and the mass of a single ant, Nants = m/mant. The volume of the
rheometer is given by, Vrheometer = πR2hV elcro and Veff = (4/3)π(`)3 with ` calculated
from the inter-ant spacing taken when they are in their raft state at a density of (0.20 ±
0.04) g/cm3 [171]. If we then assume that at this density the ants are filling space at









Putting in our value for the mass of an ant and the raft density gives ` = (0.8 ± 0.1) mm.
This means the diameter of the sphere is about half the length of an ant. Combining all of
















Some example effective volume fractions and their corresponding densities and experimen-
tal parameters are show in Tab. 2.2.
Table 2.2: Effective volume fraction, density, and experimental parameters for some typical
effective volume fractions.





1.6 0.51 3 3
2.2 0.68 4 3
3.3 1.02 6 3
4.4 1.36 8 3
2.6 2D Experiments
We can see visually what the exterior ants of an aggregation are doing by using a glass
containment cylinder. However, to get an idea of what is happening inside we also look
at two dimensional systems of ants. By confining the ants between two acrylic sheets
separated by a distance equal to an ant height, ∼ 1.5 mm, we are able to visualize a 2D
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cell containing a single layer of ants.
We define an effective area fraction φs,eff = Nants πl2/Acell, where Acell ≈ 6500 mm2
is the area of our 2D cell. The aggregation is illuminated either from below or above and




We begin our experimental study of the mechanics of ant aggregations by looking at their
response to small amplitude oscillatory shear (SAOS). Strain sweeps tell us where the linear
regime is while frequency sweeps tell us the frequency dependence of the viscoelastic
properties. The frequency dependence reflects the microscopics of the system as the strain
is small enough to not affect the system and so the information gleaned is from the system
in “equilibrium”. We can also see whether the mechanics change in time by monitoring the
moduli as a function of time.
It is interesting to see if any of the rheological models presented in Chapter 2 will hold
for ant aggregations since ants are not an equilibrium system. There have been studies done
on the rheological properties of active matter before but they have been done primarily with
cellular aggregates which are predominantly elastic and exhibit very slow dynamics [45,
58–60, 142, 143, 146]. Ants move at much shorter timescales and display both elastici, Fig.
1.2, and viscous behavior, Fig. 1.3. The question we address is what are the mechanical
properties of an active system that clearly exhibits both viscous and elastic properties.
3.1 The Effect of the Velcro
We first need to determine to what extent the effects of Velcro are important and if we
can separate out its response from the ant aggregation. We have measured the frequency
response of the Velcro alone, Fig. 2.15, and we now perform this same measurement with
ants in addition to the Velcro. The tests with ants at φeff = 1.1 results in a |G∗| that is at
least an order of magnitude larger than what we measured in the absence of ants, as shown
in Fig. 3.1 (a) with closed symbols.
From these measurements, we can then estimate the response of the ants by subtracting
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the contribution from the Velcro, similar to the removal of the torque from the inertia of
the top tool. We do this since the ants and the Velcro are both subjected to the same strain
and can be treated as components of a composite system in parallel. The result is shown
in Fig. 3.1 (b) and illustrates that there is essentially no influence of the Velcro, even for
hV elcro = 3 mm, which is one of the smallest gaps we use in any of our experiments. We
therefore conclude that what we measure in our rheology experiments is the response of




















Figure 3.1: (a) Complex modulus, G∗, measured for ants with the loop Velcro for (black
squares) hV elcro = 3 mm and (red circles) hV elcro = 4.5 mm, and with hook Velcro at
hV elcro = 4.5 mm. The open symbols are the corresponding measurements with only Vel-
cro. The hook side does not appear because the torque in these experiments was below the
torque limit. (b) Subtraction of the complex modulus of the Velcro by itself from the com-
plex modulus of the combined Velcro and ants. The solid symbols are used forG∗ants+V elcro,
while the open symbols are used for G∗ants+V elcro − G∗V elcro. The circles symbols are for
hV elcro = 4.5 mm, while the square symbols are for hV elcro = 3 mm. All experiments
done at φeff = 1.1.
3.2 Finding the Linear Regime
Now that we are certain that we can measure the rheological properties of the ants we need
to find the linear regime. This is done either by performing a strain sweep or by looking
at the Lissajous-Bowditch curves. To perform the strain sweep, we fix the frequency to
ω = 1 rad/s and perform oscillatory experiments with increasing γ0. We find that for
φeff = 1.1, the linear regime is approximately fulfilled below γ0 ≈ 0.04, as shown in Fig.
3.2. Above this strain amplitude, both moduli decrease with increasing γ0 reflecting the










Figure 3.2: G′ (closed) and G′′ (open) as a function of strain amplitude, γ0, for a constant
frequency ω = 1 rad/s and φeff = 1.1. The cutoff at low strain amplitude was determined
by the minimum torque limit in our experiments.
The strain and stress in a typical cycle for φeff = 1.1 and experimental parameters
γ0 = 0.01 and ω = 1 rad/s are shown in Fig. 3.3 (a). Both waveforms have been fit to
sin(ωt+δ), shown as solid lines. We can also plot this as a Lissajous-Bowditch curve, Fig.
3.3 (b), where we can see the elliptical shape indicative of a viscoelastic material probed in
the linear regime, the solid line is the fit from Fig. 3.3 (a) replotted.
















Figure 3.3: (a) Waveforms of the applied strain and measured stress from the linear regime
of live ants at φeff = 1.1 with the corresponding harmonic fits. They have been normalized
with respect to corresponding amplitudes. From the fits of the raw waveforms we determine
the elastic,G′, and viscous,G′′, shear moduli. (b) Lissjous-Bowditch plot of the waveforms
in (a).
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3.3 Frequency Sweeps with Live Ants
We then vary the frequency at a fixed strain amplitude of γ0 = 0.01. We find that G′ ≈ G′′
throughout the frequency range we are able to span experimentally, as shown in Fig. 3.4.
This reflects that (i) the ant aggregation is viscoelastic and that (ii) the aggregation approx-
imately equally stores and dissipates energy. This is markedly different from the behavior
observed for other active materials. For example, flocks of birds and fishes are unable
to support applied forces, and so simply flow in response to external perturbations [197,
198]. In this case, the birds or the fish are not able to link to each other but rather are
always separated from one another. From this perspective, cell aggregations [199, 200] or
active liquid crystalline materials [57, 201] could be thought of being closer in behavior
to our ant aggregations, since their constituent building blocks are in direct contact with
each other and also have the capability to reorganize and assemble into a wide variety of
structures. However, once formed, cell assemblies are predominantly elastic, with little or
no liquid-like response [142, 199], and active liquid crystals seem predominantly viscous,
with a very weak solid-like response [202]. In contrast, we find that fire ant aggregations











Figure 3.4: Frequency sweep of a live aggregation at φeff = 1.1.
An additional striking feature of the frequency dependence of the shear moduli is that
both G′ and G′′ scale with frequency as a power law within the frequency range probed:
G′ ≈ G′′ ∼ ωn, with n = 0.39 ± 0.10. This is very different from what one observes for
a viscoelastic fluid with a single relaxation time as exemplified by the Maxwell model, as
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shown in Fig. 2.8. In that case, the crossover between G′ and G′′ occurs at a frequency
reflecting the structural relaxation time, λ, of the material. For t  λ, the material flows
like a simple liquid, while for t λ the material responds elastically.
The ant aggregation is characterized by a G′ that is equal to G′′ at all accessible fre-
quencies, which can be thought of reflecting the existence of many different relaxation
mechanisms in the material or of no special relaxation time scale. Since the frequency de-
pendence is power law we will postulate that the power spectrum will also be power law:







= Γ(n) t−n. (3.1)





















Note that the power law exponent in the power spectrum is the same as the exponent in
the moduli. The lack of a single relaxation is consistent with real space imaging, which
reveals that ant aggregations exhibit a wide variety of relaxation mechanisms at different
timescales: they constantly change the number of attachments with nearest neighbors, per-
form internal body motions and experience center of mass motion involving rearrangements
with nearest neighbors as well as collective rearrangements [67, 173]. All of these motions
are expanded by the different sizes of ants and the different activity levels of individual
ants, leading to many possible relaxation mechanisms. Fire ant aggregations have many
possible ways to relax stress and dissipate energy, ultimately reflecting their inherent activ-
ity and their out-of-equilibrium nature. We, nevertheless, note that we cannot rule out the
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existence of a crossover between G′ and G′′, reflective of a long-time structural relaxation,
at a frequency below those we are able to probe in our experiments.
3.3.1 Kramers-Kronig Relations
We can rationalize our result in the context of linear response theory with the Kramers-
Kronig relations [204, 205], which links the in-phase and out-of-phase components of a
response function in the frequency domain [194, 206, 207]. This connection is a result of
causality and the physical impossibility of responding to a stress before the stress is actually











Note that G′ at one frequency reflects G′′ at all frequencies. If we assume that both G′ and



























































If additionally the exponents are the same, m = n, we find that the relationship between
the coefficients of both moduli, and thus of the moduli themselves since the frequency


















The ratio ofG′ toG′′ then provides an alternative way to calculate n. As an example we
do this point-by-point with the oscillatory data for φeff = 1.1 and obtain n = 0.46± 0.02,
consistent with the result obtained from the fits ofG′ andG′′ with ω, Fig. 3.5. Furthermore,
since in our experiments, G′ ≈ G′′, indicating congruence, the Kramers-Kronig relations






Figure 3.5: n calculated point by point for the frequency sweep done at φeff = 1.1 in Fig.
3.4.
Interestingly, the observed power law behavior is reminiscent of what is seen for col-
loidal gels, which are made of small Brownian particles, which in the presence of attractive
forces and at high enough concentration, aggregate and eventually percolate through the
sample, resulting in a kinetically arrested colloidal gel. Near the gelation point, the elastic
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and viscous moduli can both exhibit power law behavior with frequency [208]. This is
also seen for polymer gels, where at the critical gelation point both moduli can in addi-
tion be comparable in magnitude [60, 209, 210], similar to what we observe for our ant
aggregation.
3.3.2 Fractal Nature of the Aggregation
While the power-law behavior of polymer gels at the critical point can be traced back to
the fractal structure of the system [211], real space analysis of two-dimensional ant ag-
gregations, as well as of frozen three-dimensional aggregations of live ants analyzed using
micro scale computed tomography [167], suggest that the structure of ant aggregations is
not fractal.
We quantify the potential fractal structure of the 2D aggregation using the box counting
method. For this we take an image of a 2D system of ants and binarize it, to clearly
distinguish between the ants (black) and the background (white) pixels, Fig. 3.6 (a). We
then take boxes of varying sizes and find the number of boxes it takes to cover every ant.
The boxcounting fractal dimension, D, is found from Nboxes ∼ l−Dbox . For the aggregation
shown in Fig. 3.6 (a), D is 2 for boxes larger than 0.66 mm, Fig. 3.6 (b). Having a
fractal dimension of 2 in 2D implies the system is homogeneous and is not fractal. Below
lbox = 0.66 mm, D = 1.75. However, in this case the boxes are smaller than individual
ants, so this dimension does not reflect anything of the aggregation.
For the 3D system we look at g(r) to see if there is a spatial fractal. We calculate g(r),
using Eq. 1.1, for a 3D ant aggregation using the center of mass of the ants, obtained from
micro CT experiments [173]. The center of mass data is shown in Fig. 3.6 (c) where we
can see that the ants fill a space of roughly 1 cm3. g(r) is shown in Fig. 3.6 (d) where we
















































Figure 3.6: (a) Binarized image of ants in 2D. Image is 20 mm by 26 mm. (b) Box
accounting plot for the image in (a). For boxes above 0.66 mm2, the number of boxes
scales as l−2box. (c) Center of mass positions of a 3D ant aggregations. Data from Foster et
al. [173]. (d) g(r) of the ant aggregation in (c). There is a nearest neighbor peak at 0.5mm.
Since we see that the ant aggregation is not fractal in space but we see power law
rheology, both G′ and G′′ and the underlying G(t) and H(λ) the lack of characteristic scale
might result from the dynamics rather than from the structure. The activity of the ants
shows itself through movement at many timescales. These many timescales per ant and the
aggregation polydispersity, which results in many timescales for ant rearrangement events
might then imply no intrinsic timescale in the system within the frequency range probed in
our experiments.
3.3.3 Frequency Sweeps with Dead Ants
In contrast, dead ants at φeff = 1.1 show only weak frequency dependence of the moduli.
For these experiments, we freeze a live ant aggregation in a bin using liquid nitrogen [173]
and then load it into the rheometer and perform the oscillatory shear experiments in the
linear regime. We find that the elastic modulus is always greater than the loss modulus and
that both are mostly frequency independent, Fig. 3.7 (a). There is a non zero loss modulus
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because of the unstable nature of the pile of dead ants after being loaded into the rheometer.
We measure the aggregation immediately after loading the dead ants so any perturbation of
the system causes the dead ants to shift and settle leading to a measurable loss modulus.
We can again calculate the exponent from Eq. 3.9, shown in Fig. 3.7 (b). The exponent
has an average value of (0.22 ± 0.01) which is half of what it was for live ants. This is
another indication that the aggregation is more solid like, since n not only determines the















Figure 3.7: (a) Frequency seep of a dead aggregation at φeff = 1.1. (b) n calculated point
by point for each point in (a) using Eq. 3.9.
3.4 Activity Cycles
We now monitor the moduli as a function of time. We do this because we now that ant
behavior is not constant in time [162–165] and we are interested in how the level of activity
could change the mechanical properties of the aggregation. We have found that G′ ≈ G′′
when the ants are active but the moduli separate, G′ > G′′ and then return together again.
This happens a few times during the duration of the experiment, Fig 3.8 (a). Vertical lines
have been drawn at the locations where the moduli are together.
The mechanical properties of the aggregation correlate with the normal force. The
normal force is measured by the rheometer upward from the top plate, thus a positive
normal force means that the aggregation would like to expand and is pushing upwards on
the top plate. We see a correlation between the linear response of the aggregation and
the normal force as a function of time, Fig. 3.8 (a,b). The loss tangent, G′′/G′, is close
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to 1 when the normal force is large, Fig. 3.8 (b). This indicates that the moduli are of
comparable value when the normal force is large.
We can also perform short oscillatory rheology measurements in the linear regime right
after loading the ants in the rheometer and then later on, at times corresponding to low
normal force. When there is high normal force, we find that G′ ≈ G′′, and that both
approximately scale as ω1/2 within the experimental frequency range of the experiment,
Fig. 3.8 (c), consistent with Fig. 3.4. In contrast, when FN is small, we find that G′ > G′′
and that G′ is nearly frequency independent, Fig. 3.8 (d), similar to dead ants. The ant
aggregation approximately equally dissipates and stores energy when FN is large, and it is






















































Figure 3.8: (a) Storage and loss moduli as a function of time at φeff = 1.1 for γ0 = 0.01
and ω = 10. (b) Normal force versus time from the experiment in (a). (c) Frequency sweep
immediately after loading the ants in the rheometer when the normal force is high. (d)
Three representative frequency sweeps taken when the normal force is low.
3.4.1 Visualization
to further inquire about the behavior observed in time, we visually monitor the outside of
the ant aggregation in our rheology experiments by using a glass containment cylinder and
a CCD camera. We do this as the aggregation goes through a transition from low to high
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normal force. Fig. 3.9 (a) is a snapshot corresponding to low normal force while Fig. 3.9
(b) is a snapshot corresponding to high normal force. Though in the images it is hard to tell
them apart, by following the dynamics, it is possible to see there is difference in activity by
looking at the movement of the antenna that make it through the gap between the top plate
and the containment cylinder as well as in the motion of the ants next to the containment
cylinder.
FN for this peak is shown in Fig. 3.9 (c) with arrows indicating where the images in
(a) and (b) were taken. The peak in FN corresponds to a high level of activity, which we
identify with an appreciable degree of motion in the video.
To further confirm that the FN cycles reflect cycles in the overall motion of the ant
aggregation, we visualize an ant aggregation confined within a two-dimensional cell. Con-
sistent with the observations through the glass containment cylinder,we see that the aggre-
gation goes through cycles where nearly all or nearly none of the ants move. Representative
examples of these two situations are shown in Fig. 3.10 (a-d). In Fig. 3.10 (a,c), most of the
ants are inactive and form high density clumps that percolate through the sample. Around
these clumps, there are regions of low density, moving ants. Hence, the system in this case
exhibits both static and dynamic heterogeneities. In contrast, in Fig. 3.10 (b,d), most of the
ants are moving and thus the ant aggregation is extremely active. In this case, the system
is much more homogeneous, both statically and dynamically. Importantly, once a peak in
activity has passed, the clumps of ants appear in different regions within cell, indicating
that the cell walls or other experimental details are not affecting the observed behavior and

















Figure 3.9: (a,b) Ant aggregation at φeff = 1.1 with low normal force (a), and high normal
force (b) viewed through a glass containment cylinder. (c) A single normal force peak. The
images in (a,b) are indicated with arrows. The solid red line is a fit to Eq. 3.17b with R and
ka as fitting parameters.
To quantity the changes as the aggregation goes through these activity cycles, we bina-
rize each image using a cutoff value of intensity, and classify each pixel as either part of
an ant or not part of an ant; this is shown with black and white, respectively, for one of the
snapshots in Fig. 3.10 (e). We also quantify a local density by course graining the image
into boxes which are 30 px by 30 px whose value is the average value of the pixels inside.
This is shown in Fig. 3.10 (f).
We then determine the time-dependence of the number of black pixels divided by the
total number of pixels, which we identify with the area fraction, φs, occupied by the ants,
Fig. 3.11 (a). Similarly to what we found in the rheology experiments, we also observe
peaks in this graph. The peaks correspond to situations where the ants are active and the
aggregation is most homogeneous, with the ants occupying the largest amount of avail-
able space. When most of the ants are inactive, the aggregation is heterogeneous, and the
effective area occupied by the ants is small relative to the peak value.
We also calculate an average φs for each box in an image, Fig. 3.10 (f), and use it to









where φs = [Σt2t1φs(t)]/N , with N being the number of points in the time interval ∆t =
t2 − t1, is a moving average that accounts for the fact that the relevant φs average changes
in time as the aggregation moves through the observed activity cycles and for the fact that
the clumps formed in the inactive parts of the cycles do not return to the same location
after an active period. The value of the RMSF (t) thus provides a measure of the overall
activity of the ant aggregation. We use ∆t = 480 s. Considering smaller values of ∆t
does not qualitatively affect our results. In contrast, for larger values of ∆t, we do see that
the qualitative features of the results change. In this case, the φs average mixes active and













Figure 3.10: Visualization experiments using a two-dimensional apparatus constructed
from three stacked sheets of acrylic with a hole cut in the center sheet for the ants. (a-
d) Snapshots taken with a CCD camera at different times after loading the ants inside the
cell. (e) Binarized version of image (d). Once each image in the timeseries is binarized, the
fraction of black pixels, which we take to represent the area fraction occupied by the ants,
is found for each image. The scale bar in (a-e) corresponds to 10 mm. (f) Local density,



















Figure 3.11: (a) Area fraction as a function of time. The snapshots Fig. 3.10 (a-d) corre-
spond to 50min, 1hr 15min, 1hr 45min and 2hr 15min in (a). (b) Average root mean square
fluctuations as a function of time.
We then see that activity correlates with the spatial ant-distribution, the normal force,
and the mechanical properties of the ant aggregation. A high number of active ants means
that the aggregation is spatially homogeneous, that the aggregation is approximately equally
solid-like and liquid-like, and that the normal force is high. An aggregation with low num-
ber of active ants is more heterogeneous, more solid-like, and generates a lower normal
force.
We emphasize that the origin of the spontaneous activity cycles we see are unknown.
Known cycles include the day/night cycle [166], the sleep cycles of ants [162], and the
“laziness” of some ants [212–214]. The period associated with these cycles do not coincide
with what we see in our experiments. Whatever the reason, they nevertheless imply that
the activity level of fire ants is not constant, thus enabling quantifying how activity affects





Figure 3.12: Block diagram of the kinetic model for ant activation.
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Since all our observations can be traced back to the number of active ants in the system,
we construct a kinetic model based on the number of inactive, active, and postactive ants,
NI , Na, and Np respectively. The model is meant to describe the behavior before, during,
and after, a peak in the normal force. Inactive ants become active with rate constant, ka,
and active ants become postactive with rate constant, Rka. The process is one directional
and all ants start out inactive. A block diagram of the model is shown in Fig. 3.12. We
assume the time-rate of change of ants moving from the inactive state to the active state is
proportional to the number of inactive ants. Hence:
dNI
dt
= −kaNI . (3.11)
We also assume that the rate at which ants become postactive is proportional to the number



















implying that the total number of ants, NI +Na+Np = N , is constant. Solving the system












As an example, we plot NI(t), Na(t) and Np(t) in Fig. 3.13 (a) for R = 2 and ka = 1.
Notably, the model predicts a sharp turn on, corresponding to a sharp increase in the number
of active ants; see solid curve in Fig. 3.13 (a). At some point, Na peaks and subsequently,
at longer times, it decreases, but it does so at a much lower rate compared to the initial
increase. At this point, NI is significantly smaller than NI(0), while Np is significantly
larger than Np(0). Both the number of inactive and postactive ants exhibit a monotonic
behavior. Overall, the model predicts an asymmetry of the peak in Na that is not seen in
the normal force measurements; FN is characterized by a rather symmetric shape [see Figs.
3.8 (b) and 3.9 (c)]. The symmetry persists irrespective of the values of R and ka.


















Figure 3.13: (a) Number of inactive ants, NI , active ants, Na and postactive ants, Np, as
a function of time in the fixed rate-constant model given by Eqs. 3.15, with ka = 1 and
R = 2. (b) NI , Na and Np, as a function of time in the time-dependent rate-constant model
given by Eqs. 3.17, with ka = 1 and R = 2. In both plots, NI is the black dashed line, Na
is the solid red line, and Np is the blue dotted line. The results are all normalized by the
total number of ants, N .
To account for the observed symmetry in the FN peak, we consider that the rate of
turn on is not constant in time. Instead, we assume that as more and more ants change
from inactive to active, the rate of change increases. This is accounted for, in the simplest
way possible, by changing the rate constant from ka to kat. Note that we also include this
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change in the turn off, since as more ants become active, more can also become postactive.
The new set of differential equations then becomes:
dNI
dt
= −katNI , (3.16a)
dNa
dt




















kat2 − e− 12kaRt2
R− 1
). (3.17c)
As before, we plot NI(t), Na(t) and Np(t) in Fig 3.13 (b) for R = 2 and ka = 1. In
this case, the change in rate constant lowers the rate of initial turn on, making the peak
much more symmetrical. A fit of the FN peak shape to this model, shown in Fig. 3.9 (c),
with ka and R as fitting parameters, correctly describes the data. From the fit, we obtain
R = 1.00 ± 0.05 and ka = (9 ± 2) · 10−6 s−2. Furthermore, from the value of ka, we can
obtain a characteristic timescale, k−1/2a ≈ 6 min, which is comparable to the typical peak
width in our experiments, which have a full width at half max of (10± 2) min. The value
of R ≈ 1 indicates that the rate of transition from inactive to active is the same as that from
active to postactive; we find this is true for every peak we have analyzed.
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3.4.3 Discussion of Activity Change
The change of properties occurs spontaneously as the ants undergo activity cycles. This
behavior is inherent to the aggregation and is not affected by changing the Velcro; it seen
for both the loop side and the hook side. It is not affected by changing the amount of air
available by either blowing more air in or covering the top to prevent air from going in. It
is also not affected by performing the measurement with different numbers of ants at the
same effective volume fraction.
Our model supports the idea that the material properties of fire ant aggregations change
based on the number of active ants. Depending on this number, the aggregation can pre-
dominantly store energy or approximately equally store and dissipate energy. The aggre-
gation state can be monitored with rheology and it is reflected in the normal force. When
most ants are inactive, the normal force is low and the density becomes locally heteroge-
neous. When most ants are active, the normal force is high and the aggregation density
is homogeneous. The transition between these two states is not linear and depends on the
number of currently active ants that are able to activate inactive ants. This is accounted for
with a rate of activation, kat, that is linear in time. We have also tried changing ka to kaNa












































Figure 3.14: (a) Six peaks from one experiment shifted so that the center of each peak is
overlaid. (b) Normal force peaks from three colonies at hV elcro = 3mm and at hV elcro =
4.5 mm. The solid line a peak in area fraction from a 2D experiment. All peaks have been
shifted and normalized in order to compare peak shape.
Moreover, the normal force peak shape is consistent within each experiment. This can
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be seen in Fig. 3.15 (a) where all of the peaks from Fig. 4.8 (c) have been shifted so that
they overlay. The rate of turn on and turn off for active ants does not change over time for
an individual aggregation since these rates are related to the shape of the peak in the normal
force and that does not change within each experiment. We can also compare the shape of
normal force peaks between experiments. Figure 3.15 (b) shows normal force peaks from
experiments at φeff = 1.1, three at hV elcro = 3 mm and two at hV elcro = 4.5 mm. The
solid line is a peak in the activity from the 2D apparatus shown in 3.11. Here we see that
the peak shape in the normal force is similar throughout. From analyzing 22 peaks from
four different ant colonies, we find that the peaks are characterized by a standard deviation
of (2.9±0.7)×102 s. We also calculate the skewness of the peaks, s, which is a measure of
their symmetry with respect to the mean. For a Gaussian peak, which is symmetric about
the mean, s = 0. We find an average skewness of s = 0.1± 0.2, reflecting the high level of
symmetry of the FN peaks in our experiments. This further highlights that the proportion
of active ants is the important feature of the activity peaks since the shape and hence the












































Figure 3.15: (a) Peaks from Fig. 4.8 (c) shifted to be centered on zero. this was done by
fitting each peak to Eq. 3.17b with t → (t − t0), we then shift each peak by its respective
t0. (b) Peaks from different experiments shifted to be centered on zero and normalized by
the maximum value. One peak in activity from the 2D system is also included to exemplify
that the peak shape is a product of the activity.
We also find that the spacing between the peaks is consistent across experiments with a
time between peaks in activity of 58 ± 20 min. This is not affected by trying to lowering
or increasing the airflow into the rheometer. These were done by covering the top of the
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containment cylinder with wax to cut off air and by pointing a fan into the containment
cylinder to increase air flow. When we tried experiments without Velcro, the peak shape
narrowed but the time between peaks stayed consistent.
3.5 Effects of Changing Volume Fraction
The observed congruence of the moduli is progressively lost as φeff increases and even-
tually results in an ant aggregation that is predominantly elastic, as shown in Fig. 3.16
(a). For φeff = 4.4, corresponding to a density of ρ = 1.36 g/cm3, the elastic modulus
G′ > G′′ and G′ is weakly dependent on frequency. The congruent power-law behavior
observed at the lowest ant densities within the frequency range probed in our experiments
is not maintained at higher densities and the ants are unable to relax as much, hence ex-
hibiting a predominantly elastic behavior. This is reflected also in the power law exponent,
Fig. 3.17 (a,b). The power law exponent is larger when calculated from Eq. 3.17, Fig. 3.17
(a), than from fitting G′ and G′′ to ωn, Fig. 3.17 (b), though this effect is smaller for larger
φeff . The exponent for dead ants is not dependent on φeff . For large φeff the exponent























Figure 3.16: (a) Frequency sweep in the linear regime for live ants at φeff = 1.1 (squares),
φeff = 2.2 (circles), φeff = 3.3 (triangles), and φeff = 4.4 (upside-down triangles). G′
(closed) and G′′ (open) are shown. As the effective volume fraction is increased the con-
gruence observed for φeff = 1.1 disappears and G′ progressively becomes larger than G′′
and becomes more frequency independent. (b) n calculated from Eq. 3.9 for the frequency
sweeps in (a) with corresponding shapes and colors.
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Figure 3.17: (a) Power law exponent found from Eq. 3.9 for live (solid) and dead (open) at
a range of densities. (b) Power law exponent found from fitting frequency sweeps of live
(solid) and dead (open) at a range of densities. Fits of G′ are shown in black, G′′ in in red.
The values of G′ increase significantly with φeff , indicating that the ant aggregation
stiffens with increasing density. To quantify this increase in G′, we correlate the elastic
modulus with φeff at a fixed frequency of 10 rad/s; similar results are obtained at any
frequencies. We find that G′ scales linearly with φeff up to φeff ≈ 1.4, as shown in Fig.
3.18. This linear behavior is also observed in thermal systems like colloidal hard sphere
suspensions or Brownian emulsions in the supercooled liquid regime, below the volume
fraction where a colloidal glass forms [215]. In these materials, the elasticity is of entropic
in nature and arises from the progressive decrease in the available particle configurations
as the particle volume fraction is increased, implying that G′ ∼ kT/a3, with k the Boltz-
mann’s constant, T the absolute temperature and a the inter-particle distance [2]. Using
that 1/a3 ∼ ρ/m ∼ φeff , we obtain that G′ scales linearly with volume fraction. We then
interpret the linearity ofG′ with φeff below φeff ≈ 1.4 for our ant aggregations as resulting















Figure 3.18: Storage modulus, G′, as a function of effective volume fraction, φeff . The
red line shows the initial linear scaling of G′: G′ ∼ φeff . After φeff = 1.4, G′ begins to
increase faster than linearly. This is described by G′ ∼ (φc − φeff )−α, shown be the black
line, with φc = 4.8 and α = 3.5. The divergence at φc = 4.8 is shown with a black dashed
line.
For φeff > 1.4, this linear behavior is lost and a new mechanism must now control the
elasticity of the ant aggregation. To support this interpretation, we consider a cylindrical
volume per ant with length equal to the ant length, l, and width w1, and obtain w1 from the
condition that these cylinders fill space at φeff = 1.4. Hence, from the condition:












) is obtained from the fact that these cylinders fill space when φeff =
1.4, we find w1 = 0.80 mm. The corresponding cylinder per ant is shown in Fig 3.19 (a)
together with an image of a typical ant. Interestingly, the width of the resultant cylinder
is close to but slightly smaller than the width of an ant with extended legs. This is then
consistent with the idea that below φeff = 1.4 the ants crowd, while for φeff > 1.4, a new
mechanism, presumably involving leg compression and more direct ant-ant interactions,
becomes important. In this new regime, G′ increases faster than linearly with φeff . The
overall behavior of G′ is well described by G′ ∼ (φc−φeff )−α, with φc = 4.8 and α = 3.5
(see Fig. 3.18 (a)). Note that the value of φc sets the apparent divergence of G′. Physically,
this critical effective volume fraction corresponds to the point where the ants cannot be
further compressed. If we again calculate the width of a cylindrical volume associated to
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an ant, assume that 1 = (ρ/m)[π(w2/2)2l] and use that φeff = φc = 4.8 to obtain ρ/m,
we find w2 = 0.43 mm and a cylinder depicted in Fig. 3.19 (b) together with an image
of a typical ant. Consistent with our interpretation, this width approximately corresponds
to the width of an ant’s body. As a result, if ants were compressed beyond this limit, we
would be probing the elasticity of the ant exoskeleton, which has an elastic modulus that
is much larger than the elastic modulus of the aggregation [179, 216]. The critical value
of the volume fraction corresponds to a density of ants of 1.5 g/cm3, which is around the
same density as crystalline chitin which has a density of ≈ 1.4 g/cm3 [179, 180]. Hence,
the larger value of this elastic modulus sets the apparent divergence of the elastic modulus
of the ant aggregation. Our results thus suggest that the elasticity of the ant aggregation
can be understood as resulting from ant crowding first, followed by a jamming transition
associated with the compression of the legs of the ants.
Figure 3.19: (a) A cylinder of length, l = 3.2 mm, and width, w1 = 0.80 mm overlaid
on an ant. The cylinder sits just inside the reach of the ants legs. This corresponds to a
φeff of 1.4, the transition from linear to non-linear scaling of G′ with φeff . (b) A cylinder
of length, l = 3.2 mm, and width, w2 = 0.43 mm, overlaid on an ant. The cylinder fits
closely around the body of the ant. This corresponds to the divergence of G′ shown in (a),
φeff = φc = 4.8. Scale bars are 1 mm.
In contrast, for dead ants only the weak frequency dependence of the moduli seen at
high ρ for live ants is observed. We find that irrespective of the ant density, the elastic
modulus G′ > G′′ and that it is weakly dependent on frequency, as shown in Fig. 3.20 (a).
The exponents from the frequency sweeps also show the frequency independence as well
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as the elasticity, Fig. 3.20 (b). The elastic modulus also increases with ant density, Fig.
3.20 (a) and Fig. 3.18, though not in the same way that live ants increase.
The behavior of live ants at high φeff is then similar of that of dead ants, where the im-
portance of dissipation is expected to be lower. There are still movements at high volume
fraction even if the density prevents most of them. We do detect a measurable contribution
from G′′ in the case of dead ants. We speculate this viscous modulus arises from rear-
rangements of the ants due their mechanically unstable packing from being loaded into the
rheometer. Consistent with this physical picture, the normal force we measure along the
span of the oscillatory experiment decreases, indicating that indeed the system is evolving
to achieve a mechanically stable packing. Our results in the linear regime clearly indicate
that the mechanics of live ant aggregations are characterized much more so by their activ-
ity than by the mechanics of dead ant aggregations; this is reminiscent of what is seen for























Figure 3.20: (a) Frequency sweeps of dead ants in the linear regime for ants at φeff = 1.1
(squares), φeff = 2.2 (circles), and φeff = 3.3 (triangles). For all three densities G′ is
larger than G′′ over the entire frequency range and exhibits little frequency dependence.
This indicates the elastic nature of the dead ant aggregations. (b) n calculated from Eq. 3.9
for the frequency sweeps in (a) with corresponding shapes and colors.
3.6 Conclusions
The mechanical properties of fire ant aggregations are not constant in time but rather change
with changing levels of activity. The level of activity is related to the number of active ants
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in the aggregation and is correlated with the normal force. We model this behavior with
coupled differential equations with time dependent constants. The time dependence reflects
that as more ants become active the rate at which other ants become active increases and
vice versa for the rate of deactivation. We find that the rate of turn on and turn off are the
same. The shape of the peaks in the normal force is the same both within and between
experiments and when compared to peaks in activity measured from 2D experiments.
Aggregations are equally viscous and elastic over the frequency range probed when ac-
tive and at φeff = 1.1. They show power law behavior that is consistent with the Kramers-
Kronig relations. They are predominantly elastic when at low activity levels or dead. As
φeff is increased active aggregations become more and more elastic, both in the magni-
tude of the storage modulus and in the relative weight of G′ and G′′. We can monitor this
change from equally viscous and elastic to predominantly elastic using the power law ex-
ponents from fitting frequency sweeps directly or from calculating the exponents based on
the Kramers-Kronig relations. This means that to change the mechanical properties of the





To further inquire about the behavior of the ant aggregation, we perform creep experiments.
This type of experiment has not been done before with dense active aggregations except for
some work on cell aggregations. Cellular aggregations experiencing constant stress show
short time elastic behavior and long time flow [218, 220, 221]. In cell experiments an
applied stress of 0.1 − 5 kPa was applied over 3 hours. The shear rate increased with
applied stress until it saturated after about an hour . This highlights that aggregations of
cells are predominantly elastic and are slow to move under external stresses.
Since in ant aggregations the mechanical properties are not constant in time and are at
time “equally” viscous and elastic, we now look at how these changing material properties
affect the flow response of the aggregation. We apply a step stress σ0 at t = 0, and measure
the time evolution of the strain, γ(t). The ant aggregation is not forced to flow but rather
responds spontaneously to the applied stress.
4.1 High Stress
There is an upper limit to the stress that can be applied to an ant aggregation of about
250 Pa. At stresses above this limit the ants are ripped apart, which we saw when removing
the ants from the rheometer after an experiment. Since we are interested in the ants because
of their activity, killing them during an experiment is not useful except that it tells us the
force necessary to break off a limb. Ants can hold onto each other with a force of 2 mN
in tension through leg-leg interactions [38]. This means that the limbs are not pulled off
since the stress that an ant limb can support is larger than 250 Pa since the ants limbs have
a cross section on the order of 0.01 mm2 across. However the joints are much easier to
breach in shear than in tension and 250 Pa is enough to shear off limbs.
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For stresses near but not past this limit the aggregation flows like a simple liquid, Fig.
4.1. Here the strain increases linearly with time. The slope of the strain vs time gives the
shear rate, γ̇, which is constant. We can combine this with the applied stress to calculate



























Figure 4.1: Creep experiments of live ants at φeff = 1.1 at 200 Pa (a) and 100 Pa (b). The
strain is linear throughout both 30 min experiments, showing that there is a global shear
rate for both experiments.
4.2 Lower Stresses
For stresses below 100 Pa the aggregation no longer flows like a simple liquid. There
are periods of flow but also periods of energy storage where the applied stress does not
force the aggregation to flow. This implies that the ants are able to behave elastically
over a certain time frame, preventing flow from occurring. From the linear regions in the
strain-time curves, we can determine a shear rate and hence a viscosity. The regions where
the aggregation is able to resist the applied stress increases in duration for lower applied
stresses, Fig. 4.2. This is markedly different from cellular aggregations which do not show
intermittent behavior.
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Figure 4.2: Creep experiments of live ants at 0.34g/cm3 at 70 Pa (a), 40 Pa (b), and 5 Pa
(c). In all three there are periods of time when the ants resist the applied stress and times
when they flow with it. When the aggregation is flowing it is possible however to describe
a local shear rate, as illustrated by the solid lines.
Interestingly, this change in aggregation behavior is also noticeable in the normal force,
as shown in Fig. 4.3, which show the normal forces corresponding to the strain curves in
Fig. 4.2. We see that when the normal force is lower the aggregation is more elastic and able
to support the applied stress. In contrast, The normal force is high when the aggregation
is flowing. As the applied stress decreases, the number of resisting periods increases. This
indicates the role of activity is larger at lower applied stresses. This periodicity of the
response was seen in Chapter 3 where changes in the viscoelastic properties were correlated
with changes in the normal force, Fig. 3.8. Lower normal force corresponded to a more
elastic aggregation, consistent with what is also seen in creep experiments where periods
of flow are characterized by higher normal force and periods of resistance by low normal
force.





























Figure 4.3: (a) Normal force for the creep experiment at 70 Pa in Fig. 4.2 (a). (b) Normal
force for the creep experiment at 40 Pa in Fig. 4.2 (b). (c) Normal force for the creep
experiment at 5 Pa in Fig. 4.2 (c).
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4.2.1 Dead Ants
We attribute the sudden changes in the normal force and the corresponding changes in the
flow behavior to the ants activity. We have confirmed this by performing creep experiments
with dead ant aggregations, where there is no activity. For dead ants, the strain is a strictly
monotonic function of time, as shown in Fig. 4.4, confirming that the intermittent behavior
with plateau regions observed with live ants is indeed due to ant activity. This is also
consistent with a granular medium under constant stress which do not show plateau regions
or large changes in the normal force and instead show monotonic creep behavior [25].











Figure 4.4: Creep experiment with dead ants at φeff = 1.1 and 40 Pa. The timescale of
this test is 2 hrs, 4 times longer than the creep experiments with live ant aggregations. The
aggregation is elastic at shorter times, t < 600 s and flows at longer times, t > 600 s.
4.2.2 Alternative Creep Tests
Another way to provide a constant stress to an aggregation is to place an object on top of
the aggregation and monitor the objects progress through the aggregation. We did this by
placing a lead sphere onto an aggregation confined in a test tube with a diameter of 2.7 cm.
The lead sphere has a diameter of dsphere = 1.1 cm and a density ρsphere ≈ 11 g/cm3.
The aggregation has a density of ρ ≈ 0.3 g/cm3. The test tube is vertical so that grav-
ity pulls the sphere down with a constant fore, mg, with g the acceleration due to gravity.
This downward force by gravity is balanced by “drag” such that the sphere falls with a
constant speed through the aggregation. We measure this terminal velocity by measur-
ing the distance the sphere falls in a set time period, Fig. 4.5. The ants flow around
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the sphere allowing it to fall at a speed of v ≈ 2 × 10−3 cm/s. From these parame-
ters we can calculate a shear rate by dividing the speed by the diameter of the sphere:
(2 × 10−3 cm/s)/(1.1 cm) = 1.8 × 10−3 s−1. We then calculate the viscosity from the











Though this is technically only true for spheres far away from any walls, when including
wall proximity into the viscosity calculation, the result does not significantly change. The
Ladenburg equation gives the first order wall effect correction with the drag being larger
by a factor of 1 + 2.1044(dsphere/dcylinder) [27]. Since dsphere/dcylinder = 1.1/2.7 = 0.407,
the total correction is 1.86 which does not change the order of magnitude of our estimate.
Figure 4.5: (a-c) A lead sphere of diameter, 1.1 cm is placed on top of an ant aggrega-
tion, ρ ≈ 0.3 g/cm3, inside a test tube. The test tube is vertical so that the gravitational
acceleration on the sphere is g ≈ 103 cm/s2. The time lapse between images is 90 s.
4.3 Viscosity
As we already mentioned, we can calculate a viscosity from each creep experiment by
combining the measured shear rate and the applied stress, η = σ0/γ̇. For high stress
experiments the shear rate comes from the entire experiment but for low stress experiments
it comes from those regions where the aggregation is flowing. The shear rate versus applied
stress is shown in Fig. 4.6 (a) where we see that the shear rate is larger for larger applied
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Figure 4.6: (a) Shear rate as a function of stress and (b) viscosity versus stress. The up-
wards triangles correspond to measurements taken from creep experiments with live ants.
The open symbols are measurements above 100 Pa as seen in Fig. 4.1. The downwards
triangles correspond to viscosities taken from creep experiments with dead ants. The star
is from the falling sphere in Fig. 4.5. φeff = 1.1 in all these experiments.
We can then plot all of these points on a plot of viscosity versus shear rate to look at
the nonlinear flow properties of the aggregation. This is shown in Fig. 4.7 where the first
thing we notice is that the viscosity decreases with increasing shear rate. The next thing
to notice is that the shear rate increases and the viscosity decreases as we move from dead
ants (downward triangles) to live ants at low applied stress (closed upwards triangles) to
live ants at high applied stress (open upwards triangles). The falling sphere falls in the
middle of the live ants and in line with the other data points. We also note that the viscosity
scales as γ̇−1, represented by the solid line in Fig. 4.7. The ant aggregation shear thin. At
low shear rate the viscosity of a live aggregation is similar to smooth peanut butter! [223],
at the highest shear rate live aggregations have a viscosity just above that of honey [224].
XXX
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Figure 4.7: Viscosity, η, as a function of shear rate. The upwards triangles correspond
to viscosities taken from creep experiments with live ants. The open symbols are mea-
surements above 100 Pa as seen in Fig. 4.1. The downwards triangles correspond to
viscosities taken from creep experiments with dead ants. The star is the viscosity from the
falling sphere in Fig. 4.5. φeff = 1.1 in all these experiments.
4.4 Zero Stress
Under a high applied stress, ant aggregations flow at an approximately constant shear rate.
When lower stresses are applied, the aggregations are able to resist the applied stress for
shorts periods of the time and remain stationary, reflecting the inherent activity of the sys-
tem. These periods also increase in duration for lower applied stresses. We then decided
to monitor the aggregation’s behavior in the absence of applied stress. To measure γ(t)
in these conditions, we apply a 0 Pa stress, 0 within the limits of the rheometer. For an
inactive system, the result would be zero strain.
Remarkably, for an applied stress of 0 Pa, we observe that the aggregation still moves
and is able to produce a measurable strain, as shown in Fig. 4.8 (a). The ants spontaneously
strain the tool of the rheometer. Note that the strain we measure is cumulative and indicates
the current position relative to the position of the top plate at the start of the experiment.
Here, live ants are able to move the top tool in either direction. For instance, at 4 hrs they
cause a clockwise rotation of the upper tool, while at 5 hrs they produce a counterclockwise
rotation of the upper tool. By converting the strain into a length scale, Rφ = hγ, we find
that the maximum strain we measure is about two ant lengths. This is in stark contrast with
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the behavior of any equilibrium material, where the application of a 0 Pa stress would cause
no measurable strain.
Interestingly, we observe that the active periods correlate with the normal force, as
shown in Fig. 4.8 (c). When the aggregation is straining, the normal force measured at the
top plate is higher. When the top plate is not being strained, corresponding to the plateau
regions in Fig. 4.8 (a), we find that the measured normal force is low. This is consistent
with what we have seen in Chapter 3 and indeed the peak shape of normal force peaks is
the same whether or not oscillatory measurements are being carried out.
We can also compare this to the behavior of dead ants subject to the same test, shown in
Fig. 4.2 (b). The rearrangement due to unstable configurations of the dead ants moves the
tool an order of magnitude less distance in one hour and the tool never changes direction.
This small motion of the top tool in the dead ant case can then be attributed to the unstable
granular dead ants settling over the course of the experiment. This is supported by the
normal force falling for the entirety of the dead ant experiment, Fig. 4.8 (d).



































Figure 4.8: (a) Strain as a function of time for a creep experiment at an applied stress of
0 Pa with a live ant aggregations. (b) The same experiment as (a) but with dead ants. (c)
Normal force measurement corresponding to the creep test in (a). The normal force peaks at
times where the strain changes for live ants. (d) Normal force measurement corresponding
to the creep test in (b). The dead aggregation moves as the dead ants settle.
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4.5 Effective Volume Fraction
Figure 4.9 (a) shows the first hour of creep experiments done with an applied stress of
0 Pa with increasing densities. We see that as the effective volume fraction is increased,
the amount the top tool rotates decreases significantly. At φeff = 3.3, the ants move the
top tool a similar amount to what was observed with dead ant experiments at φeff = 1.1
indicating that the activity is being suppressed by the increase in density. This is consistent
with what we saw in oscillatory measurements where for large φeff the behavior of live
ants was similar to that of dead ants, Fig. 3.17.
The normal force increases with increasing φeff as is expected as the system is denser
and more elastic. At φeff = 3.3 both the strain and the normal force versus time resemble
that of the dead ants in Fig. 4.8 (b,d). This again indicates that the importance of the
activity decreases with increasing φeff .





















Figure 4.9: (a) Strain vs time for different volume fractions: 1.1 (black), 2.2 (red), and 3.3
(green). The maximum strain reached after 1 hr decreases with increasing effective volume
fraction. (b) Normal force vs time for the creep experiments in (a). The highest density is
on a different axis so that all three are visible.
4.6 Conclusions
At high stresses, ant aggregations flow like simple liquids. At low stresses, they are able to
resist the applied stress for periods of time. As such, there are periods where the ants flow
and periods where they store energy. This behavior is correlated with the behavior of the
normal force. When the aggregation is storing energy, the normal force is low and when
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they flow the normal force is high. In contrast dead ants behave as granular matter. The
intermittent behavior observed with live ants has not been seen in previous studies of active
matter under constant stress.
With an applied stress of 0 Pa, within the limits of the rheometer, the activity of the ant
aggregations cause the straining of the rheometer tool. We have seen them rotate the edge
of the top tool a distance of 2 ant lengths and they can move the tool in either direction.
The self straining behavior is again correlated with the normal force: when the aggregation
is moving the top plate, the normal force is high, when they are static, the normal force is
low. The peak shape is similar to what was seen and modeled in Chapter 3. Also like in




In this chapter we will discuss controlled shear rate experiments, where we apply a shear
rate and measure the stress that is required to maintain the imposed flow. This is done
to measure the nonlinear flow properties of the aggregation. When trying to measure the
viscosity of a material controlled shear rate experiments are complementary to creep exper-
iments which were discussed in the previous chapter. There we applied a constant stress,
and measured the strain as a function of time to find the shear rate where possible and cal-
culate the viscosity. We found that there were also times where the aggregation resisted
the applied stress and we could not, as a result, determine a shear rate. Since we are now
fixing the shear rate, the aggregation is forced to flow, bringing the aggregation well into
the nonlinear regime. This allows us to measure the viscosity over a wide range of imposed
shear rates.
Experiments are done for shear rates ranging from 10−4 to 102 either starting at the
lowest shear rate and getting progressively higher or starting at the higher shear rate and
working downwards. All of the experiments presented in this chapter are done at a volume
fraction of: φeff = 1.1. We have used two different gap heights: (2.00 ± 0.05) grams of
ants, ≈ 2800 ants at hV elcro = 3 mm and (3.00 ± 0.05) grams of ants, ≈ 4200 ants, at
hV elcro = 4.5 mm. We find that the mechanical response is not significantly affected by
the different gap height.
The viscosity of suspensions of cells has been measured experimentally in both conven-
tional rheometers and microfluidic devices [131, 132, 225]. They find either a reduction or
an increase in the viscosity depending on type of bacteria in the suspension. The lowering
of the viscosity is only seen for pusher type cells and is caused by the hydrodynamic in-
teractions of the active cells, typically E. Coli is used as a model pusher [132, 225]. This
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effect has only been tested up to φ = 0.01. Pullers increase the viscosity of the solution up
at all measured volume fraction, φ = [0, 0.2]. All of these studies have been at low volume
fraction, φ < 0.2 where the suspending fluids viscosity still plays an important role. In ant
aggregations there is no suspending fluid and so any viscous effect must solely be based on
the dissipation in the aggregation.
5.1 Stress, Viscosity, and Normal Force
Starting from high shear rate, we find that as the shear rate, γ̇, is decreased, the stress, σ,
also decreases, Fig. 5.1 (a). However, within a relatively large range of γ̇, from 101 s−1 to
10−3 s−1, the stress remains approximately constant and is always less than 100 Pa. As a
result, the sample viscosity, η = σ/γ̇, dramatically decreases with increasing γ̇ as γ̇−1, Fig.
5.1 (b). Hence, the ant aggregation dramatically shear thins. Most suspensions that shear
thin do so at γ̇−α, α < 1, with α = [0.3− 0.7] being common [184, 194]. We then find that
η = σcγ
−1 with σc = 100 Pa over an extended range of γ̇. The main deviation from this
trend is at high and low shear rate where the stress goes above and below 100 Pa. In the
high shear rate region the normal force is also elevated, Fig. 5.1 (c).
The value of σc is the same as the cuttoff stress in Chapter 4 where creep experiments
change from having intermittent flow to constant flow over the entire experiment. It is the
lowest stress that has constant flow. From this we infer that when the aggregation is forced
to flow, 100 Pa seems to be the preferred stress.
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Figure 5.1: Shear stress (a), viscosity (b), and normal force (c) versus shear rate for con-
trolled shear rate experiments with live ants. Each experiment begins at γ̇ = 102 and
decreases until γ̇ = 10−4. In (b), the line is η = σcγ̇−1. The closed symbols are for exper-
iments with (2.00 ± 0.05) grams of ants and the open symbols are for experiments with
(3.00± 0.05) grams of ants.
Similar results are obtained when the experiment is performed starting at the lowest
shear rate. There is an additional range of increased stress around γ̇ = 10−2 in addition to
the an increase in the stress at high shear rate, Fig. 5.2 (a). This difference probably comes
from the ants being more active and therefore more able to resist the applied flow since the
shear rate is small at the beginning of the experiment. In the previous experiment by the
time the ants were subjected to the lower shear rates their activity level was already lowered
and as such they were unresisting to the applied flow. The increased stress at lower shear
rate corresponds to an approximately constant viscosity at lower shear rate, as seen at low
γ̇ in Fig. 5.2 (b). That the stress goes to zero with decreasing shear rate implies that the
aggregation does not have a yield stress which is consistent with the viscoelastic behavior
seen in Chapter 3.
For higher shear rates the viscosity follows a similar form to the previous experiment,
Fig. 5.2 (b) and the stress also again stays predominantly under 100 Pa. The normal
force is high for large shear rate and decreases with decreasing shear rate except for around
γ̇ = 10−2 where there is a peak in the normal force similar to the peak in the stress.
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Figure 5.2: Shear stress (a), viscosity (b), and normal force (c) versus shear rate for con-
trolled shear rate experiments with live ants. Each experiment begins at γ̇ = 10−4 and
increases till γ̇ = 102. In (b), the line is η = σcγ̇−1. The closed symbols are for exper-
iments with (2.00 ± 0.05) grams of ants and the open symbols are for experiments with
(3.00± 0.05) grams of ants.
We repeat this experiment with dead ants to tease apart the effect of activity from pas-
sive dissipative interactions (e.g. friction). For experiments that start at high shear rate the
results are very similar for live and dead ants. The stress starts high and lowers continuously
over the course of the experiment as shown in Fig. 5.3 (a) for all curves except for the red
circles where the experiment was started at the lowest shear rate. For experiments starting
at low γ̇, the stress increases at low shear rate but eventually reaches a similar maximum
to the experiments that start at high γ̇. Both experiment types have peak stresses around
100 Pa. From the applied shear rate and the measured stress we calculate the viscosity,
Fig. 5.3 (b). Dead ants shear thin, consistent with the stress only going up an order of mag-
nitude over six orders of magnitude in shear rate. The viscosity again scales as η = σcγ̇
with σc = 100 Pa, the same as live ants. The normal force is high for large shear rate and
decreases with decreasing shear rate, Fig. 5.3 (c).
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Figure 5.3: Shear stress (a), viscosity (b), and normal force (c) versus shear rate for con-
trolled shear rate experiments with dead ants. The red circle experiment begins at γ̇ = 10−4
and increases till γ̇ = 102, The rest begin at γ̇ = 102 and decreases till γ̇ = 10−4. In (b),
the line is η = 100γ̇−1. The closed symbols are for experiments with (2.00± 0.05) grams
of ants and the open symbols are for experiments with (3.00± 0.05) grams of ants.
We can further check for the effects of activity by performing an experiment starting
at high γ̇ with live ants, removing them from the rheometer and killing them by freezing,
and then repeating the experiment. In this way we remove all of the variables except for
activity, since we are using the exact same ants for both experiments. Its the same number
of ants with the same size distribution and subject to the same test.
The stress for both aggregations is within error when compared to Figs. 5.1, and 5.3
and the trend is the same, Fig. 5.4 (a). The viscosity is also comparable and the trend is the
same, Fig. 5.4 (b). One difference is that at the highest strain the live ants have a region
where the viscosity is mostly flat that is not present for dead ants. The normal force is
higher for live ants than for dead but the trend of decreasing normal force with decreasing
shear rate is the same. Again this lack of a significant difference highlights the fact that the
behavior of the aggregation in controlled shear rate experiments is not based on the activity
of the aggregation.
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Figure 5.4: Shear stress (a), viscosity (b), and normal force (c) versus shear rate for con-
trolled shear rate experiments with live and dead ants where the same colony was used
for the live and dead experiments. The closed symbols are for a set of experiments with
(2.00± 0.05) grams of ants and the open symbols are for a set with (3.00± 0.05) grams
of ant. Both begin at γ̇ = 102 and decreases till γ̇ = 10−4. The black symbols are for live
ants and the red symbols are for dead ants.
Since the response to the applied shear rate is mostly the same for live and dead ants
we can conclude that activity is not playing a major role in the behavior of the aggrega-
tion when forced to flow. Only at the highest γ̇, for experiments where we decrease γ̇,
and the lowest γ̇, for experiments where we increase γ̇, do we observe small differences
between the two situations. In these cases, η does not decrease with γ̇, but rather remains
approximately constant.
For both dead and live experiments the stress seems to be proportional to the normal
force as both experimental curves have similar shapes; see for example, Fig. 5.1 (a) and
(c). The shape of the stress versus shear rate is similar to the normal force versus shear
rate for both increasing and decreasing experiments. We can compare these two quantities
more directly by converting the normal force into a normal stress by dividing by the area
of the top plate: σN = FN/(πR2). We then divide the shear stress by the normal stress
and find that the ratio is close to one, indicating the quantities are comparable, as shown in
Fig. 5.5. Note however that for live ants the spread of possible values around 1 is larger
than for dead ants, particularly at lower shear rates. This can be understood in terms of the
relation between activity and FN . The faster the aggregation is forced to flow, the more
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homogeneous it becomes and the larger the outward normal force. In this case the imposed
flow plays the role of the intrinsic aggregation activity. In granular systems increasing the
applied shear stress decreases the volume fraction or if done at fixed volume, increases the
normal force similar to what we see with the ant aggregation [25, 226].































Figure 5.5: Shear stress divided by the normal stress for live ants with increasing shear rate
(a), live ants with decreasing shear rate (b), and dead ants (c). The closed symbols are for
experiments with (2.00 ± 0.05) grams of ants and the open symbols are for experiments
with (3.00± 0.05) grams of ants.
5.2 Creep Comparisons
We can compare the values of viscosity that we get from controlled shear rate experiments
to those found from individual creep experiments. We see good agreement between these
two, with both following the trend line of η = σcγ̇−1 with σc = 100 Pa, Fig. 5.6. Note
that the viscosity obtained from the falling sphere experiment, shown in Fig. 5.6 with a
star, also agrees with the viscosity obtained in the controlled shear rate experiments and
from the creep experiments. This reflects that the viscosity of the ant aggregation changes
to maintain a constant stress value that is close to the stress below which the aggregation is
able to resist.
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Figure 5.6: Viscosity from creep experiments and controlled shear rate experiments for
both live (black squares) and dead (red circles) aggregations. These viscosities from creep
experiments were measured from linear regions of the strain. The cyan downward triangles
are from dead ant experiments, the green upward triangles are for creep experiment below
100 Pa of stress, and the open blue triangles are from experiments above 100 Pa of applied
stress. The blue star is the viscosity measured from the ball falling through the tube of ants.
The comparison line is η = 100γ̇−1.
5.3 Comparison to Individual Ant Behavior
To investigate what is happening at the individual ant level, we consider the energy dissi-
pation rate per unit volume, Φ = σγ̇ [184]. Since σ = ηγ̇ for viscous stresses, Φ = ηγ̇2.
We substitute the relation that we found for the viscosity, η = σcγ̇−1, resulting in Φ ≈ σcγ̇,
where from experiment, σc = 100 Pa. Note that σc is thus an energy loss per unit volume.
In addition, results with dead and live ants are similar, indicating that the main contribution
to the viscosity is not from the activity of the aggregation. When forced to flow, live ants
seem to “play dead”, ceasing all active motion.
One possible source for the energy loss common to live and dead aggregations is the
friction in the leg joints of the ants; this friction must be overcome for an ant leg to give
way and allow strain-rate-induced rearrangements within the aggregation. Indeed, highly
frictional joints is a hallmark of insects such as stick insects [227] and is the reason that ants
do not expend more energy walking uphill vs downhill [228]. Since most of their energy is
put into overcoming the friction in their own joints and they have sticky pads giving them
good attachment to the surface they are walking on, ants motion is not affected by walking
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up or down inclines. To measure the dissipation in a limb, we take a dead ant and remove
all but one of its legs. We then bring the ant with its leg oriented perpendicularly to the plate
of an analytical balance and measure the force required for the leg to be displaced vertically
a distance L ≈ 1 mm, which corresponds to the full range of motion of the leg, Fig. 5.7
(a). We video record the process to watch both the leg move and the reading on the balance,
Fig. 5.7 (b). We average N = 6 measurements and obtain a force F = (2 ± 1)10−5 N ,
which is approximately 2 ant body weights.
We can estimate the work done over the course of the motion as FL. Considering that
an ant has six legs, the energy loss at the joints per unit volume due to joint movement is
E = 6FL/l3 ≈ 30 ± 15 Pa. This measurement of the energy loss per unit volume is
close to the value σc found in our rheological tests indicating that the value of σc could be
associated with the energy required to overcome the friction in the leg joints of the ants.
This picture is consistent with a single value of σc corresponding to both live and dead
ants and suggests that live ants, when forced to flow, indeed “play dead” by allowing their
limbs to deform as they would if the ants were dead and lacked inherent activity. The linear
dependence of the energy dissipation per unit volume per unit time with γ̇ then reflects
that the number of joints that deform per unit time also increases linearly with γ̇ since σc
reflects the number of limbs deformed per volume and Φ ≈ σcγ̇.
(a) (b)
LF
Figure 5.7: (a) Schematic of the work measurement to move one limb of an ant a distance
L = 1mm. (b) Images of an ant limb before being moved and after being moved a distance
L. Force was measured by analytical balance.
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5.4 SAOS Comparisons
Theoretical work has been done to model the behavior of an ant aggregation by using an
active rearrangeable network as the model [229]. The model treats the ants as a disor-
dered network with dynamic bonds that attach actively and detach after a force dependent
time [230]. They are able to capture the scaling of the viscosity with shear rate in terms of
these active attachment/detachments. However, the scaling of the viscosity with shear rate
is the same for live and dead ants and so not dependent on activity.
We can further show that this scaling is not dependent on activity by using frequency
sweeps from Chapter 3 to calculate a viscosity for an active system. The Cox-Merz rule,
originally written down to describe polymer rheology, which gives an empirical connection
between the magnitude of the complex viscosity found from oscillatory experiments and
the viscosity as a function of shear rate, η(γ̇) = |η∗(ω)| [184, 194, 231, 232]. The complex
viscosity is found from, |η∗| = |G∗|/ω [184].
In Chapter 3 we found that the aggregation follows the Kramers-Kronig relation [194,
203] and that when active G′ = G′′ ∼ ω1/2 and when inactive G′ > G′′ with essentially no
frequency dependence. We then find that |η∗(ω)| ∼ ω−1/2 and |η∗(ω)| ∼ ω−1, for active
and inactive aggregations, respectively. We can then use the Cox-Merz rule to compare
a controlled shear rate test, and the magnitude of the complex viscosity calculated from
oscillatory measurements for dead, live but inactive, and live and active aggregations. Since
we are mainly concerned with the scaling we have normalized each data set so that σc/100
is 1, Fig. 5.8. We see that the results from the controlled shear rate test agree between the
dead, and the live but inactive aggregations and the expected scaling of ˙γ−1. In the live and
active aggregation the scaling is closer to γ̇−1/2. This suggests that the controlled shear rate
experiments are not affected by activity since live, active ants measured in oscillation shear















Figure 5.8: η and |η∗| normalized to the value at 100 s−1. The black squares are a controlled
shear rate experiment starting at high γ̇. The rest are viscosities calculated from oscilla-
tory experiments using the Cox-Merz rule. The red circles are from an experiment with
dead ants and the green up triangles are from an inactive live aggregation. The blue down
triangles are for an active live aggregation. The range of γ̇ was chosen from oscillatory
experiments with active live aggregation. All experiment were done at φeff = 1.1.
5.5 Conclusions
Under a constant applied shear rate, ant aggregations shear thin. In particular the viscosity
goes as η(γ̇) = σcγ̇−1 with σc = 100 Pa. This behavior is not dependent on activity. From
creep experiments in Chapter 4 we saw that 100 Pa was the lowest applied stress for which
aggregations flowed like a simple liquid, and that below that value the aggregations are able
to resist the applied stress intermittently. This transition stress is the same as σc when the
ants are forced to flow. The viscosities found from creep experiments where a strain rate
can be defined follow the same scaling as those from controlled shear rate experiments. We
attribute the viscous behavior largely to the friction in the ants limbs themselves, which are
required to give way for the aggregation to shear thin. We also compared viscosities found
from oscillatory rheology and found that while inactive and dead aggregations share the
γ̇−1 scaling, active aggregations do not, confirming that activity is not important .
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CHAPTER 6
LARGE AMPLITUDE OSCILLATORY SHEAR
In this chapter we will examine the nonlinear behavior of ant aggregations subjected to
oscillatory shear strains. We do this experimentally by performing the same experiment as
was discussed in Chapter 3 but increasing the strain amplitude beyond the linear regime.
This type of experiment was shown in Fig. 3.2, and was used as a way of finding the linear
regime. A similar experiment is shown here in Fig. 6.1 (a), along with strain amplitude
sweeps for dead ants, Fig. 6.1 (c), and for live aggregations at high effective volume frac-
tion, Fig. 6.1 (d). What we see from all of them is intercycle shear thinning and strain soft-
ening, as both the storage and loss modulus go down with increasing strain amplitude. The
noisy region at the smallest strain amplitudes at φeff = 1.1 is mainly due to the changing
activity of the ants which is clearly detected in the normal force, Fig. 6.1 (b). The torque
is just above the limit of what we can measure, 30 µNm at the lowest strain amplitude.
The other thing to note is that all of the live aggregations exhibit separation of the moduli
with increasing strain amplitude. G′′ > G′ at the largest strain amplitudes. This separation
moves to higher strain amplitudes with increasing effective volume fraction indicating that
larger motions are needed to fluidize the aggregation at higher densities.
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Figure 6.1: (a) Strain sweep with increasing strain amplitude of live ants at an effective
volume fraction of 1.1. (b) Normal force data from the strain sweep in (a). (c) Strain
sweep with increasing strain amplitude of dead ants at an effective volume fraction of
1.1. (d) Strain sweeps with increasing strain amplitude of live ants at effective volume
fractions of φeff = 1.1 (black squares), 2.2 (red circles) and 3.3 (blue triangles). Closed
symbols represent G′, open symbols represent G′′. All strain sweeps were performed at
ω = 1 rad/s.
The storage and loss modulus have physical meaning the linear regime as both the
applied strain and the resultant stress are single sinusoids albeit out of phase. Beyond the
linear regime these moduli are no longer as meaningful as they obscure some of the nuance
of the nonlinear regime sinceG′ andG′′ are found from fitting to a single sinusoid. For large
strain amplitudes the applied strain is by construction a single sinusoidal but the resultant
stress is not, see Fig. 2.9 (a) for an example. To understand the behavior outside the linear
regime we need to go beyond G′ and G′′. We will use the framework laid out by Ewoldt
et al.[189] (see Chapter 2.2.5). This framework draws a distinction between intercycle
and intracycle behavior. Intercycle behavior compare the moduli at different applied strain
amplitudes whereas intracycle behavior gives information about the response within one
oscillation.
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6.1 Preliminary: Nonlinear Rheology of Emulsions
Consider an emulsion of oil and water stabilized with an amphiphilic block copolymer,
poly(ethylene oxide)-block-poly(ε-caprolactone) (PEO-b-PCL) and lecithin [233]. This
system is of interest in the food and drug industries since it is stable and biocompatible.
With this emulsion we can make both an attractive and a repulsive emulsion by changing
the surfactant (e.g. adding lecithin) in the system or changing the volume fraction such
that short range interactions become relevant[234–237]. The storage and loss modulus are
shown for an attractive and a repulsive emulsion in Fig. 6.2 (a) and (d), respectively. At-
tractive emulsions form a colloidal gel of drops whereas repulsive emulsions are a colloidal
fluid up to random close pack. We can see that the attractive emulsion has a crossover from
being mostly solid like at lower stains to being predominantly viscous at high strain ampli-
tudes. The repulsive emulsion is predominantly viscous through the entire range of strain
amplitude. Both intercycle strain soften and shear thin as the moduli all decrease with
increasing strain amplitude.
To investigate the nonlinear behavior more correctly we now use a sum of sines or a sum
of Chebyshev functions, Eq. 2.14, instead of describing the stress with a single sinusoid.
Fitting to a sum of sines is done on the waveforms and fitting to Chebyshev functions is
done of the in-phase or out-of-phase component of the stress, Eq. 2.14 and the two sets of
coefficients are inter related by Eq. 2.16. In practice this is done by taking a Fast Fourier
Transform (FFT) of the stress waveform which gives the weights of the sine fit and from
there calculating the Fourier or Chebyshev coefficients. Fast Fourier Transforms are a class
of algorithms that compute the Fourier transform of a discrete set of points in O(n log n),
whereas computing the Fourier transform directly takes a prohibitively long amount of time
as it is O(n2), where n is the number of points. The rheometer records 257 points for each
waveform, with the last point overlapping the first. This means that there are 256 points
in a full cycle, with each time step being taking the same amount of time. The number of
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points is also a power of 2 which is convenient but not required for the FFT algorithm. It
also sets the maximum number of modes that we can use as 128 via the Nyquist frequency,
ωNyquist ∼ N/2 [189], though in practice we will never need this many. Firstly, because
we only care about odd modes because the stress is assumed to be odd [189, 194] and
secondly the first few modes contribute the most to the shape; the majority of experiments
are captured using the first two odd modes only. We use the first 11 odd modes out of
a possible 64 modes to determine the nonlinear moduli and to calculate the Chebyshev
coefficients.
We can then use the ratio of the third mode coefficient to the first mode coefficient as a
measure of the level of nonlinearity at a particular strain amplitude. This is shown for the
emulsions in Fig. 6.2 (b,e). For the attractive emulsions, the level of elastic nonlinearity,
e3/e1, drops below zero indicating intracycle strain softening just beyond the linear regime
where γ0 = 0.01, Fig. 6.2 (b). At γ0 = 0.1, e3/e1 again crosses zero and the system begins
to intracycle strain stiffen. The level of viscous nonlinearity does the opposite, starting
out shear thickening and then transitioning to shear thinning. In contrast, the repulsive
emulsion never has a crossover, the elastic nonlinearity intracycle strain stiffens and the
viscous nonlinearity shear thins, Fig. 6.2 (e).
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Figure 6.2: (a-c) Nonlinear oscillatory measurements of an attractive emulsion. (a) G′
(closed symbols) and G′′ (open symbols) as a function of strain amplitude. (b) The level
of nonlinearity, e3/e1 (closed symbols) and v3/v1 (open symbols), as a function of strain
amplitude. (c) Nonlinear moduli: η′L (closed red circles), η
′
M (open red circles), G
′
L (solid
black squares), and G′M (open black squares are positive and open black triangles are nega-
tive), plotted versus strain amplitude. (d-f) Nonlinear oscillatory measurements of a repul-
sive emulsion. (d) Storage and loss moduli as a function of strain amplitude. (e) The level
of nonlinearity, e3/e1 and v3/v1 as a function of strain amplitude. (f) Nonlinear moduli: η′L
(closed red circles), η′M (open red circles), G
′
L (solid black squares), and G
′
M (open black
squares are positive and open black triangles are negative), plotted versus strain amplitude.
Beyond the level of nonlinearity we can also look at the nonlinear moduli: the large
strain elastic modulus, G′L; the minimum strain elastic modulus, G
′
M ; the large strain rate
viscous modulus, η′L; and the minimum strain rate viscous modulus, η
′
M ; which we can
calculate from the fitting using Eqs. 2.17, 2.19, and 2.20. The minimum strain elastic
modulus gives information about the situation at small strain, while the large strain elastic
modulus gives information about the situation at large strain. The viscous moduli give
the same information but for small and large shear rates. For the attractive emulsion, just
outside of the linear regime there is a region where G′M > G
′
L indicating that the greatest
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stress increase happens at small strains, Fig. 6.2 (c). As the strain amplitude is increased
the contribution to the stress at large strains become more important, G′M < G
′
L. This
distinction is lost when looking only at G′ since it is always between G′L and G
′
M .
Another interesting feature of the nonlinear moduli is the moduli are not required to be
positive. If this happens it is more likely to be in the minimum strain moduli, G′M , since
G′M ∼ e1−3e3 whereasG′L ∼ e1+e3. The same is true for the minimum shear rate moduli,
η′M , and for a corresponding reason. This means that the slope of the in-phase stress can be
zero or negative around γ = 0. This also appears as a self intersection in the out-of-phase
Lissajous curve. A negative modulus indicates that the material is removing stress faster
than it is accumulating it. This is a steady state effect and would not appear on the first
oscillation. Negative moduli happen in both the attractive and repulsive emulsion at higher
strain amplitudes, represented by the open black triangles in Fig. 6.2 (c,f). We have taken
the absolute value of the moduli so that they are visible in a log scale plot. A representative
point, γ0 = 0.133 with a negative modulus is shown in Fig. 6.3. The slight negative slope
can be seen in the elastic Lissajous curve around γ = 0 and the self intersection can be seen
at the lowest shear rate, Fig. 6.3 (a,b). The mode weights are shown in Fig. 6.3 (c) where









































Figure 6.3: Oscillatory measurement of a repulsive emulsion at γ0 = 0.133. (a) Stress
vs strain Lissajous curve illustrating a negative G′M . (b) Stress vs shear rate for the same
cycle. The direction of oscillation is indicated with arrows. The inset is close up of the
loop in the bottom left of the Lissajous plot. (c) The magnitude of the Chebyshev modes
normalized to the first mode. Closed symbols are positive and open symbols are negative.
6.2 Ant Lissajous Reconstructions
We now perform the same analysis for an ant aggregation at φeff = 1.6 for two represen-
tative strains: γ0 = 0.01 and γ0 = 1. Their waveforms and reconstructions are shown in
Fig. 6.4 (a,b,d,e). The absolute value of the relative contributions of each mode number
for the stress waveforms are shown in Fig. 6.4 (c,f). The relative weight is found by nor-
malizing with respect to the first mode and the absolute value is used, as the contributions
can be negative. This is plotted on a semi-log scale to further emphasize the importance of
only the first few modes. From the coefficients we can then calculate the nonlinear moduli
as well as the in-phase and out-of-phase stress components, σ′ and σ′′. The moduli and
the stress components are shown in Fig. 6.5, overlaid over the Lissajous curves, for the
example waveforms in Fig. 6.4 (a,b,d,e).
We see good agreement between the strain and stress and reconstructions using only
the first mode in the linear regime, Fig. 6.4 (a,b), 6.5 (a,b). However, only using a single
mode certainly does not fit the stress response outside of the linear regime, Fig. 6.4 (e).
Considering the first 11 modes gives a good fit of the stress. There is a slight deviation in the
strain at high strain amplitude directly after the system has reached the largest strain, Fig.
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6.4 (d). This does not affect the elastic nonlinear moduli, however, since the reconstruction
is good at the minimum strain and the maximum strain, Fig. 6.5 (c). It does however affect
the viscous nonlinear moduli by overestimating η′L and underestimating η
′
M , Fig. 6.5 (d).
This means that at the highest strain amplitudes the value of v3/v1 or T is in reality smaller
in magnitude than what we find from our fits. The placement of the deviation means that
the deviations in strain rate are at the minimum and maximum values while the deviations
in strain are between the minimum and maximum, thereby causing a larger effect in T than
in S.
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Figure 6.4: (a-c) Oscillatory measurement in the linear regime for a live aggregation at
φeff = 1.6, ω = 10 rad/s, and γ0 = 0.01. (a) Normalized strain vs phase angle. The line
is a fit γ = γ0sin(ωt). (b) Normalized stress vs phase angle for the same measurement. The
lines are reconstructions from the first and first 11 Fourier coefficients. (c) The magnitude
of the Chebyshev coefficients normalized to the first mode. The black squares are the closed
elastic coefficients, en/e1, and the open red circles are the viscous coefficients, vn/v1. (d-f)
Oscillatory measurement outside the linear regime for a live aggregation at φeff = 1.6, ω =
10 rad/s, and γ0 = 1. (d) Normalized strain vs phase angle. The line is a fit γ = γ0sin(ωt).
The deviation at high strain does not affect the calculation of nonlinear moduli since only
the magnitude of γ0 is used but it does affect how the viscous Lissajous curve looks. (e)
Normalized stress vs phase angle for the same measurement. The line is reconstruction
from the first (blue) and first 11 (green) Fourier coefficients. (f) The magnitude of the
Chebyshev coefficients normalized to the first mode. The black squares are the closed
elastic coefficients, en/e1, and the open red circles are the viscous coefficients, vn/v1.
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Figure 6.5: (a-b) Lissajous curves for an oscillatory measurement in the linear regime for
a live aggregation at φeff = 1.6, ω = 10 rad/s, and γ0 = 0.01. The waveforms are
shown in Fig. 6.4 (a,b). (a) Elastic Lissajous curve (black squares) and reconstruction (red
line). σ′, G′L, and G
′
M are overlapping lines. (b) Viscous Lissajous curve (black squares)
and reconstruction from the first 11 modes (red line) and 1 mode (green line). σ′′, η′L, and
η′M are overlapping lines. (c-d) Lissajous curves for an oscillatory measurement outside
the linear regime for a live aggregation at φeff = 1.6, ω = 10 rad/s, and γ0 = 1. The
waveforms are shown in Fig. 6.4 (d,e). (c) Elastic Lissajous curve (black squares) and
reconstruction (red line). σ′ is the green line, G′L the cyan, and G
′
M is the blue line. (d)
Viscous Lissajous curve (black squares) and reconstruction (red line). σ′′ is the green line,
η′L is the cyan line, and η
′
M is the blue line. The deviations in the strain seen in Fig. 6.4 (d)
show up in the elastic Lissajous curve and are pronounced in the viscous Lissajous curve.
6.3 Pipkin Diagram
We can look for the onset of nonlinearity in both strain and frequency by constructing a
Pipkin diagram. This type of diagram plots either the level of nonlinearity or the Lissajous-
Bowditch plots as a function of both strain amplitude and frequency. The raw data from one
set of strain amplitude sweeps at five different frequencies can be seen in Fig. 6.6 (a). Each
point has been scaled by its maximum stress and strain. Since the applied strain amplitude
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changes by two orders of magnitude from the top of the plot to the bottom this scaling is
necessary in order to look at differences in the shape of the Lissajous curves. This data
has been reconstructed in Fig. 6.6 (b) using only the first 4 odd modes of the Chebyshev
coefficients found from fitting the waveforms. This was done to eliminate the higher order
noise that we see at high ω. The noise at the lowest strain at the lowest frequencies comes
from being near the torque limit of what we can measure with our modified rheometer
setup.
In the reconstructed data it is easier to see the onset of nonlinearity. In the top right of
the plot we can see the intracycle strain stiffening, evidenced by the increase of the stress
at high strain. We cannot tell anything about the intercycle behavior since each Lissajous-














Figure 6.6: (a) Raw Lissajous curves for strain amplitudes from 10−2 to 100 and frequencies
from 100 to 102. The noise at low strain and frequencies is because of the torque limit of
the rheometer. The higher order noise at high frequency is from limitations of the feedback
loop in the rheometer. (b) Reconstruction of the raw data in (a) using 4 many modes. The
three curves in red are the three points we will focus on in Section. 6.4.
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Looking at the Lissajous curves both in the linear and nonlinear regimes gives us sev-
eral criterion for determining if a point is reasonable and removing the bad ones from the
dataset. This allows us to use points that are really close to or at the torque limit of the
rheometer and to throw out points that are below the torque limit automatically. From the
shape we can determine that the moduli cannot be negative for ant aggregations. This is not
to say that it is impossible to have negative nonlinear moduli, a material unloading stress
faster than it is accumulating it around γ = 0 will have a negative G′M , but in the case of
ant aggregations, this is not seen and therefor we can remove any point that has any nega-
tive moduli. The most likely to be negative moduli are the minimum strain and strain rate
moduli [189].
We also remove points where the level of nonlinearity differs by a large amount de-
pending on how it is calculated. If |(S/4− e3/e1)| > 1 or |(T/4− v3/v1)| > 1 we remove
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This inequality then says that we will remove the point if e3/e1 and v3/v1 lie outside of
±(1 +
√
5)/2, about ±1.6. This is a reasonable range since at the highest strain amplitude
we have explored, γ0 = 1, e3/e1 ≈ 0.2 and v3/v1 ≈ −0.25. For example the point in Fig.
6.5 (c,d), which is at γ0 = 1, e3/e1 = 0.22 and v3/v1 ≈ −0.15.
6.3.1 Effects of Activity
We also want to be able to look at the effect the level of activity has of the level of nonlinear-
ity and the nonlinear moduli. We saw in Chapters 3 and 4 that activity affects the mechanics
of ant aggregations. there we saw that we could determine the level of activity by looking
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at the normal force that the aggregation exerts on the top tool. This was clearly seen in
0 Pa creep experiments and linear oscillatory rheology, both of which showed cyclic peaks
in the normal force. An example of such a timesweep is shown in Fig. 6.7. Overlaid on
the peaks in the normal force are the cuttoffs used to classify each measurement as either:
inactive, active, or transitional points. Active points have high normal force and capture
the peaks of activity. Inactive points have low normal force and capture the instance of an
aggregation when it is predominantly static and inactive. The middle, transitional, section
has intermediate normal force and displays properties between what we have called active
and inactive. We will be comparing the active to the inactive case and using the transitional
measurements as a buffer to separate the two. The number of points measured at each of
the three strains is shown in Table 6.1.









Figure 6.7: Normal force as a function of time illustrating the cyclic changes of the level of
activity. The lower blue line is the upper limit of what we are classifying as inactive. The
upper red line is the lower limit of what we are classifying as active.
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Table 6.1: Number of colonies used, number of experiments run, and the number of active
and inactive points obtained at each effective volume fraction.
γ = 0.01 γ = 0.1 γ = 1
φeff = 1.1
Colonies 5 2 5
Days 8 3 8
Active 620 308 2490
Inactive 703 366 800
φeff = 1.6
Colonies 2 3 3
Days measured 2 3 3
Active 997 1368 756
Inactive 663 1083 341
6.4 Three Points in the Pipkin Diagram
We are going to focus on three representative points on the Pipkin diagram in order to more
closely investigate the nonlinearities and to account for the effects of activity. We pick
a frequency of 10 rad/s because there is enough torque to have the full strain amplitude
range measurable and strain amplitudes of 0.01, 0.1, and 1 to fully cover the range. Since
different days and different colonies yield different moduli, we need to take timesweeps of
multiple colonies over multiple days in order to have statistically meaningful results. The
number of colonies and days measured for each strain is shown in Table 6.1.
6.4.1 Small Strain Amplitude, γ0 = 0.01
At γ0 = 0.01 and ω = 10 rad/s the aggregation is within the linear regime explored in
Chapter 3. In Fig. 6.8 (a) (solid lines) we show the distribution of elastic nonlinearities
obtained from active and inactive aggregations, black and red respectively. The level of
elastic nonlinearity does not change with activity since both are in the linear regime and as
such the level is around zero. The elastic moduli also do not change with activity as seen
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in the distributions of G′L and G
′
M in, Fig. 6.8 (b-c). This is not surprising since the elastic
moduli did not change significantly at ω = 10 rad/s in frequency sweeps done for active
and inactive aggregations, Fig. 3.8 (c,d).
The level of viscous nonlinearity again does not change with activity since both are in
the linear regime, Fig. 6.8 (d). However, the viscous nonlinear moduli do change with
activity; they both increase with activity consistent with frequency sweeps of active and
inactive ants in Fig. 3.8 (c,d). Both moduli increase by the same amount,, Fig. 6.8 (e-f),
keeping their ratio and hence the level of nonlinearity the same, v3/v1 ∼ (η′L − η′M)/η′L.
The viscous moduli are an order of magnitude lower than the elastic moduli since the elastic
nonlinear moduli are equal to G′ in the linear regime whereas the viscous nonlinear moduli
are equal to G′′/ω [189]; ω = 10 rad/s in the case considered.
Increasing the effective volume fraction to φeff = 1.6 does not change the level of
nonlinearity, either elastic or viscous, significantly, since this strain amplitude is in the
linear regime, Fig. 6.8 (a,d) (dashed lines). The distributions are narrower which is seen
from a decrease in the standard deviation of the peaks but they are otherwise very similar,
Tab. 6.3. The elastic moduli increase with increased φeff as we would expect from what
we saw in Chapter 3, Fig. 3.18, since we are within the density region where the moduli
are linear with φeff . The viscous moduli also increase when increasing φeff . However the
ratio between the active and inactive moduli is smaller, Fig. 6.8 (e,f).
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Figure 6.8: (a-f) Distributions of the level of the nonlinearity and the nonlinear moduli
for a strain amplitude of γ = 0.01. Solid lines are at an effective volume fraction of 1.1
and dotted lines are at φeff = 1.6. Black and green lines are for active aggregations, red
and blue lines are for inactive aggregations. Elastic properties are shown in (a-c) with
distributions of e3/e1 in (a), G′L in (b), and G
′
M in (c). Viscous properties are shown in
(d-f) with distributions of v3/v1 in (d), η′L in (e), and η
′
M in (f). All distributions have been
normalized by the number of points in the distribution. For the number of points in each
see Tab. 6.1.
6.4.2 Large Strain Amplitude, γ0 = 1
We now move to the largest strain amplitude; at γ0 = 1 and ω = 10 rad/s the aggregation
is now far from the linear regime. The level of elastic nonlinearity is around 0.2 and is
unaffected by the level of activity, Fig. 6.9 (a). Positive e3/e1 confirms the intracycle
strain stiffening behavior of the aggregation seen from the increase of stress at high strain
in Lissajous curves, Fig. 6.5 (c), and negative v3/v1 confirms the intracycle shear thinning
seen from the Lissajous curves in Fig. 6.5 (d). G′L is larger than G
′
M and neither is affected
by the level of activity, Fig. 6.9 (b,c). The level of viscous nonlinearity is around −0.25
and is unaffected by activity, Fig. 6.9 (d). η′M is larger than η
′
L and neither is affected by
the level of activity, Fig. 6.9 (e,f). At strain amplitudes this high, the forcing effect of the
large strain is enough to wash out the affects of activity on the behavior of the system. This
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is reminiscent of how dead and live ants flow the same way when forced to flow during a
controlled shear rate experiment, Fig. 5.4.
Increasing the effective volume fraction does not change the level of elastic nonlinearity
but does change the viscous nonlinearity, Fig. 6.9 (a,d). The value of the elastic moduli
both increase with φeff , Fig. 6.9 (b,c). There is an increase in the moduli, Fig. 6.9 (e,f),
and a decrease in the level of viscous nonlinearity due to the increased effective volume
fraction. There is no effect from activity.





























































Figure 6.9: (a-f) Distributions of the level of the nonlinearity and the nonlinear moduli
for a strain amplitude of γ = 1. Solid lines are at an effective volume fraction of 1.1
and dotted lines are at φeff = 1.6. Black and green lines are for active aggregations, red
and blue lines are for inactive aggregations. Elastic properties are shown in (a-c) with
distributions of e3/e1 in (a), G′L in (b), and G
′
M in (c). Viscous properties are shown in
(d-f) with distributions of v3/v1 in (d), η′L in (e), and η
′
M in (f). All distributions have been
normalized by the number of points in the distribution. For the number of points in each
see Tab. 6.1.
6.4.3 Medium Strain Amplitude, γ0 = 0.1
At γ0 = 0.1 and ω = 10 rad/s the aggregation is not in the linear regime but not at high
enough γ0 to wash out the effects of activity. The level of elastic nonlinearity is always
positive, Fig. 6.10 (a) unlike for γ0 = 0.01 which has a similar peak location but a much
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wider distribution. It also does not change with activity. In addition, G′L is larger than G
′
M
and neither change with activity, Fig. 6.10 (b,c).
The level of viscous nonlinearity is always negative, however, it does change with ac-
tivity/ Increasing activity decreases the level of viscous nonlinearity, Fig. 6.10 (d). Activity
increases the nonlinear viscous moduli, but it increases the large strain rate modulus by
a larger amount thereby decreasing the level of nonlinearity, Fig. 6.10 (e,f). The viscous
moduli are again about an order of magnitude lower than the elastic moduli.
Increasing the effective volume fraction does not change the elastic level of nonlinearity
but the moduli increase some, Fig. 6.10 (a-c). This is unsurprising since we had previously
seen that G′ ∼ φeff in this range of φeff . Again, activity has no effect. For the viscous
component, increasing the effective volume fraction decreases the level of nonlinearity and
increases the moduli, Fig. 6.10 (e-f). At the higher effective volume fraction active aggre-
gations are less nonlinear and have larger viscous moduli than inactive aggregations. This
indicates that there are two ways of decreasing the level of viscous nonlinearity: increasing
the effective volume fraction and increasing the level of activity. These two mechanisms
contribute in the same direction but not equal. Changing the level of activity has a smaller
effect at higher effective volume fraction, though it has an effect at the two effective volume
fractions we have worked with.
We can attribute both of these effects to the same underlying cause. Vernerey et al.
proposed that in a transient network the mechanics would be dependent on the rate of
attachment and detachment in the system[229, 230, 238]. From the elastic behavior, we see
that the network is essentially unchanged by activity. Since the network does not change
with activity or with time this means that the rate of linking and unlinking must be similar.
What can change then is the number of linking/unlinking events. Increasing this number
increases the dissipation. From this standpoint, increasing the activity and increasing φeff
both increase the number of linking/unlinking events, hence decreasing the level of viscous
nonlinearity and increasing the viscous moduli. At much higher effective volume fractions,
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we would expect the affect of activity to disappear and to see no difference between active
and inactive aggregations, since in this case there would no longer be space to be active



























































Figure 6.10: (a-f) Distributions of the level of the nonlinearity and the nonlinear moduli
for a strain amplitude of γ = 0.1. Solid lines are at an effective volume fraction of 1.1
and dotted lines are at φeff = 1.6. Black and green lines are for active aggregations, red
and blue lines are for inactive aggregations. Elastic properties are shown in (a-c) with
distributions of e3/e1 in (a), G′L in (b), and G
′
M in (c). Viscous properties are shown in
(d-f) with distributions of v3/v1 in (d), η′L in (e), and η
′
M in (f). All distributions have been
normalized by the number of points in the distribution. For the number of points in each
see Tab. 6.1.
6.5 Effects of Strain Amplitude and Volume Fraction
Now we can combine data for different γ0 to address what is happening intercycle when
changing the applied strain amplitude and the effective volume fraction. At low strain am-
plitudes the levels of both elastic and viscous nonlinearity are around zero though the mean
elastic nonlinearity is slightly positive and the mean viscous nonlinearity is slightly nega-
tive, Fig. 6.11 (a). As the strain amplitude is increased the elastic nonlinearity has a similar
mean but a smaller standard deviation indicating that at this strain it is always positive. The
mean of the viscous nonlinearity remains comparable to the low strain amplitude value but
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it is always negative. There is also an effect of activity with increasing activity decreasing
the level of nonlinearity. At γ0 = 1 the aggregation intracycle strain stiffens, seen from
the positive e3/e1, and intracycle shear thins, seen from the negative v3/v1, Fig. 6.11 (a).
Activity does not play a significant role in either nonlinearity.
Increasing the effective volume fraction does not change the level of elastic nonlinearity
at any strain amplitude. The viscous nonlinearity decreases with increased φeff and this
change is larger at larger strain, Fig. 6.11 (a). There is a change in the viscous nonlinearity
with activity at γ0 = 0.1 but the effect is small compared to lower φeff .
While the system intracycle shear thins and strain stiffens we can now also look at
the intercycle behavior. Ant aggregations intercycle strain soften which is seen from the
decreasing magnitude of the elastic moduli in Fig. 6.11 (b). They intercycle shear thin, seen
from the decreasing magnitude of the viscous moduli, Fig. 6.11 (c). These are consistent
with strain amplitude sweeps that just show the storage and loss modulus as in Fig. 6.1.






M is more strictly correct, since in
the nonlinear rheology, the stress cannot be described with a single harmonic. Both effects








































Figure 6.11: Nonlinear moduli and the level of nonlinearity for ant aggregations at φeff =
1.1 (closed symbols) and φeff = 1.6 (open symbols). (a) e3/e1 for active ants (black
squares), e3/e1 for inactive ants (red circles), v3/v1 for active ants (green up triangles),
v3/v1 for inactive ants (blue down triangles). (b) G′L for active ants (black squares), G
′
L
for inactive ants (red circles), G′M for active ants (green up triangles), G
′
M for inactive
ants (blue down triangles). (c) η′L for active ants (black squares), η
′
L for inactive ants (red
circles), η′M for active ants (green up triangles), η
′
M for inactive ants (blue down triangles).
The exact values from these plots are in Tables 6.2 and 6.3.
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Table 6.2: Mean and standard deviation for the distributions of the log of the nonlinear
moduli.
γ = 0.01 γ = 0.1 γ = 1
Mean SD Mean SD Mean SD
φeff = 1.1
G′L
Active 2.57 0.19 2.49 0.10 1.93 0.17
Inactive 2.47 0.24 2.43 0.15 1.91 0.18
G′M
Active 2.46 0.38 2.36 0.16 1.51 0.29
Inactive 2.37 0.40 2.30 0.19 1.48 0.33
η′L
Active 1.72 0.13 1.40 0.12 0.52 0.14
Inactive 1.48 0.18 1.13 0.07 0.51 0.14
η′M
Active 1.76 0.27 1.53 0.14 0.89 0.17
Inactive 1.54 0.34 1.32 0.10 0.89 0.18
φeff = 1.6
G′L
Active 2.80 0.16 2.65 0.09 2.54 0.04
Inactive 2.82 0.14 2.60 0.07 2.52 0.03
G′M
Active 2.72 0.30 2.54 0.10 2.14 0.06
Inactive 2.74 0.22 2.49 0.08 2.10 0.04
η′L
Active 1.85 0.12 1.57 0.10 1.12 0.06
Inactive 1.73 0.11 1.40 0.09 1.05 0.04
η′M
Active 1.85 0.19 1.65 0.10 1.17 0.11
Inactive 1.73 0.19 1.51 0.10 1.10 0.12
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Table 6.3: Mean and standard deviation for the distributions of the level of nonlinearity.
γ = 0.01 γ = 0.1 γ = 1
Mean SD Mean SD Mean SD
φeff = 1.1
e3/e1
Active 0.069 0.077 0.071 0.020 0.207 0.032
Inactive 0.057 0.073 0.064 0.013 0.217 0.022
v3/v1
Active −0.022 0.049 −0.044 0.010 −0.251 0.042
Inactive −0.020 0.042 −0.064 0.020 −0.261 0.046
φeff = 1.6
e3/e1
Active 0.040 0.047 0.066 0.013 0.205 0.016
Inactive 0.038 0.031 0.064 0.009 0.216 0.004
v3/v1
Active −0.010 0.030 −0.026 0.009 −0.144 0.015
Inactive −0.010 0.029 −0.032 0.009 −0.153 0.011
6.6 Conclusions
Ant aggregations intercycle strain soften and shear thin with increasing strain amplitude.
Within one cycle however, at higher strain amplitudes they strain stiffen and shear thin.
The level of viscous nonlinearity indicates an intracycle shear thinning, that decreases with
increasing activity and effective volume fraction. The level of elastic nonlinearity indicates
an the intracycle strain stiffening, that does not depend on either activity or effective volume
fraction. The nonlinear moduli, however, are affected by φeff , as we would expect from
looking at the behavior of the linear moduli in Chapter 3.
The dissipation rate and hence the viscous nature of the aggregation is affected by the
number of linking and unlinking events that take place inside the system. This increases
with activity and with effective volume fraction. Having more different modes of relaxation
available lowers the level of viscous nonlinearity.
The level of elastic nonlinearity is based on the overall structure of the network which
does not seem to change likely due to the rates of linking and unlinking between the ants
128
being comparable. Neither activity nor effective volume fraction within the range probed
affects the level of elastic nonlinearity.
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