Abstract
Introduction
It has been proved that combining of multiple classifiers is a suitable way to improve the recognition performance in difficult classification problems [1] - [4] . Recently, some investigations have concentrated on combining two or more classifiers for improving classification accuracy [5] - [10] .
Combining classifiers can be done using two main methods: classifier selection and classifier fusion. In classifier selection one or more classifiers are selected to assign the label of the input sample. This technique assumes that each classifier is expert in some parts of the feature space [11] , [14] . Classifier fusion uses the output of all classifiers to decide about a class. In this way all of the classifiers are trained over the whole feature space [11] - [13] . Some of the most famous fusion methods are minimum, maximum, majority vote, and average.
Decision templates (DTs) is a combining technique in fusion category. It is based on a set of matrices, each representing the typical outputs of all the classifiers for inputs of a specific class. During the testing phase the matrix obtained from classifier outputs is compared with the templates and the class corresponding to the nearest DT is chosen. Unlike most other fusion techniques, to calculate the support for a class, all of the outputs of each classifier are used [15] .
It has been shown theoretically and experimentally in the literature that combining multiple classifiers is much more effective when individual networks are diverse [16] . Negative correlation learning, NCL, is one of the methods used for diverging neural networks [17] . In this method error function of neural networks in an ensemble is modified in such a way that different neural networks learn different parts or aspects of the training set.
In our proposed method a group of MLP classifiers are trained and diverged using the NCL algorithm. Then they are combined with two different methods mentioned above: averaging and decision templates. These two methods result in two different outputs. So we can assume that there are two different ensembles or more abstractly two different classifiers. Then these two classifiers are combined by averaging. Section 2 describes negative correlation learning (NCL). In Section 3 the DTs scheme is introduced. Section 4 presents our proposed method. Section 5 is for experimental results on two datasets (Satimage and ORL), and discussion, and Section 6 is our conclusion.
Negative Correlation Learning
Negative correlation learning adds an extra term to the error function of neural networks so that each individual network not only is encouraged to reduce its error, but also is encouraged to have a different output from the others' [17] . The error function for the i-th network is defined by: Figure 1 shows the details of NCL.
Decision Templates
DTs is a fusion approach taken from fuzzy templates [18] , [19] , [20] . 
Decision template matrix of a class is the average of decision profiles obtained from the training samples belonging to that class. The (k,s)-th element of the DT matrix for class i is calculated by:
z is the j-th element of training data set,
Ind z ω is an indicator function and its value is 1 if j z belongs to class i, and 0 otherwise [20] .
During the testing phase, DTs scheme compares the DP of the input sample with all of the DTs and suggests a support for each class equal to the similarity between its DT and the DP. There are various similarity measures that can be applied to measure the similarity. We use the below function as our similarity measure: Figure 2 clearly shows the scheme of the proposed combination system. In the training phase an ensemble of MLPs (multilayer perceptrons) is trained by the NCL algorithm. After that we use training set again and calculate a DT for each class. In the testing phase, an input sample is given to the ensemble and a DP matrix is formed from the outputs of classifiers. 
The Proposed Method

Experimental Results
We did two sets of experiments, one set on Satimage dataset and another set on ORL face dataset. In the former one each MLP had 10 neurons in its hidden layer and in the latter one there was 15 neurons in the hidden layer of each MLP. In both sets of experiments there were 5 MLPs in the ensemble, the strength parameter of NCL was set to 0.5, 400 epochs were done to train the ensemble, learning rate was equal to 0.1 and the momentum was 0.05. We did 10 experiments for each dataset. Table 1 and Table 2 show the results of averaging recognition rates of 10 experiments for Satimage dataset and ORL face dataset, respectively.
Satimage Dataset
The Satimage is a dataset generated from Landset Multi-Spectral Scanner image data. It consists of 6435 samples with 36 attributes which are classified into the six classes of red soil (23.82%), cotton crop (10.92%), grey soil (21.1%), damp grey soil (9.73%), soil with vegetation stubble (10.99%), and very damp grey soil (23.43%) and are presented in random order in the database [11] . We used 1000 samples for training and 2145 other samples for testing.
ORL Dataset
The ORL database consists of face images of 40 different subjects. There are 10 different images per subject. For every class 5 images were used for training and the other 5 images were used for testing. To get a feature vector of images we did a PCA (principle component analysis) feature extraction and picked the first 40 components. The improvement of the proposed method is clear in Tables 1 and 2 . To find out how the recognition rate raises by our approach we deployed confusion matrices. Assume that , i j c is the element in the i-th row and the j-th column of a confusion matrix. It shows the number of samples belonging to class i that are classified as class j. It is obvious that elements on the diameter of this matrix are the number of samples of each class classified correctly. Confusion matrices calculated for averaging, the DT approach and the proposed method are shown in Tables 3-5 for an experiment on Satimage dataset. It can be seen that averaging does a better classification for classes 4 and 5 while the DTs approach is significantly better in classes 2 and 3. By looking at the third confusion matrix we can observe that they have filled each other's weakness. DTs has brought up the recognized samples in classes 2 and 3 and on the other hand averaging has improved the number of recognitions in classes 4 and 5. 
Discussion
Conclusion
The approach we introduced, was a multilevel combination of ensembles diverged by NCL. The combination on level one were performed using two methods: averaging and DTs. We showed by confusion matrices that each of these methods is more successful in a different part of the dataset. In fact they use different aspects of information that base classifiers provide. We combined their outputs by averaging and our experimental results on two different dataset showed that the second level combination was successful. So we see that we can have a different kind of diversity made by different kinds of combinations that can be employed to raise the recognition rate through another combination. Therefore using other kinds of multilevel combinations on the ensembles trained by NCL may lead to some other good result.
