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We study the number of limit cycles of the poly-
nomial diﬀerential systems of the form
x˙ = y − g1(x), y˙ = −x− g2(x)− f(x)y,
where g1(x) = εg11(x)+ε
2g12(x)+ε
3g13(x), g2(x) =
εg21(x) + ε
2g22(x) + ε
3g23(x) and f(x) = εf1(x) +
ε2f2(x) + ε
3f3(x) where g1i, g2i, f2i have degree k,
m and n respectively for each i = 1, 2, 3, and ε is
a small parameter. Note that when g1(x) = 0 we
obtain the generalized Lie´nard polynomial diﬀeren-
tial systems. We provide an upper bound of the
maximum number of limit cycles that the previous
diﬀerential system can have bifurcating from the
periodic orbits of the linear center x˙ = y, y˙ = −x
using the averaging theory of third order.
1. Introduction and statement of the main
results
The second part of the 16th Hilbert’s problem
wants to ﬁnd an upper bound for the maximum
number of limit cycles that a polynomial vector ﬁeld
of a ﬁxed degree can have. In this paper we will try
to give a partial answer to this problem for the class
of polynomial diﬀerential systems
x˙ = y − g1(x), y˙ = −x− g2(x)− f(x)y, (1)
where
g1(x) = εg11(x) + ε
2g12(x) + ε
3g13(x),
g2(x) = εg21(x) + ε
2g22(x) + ε
3g23(x),
f(x) = εf1(x) + ε
2f2(x) + ε
3f3(x),
where g1i, g2i, fi have degree k, m and n respec-
tively for each i = 1, 2, 3, and ε is a small param-
eter. When g1(x) = 0 the diﬀerential system (1)
coincides with the generalized Lie´nard polynomial
diﬀerential systems. The classical Lie´nard polyno-
mial diﬀerential systems are
x˙ = y, y˙ = −x− f(x)y, (2)
where f(x) is a polynomial in the variable x of de-
gree n. For these systems [Lins et al., 1977] stated
the conjecture that if f(x) has degree n ≥ 1 then
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system (2) has at most [n/2] limit cycles. Here
[x] denotes the integer part function of x ∈ R.
They proved this conjecture for n = 1, 2. The
conjecture for n = 3 has been proved recently by
[Li & Llibre, 2012]. For n ≥ 5 the conjecture is not
true, see [De Maesschalck & Dumortier, 2011] and
[Dumortier et al., 2007]. So it remains to know if
the conjecture is true or not for n = 4.
Many of the results on the limit cycles of poly-
nomial diﬀerential systems have been obtained by
considering limit cycles which bifurcate from a sin-
gle degenerate singular point (i.e., from a Hopf bi-
furcation), that are called small amplitude limit
cycles, see for instance [Lloyd, 1988]. There are
partial results concerning the maximum number of
small amplitude limit cycles for Lie´nard polynomial
diﬀerential systems. The number of small ampli-
tude limit cycles gives a lower bound for the maxi-
mum number of limit cycles that a polynomial dif-
ferential system can have.
There are many results concerning the exis-
tence of small amplitude limit cycles for the fol-
lowing generalization of the classical Lie´nard poly-
nomial diﬀerential system (2)
x˙ = y, y˙ = −g(x)− f(x)y, (3)
where g(x) and f(x) are polynomials in the variable
x of degrees m and n, respectively. We denote by
H(m,n) the maximum number of limit cycles that
systems (3) can have. This number is usually called
the Hilbert number for systems (3).
(i) [Lie´nard, 1928] proved that if m = 1 and
F (x) =
∫ x
0 f(s)ds is a continuous odd func-
tion, which has a unique root at x = a and is
monotone increasing for x ≥ a, then equation
(3) has a unique limit cycle.
(ii) [Rychkov, 1975] proved that if m = 1 and
F (x) is an odd polynomial of degree ﬁve, then
equation (3) has at most two limit cycles.
(iii) [Lins et al., 1977] proved that H(1, 1) = 0
and H(1, 2) = 1.
(iv) [Coppel, 1998] proved that H(2, 1) = 1.
(v) [Dumortier & Rousseau, 1990] and [Du-
mortier & Li, 1996] shown that H(3, 1) = 1.
(vi) [Dumortier & Li, 1997] proved thatH(2, 2) =
1.
(vii) [Lloyd & Lynch, 1988] proved that H(1, 3) =
1.
Up to now and as far as we know only for these
four cases ((iii)-(vii)) the Hilbert number for sys-
tems (3) has been determined.
The maximum number of small amplitude limit
cycles for systems (3) is denoted by Hˆ(m,n).
[Blows & Lloyd, 1984], [Lloyd & Lynch, 1988] and
[Lynch, 1995] have used inductive arguments in or-
der to prove the following results.
(I) If g is odd then Hˆ(m,n) = [n/2].
(II) If f is even then Hˆ(m,n) = n, whatever g is.
(III) If f is odd then Hˆ(m, 2n+1) = [(m−2)/2]+n.
(IV) If g(x) = x + ge(x), where ge is even then
Hˆ(2m, 2) = m.
[Christopher & Lynch, 1999], [Lynch, 1998],
[Lynch, 1999], [Lynch & Christopher, 1999] have
developed a new algebraic method for determining
the Liapunov quantities of systems (3) and proved
some other bounds for Hˆ(m,n) for diﬀerent m and
n.
(V) Hˆ(m, 2) = [(2m+ 1)/3].
(VI) Hˆ(2, n) = [(2n+ 1)/3].
(VII) Hˆ(m, 3) = 2[(3m+ 2)/8] for all 1 < m ≤ 50.
(VIII) Hˆ(3, n) = 2[(3n+ 2)/8] for all 1 < m ≤ 50.
(IX) Hˆ(4, k) = Hˆ(k, 4), k = 6, 7, 8, 9 and Hˆ(5, 6) =
Hˆ(6, 5).
[Gasull & Torregrosa, 1998] obtained upper
bounds for Hˆ(7, 6), Hˆ(6, 7), Hˆ(7, 7) and Hˆ(4, 20).
[Yu & Han, 2006] give some accurate values of
Hˆ(m,n) = Hˆ(n,m), for n = 4, m = 10, 11, 12, 13;
n = 5, m = 6, 7, 8, 9; n = 6, m = 5, 6, see also
[Llibre et al., 2009] for a table with all the speciﬁc
values.
[Llibre et al., 2009] compute the maximum
number of limit cycles H˜k(m,n) of systems (3)
which bifurcate from the periodic orbits of the lin-
ear center x˙ = y, y˙ = −x, using the averaging the-
ory of order k, for k = 1, 2, 3.
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In [Llibre & Valls, 2011] the authors studied
using the averaging theory of ﬁrst and second order
the more general system
x˙ = y − ε(g11(x) + f11(x)y)−
ε2(g12(x) + f12(x)y),
y˙ = −x− ε(g21(x) + f21(x)y)−
ε2(g22(x) + f22(x)y),
(4)
where g1i, f1i, g2i, f2i have degree k, l, m and n
respectively for each i = 1, 2, and ε is a small pa-
rameter. Using the averaging method of ﬁrst and
second order they proved the following result.
Theorem 1.1. For |ε| suﬃciently small the max-
imum number of limit cycles of the generalized
Lie´nard polynomial diﬀerential systems (4) bifur-
cating from the periodic orbits of the linear center
x˙ = y, y˙ = −x using the averaging theory of second
order is:
max {µ+ [(m− 1)/2], µ+ [k/2],
[(n− 1)/2] + [m/2],
[l/2] + [m/2]− 1,
[(n− 1)/2] + [(k − 1)/2] + 1,
[l/2] + [(k − 1)/2]} ,
(5)
with µ = min{[n/2], [(l − 1)/2]}.
[Alavez-Ramirez et al., 2012] studied system
(1) with g13(x) = g23(x) = f23(x) = 0 and they
proved the following result.
Theorem 1.2. For |ε| suﬃciently small the max-
imum number of limit cycles of the generalized
Lie´nard polynomial diﬀerential systems (4) with
f11(x) = f12(x) = 0 bifurcating from the periodic
orbits of the linear center x˙ = y, y˙ = −x using the
averaging theory of third order is
λ0 =
[
1
2
(max{O(m+ n), E(k +m)− 1} − 1)
]
,
where O(l) is the largest odd integer ≤ l, and E(l)
is the largest even integer ≤ l.
In the present paper we study system (1), i.e.
we extend the results of [Alavez-Ramirez et al.,
2012] because in [Alavez-Ramirez et al., 2012] ﬁrst
g13(x) = g23(x) = f3(x) = 0, and additionally
the study of the limit cycles coming from averag-
ing of second and third order is made under some
restrictive conditions. Using the averaging method
of third order we will show our main result:
Theorem 1.3. For |ε| suﬃciently small the max-
imum number of limit cycles of the generalized
Lie´nard polynomial diﬀerential systems (1) bifur-
cating from the periodic orbits of the linear center
x˙ = y, y˙ = −x using the averaging theory of third
order is λ1 equal to
max {2m+ 2[k/2]− 2,
m+ 2[(k − 1)/2],
m+ 2[(n− 1)/2] + 2[m/2] + 2,
4[(n− 1)/2] + 2[(m− 1)/2] + 1}.
(6)
Note that λ0 < λ1. The proof of Theorem 1.3
is given in Section 3.
The results that we shall use from the averaging
theory of third order for computing limit cycles are
presented in Section 2.
2. The averaging theory of third order
The averaging theory for studying speciﬁcally limit
cycles up to third order in ε was developed in
[Buica˘ & J. Llibre, 2004]. It is summarized as fol-
lows.
Consider the diﬀerential system
x˙ = εF1(t, x) + ε
2F2(t, x)+
ε3F3(t, x) + ε
4R(t, x, ε),
(7)
where F1, F2, F3:R×D → R, R:R×D×(−εf , εf )→
R are continuous functions, T -periodic in the ﬁrst
variable, and D is an open subset of Rn. Assume
that the following conditions hold.
(i) F1(t, ·) ⊂ C2(D), F2(t, ·) ⊂ C1(D) for all
t ∈ R, F1, F2, F3, R are locally Lipschitz with
respect to x, and R is twice diﬀerentiable with
respect to ε.
We deﬁne Fk0:D → R for k = 1, 2 as
F10(z) =
1
T
∫ T
0
F1(s, z) ds,
F20(z) =
1
T
∫ T
0
[DzF1(s, z)y1(s, z)+
F2(s, z)] ds,
3
F30(z) =
1
T
∫ T
0
(
1
2
∂2F1
∂z2
(s, z)y1(s, z)
2+
1
2
∂F1
∂z
(s, z)y2(s, z)+
∂F2
∂z
(s, z)y1(s, z) + F3(s, z)
)
ds,
where
y1(s, z) =
∫ s
0
F1(t, z) dt,
y2(s, z) = 2
∫ s
0
(
∂F1
∂z
(t, z)
∫ t
0
F1(r, z) dr
+F2(t, z)
)
dt.
(ii) For V ⊂ D an open and bounded set and for
each ε ∈ (−εf , εf ) \ {0}, there exists aε ∈ V
such that F10(aε) + εF20(aε) + ε
2F30(aε) = 0
and dB(F10 + εF20 + ε
2F30, V, aε) ̸= 0.
Then for |ε| > 0 suﬃciently small there exists a
T -periodic solution ϕ(·, ε) of the system such that
ϕ(0, aε)→ aε when ε→ 0.
The expression dB(F10 + εF20 + ε
2F30, V, aε) ̸=
0 means that the Brouwer degree of the function
F10 + εF20 + ε
2F30:V → Rn at the ﬁxed point aε
is not zero. A suﬃcient condition in order that
this inequality is true is that the Jacobian of the
function F10 + εF20 + ε
2F30 at aε is not zero.
If F10 is not identically zero, then the zeros of
F10 + εF20 + ε
2F30 are mainly the zeros of F10 for
ε suﬃciently small. In this case the previous result
provides the averaging theory of ﬁrst order.
If F10 is identically zero and F20 is not identi-
cally zero, then the zeros of F10 + εF20 + ε
2F30 are
mainly the zeros of F20 for ε suﬃciently small. In
this case the previous result provides the averaging
theory of second order.
If F10 and F20 are identically zero and F30 is
not identically zero, then the zeros of F10 + εF20 +
ε2F30 are mainly the zeros of F30 for ε suﬃciently
small. In this case the previous result provides the
averaging theory of third order.
3. Proof of Theorem 1.3
We shall need the third order averaging theory to
prove Theorem 1.3. We write system (1) in polar
coordinates (r, θ) where
x = r cos θ, y = r sin θ, r > 0.
If we write
f1(x) =
n∑
i=0
aix
i,
f2(x) =
n∑
i=0
cix
i, ,
f3(x) =
n∑
i=0
pix
i,
g11(x) =
k∑
i=0
bi,1x
i,
g12(x) =
k∑
i=0
di,1x
i,
g13(x) =
k∑
i=0
qi,1x
i,
(8)
g21(x) =
m∑
i=0
bi,2x
i,
g22(x) =
m∑
i=0
di,2x
i,
g23(x) =
∑m
i=0 qi,2x
i,
then system (1) becomes
r˙ = −ε(A+ εB + ε2C),
θ˙ = −1− ε
r
(A1 + εB1 + ε
2C1),
(9)
where
A =
n∑
i=0
air
i+1 cosi θ sin2 θ+
m∑
i=0
bi,2r
i cosi θ sin θ+
k∑
i=0
bi,1r
i cosi+1 θ,
B =
n∑
i=0
cir
i+1 cosi θ sin2 θ+
m∑
i=0
di,2r
i cosi θ sin θ+
k∑
i=0
di,1r
i cosi+1 θ,
4
C =
n∑
i=0
pir
i+1 cosi θ sin2 θ+
m∑
i=0
qi,2r
i cosi θ sin θ+
k∑
i=0
qi,1r
i cosi+1 θ,
and
A1 =
n∑
i=0
ai,r
i+1 cosi+1 θ sin θ+
m∑
i=0
bi,2r
i cosi+1 θ−
k∑
i=0
bi,1r
i cosi θ sin θ,
B1 =
n∑
i=0
cir
i+1 cosi+1 θ sin θ+
m∑
i=0
di,2r
i cosi+1 θ−
k∑
i=0
di,1r
i cosi θ sin θ,
C1 =
n∑
i=0
pir
i+1 cosi+1 θ sin θ+
m∑
i=0
qi,2r
i cosi+1 θ−
k∑
i=0
qi,1r
i cosi θ sin θ,
Now taking θ as the new independent variable, sys-
tem (9) becomes
dr
dθ
= εF1(r, θ) + ε
2F2(r, θ) + ε
3F3(r, θ) +O(ε
4),
where
F1(r, θ) = A, F2(r, θ) = B − 1
r
AA1,
F3(r, θ) = C − 1r (BA1 +AB1) +
1
r2
A21A.
(10)
In [Alavez-Ramirez et al., 2012] the authors took
the suﬃcient conditions
b2i+1,1 = 0 and a2j,2 = 0, (11)
for i = 0, . . . , [(k − 1)/2] and j = 0, . . . , [n/2] to
have F10 = 0. Furthermore, using this condition
they computed F20 and they took
d2i+1,1 = c2i = 0 for i = 0, . . . , [(k − 1)/2]
and j = 0, . . . , [n/2], and
either bi,1 = aj = 0 for i = 0, . . . , k and
j = 0, . . . , n,
or bi,2 = 0 for i = 0, . . . ,m,
thus obtaining an upper bound for the number of
limit cycles. However a close look to F20(r) ob-
tained in [Alavez-Ramirez et al., 2012] imply that
it is only necessary to take
[(k−1)/2]∑
i=0
d2i+1,1 +
[n/2]∑
i=0
c2i
2i+ 1
+
[k/2]∑
i=0
[m/2]∑
j=0
Cijb2i,1b2j,2+
[(n−1)/2]∑
i=0
[m/2]∑
j=0
Dija2i+1b2j,2 = 0,
(12)
for some constants Cij and Dij .
We shall work only with the necessary condi-
tions (11) and (12), and consequently we improve
the results of [Alavez-Ramirez et al., 2012] in two
ways. First because we work with this necessary
conditions and second because we consider in the
diﬀerential system (1) terms up to order ε3 while in
[Alavez-Ramirez et al., 2012] they consider only up
to order ε2.
In order to apply the third order averaging
method we need to compute the corresponding
function F30(r) that we rewrite as
F30(r) = F
1
30(r) + F
2
30(r) + F
3
30(r) + F
4
30(r)
with
F 130(r) =
1
4π
∫ 2pi
0
∂2F1
∂r2
(r, θ)y1(r, θ)
2 dθ,
F 230(r) =
1
4π
∫ 2pi
0
∂F1
∂r
(r, θ)y2(r, θ) dθ,
F 330(r) =
1
2π
∫ 2pi
0
∂F2
∂r
(r, θ)y1(r, θ) dθ,
F 430(r) =
1
2π
∫ 2pi
0
F3(r, θ) dθ.
(13)
It was proved in [Alavez-Ramirez et al., 2012]
that using the integrals of the Appendix, or in
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[Llibre & Valls, 2011] that y1 = y1(θ, r) is equal to
[(n−1)/2]∑
i=0
a2i+1r
2i+2
i+1∑
s=0
γ˜i,s sin((2s+ 1)θ)+
m∑
i=0
bi,2
i+ 1
ri(1− cosi+1 θ)+
[k/2]∑
i=0
b2i,1r
2i
i∑
s=0
γi,s sin((2s+ 1)θ),
(14)
where
γ˜i,l =
{
γi,l − γi+1,l, 0 ≤ l ≤ i,
−γi+1,i+1, l = i+ 1,
and F1(θ, r) is
[(n−1)/2]∑
i=0
a2i+1r
2i+2 cos2i+1 θ sin2 θ+
m∑
i=0
bi,2r
i cosi θ sin θ+
[k/2]∑
i=0
b2i,1r
2i cos2i+1 θ,
ﬁnally
∂
∂r
F1(θ, r) is
[(n−1)/2]∑
i=0
(2i+ 2)a2i+1r
2i+1 cos2i+1 θ sin2 θ+
m∑
i=0
ibi,2r
i−1 cosi θ sin θ+
[k/2]∑
i=0
2ib2i,1r
2i−1 cos2i+1 θ.
We also note that F2(r, θ) is equal to
n∑
i=0
cir
i+1 cosi θ(1− cos2 θ)+
m∑
i=0
di,2r
i cosi θ sin θ+
k∑
i=0
di,1r
i cosi+1 θ−
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
a2i+1a2j+1r
2i+2j+3 cos2i+2j+3 ·
sin θ(1− cos2 θ)−
2
[(n−1)/2]∑
i=0
m∑
j=0
a2i+1bj,2r
2i+j+1 cos2i+j+2 θ·
(1− cos2 θ)+
(15)
[(n−1)/2]∑
i=0
[k/2]∑
j=0
a2i+1b2j,1r
2i+2j+1 cos2i+2j+1 θ
sin θ(1− 2 cos2 θ)−
m∑
i=0
m∑
j=0
bi,2bj,2r
i+j−1 cosi+j+1 θ sin θ+
m∑
i=0
[k/2]∑
j=0
bi,2b2j,1r
i+2j−1 cosi+2j θ(1− 2 cos2 θ)+
[k/2]∑
i=0
[k/2]∑
j=0
b2i,1b2j,1r
2i+2j−1 cos2i+2j+1 θ sin θ.
(16)
The proof of Theorem 1.3 will be a direct con-
sequence of the next auxiliary lemmas.
Lemma 3.1. The integral F 130(r) is a polynomial
in the variable r of degree
λ2 = 2(m+max {[(n− 1)/2], [k/2]− 1}).
(For an explicit expression of the polynomial F 130(r)
we refer the reader to the proof of Lemma 3.1).
Proof. We ﬁrst note that
∂2
∂r2
F1(θ, r) is equal to
[(n−1)/2]∑
i=0
(2i+ 2)(2i+ 1)a2i+1r
2i
cos2i+1 θ(1− cos2 θ)+
m∑
i=0
i(i− 1)bi,2ri−2 cosi θ sin θ+
[k/2]∑
i=0
2i(2i− 1)b2i,1r2i−2 cos2i+1 θ,
and y1(r, θ)
2 is equal to
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
a2i+1a2j+1r
2i+2j+4·
i+1∑
s=0
j+1∑
r=0
γ˜i,sγ˜j,r sin((2s+ 1)θ) sin((2r + 1)θ)+
2
[(n−1)/2]∑
i=0
m∑
j=0
a2i+1
bj,2
j + 1
r2i+j+2·
i+1∑
s=0
γ˜i,s(1− cosj+1 θ) sin((2s+ 1)θ)+
6
2[(n−1)/2]∑
i=0
[k/2]∑
j=0
a2i+1b2j,1r
2i+2j+2·
i+1∑
s=0
j∑
r=0
γ˜i,sγj,r sin((2s+ 1)θ) sin((2r + 1)θ)+
m∑
i=0
m∑
j=0
bi,2bj,2r
i+j
(i+ 1)(j + 1)
(1− cosi+1 θ)(1− cosj+1 θ)+
2
m∑
i=0
[k/2]∑
j=0
bi,2b2j,1
(i+ 1)
ri+2j
j∑
r=0
γj,r(1− cosi+1 θ)·
sin((2r + 1)θ) +
[k/2]∑
i=0
[k/2]∑
j=0
b2i,1b2j,1r
2i+2j ·
i∑
s=0
j∑
r=0
γi,sγj,r sin((2s+ 1)θ) sin((2r + 1)θ).
Hence, using the formulae in the appendix and the
explicit formula of F 130(r) given in (13) we obtain
that F 130(r) is equal to
[(n−1)/2]∑
t=0
m∑
i=0
m∑
j=0
δ1a2t+1bi,2bj,2r
2t+i+j+
[m/2]∑
t=0
[(n−1)/2]∑
i=0
m∑
j=0
δ2b2t,2a2i+1bj,2r
2t+2i+j+
[(m−1)/2]∑
t=0
[(n−1)/2]∑
i=0
[m/2]∑
j=0
δ3b2t+1,2a2i+1b2j,2r
2t+2i+2j+1+
[m/2]∑
t=0
m∑
i=0
[k/2]∑
j=0
δ4b2t,2bi,2b2j,1r
2t+i+2j−2+
[(m−1)/2]∑
t=0
[m/2]∑
i=0
[k/2]∑
j=0
δ5b2t+1,2b2i,2b2j,1r
2t+2i+2j−1+
[k/2]∑
t=0
m∑
i=0
m∑
j=0
δ6b2t,1bi,2bj,2r
2t+i+j−2,
where δi for i = 1, . . . , 6 are constants depending
on t, i and j.
Lemma 3.2. The integral F 330(r) is a polynomial
in the variable r of degree λ3 equal to
max {m+ 2[(k − 1)/2],
m+ 2[(n− 1)/2] + 2[m/2] + 2,
m+ 2[m/2] + 2[k/2]− 2}.
(For an explicit expression of the polynomial F 330(r)
we refer the reader to the proof of Lemma 3.2).
Proof. We ﬁrst note that ∂F2(r, θ)/∂r is equal to
n∑
i=0
(i+ 1)cir
i cosi θ(1− cos2 θ)+
m∑
i=0
idi,2r
i−1 cosi θ sin θ +
k∑
i=0
idi,1r
i−1 cosi+1 θ−
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
(2i+ 2j + 3)a2i+1a2j+1r
2i+2j+2·
cos2i+2j+3 sin3 θ − 2
[(n−1)/2]∑
i=0
m∑
j=0
(2i+ j + 1)a2i+1·
bj,2r
2i+j cos2i+j+2 θ sin2 θ+
[(n−1)/2]∑
i=0
[k/2]∑
j=0
(2i+ 2j + 1)a2i+1b2j,1r
2i+2j ·
cos2i+2j+1 θ sin θ(1− 2 cos2 θ)−
m∑
i=0
m∑
j=0
(i+ j − 1)bi,2bj,2ri+j−2 cosi+j+1 θ sin θ+
m∑
i=0
[k/2]∑
j=0
(i+ 2j − 1)bi,2b2j,1ri+2j−2 cosi+2j θ·
(1− 2 cos2 θ) +
[k/2]∑
i=0
[k/2]∑
j=0
(2i+ 2j − 1)b2i,1b2j,1·
r2i+2j−2 cos2i+2j+1 θ sin θ.
Hence, using the formulae in the appendix and the
explicit formula of F 330(r) given in (13) we obtain
that F 330(r) is equal to
[(n−1)/2]∑
t=0
[m/2]∑
i=0
ρ1a2t+1d2i,2r
2t+2i+1+
[(n−1)/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
ρ2a2t+1b2i,2b2j+1,2r
2t+2i+2j+1+
[m/2]∑
t=0
[k/2]∑
i=0
ρ3b2t,2d2i,1r
2t+2i−1+
m∑
t=0
[(k−1)/2]∑
i=0
ρ4bt,2d2i+1,1r
t+2i+
m∑
t=0
[n/2]∑
i=0
ρ5bt,2c2ir
t+2i+
[m/2]∑
t=0
[(n−1)/2]∑
i=0
ρ6b2t,2c2i+1r
2t+2i+1+
m∑
t=0
[(n−1)/2]∑
i=0
[m/2]∑
j=0
ρ7bt,2a2i+1b2j,2r
t+2i+2j+2+
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[m/2]∑
t=0
[(n−1)/2]∑
i=0
[(m−1)/2]∑
j=0
ρ8b2t,2a2i+1b2j+1,2r
2t+2i+2j+3+
m∑
t=0
[m/2]∑
i=0
[k/2]∑
j=0
ρ9bt,2a2ib2j+1,2r
t+2i+2j−2+
[m/2]∑
t=0
[(m−1)/2]∑
i=0
[k/2]∑
j=0
ρ10b2t,2b2i+1,2b2j,1r
2t+2i+2j−1+
[k/2]∑
t=0
[m/2]∑
i=0
ρ11b2t,1d2i,2r
2t+2i−1+
[k/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
ρ12b2t,1b2i,2b2j+1,2r
2t+2i+2j−1,
where ρi for i = 1, . . . , 12 are constants depending
on t, i and j.
Lemma 3.3. The integral F 430(r) is a polynomial
in the variable r of degree λ4 equal to
max {2[n/2] + 2[(m− 1)/2] + 1,
2[(m− 1)/2] + 2[(k − 1)/2] + 1,
2[(n− 1)/2] + 2[m/2] + 2[(m− 1)/2] + 1,
2[m/2] + 2[(m− 1)/2] + 2[k/2]− 1}.
(For an explicit expression of the polynomial F 430(r)
we refer the reader to the proof of Lemma 3.3).
Proof. We will ﬁrst compute in F3 all the terms
that have non-zero integral from 0 to 2π. To do it,
we note that in view of (10) F3 is equal to
C − 1
r
(BA1 +AB1) +
1
r2
AA21.
Then
1
2π
∫ 2pi
0
C(θ, r) dθ =
[n/2]∑
i=0
ζ1p2ir
2i+1+
[(k−1)/2]∑
i=0
ζ2q2i+1,1r
2i+1,
where the constants ζ1, ζ2 depend on i. Further-
more, using the formulae of the Appendix we con-
clude that
1
2πr
∫ 2pi
0
(AB1 +BA1)(θ, r) dθ =
[n/2]∑
i=0
[(m−1)/2]∑
j=0
ζ3a2id2j+1,2r
2i+2j+1+
[(n−1)/2]∑
i=0
[m/2]∑
j=0
ζ4a2i+1d2j,2r
2i+2j+1+
[m/2]∑
i=0
[(n−1)/2]∑
j=0
ζ5b2i,2c2j+1r
2i+2j+1+
[(m−1)/2]∑
i=0
[n/2]∑
j=0
ζ6b2i+1,2c2jr
2i+2j+1+
[m/2]∑
i=0
[k/2]∑
j=0
ζ7b2i,2d2j,1r
2i+2j−1+
[(m−1)/2]∑
i=0
[(k−1)/2]∑
j=0
ζ8b2i+1,2d2j+1,1r
2i+2j+1+
[k/2]∑
i=0
[m/2]∑
j=0
ζ9b2i,1d2j,2r
2i+2j−1,
where the constants ζl for l = 3, . . . , 9 depend on
i, j. Finally, since A21/r
2 is equal to
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
a2i+1a2j+1r
2i+2j+2 cos2i+2j+4 θ·
(1− cos2 θ) + 2
[(n−1)/2]∑
i=0
m∑
j=0
a2i+1bj,2r
2i+j ·
cos2i+j+3 θ sin θ − 2
[(n−1)/2]∑
i=0
[k/2]∑
j=0
a2i+1b2j,1r
2i+2j ·
cos2i+2j+2 θ(1− cos2 θ) +
m∑
i=0
m∑
j=0
bi,2bj,2r
i+j−2·
cosi+j+2 θ − 2
m∑
i=0
[k/2]∑
j=0
bi,2b2j,1r
i+2j−2 cosi+2j+1 θ·
sin θ +
[k/2]∑
i=0
[k/2]∑
j=0
b2i,1b2j,1r
2i+2j−2 cos2i+2j θ·
(1− cos2 θ),
using the formulae of the Appendix we conclude
that
1
2πr2
∫ 2pi
0
(AA21)(θ, r) dθ =
[(n−1)/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
ζ10a2t+1b2i,2b2j+1,2r
2t+2i+2j+1+
[m/2]∑
t=0
[(n−1)/2]∑
i=0
[(m−1)/2]∑
j=0
ζ11b2t,2a2i+1b2j+1,2r
2t+2i+2j+1+
[m/2]∑
t=0
[(m−1)/2]∑
i=0
[k/2]∑
j=0
ζ12b2t,2b2i+1,2b2j,1r
2t+2i+2j−1+
[k/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
ζ13b2t,1b2i,2b2j+1,2r
2t+2i+2j−1,
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where the constants ζl for l = 10, . . . , 13 depend on
t, i, j.
Lemma 3.4. The integral F 230(r) is a polynomial
in the variable r of degree λ5 equal to
max {m+ 2[(k − 1)/2],
m+ 2[(n− 1)/2] + 2[m/2],
m+ 2[m/2] + 2[k/2]− 2,
4[(n− 1)/2] + 2[(m− 1)/2] + 1}.
(For an explicit expression of the polynomial F 230(r)
we refer the reader to the proof of Lemma 3.4).
Proof. We note that F 230(r) is equal to
1
2π
∫ 2pi
0
∂F1
∂r
(θ, r)
∫ θ
0
F2(ψ, r) dψ dθ+
1
2π
∫ 2pi
0
∂F1
∂r
(θ, r)
∫ θ
0
∂F1
∂r
(ψ, r)y1(ψ, r) dψ dθ.
We will ﬁrst compute the terms in
Fˆ 230(r) =
1
2π
∫ 2pi
0
∂F1
∂r
(θ, r)
∫ θ
0
F2(ψ, r) dψ dθ.
For this we note that
∫ θ
0
F2(ψ, r) dψ is equal to
[n/2]∑
i=0
c2ir
2i+1
(
βi,0θ +
i∑
s=1
βi,s sin(2sθ)
)
+
[(n−1)/2]∑
i=0
c2i+1r
2i+2
i∑
s=0
γi,s sin((2s+ 1)θ)+
m∑
i=0
di,2
i+ 1
ri(1− cosi+1 θ)+
[k/2]∑
i=0
d2i,1r
2i
i∑
s=0
γi,s sin((2s+ 1)θ)+
[(k−1)/2]∑
i=0
d2i+1,1r
2i+1
(
βi,0θ +
i+1∑
s=1
βi,s sin(2sθ)
)
−
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
a2i+1a2j+1r
2i+2j+3·(1− cos2i+2j+4 θ
2i+ 2j + 4
− 1− cos
2i+2j+6 θ
2i+ 2j + 6
)
−
2
[(n−1)/2]∑
i=0
[(m−1)/2]∑
j=0
a2i+1b2j+1,2r
2i+2j+2·
i+j+2∑
s=0
γ∗i+j+2,s sin((2s+ 1)θ)−
2
[(n−1)/2]∑
i=0
[m/2]∑
j=0
a2i+1b2j,2r
2i+2j+1
(
β∗i+j+2,0θ+
i+j+2∑
s=1
β∗i+j+2,s sin(2sθ)
)
+
[(n−1)/2]∑
i=0
[k/2]∑
j=0
a2i+1b2j,1r
2i+2j+1
(1− cos2i+2j+2 θ
2i+ 2j + 2
−
1− cos2i+2j+4 θ
2i+ 2j + 4
)
−
m∑
i=0
m∑
j=0
bi,2bj,2r
i+j−1 1− cosi+j+2 θ
i+ j + 2
+
[(m−1)/2]∑
i=0
[k/2]∑
j=0
b2i+1,2b2j,1r
2i+2j
i+j+1∑
s=0
γ¯i+j+1,s·
sin((2s+ 1)θ) +
[m/2]∑
i=0
[k/2]∑
j=0
b2i,2b2j,1r
2i+2j−1·
(
β¯i+j+1,0θ +
i+j+1∑
s=1
β¯i+j+1,s sin(2sθ)
)
+
[k/2]∑
i=0
[k/2]∑
j=0
b2i,1b2j,1r
2i+2j−1 1− cos2i+2j+2 θ
2i+ 2j + 2
.
Now using the non-zero formulae in the ap-
pendix we conclude that Fˆ 230(r) is equal to
[(m−1)/2]∑
t=0
[m/2]∑
i=0
µ1a2td2i,2r
2t+2i+1+
[(n−1)/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
µ2a2t+1b2i,2b2j+1,2r
2t+2i+2j+1+
m∑
t=0
[n/2]∑
i=0
µ3bt,2c2ir
t+2i +
[m/2]∑
t=0
[(n−1)/2]∑
i=0
µ4b2t,2c2i+1·
r2t+2i+1 +
[m/2]∑
t=0
[k/2]∑
i=0
µ5b2t,2d2i,1r
2t+2i−1+
m∑
t=0
[(k−1)/2]∑
i=0
µ6bt,2d2i+1,1r
t+2i+
[m/2]∑
t=0
[(n−1)/2]∑
i=0
[(m−1)/2]∑
j=0
µ7b2t,2a2i+1b2j+1,2r
2t+2i+2j+1+
m∑
t=0
[(n−1)/2]∑
i=0
[m/2]∑
j=0
µ8bt,2a2i+1b2j,2r
t+2i+2j+
[m/2]∑
t=0
[(m−1)/2]∑
i=0
[k/2]∑
j=0
µ9b2t,2b2i+1,2b2j,1r
2t+2i+2j−1+
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m∑
t=0
[m/2]∑
i=0
[k/2]∑
j=0
µ10bt,2b2i,2b2j,1r
t+2i+2j−2+
[k/2]∑
t=0
[m/2]∑
i=0
µ11b2t,1d2i,2r
2t+2i−1+
[k/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
µ12b2t,1b2i,2b2j+1,2r
2t+2i+2j−1,
where the constants µi for i = 1, . . . , 12 depend on
t, i, j.
Now we compute
∫ θ
0
y1(r, ψ)
∂F1
∂r
(r, ψ) dψ. We
ﬁrst note that y1(r, ψ)
∂F1
∂r
(r, ψ) is equal to
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
a2i+1(2j + 2)a2j+1r
2i+2j+3·
i+1∑
s=0
γ˜i,s cos
2j+1 ψ(1− cos2 ψ) sin((2s+ 1)ψ)+
[(n−1)/2]∑
i=0
m∑
j=0
a2i+1jbj,2r
2i+j+1
i+1∑
s=0
γ˜i,s cos
j ψ·
sinψ sin((2s+ 1)ψ) +
[(n−1)/2]∑
i=0
[k/2]∑
j=0
a2i+12jb2j,1·
r2i+2j+1
i+1∑
s=0
γ˜i,s cos
2j+1 ψ sin((2s+ 1)ψ)+
m∑
i=0
[(n−1)/2]∑
j=0
bi,2
i+ 1
(2j + 2)a2j+1r
i+2j+1(1− cosi+1 ψ)·
cos2j+1 ψ(1− cos2 ψ) +
m∑
i=0
m∑
j=0
bi,2
i+ 1
jbj,2r
i+j−1·
(1− cosi+1 ψ) cosj ψ sinψ +
m∑
i=0
[k/2]∑
j=0
bi,2
i+ 1
2jb2j,1·
ri+2j−1(1− cosi+1 ψ) cos2j+1 ψ +
[k/2]∑
i=0
[(n−1)/2]∑
j=0
b2i,1·
(2j + 2)a2j+1r
2i+2j+1
i∑
s=0
γi,s cos
2j+1 ψ(1− cos2 ψ)·
sin((2s+ 1)ψ) +
[k/2]∑
i=0
m∑
j=0
b2i,1jbj,2r
2i+j−1·
i∑
s=0
γi,s cos
j ψ sinψ sin((2s+ 1)ψ)+
[k/2]∑
i=0
[k/2]∑
j=0
b2i,12jb2j,1r
2i+2j−1
i∑
s=0
γi,s cos
2j+1 ψ·
sin((2s+ 1)ψ).
Hence using the formulae in the appendix we
deduce that
∫ θ
0
y1(r, ψ)
∂F1
∂r
(r, ψ) dψ is equal to
[(n−1)/2]∑
i=0
[(n−1)/2]∑
j=0
a2i+1,2(2j + 2)a2j+1r
2i+2j+3·
i+1∑
s=0
γ˜i,s
j+s+2∑
r=1
Rˆj+s+2,r cos(2rθ)+
[(n−1)/2]∑
i=0
[(m−1)/2]∑
j=0
a2i+1(2j + 1)b2j+1,2r
2i+2j+2·
i+1∑
s=0
γ˜i,s
j+s+1∑
r=1
Uj+s+1,r sin((2r + 1)θ)+
[(n−1)/2]∑
i=0
[m/2]∑
j=0
a2i+12jb2j,2r
2i+2j+1
i+1∑
s=0
γ˜i,s·
(
Wj+s+1θ +
j+s+1∑
r=1
Wj+s+1,r sin(2rθ)
)
+
[(n−1)/2]∑
i=0
[k/2]∑
j=0
a2i+12jb2j,1r
2i+2j+1·∑i+1
s=0 γ˜i,s
∑j+s+1
r=1 Rj+s,r cos(2rθ)+
[m/2]∑
i=0
[(n−1)/2]∑
j=0
b2i,2
2i+ 1
(2j + 2)a2j+1r
2i+2j+1·
(
β∗i+j+2θ +
i+j+2∑
r=1
β∗i+j+2,r sin(2rθ)
)
+
[(m−1)/2]∑
i=0
[(n−1)/2]∑
j=0
b2i+1,2
2i+ 2
(2j + 2)a2j+1r
2i+2j+2·∑i+j+2
r=1 γ
∗
i+j+2,r sin((2r + 1)θ)+
m∑
i=0
m∑
j=0
bi,2
i+ 1
jbj,2r
i+j−1
(1− cosj+1 θ
j + 1
−
1− cosi+j+2 θ
i+ j + 2
)
+
[m/2]∑
i=0
[k/2]∑
j=0
b2i,2
2i+ 1
2jb2j,1r
2i+2j−1·
(
β¯i+j+1θ +
i+j+1∑
r=1
β¯i+j+1,r sin(2rθ)
)
+
[(m−1)/2]∑
i=0
[k/2]∑
j=0
b2i+1,2
2i+ 2
2jb2j,1r
2i+2j
i+j+1∑
r=1
γ¯i+j+1,r·
sin((2r + 1)θ) +
[k/2]∑
i=0
[(n−1)/2]∑
j=0
b2i,1(2j + 2)a2j+1·
r2i+2j+1
i+1∑
s=0
γi,s
j+s+2∑
r=1
Rˆj+s+2,r cos(2rθ)+
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[k/2]∑
i=0
[m/2]∑
j=0
b2i,12jb2j,2r
2i+2j−1
i+1∑
s=0
γi,s
(
Wj+s+1θ+
j+s+1∑
r=1
Wj+s+1,r sin(2rθ)
)
+
[k/2]∑
i=0
[(m−1)/2]∑
j=0
b2i,1·
(2j + 1)b2j+1,2r
2i+2j
i+1∑
s=0
γi,s
j+s+1∑
r=1
Uj+s+1,r·
sin((2r + 1)θ) +
[k/2]∑
i=0
[k/2]∑
j=0
b2i,12jb2j,1r
2i+2j−1·
i+1∑
s=0
γi,s
j+s+1∑
r=1
Rj+s,r cos(2rθ).
Hence using the zero formulae in the appendix
we compute F¯ 230(r) and we obtain that it is equal
to
1
2π
∫ 2pi
0
∂F1
∂r
(θ, r)
∫ θ
0
∂F1
∂r
(ψ, r)y1(ψ, r) dψ dθ,
and this integral is
[(n−1)/2]∑
t=0
m∑
i=0
[m/2]∑
j=0
ν1a2t+1bi,2b2j,2r
2t+i+2j+
[(n−1)/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
ν2a2t+1b2i,2b2j+1,2r
2t+2i+2j+1+
[m/2]∑
t=0
[(n−1)/2]∑
i=0
[(m−1)/2]∑
j=0
ν3b2t,2a2i+1b2j+1,2r
2t+2i+2j+1+
m∑
t=0
[(n−1)/2]∑
i=0
[m/2]∑
j=0
ν4bt,2a2i+1b2j,2r
t+2i+2j+
m∑
t=0
[m/2]∑
i=0
[(n−1)/2]∑
j=0
ν5bt,2b2i,2a2j+1r
t+2i+2j+
[m/2]∑
t=0
[(m−1)/2]∑
i=0
[(n−1)/2]∑
j=0
ν6b2t,2b2i+1,2a2j+1r
2t+2i+2j+1+
m∑
t=0
[m/2]∑
i=0
[k/2]∑
j=0
ν7bt,2b2i,2b2j,1r
t+2i+2j−2+
[m/2]∑
t=0
[(m−1)/2]∑
i=0
[k/2]∑
j=0
ν8b2t,2b2i+1,2b2j,1r
2t+2i+2j−1+
m∑
t=0
[k/2]∑
i=0
[m/2]∑
j=0
ν9bt,2b2i,1b2j,2r
t+2i+2j−2+
[m/2]∑
t=0
[k/2]∑
i=0
[(m−1)/2]∑
j=0
ν10b2t,2b2i,1b2j+1,2r
2t+2i+2j−1+
[k/2]∑
t=0
m∑
i=0
[m/2]∑
j=0
ν11b2t,1bi,2b2j,2r
2t+i+2j−2+
[k/2]∑
t=0
[m/2]∑
i=0
[(m−1)/2]∑
j=0
ν12b2t,1b2i,2b2j+1,2r
2t+2i+2j−1,
where the constants νi for i = 1, . . . , 12 depend on
t, i, j.
Appendix: Formulae
In this appendix we recall some formulae that will
be used during the paper, see for more details
[Abramowitz & Stegun, 1964]. For i ≥ 0 we have∫ 2pi
0
cos2i+1 θ sin2 θ dθ =
∫ 2pi
0
cosi θ sin θ dθ =∫ 2pi
0
cos2i+1 θ dθ = 0,
1
2π
∫ 2pi
0
cos2i θ dθ = αi
where αi is a non-zero constant,∫ θ
0
cos2i ϕdϕ =
1
22i
(
2i
i
)
θ +
1
22i
i∑
l=1
(
2i
i+ 1
)
·
1
l
sin(2lθ) = βi,0θ +
i∑
l=1
βi,l sin(2lθ),
∫ θ
0
cos2i+1 ϕdϕ =
1
22i
i∑
l=0
(
2i+ 1
i− 1
)
1
2l + 1
·
sin((2l + 1)θ) =
i∑
l=0
γi,l sin((2l + 1)θ),
∫ θ
0
cosi ϕ sinϕdϕ =
1
i+ 1
(1− cosi+1 θ),
∫ θ
0
cos2i ψ sin((2s+1)ψ) dψ =
i+s∑
r=1
Pi+s,r cos((2r+1)θ),
∫ θ
0
cos2i ψ sin(2sψ) dψ =
i+s∑
r=1
Qi+s,r cos(2rθ),
∫ θ
0
cos2i+1 ψ sin((2s+1)ψ) dψ =
i+s+1∑
r=1
Ri+s,r cos(2rθ),
∫ θ
0
cos2i+1 ψ sin(2sψ) dψ =
i+s∑
r=1
Ti+s,r cos((2r+1)θ),
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∫ θ
0
cos2i+1 ψ sinψ sin((2s+ 1)ψ) dψ =
i+s+1∑
r=1
Ui+s+1,r sin((2r + 1)θ),
∫ θ
0
cos2i+1 ψ sinψ sin(2sψ) dψ =
Vi+s+1θ +
i+s+1∑
r=1
Vi+s+1,r sin(2rθ),
∫ θ
0
cos2i ψ sinψ sin((2s+ 1)ψ) dψ =
Wi+s+1θ +
i+s+1∑
r=1
Wi+s+1,r sin(2rθ),
∫ θ
0
cos2i ψ sinψ sin(2sψ) dψ =
i+s∑
r=1
Zi+s,r sin((2r + 1)θ),
∫ 2pi
0
cosi θ sin θ cos(jθ) dθ =∫ 2pi
0
cos2i θ cos((2j + 1)θ) dθ =∫ 2pi
0
cos2i+1 θ cos(2jθ) dθ = 0, j ∈ Z
∫ 2pi
0
cos2i θ cos(2jθ) dθ = Di,j ,
∫ 2pi
0
cos2i+1 θ cos((2j + 1)θ) dθ = Ei,j ,
where Di,j , Ei,j are nonzero constants,∫ 2pi
0
θ cos2i θ dθ = Fi,
∫ 2pi
0
θ cosi θ sin θ dθ = Gi,
where Fi, Gi are nonzero constants,∫ 2pi
0
cos2i+1 θ sin θ sin((2l + 1)θ) dθ =∫ 2pi
0
cos2i θ sin θ sin(2lθ) dθ = 0, l ≥ 0,
∫ 2pi
0
cosi θ sin((2l + 1)θ) dθ =∫ 2pi
0
cosi θ sin(2lθ) dθ = 0, l ≥ 0,
∫ 2pi
0
θ cos2i+1 θ dθ =∫ 2pi
0
cosi θ sin2 θ sin((2l + 1)θ) dθ =∫ 2pi
0
cosi θ sin2 θ sin(2lθ) dθ = 0, l ≥ 0,
1
2π
∫ 2pi
0
cos2i θ sin θ sin((2l + 1)θ) dθ = Ci,l, l ≥ 0,
1
2π
∫ 2pi
0
cos2i+1 θ sin θ sin(2lθ) dθ = Ki,l, l ≥ 1,
where Ci,j and Ki,l are nonzero constants,∫ 2pi
0
cosi θ sin θ sin(rθ) sin(sθ) dθ = 0, r, s ∈ N.
In the remainder formulae r, s ∈ Z:∫ 2pi
0
cos2i+1 θ sin((2r + 1)θ) sin((2s+ 1)θ) dθ = 0,
∫ 2pi
0
cos2i+1 θ sin(2rθ) sin(2sθ) dθ = 0,
∫ 2pi
0
cos2i θ sin((2r + 1)θ) sin(2sθ) dθ = 0,
1
2π
∫ 2pi
0
cos2i θ sin((2r+1)θ) sin((2s+1)θ) dθ = ∆i,r,s,
1
2π
∫ 2pi
0
cos2i θ sin(2rθ) sin(2sθ) dθ = Γi,r,s,
∫ 2pi
0
cos2i+1 θ sin((2r + 1)θ) sin(2sθ) dθ = Υi,r,s,
where ∆i,r,s, Γi,r,s and Υi,r,s are non-zero constants.
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