We propose static program analysis techniques for identifying the impact of relational database schema changes upon object-oriented applications. We use dataflow analysis to extract all possible database interactions that an application may make. We then use this information to predict the effects of schema change. We evaluate our approach with a case-study of a commercially available content management system, where we investigated 62 versions of between 70k-127k LoC and a schema size of up to 101 tables and 568 stored procedures. We demonstrate that the program analysis must be more precise, in terms of context-sensitivity than related work. However, increasing the precision of this analysis increases the computational cost. We use program slicing to reduce the size of the program that needs to be analysed. Using this approach, we are able to analyse the case study in under 2 minutes on a standard desktop machine, with no false negatives and a low level of false positives.
INTRODUCTION
Databases are widely used to store, query and update large data sets. Database management systems (DBMSs) are designed to address the complex issues that arise when providing persistence of data, such as concurrent access and efficient execution of complex queries over large datasets. It is often cost-effective to use general purpose DBMSs rather than application specific solutions and for this reason, many modern software applications rely on DBMSs.
A database schema defines the data structure of a database. If the system requirements change, the database schema may require changes, most commonly requiring additional information and relationships to be stored [27] . As more information is added, and as the schema becomes more complex the level of coupling and dependency between application and database increases. This level of coupling may become problematic when the database schema requires changes.
The effects of database schema change upon applications is currently often estimated manually by application experts [2] . Assessing these effects manually is both fragile and difficult [17] , and can be frequently incorrect [20] . Moreover impact analysis from code inspections can be prohibitively expensive [22] . Therefore, in this paper we address the problem of assessing the effects of database schema change in a more reliable and cost-effective way.
Relational DBMSs are currently the most popular type of DBMS [6] . At the same time applications that create, update and query data in such enterprise applications are often written using object-oriented programming languages, such as C++, Java and C#. This results in the so-called impedance mismatch problem, which denotes the significant conceptual gap between object-oriented applications and relational databases. This mismatch complicates impact analyses because many of the techniques used to help overcome the mismatch complicate program analyses.
We present an approach for predicting the impact of relational database schema changes upon object-oriented applications. The main contribution of this paper is the presentation of techniques to extract dependency relationships between applications and database schemas, which are suitably precise for the purpose of impact analysis but still computationally feasible. The precision of our analysis comes from using a recognised k-CFA contextsensitivity [26] , but with a higher value of k than used in previous related work. We reduce the computational cost by reducing the size of the original program through program slicing. Our implementation of both program slicing and dataflow analysis is built using Microsoft's Phoenix framework [21] . We then use the results of the dataflow analysis to reason about dependency relationships, and we use CrocoPat [4] for the final impact calculation. We evaluate our approach using a commercial content management system as a case study. We have considered a version history of two years, which had 62 different versions of the schema with corresponding application changes. We have used our implementation to analyse the three versions with the most significant changes. The version we present in this paper has 78 kLOC of C# with 417 ADO.NET invocations each of which may perform multiple queries or call multiple stored procedures. The case study shows that the precision of the dataflow analyses in related work are insufficient and also, that our combination of program slicing with a precise k-CFA dataflow analysis, produces accurate and precise results in under 2 minutes on a standard desktop machine.
The paper is further structured as follows. In Section 2, we give a motivating example and describe the common data access practices for which such analyses are significant. We describe our approach n Section 3 and its implementation in Section 4. In Section 5, we present the results of the case study. We describe related work in Section 6 and we discuss the main findings in Section 7. We conclude the paper in Section 8.
MOTIVATING EXAMPLE
Consider a group of scientists, who store experiment data in a database. The 
The Impact of Schema Change
The schema changes will impact the application queries. For example, Readings.Date is required by our new schema. We make the distinction that 'required' means that no default value is specified and that null values are not allowed. Suppose the DBA could decide to remedy err6 by giving this column a default value of the current date. In this situation it is very possible that an application developer would overlook Q3 as being affected. When a new reading is inserted the default date would be used as specified by the DBA. If the database was in a different time zone or the experiment readings were inserted long after they were read, this value could be wrong. This may or may not be the desired behaviour. To this end, we classify this type of impact as a warning. Q3 warn1 Insert semantics changed.
Readings.Date added with default value. A second type of warning would be caused by the addition of a column that may need to be used in a query. For example, Change 1 adds the Readings.Date. This will not affect the validity of Q4, but the application developer may wish to add the Readings.Date field to the result set of this query. Intuitively this would be one of the places where new data may need to be returned. Q4 will execute without error but will not return all of the available data. The requirements change may mandate that all readings must now be displayed with their corresponding date, and therefore Q4 may need to be altered to return the date information, even though the query is essentially unaffected. This fits our definition of an impact, as although the query would not behave differently, it is required to behave differently following the change. Q4 warn2 New available data. Readings.Date added. Whilst the impacts are problems that must be reconciled, the focus of our work is not the reconciliation of the impacts themselves, but rather the difficulty of discovering and predicting them.
The Difficulty of Schema Change
We argue that discovering and predicting impacts is particularly important in two key stages of the schema change process:
Before the schema change is made: The DBA has to estimate the benefits of each change against the cost of reconciling the existing applications with the new schema. If the changes have little or no effect upon the application, then the DBA can make the changes easily. If the changes could have a large impact, then it might be best to leave the schema as is, or consider alternative changes. Without an accurate estimate of these costs, DBAs have to make overly conservative decisions, avoid change, or use long periods of deprecating and versioning schemas [2] .
After a change is made: Developers need to locate all affected areas of their application and reconcile them with the changed schema. Again, without knowing impacted locations, the schema change process may introduce application defects.
If we consider the information required by the DBA and application developers, at these two critical points, we observe that they need the same information, i.e. the location of every statement in the application that is impacted by the change. We aim to provide this information through automated change impact analysis.
Data Access Practices
Before describing our approach, we first describe details of how applications interact with databases in practice. This informs the choice of program analysis techniques that we deem viable.
In Figure 1 we show an example of how database access logic can be implemented. The figure shows how Q1 from our example scenario, might be executed in practice. The entry point in this example is the Q1 method on Line 10, which returns a collection of Experiment objects that match the supplied parameter. This method creates an SQL query as a string, and supplies the missing parameter in the form of a DBParam object 1 In this example, all types belonging to the persistence API begin with DB (i.e. DBConnection, DBRecord, DBRecordSet and DBParams). These classes are typical of those found in the JDBC and ADO.NET libraries. We therefore argue that there is a need for our analysis to consider much more than string based queries. In this example we may need to know the state of the DBRecord, DBRecordSet and DBParams objects, to know the exact query that is being executed, and where/how results are used. This is an important consideration that we discuss in more detail in Section 3.
In Figure 1 , the database query is executed in the QueryRunner class. If we were to add a new class for the Readings table, assuming we preserved this architecture, then it would also use the QueryRunner for the execution of queries. This approach of consolidating execution of queries to a small selection of methods is common practice. In fact, many recommended architectural patterns for data access have such layers of abstraction in order to create loosely coupled and maintainable programs. Such patterns and the reasons for using them, are well described, examples of which can be found in Chapters 3 and 10-13 by Fowler [10] . Several other similar references also exist, which discuss architectural patterns, and the reasons for their use [11] . We note that such patterns and architectures are in widespread use, and therefore, that any analysis techniques that we develop, should be able to cope with the complexity caused by such layers of indirection and abstraction.
APPROACH
Previous work on extracting queries from modern OO languages has been based on program analysis. Program analyses are compile-time techniques for approximating the run-time properties of programs. String analysis is a particular form of program analysis where the possible runtime values of string variables are predicted for selected locations in the program.
An example of this is the approach taken by Gould et al [12] , in which they use string analysis to predict the values of strings passed to the Java JDBC library methods, in order to check that the queries are type safe with respect to the database schema. The string analysis used was the JSA application created by Christensen et al. [8] . Whilst this string analysis is suitable for many such applications, we have found that it was not precise enough for the purpose of schema change impact analysis. We now describe why impact analysis requires greater precision.
Requirement for Context-Sensitivity
Context-sensitivity is a measure that specifies how precisely the calling context of procedures are represented in dataflow analyses [25] . k-CFA analyses are where all or some of the propagated data in the dataflow analysis include, in their definition, a call string that represents the last k calling call-sites [14] .
The approach of Christensen et al. is context-insensitive which, whilst being computationally less expensive than the analysis we propose, causes a loss of precision which makes impact analysis difficult, as we describe next.
The data access architectures discussed in Section 2 encourage data access logic to be consolidated in a small number of methods.
Often, these methods take queries as parameters, and simply execute any query that is supplied. This separation of query definitions and executions, across multiple method calls can cause dataflow analyses to over-approximate the possible queries at query execution sites. This can then lead to an over-approximation of which query results are associated with which query definitions and executions. We need to avoid this over-approximation, as it may lead to a large number of false positives when performing impact analysis. We provide an example of this below.
Required Precision of Context-Sensitivity
For our example code in Figure 1 a 1-CFA analysis would be sufficient to unambiguously associate the query with it's execution and the use of it's results. However, suppose we added a new class for the Readings context-insensitive analysis would use an identifier such as query to represent the query parameter. This identifier would be the same for each invocation of the method, therefore the analysis would approximate the values of query as a combination of the actual parameters provided at the call-sites on Lines 17 of the Experiment and Reading classes. The analysis would then use this over-approximation of the query parameter for every method invocation. This then means that in the constructors of Experiments and Readings, we would be unable to determine which query resulted in the given DBRecord object. This could cause a number of false positives in the later analysis stages.
In contrast, a 2-CFA analysis would create separate identifiers, including context information, such as These identifiers are prefixed with a string of the last 2 call-sites, where call-sites are represented by the class name and line number. This allows the dataflow analysis to distinguish between different values of the variables belonging to separate calling contexts. A 2-CFA analysis of our example would be able to unambiguously associate all query uses with the correct definition and execution sites.
A 1-CFA analysis would be able to distinctly recognise the calling context from the previous call site only. This means that at the call to DBConnection.Exec we would approximate the query as being either value, as the identifiers would both be [QueryRunner:34] query. Again, this would cause the same problems as a context-insensitive analysis in that ambiguous query executions result in the inability to correctly associated query definitions with executions and use of results.
The example we present here is very simple, and the types of architectural patterns used in practice may be far more complex. We therefore argue that 1-CFA is not precise enough for impact analysis, because these conservative approximations can lead to the amount of impacts being overestimated to the point where the analysis is no longer useful. We also note that this requirement for precision changes the trade-offs involved in the selection of program analyses. Increased precision comes at a cost, therefore we are not claiming any improvement over the techniques of previous work on string analysis [8, 12] , we are simply identifying that cost-benefit ratios in the case of impact analysis are different, and therefore call for different techniques.
Approach Overview
We have motivated the need for a precise k-CFA analysis. However, the reason why higher values of k are not routinely used, is that as k increases, k-CFA analysis becomes computationally expensive, especially for large programs. In fact, k-CFA analyses where k > 0 have exponential complexity with respects to program size [14] . This presents us with the problem of how to increase the precision of the analysis sufficiently, whilst keeping the computational cost feasible. The way we address this problem, is to reduce the cost of the k-CFA analysis, by only analysing those parts of the program that may interact with the database. Our approach can be conceptually divided into three stages, as shown in Figure 3 . The first stage isolates the subset of the program that interacts with the database. We then perform a dataflow analysis on this subset in order to find possible queries and schema dependent code. The analysis results are then used to perform the final impact calculation, which is guided by one of the stake-holders as defined in Section 2. We describe these stages next.
Program Slicing
A program slice contains 'the parts of a program that (potentially) affect the values computed at some point of interest' [28] . By taking a series of program slices where the point of interest 2 is a database call, we can extract a subset of the source application that can affect, or be affected by, these database calls. This subset will potentially be much smaller than the original source program. Thus by running the k-CFA dataflow analysis only over this subset, we can potentially reduce the cost of our approach, whilst maintaining the required level of precision. We will discuss the size of the reduction we have achieved in practice in Section 5.
There are alternatives to program slicing for reducing the cost of the dataflow analysis, as we shall discuss in Section 6. However, program slicing serves as a good illustration of our approach as it is well understood and algorithms exist for many different programming languages and language paradigms. We note that program slicing is by no-means prescriptive and that techniques based on dependency information, similar to program slicing, may provide greater reductions in the size of the program, and we identify this as an important area for future research.
We do not describe slicing algorithms in detail in this paper. We refer interested readers Frank Tip's survey of slicing techniques [28] . We base our prototype implementation on the slicing algorithm proposed by Liang and Harrold [19] .
The slicing output will be a subset of the original program. This gives us enough information to simply assemble a subset of the source program, on which we can perform the dataflow analysis.
Dataflow Analysis
Dataflow analysis is a program analysis technique for computing a possible set of runtime properties that may occur at a given point in a program. In our case we wish to predict the values of any queries that may be executed against the database. In our example scenario in Figure 1 we wish to know the values of the parameters in the call to DBConnection.Exec on Line 40.
We base our dataflow analysis on the string analysis in [7] . We do not repeat the description of this algorithm here, and refer interested readers to the paper for more details. Choi et al. describe how their analysis can be applied to languages with strings, heap types and how to handle primitive types, e.g. integers.
While Choi et al.'s algorithm provides a good starting point we need to modify it to render it suitable for the calculation of possible query values in database applications. We perform two key modifications. Choi et al.'s algorithm is 1-CFA and we have argued above that we need k-CFA where k is greater than 1. Secondly Choi et al.'s algorithm only works on strings, whilst we also need to calculate the value of other types which may also represent queries. We use the term query types to denote all query representing types, and types that may be involved in the execution and use of database calls. For example, the query types in Figure 1 are DBConnection, DBRecord, DBRecordSet, DBParams and the string type, because each of these types can either represent a query, or can be directly used to execute or represent the results of a query.
2 A point of interest is referred to as a slicing criterion in the program slicing literature.
Increasing Context-Sensitivity
In order to increase Choi et al's algorithm from 1-CFA to k-CFA we use the techniques described in [14] . This involves modifying the property space of the dataflow analysis, so that abstract variables and abstract heap locations can be distinguished between different calling contexts. This involves extending the identifiers to include a string of the last k call sites, similar to the approach illustrated in Section 3.2. This also requires the altering of transfer functions for calls and call returns, so that formal parameters are identified with call strings as necessary.
Adding Query Types to String Analysis
In order to handle query representing types, we treat all query representing types as strings, or collections of strings. In fact, any modifying methods on these objects can simply be aliases of defined string manipulations such as replace, concat, substring etc. Therefore we simply add all query representing types and operations as aliases of the existing string types and methods.
For query types that do not directly represent queries, such as the DBRecord, we alias a generic heap type. Because all of these query types are heap types, we wish to assign them a unique abstract location identifier based on the program location and context where the object was instantiated. Calculating the dataflow of these heap types allows us to associate each individual query type with its uses or redefinitions.
By aliasing the functionality specified for string types in the string analysis we can reuse the formal specification of the analysis. This allows us to maintain the guarantee of termination and other useful properties of the original string analysis.
To conduct the query analysis we perform a standard fixed point iteration of the graph provided from the previous slicing stage. The result of this process, is a dataflow graph where all query representing types have an estimated set of possible runtime values, and all other query type objects (e.g. returned result sets) are associated with unique identifiers based on where they may be instantiated. We now describe how we use this information. Figure 4 shows an example of the output produced by the dataflow analysis. We store these analysis results using the RSF file format [30] . This example shows the output of the query analysis for the example code in Figure 1 . The first line indicates that the execution with the identifier Exec1 is associated to a code location by the relationship ExecutedAtLine. Intuitively, we use this to denote that an execution with the id Exec1 is executed at Line 40. The next line similarly notes one of the possible queries that might be executed by this query 3 . We extract the information presented here by looking over the dataflow graph for all interesting methods. We define an interesting method as any method which may use or modify a query type in a way that may be significant to the impact calculation that we describe later. This typically includes most of the methods in the persistence libraries that use these query types.
Extracting Dataflow Information
For any method which may execute queries, we store the predicted values of the query, and any auxiliary query types that it may use. For example, in Figure 1 we would find the DBConnection.Exec method on Line 40 and we would output the possible values of the query parameter at this point. We also output the location identifiers of any objects used as parameters, such as parameter collections, and also any returned objects. This is shown Figure 4 where Loc2 is the unique location identifier of the object which we use to uniquely identify the query object.
For methods which do not execute a query, but may still provide valuable impact information, we store any information we can. For our example in Figure 1 , on Lines 06 and 07, we can see that a DBRecord object is accessed. DBRecord is an interesting type involved in a query, therefore we will have included it in our query analysis. The parameter rec will be associated with a location resulting from the execution of a query, and because we are using a k-CFA analysis, where k is greater than 1, it will be associated with only one query execution. This is shown in the second block of text in Figure 4 . The output shows the line number, and uniquely assigned identifier Read1 used to identify this site. Loc3 is the object that is the returned result of the query, indicated by the ReturnsResult relationship. We see that Loc3 is also the result object that is read, shown by the ReadsResultObject relationship, therefore Loc3 associates the read site Read1, as a read of the results of execution Exec1.
This process of adding query types is simple to implement for many different persistence libraries or technologies, and can be extended almost arbitrarily. We omit the details of the libraries for which we have implemented query types. However, in future versions of our prototype, we expect to be able to release a reference implementation, including the ADO.NET libraries.
Collecting all of this information may not always be possible. Reducing the source program to a subset allows us to run a more precise dataflow analysis than previous approaches. Even so, there are many cases where we could lose accuracy, as is typical for static program analysis. However, our intuition is that even if the dataflow analysis is conservative, resulting in several queries that will not occur in practice, by collecting any available information we can still provide enough information to do useful impact calculation. In Section 7 we discuss how useful our analysis was in practice, and where accuracy was lost.
Impact Calculation
Once we have performed the dataflow analysis, we use the gathered information to predict the possible effects of database schema change. We call this process impact calculation.
A good description of the types of impacts that may arise from a given schema change, are described in [2] . This book describes a catalogue of possible changes that can occur in relational database schemas, including detailed descriptions about their effects.
Schema changes can have a wide range of effects and this requires a flexible method of interrogating the extracted query information. As discussed above, we extract information from the dataflow analysis and store it using the RSF file format, as shown in Figure 4 . We then use a relational language to reason about the query data. These relational programs are relatively short. We create one program for each impact type we would like to analyse. To execute our impact calculation programs we use CrocoPat [4] . This tool allows efficient execution of relational programs against arbitrary relational data. The tool uses the RSF, and RML file formats for specifying input data and relational programs respectively. We have chosen to use CrocoPat for several reasons. It allows us to easily change and alter the input data and relational programs. We can express powerful relational programs in relational manipulation language (RML). RML is a powerful language based on first-order predicate calculus, which gives us the power to perform complex reasoning over the information we have extracted. Finally, due to its BDD based implementation, CrocoPat is more efficient than other relational language processors. Figure 5 shows an example RML program. The program takes our sample RSF file, and an arbitrary string column name as input. Change 3, in our example in Section 2 was the dropping of column Experiments.Name, so for this change the parameter would be the string Experiments.Name. In this example we search for any accesses of DBRecord for the column name that has been removed.
The first line of the program creates a set called AffectedReads. This set consists of all query reads from DBRecord where the specified column name is used; the parameter is referenced by the variable $1. We then iterate over each of these affected reads, and print out the location of the read, and the location of the query that returned the result set.
Analysing our example with this RML program results in: Read of dropped column at the following lines:
Example.cs:07 Returned from queries executed at: Example.cs:40 This catches an instance of err2 from our example in Section 2. This example just shows one very short RML program for illustrative purposes. In practice, for every warning, or error that can arise, we write an RML program that takes the required parameters. For every proposed schema change, we run all the applicable impact calculation programs against the extracted data. This results in the prediction of all potential impact sites occurring in the application. This is a very flexible approach, where the set of programs can easily be extended to include arbitrary warnings or error messages, allowing us to tailor our approach to various DBMS features such as views, triggers or constraints. It also allows us to customise the impact calculation for different persistence libraries or technologies. However, it should be noted that we expect to integrate a library of impact calculations programs into our implementation, for all common changes, such as the catalogue of changes provided by Ambler and Sadalage [2] . This would allow users to easily run impact calculation for most common changes, as well as being able to run arbitrary impact calculation of their own as required.
IMPLEMENTATION
We have developed a prototype system that we call SUITE (Schema Update Impact Tool Environment). The architecture of SUITE is shown in Figure 6 . It shows SUITE's key constituent components and the possible interactions between them. As described above, we use the RSF file format [30] to store the results of the dataflow analysis, we write impact calculation programs in RML, and we use the CrocoPat [4] tool to execute these programs. The eventual output of this process is a text-based impact report.
We are currently targetting only C# applications that use SQL Server databases. We have implemented a slicing algorithm and dataflow analysis on top of the Microsoft Phoenix framework [21] , and extract the schema information using ADO.NET. We note that Phoenix provided considerable support for analysis of compiled .NET binaries, and the conversion to a static single assignment (SSA) form, upon which we build the implementation of the program slicing and dataflow analysis. The total size of the SUITE implementation to date is 19 KLOC written in C#.
EVALUATION
In order to evaluate the feasibility of our technique, we have conducted an in-depth case study. Our subject application is the irPublish TM content management system (CMS), produced by Interesource Ltd. This application has been in development for five years and is used by FTSE 100 companies and leading UK notfor-profit organisations. It is a web-based CMS application built using Microsoft's .NET framework, C#, ADO.NET, and using the SQL Server DBMS. irPublish itself consists of many different components, of which, we chose to analyse the core irPublish client project. This currently consists of 127KLOC of C# source code, and uses a primary database schema of up to 101 tables with 615 columns and 568 stored procedures.
For our evaluation to be generalisable, the subject application had to be representative of real world practice for database driven applications. irPublish has been developed using many wellestablished and commonly used techniques. For example, we see instances of design and architectural patterns proposed by Gamma et al [11] and Fowler [10] . It is also important to note that irPublish has been developed using established software engineering practices such as testing, source code revision control, continuous integration and bug tracking. We argue that because these patterns and practices are in widespread use, this case study is a good example of real world practice, and therefore, our findings may also apply to similar applications.
We conducted a historical case study, based upon the version history of the irPublish client project. We examined the source code repository of changes going back two years. This gave us 62 separate schema versions, each having detailed SQL DDL scripts describing the individual changes that were made. Of these possible schema versions we chose three interesting versions that had multiple complex schema changes, requiring significant changes to the application source code. We analysed these three changes in detail, comparing the actual changes that were made to the source code with the information obtained using our analysis technique.
We shall now illustrate the interesting results from one of these studies in detail. The remaining two versions indicated very similar results, and are not included here for the sake of brevity.
The schema change made the eight modifications below. ChangeSc1 Added a column to a Added new return columns to a stored proc. ChangeSp4 Added a new parameter in a stored proc. The actual source code analysed for this version was 78,133 LoC, across 3 compiled binaries, with 417 ADO.NET invocations sites, each of which could execute multiple possible queries. The schema version consisted of 88 tables with a total of 536 columns and 476 stored procedures.
Measured over three timed executions, the source code program analysis took an average of 1 minute 18 seconds, whilst impact calculation took an average of 21 seconds, this gives an average execution time of 1 minute 39 seconds. This was executed on a 2.13Ghz Intel Pentium processor, with 1.5GB of RAM. The program slicing resulted in a reduction of the program from 191173 instructions to 70050 instructions; this is a reduction to 37% of the original program size. The value of k=2 was used for the dataflow analysis, which was the minimum value required to catch all impacts for the case study. However, there were places in the application where the value of k would need to be up to 7.
We now describe the observed source code changes, giving each observed change an identifier.
Desc. Cause OC1 Added new parameters ChangeSp1 OC2 Dynamic sql UPDATE, added column ChangeSc1 OC3 Dynamic sql UPDATE, added column ChangeSc1 OC4 New fields read from query results
ChangeSp2
There were four change sites where source code was changed as a direct consequence of the schema changes. In each case we indicate a description of what was changed and which schema change was responsible. In the following table we compare the predicted changes with the observed changes. none 0 0 -We consider a predicted impact to be a true positive if the error or warning that we highlight requires altering as suggested. We consider a false positive to be a warning or error that was identified but not acted upon. A false negative would be a change that was made, but not predicted. A true negative would be correctly identifying a location as being unaffected, or requiring no alteration.
We omit false negatives from the table for the sake of brevity, but note that there were no false negatives. We omit true negatives from the table as they are difficult to calculate by hand. In the fourth column we note which observed changes the true positives apply to.
For ChangeSc2, ChangeSc3 and ChangeSc4 we see predicted warnings, but no observed changes. This is because many warnings are often false positives. In the case of these three changes, tables have been altered, but these alterations will not directly cause any errors. The warnings highlight the places where the table is accessed by a query, and warn the user that the table alteration has been made and may require action. In many cases no action is required, but in some cases, like for ChangeSc1, some of the warnings are true positives.
We note that the case study only shows false positive warnings and no false positive errors. We consider our analysis to be more accurate for predicting errors than warnings.
It is interesting to note that all changes were indicated by at least one predicted warning or error message created by SUITE, as there were no false negatives. It is also worth noting, that SUITE did not predict any impact for ChangeSp4. This is in-line with our expectations because the stored procedure ChangeSp4 is never called by the application. This is an example of a true negative. The graph in Figure 7 shows the execution times of the analysis as the context-sensitivity is increased. We can clearly see that in our case study, our approach provides a speedup over analysis of the whole program.
This graph shows that for our particular case study, the use of slicing and dataflow decreases the overall cost of the analysis. The cost of the dataflow analysis dominates the cost of the analysis. For the points plotted on this graph, the cost of slicing was between 56% for k=1 and 16% for k=9. This shows that our combined slicing and dataflow approach, provides an overall reduction in the execution time of the analysis because the time to conduct the program slicing, is less than the time saved by running the dataflow analysis over the reduced subset of the program. It is also interesting to note that above k=5, the gradient decreases. This is because many dataflow paths in the program have already reached a fixed point. Paths with very deep call depth or recursion, continue to increase the cost above k=5 but their effect on the cost of the analysis has less effect as k is increased.
Slicing may also be expected to be more scalable than the dataflow analysis, as the dominant cost of many program slicing algorithms is the computation of summary edges, which has been shown to have polynomial complexity with respect to program size [24] , whilst context-sensitive dataflow analysis has exponential complexity. We aim to study the scalability of our approach in future work, but omit results here as our current prototype is not mature enough to be able to draw reliable results for large programs.
There may be substantial opportunities to improve the speed of the slicing algorithms we are using, as shown by the timing statistics reported by Binkley and Harmann [5] . However, we predict that such improvements may not be possible for the dataflow analysis. This is because the dataflow analysis we describe is not representable as an efficient bit-vector problem [1] , therefore to provide a significant improvement may require creating an efficient data structure for the representation of the dataflow information. This may be even more difficult if we were to include language features such as by-reference parameter passing that will increase the complexity of the dataflow property space. At present, we are unaware of any ways to provide a more efficient data structure, and therefore expect the dataflow analysis to remain the dominant cost in our approach.
All these observations imply that our results could potentially be useful in a real development environment, however we cannot conclude this solely from our current evaluation. We claim that we have shown our approach to be both feasible and promising, and we shall conduct further evaluation of the usefulness, accuracy and scalability of this approach in future work.
RELATED WORK
There is a great deal of work related to software change impact analysis [3, 23, 17] . However, we are only aware of one similar project that focussed on impact analysis of database schemas [16] . This earlier work focuses on object-oriented databases whereas we consider relational databases. We argue that the object-relational impedance mismatch makes this a significantly different problem, however we take inspiration from the approach defined here, especially the work on visualisation of results, which we do not currently address.
There have been a number of recent works investigating program analysis techniques for extracting database queries from applications. Amongst these were two important papers which initially inspired our work. Firstly the string analysis of Christensen et al. and secondly, the dynamic query type checker of Gould et al. [12] , both of which we discussed in Section 3. We also discussed the string analysis of Choi et al. [7] , the basis of our own query analysis.
Although we have only discussed k-CFA as a way of implementing a context-sensitive dataflow analysis, there are alternatives [18] . Such alternatives need to make sure that they also provide the ability to associate query definitions, executions and the use of query results across multiple method calls. We suspect that such alternatives will prove to be very similar to k-CFA in many respects, and we identify this as an area for future work.
We argued that a context-sensitive dataflow analysis is expensive, and therefore we have used program slicing to reduce the amount of dataflow analysis. There are other options to reduce the cost of k-CFA analysis such as demand driven interprocedural dataflow analysis [13] . However, such techniques are comparable to slicing, producing very similar results. We chose slicing as it is a well-understood concept that can be applied to many different programming languages. However, as discussed slicing is not prescriptive, and we plan to investigate other forms of dependency analysis in future work.
Some related work has been made in analysing transparent persistence [29] using program analysis, although the focus here is on providing optimisation of queries. This work bears similarity to work on extracting queries from legacy applications [9] , however these techniques are tailored to languages where queries are effectively embedded. This ignores many of the problems we have dealt with in this paper, but may provide an insight into how embedded persistence technologies could be incorporated into our approach in the future, and insights into formalisation of such techniques.
There has also been some related work produced by the testing community [15] . However, the program analysis used in this research, suffers from the same precision problems as the other program analysis techniques mentioned. We also note that database oriented testing in general, does not eliminate the requirement for change impact analysis, and we consider such work to be orthogonal.
The database community has the concept of schema evolution which we argue is orthogonal to our approach. We are not aware of any work from this community which directly measures the impact of a schema change upon applications, using techniques such as dependency analysis. However, we expect that our techniques can be used to help inform schema evolution approaches, and we fully expect schema evolution techniques to be just as applicable for managing change as before.
Ultimately the approach outlined in this paper does not aim to replace any existing techniques for database change, but only help to extract tacit information to aid these techniques.
RESULTS
The major interesting result of our work is that program analysis of database queries, may not be as simple as it would initially seem. The problem of string analysis for queries has been admirably studied in related work. However, as illustrated by our motivating example, and confirmed by our case study, we have found that these existing techniques require increased precision in order to be useful for our purposes, which comes at an additional computational cost. We claim that this cost can be reduced by using a dependency analysis such as program slicing.
Context-Sensitivity
Our example scenario in Section 2 presented an example architecture for database access components. This example identified a requirement for context-sensitive program analysis. This was because the architectural patterns used, result in code where query definitions, query executions and the use of queries results are spread across multiple different method calls.
In our case study we confirmed this requirement. However, perhaps surprisingly, we noted that the standard 1-CFA analysis was not sufficient for extracting useful results. For other applications, the exact level of context-sensitivity required will vary, dependent upon the number of nested calls present in the architecture of the application. However, it is clear that in many real world architectures, especially where similar architectural patterns are used, a high level of context-sensitivity will be required in order to conduct useful impact analysis.
We claim that this increase in context-sensitivity can be achieved at a reasonable cost, by using program slicing or similar dependency analysis to create a subset of the program, and only analysing this reduced subset. Our case study shows that this approach seems promising, and can be applied to real applications.
Threats to Validity
The major threat to validity of this work is the maturity and correctness of our prototype implementation. We see no problems with the presentation of our general approach of dataflow analysis and impact calculation. However, there are some inaccuracies in the implementation of our tool, notably the program slicing algorithms, e.g. the handling of instance variables and static variables, as well as some object oriented features such as inheritance. We are not aware of any work we could have used to corroborate our results, other than the work on slice sizes in C and C++ programs [5] .
We present this work despite these drawbacks, as manual inspection and testing indicate that our results are valid, as problems caused by slicing inaccuracies occur rarely in our current case study. However, in a more mature implementation slice sizes and cost could increase. We would still expect the dataflow analysis to be the dominant cost of this approach, as discussed in Section 5. Therefore, even a moderate reduction in program size produced by program slicing or similar analysis, may still provide an increase in performance of the analysis as a whole. We also plan to develop techniques that perform much better than our slicing approach, in both reduction size and computational cost, making our approach still valid, and worthy of continued investigation.
Schema Change
Another interesting result, is that the types of schema change that occurred, agrees with the predictions of a study by Dag Sjoberg [27] . This study indicates that the types of schema change that are most likely are additions and deletions. We do not include the data from our case study that confirms this, however this observation brings about an important question for future research. Given that breaking changes are not popular, why are they not popular? Are schema changes avoided because they are difficult, or are they simply not often required? In order to answer these questions, we would need to conduct an experiment to see whether the presence of good impact analysis does in fact make schema change easier, and whether this would increase the frequency of making schema changes which may cause errors.
CONCLUSIONS
We have investigated the problem of analysing the impact of database schema changes upon object-oriented applications. We found that current string analysis techniques, whilst useful in other areas, require an increase in context-sensitivity in order to be useful for impact analysis. This increase in precision could have a vastly increased computational cost. To counter this, we reduce the parts of the program to which the analysis is applied with program slicing. We have demonstrated the feasibility of this approach by applying our analysis to a case study of significant size.
Our case study uses recommended and widely accepted architectural patterns and software engineering practices. We argue that because these architectures and techniques are in widespread use our results are generalisable to other similar enterprise applications.
In future research we hope to investigate alternatives to program slicing for reducing the cost of the dataflow analysis, and how the availability of impact analysis techniques may affect the development of database applications.
