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NOTE ON LOWER ESTIMATES OF MULTIPLICITIES
ATSUSHI MORIWAKI
Introduction
The lower estimates of multiplicities are crucial to establish Faltings’ product
theorem (cf. [3], [2], [4] and [1]). In this note we would like to give an explicit lower
bound by using a lower saturated subset of Rn≥0.
Let A := k[X1, . . . , Xn] be the polynomial ring of n-variables over a field k, p be
a prime ideal of A, and xi be the image of Xi in A/p for i = 1, . . . , n. Let
Ki :=
{
k(xi, . . . , xn) if i = 1, . . . , n,
k if i = n+ 1
for i = 1, . . . , n+1, and Υ := {i ∈ {1, . . . , n} | Ki is algebraic over Ki+1}. Let ∆ be
a lower saturated subset of Rn≥0, that is, ∆ is a non-empty subset of R
n
≥0 such that
[0, ξ1]× · · · × [0, ξn] ⊆ ∆ for all (ξ1, . . . , ξn) ∈ ∆. Here we define Σ, (Rn)Υ, ∆Υ and
∂γ (γ = (e1, . . . , en) ∈ Zn≥0) as follows:{
Σ := ∆ ∩ Zn≥0, (Rn)Υ := {(ξ1, . . . , ξn) ∈ Rn | ξj = 0 (∀j 6∈ Υ)} ∼= RΥ,
∆Υ := ∆ ∩ (Rn)Υ, ∂γ := ∂e1+···+en/∂Xe11 · · ·∂Xenn
Then one has the following:
Proposition 0.1 (cf. Corollary 3.2). We assume that the characteristic of k is zero.
Let I be an ideal of A such that p is a minimal prime of I and ∂γ(I) ⊆ p for all
γ ∈ Σ. Then one has lengthAp((A/I)p) ≥ vol(Rn)Υ(∆Υ), where vol(Rn)Υ(∆Υ) is the
volume of ∆Υ in (R
n)Υ.
1. Lower saturated subset
For ϕ = (ξ1, . . . , ξn) ∈ Rn≥0, we set Iϕ := [0, ξ1] × · · · × [0, ξn]. A subset ∆ of
Rn≥0 is said to be lower saturated if (0, . . . , 0) ∈ ∆ and Iϕ ⊆ ∆ for all ϕ ∈ ∆.
Note that a lower saturated subset of Rn≥0 is Lebesgue measurable (for details, see
Proposition A.1). Similarly a subset Σ of Zn≥0 is said to be lower Z≥0-saturated if
(0, . . . , 0) ∈ Σ and Iγ ∩ Zn≥0 ⊆ Σ for all γ ∈ Σ.
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Proposition 1.1. Let Σ be a lower Z≥0-saturated subset of Z
n
≥0. If we set
∆(Σ) :=
⋃
γ∈Σ
Iγ and ∆
′(Σ) :=
⋃
γ=(e1,...,en)∈Σ
[e1, e1 + 1)× · · · × [en, en + 1),
then one has the following:
(1) ∆(Σ) is a closed lower saturated subset of Rn≥0 such that ∆(Σ) ∩ Zn≥0 = Σ.
(2) ∆′(Σ) is a lower saturated subset of Rn≥0 such that ∆
′(Σ) ∩ Zn≥0 = Σ.
(3) Let ∆ be a lower saturated subset of Rn≥0 such that ∆∩Zn≥0 = Σ. Then one has
∆(Σ) ⊆ ∆ ⊆ ∆′(Σ). In particular, vol(∆) ≤ #(Σ).
Proof. In the followings, for ξ ∈ R, min{a ∈ Z | ξ ≤ a} and max{b ∈ Z | b ≤ ξ} are
denoted by ⌈ξ⌉ and ⌊ξ⌋, respectively.
(1) The lower saturatedness of ∆(Σ) is obvious. First let us see that ∆(Σ) is
closed. Let {ϕm}∞m=1 be a sequence of Rn such that ϕm ∈ ∆(Σ) for all m ≥ 1 and
ϕ := limm→∞ ϕm exists. If we set ϕm = (ξm1, . . . , ξmn) and γm = (⌈ξm1⌉, . . . , ⌈ξmn⌉),
then γm ∈ Σ. As limm→∞ ϕm exists, there are γ ∈ Σ and a subsequence {ϕmi} of
{ϕm} such that γmi = γ for all i. Then, as ϕmi ∈ Iγ, one has ϕ = limi→∞ ϕmi ∈ Iγ,
so that ϕ ∈ ∆(Σ).
Finally let us see that ∆(Σ) ∩ Zn≥0 = Σ. Indeed, if γ ∈ ∆(Σ) ∩ Zn≥0, then there is
γ′ ∈ Σ such that γ ∈ Iγ′, so that γ ∈ Iγ′ ∩ Zn≥0 ⊆ Σ.
(2) Note that ∆′(Σ) = {(ξ1, . . . , ξn) ∈ Rn≥0 | (⌊ξ1⌋, . . . , ⌊ξn⌋) ∈ Σ}. Therefore the
lower saturatedness follows from the lower Z≥0-saturatedness of Σ. The assertion
∆′(Σ) ∩ Zn≥0 = Σ is obvious.
(3) For γ ∈ Σ, one has Iγ ⊆ ∆, so that the first assertion ∆(Σ) ⊆ ∆ follows. Next
let us see ∆ ⊆ ∆′(Σ). Indeed, if we set γ = (⌊ξ1⌋, . . . , ⌊ξn⌋) for ϕ = (ξ1, . . . , ξn) ∈ ∆,
then γ ∈ Zn≥0 and γ ∈ Iϕ, so that γ ∈ ∆∩Zn≥0 = Σ, and hence ϕ ∈ ∆′(Σ). The final
assertion is obvious because vol(∆′(Σ)) = #(Σ). 
2. The key lemma
Let k be a field and A := k[X1, . . . , Xn] be the polynomial ring of n-variables over
k. For γ = (e1, . . . , en) ∈ Zn≥0, we denote e1 + · · · + en by |γ| and the monomial
Xe11 · · ·Xenn by Xγ. We set Supp(f) := {γ ∈ Zn≥0 | aγ 6= 0} for f =
∑
γ∈Zn
≥0
aγX
γ ∈
A. It is easy to see that
(2.1) Supp(f + g) ⊆ Supp(f) ∪ Supp(g)
for all f, g ∈ A.
Lemma 2.1. Let I be an ideal of A. Let Σ be a non-empty subset of Zn≥0 such that
Σ ∩⋃f∈I Supp(f) = ∅. Then lengthA(A/I) ≥ #(Σ).
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Proof. It is sufficient to show that lengthA(A/I) ≥ #(Σ′) for any finite subset Σ′ of
Σ, so that we may assume that Σ is a finite set. We set Σ = {γ1, . . . , γN} such that
γi’s are distinct and |γi| ≤ |γj| for 1 ≤ j ≤ i ≤ N . Let
Ii :=
{
I if i = 0,
I+Xγ1A + · · ·+XγiA if 1 ≤ i ≤ N.
Let us check that Ii−1 ( Ii for each i = 1, . . . , N . Otherwise, there are f1, . . . , fi−1 ∈
A and f ∈ I such that Xγi = f +Xγ1f1 + · · ·+Xγi−1fi−1, so that, by (2.1),
γi ∈ Supp(f) ∪ Supp(Xγ1f1) ∪ · · · ∪ Supp(Xγi−1fi−1).
Therefore, as γi 6∈ Supp(f), there is j such that 1 ≤ j < i and γi ∈ Supp(Xγjfj),
that is, γi = γj + γ for some γ ∈ Supp(fj), and hence γ = 0 because |γi| ≤ |γj|.
This is a contradiction. Therefore one has the assertion of the lemma. 
3. Differential operators and multiplicities
From now on, we assume that the characteristic of k is zero. For γ = (e1, . . . , en) ∈
Zn≥0, we set
∂γ =
∂γ
∂Xγ
:=
∂|γ|
∂Xe11 · · ·∂Xenn
and ∂γ :=
1
e1! · · · en!∂
γ .
Note that Leibnitz’s rule can be written by
(3.2) ∂γ(f1 · · · fr) =
∑
γ1,...,γr∈Zn≥0
γ1+···+γr=γ
∂γ1(f1) · · ·∂γr(fr)
in terms of the normalized differential operators ∂γ ’s.
Let ∆ be a lower saturated subset of Rn≥0 and Σ := ∆ ∩ Zn≥0. Note that Σ is a
lower Z≥0-saturated subset of Z
n
≥0.
Proposition 3.1. Let m be a maximal ideal of A and I be an ideal of A such that m
is a minimal prime of I. If ∂γ(I) ⊆ m for all γ ∈ Σ, then lengthAm((A/I)m) ≥ #(Σ).
Proof. First of all, let us claim the following:
Claim 3.1.1. We may assume that
√
I = m.
Proof. Let us see that ∂γ(IAm) ⊆ mAm for any γ ∈ Σ. Indeed, for f ∈ I and a ∈ Am,
by virtue of Leibnitz’s rule (3.2),
∂γ(fa) =
∑
γ1,γ2∈Zn≥0
γ1+γ2=γ
∂γ1(f) · ∂γ2(a),
so that ∂γ(fa) ∈ mAm by our assumptions. Therefore, if we set I′ = IAm ∩ A,
then
√
I′ = m and ∂γ(I
′) ⊆ mAm ∩ A = m. Moreover, lengthAm((A/I)m) =
lengthAm((A/I
′)m), as required. 
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From now on, we assume that
√
I = m, that is, Supp(A/I) = {m}. In this case,
note that lengthAm((A/I)m) = lengthA(A/I).
First we assume that k = A/m. Then lengthA(A/I) = dimk(A/I). Moreover
there are a1, . . . , an ∈ k such that m = (X1 − a1, . . . , Xn − an). Note that ∂/∂Xi =
∂/∂X ′i , where X
′
i = Xi − ai for i = 1, . . . , n, so that, replacing Xi by X ′i, we
may assume that a1 = · · · = an = 0. By Lemma 2.1, it is sufficient to show
Σ∩⋃f∈I Supp(f) = ∅. Otherwise, there are γ ∈ Σ and f ∈ I such that γ ∈ Supp(f),
so that we can set
f = aγX
γ +
∑
γ′ 6=γ
aγ′X
γ′ (aγ 6= 0),
and hence ∂γ(f) = aγ +
∑
γ′ 6=γ aγ′∂γ(X
γ′). Note that ∂γ(X
γ′) ∈ m for all γ′ with
γ′ 6= γ. Thus ∂γ(f) 6∈ m, which contradicts to γ ∈ Σ.
In general, let k be an algebraic closure of k. Then mk := m⊗k k and Ik := I⊗k k
are ideals of Ak := A⊗k k = k[X1, . . . , Xn]. Moreover, if we set r = [A/m : k], then
there are distinct maximal ideals m1, . . . ,mr and ideals I1, . . . , Ir of Ak such that
mk = m1 · · ·mr, Ik = I1 · · ·Ir and
√
Ii = mi for i = 1, . . . , r.
Claim 3.1.2. ∂γ(Ii) ⊆ mi for any γ ∈ Σ and i = 1, . . . , r.
Proof. Without loss of generality, we may assume that i = 1. Fix f1 ∈ I1. We prove
it by induction on |γ|. The assertion for |γ| = 0 is obvious, so that we may assume
that γ 6= (0, . . . , 0). As m1 + Ii = A for i = 2, . . . , r, one can find fi ∈ Ii such that
fi 6∈ m1. Since ∂γ is linear over k, one has ∂γ(Ik) ⊆ mk, so that ∂γ(f1 · · · fr) ∈ m1.
On the other hand, by Leibnitz’s rule (3.2),
∂γ(f1 · · · fr) = ∂γ(f1)f2 · · · fr +
∑
γ1,...,γr∈Zn≥0
γ1 6=γ, γ1+···+γr=γ
∂γ1(f1) · · ·∂γr(fr)
and
∑
γ1,...,γr∈Zn≥0
γ1 6=γ, γ1+···+γr=γ
∂γ1(f1) · · ·∂γr(fr) ∈ m1 by the hypothesis of induction, so that
∂γ(f1)f2 · · · fr ∈ m1, and hence ∂γ(f1) ∈ m1 because f2 · · · fr 6∈ m1. 
By Claim 3.1.2 together with the case where k = A/m, one has
dimk(Ak/Ii) = lengthAk(Ak/Ii) ≥ #(Σ)
for i = 1, . . . , r. Therefore,
lengthA(A/I) =
dimk(A/I)
[(A/m) : k]
=
dimk
(
(A/I)⊗k k
)
[(A/m) : k]
=
dimk (Ak/Ik)
[(A/m) : k]
=
dimk (
⊕r
i=1Ak/Ii)
[(A/m) : k]
=
∑r
i=1 dimk(Ak/Ii)
[(A/m) : k]
≥
∑r
i=1#(Σ)
[(A/m) : k]
= #(Σ),
as required. 
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Let p be a prime ideal of A, K be the fractional field of A/p and xi be the image
of Xi in A/p for i = 1, . . . , n. Let
Ki :=
{
k(xi, . . . , xn) if i = 1, . . . , n,
k if i = n+ 1
for i = 1, . . . , n+ 1. Then
K = K1 ⊇ K2 ⊇ · · · ⊇ Kn ⊇ Kn+1 = k.
Let σi be the transcendental degree of Ki over Ki+1 for i = 1, . . . , n. Note that
σ1 + · · ·+ σn = dim(A/p) and σi ∈ {0, 1} for all i = 1, . . . , n. We set

Υ := {i ∈ {1, . . . , n} | σi = 0},
(Rn)Υ := {(ξ1, . . . , ξn) ∈ Rn | ξj = 0 for all j ∈ {1, . . . , n} \Υ} ∼= RΥ,
∆Υ = ∆ ∩ (Rn)Υ, ΣΥ := Σ ∩ (Rn)Υ.
Note that s := #(Υ) is the codimension of Spec(A/p) in Spec(A).
Corollary 3.2. Let I be an ideal of A such that p is a minimal prime of I and
∂γ(I) ⊆ p for all γ ∈ Σ. Then one has
lengthAp((A/I)p) ≥ #(Σ).
In particular, lengthAp((A/I)p) ≥ vol(Rn)Υ(∆Υ), where vol(Rn)Υ(∆Υ) is the volume
of ∆Υ in (R
n)Υ.
Proof. We set Υ0 = {i1, . . . , is} and {1, . . . , n} \Υ0 = {j1, . . . , jt} (i1 < · · · < is and
j1 < · · · < jt). By our construction, xj1, . . . , xjt are algebraically independent over
k and xi1 , . . . , xis are algebraic over k(xj1 , . . . , xjt). In particular, k[Xj1, . . . , Xjt] \
{0} ⊆ A \ p and K is finite over k(xj1, . . . , xjt).
Let AS be the localization of A with respect to S = k[Xj1, . . . , Xjt] \ {0}, that is,
AS = k(Xj1, . . . , Xjt)[Xi1 , . . . , Xis]. By the above observation, pAS gives rise to a
maximal ideal of AS and pAS is a minimal prime of IAS. Moreover, as ∂γ(I) ⊆ p for
γ ∈ ΣΥ, one can see ∂γ(IAS) ⊆ pAS. Therefore, the first assertion of the corollary
follows from Proposition 3.1. The second assertion follows from Proposition 1.1. 
Example 3.3. Under the assumptions of Corollary 3.2, we introduce a special closed
lower saturated subset ∆ of Rn≥0. Let d = (d1, . . . , dn) be a sequence of positive
number. For ϕ = (ξ1, . . . , ξn) ∈ Rn≥0, we set |ϕ|d := ξ1/d1 + · · · + ξn/dn. For a
non-negative number ǫ, we set ∆ := {ϕ ∈ Rn≥0 | |ϕ|d ≤ ǫ}. Note that ∆ is lower
saturated and
vol(Rn)Υ(∆Υ) = (ǫ
s/s!)
∏
j∈Υ
dj = (ǫ
s/s!)d1−σ11 · · · d1−σnn .
Therefore, by Corollary 3.2, if ∂γ(I) ⊆ p for all γ ∈ Σ, then
(3.3) lengthAp((A/I)p) ≥ (ǫs/s!)d1−σ11 · · · d1−σnn .
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We assume that there are integers α1, . . . , αm, αm+1 such that
1 = α1 < α2 < · · · < αm < αm+1 = n+ 1
and dαi = · · · = dαi+1−1 for all i = 1, . . . , m. We set{
di := dαi , ni := αi+1 − αi,
δi := the trancendental degree of Kαi over Kαi+1.
for i = 1, . . . , m. In this case, (3.3) asserts that
(3.4) lengthAp((A/I)p) ≥ (ǫs/s!)
m∏
i=1
dni−δii .
Indeed, as
∑αi+1−1
j=αi
σj = δi, one has
n∏
j=1
d
1−σj
j =
m∏
i=1
αi+1−1∏
j=αi
d
1−σj
i =
m∏
i=1
d
ni−δi
i ,
as desired.
Appendix A. Lebesgue measurability of lower saturated subset
In this appendix, let us consider the measurability of lower saturated subsets of
Rn≥0, that is, one has the following:
Proposition A.1. Let ∆ be a lower saturated subset of Rn≥0. Let ∆ be the closure of
∆ and ∆◦ be the set of all interior points of ∆. Then vol(∆\∆◦) = 0. In particular,
∆ is Lebesgue measurable.
Proof. For a positive integer N , we set ∆N := ∆ ∩ [0, N ]n. Then ∆N is lower
saturated. Moreover, we set
JN,m :=
{
j
m
∣∣∣∣ 0 ≤ j ≤ mN, j ∈ Z
}
and ΣN,m := ∆ ∩ (JN,m)n
for a positive integer m. Further, we set
∆N,m :=
⋃
ϕ∈ΣN,m
Iϕ and ∆
′
N,m :=
⋃
(a1,...,an)∈ΣN,m
[
a1, a1 +
1
m
]
× · · · ×
[
an, an +
1
m
]
.
Note that ∆N,m ⊆ ∆N ⊆ ∆′N,m, and ∆N,m and ∆′N,m are closed. Then one has the
following:
Claim A.1.1. (1) vol(∆′N,m \∆N,m) ≤ n(1 +N)n−1/m.
(2) vol(∆ ∩ [0, N ]n) ≤ vol(∆′N,m).
(3) vol(∆N,m) ≤ vol(∆◦ ∩ [0, N ]n).
(4) vol((∆ \∆◦) ∩ [0, N ]n) = 0.
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Proof. (1) We set
∆′′N,m := ∆
′
N,m −
(
1
m
, . . . ,
1
m
)
=
⋃
(a1,...,an)∈ΣN,m
[
a1 − 1
m
, a1
]
× · · · ×
[
an − 1
m
, an
]
.
Note that ∆N,m ⊆ ∆′′N,m. Moreover, if we set
∂S := {(a1, . . . , an) ∈ S | ∃ i ∈ {1, . . . , n}, ai = 0}
for a subset S of (JN,m)
n, then
∆′′N,m \∆N,m ⊆
⋃
(a1,...,an)∈∂ΣN,m
[
a1 − 1
m
, a1
]
× · · · ×
[
an − 1
m
, an
]
.
Therefore, one has
vol(∆′N,m \∆N,m) = vol(∆′N,m)− vol(∆N,m)
= vol(∆′′N,m)− vol(∆N,m) = vol(∆′′N,m \∆N,m)
≤ #(∂ΣN,m)
mn
≤ #(∂(JN,m)
n)
mn
.
On the other hand, since
∂(JN,m)
n = {(a1, . . . , an−1, 0) | (a1, . . . , an−1) ∈ (JN,m)n−1}
∐ {(a1, . . . , an−1, an) | (a1, . . . , an−1) ∈ ∂(JN,m)n−1 and an 6= 0},
one has
#(∂(JN,m)
n) = (1 +mN)n−1 + (mN)#(∂(JN,m)
n−1)
≤ mn−1(1 +N)n−1 +m(1 +N)#(∂(JN,m)n−1),
so that one can see that #(∂(JN,m)
n) ≤ nmn−1(1 + N)n−1 by induction on n, as
required.
(2) First as vol([0, N ]n \ [0, N)n) = 0, one has vol(∆∩ [0, N ]n) = vol(∆∩ [0, N)n).
Next let us see that ∆ ∩ [0, N)n ⊆ ∆N . Indeed, if ϕ ∈ ∆ ∩ [0, N)n, then there is a
sequence {ϕm}∞m=1 such that ϕm ∈ ∆ for allm and ϕ = limm→∞ ϕm. As ϕ ∈ [0, N)n,
there is a positive integer M such that ϕm ∈ [0, N)n for m ≥ M , so that ϕ ∈ ∆N ,
as desired. Therefore, we obtain vol(∆ ∩ [0, N ]n) ≤ vol(∆N ).
On the other hand, as ∆N ⊆ ∆′N,m and ∆′N,m is closed, one has ∆N ⊆ ∆′N,m, so
that vol(∆N ) ≤ vol(∆′N,m), and hence the assertion of (2) follows.
(3) As I◦ϕ ⊆ ∆◦ for ϕ ∈ ΣN,m, one obtains
⋃
ϕ∈ΣN,m
I◦ϕ ⊆ ∆◦ ∩ [0, N ]n, and hence
vol
(⋃
ϕ∈ΣN,m
I◦ϕ
)
≤ vol(∆◦ ∩ [0, N ]n). On the other hand, note that
∆N,m \
⋃
ϕ∈ΣN,m
I◦ϕ =
(⋃
ϕ∈ΣN,m
Iϕ
)
\
(⋃
ϕ∈ΣN,m
I◦ϕ
)
⊆
⋃
ϕ∈ΣN,m
(Iϕ \ I◦ϕ),
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so that
0 ≤ vol(∆N,m)− vol
(⋃
ϕ∈ΣN,m
I◦ϕ
)
= vol
(
∆N,m \
⋃
ϕ∈ΣN,m
I◦ϕ
)
≤ vol
(⋃
ϕ∈ΣN,m
(Iϕ \ I◦ϕ)
)
≤
∑
ϕ∈ΣN,m
vol(Iϕ \ I◦ϕ) = 0.
Therefore, vol(∆N,m) ≤ vol(∆◦ ∩ [0, N ]n), as required.
(4) By (1), (2) and (3), one has
0 ≤ vol((∆ \∆◦) ∩ [0, N ]n) = vol(∆ ∩ [0, N ]n)− vol(∆◦ ∩ [0, N ]n)
≤ vol(∆′N,m)− vol(∆N,m) ≤ n(1 +N)n−1/m,
so that the assertion of (4) follows because m is an arbitrary positive integer. 
By (4) in Claim A.1.1, one can see that vol(∆ \∆◦) = 0 because⋃
N≥1
(∆ \∆◦) ∩ [0, N ]n = ∆ \∆◦.
In particular, since ∆ = ∆◦∪ (∆∩ (∆ \∆◦)) and the Lebesgue measure is complete,
the measurability of ∆ follows. 
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