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DE INGENIERO EN MECATRÓNICA
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kunapa yachachishkakunamanta, kay kushikuyka kikinkunapashmi kapan.
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Sairy Paúl De La Torre Morales
6
Resumen
El control de robots es un gran campo de aplicación de la ingenierı́a. Estos pueden ser encon-
trados tanto en sistemas fı́sicos como informáticos. Sin embargo, existen diferentes plataformas
que no necesariamente son de código abierto, por lo que acceder a una licencia puede ser muy
significativo.
Xpilot presenta una librerı́a de código abierto que trabaja con diferentes lenguajes de progra-
mación de código abierto y una manera fácil de aprendizaje de diferentes tipos de habilidades
para los estudiantes, especialmente para aquellos que desean aprender a programar diferentes
estrategias de control. Por otra parte, Xpilot AI, permite programar bots de manera que los mis-
mos puedan realizar diferentes tipos de acciones en el juego, en muchos de los casos se hace
utilidad de IA (Inteligencia Artificial). Además, Xpilot-AI ofrece una amplia gama de bots para
lograr comprender como funcionan los diferentes comandos.
El problema de moverse desde un punto A hasta un punto B, es el que se presenta en el
actual trabajo. Para la resolución de este problema se hace utilidad de diferentes herramientas
informáticas y matemáticas, ası́ como también la información de muchas fuentes bibliográficas.
Para que el performance del bot sea el óptimo, se considera una máquina de estados que con-
tiene todos las condiciones para que el mismo se desempeñe en su entorno informático y pueda
lograr con su cometido. Estas condiciones hacen que el robot actúe de diferente manera frente
a las situaciones que existen dentro del juego.
Además, se utiliza la plataforma Raspberry Pi 3 modelo B, para montar un servidor al que el
bot es capaz de conectarse de manera remota. Dicho servidor también es distribuido por XPilot
y está disponible para su libre descarga desde su página web. Este servidor puede utilizarse en
un mismo terminal de requerirse el caso.
Sairy Paúl De La Torre Morales
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Abstract
Robot control is a huge branach of applied engineering. Robots can be found in both physi-
cal and computer systems. However, there are different platforms that are not necessarily open
source, so accessing a license can be very significant.
Xpilot presents an open source library that works with different open source programming
languages. Also, it presents an easy way of learning different types of skills for students, es-
pecially for those who want to learn to program different control strategies. On the other hand,
Xpilot AI allows bots to be programmed so that they can perform different types of actions in
the game, in many cases AI (Artificial Intelligence) is used. In addition, Xpilot-AI offers a wide
range of bots to help you understand how the different commands work.
The problem of moving from point A to point B is the one presented in the current work.
Different computer and mathematical tools are used to solve this problem, as well as informa-
tion from many bibliographic sources. For the bot’s performance to be optimal, it is considered
a state machine that contains all the conditions for it, so that it works in the best way achieving
its mission in its computing environment. These conditions make the robot act differently in the
face of situations that exist within the game.
In addition, the Raspberry Pi 3 model B+ platform is used to mount a server to which the
bot is able to connect remotely. This server is also distributed by XPilot and is available for free
download from its website. This server can be used in the same terminal if the case is required.
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Índice de figuras
2.1. Entorno de juego de XPilot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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1.1. Problema
X Pilot es un simulador de combate espacial bidimensional de código abierto en el que na-
ves robots interactúan. Varios jugadores pueden conectarse a un servidor central de X Pilot y
competir en muchas variedades de juegos, como el combate libre, la captura de la bandera o el
combate en equipo (1).
El problema de la generación de un camino a seguir por un robot móvil para llegar de una
posición inicial a otra final evitando los obstáculos del entorno ha sido tratado ampliamente
en la literatura (2) . Por otro lado, ya se han desarrollado modelos dinámicos que describen la
trayectoria de un robot en 2D, sin embargo, dichos modelos han sido utilizados para controlar
trayectorias de robots en un entorno fı́sico y no en uno computacional (3) .
En lo que respecta a la literatura de X Pilot AI, no existe suficiente información acerca de
un modelo que describa el comportamiento de la nave en su entorno. Por lo tanto, es necesario
modelar su dinámica para diseñar una estrategia que permita controlar su posición y orientación.
1.2. Alcance
El proyecto a realizarse consiste en establecer un modelo dinámico que permita describir
el movimiento de la nave robot X Pilot AI en su entorno computacional, considerando las va-
riables de estado importantes (aceleración, velocidad, distancia). Adicionalmente, se diseñará e
implementará un algoritmo de control sobre una plataforma de software libre para su posterior




Determinar el modelo dinámico del robot X Pilot AI.
1.3.2. Objetivos Especı́ficos
Realizar el modelo dinámico considerando las caracterı́sticas del robot implicadas en el
movimiento y su entorno informático.
Diseñar la acción de control para que el robot se desempeñe en su entorno.
Implementar el algoritmo de control en un servidor con software libre.
1.4. Justificación
La relevancia del presente proyecto consiste en una investigación que permita utilizar la
librerı́a de X Pilot AI. La habilidad de modificar el código fuente permite a los usuarios e in-
vestigadores hacer grandes cambios en lo que respecta al entorno, que de otra manera no serı́a
posible (4) .
La simulación se puede definir como la imitación de un sistema usando un modelo de compu-
tadora con el fin de evaluar y mejorar el desempeño de este (5) . Los sistemas dinámicos que se
encuentran comúnmente como componentes de sistemas industriales tienen un comportamiento
que debe representarse a través de modelos para obtener información sobre su funcionamiento
(6) .
En X Pilot, las fuerzas fı́sicas, como la inercia, la fricción y la gravedad, se modelan de ma-
nera realista. Las naves tienen masa, y se requiere habilidad para la aplicación de la dirección
correcta y la cantidad de fuerza para navegar a través del entorno (4) .
Es necesario establecer un modelo que describa la trayectoria de la nave de un punto hacia
otro, con el fin de utilizarlo como una herramienta de simulación para su utilización en un ser-
vidor de X Pilot. Existen modelos que permiten a robots fı́sicos desplazarse en un entorno, sin
embargo, dichos modelos no han sido implementados en la nave de X Pilot AI.
14
1.5. Contexto
El punto álgido del proyecto es encontrar las ecuaciones diferenciales que modelen el com-
portamiento de la nave. Sin embargo, existen algunos trabajos donde se sustentan diferentes
soluciones para el control de robots en entornos 2D. Se puede utilizar dicha información para
obtener un modelo que describa el comportamiento de la nave en su entorno.
(7) Presenta X Pilot como un entorno de aprendizaje que se puede usar para desarrollar
comportamientos reactivos primitivos, pero puede ser lo suficientemente complejo como para
requerir estrategias de combate y la cooperación del equipo. Además, utiliza el entorno con un
algoritmo genético para conocer los pesos de un controlador de red neuronal artificial que pro-
porciona control reactivo tanto ofensivo como defensivo para un agente autónomo.
En (8) se desarrolla un sistema de control para seguir una trayectoria determinada que es
aplicado en un robot diferencial. Se utiliza la cinemática directa del robot para simular su com-
portamiento. Por otro lado, en (9) se considera el modelo dinámico de un dirigible y un análisis
para el planteamiento de modelos de control. Para el suavizado de las trayectorias del dirigible
se proponen dos modelos con relajación en la dinámica de la variable de control.
Gallardo D., Colomina o., Flórez F. y Rizo R., en (10) plantean una solución a la planifi-
cación de trayectorias subóptimas y robustas en el espacio de velocidades de un robot móvil.
Se planifica una secuencia de velocidades, realizando entonces la búsqueda no en el espacio de




En el presente capı́tulo se da una breve explicación de qué es XPilot y el funcionamiento
del mismo. Además, en la sección 2.3, se realiza un estudio del estado del arte de los métodos
de control existentes para bots de X-Pilot AI ası́ como para el manejo de su entorno.
2.1. X-Pilot
Xpilot es un juego de combate espacial bidimensional, multijugador y de código abierto.
Los jugadores navegan por naves triangulares a través de mapas personalizados, recolectando
potenciadores, evitando trampas e intentando derribar a sus oponentes para ser la última nave
viva (5).
Xpilot consta principalmente de dos componentes: el servidor y el cliente (Fig. 2.1). El ser-
vidor se utiliza para configurar los ajustes de un juego. Por ejemplo, puede cambiar el número
de fotogramas por segundo (FPS) en un juego y el mapa que se utiliza. También es responsabili-
dad del servidor realizar un seguimiento de los jugadores que juegan el juego, sus puntuaciones
y otra información. Toda la comunicación entre clientes se enruta a través del servidor. En lugar
de que cada cliente se envı́e información directamente entre sı́, envı́an y reciben información
desde y hacia el servidor. La naturaleza centralizada del juego ayuda a mejorar la confiabilidad
y la eficiencia durante el juego que involucra a múltiples usuarios (4).
2.2. X-Pilot AI
Xpilot-AI es un entorno en el que los investigadores pueden probar programas de aprendiza-
je y control de agentes autónomos. Está basado en Xpilot, que es un juego de combate espacial
2d de código abierto. Xpilot-AI permite a un programador escribir scripts que controlan a un
agente de juego de Xpilot (6).
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Figura 2.1: Entorno de juego de XPilot
2.2.1. Controles de Juego
Las funciones exportadas por la biblioteca Xpilot-AI realizan acciones simulando pulsacio-
nes de teclas en el cliente Xpilot. La información sobre el mapa y los objetos circundantes se
obtiene de las funciones de dibujo del cliente. También existen funciones para enviar y recibir
mensajes a través del sistema de chat, lo que permite que los agentes independientes del jue-
go se comuniquen entre sı́ y con el servidor Xpilot. Xpilot-AI también proporciona la función
AI main, una función vacı́a que se llama para cada marco de ejecución. Los programas de agen-
tes se escriben redefiniendo esta función.
Además, Xpilot-AI proporciona varias funciones a través de las que los programas de control
de agentes pueden obtener información sobre el entorno que los rodea, los barcos en el mapa
y varios otros datos útiles. Existen enlaces externos para Java, Scheme y Python que permiten
escribir programas de control de agentes en cualquiera de estos tres lenguajes (4).
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2.3. Modelos X-Pilot AI
2.3.1. Algoritmo Genético de Cola
La estructura de la QGA (Algoritmo Genético de Cola por sus siglas en Inglés) es una cola
en la que se forman nuevos individuos a partir de cruces de individuos seleccionados estocásti-
camente (rueda de ruleta) de la población, mientras que se eliminan los individuos de mayor
edad. La cola es del tamaño de la población deseada y está compuesta en su totalidad por indi-
viduos que ya han sido evaluados para determinar su aptitud. Cuando un cliente está disponible,
dos individuos se eligen estocásticamente de acuerdo con la aptitud de la población, sus cro-
mosomas se cruzan para formar el nuevo hijo. El niño es enviado al cliente, donde se prueba su
condición fı́sica y se coloca al comienzo de la cola. Se elimina al individuo de mayor edad, y
cada individuo se mueve hacia abajo un espacio más cerca del final donde eventualmente será
eliminado. Si el tamaño de la población es p, cada individuo tiene p posibilidades de ser elegido
como padre de un nuevo hijo. Debido a que cada individuo tiene p posibilidades de reproducirse,
el QGA es muy similar en comportamiento evolutivo a un RGA, que realiza p recombinaciones
para formar una nueva población después de evaluar a cada individuo en la generación (11).
2.3.2. Estrategias Evolutivas
Las estrategias de evolución implican el uso de una población inicial, una mutación y una
función de aptitud. En el caso general, las estrategias de evolución toman la población inicial,
mutan a sus miembros para crear al menos la misma cantidad de niños y luego prueban la
aptitud de los niños utilizando la función de aptitud. En las estrategias de evolución 1 a 1, la
población inicial es exactamente un individuo, y en cada época se crea y prueba un niño, y solo
un niño exitoso reemplaza al padre. Esta técnica, si bien es eficaz en términos de garantizar
el progreso salvo tretas en la función de aptitud, no es necesariamente tan rápida como otros
tipos de estrategias de evolución cuando la aptitud se puede alcanzar rápidamente. Sin embargo,
dado que el objetivo del aprendizaje en tiempo real es tener siempre la mejor versión en uso,
utilizando una población, que no siempre mostrará al individuo con la mayor aptitud, cuando se
puede evitar, parecı́a ser una complicación innecesaria. a este 1 a 1 se consideró la opción más
adecuada (12).
2.3.3. Aprendizaje por Refuerzo
Muchas técnicas de RL (Aprendizaje por refuerzo por sus siglas en Inglés) emplean formas
de abstracción de estados. En muchos de estos enfoques, se utiliza un conjunto reducido de
variables de estado para generalizar sobre un gran número de estados, lo que reduce la dimen-
sionalidad general del problema para permitir una mayor repetición y una convergencia más
rápida. En parte, este enfoque es natural, ya que parece que el comportamiento inteligente a
menudo implica ignorar las caracterı́sticas irrelevantes del entorno y concentrarse en las cosas
que importan. En la práctica, sin embargo, para hacer que la RL sea más práctica, las abstrac-
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Figura 2.2: Algoritmo Genético de Cola
ciones a menudo ignoran por completo un gran número de variables de estado para reducir el
tamaño del espacio de estados y arriesgarse a la simplificación (13).
2.3.4. Codificación Adaptativa de Kanerva
Este método emplea un pequeño subconjunto de los estados originales como proxy del en-
torno completo, actualizando los valores sobre los estados del prototipo representativos abstrac-
tos de una manera análoga a Q-learning. Con el tiempo, el conjunto de prototipos se ajusta para
proporcionar una cobertura y una abstracción más efectivas, nuevamente de forma automática.
Nuestros resultados muestran que esta técnica permite que un simple agente de aprendizaje du-
plique su tiempo de supervivencia cuando navega por el entorno de Xpilot, utilizando solo una
pequeña fracción del espacio de estado completo como sustituto y aumentando en gran medida
el potencial para un aprendizaje más rápido (13).
2.3.5. Controlador de Red Neuronal
El término red neuronal se refiere a un modelo computacional cuyo diseño está motivado
por la estructura y los aspectos funcionales de las redes neuronales biológicas que se encuentran
en un cerebro. Las redes neuronales se componen de neuronas artificiales que se han conectado
entre sı́ para promover la comunicación con el fin de resolver un problema especı́fico. Se utili-
zan para determinar patrones en grandes cantidades de datos, ası́ como para encontrar formas de
representar datos complejos. Hay varios tipos de redes neuronales, algunas considerablemente
más complejas que otras. Las redes neuronales simples a menudo se representan con capas: la
red tendrá n-nodos en la capa de entrada y m-nodos en la capa de salida. Los nodos en la capa de
entrada aceptan datos y luego envı́an los datos a la capa de salida, realizando transformaciones
en el camino para generar la salida deseada. Estas transformaciones ocurren multiplicando las
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entradas por pesos especı́ficos, asociados con cada neurona. Para representar datos más com-
plejos, a menudo se utilizan capas adicionales. Estas capas adicionales se denominan “capas
ocultas”, dado que son utilizadas por el sistema pero no interactúan directamente con el usua-
rio, ya que no producen una salida visible propia y solo reciben información de otras neuronas
del sistema (14).
2.4. Propuesta
En la literatura existen varios modelos de control para bots de XPilot, muchos de ellos uti-
lizan IA para su propósito. Sin embargo, también existen bots que no requieren de de IA, si no
que más bien, optan por utilizar técnicas más sencillas.
El algoritmo propuesto utiliza la segunda Ley de Newton, es decir, se propone resolver el pro-
blema aplicando las formulas del Movimiento Rectilı́neo Uniformemente Variado (M.R.U.V.).





En este apartado se realiza una descripción de la metodologı́a utilizada para llevar a cabo la
programación del bot en su entorno informático.
Previo a la utilización de XPilot-AI y su entorno, se debe instalar todas las librerı́as para
que su funcionamiento sea el óptimo. En www.xpilot-ai.org se pueden encontrar los archivos
necesarios para su instalación. Sin embargo, en la sección 3.3 se puede encontrar una expli-
cación detallada para la preparación del sistema, instalar XPilot-AI y todos los componentes
necesarios para que el programa funcione correctamente.
3.1. Descripción del Algoritmo
En la figura 3.1 se muestra el diagrama de bloques que se ha utilizado para la programación
del algoritmo que hace posible el funcionamiento del bot de la manera requerida. El código se
presenta en los anexos.
En primera instancia, se procede a iniciar un servidor de XPilot y conectarse a él en la red.
Una vez conectado al servidor de XPilot se procede al cálculo del angulo al que debe girar la
nave. Posteriormente se realiza el cálculo de las coordenadas X e Y, que serán los puntos de
destino al que la nave debe llegar aplicando las ecuaciones del modelado dinámico. Finalmente
se impulsa la nave para que realice su recorrido hasta el punto X,Y anteriormente calculado.
Más adelante se explica más a detalle cada uno de los pasos que se pueden observar en el
diagrama de flujo.
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Figura 3.1: Diagrama de Flujo
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3.2. Máquina de Estados
Se denomina máquina de estados a un modelo de comportamiento de un sistema con en-
tradas y salidas, en donde las salidas dependen no sólo de las señales de entradas actuales sino
también de las anteriores. Las máquinas de estados se definen como un conjunto de estados que
sirve de intermediario en esta relación de entradas y salidas, haciendo que el historial de señales
de entrada determine, para cada instante, un estado para la máquina, de forma tal que la salida
depende únicamente del estado y las entradas actuales (15). En la Fig. 3.2 se puede observar el
criterio con el que fue programado el algoritmo.
Figura 3.2: Máquina de estados
3.3. Requerimientos del Sistema
3.3.1. Sistema Operativo
Para poder llevar a cabo la realización de este proyecto es necesario contar con el sistema
operativo (O.S. por sus siglas en inglés) Ubuntu 12.04 LTS. De otra manera, no será posible
ensayar los bots ya que en los O.S. lanzados posteriormente únicamente se puede ejectuar XPilot
y jugar pero sin la libertad de poder programar los mismos.
3.3.2. Python 3 y sus componentes
XPilot AI funciona con Python 3, por lo que en primera instancia es necesario instalar dicho
lenguaje de programación. Ası́ mismo, se necesita la librerı́a NumPy, para poder utilizar deter-
minadas operaciones matemáticas y poder ensayar las naves robot. Para instalar los 2 compo-
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nentes principales, se debe abrir la terminal de Ubuntu 12.04 LTS y proceder con los siguientes
comandos:
Instalación de Python 3: sudo apt install python3.
Instalación de NumPy: sudo apt install python-numpy.
3.3.3. Librerı́as Necesarias
Las librerı́as que se mencionan a continuación deben ser instaladas antes de instalar XPilot,
ya que de lo contrario el mismo no se podrá ejecutar.
Actualmente existen 2 versiones de XPilot-AI que tienen soporte:
Xpilot-AI 1.0 basado en XPilot Classic 4.5.5
Xpilot-ng-AI 0.9 basado en XPilot NG 4.7.3
En este caso se utilizó Xpilot-ng-AI 0.9 ya que incluye un cliente SDL, lo que brinda un entrono
gráfico mucho más desarrollado. Para compilar Xpilot-ng-AI 0.9 se necesitan las siguientes
librerı́as:
Expat XML versión 1.1
Librerı́a de compresión zlib versión 1.1.3
Compilador ANSI C
X11




OpenGL (acelerado por hardware)
El proceso para la instalación de XPilot AI se describe en el siguiente apartado.
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3.3.4. Instalación de XPilot AI
Una vez instaladas todas las librerı́as necesarias, se procede a instalar Xpilot-ng-AI 0.9. Para
ello se puede utilizar los siguientes comandos desde la terminal de Ubuntu 12.04 LTS.
1. wget http://xpilot-ai.org/downloads/xpilot-ng-ai-0.9/xpilot-ng-ai-0.9.sh
2. chmod +x xpilot-ng-ai-0.9.sh
3. ./xpilot-ng-ai-0.9.sh
De esta manera XPilot AI queda instalado y listo para su utilización en ensayo de naves
robot.
3.4. Configuración de Raspberry Pi 3
En el presente trabajo se hace utilidad de la plataforma Raspberry Pi, por lo que es necesaria
su configuración para su posterior utilización como servidor de juego de Xpilot. En este caso se
optó por utilizar una Raspberry Pi 3 donde se procede a montar el sistema operativo Raspbian.
El O.S. pertinente para el manejo de Raspberry Pi 3 está disponible en https://www.
raspberrypi.org/software/. Es necesario configurar el sistema para tener actuali-
zados todos los repositorios. Para este cometido, se hace utilidad del comando sudo apt-get
update seguido de sudo apt-get upgrade. En la Fig. 3.3 se muestra dicha configuración.
Figura 3.3: Configuración Raspberry Pi
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3.5. Algoritmo Propuesto
3.5.1. Calculo del Ángulo de giro
El cálculo del ángulo a girar se realiza con el objetivo de mantener la nave espacial en direc-
ción a un enemigo detectado. De esta manera se mantiene el error de la orientación en el mı́nimo
posible. El comando utilizado para sensar la orientación de la nave es ai.selfHeadingDeg() en
caso de requerirlo en grados, o ai.selfHeadingRad() en caso de requerirlo en radianes.
En este apartado se calcula el error en la orientación para posteriormente calcular las ve-
locidades tanto en el eje X, como en el eje Y. Para evitar un resultado no deseado en la resta
del ángulo actual y deseado, en función de su signo, se restringe el error del ángulo de rotación
entre 0 a 180 grados y 0 a -180 grados. Se utiliza la función arctan2 (mt.atan2) de la librerı́a
math para un cálculo preciso y ası́ evitar una orientación errónea. Esto se debe a que la función
arctan2 es una función de cuatro cuadrantes, que produce el ángulo dentro de los cuatro cua-
drantes del plano. Ayuda a determinar el signo y la ubicación del cuadrante derecho del ángulo
resultante, dentro del rango de (]. Los ángulos en sentido antihorario se consideran positivos y
los ángulos en sentido horario se consideran negativos. El código utilizado en Python se muestra
a continuación. Ver Fig. 3.4.
Figura 3.4: Cálculo del ángulo theta
3.5.2. Cálculo del punto de destino X,Y
Para conocer el punto X, Y al que la nave espacial debe dirigirse debemos en primera ins-
tancia sensar la posición y orientación de la nave. Esto se puede lograr utilizando los comandos
ai.selfX() y ai.selfY(), de esta manera se obtiene la lectura de la posición de la nave en los ejes
X e Y respectivamente. La orientación es la misma que se sensó en la anterior sección. Sin em-
bargo, para la navegación en combate, es necesario conocer la localización de las naves robot
enemigas, esto se logra con la función look4enemy que se presenta en la Fig. 3.5donde el punto
de destino se calcula cuando se detecta a un enemigo, esto se puede lograr gracias al comendo
ai.closestShipId().. En este caso, el vector [x goal,x goal] será el punto de llegada y el vector
[x now,y now] será el punto de partida. Se utiliza ai.selfVelX() y ai.selfVelY() para conocer las
velocidades en X e Y. En este caso el vector velocidad V está compuesto por las velocidades
Vx y Vy, su módulo se representa con la ecuación 3.1. El punto de destino se calcula cuando se
detecta a un enemigo, esto se puede lograr gracias al comendo ai.closestShipId().
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Figura 3.5: Función para localización de enemigos en el mapa




v2x + v2y (3.1)
Distancia =
√
(xgoal − xnow)2 +(ygoal − ynow)2 (3.2)
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3.5.3. Modelo Dinámico
La animación emula una nave espacial que se mueve en un espacio (bidimensional) (16). Es
decir, la nave se moviliza en el plano XY, por lo que, tanto como su posición y velocidad son
calculadas en este plano. De esta manera su posición queda descrita por las ecuaciones 3.1 y
3.2.
Eje X:









A su vez, la velocidad queda descrita por las ecuaciones 3.3 y 3.4
Velocidad en X:
vxi = vxi−1 +axi∆t (3.5)
Velocidad en Y:








Para inciar Xpilot, se abre la terminal de Ubuntu 12.04 LTS presionando las teclas Ctrl+Alt+T.
En la terminal se digita el comando xpilot-ng-server seguido de Enter tal y como se muestra
en la Fig. 4.1.
Figura 4.1: Prueba de Xpilot: Servidor
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Una vez inicializado el servidor, presionar Ctrl+Shift+T para abrir una nueva pestaña de
la terminal. Con el comando xpilot-ng-x11 -join se inicia el entorno de Xpilot (ver Fig. 4.2).
También se puede utilizar el comando xpilot-ng-sdl -join en caso de querer utilizar el cliente
SDL. Los entornos de Xpilot X11 y SDL se muestran en las Fig. 4.3 y Fig. 4.4 respectivamente.
Figura 4.2: Prueba de Xpilot: Inicialización de Xpilot
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Figura 4.3: Xpilot Entorno X11
Figura 4.4: Xpilot Entorno SDL
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4.1.2. Servidor
En la Raspberry Pi 3, se abre la terminal LXTerminal, y se procede a iniciar el servidor con
el comando xpserver (ver Fig. 4.5)
Figura 4.5: Comando xpserver
En la Fig. 4.5 se puede observar una captura de LXTerminal, una vez que se ha iniciado el
servidor.
Figura 4.6: Servidor iniciado
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4.2. Pruebas
En el caso de este proyecto, los scripts de las naves robot, están almacenadas en la carpeta
Bots de la carpeta Documentos (ver Fig. 4.7).
Figura 4.7: Dirección de documentos
Para poder ensayar el script de la nave robot, se abre una terminal con Ctrl+Alt+T, a con-
tinuación se digita cd Documentos y una vez en la carpeta Documentos se digita cd Bots. De
esta manera se accede al contenido de la carpeta Bots.
El ensayo de la nave robot que en este caso lleva por nombre Dynamic model.py, se realiza uti-
lizando el comando python3 Dynamic model.py. Todo lo anteriormente mencionado se puede
observar en la Fig. 4.8. A continuación, el entorno Xpilot abre una ventana con la opción de
conexión a los posibles servidores que existen en la red local. En este caso, como ya se mostró
en la Fig. 4.6 existe un servidor de nombre pi montado en la Raspberry Pi 3. Esto se puede
evidenciar, en la Fig. 4.9. Por lo que se debe conectarse a dicho servidor.
En la Fig. 4.10 se puede visualizar el funcionamiento de la nave robot Dynamic Model.py
desempeñándose en su entorno. En este caso se muestra a la nave realizando un giro al detectar
un muro en su trayectoria.
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Figura 4.8: Acceso a la dirección de los Scripts
Figura 4.9: Servidores Disponibles
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Figura 4.10: Desempeño Nave Robot: Dynamic model.py
En las Fig. 4.11 y Fig. 4.12 se puede observar a la nave robot antes y después de detectar un
enemigo. Una vez detectado el enemigo, la orientación de la nave cambia completamente y se
dirige a atacarlo.
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Figura 4.11: Pruebas nave robot: Detección del enemigo
Figura 4.12: Pruebas nave robot: Seguimiento del enemigo, modelo dinámico.
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Capı́tulo 5
Conclusiones y trabajo futuro
Este capı́tulo muestra las conclusiones del presente proyecto y esboza algunas lı́neas posi-
bles de trabajo futuro.
5.1. Conclusiones
Se realizó el modelado dinámico del robot tomando en cuenta las variables de posición
angular, posición en el plano (coordenadas X,Y) y velocidad.
En este caso, la variable que se controló fue la velocidad para ello fue necesario conocer
las coordenadas de las naves enemigas, mismas que fueron detectadas con la función
look4enemy misma que se puede apreciar en 6.1.1.
Se logró implementar un servidor remoto con la ayuda de Xpserver, mismo que es distri-
buido por XPlitot, en la plataforma Raspberry Pi 3 B.
5.2. Trabajo futuro
La planeación de trayectorias queda como un pendiente para trabajos futuros. Dicho trabajo
ayudarı́a a describir un movimiento deseado al robot haciéndolo mucho más autónomo. De esta
manera, el robot podrı́a evadir cualquier tipo de obstáculos, incluso los proyectiles lanzados por




Este apéndice incluye el listado de código(s) desarrollado(s) en el proyecto. Sólo se ha
anexado el archivo más importante, en este caso, el script de bot ensayado.
6.1. XPilot AI
6.1.1. Script de la Nave Robot (Dynamic Model.py)
Listing 6.1: Script Modelo Dinámico
i m p o r t numpy as np
i m p o r t math as mt
i m p o r t l i b p y A I as a i
i m p o r t os
# g l o b a l c o n s t a n t s and d e f i n i t i o n s
c l a s s r o b o t :
mainEnemy = ’Uzi’ # t h e name of t h e most i m p o r t a n t t a r g e t
s p e e d L i m i t H i = 100 # i f we overcome i t , t h e speed l i m i t e r w i l l b r a k e t h e s h i p
speedLimi tLo = 80
d i s t M i n = 300
poin t1X = 1200
poin t1Y = 1200
poin t2X = 1800
poin t2Y = 1800
poin t3X = 1200
poin t3Y = 1800
poin t4X = 1800
poin t4Y = 1200
# Gl ob a l v a r i a b l e s
t i c k C o u n t = 0
mode = "wait"
t a r g e t C o u n t = 0
t a r g e t D i s t = 0
ta rge tName = ’ ’
s h i e l d F l a g = 1
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counterRunAway = 0
c a l c A n g l e = 0
a c t i o n L i m i t = 0
c u r r e n t O b j e c t i v e = 1
d e f s h i e l d ( command ) :
g l o b a l s h i e l d F l a g
i f command == 1 & s h i e l d F l a g == 0 :
s h i e l d F l a g = 1
e l i f command == 0 & s h i e l d F l a g == 1 :
s h i e l d F l a g = 0
a i . s h i e l d ( )
d e f a v o i d S p e e d L i m i t ( ) :
g l o b a l a c t i o n L i m i t
i f a i . s e l f S p e e d ( ) >= r o b o t . s p e e d L i m i t H i :
p r i n t ("Speed limit overcame, reducing!!!" )
ang = mt . a t a n 2 ( a i . s e l f V e l Y ( ) , a i . s e l f V e l X ( ) ) *180 / np . p i
i f ang < 0 :
ang = ang + 360
ang = ang − 180 # changes t h e d i r e c t i o n
i f ang < 0 :
ang = ang + 360
p r i n t ( ang )
a i . turnToDeg ( i n t ( ang ) ) # a n g l e c o r r e c t i o n
a i . s e t P o w e r ( 2 0 )
a i . t h r u s t ( 1 )
a c t i o n L i m i t = 1
e l i f ( a i . s e l f S p e e d ( ) <= r o b o t . speedLimi tLo ) :
i f a c t i o n L i m i t == 1 :
p r i n t ("Speed reduced!!!" )
a c t i o n L i m i t = 0
a i . t h r u s t ( 0 )
e l s e :
i f a c t i o n L i m i t == 1 :
a i . s e t P o w e r ( 2 0 )
a i . t h r u s t ( 1 )
re turn
d e f s h o t ( c o u n t e r ) :
f o r i i n r a n g e ( 0 , c o u n t e r ) :
a i . f i r e S h o t ( )
re turn
d e f look4Enemy ( ) :
Id = a i . c l o s e s t S h i p I d ( ) # look f o r t h e c l o s e s t s h i p
i f Id != −1:
D i s t = a i . enemyDis t ance Id ( Id )
Name = a i . enemyNameId ( Id )
X = a i . screenEnemyXId ( Id )
Y = a i . screenEnemyYId ( Id )
p r i n t ("Id:" , Id , Name , "D" , D i s t , "X" , X, "Y" , Y)
re turn [ Id , Name , Di s t , X, Y]
e l s e :
# p r i n t ("Closest target not found!" )
re turn [ −1 , ’’ , −1 , −1 , −1]
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d e f w a l l D e t e c t i o n ( ) :
w a l l f e e l e r 1 = a i . w a l l F e e l e r ( 5 0 0 , i n t ( a i . s e l f H e a d i n g D e g ( ) ) , 0 , 0 )
p r i n t ("The wall is" , w a l l f e e l e r 1 , "pixels away" )
re turn
d e f a n g l e T u r n ( xGoal , yGoal ) :
#my p o s i t i o n and o r i e n t a t i o n
xNow = a i . s e l f X ( )
yNow = a i . s e l f Y ( )
t h e t a = a i . s e l f H e a d i n g D e g ( ) * np . p i / 180
d e l t a X = xGoal − xNow
d e l t a Y = yGoal − yNow
angg = mt . a t a n 2 ( de l t aY , d e l t a X )
i f angg < 0 :
angg = angg + 2 * np . p i
re turn i n t ( angg * 180 / np . p i )
d e f gotoXY ( x g o a l , y g o a l , k v e l , k power ) :
#my p o s i t i o n and o r i e n t a t i o n
x now = a i . s e l f X ( )
y now = a i . s e l f Y ( )
t h e t a = a i . s e l f H e a d i n g D e g ( ) * np . p i / 180
#my v e l o c i t y
vx now = a i . s e l f V e l X ( )
vy now = a i . s e l f V e l Y ( )
v now mod = np . s q r t ( np . power ( vx now , 2 ) + np . power ( vy now , 2 ) )
v now = [ vx now , vy now ]
# d e s i r e d v e l o c i t y
d e l t a x = x g o a l − x now
d e l t a y = y g o a l − y now
d i s t d e s = np . s q r t ( np . power ( d e l t a x , 2 ) + np . power ( d e l t a y , 2 ) )
v des mod = d i s t d e s / k v e l
a l f a = mt . a t a n 2 ( d e l t a y , d e l t a x )
i f a l f a < 0 :
a l f a = a l f a + 2 * np . p i
v d e s = [ v des mod * mt . cos ( a l f a ) , v des mod * mt . s i n ( a l f a ) ]
# c o n t r o l l e d v e l o c i t y
v comp = [ x − y f o r x , y i n z i p ( v des , v now ) ]
v comp mod = np . s q r t ( np . power ( v comp [ 0 ] , 2 ) + np . power ( v comp [ 1 ] , 2 ) )
p h i = i n t ( mt . f l o o r ( mt . a t a n 2 ( v comp [ 1 ] , v comp [ 0 ] ) * 180 / np . p i ) )
i f p h i < 0 :
p h i = p h i + 360
# a p p l y t h e c o r r e c t i o n
a i . turnToDeg ( p h i ) # a n g l e c o r r e c t i o n
power = v comp mod * k power
i f power > 5 5 :
power = 55
e l s e :
power = 0 . 0
a i . s e t P o w e r ( power )
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i f v des mod > 1 :
a i . t h r u s t ( 1 )
e l s e :
a i . t h r u s t ( 0 )
p r i n t (’x %d y %d v_now %4.1f v_des %4.1f angle %d power %3.1f’ % ( x now , y now , v now mod ,
v des mod , phi , power ) )
i f d i s t d e s <= 200 :
re turn 1
e l s e :
re turn 0
d e f mainLoop ( ) :
# g l o b a l v a r i a b l e s
g l o b a l t i c k C o u n t , mode , s h i e l d F l a g , a c t i o n L i m i t , c u r r e n t O b j e c t i v e
g l o b a l counterRunAway
g l o b a l c a l c A n g l e
t r y :
# r e s e t s t h e s t a t e machine and i m p o r t a n t r e g i s t e r s i f we d i e
i f n o t a i . s e l f A l i v e ( ) :
t i c k C o u n t = 0
mode = "wait"
s h i e l d F l a g = 1 # s h i e l d a lways s t a r t s a c t i v a t e d
a c t i o n L i m i t = 0 # speed l i m i t a t i o n p r o c e s s d e a c t i v a t e d
a i . s e t P o w e r ( 0 )
a i . t h r u s t ( 0 ) # t u r n o f f t h r u s t
p r i n t ("Reviving now!!!" )
re turn
t i c k C o u n t += 1
p r i n t ("Tick count:" , t i c k C o u n t , "state:" , mode )




i f mode == "wait" :
t a r g e t I n f o = look4Enemy ( ) # s e a r c h f o r enemies
i f t a r g e t I n f o [ 0 ] != −1: #enemy d e t e c t e d
mode = "aim"
p r i n t ( a i . a i m d i r ( t a r g e t I n f o [ 0 ] ) )
i f c u r r e n t O b j e c t i v e == 1 :
f l a g = gotoXY ( r o b o t . point1X , r o b o t . point1Y , 100 , 0 . 1 )
i f f l a g == 1 :
c u r r e n t O b j e c t i v e = 2
e l i f c u r r e n t O b j e c t i v e == 2 :
f l a g = gotoXY ( r o b o t . point2X , r o b o t . point2Y , 100 , 0 . 1 )
i f f l a g == 1 :
c u r r e n t O b j e c t i v e = 3
e l i f c u r r e n t O b j e c t i v e == 3 :
f l a g = gotoXY ( r o b o t . point3X , r o b o t . point3Y , 100 , 0 . 1 )
i f f l a g == 1 :
c u r r e n t O b j e c t i v e = 4
e l i f c u r r e n t O b j e c t i v e == 4 :
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f l a g = gotoXY ( r o b o t . point4X , r o b o t . point4Y , 100 , 0 . 1 )
i f f l a g == 1 :
c u r r e n t O b j e c t i v e = 1
e l i f mode == "aim" :
t a r g e t I n f o = look4Enemy ( ) # s e a r c h f o r enemies
i f t a r g e t I n f o [ 0 ] == −1: #no enemies d e t e c t e d
mode = "wait"
e l s e : # enemies d e t e c t e d
c a l c A n g l e = a n g l e T u r n ( t a r g e t I n f o [ 3 ] , t a r g e t I n f o [ 4 ] ) # c a l c u l a t e a n g l e t o t u r n
i f c a l c A n g l e < 0 :
c a l c A n g l e = c a l c A n g l e + 360
a i . turnToDeg ( c a l c A n g l e ) # a p p l y a n g l e c o r r e c t i o n
s h i e l d ( 0 )
s h o t ( 1 0 ) # s h o o t t o t a r g e t
s h i e l d ( 1 )
i f t a r g e t I n f o [2]<= r o b o t . d i s t M i n :
mode = "follow"
e l s e :
mode = "aim"
e l i f mode == "follow" :
s h i e l d ( 0 )
s h o t ( 5 )
s h i e l d ( 0 )
t a r g e t I n f o = look4Enemy ( ) # s e a r c h f o r enemies
i f t a r g e t I n f o [ 0 ] == −1: #no enemies d e t e c t e d
mode = "wait"
e l s e : # enemies d e t e c t e d
i f t a r g e t I n f o [2]<= r o b o t . d i s t M i n :
c a l c A n g l e = a n g l e T u r n ( t a r g e t I n f o [ 3 ] , t a r g e t I n f o [ 4 ] ) # c a l c u l a t e a n g l e t o
t u r n
i f c a l c A n g l e < 0 :
c a l c A n g l e = c a l c A n g l e + 360
a i . turnToDeg ( c a l c A n g l e ) # a p p l y a n g l e c o r r e c t i o n
s h i e l d ( 0 )
s h o t ( 5 )
s h i e l d ( 0 )
f l a g = gotoXY ( r o b o t . point1X , r o b o t . point1Y , 100 , 0 . 1 )
mode = "follow"
e l s e :
mode = "aim"
e x c e p t :
# I f t i c k c r a s h e s , p r i n t debugg ing i n f o r m a t i o n
p r i n t ( t r a c e b a c k . p r i n t e x c ( ) )
# os . sys tem ("start-xpilot-ng-server -map ˜/Desktop/xpilot-ai/maps/simple.xp" )
# a i . s t a r t ( mainLoop , ["-name" , "DynamicModel" , "-host" , "AMALIA.local" , "-join" ] )
a i . s t a r t ( mainLoop , ["-name" , "DynamicModel" , "-host" , "esaii75.upc.es" , "-join" , "-
turnResistance" , "0" ] )
42
Referencias
[1] X.-A. 2019, ((XPILOT AI,)) Julio 2021. [En lı́nea]. Available: http://xpilot-
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