ABSTRACT Clustering has been intensively studied in machine learning and data mining communities. Although demonstrating promising performance in various applications, most of the existing clustering algorithms cannot efficiently handle clustering tasks with incomplete features which is common in practical applications. To address this issue, we propose a novel K-means based clustering algorithm which unifies the clustering and imputation into one single objective function. It makes these two processes be negotiable with each other to achieve optimality. Furthermore, we design an alternate optimization algorithm to solve the resultant optimization problem and theoretically prove its convergence. The comprehensive experimental study has been conducted on nine UCI benchmark datasets and real-world applications to evaluate the performance of the proposed algorithm, and the experimental results have clearly demonstrated the effectiveness of our algorithm which outperforms several commonly-used methods for incomplete data clustering.
I. INTRODUCTION
Clustering has been intensively studied in machine learning and data mining communities [1] - [5] . It aims to find the underlying intrinsic structure of each cluster from given data. Various clustering algorithms have been proposed in practical applications, including K-means [6] - [9] , Fuzzy cmeans [10] , Dbscan [11] , [12] , Hierarchical clustering [13] and Gaussian Mixture Model (GMM) [14] , [15] , to name just a few. These aforementioned clustering algorithms have shown promising clustering performance and are widely applied into various applications. For example, the clustering algorithm has been proposed to discover the latent factors for community identification and summarization [16] .
Although achieving great success, existing clustering algorithms cannot efficiently cope with the situation when the data has incomplete features [17] , [18] . In real world applications, incompleteness and uncertainty in th data can be formed by various factors: sensor failure, measurement errors and unreliable features [19] - [21] . Many approaches have been proposed to handle incompleteness with supervised tasks [22] - [26] . They normally impute the incomplete features
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firstly and learn with complete data matrix. However very few methods are under unsupervised settings [27] . For example, the expectation-maximization (EM) algorithm has been applied to incomplete data clustering as well as zero-filling and mean filling [28] - [30] . Though demonstrating promising performance, we observe that these imputation methods treat the imputation and clustering processes separately and therefore the imputed entries may not be served for clustering. Hence the imputing quality of uncertain values plays an essential role in the success of clustering task while the existing methods usually lead to poor performances.
To address this issue, we propose a novel k-means based clustering algorithm to handle incomplete data which unifies the clustering and imputation into one objective function. We integrate the imputation and clustering steps into one process and these two processes are guided by each other serving for better clustering. The missing entries of the data matrix have been alternately optimized in order to better serve for the clustering task and reveal the inner structures in each cluster. After that, we propose a three-step alternate optimization algorithm with proved convergence to solve the resultant optimization problem. Extensive experimental study has been conducted on nine widely used UCI benchmark datasets and real-world applications to evaluate clustering performance of the proposed algorithm. As indicated, our algorithm consistently achieves state-of-the-art performance comparing to other imputing methods.
We summarize our main contributions of this paper as follows:
(i) Different from existing algorithms where the imputation and clustering are separately performed, we unify both precesses into a single optimization objective. The missing features are alternately imputed with better serving for clustering while the existing observed entries remain unchanged during the whole process. (ii) A novel adaptive approach termed (K-means Clustering with Incomplete Data) is proposed to fulfill the aforementioned idea. Besides, we design an alternate algorithm to solve the resultant optimization problem in incomplete data clustering with fast convergence. (iii) Extensive experimental study has been conducted on several UCI benchmark datasets and large real-world applications. As indicated, our algorithm consistently achieves state-of-the-art performance when compared to other imputation methods. The experimental results verify the effectiveness and superiority of our algorithm.
The rest of this paper is organized as follows. Section II outlines the related work of several imputing methods and kmeans clustering method. Section III presents the proposed optimization objective function and the three-step alternate algorithm. Section IV shows the experiment results with evaluation. Section V concludes the paper.
II. RELATED WORKS A. IMPUTING METHODS
Many prior methods have been proposed to impute the missing entries of the data matrix in the literature. These algorithms can be grouped into two categories: heuristic methods and statistical ones. In the following section, we will briefly introduce these widely used filling approaches and discuss their differences.
1) HEURISTIC METHODS
The foundation of heuristic approaches on dealing with incompleteness is intuitive where heuristic information is used to reduce the missing values, and then existing clustering algorithms can be applied into the imputed data matrix X.
One natural idea for handling with incomplete data is to remove the data samples which have missing entries. In other words, this method generates a fully-observable new data set from the original incomplete data matrix. Its clustering performance could be acceptable in the case that the incompleteness rate is relatively small (for example, less than 10%). This technology has been widely used into the medical field and can be very easily accomplished.
However, they ignore the information of missing values better serving for seeking underlying patterns and could result in a severe reduction of original data matrix when the missing rate is high. Moreover, the previous technology could not handle the learning tasks of incomplete sample vectors. Although easy and simple to implement, heuristic approaches are always unsatisfactory as it is extremely hard to predict their performance for a learning task.
2) STATISTICAL METHODS
Different from the aforementioned heuristic methods, the statistical methods seek more useful information from the missing data. The majority of them impute the missing values by statistical properties and do not discard the incomplete information. They fill the incomplete entries with constant number to take the complete data sample and applied to learning tasks.
The simplest filling values and also the most commonlyused ones are zero, conditional mean number, median and modal number in that dimension. Moreover, the missing entries could be imputed by doing regression on the complete features. Specially, the KNN-filling method has been proposed to impute the missing entries with the the mean feature on the K-closest neighbors in that dimension [31] , [32] . The work in [33] proposes a neural network which is able to deal with incomplete data both in training and testing stages. Another popular approach, i.e., fuzzy c-means imputation (FCMI) utilizes the property of fuzzy degree to fill in the missing values [34] . The algorithm replaces the incomplete entries with the mean of complete data on that dimension during each iteration. All of the aforementioned statistical approaches suffer from the selection of hyper-parameters in their algorithms, e.g., fuzzy coefficient, neighbor rate and regularization coefficient, which significantly limits the usage of algorithms to real-world applications.
Different from the aforementioned methods, another statistical class to deal with incomplete features is followed by Bayesian frameworks [35] , [36] . These frameworks are often shown in a maximum-likelihood manner, which imputes the missing values with the most-likely estimated numbers. The most followed or popular method is expectationmaximization (EM) algorithm was put forward in [37] . Suppose the given data set is X = {x} n i consisting n samples. The assumption follows that the data vectors are sampled from the parametric model of a density function p (x|θ ) with latent parameter θ . Further we define that X o represents the observable part of data matrix (complete patterns) and X m represents the missing entries of incomplete data.
The EM algorithm is a two-step alternate optimization approach, which consists of expectation step and maximum steps [38] . In the E-step, the latent parameter θ is estimated by the complete data X o and the X m is filled with conditional expectations. The next M-step, the method calculates the maximum-likelihood estimation of θ . These two steps are repeated until convergence. The EM algorithm usually demonstrates good estimation quality of missing values at the cost of long training time. 
B. K-MEANS ALGORITHM
K-means algorithm is the most widely-applied clustering algorithm in real-world pattern recognition applications [9] . The algorithm seeks a well-defined partition such that the squared distance of with-in clusters is minimized. Suppose
⊆ X is a collection of n samples taken from data matrix. The objective of k-means clustering is to minimize the sum of the square of the within-cluster distance. By taking the assignment matrix H ∈ {0,1} n×k , the optimization objective of K-means algorithm could be written as follows:
where
H ic x i are the number and centroid of the c − th
Directly solving the optimization problem in Eq. (1) is difficult since minimizing the squared from of with-in distance is proved to an NP-hard problem [39] . As a result, many methods have been proposed to solve Eq. (1) and the most popular algorithm is as follows [40] :
(i) Setting k cluster centers as an initialization; (ii) According to the k centers, generating a new partition which assigns each sample to its closest center; (iii) Computing the new cluster centers from assignment matrix and data matrix. By taking the aforementioned steps, K-means algorithm converges to a local minimum. Serving for better clustering performance, the K-means method could be run in a couple of times to approximate the global minimal value. As seen, it is a hard assignment algorithm as each sample is assigned into a single cluster.
Although widely used in practical applications, K-means and its variants can not efficiently deal with clustering tasks with incomplete features, which is not uncommon in practical applications. In the following, we design a novel algorithm termed K-means Clustering with Incomplete Data to address this issue.
III. K-MEANS CLUSTERING WITH INCOMPLETE DATA
Different from previous work which separates the imputing and clustering into two independent processes, we decide to dynamically fill the missing values with considerations of serving better clustering performance. For incomplete data, each sample x i (1 ≤ i ≤ n) can be divided into two parts: the observable features x i (o i ) and missing features x i (m i ). Besides optimizing the assignment matrix H and cluster centers µ c (1 ≤ c ≤ k) in the commonly-used K-means algorithms, we propose to optimize additional variables x i (m i ). Meanwhile, the observed features x i (o i ) are kept unchanged during the optimization process.
A. PROPOSED FORMULATION
Based on the aforementioned discussion, we redefine the objective of K-means algorithm to cope with incomplete data clustering. Given data matrix X = {x i } n i=1 and the number of clusters k, we have three variables to be optimized: the data matrix X, assignment matrix H and the clusters' centers µ c (1 ≤ c ≤ k) . By imposing the constraint on X, we set our K-means clustering with incomplete data as follows:
H ic x i are the number and centroid of the c − th (1 ≤ c ≤ k) cluster and x i (o i ) represents the complete elements of the i-th sample x i . Moreover, we also impose constraints on the observable part of data matrix x i (o i ) to ensure their values are kept unchanged during optimization process.
B. OPTIMIZATION
As seen, the additional constraint x i (o i ) = x o i makes the whole optimization problem difficult to solve. In order to solve it, we design a three-step alternate optimization algorithm with a fast convergence rate, where each step can be easily solved by applying the existing off-the-shelf packages.
Optimizing H with fixed X and µ: With data matrix X and the clusters' centers µ c being fixed, the optimization Eq. (2) can be equivalently rewritten as follows,
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The problem in Eq. (3) can be divided into n sub-problems with consideration to each sample
Each row of assignment matrix H has only one entry of 1 while others are 0. To minimize Eq. (4) with the hard assignment constraint, each sample x i should be assigned into its closest cluster center as their distance will be minimized. As a result, the assignment matrix H could be updated by calculating the distances.
Optimizing µ with fixed X and H: With X and H being fixed, the data matrix is complete and assignment matrix is given. Therefore, the optimization problem in Eq. (2) is equivalent to Eq. (5) as follows,
For each cluster center µ c (1 ≤ c ≤ k), the above equation can be rewritten into k sub-problems,
For every single cluster center µ c (1 ≤ c ≤ k), the subproblem is a simple quadratic function and has a closed-form solution as follows,
Optimizing X with fixed H and µ: As aforementioned, the sample x i is divided into two parts: the observable features x i (o i ) and missing features x i (m i ). The x i (o i ) is enforced to keep unchanged during process. With the assignment matrix H and cluster centers µ being fixed, the optimization problem in Eq. (2) is equivalent to the optimization problem as follows,
, and x i (o i ) and x i (m i ) represent the complete and missing entries of the i-th sample x i , respectively. At a first glance, the optimization problem in Eq. (8) is difficult to solve due to the equality constraint. However, we observe that the objective can be divided into the sum of n samples and the equality constraints are independent. Therefore, we can equivalently solve Eq. (8) by solving n sub-problem as follows,
Further, based on
, the Eq. (9) can be rewritten as min
which can be further rewritten as a unconstrained optimization problem as follows,
This is because the first term in Eq. (10) is a constant. As a result, the optimum of Eq. (11) can be analytically expressed as
As seen from Eq. (12), the missing elements of each sample x i is imputed with the corresponding dimension of its cluster center. Update H by solving Eq. (4) with fixed data matrix X and cluster centers µ c (1 ≤ c ≤ k).
6:
Update cluster centers µ c with fixed H and X by Eq. (7). 7: Update each data sample x i by solving Eq. (12) with fixed H and cluster centers µ c (1 ≤ c ≤ k). 8 :
C. CONVERGENCE AND COMPLEXITY ANALYSIS
Convergence: Our algorithm is outlined in Algorithm 1, where obj (t) denotes the objective value at the t-th iteration. At each iteration, the objective of Algorithm 1 is monotonically decreased when optimizing one variable with others fixed. At the same time, the whole optimization problem is lower-bounded by zero. As a result, the proposed algorithm is theoretically guaranteed to converge to a local minimum. We also record the objective at each iteration and the results validate the convergence. In addition, we observe that the proposed algorithm usually converges in less than ten iterations in our experiments.
Complexity: Comparing to the k-means algorithm, our Algorithm 1 considers the data matrix X as another variable to be optimized. In Eq. (12), we replace the missing values with the related cluster centers. Therefore, the time complexity of our algorithm is O(tkmd), where t, k, n, d represents the number of iterations, clusters, samples and dimensions respectively.
IV. EXPERIMENTS A. DATASETS
We evaluate the proposed algorithm on several UCI and several large benchmark dataset. They are Iris, Wine, Glass, Breast Cancer, Mice Protein, 1 Ovarian Cancer Dataset, PenDigits [41] , Avila and Sensorless Drive. The detailed information of these datasets is listed in Table 1 .
For all the datasets provided in Table 1 , we randomly generate the incompleteness by the original complete data matrix. The incompleteness of the used datasets are listed in Table 2 . We have also uploaded the incomplete datasets at Github. 2 The first five datasets, including Iris, Wine, Glass, Ovarian and Breast Cancer 3 are the most commonly-used benchmarks for incomplete data clustering. Mice Protein is a dataset that consists of the expression levels of 77 proteins measured in the cerebral cortex of eight classes of control and trisomic mice. Differently, PenDigits is a hand-written digits with 10992 samples for 10 classes. Moreover, Avila 1 http://archive.ics.uci.edu/ml/datasets.html 2 https://github.com/wangsiwei2010/k-means-filling /tree/master/dataset 3 http://archive.ics.uci.edu/ml/datasets.html 
B. COMPARED ALGORITHM
In literature, the missing elements among data are firstly imputed, and then the traditional K-means algorithm is applied into the imputed dataset. The widely used imputation algorithms include,
• KNN Filling (KNN-Filling) [32] : The missing values are filled with the mean feature of the K-nearest neighbors.
• Expectation Maximum (EM) [37] : The algorithm estimates the model parameters for filling incomplete data.
• Mean Filling (MF) [30] : The algorithm fills the missing values with mean values, as introduced in the related work.
• Zero Filling (ZF): The algorithm firstly standardizes the data matrix and imputes zeros on the missing values. 
C. EXPERIMENT SETTINGS
In all our experiments, it is assumed that the true number of clusters is pre-specified. The widely used clustering accuracy (ACC), normalized mutual information (NMI) [42] and Fscore are applied to evaluate the clustering performance of each algorithm. For all algorithms, we repeat each experiment for 100 times with random initialization to reduce the effect of randomness caused by K-means, and report the best result. All of the code is implemented in Matlab and available at Github. 6 
D. EXPERIMENTAL RESULTS
The aggregated ACC, NMI and F-score of the compared algorithms on the seven benchmark datasets are reported in Table 3 , where the best results are painted in red. We also plot the three evaluation metrics by the mentioned algorithms on each dataset in Figure 2 , 3 and 4. From these results, we have the following observations:
• Our proposed algorithm always achieves the state-ofthe-art on all the nine benchmarks datasets. Meanwhile, it is much more robust compared to other algorithms when the missing rate is relatively high. Taking the aggregated results on the several large datasets PenDigits, Avila and Sensorless Drive as examples, 6 https://github.com/wangsiwei2010/k-means-filling /tree/master our algorithm outperforms the second best algorithm by 10.2%, 10.8% and 9.2% on terms of ACC, 10.4%, 29.3% and 6.0% on terms of NMI and 8.9%, 10.6% and 6.8% on terms of F-score. Comparing to the small datasets like Iris, Wine and Glass, our algorithm significantly improves the clustering performances on the large incomplete datasets.
• As a strong baseline, the EM algorithm has been considered to be a popular choice for incomplete estimation. It indeed achieves comparable performance with the proposed algorithm on four datasets. As the experimental results show, the EM usually obtains poor performance due to the lack of sufficient information when the missing ratio is significantly high. Similarly, the KNN-filling always leads to poor estimation of missing patterns due to the lack of enough complete samples.
• As our algorithm indicates, we first cover the missing entries with the mean values of those dimensions the same as Mean-filling. However, the difference between our proposed method and Mean-filling is that we dynamically optimize the incomplete patterns at each iteration. The proposed algorithm significantly outperforms the mean-filling method, which demonstrates the effectiveness of dynamic optimization. The clustering results of compared algorithms illustrate the effect of applying the dynamic-filling into our clustering tasks. While keeping the observable part of data matrix unchangeable, the missing entries are able to be optimized during the process. The samples themselves should get closer to their centers and stay away from other clusters.
We also plot the objective value of our algorithm at each iteration in Figure 5 . As observed, this value is monotonically decreased and the algorithm usually converges in very few iterations.
E. EFFECTIVENESS OF IMPUTED VALUES FOR MISSING ENTRIES
To further evaluate the effectiveness of our proposed algorithm, we conduct experiments to show the evolution of the imputed patterns during the learning procedure. Specifically, we evaluate the ACC, NMI and F-score of our algorithm based on the data matrix X at each iteration on Breast Cancer, MiceProtein, PenDigits and Avila datasets and plot them in Figure 1 .
From these figures, we observe that the clustering performance on the four large datasets gradually increases and then maintains a stable maximum with the increasing iterations. These experiments have clearly demonstrated the effectiveness of our k-means filling, indicating better serving for clustering and inner cluster structures.
F. DISCUSSIONS AND EXTENSIONS
In this section, we discuss the proposed method for incomplete data clustering and offer some extensions of our algorithm.
Discussions: From the above experiments, we can conclude that our proposed algorithm has the following advantages: i) dynamically estimates the missing entries of the given data matrix serving for better clustering performance; and ii) is more robust than several popular incomplete approaches across a wide range of missing ratios.
It is worthy to notice that comparing to those two-imputed algorithms(mean, zero and KNN), our algorithm adopt the one-stage process and jointly optimize the clustering loss and imputing qualities into one problem. Therefore, the clustering-guided manner leads better imputation of missing entries and in return beneficial serving for clustering.
Extensions: Our methods can be further improved by the following aspects. Firstly, the initialization values for the missing entries can be readily extended to other statistical values. Future work of exploiting different initialization values would be an interesting work. Secondly, for high-dimensional data representations, the metric for clustering is far more complicated than the normal k-means. The performance of our method on high-dimensional dataset could be further improved by adjusting appropriate metrics.
V. CONCLUSION
Data incompleteness is common in real-world applications and many efforts have been devoted to deal with incomplete data clustering. Existing methods firstly estimate the missing values and then the imputed data is then fed into traditional clustering algorithms. Different from those approaches, we have proposed a k-means filling method to dynamically optimize the missing values. The incomplete entries are filled with the value of their belonging centers in order to better serve for performance. The proposed algorithm, i.e., K-means Clustering with Incomplete Data, demonstrates the stateof-the-art performance on seven benchmark datasets and is robust across a wide range of incompleteness, underlying the strength of dynamic filling in incomplete data clustering.
In the future, we try to apply the one-stage framework to other clustering tasks. Most of the real-world applications are unfriendly to K-means algorithm due to the high-dimension patterns. This limits the usage of K-means algorithm. Moreover, the estimation of missing entries is still an interesting research field to be explored.
