Introduction {#Sec1}
============

Governments has always made the public health policy as a priority and adopted decisions, plans and actions to save human lives from deadly infectious diseases. For this matter, computational biologists study the dynamics of epidemics to prevent and control the infection from spreading in the population \[[@CR1], [@CR2], [@CR6]\]. Historically, in the 14th century, the authorities of the city of Venice have installed a measure of isolation to enter and exit its ports, where every crew in every ship was inspected, once the whole personal have no symptoms, then they could be cleared out to land. This idea is adopted as a major measure to prevent infectious diseases such as Ebola and Malaria from spreading. Nowadays, every well equipped hospital has a number of rooms and halls dedicated for the isolation of infected individuals. In addition, the authorities can put their people under quarantine. This decision has a significant impact on the basic reproduction number, which leads us to the extinction of the infectious disease. Recently, the quarantine measure has proven to be efficient in the extinction of the COVID19 disease in China, which let many countries to adopt this strategy in absence of vaccine or a cure to the new Corona virus. In order to understand the effect of quarantine on the behavior of the epidemics, Heathcote \[[@CR13]\] proposed a model with quarantine to describe isolated individuals in the compartmental model followed by other papers such as \[[@CR5], [@CR27]\].

On the other hand, a new type of delayed stochastic models are proposed to describe the role of time delay in reality which leads to a more complex behavior of the stability of the dynamic system. This concept is described as a temporary immunity in \[[@CR1], [@CR10], [@CR12]\] and as a vaccine effect in \[[@CR8], [@CR9]\]. However, the temporary immunity can impact also the quarantined individuals. Therefore delayed stochastic epidemic models are concerning the persistence in mean, ultimate boundedness and permanence \[[@CR5]\] or the asymptotic behavior around the equilibrium points of the infectious diseases models. In \[[@CR15]\], the authors obtained sufficient conditions for the existence and uniqueness of stationary distribution for a delayed stochastic differential equations with positivity constraints and applied theoretical results for biochemical reaction system. Also, Zhang and Yuan \[[@CR28]\] used Lyapunov analysis method to investigate the existence of stationary distribution of a stochastic delayed chemostat model. Therefore, it is important to investigate a relatively weak characteristic for a delayed stochastic epidemic model.

In recent years, epidemic models with quarantine for the have been proposed \[[@CR23], [@CR25], [@CR26]\]. On the other hand, for the modelling of the environemental noise. In \[[@CR3], [@CR4], [@CR16], [@CR20], [@CR24], [@CR29]\] perturbed systems with white noise and isolation for population dynamics are considered. Liu et al. \[[@CR22]\] investigated a SIQR epidemic model with telegraph noise to study the influence of isolation for a compartmental SIR model, where they established a stochastic threshold for the extinction, persistence in mean and obtained sufficient conditions for the existence of positive recurrence of the solutions. By constructing a suitable stochastic Lyapunov function to the epidemic model with regime switching.

Therefore, in order to reflect more the reality we introduced the notion of delay, vaccine and elimination in an SIQR epidemic model. Hence, we propose the following triple delayed SIQR epidemic model with vaccination and isolation strategies$$\documentclass[12pt]{minimal}
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We define the differential operator $\documentclass[12pt]{minimal}
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This work is organized as follows. In Sect. [2](#Sec2){ref-type="sec"}, Existence and uniqueness of a global positive solution is shown. In Sect. [3](#Sec3){ref-type="sec"}, the stochastic threshold is investigated between the extinction and persistence in man. In Sect. [4](#Sec6){ref-type="sec"}, we prove sufficient conditions for the existence of a unique stationary distribution for the delayed stochastic SIQR epidemic model. In Sect. [5](#Sec7){ref-type="sec"}, numerical simulations are given to support the theoretical results.

Existence and uniqueness of the global positive solution {#Sec2}
========================================================

In this section, we prove that the model ([3](#Equ3){ref-type=""}) has a local positive solution. Then we investigate the global positivity of the solution.

Throughout this work, we will reduce our stochastic system ([3](#Equ3){ref-type=""}) using the three first equations since they do not depend on *R*(*t*). The fourth equation can be dropped without loss of generality.
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Theorem 1 {#FPar1}
---------
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Proof {#FPar2}
-----

Since the coefficients of the system ([3](#Equ3){ref-type=""}) are locally Lipschitz continuous, for any given initial value $\documentclass[12pt]{minimal}
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Investigation of a stochastic threshold {#Sec3}
=======================================

In this section, we investigate a stochastic threshold for the extinction and the persistence in mean which represent an important issues to study the dynamics of the disease. Firstly, we will focus on the following lemmas before investigating a stochastic threshold of the stochastic system ([3](#Equ3){ref-type=""}).

Lemma 1 {#FPar3}
-------
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Proof {#FPar4}
-----
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Extinction {#Sec4}
----------

The main preoccupation in the study of dynamical behavior of epidemic models is how to control the disease dynamics in order to die out in long term. In this section, we shall establish sufficient conditions for extinction of the disease in the stochastic model ([3](#Equ3){ref-type=""}). In the sequel, we set $\documentclass[12pt]{minimal}
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Persistence in mean {#Sec5}
-------------------

In this section, to study the persistence of the disease, we will establish sufficient conditions to fulfill the conditions in the definition of persistence in mean in \[[@CR14]\] , we also need the following lemma presented in \[[@CR14]\].

### Lemma 3 {#FPar9}
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### Theorem 3 {#FPar10}
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The existence of stationary distribution {#Sec6}
========================================

The ergodicity is one of the most important proprieties which will result that the infectious disease will survive in a population, which means a relatively weak characteristic.

In the following, we will give a definition of the stationary distribution of the stochastic delayed systems. Then, we will discuss the existence of stationary distribution and the ergodicity of the delayed stochastic system ([3](#Equ3){ref-type=""}) by constructing a suitable Lyapunov functional and using the stochastic Lyapunov analysis methods.
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Definition 1 {#FPar12}
------------

Stationary Distribution \[[@CR15]\]
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Theorem 4 {#FPar13}
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Proof {#FPar14}
-----
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In addition, Theorem [1](#FPar1){ref-type="sec"} shows that the stochastic epidemic model has a unique global positive solution and by the vertue of Theorem 3.9 in \[[@CR21]\]. The solution of the stochastic delayed system ([3](#Equ3){ref-type=""}) is bounded. Therefore, according to \[[@CR15]\], these properties imply that Theorem 2.2.1 is verified. Hence, we can obtain that the delayed stochastic system ([3](#Equ3){ref-type=""}) is ergodic and admits a unique stationary distribution. $\documentclass[12pt]{minimal}
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Fig. 1Trajectories of stochastic and deterministic systems for example 1

Numerical simulations {#Sec7}
=====================

In order to simulate our theoretical results for Theorems [2](#FPar7){ref-type="sec"} and [3](#FPar10){ref-type="sec"}, we illustrate the paths of the delayed deterministic epidemic model ([1](#Equ1){ref-type=""}) and delayed stochastic epidemic model ([3](#Equ3){ref-type=""}) using the Euler--Maruyama method to investigate numerically the results on the stochastic threshold $\documentclass[12pt]{minimal}
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Example 1 {#FPar15}
---------
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Fig. 2Trajectories of stochastic and deterministic systems for Example [2](#FPar16){ref-type="sec"}

Example 2 {#FPar16}
---------

In this simulated example, choosing the initial value $\documentclass[12pt]{minimal}
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Conclusion {#Sec8}
==========

Since the quarantine has proven significant results in the control of the infectious diseases in a population such as the case of the recent pandemic COVID19 case. Therefore, we investigated in this work the behaviour of a delayed stochastic epidemic model with isolation, vaccination, elimination, temporary immunity.

In fact, we have studied the dynamics of a SIQR epidemic model including the notion of delay to describe the time efficiency of vaccine proposed in \[[@CR9]\], the temporary loss of immunity \[[@CR1]\] and the temporary loss of immunity after a quarantine is illustrated using the delay for quarantined individuals. We present a stochastic threshold $\documentclass[12pt]{minimal}
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