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Abstract. - We present a general method for constructing perturbative quantum field the-
ories with global symmetries. We start from a free non-interacting quantum field theory with
given global symmetries and we determine all perturbative quantum deformations assuming
the construction is not obstructed by anomalies. The method is established within the causal
Bogoliubov-Shirkov-Epstein-Glaser approach to perturbative quantum field theory (which leads
directly to a finite perturbative series and does not rely on an intermediate regularization). Our
construction can be regarded as a direct implementation of Noether’s method at the quantum
level. We illustrate the method by constructing the pure Yang-Mills theory (where the relevant
global symmetry is BRST symmetry), and the N = 1 supersymmetric model of Wess and Zu-
mino. The whole construction is done before the so-called adiabatic limit is taken. Thus, all
considerations regarding symmetry, unitarity and anomalies are well-defined even for massless
theories.
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1 Introduction
Symmetries have always played an important and fundamental roˆle in our quest of un-
derstanding nature. In classical physics they lead to conserved quantities (integrals of
motion). The latter constrain the classical evolution of the system and some times they
even uniquely determine it (for example, in the case of two-dimensional exactly solvable
models). The roˆle of symmetries in quantum physics is equally important. In quantum
field theory symmetries lead to relations among the Green functions of the theory (Ward-
Takahashi identities). The latter are instrumental in the proof of renormalizability and
unitarity of the theory under question. Furthermore, recent developments in supersym-
metric theories[1] show that global symmetries themselves are sometimes sufficient to
determine the structure of the theory. Thus, it seems desirable to carefully understand
the inter-relations between symmetries and quantum theory in a manner which is free
of the technicalities inherent in the conventional Lagrangian approach (regularization-
renormalization), and also in a way which is model independent as much as possible.
In this article we shall undertake a first step towards this goal. We shall analyze this
question within perturbative quantum field theory(QFT).
One may argue that, to a large extent, the relation between symmetries and perturba-
tive QFT is by now well-understood. However, one would like to have an understanding
at a more fundamental level. Namely, to separate the generic properties that symmetries
impose from the specifics of a given model that realizes this symmetry. In addition, it
would desirable to have a formulation which is mathematically as sound as possible.
A framework that encompasses most of the desired properties for this kind of questions
is the causal approach to perturbative quantum field theory introduced by Bogoliubov
and Shirkov [2] and developed by Epstein and Glaser[3, 4, 5, 6]. The explicit construction
method of Epstein and Glaser rests directly on the axioms of relativistic quantum field
theory. On the one hand, it clarifies how the fundamental axioms guide the perturbative
construction of the S matrix, and how well-defined time-ordered products are directly
constructed without the need of an intermediate regularization of the theory. On the
other hand, it is an explicit construction method for the most general perturbation series
compatible with causality and Poincare´ invariance. The purely technical details which
are essential for explicit calculations are separated from the simple physical structure
of the theory. With the help of the causality condition, the well-known problem of ul-
traviolet (UV) divergences is reduced to a mathematically well-defined problem, namely
the splitting of an operator-valued distribution with causal support into a distribution
with retarded and a distribution with advanced support or, alternatively [6, 7], to the
continuation of time-ordered products to coincident points. Implicitly, every consistent
renormalization scheme solves this problem. In this sense the explicit Epstein-Glaser
(EG) construction should not be regarded as a special renormalization scheme but as
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a general framework in which the conditions posed by the fundamental axioms of QFT
on any renormalization scheme are built in by construction. In the EG approach the
S-matrix is directly constructed in the well-defined Fock space of free asymptotic fields
in the form of a formal power series. Thus, one does not need the Haag-Ruelle (LSZ-)
formalism. Interacting field operators can still be perturbatively constructed in an ad-
ditional step as certain functional derivatives of the S-matrix ([4] section 8, [8], see also
appendix B).
In classical physics, Noether’s theorem states that there is a conserved current for
every invariance of the classical action under a continuous, internal or spacetime sym-
metry transformation of the fields. This theorem also allows for an iterative method to
construct invariant actions, called the Noether method [9]. Noether’s method has been
used in the construction of theories with local symmetries starting from ones with only
rigid symmetries. For example, this method was extensively used in the construction of
supergravity theories [10]. In a slightly different setting, starting from a free Lagrangian
one can iteratively construct interactions by adding extra terms to the action and to
transformation rules in such a way that the final action is invariant under the modified
transformations. One may try to elevate these results to the quantum regime by quan-
tizing the system. To this end, one should investigate the compatibility of the classical
symmetry with the quantization. The latter is reflected in the absence or presence of
anomalies.
In this paper we propose a general quantum method which, as we shall see, is a direct
implementation of Noether’s method at the quantum level. For this reason we shall call
it “Quantum Noether Method”. Starting from a free quantum field theory, well-defined
in the Fock space of free asymptotic fields, the method allows for a construction of all
perturbative quantum theories. Such a direct implementation of the Noether method in
the quantum theory is established in the causal Epstein-Glaser approach to perturbative
quantum field theory. In the Quantum Noether Method the conditions for constructing
a classical action and the conditions for absence of anomalies are associated with ob-
structions in the construction of the S-matrix. The classical action emerges from the
cancellation of tree-level obstructions, whereas anomalies are associated with loop ob-
structions. An algebraic consistency condition for possible obstructions can be derived
without using the quantum action principle[11].
The strength of the EG construction lies in the operator formalism. The proof of
general properties of a given quantum field theory can be simply and also rigorously
reduced to the discussion of the local normalization ambiguity which is restricted by
power counting. It is also the operator formalism which circumvents the classical problem
of overlapping divergences - in the usual framework the latter problem is solved by the
famous forest formula. Moreover, the EG formalism provides a natural framework to
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discuss symmetries in perturbative quantum field theories in which the regularization
and scheme independence of anomalies as well as the reduction of their discussion to
local normalization ambiguities is manifest. From this it is clear that the Epstein-Glaser
approach provides an ideal framework for the discussion of symmetries in quantum field
theory.
In the original article [4] Epstein and Glaser applied their construction to scalar
field theory. The extension of these results to abelian gauge theory in the four dimen-
sional Minkowski space has been worked out some years ago in [12, 13, 14, 15]. The
causal Epstein-Glaser construction of (3+1)-dimensional non-abelian gauge theory in
the Feynman gauge coupled to fermionic matter fields was performed in [16, 17]. There,
a definition of non abelian gauge invariance was given as an operator condition in every
order of perturbation theory separately. This condition involved only the linear (abelian)
BRST-transformations of the free asymptotic field operators. It was claimed that this
operator condition expresses the whole content of non-abelian gauge structure in pertur-
bation theory [16, 17]. In fact, it was proven that the operator condition directly implies
the unitarity of the S-matrix in the physical subspace, i.e. decoupling of the unphysical
degrees of freedom. Furthermore, it was shown that from the operator condition one can
derive the Slavnov-Taylor identities for the connected Green functions.
Up until now, however, only the Yang-Mills (YM) theory was fully constructed as a
quantum theory in this framework. Moreover, a deep understanding of how the asymp-
totic operator condition develops the full BRST symmetry[18] was missing. With this
ingredient missing, it was not a priori clear whether the quantum theory constructed
using the EG procedure actually coincides with the usual YM theory or it is some kind
of “Yang-Mills-like” theory which cannot be reached from the conventional Lagrangian
approach. Since the condition of asymptotic BRST invariance seems to be a weaker
condition than the full BRST symmetry it was not ruled out that there are new theo-
ries compatible with this symmetry - an interesting possibility because the asymptotic
symmetry condition was shown to be sufficient for decoupling of the unphysical degrees
of freedom. We shall argue, however, that the full BRST transformations were already
present in the analysis of [16, 17], thereby establishing that the theory constructed by
the EG procedure coincides with the usual YM theory.
Having understood fully the case of YM theories, we are in the position to generalize
the construction to any theory with any local and global symmetry. Notice that local
symmetries manifest themselves through the rigid BRST symmetry. Thus, one can treat
both cases in parallel. Starting with the condition of asymptotic symmetry we show
explicitly how the formalism automatically develops the anomaly-free full quantum sym-
metry of the interacting system, provided such an anomaly-free deformation of the given
free theory exists. In this paper we exclude any possible obstructions of the symmetry at
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tree and loop level. A systematic cohomological analysis of possible obstructions will be
presented in a separate paper [11]. The Epstein-Glaser framework allows for a simplified
derivation of algebraic consistency conditions for obstructions. Moreover, the cohomo-
logical analysis of such obstructions is established before the adiabatic limit is taken. So
the discussion is also applicable to massless theories such as Yang-Mills theories [11].
The idea behind the construction is very simple. Given a set of free fields and a
symmetry (such as supersymmetry or BRST symmetry) generated by a Noether current
(which at this point only captures the linear part of the transformation rules), one de-
mands that the current is conserved at the quantum level, i.e. inside correlation functions
(Quantum Noether Condition). We shall show that this condition at tree-level automat-
ically produces the most general non-linear completion of the transformation rules and
also the corresponding Lagrangian which is invariant under these transformation rules.
We shall then examine the Quantum Noether Condition at loop level. We shall show that
if the anomaly consistency condition has only trivial solutions then the theory is stable,
i.e. all local terms that are produced by loops are already present at tree-level. This we
shall call generalized renormalizability (this corresponds to the notion of “renormalizabil-
ity in the modern sense” introduced for gauge theories in [19]). If in addition the theory
is also power counting renormalizable then generalized renormalizability coincides with
the usual renormalizability. The only restriction needed for our construction to work is
that the power counting index (singular order in EG, see section 3) is bounded in every
order in perturbation theory. So, in particular, our consideration also apply to effective
field theories that are not power counting renormalizable.
It is rather remarkable that the only information one needs in order to construct a
perturbative quantum field theory with a given global symmetry is a set of free fields
linearly realizing this symmetry (which is assumed to be generated by a Noether current,
see footnote 7). Even the first term in the S-matrix, which is usually regarded as an
input in the EG formalism is now derived using the Quantum Noether Condition.
We have organized this paper as follows. In section 2 we shortly recall the Noether
method. In section 3 we provide a self-contained summary of the basic ingredients of the
EG construction. Section 4 is the main section where we establish the Quantum Noether
Method. We illustrate the method in section 5 with two examples; the case of pure
Yang-Mills theory and the N = 1 supersymmetric Wess-Zumino model. Special care was
taken in order to illustrate every step of the general construction explicitly. In Appendix
A we explain our conventions in detail. In Appendix B we discuss several issues such as
the infrared problem, the construction of interacting fields, the problem of overlapping
divergences that further motivate the use of the EG formalism.
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2 The Noether Method
in Classical Field Theory
In this section we shortly recall the Noether method. Let us start with a classical La-
grangian density L(φA, ∂µφ
A) that depends on a number of fields (both bosons and
fermions) φA and their first derivative ∂µφ
A, where A is an index that distinguishes
different types of fields. Suppose now that the action S =
∫
L is invariant under the
symmetry transformation sφA. This means that the Lagrangian density transforms into
a total derivative, sL = ∂µk
µ. A standard way to derive Noether’s current is to let the
parameter of the symmetry transformation ǫ become local. Then the Noether current is
the expression multiplying the derivative of the local parameter.
δS =
∫
jµ(∂µǫ) (2.1)
Taking the parameter ǫ rigid one sees that the variation is indeed a symmetry of the
action. On the other hand, if the field equation are satisfied, δS = 0 for any ǫ and,
therefore, ∂µj
µ = 0.
The Noether current is given by
jµ =
∂L
∂(∂µφA)
sφA − kµ. (2.2)
We shall always include the parameter of the transformation in the current. In this way
the current is always bosonic. Direct calculation (using ∂µk
µ = sL) yields,
∂µj
µ = [∂µ
∂L
∂(∂µφA)
−
∂L
∂φA
]sφA. (2.3)
Clearly, ∂µj
µ = 0 when the field equations are satisfied. There is a natural arbitrariness
in the definition of the current. One may always add terms of the form ∂µb
µν , where bµν
is antisymmetric in µ, ν.
The conserved charge Q is equal to
Q =
∫
d3x(pAsφ
A − k0), (2.4)
where pA = ∂L/∂0φ
A is the conjugate momentum of φA. One may check that Q generates
the corresponding variation when acting (by the Poisson bracket) to the fields,
{Q, φA} = sφA. (2.5)
As mentioned previously, Noether’s theorem allows for an iterative method to con-
struct invariant actions, called the Noether method [9]. Starting from a free Lagrangian
one can iteratively construct interactions in classical field theory by adding extra terms
6
to the action and to the transformation rules such that the final action is invariant. The
way the Noether method works is as follows. Start from an action S0 =
∫
L0 invariant
under transformations s0φ
A. This set is assumed to be closed on-shell. The goal is then
to find a new action,
S =
∫
d4x(L0 + gL1 + g
2L2 + · · ·), (2.6)
and new transformation rules,
sφA = s0φ
A + gs1φ
A + g2s2φ
A + · · · , (2.7)
where g is a new coupling constant (or deformation parameter), such that the new action
is invariant under the new transformation rules. To first order in g the relevant equation
reads
δL0
δφA
(s1φ
A) +
δL1
δφA
(s0φ
A)− ∂µk
µ
1 = 0 (2.8)
Note that this is an equation for s1,L1 and k
µ
1 which may be not solvable (which means
there is no possible deformation). Starting with an ansatz for s1φ
A one tries to determine
a L1 such that the above equation holds or vice versa. If a solution (s1,L1, k
µ
1 ) of equation
(2.8) is found, one tries to solve the equation that appears at order g2, and so on. The
corresponding current is given by
jµ = [(
∂L0
∂(∂µφA)
s0φ
A − kµ0 ) + (g
∂L1
∂(∂µφA)
+ g2
∂L2
∂(∂µφA)
+ · · ·)s0φ
A]
+g[(
∂L0
∂(∂µφA)
s1φ
A − kµ1 ) + (g
∂L1
∂(∂µφA)
+ · · ·)s1φ
A] · · · (2.9)
where we have organized the terms in a way that it will be useful in later sections.
A systematic way to organize this procedure is to use the Batalin-Vilkovisky (or anti-
field) formalism[20]. Although we will not use this formulation in the present article
we provide a short description of the method as it provides a nice reformulation of the
problem3. We refer to the literature [21] for a more detailed description.
In the anti-field formalism (for a detailed exposition see [22]) one first replaces the
parameter of the symmetry variation by a ghost field (in the case of global symmetries
the latter is a constant field [23]) and introduces a new field, the anti-field φ∗A, for each
field φA (the fields φA include the ghost field). The anti-fields act as sources for symmetry
variation of the corresponding field, namely one adds in the Lagrangian a term φ∗Asφ
A (but
the solution of (2.10) may contain higher powers of anti-fields). The defining equation of
the theory is the master equation
(S, S) = 0, (2.10)
3In this article we do not discuss the precise conditions under which the classical Noether method
and the reformulation using anti-fields are equivalent.
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where (A,B) denotes the anti-bracket,
(A,B) =
←
∂ A
∂φA
→
∂ B
∂φ∗A
−
←
∂ A
∂φ∗A
→
∂ B
∂φA
, (2.11)
where the arrow indicates from where the derivative acts. The action in this formalism
generates the transformation of the fields,
sφA = (φA, S). (2.12)
The problem is now formulated as follows[21]. Starting from an S0 that solves the
master equation (S0, S0) = 0 (for a theory with a closed gauge algebra S0 =
∫
(L0 +
φ∗As0φ
A)) one seeks for a new action S = S0 + gS1 + g
2S2 + · · ·, where S1, S2, ... are local
functionals, that solve the new master equation (S, S) = 0. This equation yields a tower
of equations once it is expanded in g. The first few equations are the following,
(S0, S1) = 0, (2.13)
2(S0, S2) + (S1, S1) = 0, (2.14)
and so on. Solving these equations one obtains both the new terms in the action and
the new transformation rules. The latter are obtained by using (2.12). Let us define the
derivations
si = ( , Si). (2.15)
These derivations correspond to the ones in (2.7). Notice, however, that in this formula-
tion there may be constant ghosts present, so one might have to first eliminate them in
order to compare (2.15) and (2.7).
A nice feature of this approach is that it allows for a systematic cohomological ap-
proach to the problem. For instance, equation (2.13) tells us that S1 is an element of
H0(s0, d), where H
k(s0, d) denotes the cohomology group of the differential s0 relative
to the differential d in ghost number k in the space of local functionals. In addition, the
obstruction to the solvability of this equation lies in H1(s0, d). Similar remarks apply for
the rest of the equations.
3 The Causal Method of Epstein-Glaser
We shall give a short but self-contained introduction to the causal Epstein-Glaser con-
struction. This section may serve as a glossary for all quantities we are about to use in
the next section. For some of the technical details we refer to the literature [4, 5, 6, 15].
We note that we follow the original Epstein-Glaser article [4] in our presentation. So we
differ slightly from reference [15, 17] regarding the causality condition, and the role of
the Wick submonomials in the construction.
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3.1 Inductive Construction
We recall the basic steps of the Epstein-Glaser construction in the case of a massless
scalar field. For concreteness, we consider the case of four dimensional spacetime. The
formalism, however, is valid in any dimension. The very starting point is the Fock space
F of the massless scalar field (based on a representation space Hm=0s of the Poincare´
group) with the defining equations
ϕ = 0 (a), [ϕ(x), ϕ(y)] = ih¯Dm=0(x− y) (b), (3.1)
where Dm=0(x − y) =
−i
(2π)3
∫
dk4δ(k2)sgn (k0) exp(−ikx) is the zero-mass Pauli-Jordan
distribution (see appendix A). In contrast to the Lagrangian approach, the S-matrix is
directly constructed in this Fock space in the form of a formal power series
S(g) = 1 +
∞∑
n=1
1
n!
∫
dx41 · · · dx
4
n Tn(x1, · · · , xn; h¯) g(x1) · · · g(xn). (3.2)
(We do not include explicit i factors in (3.2) in order to reduce the number of i-factors in
our equations.) In this approach the coupling constant g is replaced by a tempered test
function g(x) ∈ S (i.e. a smooth function rapidly decreasing at infinity) which switches
on the interaction.
The central objects are the n-point operator-valued distributions4 Tn. They should
be viewed as mathematically well-defined (renormalized) time-ordered products,
Tn(x1, · · · , xn; h¯) = T [T1(x1) · · ·T1(xn)] , (3.3)
of a given specific coupling, say T1 =
i
h¯
: Φ4 : (c), which is the third defining equation
in order to specify the theory in this formalism.
Notice that the expansion in (3.2) is not a loop expansion. Each Tn in (3.2) can
receive tree-graph and loop-contributions. One can distinguish the various contributions
from the power of h¯ that multiplies them5.
Epstein and Glaser present an explicit inductive construction of the most general
perturbation series in the sense of (3.2) which is compatible with the fundamental axioms
of relativistic quantum field theory, causality and Poincare´ invariance, which can be stated
as follows:
• Let g1 and g2 be two tempered test functions. Then causal factorization means that
S(g1 + g2) = S(g2)S(g1) if suppg1  suppg2 (3.4)
4Tn ∈ S ′, where S ′ denotes the space of functionals on S.
5 The fact that the distributions Tn are formal Laurent series in h¯ follows from the way h¯ appears in
defining equations (b) and (c) and the explicit construction that we describe below. Furthermore, one
may deduce that h¯ is a loop counting parameter (for connected graphs) by using similar arguments as in
the Lagrangian formulation. In particular, connected tree-level graphs come with a factor of 1/h¯, 1-loop
graphs with h¯0, etc.
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the latter notion means that the support of g1 and the support of g2, two closed subsets
of R4, can be separated by a space like surface; more precisely suppg2 does not intersect
the past causal shadow of suppg1:
suppg2 ∩ (suppg1 + V¯
−) = 0, (3.5)
(V¯ )− = {x ∈ R4|x0 ≤ |~x|} (3.6)
• Let U(a,Λ) be the usual representation of the Poincare´ group P 4+ in the given Fock
space F . Then the condition of Poincare´ invariance of the S-matrix says that
U(a,Λ)S(g)U(a,Λ)−1 = S(gaΛ) ∀a ∈ R
4, ∀Λ ∈ L4+, g
a
Λ(x) = g(Λ
−1(x− a)) (3.7)
Actually, in order to establish the general construction only translational invariance is
needed. Lorentz invariance can be imposed in addition in a subsequent step.
It is well-known that the heuristic solution for (3.4), namely
Tn(x1, . . . , xn; h¯) =
∑
π
T1(xπ(1)) . . . T1(xπ(n))Θ(x
0
π(1) − x
0
π(2)) . . .Θ(x
0
π(n−1) − x
0
π(n)), (3.8)
is, in general, affected by ultra-violet divergences (π runs over all permutations of 1, . . . , n).
The reason for this is that the product of the discontinuous Θ-step function with Wick
monomials like T1 which are operator-valued distributions is ill- defined. One can handle
this problem by using the usual regularization and renormalization procedures and finally
end up with the renormalized time-ordered products of the couplings T1.
Epstein and Glaser suggest another path which leads directly to well-defined T -
products without any intermediate modification of the theory using the fundamental
property of causality (3.4) as a guide. They translate the condition (3.4) into an induc-
tion hypothesis, Hm, m < n, for the Tm-distribution which reads
Hm :


Tm(X ∪ Y ) = Tm1(X) Tm−m1(Y ) if X  Y, X, Y 6= ∅, 0 < m1 < m
[Tm1(X), Tm2(Y )] = 0 if X ∼ Y (⇔ X  Y ∧X  Y ) ∀m1, m2 ≤ m
(3.9)
Here we use the short-hand notation Tm(x1, . . . , xm; h¯) = T (X); | X |= m.
Besides other properties they also include the Wick formula for the Tm distributions
into the induction hypothesis. This is most easily done by including the so-called Wick
submonomials of the specific coupling T1 = (i/h¯) : Φ
4 : as additional couplings in the
construction T j1 := (i/h¯)(4!/(4− j)!) : Φ
4−j :, 0 < j < 4. Then the Wick formula for the
Tn products can be written as
Tm[T
j1
1 (x1) · · ·T
jm
1 (xm)] =
∑
s1,..,sm
〈0 | T [T j1+s11 (x1) · · ·T
jm+sm
1 (xm)] | 0〉 :
m∏
i=1
[
Φsi(x1)
si!
] :
(3.10)
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In short-hand notation the formula reads
T
~j
m(X) =
∑
~s
〈0 | T
~j+~s
m (X) | 0〉
: Φ~s : (X)
~s
(3.11)
That such a quantity is a well-defined operator-valued distribution in Fock space is as-
sured by distribution theory (see Theorem O in [4], p. 229). Note also that the coefficients
in the Wick expansion are now represented as vacuum expectation values of operators.
Now let us assume that Tm distributions with all required properties are successfully
constructed for all m < n. Epstein and Glaser introduce then the retarded and the
advanced n-point distributions (from now on, in this section, we suppress the h¯ factor in
our notation):
Rn(x1, . . . , xn) = Tn(x1, . . . , xn) +R
′
n, R
′
n =
∑
P2
Tn−n1(Y, xn)T˜n1(X) (3.12)
An(x1, . . . , xn) = Tn(x1, . . . , xn) + A
′
n, A
′
n =
∑
P2
T˜n1(X)Tn−n1(Y, xn). (3.13)
The sum runs over all partitions P2 : {x1, . . . xn−1} = X∪Y, X 6= ∅ into disjoint subsets
with | X |= n1 ≥ 1, | Y |≤ n − 2. The T˜ are the operator-valued distributions of the
inverse S-matrix:
S(g)−1 = 1 +
∞∑
n=1
1
n!
∫
d4x1 . . . d
4xnT˜n(x1, . . . xn)g(x1) . . . g(xn) (3.14)
The distributions T˜ can be computed by formal inversion of S(g):
S(g)−1 = (1+ T)−1 = 1+
∞∑
n=1
(−T)r (3.15)
T˜n(X) =
n∑
r=1
(−)r
∑
Pr
Tn1(X1) . . . Tnr(Xr), (3.16)
where the second sum runs over all partitions Pr of X into r disjoint subsets X = X1 ∪
. . . ∪Xr, Xj 6= ∅, | Xj |= nj .
We stress the fact that all products of distributions are well-defined because the argu-
ments are disjoint sets of points so that the products are tensor products of distributions.
We also remark that both sums, R′n and A
′
n, in contrast to Tn, contain Tj ’s with j ≤ n−1
only and are therefore known quantities in the inductive step from n− 1 to n. Note that
the last argument xn is marked as the reference point for the support of Rn and An. The
following crucial support property is a consequence of the causality conditions (3.9):
suppRm(x1, . . . , xm) ⊆ Γ
+
m−1(xm), m < n (3.17)
where Γ+m−1 is the (m− 1)-dimensional closed forward cone,
Γ+m−1(xm) = {(x1, . . . , xm−1) | (xj − xm)
2 ≥ 0, x0j ≥ x
0
m, ∀j}. (3.18)
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In the difference
Dn(x1, . . . , xn)
def
= R′n − A
′
n (3.19)
the unknown n-point distribution Tn cancels. Hence this quantity is also known in the
inductive step. With the help of the causality conditions (3.9) again, one shows that Dn
has causal support
suppDn ⊆ Γ
+
n−1(xn) ∪ Γ
−
n−1(xn) (3.20)
Thus, this crucial support property is preserved in the inductive step from n− 1 to n.
Given this fact, the following inductive construction of the n-point distribution Tn
becomes possible: Starting off with the known Tm(x1, . . . , xn), m ≤ n− 1, one computes
A′n, R
′
n and Dn = R
′
n − A
′
n. With regard to the supports, one can decompose Dn in the
following way:
Dn(x1, . . . , xn) = Rn(x1, . . . , xn)− An(x1, . . . , xn) (3.21)
suppRn ⊆ Γ
+
n−1(xn), suppAn ⊆ Γ
−
n−1(xn) (3.22)
Having obtained these quantities we define T ′n as
T ′n = Rn − R
′
n = An −A
′
n (3.23)
Symmetrizing over the marked variable xn, we finally obtain the desired Tn,
Tn(x1, . . . xn) =
∑
π
1
n!
T ′n(xπ(1), . . . xπ(n)) (3.24)
One can verify that the Tn satisfy the conditions (3.9) and all other further properties of
the induction hypothesis [4].
3.2 Distribution Splitting
Le us now discuss the splitting the operator-valued distribution Dn. As follows from our
discussion this is the only nontrivial step in the construction.
Let there be an operator-valued tempered distribution Dn ∈ S
′(R4n) with causal
support,
suppDn ⊆ Γ
+
n−1(xn) ∪ Γ
−
n−1(xn). (3.25)
then the question is whether it is possible to find a pair (R, A) of tempered distributions
on R4n with the following characteristics:
• R,A ∈ S ′(R4n) (A) (3.26)
• suppR ⊂ Γ+(xn), suppA ⊂ Γ
−(xn) (B) (3.27)
• R− A = D (C) (3.28)
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The EG formalism reduces the usual renormalization program to this mathematically
well-defined problem. Every renormalization scheme solves this problem implicitly. For
example, the well-known BPHZ renormalization scheme which is often regarded as the
most solidly founded explicit renormalization scheme also defines a splitting solution. As
mentioned already in the introduction, there is a complication, namely the well-known
problem of overlapping divergences which is solved by the famous forest formula in the
BPHZ framework. The EG formalism provides a natural solution to this problem by
implementing the causality condition directly on the operator level (see Appendix B).
The problem of distribution splitting has been solved in a general framework by the
mathematician Malgrange in 1960 [24]. Epstein and Glaser used his general result for
the special case of quantum field theory. A new solution of the splitting problem was
given recently [15].
We mention that the Wick formula for T -products, (3.11) ∀m < n, directly implies the
corresponding Wick formula for the causal operator-valued distributions at the level n.
This is easily shown by the usual Wick theorem for ordinary products of Wick monomials,
D
~j
n(X, xn) =
∑
~s
〈0 | D
~j+~s
n (X, xn) | 0〉
: Φ~s(X ∪ {xn}) :
~s
. (3.29)
This formula reduces the splitting problem of operator-valued distributions to the
splitting of the numerical C-number distributions
drn(x1 − xn, . . . , xn−1 − xn) = 〈0 | D
r
n(X, xn) | 0〉 (3.30)
The latter only depends on the relative coordinates because of translational invariance of
Dn. Note that the causal support of all numerical distributions is assured by the fact that
they are vacuum expectation values of operators with causal support. We can construct
well-defined Tn distributions as operators by first splitting the numerical distributions d
r
n
and then by defining the Tn’s as operators using the Wick formula (3.11).
The singular behaviour of the distribution drn for x → 0 is crucial for the splitting
problem because Γ+n−1(0)∩ Γ
−
n−1(0) = {0}. One therefore has to classify the singularities
of distributions in this region. This can be characterized in terms of the singular order
ω of the distribution under consideration which turns out to be identical with the usual
power-counting degree [25, 7]. For further details of the theory of distribution splitting
we refer to the literature [4, 15] and only make the following remarks:
• We exclude so-called ’oversubtractions’, which correspond to an increase of the
singular behaviour of the distribution in the splitting process. Thus, we further specify
the splitting problem by requiring in addition
ω(r) ≤ ω(d) ∧ ω(a) ≤ ω(d). (D) (3.31)
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•Moreover, we have to ask whether the splitting solution of a given numerical distribution
d with singular order ω(d) is unique. Let r1 ∈ S
′ and r2 ∈ S
′ be two splitting solutions
of the given distribution d ∈ S ′. By construction r1 and r2 have their support in Γ
+ and
agree with d on Γ+ \ {0}, from which follows that (r1 − r2) is a tempered distribution
with point support and with singular order ω ≤ ω(d) :
supp(r1 − r2) ⊂ {0}, ω(r1 − r2) = ω(d), (r1 − r2) ∈ S
′ (3.32)
According to a well-known theorem in the theory of distributions, we have
r1 − r2 =
ω0∑
|a|=0
Ca∂
aδ(x). (3.33)
In the case ω(d) < 0 which means that drn is regular at the zero point, the splitting solution
is thus unique. In the case ω(d) ≥ 0 the splitting solution is only determined up to a local
distribution with a fixed maximal singular degree ω0 = ω(d). The demands of causality
(3.4) and translational invariance (3.7) leave the constants Ca in (3.33) undetermined.
They have to be fixed by additional normalization conditions.
• We want to stress that a normalization ambiguity can already occur in tree graphs.
For example the causal Pauli-Jordan distribution d1 := D(x − y) has singular order
ω(d1) = −2, hence d2 := ∂
x
µ∂
x
νD(x − y) has ω(d2) = 0 (since each derivative increases
the singular order by one). This implies that the splitting of d2 is not unique according
to (3.33). Because the normalization ambiguity in tree graphs will become important
in our discussion in the next section let us discuss this point in more detail. Note
that [φ(x), φ(y)] = ih¯D(x − y) = ih¯(D+ + D−), where D+ and D− are the positive,
respectively negative frequency parts of the causal Pauli-Jordan distribution D. In R′
and A′ of equation (3.13) the D− and −D+ occur in the case of d1. The so-called natural
splitting of the Pauli-Jordan distribution is given by (see also Appendix A)
D = Dret −Dadv. (3.34)
Here Dred has retarded support and Dadv has advanced support. So r = Dret and
a = Dadv and then t is defined as t = r − r
′ = a− a′ according to equation (3.23). This
means in the case under consideration t1 = Dred − D
− = Dadv + D
+ = DF , so finally
we end up with the Feynman propagator. Analogously, the graph with the numerical
distribution d2 leads to a t2-distribution t2 = ∂
x
µ∂
x
νDF (x − y) + Cgµνδ(x − y) with the
Feynman propagator DF and a free normalization constant C which has to be fixed by
a further condition.
• It is important to note that only in tree graphs the Feynman propagator DF occurs.
In loop graphs one gets in r′ and a′ products of D+ (or D−) distributions which are
well-defined as the direct product of distributions whose Fourier transform have retarded
support (r′) and advanced support (a′). This does not lead to products of Feynman prop-
agators in the t distribution, as it would be the case if one would use the usual Feynman
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rules that follow from the formal solution (3.8). For details of explicit splitting solutions
in loop graphs we refer to [4, 15].
• We can now discuss the ambiguities on the operator level using the defining Wick for-
mula (3.11). The field itself is included in the Wick submonomials one starts with, so
we have [T k1 (x),Φ(y)] = 0 if x ∼ y (i.e. if x and y are spacelike separated) according to
condition (3.9). This implies that T j1 must be in the Borchers class of the free field Φ(x)
([26]). It is well-known that the set of Wick monomials exhausts the Borchers class of a
free field. This leads to the most general solution of (3.2).
• The Wick formula for time-ordered products (3.11) was used to define the T jn distribu-
tions (including the Wick submonomials) as operator-valued distributions. This formula
makes transparent that the normalization ambiguities in T jn for different j are not in-
dependent. Note that the normalization ambiguities of the T jn’s are introduced in this
formula through the numerical distributions in (3.11) only. Thus, normalization condi-
tions on different T jn might lead to a compatibility problem. We already mention here
that the symmetry conditions we analyze in the following only include the physical T j=0n
distributions, so, no such compatibility analysis has to be made.
• The question of renormalizability naturally arises. In the EG approach power-counting
renormalizable quantum field theories are the ones where the number of the constants
Ca to be fixed by physical conditions stays the same to all orders in perturbation the-
ory. This means that finitely many normalization conditions are sufficient to determine
the S-matrix completely. The latter property, however, does not necessarily mean that
this is also possible when all the symmetry properties of the classical Lagrangian are
maintained, a far more reaching quality generally referred to as renormalizability. As
a consequence, power-counting renormalizability is a quality solely determined by the
scaling properties of the theory. In a second step one tries to prove that there is also a
symmetric normalization of the theory. In particular this holds if the loop normalization
ambiguity can be fixed in the same way as the tree-level normalization ambiguity, i.e. if
the theory is stable under quantum corrections.
If the number of the normalization constants increases with the order n of perturbation
theory, then the theory is usually called non-renormalizable. However, if the singular
order is bounded in every order in perturbation theory then, although the total number
of physical conditions needed to fix the S-matrix completely is infinite, this number is
finite at each order in perturbation theory and therefore the theory still has predictive
power. Effective field theories belong to this class of theories. One may call these theories
‘generalized power-counting renormalizable’. If in addition the theory is stable under
quantum correction then we are dealing with ‘generalized renormalizable’ theory.
Several other properties of the EG formalism are discussed in appendix B.
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4 Basic Construction
4.1 The Quantum Noether Condition
We shall now present the basic construction of theories with global(=rigid) and/or local
symmetries in the EG formalism.
As explained in detail in the last section, one starts with a set of free fields in the
asymptotic Fock space. These fields satisfy their (free) field equations and certain com-
mutation relations. To define the theory one still needs to specify T1, the first term in
the S-matrix. (Actually, as we shall see, even T1 is not free in our construction method
but is also constrained by the Quantum Noether Condition). Given T1 one can, in a well
defined manner, construct iteratively the perturbative S matrix. In this construction, a
finite number of constants (in the case of a power-counting renormalizable theory (see last
section)) remains unspecified by the requirements of causality and Poincare´ invariance.
We are interested in constructing theories where the S matrix is invariant under a
certain symmetry operation generated by a well-defined operator Q in the asymptotic
Fock space,
[Q, S] = 0. (4.1)
The operator Q acting on asymptotic fields generates their asymptotic transformation
rules6
[Q, φA} = −ih¯s0φ
A, (4.2)
where [A,B} denotes a graded commutator. The latter are necessarily linear in the
asymptotic fields. We want to carry out the construction before the adiabatic limit.
Thus, instead of working with (4.1), we shall require
[Q, Tn(x1, . . . , xn; h¯)} =
n∑
l=1
∂
∂xµl
T µn/l(x1, . . . , xn; h¯) (4.3)
for n ≥ 1 and for some T µn/l. We shall often suppress the spacetime arguments in the
n-point functions. We shall also use the abbreviation ∂/∂xµl = ∂
l
µ. The meaning of the
T µn/l will be discussed in detail below. Equation (4.3) for n=1
[Q, T1} = ∂µT
µ
1/1, (4.4)
imposes restrictions on the starting point of the EG procedure, namely on the coupling
T1. Once the coupling T1 has been determined the rest of the equations (4.3) impose re-
lations among the constants left unspecified by the requirement of causality and Poincare´
invariance. This is analogous to the situation in the conventional Lagrangian approach
6 The (−ih¯) in the right hand side of (4.2) as compared to (2.5) is because in (2.5) we have Poisson
brackets whereas in (4.2) quantum commutators.
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where symmetry considerations restrict the possible terms in the Lagrangian and then
the corresponding symmetries at the quantum level impose certain relations among the
Z factors.
Our considerations apply to the construction of theories with any global or local sym-
metry. In the case of linear symmetries, such as global internal symmetries or discrete C,
P , T symmetries, things are much simpler and one does not need the full machinery de-
veloped in this article. This is so because linear symmetries can be directly implemented
in the asymptotic Fock space by means of (anti-)unitary transformations. To achieve the
invariance of the S-matrix one only needs to start from a coupling T1 invariant under the
corresponding linear symmetry. There is, of course, still the issue of compatibility of the
various symmetries imposed. This question will not be analyzed in this article.
The cases of interest here are non-linear symmetries. In this case, the asymptotic
transformations differ from those of the interacting fields. Such cases are, for example,
the BRST symmetry of gauge theories and rigid spacetime symmetries such as super-
symmetry. In the latter case, the transformation rules would be linear in the presence of
auxiliary fields. However, apart from the fact that supersymmetry auxiliary fields are not
always known, in the EG formalism the fields are on-shell and, therefore, these auxiliary
fields are necessarily absent.
Since different non-linear transformations may have the same linear limit it is not a
priori obvious whether a theory constructed by EG satisfying (4.1) has any underlying
non-linear structure at all. To address this issue one can work out the precise conse-
quences of the operator equation (4.3) and try to reproduce the Ward identities derived
in the Lagrangian approach using the full non-linear transformation. This approach has
been followed in [16, 17] for the case of SU(n) gauge theory in the Feynman gauge cou-
pled to fermions where it was shown that (4.3) implies the Slavnov-Taylor identities for
connected Green functions. An alternative and complementary approach is to try to find
a direct correspondence between the Lagrangian approach and the EG formalism.
In the conventional Lagrangian approach the theory is defined by giving the La-
grangian and specifying a meaningful way to compute (i.e. regularization/renormalization).
Our strategy is to identify the Lagrangian within the EG approach. If both approaches
describe the same theory, then the perturbative S matrix should be identical in both. The
Lagrangian always appears in the S-matrix at the tree-level. We shall, therefore, iden-
tify the Lagrangian with the sum of T1 and the local terms that arise through tree-level
normalization conditions (notice that in the EG approach one performs a perturbative
expansion around the free action and not around a classical solution of the full theory,
so one expects to recover the classical Lagrangian through tree-level graphs). If this
correspondence is correct then, for instance, one should be able to understand from the
EG point of view why adding a BRST exact term in the Lagrangian does not change
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the physics of the theory. We will indeed see that this can be entirely understood using
the EG formalism. If, in addition, one deals with a renormalizable theory then loops do
not produce any further local terms besides the ones already present in the Lagrangian.
Therefore, the question of renormalizability in the Lagrangian approach translates, in the
EG formalism, to the question of whether the local normalization ambiguity to all orders
reproduces the tree-graph normalizations. (The precise definition of these normalization
terms well be given in the next section.)
Let us further remark that these considerations also explain why the Lagrangian is
such a central object in quantum field theory: according to Epstein-Glaser the pertur-
bative S-matrix is uniquely fixed once one fixes the local ambiguity. In a renormalizable
theory, the Lagrangian precisely fixes this local ambiguity.
Our proposal for the construction of theories with global and/or local symmetries in
the EG formalism is rather simple. One introduces in addition to T1 the coupling gµj
µ
0
in the theory7, where jµ0 is the Noether current that generates the asymptotic (linear)
symmetry transformations. Actually, as we shall see, the coupling T1 itself is determined
by the construction. In addition, one imposes the condition that “the Noether current is
conserved at the quantum level” (see also (4.8)),
∂µJ
µ
n (x1, · · · , xn; h¯) = 0 (4.5)
where we introduce the notation
∂µJ
µ
n (x1, · · · , xn; h¯) =
n∑
l=1
∂lµJ
µ
n/l, (4.6)
and
J µn/l = T [T1(x1) · · · j
µ
0 (xl) · · ·T1(xn)]. (4.7)
(for n = 1, J µ1 (x1) = j
µ
0 (x1)). In other words we consider an n-point function with
one insertion of the current jµ0 at the point xl. Notice that since the left hand side of
(4.5) is a formal Laurent series in h¯, this condition is actually a set of conditions. This
construction is so natural that one hardly has to motivate it.
We shall show in the remaining of this section that one can construct using the sym-
metry condition (4.5) and the free Noether current J µ1 (x1) = j
µ
0 (x1) as a starting point,
any theory with global/local symmetry that can be viewed as deformation of a free theory
(up to restrictions discussed in footnote 7). This class includes all perturbative QFT’s.
In addition, we shall establish the equivalence of any theory consistently constructed in
the EG formalism with a Lagrangian theory (again up to restriction discussed in footnote
7 The present considerations do not immediately apply to theories that possess asymptotic symmetries
but no associated asymptotic Noether currents. In these cases one still has a charge Q that generates
the symmetry, so one may still construct these theories using condition (4.3) (see subsection 4.5).
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7). In the case of interest, namely theories with non-linear symmetry transformations,
the corresponding Lagrangian can be assumed to be obtained by the classical Noether
method. I.e. the Lagrangian L and the transformation rules sφA under which it is in-
variant, are both power series in the coupling constant, and are obtained by solving the
equations arising in Noether’s method. We shall explicitly show that
1. the sum of T1 and the tree-level normalizations (see next subsection) that arise
from the requirement (4.5) coincides with the Lagrangian that is invariant under
the non-linear transformations. This shows that the the full non-linear structure is
present in the theory,
2. the free Noether’s current jµ0 is renormalized by the condition (4.5) is such a way
that it finally generates the full non-linear transformations,
3. the loop normalization ambiguity is fixed in the same way as at the tree-level one
provided the anomaly consistency condition has only trivial solutions. This means
that the theory is then stable under quantum correction,
4. condition (4.5) is equivalent to condition (4.3). The latter guarantees the invariance
of the S-matrix under the corresponding asymptotic symmetry.
The way T1 and j
µ
0 get promoted to the full Lagrangian (point 1) and the full Noether
current (point 2), respectively, completely parallels the classical Noether method. How-
ever, the EG methods generates the full quantum theory on the way (point 3), not just a
classical Lagrangian invariant under certain classical symmetry. This motivates the title
of this article. In particular, condition (4.5) (or the equivalent one (4.3)) also contains
the symmetry constraints at the loop level. Points 1 and 2 deal with condition (4.5)
at tree level and point 3 covers the loop analysis. Breaking of (4.5) by loop corrections
corresponds to anomalies.
There is yet another condition equivalent to (4.5). Let jµ0,int, and L
µ
1,int be the inter-
acting currents corresponding to j0 and L
µ
1 , respectively, constructed according to (B.3)
(Lµ1 is defined in (4.39)). As it shall be presented in detail [27], the Ward identity
∂µj
µ
0,int + ∂µgL
µ
1,int = 0 (4.8)
yields the same conditions as (4.5) on the normalization ambiguity of the physical cor-
relation functions. In the adiabatic limit condition (4.8) becomes the conservation of
the interacting current. This is the usual form of the Ward identity that follows from a
symmetry.
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4.2 Off-shell Formulation of the Inductive Hypothesis
Our goal is to find which are the restrictions on the T -products implied by equation (4.5).
Since causality and Poincare´ invariance uniquely fix the T -products up to local terms,
as explained in section 3, we only need to discuss the conditions imposed on the local
normalization ambiguity in (4.5). As already mentioned in the introduction, we assume
in this paper that a consistent and anomaly-free deformation of the asymptotic symmetry
exists, i.e. we assume that the Quantum Noether method works successfully in the cases
we consider. This assumption excludes any true obstructions to the symmetry condition
(4.5) at the tree and loop level. A cohomological analysis of possible true obstructions of
condition (4.5) without using the quantum action principle will be presented in a separate
paper [11].
We shall follow an iterative approach following the inductive EG construction. Namely,
we shall assume that (4.5) is satisfied for all m < n, and then we shall examine the con-
ditions implied by (4.5) at nth order. According to section 3 this involves three steps:
We first construct the corresponding causal distribution Dn[j0 T1 · · ·T1], then we have to
split Dn to obtain Tc,n[j0 T1 · · ·T1], and finally we impose (4.5) that leads to conditions
on the normalization ambiguity of Tn. The notation Tc indicates that we use the nat-
ural splitting solution (i.e. the Feynman propagator is used in tree-graphs, see (3.34))
in tree graph contributions. The latter is our reference solution. When we refer to lo-
cal normalization terms in tree graph contributions in EG they are always defined with
respect to Tc. Points 1 and 2 crucially depend on this choice. There is a good reason,
however, why this is what one should do: Only with natural splitting in tree-level graphs
the contraction between two fields becomes equal to the Feynman propagator. As we
already argued, we shall identify the Lagrangian with local terms in tree-level graphs
in the S-matrix. In the Lagrangian approach these graphs have been constructed using
Feynman propagators. So, in order to compare the two approaches one has to use the
natural splitting solution. It is only for the sake of comparison that the natural splitting
solution becomes distinguished. In the analysis of (4.5) at the loop level one may likewise
choose a reference splitting solution. In this case, however, there is no ‘preferred’ refer-
ence solution, but also no need to explicitly specify one. In the following the subscript c
will denote natural splitting in tree-graphs and some fixed reference splitting in loops.
Let us start by noting that having satisfied our fundamental Quantum Noether con-
dition (4.5) for all m < n, namely
∂µJ
µ
m(x1, · · · , xm; h¯) =
m∑
l=1
∂lµJ
µ
m/l = 0, ∀m < n, (4.9)
then equation (4.5) at the nth order can be violated by a local distribution An(h¯) (which
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we shall call anomaly term) only:
∂µJ
µ
n (x1, · · · , xn; h¯) =
n∑
l=1
∂lµJ
µ
n/l = An(h¯), (4.10)
Let us give a short proof of the latter statement: From (4.9) one can derive the analogous
condition for the causal distribution D at the nth order:
n∑
l=1
∂lµD
ν
n/l = 0, (4.11)
where Dµn/l denotes J
µ
n/l at the D-level. The latter step is somehow trivial using the basic
formulae (3.12)-(3.13) which involve only tensor products of the known Tm products with
m < n which fulfil (4.9). Knowing (4.11), we have to split the causal distributions Dνn/l:
Since the splitting solution Rn/l of Dn/l fulfils Rn/l = Dn/l on Γ
+ \ {(xn, ..., xn)} and
Rn/l = 0 on (Γ
+)c, the symmetry condition can be violated in this process only in the
single point (xn, ..., xn), i.e. by local terms. Therefore, condition (4.5) at nth order can
only be violated by local terms, denoted by An(h¯) in (4.10). The anomaly terms A(h¯)
are a formal Laurent series in h¯ since the left hand side in (4.10) is. In addition, they are
restricted by the power counting condition (3.31). Notice that we allow for theories with
different (but finite) maximal singular order ω at every order in perturbation theory (i.e.
we consider the class of ‘generalized renormalizable’ theories, see section 3).
We shall now present an off-shell version8 of the inductive hypothesis. The assump-
tion that the Quantum Noether method works successfully means that there exist local
normalizations such that (4.9) is satisfied when the field equations are satisfied. This
does not mean, however, that (4.9) is satisfied when any splitting is used. Actually,
generically after natural splitting (this refers to tree-level graphs, for loop graphs one
uses some reference splitting solution) one ends up with
∂µJ
µ
c,m = Ac,m, (4.12)
where the subscript c indicates that the natural splitting has been used at tree-graphs.
Our assumption only means that the anomaly Ac,m is a divergence up to terms Bm that
vanish when the free field equations are used, i.e.
Ac,m = ∂µA
µ
c,m +Bm (4.13)
where Aµm,c and Bm are some local distributions (since Ac,m is local). This decomposition
is not unique since one can move derivatives of field equation terms from Bm to A
µ
c,m
We fix this freedom by demanding that Bm does not contain any derivatives of field
equations. Let us show this explicitly. To derive the general form of Bm we first note
8 By off-shell we mean that we relax the field equations of the fields φA.
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that it should have the general form of a local distribution9
Bm = O1,mδ
(m) + ∂µO
µ
2,m, O
µ
2,m =
∑
Oµα1···αn2,m ∂α1δ(x1 − xn) · · ·∂αnδ(xn−1 − xn),
(4.14)
which is easy to prove by recursion on the number of derivatives and integration by parts.
Notice that because the power counting degree is bounded at each order in perturbation
theory the series terminates after a finite number of terms. The operators Oi,m, i =
1, 2, . . ., are in general unrestricted, but in our case they should be such that Bm vanishes
when the free field equations are satisfied. This means in particular that O1,m has the
form
O1,m = S
A;mKABφ
B +
∑
p
SA;mµ1···µp∂
µ1 · · ·∂µpKABφ
B (4.15)
where
KABφ
B = ∂µ
∂L0
∂(∂µφA)
−
∂L0
∂φA
(4.16)
are the free field equations. The fact that O1,m is linear in the field equations follows
from the fact that the field equations are created because we act with a derivative on a
T-product with one current insertion. One derivative can only create one field equation.
Remembering that (4.14) is a distributional relation, one may integrate by parts the
derivatives from the field equations to obtain
O′1,m = (S
A;m +
∑
p
(−1)p∂µ1 · · ·∂µpSA;mµ1···µp)KABφ
B, (4.17)
and appropriate modifications of the Oi,m, i > 0. Notice now that one may always factor
out a derivative from the terms involving the Oi,m, i > 0. This means that these terms
can be moved into Aµc,n. The latter is finally removed by appropriately fixing the local
normalization freedom of the left hand side. Let us also define
RA;m = SA;m +
∑
p
(−1)p∂µ1 · · ·∂µpSA;mµ1···µp (4.18)
An additional ambiguity is related to the global symmetries of the free action. If one
makes the transformation
Aµc,m → A
µ
c,m + j˜
µ; RA;m → RA;m − s˜φA (4.19)
where j˜µ is a Noether current that generates the symmetry transformations s˜φA, then
the right hand side of (4.13) remains unchanged. To fix this ambiguity we demand that
RA;m do not contain any summand which is itself a symmetry transformation of the free
action. (In practice, one would never have to deal with this problem unless one does by
hand the substitutions (4.19)).
9 We use the following abbreviations for the delta function distributions δ(m) = δ(x1, . . . , xm) =
δ(x1 − x2) · · · δ(xm−1 − xm).
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In this manner we are lead to the following off-shell representation of the inductive
hypothesis: for m < n,
m∑
l=1
∂lµJ
µ
m/l =
∑
A
RA;m(h¯)KABφ
Bδ(x1, . . . , xm). (4.20)
The coefficients RA;m(h¯) may, in general, receive tree and loop contributions. We shall
show below that this off-shell representation provides an alternative and simplified way
of obtaining local terms arising from tree-level graphs.
We first concentrate on analyzing the condition (4.5) at tree-level. We shall consider
the loop case afterwards. We therefore only need the h¯0 part of (4.20). Let us define
s(m−1)φ
A =
1
m!
RA;m(h¯0); m > 1, (4.21)
(we shall see below that this formula also holds for m = 1). Depending on the theory
under consideration the quantities RA;m(h¯0) may be zero after some value of m. Without
loss of generality we assume that they are zero for m > k + 1, for some integer k (which
may be infinity; the same applies for k′ below.). We shall show below that
sφA =
k∑
m=0
gmsmφ
A (4.22)
are symmetry transformation rules that leave the Lagrangian invariant (up to total deriva-
tives)
L =
k′∑
m=0
gmLm, (4.23)
where k′ is also an integer (generically not equal to k). The Lagrangian L will be
determined from the tree-level normalization conditions as follows,
Lm =
h¯
i
Nm
m!
, for m > 1, (4.24)
where Nm denotes the local normalization ambiguity of Tm[T1(x1)...T1(xm)] in tree graphs
defined with respect to the naturally split solution. For m = 1, L1 = (h¯/i)T1. The factor
m! reflects the fact that Tm[...] appears in (3.2) with a combinatorial factors m! while
the factor h¯/i is there to cancel the overall factor i/h¯ that multiplies the action in the
tree-level S-matrix. Notice that we regard (4.24) as definition of Lm.
To understand how the off-shell formulation simplifies the calculation of local
terms arising from tree-level graphs we start by first describing the traditional way
to do such a calculation. In order to obtain the local terms, one first constructs
Tc,n[j
µ
0 (x1)T1(x2)...T1(xn)], differentiates with respect to the variable of the current and
symmetrizes in all variables. Tc,n[j
µ
0 (x1)T1(x2)...T1(xn)] involves many terms and there
will be a large number of cancellations after differentiating and symmetrizing. In partic-
ular, we already know from equation (4.10) that all non-local terms will cancel among
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themselves. So the idea (which gets implemented with the help of the off-shell formu-
lation) is to only concentrate on possible local terms anticipating the cancellation of all
non-local terms.
From (3.12), (3.13) we know that the causal distribution Dn[j
µ
0 (x1)T1(x2)...T1(xn)] is
equal to the sum of terms which are products of T -products constructed at lower orders
one of which contains jµ0 as a vertex. To calculate Tc,n[j
µ
0 (x1)T1(x2)...T1(xn)] one first does
all contractions in Dn and then splits the solution. Each tree-level contraction between
two fields φA and φB yields after natural splitting a factor DAB, where DAB is the inverse
of the corresponding kinetic operator KAB,
i
h¯
KABD
BC = δCA (4.25)
where δCA contains a delta function, and we have included also the i and h¯ factors (see
appendix A). Let us also denote by OµAB the operator associated with the fields φ
A, φB
that satisfies ∂µO
µ
AB = KAB. The expression for Tc,n[j
µ
0 (x1)T1(x2)...T1(xn)] will contain,
among other terms, terms of the form 10
S1(x)S2(y)OµAB(x)D
BC(x− y), (4.26)
where x is the variable of the current and S1, S2 are local terms at order m (m < n),
respectively, n−m. Upon differentiating with ∂xµ this term will bring among other terms
the local term
S1S2δCAδ(x− y). (4.27)
(we have now explicitly written the delta function to emphasize that this is a local term).
The mechanism we just described is the only one that creates local terms out of tree-level
graphs. Diagrammatically, after we push the derivative in we get an inverse propagator
that cancels the propagator between x and y, thus, rendering the graph local. The fact
that S1 and S2 are local is, of course, essential. Local terms proportional to derivatives
of the δ distribution are constructed in an analogous way.
The term (4.26) originated from the following T -product
Tc,n[(S
1OµABφ
Bδ(m))(x)(S2φC)δ(n−m)(y)], (4.28)
upon contraction between φB and φC . We are ultimately inter-
ested in computing ∂µTc,n[j
µ
0 (x1)T1(x2)...T1(xn)], so we need to compute
∂µTc,n[(S
1OµABφ
Bδ(m))(x)(S2φCδ(n−m))(y)]. Moving the derivative inside the corre-
lation function we get (among other terms)
Tc,n[(S
1KABφ
B)(x)(S2φC)(y)] (4.29)
10In (4.26), as well as in later formulae, Wick-ordering is always understood. We also suppress two
delta distributions that set n of the variables equal to x and the remaining n−m equal to y. In order
to keep the notation as simple as possible we shall often suppress such delta distributions. In all cases
one may insert these delta distribution by simple inspection of the formulae.
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Upon contracting the φB with a φ in (S2φC) one obtains a local term. In particular, the
local term in (4.27) is simply obtained from the contraction between the explicit φ’s (i.e.
the φB and φC) in (4.29). We shall call this kind of contractions, namely the ones that
involve the field φB in the field equation KABφ
B, “relevant contractions”. These yield the
local terms that one obtains by doing the calculation in the “traditional way”. All other
contractions (“irrelevant contractions”) generically yield non-local terms proportional to
field equations. These are not relevant in our case and they will be discarded.
In this way we are led to an alternative and more systematic way of obtaining all
tree-level local terms. One first differentiates and then does the “relevant contractions”.
However, in doing the calculation in this way one should not use the field equations before
the end of the calculation. The terms that are proportional to the field equations are the
source of the local terms.
Let us now make contact with the off-shell formulation of the induction hypothesis.
After differentiation, the causal distribution
∑n
l=1 ∂
l
µD
µ
n/l = 0 at the n
′th order con-
sists of a sum of terms each of these being a tensor product of Tm[T1...T1∂·j0T1...T1)
(m < n) with T -products that involve only T1 vertices according to the general formulae
(3.12,3.13,3.19). By the off-shell induction hypothesis, we have for all m < n
m∑
l=1
∂lµJ
µ
m/l =
∑
A
(m!sm−1φ
A)KABφ
Bδ(m). (4.30)
At order n the “relevant contractions”, namely the contractions between the φB in the
right hand side of (4.30) and φ in local terms, yield the sought-for local terms. This
implies, in particular, that no local term arises from terms in Dn that are products of
more than two T products. This is in accordance with the diagrammatic picture of
creation of local terms that we mentioned above. In this manner we get the following
general formula for the local term Ac,n arising through tree-level contractions at level n,
Ac,n(tree) =
∑
π∈Πn
n−1∑
m=1
∂µJ
µ
m(xπ(1), . . . , xπ(m))Nn−mδ(xπ(k+1), . . . , xπ(n)) (4.31)
where it is understood that in the right hand side only “relevant contractions” are made.
The factors Nn−m are tree-level normalization terms of the T -products that contain n−m
T1 vertices.
4.3 Analysis of the Quantum Noether Condition at Tree-level
In this section we analyze the formula (4.31) for all n.
For n = 1, we have J µ1 = j
µ
0 . Then from (2.3) it follows that
∂µJ
µ
1 = s0φ
AKABφ
B. (4.32)
25
Therefore, RA;1 = s0φ
A as we promised.
Let us now move to the n = 2 case. From our previous discussion follows immediately
that
∂x1µ Tc,2[j
µ
0 (x1)φ
A(x2)] =
h¯
i
s0φ
Aδ(x1 − x2) (4.33)
where the factor (h¯/i) originate from the contraction (see (4.25)). Using the derivation
property of single Wick contractions we immediately get that for any local function f(φA)
of the fields that do not contain derivatives of the fields a similar relation holds,
∂x1µ Tc,2[j
µ
0 (x1)f(φ
A)(x2)] =
h¯
i
s0f(φ
A)δ(x1 − x2). (4.34)
Let us know consider derivative terms. In this case,
∂x1µ Tc,2[j
µ
0 (x1)(∂kφ
A)(x2)] =
h¯
i
(s0φ
A)(x1)∂
x2
k δ(x1 − x2) (4.35)
Symmetrizing11 this expression with respect to x1 and x2 and using the distributional
identity
a(x1)∂x2δ(x1 − x2) + a(x2)∂x1δ(x1 − x2) = (∂a)δ(x1 − x2) (4.36)
we get
∂x1µ Tc[j
µ
0 (x1)(∂kφ
A)(x2)] + ∂
x2
µ Tc[(∂kφ
A)(x1)j
µ
0 (x2)] =
h¯
i
∂k(s0φ
A)δ(x1 − x2). (4.37)
Notice that the corresponding relation with (∂kφ
A) replaced by φA has an extra factor
of 2 in the right hand side. Combining these results we obtain12 (we use the notation
introduced in (4.6))
∂µJ
µ
c,2(x1, x2) =
h¯
i
(2s0T1 − ∂
µ(
∂T1
∂(∂µφA)
s0φ
A))δ(x1 − x2) = Ac,2 (4.38)
Inserting the definition of L1 = (h¯/i)T1 the right hand side of (4.38) becomes real and
independent of h¯.
Our objective is to fix the tree-level normalization freedom with respect to J µc,2 such
that (4.5) holds (when the free field equations are satisfied). This is possible if and only
if
s0L1 = ∂µL
µ
1 +
1
2
B2 (4.39)
11 The current jµ0 contains the parameter of the transformation rule and is therefore bosonic. If one
were to use the current without the parameter then one would need to graded-symmetrize in x1 and x2.
12In this article we consider only theories that depend arbitrarily on φA and its first derivative ∂µφ
A.
One could also study theories that depend on higher derivatives of φA, ∂m1 ...∂mpφ
A, for some integer
p. However, it is not clear whether such theories have any relevance to the physical world as classically
they have no phase space and therefore it is unclear how to canonically quantize them. Notice however
that one may construct them in the EG approach. We will not consider these theories in this article.
26
for some Lµ1 and B2, where B2 vanishes when the free field equations are satisfied (the
factor 1/2 has been inserted such that we agree with (4.13)). By our assumption-the
Quantum Noether Method works successfully- there is a pair (L1,L
µ
1) which solves (4.39).
We emphasize that also L1 = (h¯/i)T1 is not an input in our construction method but
also is determined by the Quantum Noether condition (4.5). So only the free Noether
current jµ0 is used in the defining equation of the Quantum Noether method. Going back
to (4.38) we obtain
∂µJ
µ
c,2(x1, x2) = 2!(s1φ
A)KABφ
Bδ(x1 − x2)
−∂µ(−2L
µ
1 +
∂L1
∂(∂µφA)
s0φ
A)δ(x1 − x2) (4.40)
According to (4.21) the latter equation defines s1.
Now we consider the normalization ambiguity of T2[j0T1],
T2[j
µ
0 (x1)T1(x2)] = Tc,2[j
µ
0 (x1)T1(x2)] + j
µ
1 δ(x1 − x2) (4.41)
Demanding that
∂µJ
µ
2 (x1, x2) = 2!s1φ
AKABφ
Bδ(x1 − x2) (4.42)
we obtain
jµ1 =
∂L1
∂(∂µφA)
s0φ
A − 2Lµ1 . (4.43)
The discussion for 3 ≤ n ≤ k + 1 goes the same way as the n = 2 case. However, it
is instructive to also directly work out the n = 3 case as it is still relatively easier than
the general case but sufficiently more complicated than the n = 2 case. Using (3.12) and
(3.13) for n = 3 and afterwards naturally splitting one gets
∂µJ
µ
c,3(x1, x2, x3) = ∂µJ
µ
2 (x1, x2)T1(x3)+∂µJ
µ
1 (x1)N2(x2, x3)+cyclic in x1, x2, x3, (4.44)
(this is equation (4.31) for n = 3). In writing this expression we have discarded all terms
on the right hand side that do not contribute any local terms. In particular, it is un-
derstood that only “relevant contractions” are made. N2 denotes the tree-normalization
term of T2 which is uniquely defined with respect to Tc,2.
Using our previous results (4.32),(4.42) and remembering that the derivative terms
should be treated with care we obtain
∂µJ
µ
c,3(x1, x2, x3) = [3!(s1L1 + s0L2)
− 2!∂µ(2
∂L1
∂(∂µφA)
s1φ
A +
∂L2
∂(∂µφA)
s0φ
A)]δ(x1, x2, x3) (4.45)
where we have used the definition in (4.24). The Quantum Noether condition (4.5) is
satisfied if and only if
s1L1 + s0L2 = ∂µL
µ
2 + s2φ
AKABφ
B (4.46)
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for some Lµ2 and s2φ
A. Substituting back in (4.45) we obtain
∂µJ
µ
c,3(x1, x2, x3) = 3!(s2φ
A)KABφ
Bδ(x1, x2, x3)
− ∂µ[−3!L
µ
2 + 2!(
∂L2
∂(∂µφA)
s0φ
A + 2
∂L1
∂(∂µφA)
s1φ
A)]δ(x1, x2, x3)(4.47)
In a similar way as before we define
T3[j
µ
0 (x1)T1(x2)T1(x3)] = Tc,3[j
µ
0 (x1)T1(x2)T1(x3)] + j
µ
2 δ(x1, x2, x3) (4.48)
Then
∂µJ
µ
3 (x1, x2, x3) = 3!s2φ
AKABφ
Bδ(x1, x2, x3) (4.49)
provided
jµ2 = −3!L
µ
2 + 2!(
∂L2
∂(∂µφA)
s0φ
A + 2
∂L1
∂(∂µφA)
s1φ
A) (4.50)
The general case for 2 ≤ n ≤ k + 1 can be worked out in a completely analogous way.
The result for the current is
jµn−1 = −n!L
µ
n−1 + (n− 1)!
n−2∑
l=0
(l + 1)
∂Ln−1−l
∂(∂µφA)
slφ
A (4.51)
where we have used the definition in (4.24). To derive this result one may use following
distributional identity
∑
π∈Πn
δ(xπ(1), xπ(2), . . . , xπ(k))A∂
µ
xpi(k)
(Bδ(xπ(k), xπ(k+1), . . . , xπ(n)) =
[

 n
k

A∂µB −

 n− 1
n− k − 1

 ∂µ(AB)]δ(x1, . . . , xn) (4.52)
where

 n
k

 is the binomial coefficient. In addition,
∂µJ
µ
n = n!sn−1φ
AKABφ
Bδ(x1, . . . , xn) (4.53)
Let us now move to the n > k + 1 case. (In the case of “generalized renormalizable”
theories only the analysis of the case n ≤ k+ 1 is present since k tends to infinity). One
gets
∂µJ
µ
c,n = n![s0Ln−1 + s1Ln−2 + · · ·+ skLn−1−k]
−(n− 1)!∂µ
k∑
l=1
l
∂Ln−l
∂(∂µφA)
sl−1φ
A (4.54)
where again use of (4.52) has been made. This equation now implies that
s0Ln−1 + s1Ln−2 + · · ·+ skLn−1−k = ∂µL
µ
n−1. (4.55)
28
One achieves
∂µJ
µ
n = 0 (4.56)
by renormalizing the current
jµn−1 = −n!L
µ
n−1 + (n− 1)!
k∑
l=1
l
∂Ln−l
∂(∂µφA)
sl−1φ
A (4.57)
and without the need to use the free field equations. Depending on the theory under
consideration the Ln’s will be zero for n > k
′, for some integer k′. Given the integers k
and k′, there is also an integer k′′ (determined from the other two) such that Lµn = 0, for
n > k′′.
Let us recapitulate. We have calculated all local terms that arise from the tree level
diagrams. Summing up the necessary and sufficient conditions (4.39), (4.46), (4.55) for
the Quantum Noether method to hold at tree level we obtain,
s
k′∑
l=1
glLl =
k′′∑
l=1
∂µL
µ
l + (
k∑
l=1
glslφ
A)KABφ
B (4.58)
Using s0L0 = ∂µk
µ
0 and for l ≤ k
slφ
AKABφ
B = ∂µ(
∂L0
∂(∂µφA)
slφ
A)− slL0 (4.59)
we obtain,
sL = ∂µ(
k′′∑
l=0
glkµl ) (4.60)
where, for 1 < l ≤ k,
kµl = L
µ
l +
∂L0
∂(∂µφA)
slφ
A (4.61)
and for l > k, kµl = L
µ
l . We therefore find that L is invariant under the symmetry
transformation,
sφA =
k∑
l=0
glslφ
A. (4.62)
According to Noether’s theorem there is an associated Noether current given by (2.9).
Using (4.61) one may check that the current normalization terms jµm ((4.43), (4.50),
(4.51), (4.57)) are in one-to-one correspondence with the terms in the Noether current
(compare with (2.9)); they only differ by combinatorial factors related to the perturbative
expansion. Therefore the current j0 indeed renormalizes to the full non-linear current.
This finishes the proof of points 1 and 2.
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4.4 Analysis of the Quantum Noether Condition at Loop-level
We now move to point 3 and consider what happens in loops. If the local normalization
ambiguity to all orders in h¯ reproduces the tree-graph normalizations then we are dealing
with a (generalized) renormalizable theory. We have seen that the tree level analysis leads
to formula (4.31) for the local terms at order n. At higher loop level this formula is not
correct any longer. In addition to the tree level terms present in (4.31) one also has
loop graphs between the correlation function that contains the jµ0 vertex and the rest.
Furthermore, the transformation rules may receive quantum correction, i.e. RA;m is a
series in h¯. Symbolically one has
Ac,n(h¯
M) =
∑
m1+m2=n
{(RA;m1(h¯0)KABφ
Bδ(m1)Nm2(h¯
M)δ(m2))
+
∑
M1+M2+M3=M
[RA;m1(h¯M1)Nm2(h¯
M2)](M3 loops)} (4.63)
where Nn(h¯
M) denotes the local normalization freedom of Tn[T1(x1)...T1(xn)] in theM-th
loop level. In the first line in the right hand side of (4.63) tree-level “relevant contractions”
are understood. These terms correspond to the right hand side of (4.31). The second line
in (4.63) contains the new terms on top of the ones present in (4.31). We shall collectively
denote these terms Ln.
The analysis of the first line in the right hand side of (4.63) is exactly the same as
the tree-level analysis. The loop terms Ln in (4.63) are also local terms. Their general
form is therefore of the form (4.14),
Ln = n!L1,nδ
(n)+∂µL
µ
2,n, L
µ
2,m =
∑
Lµα1···αn2,m ∂α1δ(x1−xn) · · ·∂αnδ(xn−1−xn), (4.64)
(the n! in the first term was added for later convenience). The term L2,n is a total
derivative term. We remove it by appropriately fixing the local normalization freedom of
the current correlation function. Hence, we obtain
An,c(h¯
M) = n![(s0Ln−1(h¯
M) + · · ·+ skLn−1−k(h¯
M)) + L1,n(h¯
M)]δ(n) (4.65)
where we have extended the definition (4.24) to cover also the loop case. From our
assumption that the Quantum Noether method works successfully there follows
s0Ln−1(h¯
M) + · · ·+ skLn−1−k(h¯
M) + L1,n(h¯
M) = ∂µC
µ
n(h¯
M) (4.66)
for some Cµn . Summing up these relations we obtain,
sL(h¯M) + L1(h¯
M) = ∂µC
µ(h¯M) (4.67)
where we have defined L1 =
∑
n L1,n, C =
∑
nCn and we have extended the defini-
tion (4.23) at the loop level. Equation (4.67) constrains the local terms N(h¯M)(=
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∑
nNn(h¯
M)). Notice that L1 only depends on N(h¯
K) for K < N (this follows from
simple h¯ counting, see (4.63)). A sufficient and necessary condition for loop terms to
satisfy the same condition as the tree-level terms is
L1(h¯
M) = sM(h¯M) + ∂µM
µ(h¯M) (4.68)
If this relation is satisfied then the renormalized local terms L′(h¯M) = L(h¯M) +M(h¯M)
satisfy
sL′(h¯M) = ∂µC ′µ (4.69)
where C ′µ = Cµ−Mµ, i.e. the same equation as (4.60) satisfied by the tree-level normal-
izations, and the theory is stable.
If we are considering a BRST-like symmetry then (4.68) will always be satisfied if
H1(s, d) = 0. We can rephrase this condition by saying that (4.68) will always be true if
the anomaly consistency condition sA = dB has only trivial solutions A = sA1 + dB1.
The general case goes along similar lines. Consider the case where the algebra of the
symmetry transformation is given by
[s(ǫ), s(η)]φA = s(ǫ× η)φA (4.70)
(for simplicity, we consider closed symmetry algebra) where s(ǫ)φA = (sφA)aǫa, ǫa and
ηa are the parameters of the symmetry transformations, a is an algebra index, (ǫ× η)
a =
fabcǫ
bηc, and fabc are the structure constants of the algebra.
The Wess-Zumino consistency condition for the integrated anomaly reads[28]
Aint(ǫ× η) = s(ǫ)Aint(η)− s(η)Aint(ǫ) (4.71)
where Aint(ǫ) =
∫
A(ǫ) =
∫
Aaǫa. One may easily check that
A(ǫ) = s(ǫ)K + ∂µA
µ (4.72)
is a solution of (4.71) for any K. In the case of nilpotent symmetries, fabc = 0, equation
(4.71) implies that the anomaly is s-closed. Furthermore, the trivial solution (4.72)
correspond to an exact solution.
Assuming that (4.71) has only the (trivial) solution (4.72) we now show that the
theory is stable. Consider (4.67). Let us first make explicit in our notation the parameter
of the transformation and suppress the h¯M as our considerations hold at any order in h¯,
s(η)L+ L1(η) = ∂µC
µ(η) (4.73)
Act in this equation with s(ǫ) and antisymmetrize in ǫ and η. Using (4.70) we get
s(ǫ× η)L+ s(ǫ)L1(η)− s(η)L1(ǫ) = ∂µ(s(ǫ)C
µ(η)− s(η)Cµ(ǫ)) (4.74)
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Using again (4.73) to eliminate s(ǫ × η)L we obtain a local form of (4.71). Therefore,
since by assumption this equation has only the trivial solution (4.72) we obtain
L1 = sM + ∂µC
µ (4.75)
which just (4.68) with Mµ → Cµ. This finishes the proof that the theory is stable if the
anomaly consistency condition has only trivial solutions.
4.5 Invariance of the S-matrix
In this subsection we analyze point 4, namely the question of equivalence between condi-
tions (4.5) and (4.3). Having established this equivalence the invariance of the S-matrix
follows as discussed in section 4.1.
At order g the equivalence has been already established at (4.39). There we have
explicitly shown that both general symmetry conditions, (4.5) and (4.3), pose the same
condition on the physical coupling T1, namely
[Q, T1} = ∂µT
µ
1/1, (4.76)
where T µ1/1 = L
µ
1 . We now define
T µn/l = Tn[T1(x1) · · ·T
µ
1/1(xl) · · ·T1(xn)]. (4.77)
Let us also use the notation
∂µT
µ
n (x1, . . . , xn) =
m∑
l=1
∂lµT
µ
n/l. (4.78)
We shall now show that the condition (4.3), namely [Q, Tn} = ∂µT
µ
n , with this def-
inition implies the same conditions on the the time-ordered products Tn[T1...T1] as the
Quantum Noether condition (4.5), given by ∂µJ
µ
n =
∑n
l=1 ∂
l
µJ
µ
n/l = 0 where J
µ
n/l =
T [T1(x1) · · · j
µ
0 (xl) · · ·T1(xn)]. In this sense the two general symmetry conditions are
called equivalent.
Because Poincare´ invariance and causality already fix the time-ordered products
Tn[T1...T1] up to the local normalization ambiguity Nn, we only have to show that these
local normalization terms Nn are constrained in the same way by both conditions, (4.5)
and (4.3).
The inductive proof of condition (4.3) proceeds along the same lines as the one of
(4.5) (as explained around formula (4.9)): Assuming that the condition (4.3) is satisfied
for all m < n we can directly derive the fact that the condition at the nth order can only
be violated by a local distribution (for a detailed proof see [17], section 2b):
[Q, Tn] = ∂µT
µ
n + An (4.79)
We shall now discuss in some detail the local terms An arising from tree level graphs: To
find the local tree-level obstruction terms An that arise in the right hand side of (4.79)
we use the same off-shell procedure as before. Namely, we first differentiate, keep only
the field equation terms and then do the contractions. Thus, to get the local terms at
n = 2 we first rewrite (4.76) including also the off-shell terms:
∂µT
µ
1/1,−[Q, T1} = −s1φ
AKABφ
B (4.80)
Then we get at the next order - using the natural splitting solution (denoted by the
subscript ‘c’)- :
∂µT
µ
c,2(x1, x2)− [Q, Tc,2(x1, x2)] = −(h¯/i)(2s1T1 − ∂µ(
∂T1
∂(∂µφA)
s1φ
A))δ(x1, x2) (4.81)
Now we add the local normalization ambiguity N2, which is uniquely defined with respect
to the natural splitting solution Tc,2, to the equation,
T2[T1(x1)T1(x2)] = Tc,2[T1(x1)T1(x2)] +N2δ(x1, x2) (4.82)
We get
∂µT
µ
c,2(x1, x2)− [Q, T2(x1, x2)] = −(h¯/i)[2!(s1T1 + s0(
1
2
N2))
−∂µ(
∂T1
∂(∂µφA)
s1φ
A)]δ(x1, x2) (4.83)
Using the same identification T1 = (i/h¯)L1, N2/2! = (i/h¯)L2 as before and comparing
(4.83) with the corresponding formula of the Quantum Noether condition (4.45), we see
that we “miss” the term (∂L2/∂(∂µφ
A))s0φ
A. This term “covariantizes” the current jµ0
that generates the linear transformation s0φ
A. In the present case, we have started with
the T µ1/1 coupling instead of the j
µ
0 coupling, so we do not expect to find these “covari-
antization” terms. In addition, what matters is how the normalization freedom of the
correlation functions without a current insertion are fixed. Also, now the combinatorial
factor is 2! instead of 3!. This is due to the fact that we are in 2nd order instead of 3rd.
From (4.83) we see that condition (4.3) at order n = 2 is satisfied if and only if
s1L1 + s0L2 = ∂µL
µ
2 + s2φ
AKABφ
B (4.84)
This coincides with the condition on the normalization terms, L1,L2, we derived from
the Quantum Noether condition (see 4.46).
We now fix the tree-level normalization freedom of T2[T
µ
1/1T1]
T2[T
µ
1/1(x1)T1(x2)] = Tc,2[T
µ
1/1(x1)T1(x2)]− j
µ
2 δ(x1, x2) (4.85)
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by condition (4.3). Then we get
jµ2 = 2!(−L
µ
2 ) +
∂L1
∂(∂µφA)
s1φ
A. (4.86)
So we end up with
∂µT
µ
2 (x1, x2)− [Q, T2(x1, x2) = −2!(s2φ
A)KABφ
B (4.87)
After imposing the free field equations, we arrive at condition (4.3).
Following exactly the same techniques as the ones presented in subsection 4.3 one
shows that condition (4.3) fixes all tree-normalization terms in the same way as our
Quantum Noether condition (4.5). The derivation of the Noether consistency equations
is totally analogous up to different combinatorial factors and up to covariantization terms.
For the purpose of completeness, we state here the formulae analogous to the equations
we got from the Quantum Noether condition. In the general case, for 1 ≤ n ≤ k (k
is defined as in section 4.3, namely by the condition sm = 0 for all m > k), the result
for the tree-level normalization freedom of Tn[T
µ
1/1T1 . . . T1] (with respect to the natural
splitting solution) is
jµn = −n!L
µ
n + (n− 1)!
n−1∑
l=1
l
∂Ln−l
∂(∂µφA)
slφ
A (4.88)
where we have used the definition in (4.24). To derive this result one may use again the
distributional identity (4.52). In addition, we get
∂µT
µ
n − [Q, Tn] = −n!(snφ
A)KABφ
B (4.89)
For the general case n > k one gets
∂µT
µ
n − [Q, Tn] = −n![s0Ln + s1Ln−1 + · · ·+ skLn−k]
+(n− 1)!∂µ
k∑
l=1
l
∂Ln−l
∂(∂µφA)
slφ
A (4.90)
where again use of (4.52) has been made. This equation implies that
s0Ln + s1Ln−1 + · · ·+ skLn−k = ∂µL
µ
n. (4.91)
which coincides exactly with the constraint on the local normalization terms, Ln, we
got from the Quantum Noether condition (see (4.55)). In full analogy with the analysis
there, one achieves
∂µT
µ
n − [Q, Tn] = 0 (4.92)
by renormalizing the current as
jµn = −n!L
µ
n + (n− 1)!
k∑
l=1
l
∂Ln−l
∂(∂µφA)
slφ
A (4.93)
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and without the need to use the free field equations, which corresponds to the fact that
there is no field-equation term in (4.92).
Comparing formulae (4.88),(4.93) with formulae (4.51),(4.57), we conclude that the
(renormalized) Noether currents derived from the two different symmetry conditions,
(4.3) and (4.5), also coincide up to different combinatorial factors and up to covariantiza-
tion terms. In addition, the Lagrangian L constructed out of the tree-level normalization
terms (that follow from condition (4.3)) is invariant (up to total derivatives) under the
symmetry transformation,
sφA =
k∑
l=0
glslφ
A. (4.94)
The issue of stability can be analyzed in exactly the same way as in section 4.4.
One shows that condition (4.3) at loop level implies that the normalization ambiguity
at the loop level, Nn(h¯), is constrained in the same way as the tree-level normalizations,
Nn(h¯
0). Once the stability has been established the equivalence of (4.5) and (4.3) at
loop level follows. Condition (4.3) guarantees the invariance of the S-matrix under the
corresponding asymptotic symmetry in the adiabatic limit. In the case of BRST sym-
metries the asymptotic linear part of the symmetry directly implies the unitarity of the
physical S-matrix, i.e. the crucial decoupling of the unphysical degrees of freedom ([29],
see also [17], chapter 7). So the Quantum Noether condition (4.5) also directly implies
this crucial property in the case of BRST symmetries.
5 Examples
5.1 Yang-Mills Theory
In this section we present the construction of the Yang-Mills theory with gauge group G.
According to the discussion in section 3, we first need to specify a set of free field and
to give their commutation relations. For the YM theory, one has the YM field Aaµ, the
ghost ca and the anti-ghost ba, where a is an gauge group index. We shall discuss the
theory in the Feynman gauge. For other gauge choices we refer to [30, 31]. The fields
satisfy the free-field equations
Aaµ = 0; c
a = 0; ba = 0, (5.1)
and the (anti)-commutation relations,
[A(−)aµ (x), A
(+)b
ν (y)] = ih¯δ
abgµνD
+(x− y)
{b(−)a (x), c
(+)b(y)} = −ih¯δbaD
+(x− y) (5.2)
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where the super-index ± designates the emission and absorption parts of the correspond-
ing field and D± is the (zero mass) Pauli-Jordan distribution (see appendix A).
The field equations in (5.1) may be derived from the following free Lagrangian
L0 = −
1
4
F µνFµν + b c−
1
2
(∂·A)2 (5.3)
where Fµν=∂µAν−∂νAµ. With these conventions, the kinetic operatorKABφ
B = ∂µ(
∂L0
∂(∂µφA)
)−
∂L0
∂φA
, and the corresponding propagatorD are equal toKAAA = − A,Kbcc = − c,Kcbb =
b, and, DAA = ih¯gµνδabDF (x − y) and D
bc = −ih¯δbaDF (x − y), where DF (x − y) =
δ(x− y) (see appendix A).
The free Lagrangian is invariant under the following BRST transformations
s0A
a
µ = ∂µc
aΛ; s0c
a = 0; s0b
a = −∂ · AaΛ (5.4)
where we have introduced an anticommuting constant Λ. With this parameter present
s0 is a derivation
13. One may derive the Noether current by making Λ local, varying the
Lagrangian and collecting all terms that are proportional to ∂µΛ as explained in section
2. The result is
jµ0 = −∂νcF
µν − (∂ · A)∂µc. (5.5)
(the overall sign is fixed by our convention to always remove the anticommuting variable
from the right side of the equations). The current is conserved when the free field
equations are satisfied. In particular,
∂µj
µ
0 ≡ ∂µJ
µ
1 = ∂µc(− A
µ) + (∂ · A)(− c). (5.6)
This corresponds to the general formula (4.32) in section 4:
∂µj
µ
0 ≡ ∂µJ
µ
1 = (s0φ
A)KABφ
B. (5.7)
The corresponding BRST charge is given by
Q =
∫
j00d
3x = −
∫
(∂ ·Aa)
↔
∂0 cad3x (5.8)
(with the above stated conventions, s0φ
A = (i/h¯){Q, φA]Λ).
13One may prefer to use an anti-derivation σ0 instead of the derivation s0, since the current is fermionic.
In this case the parameter Λ will not be present in (5.4). To get the same signs in both cases one should
use the Leibniz rule σ0(AB) = Aσ0B + (−1)B(σ0A)B, where (−1)B denotes the grading of B. (We
use the convention that Λ is removed from the right side of the equations. This choice is co-related
with the convention chosen in (3.2) to have the test functions to the right of the T -products. See the
discussion in the paragraph after (5.9)). We choose s0 in the following in order to show how the general
analysis presented in section 4 (which involves a bosonic current) is also applicable to examples where
the Noether current is fermionic.
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One may easily check that s0 is nilpotent (s0(Λ1)s0(Λ2) = 0) when the free-field
equation are satisfied. This is particular to the case of BRST symmetry14. In addition,
one has the ghost charge (which can also be obtained as a Noether current),
Qc =
i
h¯
∫
d3xba
↔
∂0 ca. (5.9)
The ghost charge introduces a grading, the ghost number, in the algebra generated by
the fundamental field operators. The ghost number of the gauge field Aaµ is zero, of ghost
field ca is +1, and of the antighost field ba is −1. It follows that the BRST charge has
ghost number +1.
To obtain the theory in the Epstein-Glaser approach one starts with the coupling
gµj
µ
0 and a yet unknown coupling gT1. Since j
µ
0 is fermionic, gµ is fermionic too, and
one has to be careful with signs. A practical trick that helps keeping track of them is to
write gµ = Λg
′
µ, where Λ is an anticommuting constant (as in (5.4)). Now, let us define
j′0
µ = jµ0Λ. Since j
µ
0 gµ = j
′
0
µg′µ the S-matrix constructed with a coupling involving the
bosonic current j′0
µ smeared out by the bosonic test function g′µ is the same with the one
constructed with a coupling involving the anticommuting current jµ0 smeared out by the
fermionic test function gµ. However, since all vertices are now bosonic one need not worry
about signs. At the end we are interested in the T -products that involve the fermionic
current. To obtain those, one simply pushes Λ to the right where it recombines with g′µ
to give gµ. This automatically produces all correct signs. If one considers multi-current
correlation functions one introduces as many anti-commuting constants as the number
of current insertions, so one may need infinite number of anti-commuting constants.
As we have seen the Quantum Noether condition (4.5) at second order, ∂µJ
µ
2 (x1, x2) =
0, is equivalent to the condition
s0L1 = ∂µL
µ
1 (5.10)
where L1 = (h¯/i)T1. Observe that both sides of this equation involve a nilpotent dif-
ferential; the left hand side the (abelian) BRST differential and the right hand side the
co-differential δ = ∗d∗, where ∗ is the Hodge operator and d is the exterior derivative. (Of
course, the construction does not depend on the metric). Therefore, L1 ∈ H
weak
0 (s0, d)
(the sub-index 0 denotes ghost number and denomination “weak” that we are working
modulo field equations). Notice, however, that d is not acyclic since we are working
on a space where the free field equations are satisfied. The latter introduce non-trivial
cycles. An example of the latter at ghost number 2 is Cµ = c
a∂µc
a. One may check that
∂µCµ = 0, but Cµ 6= ∂µB for any B.
14Let us mention that in the Lagrangian approach one may incorporate global symmetries into the
BRST operator by introducing constant ghost fields (see, for instance, [23]). In the EG formalism, where
one starts with free fields in the asymptotic Fock space, there is no natural way to incorporate constant
ghost fields. We shall, therefore, not discuss further this possibility.
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The most general solution of (5.10) is equal to 15
L1 = gf
abc(
1
2
AµaAνbF
νµ
c + Aµacb∂
µbc) + s0C + dD. (5.11)
where C and D are known local terms. We shall show in [11] that the exact terms do not
change the physics. In the following we concentrate on the non-trivial terms. We briefly
discuss the exact terms afterwards.
The Quantum Noether condition at order g implies that the structure constants fabc
are totally antisymmetric, (see for instance [21], [32]), but still not further restricted by
a Jacobi identity. This contraint follows from the symmetry condition at order g2 (see
below). Let us analyze further (4.5) at second order. We shall present this calculation in
some detail in order to illustrate how one deals with the various subtle points discussed
in section 4. We are interested in computing
∂µJ
µ
c,2(x1, x2) = ∂
µ
x1
Tc,2[j
0
µ(x1)T1(x2)] + ∂
µ
x2
Tc,2[T1(x1)j
0
µ(x2)] (5.12)
at tree level. Let us start by first computing ∂µx1Tc,2[j
0
µ(x1)T1(x2)]. Since the tree-level
Wick contractions satisfy the Leibniz rule, and T1 only depends only on the fields and their
first derivative, one can first compute ∂µx1Tc,2[j
0
µ(x1)φ
A(x2)] and ∂
µ
x1
Tc,2[j
0
µ(x1)∂µφ
A(x2)],
where φA = Aaµ, c
a, ba, and then use the Leibniz rule. To correctly take care of the various
signs we insert an anti-commuting constant Λ next to jµ0 . As has been argued in detail
in section 4, one can first move the derivative inside the T -product and then do the
contractions. Let us compute ∂µx1Tc,2[j
0
µ(x1)Λb
a(x2)] After the first step and before the
contractions one has (using (5.6))
[∂µc(− A
µ) + (∂ · A)(− c)](x1)Λba(x2) (5.13)
Clearly, a local term is produced when there is a contraction between the second term in
the square brackets and ba(x2). It is equal to (h¯/i)(−∂
µAaµΛ), which up to (h¯/i) (which is
there to cancel the overall (i/h¯)), is equal to s0ba as it should. One can also contract the
first term with ba(x2). This yields a non-local term proportional to the A field equation.
This is an example of “irrelevant contraction”. As explained in section 4 these terms are
irrelevant and they will be discarded. We shall, from now on, only concentrate on the
15We note that the well-known Curci-Ferrari mass term [33] L′1 = m
2(1/2AaµA
µ
a + caba) is compatible
with (5.10). Had we included this term in (5.11) at order g the Quantum Noether method would not
be fulfilled at the next order as explicitly shown in [30], section 3. If one sums up all diagrams with
mass insertions as one regards the mass vertex to be of order g0 (this is the same as starting with free
massive gauge fields), then the Quantum Noether method yields the Curci-Ferrari model[33]. However,
in this case the final transformations are not nilpotent any longer. One may still prove that the theory is
renormalizable, but it is not unitary[34]. Including an unphysical scalar (Stu¨eckelberg model) nilpotency
can be restored but this theory can be shown to be only ‘generalized renormalizable’ (see also [35, 36]).
If one adds a physical scalar (Higgs field) to the theory one ends up with a unitary and renormalizable
theory with massive gauge bosons (for a discussion in the EG framework, see [37]).
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“relevant” contractions, namely the ones resulting from contractions involving the field
φB in KABφ
B.
Following the procedure we have just outlined one obtains,
∂µJ
µ
c,2(x, y) = gfabc[2∂µc
aAbνF
νµc + 2∂µc
acb∂µbc − 2Aaµc
b∂µ∂·Ac
+∂µ(Aaµcb∂·A
c + AaµA
b
ν∂
νcc)]Λδ(x1, x2)
= {∂µ[2(s1A
ν
aF
a
µν − s1c
a∂µba) + gfabc(A
a
µA
b
ν∂
νcc + Aaµc
b∂νAcν)Λ]
+2(s1A
µa(− Aaµ) + s1c
a ba)}δ(x− y) (5.14)
where
s1A
a
µ = gf
a
bcA
b
µc
cΛ; s1c
a =
g
2
fabcc
bccΛ (5.15)
Notice that the field equation terms in (5.14) were created in the process of factoring out
a total derivative from the rest of the terms. Let us now fix the tree-level ambiguity such
that (4.5) at second order holds when the free-field equations are satisfied. To this end,
we let
T [jµ0 (x1)T1(x2)] = Tc[j
µ
0 (x1)T1(x2)] + j
µ
1 δ(x1 − x2) (5.16)
Then (4.5) implies
j1µ = −2gfabc(A
νbccF aµν +
1
2
cbcc∂µb
a)− gfabc(A
a
µA
b
ν∂
νcc + Aaµc
b∂νAcν) (5.17)
The first two terms in the Noether current are the ones that generate the s1 transforma-
tion. The last two “covariantize” jµ0 . All of them are part of the Noether current of the
non-linear theory up to combinatorial factors which take care of the additional factors in
the perturbative expansion,
jµ(non−abelian) = −Dνc
aFaµν − (∂ · A
a)Dµc
a −
1
2
gfabcc
acb∂µb
a, (5.18)
where
Faµν = ∂µA
a
ν − ∂νA
a
µ + gf
a
bcA
b
µA
c
ν ; Dµc
a = ∂µc
a + gfabcA
b
µc
c. (5.19)
So, finally at n = 2 we have off-shell,
∂µJ
µ
2 (x, y) = 2[s1A
µa(− Aaµ) + s1c
a ba]δ(x1, x2)) (5.20)
This corresponds to the general formula
∂µJ
µ
2 (x1, x2) = 2!s1φ
AKABφ
B. (5.21)
One may also check that L0 + L1 is equal to the YM action,
LYM = −
1
4
FµνFµν + b∂
µDµc−
1
2
(∂ · A)2, (5.22)
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but the four-gluon term. The latter is of order g2 and will be recovered at next order.
To examine (4.5) at third order we need the second-order result off-shell (5.20). Using
∂µJ
µ
c,3(x1, x2, x3) = ∂µJ
µ
2 (x1, x2)T1(x3)+∂µJ
µ
1 (x1)N2(x2, x3)+cyclic in x1, x2, x3, (5.23)
one gets at n = 3,
∂µJ
µ
c,3(x1, x2, x3) = [3!(g
2fabefecdA
a
µA
b
νA
c
µ∂νc
d + s0L2)Λ
− 2!∂µ(−2gfabcA
a
µA
b
νs1A
c
ν +
∂L2
∂(∂µφA)
s0φ
A)]δ(x1, x2, x3) (5.24)
where L2 = (h¯/i)N2/2! and N2 denotes the unique local normalization term of T2 with
respect to Tc,2. From here we determine L2, which is just the missing four-gluon coupling
in (5.22), and also the Noether current renormalizations,
L2 = −
1
4
(gfabcA
b
µA
c
ν)
2,
jµ2 = −4g
2fabcfcdeA
a
µA
b
νA
d
νc
e (5.25)
where j2 is defined as in (4.48). Notice that this is precisely the “covariantization”
term missing from (5.18). We note that one also finds the Jacobi identities for fabc as
a consequence of the Quantum Noether Condition at order n = 2. At n = 3 we finally
have even off-shell
∂µJ
µ
3 (x1, x2, x3) = 0 (5.26)
Notice the absence of field equation terms in the right hand side of (5.26). This means
that no new tree-level local terms will emerge at higher orders.
One may easily check that s0 and s1 as defined above satisfy {si, sj} = 0, where
i = 0, 1. It follows that s = s0 + s1 squares to zero. It has been argued that only
non-trivial solutions of (5.10) are physically relevant. This question will be analyzed in
detail in [11]. Let us already briefly discuss this issue here. Suppose that instead of L1 in
(5.11) one considers L1 + s0C. This is still a solution of (5.10). At next order, however,
one obtains the equation
s1(s0C) + s0L
′
2 = 0 (5.27)
where N2 = (i/h¯)(L2+L
′
2) and L2 is as in (5.25). It follows that L
′
2 = s1C. Thus, adding
an exact s0 term in L1 results in the addition of an s-exact term in the Lagrangian. The
statement that such s-exact term are physically irrelevant will be worked out in the EG
formalism in [11]. In our specific example one may check that adding the exact terms,
L′1 = β1s0(fabc∂A
acbcc) and L′′1 = β2∂
µ(fabcc
abbAcµ) with the free constants β1 and β2,
results in additional terms in the transformation rules at order g and in the well-known
four-ghost coupling at order g2.
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Let us now move to loop level. It is well known[38] that in order to have a candidate
anomaly (i.e. non-trivial element of H1(s, d)). one needs a non-vanishing dabc and an
epsilon symbol ǫµνρσ. However, in a theory without chiral fermions one does not have an
epsilon symbol. So, in pure Yang-Mills the non-trivial elements of H1(s, d) = 0 will not
occur. According to the analysis presented in section 4.4 this is sufficient to guarantee
that the loop normalization ambiguity is constraint the same way as the tree-level one.
We therefore conclude that the Yang-Mills theory is renormalizable.
5.2 The N = 1 Wess-Zumino Model
We now turn to our supersymmetric example. The field in Wess-Zumino model[39] are
a complex scalar field φ and its fermionic partner ψα. We use the two component spinor
notation of [40] (see appendix A). The fields satisfy the following field equations
φ = 0; ∂αα˙ψ
α = 0. (5.28)
The commutations relations are
[φ(−)(x1), φ¯
(+)(x2)] = ih¯2D
+(x1, x2)
{ψα
(−)(x1), ψα˙
(+)(x2)} = ih¯S
+
αα˙(x1, x2) (5.29)
where S+αα˙ = 2i∂
αα˙D+.
The field equations can be derived from the Lagrangian
L0 =
1
2
φ¯ φ+ ψα˙i∂αα˙ψα (5.30)
With these conventions Kφ¯φφ = − φ/2, Kφφ¯φ¯ = − φ¯/2, Kα˙αψ
α = −i∂αα˙ψα and
Kαα˙ψ
α˙ = −i∂α
α˙ψα˙. The corresponding Feynman propagators are given by D
φφ¯ =
2ih¯∆F (x − y), and D
αα˙ = ih¯Sαα˙F , where S
αα˙
F = 2i∂
αα˙
x DF (x − y). For a derivation of
these formulae see appendix A.
This action is invariant under the linear supersymmetry transformations,
s0φ = −ǫ
αψα, s0φ¯ = −ǫ
α˙ψα˙, s0ψ
α = −ǫα˙i∂αα˙φ, s0ψ
α˙ = −ǫαi∂α
α˙φ (5.31)
The associated Noether current is equal to
jαα˙0 = ǫ
βψα∂β
α˙φ¯+ ǫβ˙ψα˙∂αβ˙φ (5.32)
An easy calculation yields
∂αα˙j
αα˙
0 = (−ǫ
αψα)(−
1
2
φ¯) + (−ǫα˙ψα˙)(−
1
2
φ)
+(−ǫβ˙i∂αβ˙φ)(−i∂α
α˙ψα˙) + (−ǫ
βi∂β
α˙φ)(−i∂αα˙ψα) (5.33)
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In a similar way as in the Yang-Mills example, one may check that this current correctly
produces the supersymmetry variation inside correlation functions.
Invariance at first order requires that we find a T1 = (i/h¯)L1 such that
s0L1 = ∂µL
µ
1 (5.34)
holds, up to free field equations, for some L1 and L
µ
1 . The latter are constraint by power
counting. The most general solution (for simplicity we restrict ourselves to a massless
theory) is
L1 = (1/2)(φψ
2 + φ¯ψ¯2) (5.35)
where ψ2 = ψαψα and ψ¯
2 = ψα˙ψα˙. Then,
∂αα˙J
αα˙
c,2 (x1, x2) = [∂αα˙i(ǫ
α˙ψαφ2 + ǫαψα˙φ¯2)
+2(−
1
2
ǫαφ¯2)(−i∂α
α˙ψα˙) + 2(−
1
2
ǫα˙φ2)(−i∂αα˙ψα)]δ(x1, x2)(5.36)
The first term in the right hand side is removed by fixing the tree-level ambiguity as
T [jαα˙0 (x1)T1(x2)] = Tc[j
αα˙
0 (x1)T1(x2)] + j
αα˙
1 δ(x1 − x2) (5.37)
where
jαα˙1 = −i(ǫ
α˙ψαφ2 + ǫαψα˙φ¯2) (5.38)
So, we end up with
∂αα˙J
αα˙
2 (x1, x2) = 2!(s1ψ
α)Kαα˙ψ
α˙ + 2!(s1ψ
α˙)Kα˙αψ
α (5.39)
where the new symmetry variations are given by
s1φ = 0, s1ψ
α = −
1
2
ǫαφ¯2, s1φ¯ = 0, s1ψ
α˙ = −
1
2
ǫα˙φ2 (5.40)
We mow move to the next order. We have
∂µJ
µ
c,3(x1, x2, x3) = ∂µJ
µ
2 (x1, x2)T1(x3)+∂µJ
µ
1 (x1)N2(x2, x3)+cyclic in x1, x2, x3, (5.41)
A straightforward calculation yields
∂µJ
µ
c,3(x1, x2, x3) = 3![(1/2)(−ǫ
αψα)φ¯
2φ+N2(−ǫ
α˙ψα˙)φ¯φ
2 + s0L2]δ(x1, x2, x3) (5.42)
where L2 = (h¯/i)N2/2. This implies that
L2 = −
1
4
φ2φ¯2 (5.43)
Hence,
∂µJ
µ
3 (x1, x2, x3) = 0 (5.44)
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Therefore, no new local terms will arise in higher orders.
The sum L = L0 + L1 + L2 is equal to
L =
1
2
φ¯ φ+ ψα˙i∂αα˙ψα +
1
2
g(φψ2 + φ¯ψ¯2)−
1
4
g2φ2φ¯2 (5.45)
which is indeed the Wess-Zumino Lagrangian. The transformation rules which are gen-
erated by s = s0 + s1 are given by,
sφ = −ǫαψα, sφ¯ = −ǫ
α˙ψα˙,
sψα = −ǫα˙i∂αα˙φ−
1
2
gǫαφ¯2 s0ψ
α˙ = −ǫαi∂α
α˙φ−
1
2
gǫα˙φ2. (5.46)
These are also the correct supersymmetry transformation rules.
Finally, we discuss the issue of stability under quantum corrections (renormalizabil-
ity). It has been shown in [41] that there are no anomaly candidates in the N = 1
Wess-Zumino model. From our discussion 16 in section 4.4 immediately follows that the
loop normalization ambiguity is constrainted in the same way as the tree-level one, i.e.
the theory is renormalizable.
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A Conventions
In this appendix we list in detail our conventions and our various sign choices. Since
one of the aims of this article is to make contact between the EG and the Lagrangian
formalism, it is important to have compatible conventions on both sides.
16 Strictly speaking one would have to extend the considerations of section 4.4 to theories with open
symmetry algebra in order to be applicable to the present example.
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We start from a free massless scalar in four dimensions. The Lagrangian is given by
L0 =
1
2
φ φ (A.1)
The overall sign in the Lagrangian is such that the Hamiltonian is positive definite. (Our
convention for metric is ηµν = diag(−1, 1, 1, 1) and x
0 is the time variable t. For the
space coordinates we use either xi or x). The canonical momentum is equal to p = φ˙.
Then the equal-time commutation relations (ECR) read,
[φ(t,x), φ(t,y)] = [φ˙(t,x), φ˙(t,y)] = 0
[φ(t,x), φ˙(t,y)] = ih¯δ(x− y) (A.2)
The field equation is
φ = 0 (A.3)
The commutator of two fields in arbitrary spacetime points is
[φ(∓)(x), φ(±)(y) = ih¯D±(x− y) (A.4)
where φ(±)(x) are the absorption and emission parts of φ(x), and
D±(x− y) = ±(−i)
∫
d3k
(2π)32ω
e±ik(x−y) (A.5)
The Pauli-Jordan distribution is then equal to
D(x− y) = D+ +D− = (−i)
∫ d3k
(2π)3ω
sin k(x− y)
= (−i)
∫
d4k
(2π)3
δ(k2)sgn (k0)eik(x−y) (A.6)
The Pauli-Jordan distribution has a causal decomposition into retarded and advanced
part as follows,
Dret(x− y) = θ(x
0 − y0)D(x− y); Dadv(x− y) = −θ(y
0 − x0)D(x− y). (A.7)
The Feynman propagator
Dφφ ≡ 〈0|T (φ(x)φ(y))|0〉 = ih¯DF (x− y) (A.8)
where xDF (x− y) = δ(x− y). From the latter equation one obtains
DF (x− y) =
∫
d4k
(2π)4
eikx
−k2 + iǫ
(A.9)
It follows that
DF (x− y) = θ(x
0 − y0)D+(x− y)− θ(y0 − x0)D−(x− y). (A.10)
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It is now easy to verify (as described in section 3) that after natural splitting the com-
mutator of two fields is replaced by the Feynman propagator exactly.
We move to the case of gauge fields. The Lagrangian in the Lorentz gauge is given
by
L0 = −
1
4
F µνFµν −
1
2
(∂·A)2 (A.11)
The overall sign in the action is fixed by requiring positivity of the energy. The result
for the commutator and the propagator are,
[A(−)aµ (x), A
(+)b
ν (y)] = ih¯ηµνδ
abD+(x− y)
DAA ≡ 〈0|T (Aaµ(x)A
b
ν(y))|0〉 = ih¯ηµνδ
abDF (x− y) (A.12)
The indices a, b indices are gauge group indices.
We now move to the ghost sector. We take for Lagrangian
L0 =
∫
ba c
a. (A.13)
The field equation are ca = 0 and ba = 0. ba is antihermitian whereas and c
a is
hermitian, so that the action is hermitian17 The anti-commutator of a ghost field with
an antighost is
{b(−)a (x), c
(+)b(y)} = −ih¯δbaD
+(x− y) (A.14)
The Feynman propagator is
Dbc ≡ 〈0|T (ba(x)c
b(y))|0〉 = −ih¯δbaDF (x− y) (A.15)
For the case of fermions we use the two component notation of [40]. With these
conventions one avoids using gamma matrices, and the Fierz identities become a matter
of symmetrizing and antisymmetrizing spinor indices.
The universal cover of the Lorentz group in four dimension is isomorphic to SL(2, C).
The simplest non-trivial representation of the latter is the two component complex Weyl
spinor ψα, α = +,−, (the (1/2, 0) representation). Its complex conjugate representation
(the (0, 1/2)) is denoted by ψα˙. Greek letters are reserved for spinor two components
indices and Roman ones for vector indices. Each vector index is equivalent to one un-
dotted and one dotted index (φa = φαα˙). Indices are raised and lowered using the sl2
invariant antisymmetric two dimensional matrix Cαβ. Since Cαβ is antisymmetric, we
have to specify how exactly we use it to raise and lower indices, and our convention is the
17Strictly speaking the ghosts and the action are pseudo-(anti-)hermitian which indicates that the
actual hermiticity properties are defined in respect to a sesquilinear form (indefinite metric) and not in
respect of the (positive definite) scalar product of the one-particle Hilbert space of the ghosts.
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so-called ‘down-hill’ rule from left to right for both the undotted and the dotted sector.
For example,
ψαCαβ = ψβ ; C
αβψβ = ψ
α; ψα˙Cα˙β˙ = ψβ˙; C
α˙β˙ψβ˙ = ψ
α˙. (A.16)
In addition, we have the following identity
CαβC
γδ = δα
γδβ
δ − δβ
γδα
δ, (A.17)
From (A.17) we get
CαβCαβ = δα
α = 2 (A.18)
Cαβχγ − Cαγχβ = −Cβγχα (A.19)
χαχβ = −
1
2
Cαβχ
γχγ (A.20)
The last identity is an example of a Fierz identity.
The Lagrangian for a massless spinor field is given by
L0 = ψ
α˙i∂αα˙ψα (A.21)
The propagator is
Dαα˙ ≡ 〈0|ψα(x)ψα˙(y)|0〉 = ih¯Sαα˙F (A.22)
where
Sαα˙F = 2i∂
αα˙
x DF (x− y) (A.23)
Finally, the commutation relations of two Fermi fields at arbitrary spacetime separa-
tion are given by
{ψ(−)α (x), ψ
(+)
α˙ (y)} = ih¯S
+
αα˙(x− y) (A.24)
where
S+αα˙(x− y) = 2i∂
x
αα˙D
+(x− y). (A.25)
B Further Properties of the EG Formalism
In this appendix we highlight some further properties of the EG formalism. In particular
we discuss the infrared problem, the construction of interacting fields, the problem of
overlapping divergences and a few other issues.
• The distributions Tn in (3.2) are smeared out by tempered test functions g ∈ S. This
provides a natural regularization of the physical infrared problem which arises in mass-
less theories because the tempered test function cuts off the long-distance part of the
distributions. In the construction of quantum electrodynamics, for example, the infrared
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problem is fully separated in the causal formalism. Ultimately, one is interested in the
physical (so-called adiabatic) limit g(x) → g ≡ const.. Epstein and Glaser have proven
that this limit exists for the vacuum expectation values of the Tn distributions (in the
sense of tempered distributions) in massive theories if a suitable normalization is chosen
(section 8.2 in [4]). In this limit the Green functions possess all the expected linear prop-
erties such as causality, Lorentz covariance and the spectral condition. The existence of
Green functions in the adiabatic limit for the case of quantum electrodynamics was shown
by Blanchard and Seneor [12]. We implement our method before the adiabatic limit. All
equations are understood as distributional ones. So our analysis is also well-defined in
massless theories like pure Yang-Mills theories where the adiabatic limit is related to the
confinement problem which is not expected to be solved in the framework of perturbation
theory.
• We have argued in the introduction that the strength of the EG construction lies in
the operator formalism. However, this strength turns into a weakness of the formalism
when one is interested in non-local details of the theory, for example, when one tries to
translate a simple operator condition into relations of C-number distributions or if one
discusses properties of a subgroup of contributions or even a single type of diagram.
• The EG formalism naturally leads to amputated connected Green functions and not
to one-particle irreducible ones. This complicates the discussion of the renormalization
group in this framework.
• Having constructed the most general S-matrix one can construct interacting field op-
erators (compatible with causality and Poincare´ invariance) ([4] section 8, [8]).
One starts with an extended first order S-matrix
S(g, g1, g2, . . .) =
∫
d4x{T1(x)g(x) + Φ1(x)g1(x) + Φ2(x)g2(x) + . . .} (B.1)
where Φi represent certain Wick monomials like (i/h¯)ϕ or (i/h¯) : ϕ
3 :. Following Bogoli-
ubov and Shirkov ([2]), Epstein and Glaser defined the corresponding interacting fields
Φinti as functional derivatives of the extended S-matrix:
Φinti (g, x) = S
−1(g, g1, . . .)
δS(g, g1, . . .)
δgi
∣∣∣
gi=0
(B.2)
One shows that the perturbation series for the interacting fields is given by the advanced
distributions of the corresponding expansion of the S-matrix, namely
Φinti (g, x) = Φi(x) +
∞∑
n=1
1
n!
∫
d4x1 . . . d
4xn
h¯
i
An+1/n+1(x1, . . . , xn; x), (B.3)
where An+1/n+1 denotes the advanced distributions with n original vertices T1 and one
vertex Φi at the (n+ 1)th position; symbolically we may write:
An+1/n+1(x1, . . . , xn; x) = Ad [T1(x1) . . . T1(xn); Φi(x)] (B.4)
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One shows that the perturbative defined object Φinti fulfils the properties like locality
and field equations in the sense of formal power series. The definition can be regarded as
a direct construction of renormalized composite operators. Epstein and Glaser showed
that the adiabatic limit g → 1 exists only in the weak sense of expectation values in
massive theories. The limit possesses all the expected properties of a Green’s function
such as causality, Lorentz covariance and the spectral condition.
• If the specific coupling T1 is fermionic then the causality condition implies that the
corresponding tempered test function has to be an anticommuting Grassmann variable.
Also an ordering of fermionic couplings in the time-ordered products is introduced (for
further details see [16, 17]).
• The polynomial character of the interactions T1 is forced by the formalism allowing g
to be any element of S(R4). If one restricts the choice of the test functions to the Jaffe
class one can also construct theories with non-polynomial specific couplings (see [42]).
• Steinmann presented an approach to perturbative quantum field theory which is related
to the Epstein-Glaser method [25]. He works with retarded products and his construction
is done after the adiabatic limit is taken.
• A variant of the Epstein-Glaser formalism emerges from the results of [6]: The problem
of cutting a causal distribution into a retarded and advanced piece is equivalent to the
problem of continuation of time-ordered products to coincident points. Actually, the
renormalization scheme of differential renormalization proposed by Freedman, Johnson
and Latorre [43] is an operative way to perform such a continuation in configuration
space (x-space); at least at the one and two-loop level. This has been illustrated in [44].
Stora’s variant of the EG method allows for an extension of the EG method to theories
on curved space-time. One of the main problems one encounters in trying to achieve
such extension is the absence of translational invariance (which plays a crucial role in the
original version of the formalism as presented by Epstein and Glaser (see section 3)) in
curved space-time. For recent work see [7].
• Finally, let us shortly discuss how the problem of overlapping divergences is automati-
cally solved by the EG formalism [45]. All T -products are defined as operators that fulfil
Wick’s theorem (3.11) and both conditions of causality (3.9). From this, we can derive a
general necessary condition for all renormalization schemes which is normally established
at the level of C-number valued Green functions and not at the level of operators. Note
that in the EG formalism a Green function always has a representation as a vacuum
expectation value of an operator-valued distribution 〈T (V )〉.
A renormalization of a Green function 〈T (V )〉 has to be such that for all partition of
the set of vertices V = X ∪Y, X 6= ∅, Y 6= ∅, it coincides in the region where X ≥ Y
with
〈T (V )〉 = 〈T (X)〉
∏
xi∈X,yi∈Y
D+(xi − yi)〈T (Y )〉 (B.5)
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where D+ represents a fundamental commutation distribution and 〈T (X)〉 (〈T (Y )〉) is
a subgraph of order |X| (|Y |). In the EG formalism the latter Green functions are
vacuum expectation values of operator-valued distributions including Wick submonomials
(see (3.11)). These are well-defined and fulfil all required conditions by the induction
hypothesis.
Usual renormalization schemes are directly implemented on the level of C-number
Green functions via a regularization-substraction scheme. So it becomes a nontrivial task
to show that all sub-diagrams of a given diagram can be renormalized in a consistent way,
in particular such that the condition (B.5) is fulfilled. For example, this was shown for
Pauli-Villars type regularizations (see i.e. [4]). In the context of the BPHZ method this is
achieved by the forest formula found by Zimmermann, which solves the recursion formula
for the R-operation as defined in [2], an algorithm that disentangles all divergences in sub-
diagrams. In the EG formalism it is the inductive operator formalism which disentangles
the problem of the renormalization of sub-diagrams.
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