Abstract Motion blur and defocus blur are common cause of image degradation. Blind restoration of such images demands identification of the accurate point spread function for these blurs. The identification of joint blur parameters in barcode images is considered in this paper using logarithmic power spectrum analysis. First, Radon transform is utilized to identify motion blur angle. Then we estimate the motion blur length and defocus blur radius of the joint blurred image with generalized regression neural network (GRNN). The input of GRNN is the sum of the amplitudes of the normalized logarithmic power spectrum along vertical direction and concentric circles for motion and defocus blurs respectively. This scheme is tested on multiple barcode images with varying parameters of joint blur. We have also analyzed the effect of joint blur when one blur has same, greater or lesser extents to another one. The results of simulation experiments show the high precision of proposed method and reveals that dominance of one blur on another does not affect too much on the applied parameter estimation approach.
Introduction
Barcodes are commonly used system of encoding of machine understandable information on most commercial services and products [1] . In Comparison to 1D barcode, 2D barcode has high density, capacity, and reliability. Therefore, 2D barcodes have been progressively more adopted these days. For example, a consumer can access essential information from the web page of the magazine or book, when he reads it, by just capturing the image of the printed QR code (2D barcode) related to URL. In addition to the URLs, 2D barcodes can also symbolize visual tags in the supplemented real-world environment [2] , and the adaptation from the individual profiles to 2D barcodes usually exists. Whereas 1D barcodes are traditionally scanned with laser scanners, 2D barcode symbologies need imaging device for scanning. Detecting bar codes from images taken by digital camera is particularly challenging due to different types of degradations like geometric distortion, noise, and blurring in image at the time of image acquisition. Image blurring is frequently an issue that affects the performance of a barcode identification system. Blur may arise due to diverse sources like atmospheric turbulence, defocused lens, optical abnormality, and spatial and temporal sensor assimilation. Two common types of blurs are motion blur and defocus blur. Motion blur is caused by the relative motion between the camera and object during image capturing while the defocus blur is caused by the inaccurate focal length adjustment at the time of image acquisition. Blurring induces the degradation of sharp features of image like edges, specifically for barcode images where the encoded information is easily lost due to blur. Image restoration techniques available in the literature can be classified as blind deconvolution, where the blur kernel is not known and non-blind deconvolution, where the blur kernel is known [3] . The first and foremost step in any blind image restoration technique is blur estimation. Various techniques have been presented over the years which attempt to estimate point spread function (PSF) of blur simultaneously with the image [4, 5] . However, in recent years, a number of efficient methods [6] [7] [8] [9] have suggested that blind deconvolution can be handled better with separate PSF estimation and after that non-blind deconvolution can be used as the subsequent step. The work presented in this paper falls in the former category where PSF parameters are estimated before image deconvolution.
Bhaskar et al. [10] utilized line spread function (LSF) information to estimate defocus blur. They used the power spectrum equalization (PSE) restoration filter for image restoration. However, this method works only for little areas of frequency. Shiqian et al. [11] presented a method which analyzes LSF to find the exact location of blur edges in spatial domain and then used this information for defocus parameter estimation. But in presence of noise it is difficult to find exact location of edges. Sang et al. [12] proposed a digital auto focusing system which applies block based edge categorization to decide the defocus blur extent. This method fails for restoration of high frequency details because it works for the low and median frequencies. There exist few methods which work in frequency domain. Vivirito et al. [13] applied extended discrete cosine transform (DCT) of Bayer patterns to extract edge details and used this information to find defocus blur amount. Gokstop [14] computed image depth for defocus blur estimation in his work. However, this method requires two images of same scene from different angles to estimate depth. Moghadam [15] presented an iterative algorithm using optical transfer function (OTF) estimate blur parameter. However, this method is noise independent, but it requires manually adjustment of some parameters. Some other methods presented in [16] [17] [18] [19] have used wavelet coefficients as features to train and test the radial basis function (RBF) or cellular neural network for parameter estimation.
Cannon [20] proposed the technique to identify the motion blur parameters using power spectrum of many sub images by dividing blurred image into different blocks. Fabian and Malah [21] proposed a method based on Cannon's method. Initially, they applied spectral subtraction method to reduce high level noise then transformed improved spectral magnitude function to cepastral domain for identification of blur parameters. Chang et al. [22] proposed a method using the bispectrum of blurred image. In this method blur parameters obtained in the central slice of the bispectrum. Rekleitis [23] suggested a method to estimate the optical flow map of a blurred image using only information from the motion blur. He applied steerable filters to estimate motion blur angle and 1D cepstrum to find blur length. Yitzhaky and Kopeika [24] used autocorrelation function of derivative image based on the examination that image characteristics along the direction of motion blur are dissimilar from the characteristic in other directions. Lokhande et al. [25] estimated parameters of motion blur by using periodic patterns in Frequency domain. They proposed blur direction identification using Hough transform and blur length estimation by collapsing the 2D spectrum into 1D spectrum. Aizenberg et al. [26] presented a work that identifies blur type, estimates blur parameters and perform image restoration using neural network. Dash et al. [27] presented an approach to estimate the motion blur parameters using Gabor filter for blur direction and radial basis function neural network for blur length with sum of Fourier coefficients as features. Dobes et al. [28] presented a fast method of finding motion blur length and direction. This method computes the power spectrum of the image gradient in the frequency domain filtered by using a band pass Butterworth filter to suppress the noise. The orientation of blur is found using Radon transform and the distance between the neighbouring stripes in power spectrum is used to estimate the blur length. Fang et al. [29] proposed another method consisting of Hann windowing and histogram equalization as preprocessing steps. Dash et al. [30] modeled the blur length detection problem as a multiclass classification problem and used support vector machine. Though there are large amount of work reported, no method is completely accurate. Researchers are still active in this field in order to improve the restoration performance by searching for robust method of blur parameters estimation.
In the real environment, it is more common that acquired images may be degraded by simultaneous blur combining motion and defocus blur instead of image blurring due to only motion or defocus blur. In the literature, little attention has been paid to joint blur identification by the researchers. Wu et al. [31] proposed a method to estimate defocus blur parameter in joint blur with the assumption that motion blur PSF is known in the joint blur. In this method a reduced update Kalman filter is applied for blurred image restoration and the best defocus parameter is estimated on the basis of maximum entropy. Chen et al. [32] presented a spread function-based scheme considering fundamental characteristics of linear motion and out-offocus blur based on geometric optics to restore joint blurred images without application dependent parameters selection. Zhou et al. [33] analyzed cepstrum information for blur parameter estimation. Liu et al. [34] solved the problem of blur parameter identification using radon transform and back propagation neural network.
This work deals with combined blur parameters identification. The term blur refers the joint blur with the coexistence of defocus and motion blur throughout the paper. The rest of the paper is structured as follows. Section 2 describes the image degradation model. Section 3 briefly discusses GRNN model. In Sect. 4, the overall methodology has been discussed. Section 5 presents the simulation results of parameter estimation. Finally in Sect. 6, conclusions and future work are discussed.
Image degradation model
The image degradation process in spatial domain can be modeled by the following convolution process [3] 
where g x; y ð Þ is the degraded image, f(x, y) is the uncorrupted original image, h x; y ð Þ is the point spread function that caused the degradation and g x; y ð Þ is the additive noise. Since, convolution in spatial domain (x, y) is equivalent to the multiplication in frequency domain (u, v), Eq. (1) can be written as Gðu; vÞ ¼ Fðu; vÞHðu; vÞ þ Nðu; vÞ ð 2Þ
When the scene to be recorded translates relative to the camera at a constant velocity (v relative ) under an angle of h radians with the horizontal axis during the exposure interval [0, t exposure ], the distortion is one dimensional.
Defining the length of motion as L ¼ v relative Â t exposure ; the point spread function (PSF) for uniform motion blur described as [23, 24] 
The frequency response of PSF is called optical transfer function (OTF). The frequency response of h m is a SINC function given by Figure 1a and b show an example of motion blur PSF and corresponding OTF with specified parameters.
In most cases, the out of focus blur caused by a system with circular aperture can be modeled as a uniform disk with radius R given by [10, 11] 
The frequency response of Eq. (5) is given by (6), which is based on a Bessel function of the first kind [12] 
where J is the Bessel function of first kind and R is radius of uniform disk. Fig. 2a and b show an example of PSF and corresponding OTF of defocus blur with specified radius.
In the case where both out-of-focus blur and motion blur are simultaneously present in the same image, the blur model is [31] Since convolution is commutative, so joint blur PSF can be obtained as convolution of two blur functions as
where h d (x, y), h m (x, y) are point spread functions for motion defocus and blur respectively and * is the convolution operator. Fig. 3a and b show an example of PSF and corresponding OTF of combined blur with specified parameters. This paper treats the blur effect caused by both defocus and camera motion while ignoring the noise term in model. The PSF estimation for blur is corresponding to estimate three parameters angle (h), length (L) and radius (R).
Generalized regression neural network (GRNN) model
A generalized regression neural network (GRNN) is a dynamic neural network architecture that can solve any function approximation problem if adequate data is available [35, 36] . Training of these type of networks does not depend on iterative procedure like back propagation networks. The main aim of a GRNN is to estimate a linear or nonlinear regression surface on independent variables. The network calculates the most probable value of an output given only by training vectors. It is also confirm that the prediction error approaches zero, as the training set size becomes large with barely minor restrictions on the function. GRNN has been identified to give superior results than the back-propagation network or radial basis function neural network (RBFNN) in terms of prediction accuracies [37, 38] . For an input vector F, the output Y of the GRNN is [35] YðFÞ ¼
where n is the number of sample observations, r is the spread parameter and D k is the squared distance between the input vector F and the training vector X k defined as
The smoothing factor r determines the spread for regions of neurons. The value of the spread parameter should be smaller than the average distance between the input vectors to fit the data very closely. So, a variety of smoothing factors and methods for choosing those factors should be tested empirically to find the optimum smoothing factors for the GRNN models [39] . A schematic diagram of the GRNN model for blur identification problem is shown in Fig. 4 , in which GRNN consists of an input layer, a hidden layer (pattern layer), a summation layer, and an output layer. The numbers of neurons in input layer are equal to the number of independent features in dataset. Each unit in the pattern layer depicts a training pattern. The summation layer keeps two different processing units, i.e., the summation and single division unit. The summation unit adds all the outputs of the pattern layer, whereas the division unit only sums the weighted activations of the pattern units. Each node in the pattern layer is connected to each of the two nodes in the summation layer. The weights Y k and one are assigned on the links between node k of the pattern layer and the first and second node of the summation layer respectively. The output unit calculates the quotient of the two outputs of the summation layer to give the estimated value.
Methodology
Blurring reduces significant features of image such as boundaries, shape, regions, objects etc., which creates problem for image analysis in spatial domain. The motion blur, defocus blur appear differently in frequency domain, and the blur identification can be easily done using these patterns. If we transform the blurred image in frequency domain, it can be seen from frequency response of motion blurred image that the dominant parallel lines appear which are orthogonal to the motion orientation with near zero values [20, 21] . In defocused blur one can see appearance of some circular zero crossing patterns [10, 11] and in case of coexistence of both blurs, combined effect of both blurs become visible. The steps of the algorithm for joint blur parameter identification are detailed in Fig. 5 . These are five major steps: preprocessing of images, motion blur angle estimation, image rotation in case of non horizontal motion blur angle, motion blur length estimation and defocus blur length estimation.
Preprocessing
Blur classification requires a number of preprocessing steps. First, the color image obtained by the digital Fig. 4 Schematic diagram of GRNN model for blur identification camera is changed into an 8-bit grayscale image. This can be made by averaging the color channels or by weighting the RGB-parts according to the luminance perception of the human eye. The period transitions from one boundary of image to the next frequently lead to high frequencies, which are converted into visible vertical and horizontal lines in the power spectrum of image. Because these lines may distract from or even superpose the stripes caused by the blur, they have to be removed by applying a windowing function prior to frequency transformation. The Hanning window gives a fine tradeoff between forming a smooth transition towards the image borders and maintaining enough image information in power spectrum. A 2D Hann window of size N 9 M defined as the product of two 1D Hann windows as [29] 
After that step, the windowed image can be transferred into the frequency domain by performing a fast Fourier transform. The power spectrum is calculated to facilitate the identification of particular features of the Fourier spectrum. However, as the coefficients of the Fourier spectrum decrease rapidly from its centre to the borders, it can be hard to identify local differences. Taking the logarithm of the power spectrum helps to balance this fast drop off. In order to obtain a centred version of the spectrum, its quadrants have to be swapped diagonally. In view of the fact that the remarkable features are around the centre of the spectrum, a centred portion of size 128 9 128 is cropped to perform further processing (Fig. 6) . Radon transform [40] is competent to transform two dimensional images with lines into a domain of possible line parameters h; q ð Þ, where h is the angle between the perpendicular from the origin to the given line and the xaxis and q is the length of the perpendicular. Each line in the image will give a peak positioned at the corresponding line parameters. It computes the projections of an image matrix along specified directions. A projection of a twodimensional function f(x, y) is a set of line integrals. The Radon function computes the line integrals from multiple sources along parallel paths or beams in a certain direction. An arbitrary point in the projection expressed as ray-sum along the line x cosh þ y sinh ¼ q is given by [41] Figure 7b shows the result of applying Radon transform to the logarithmic power spectrum (LGPS) of blurred image shown in Fig. 7a . The peak in Radon transform corresponds to the motion blur angle. To reduce the computation time and improve the results, we have projected the spectrum with a step of 5°and estimated the line orientation. Then near that orientation, we have further projected the spectrum with a step of 1°to find final orientation.
Blur length estimation
The idea of motion blur length estimation uses the blur patterns appearance corresponding to the motion blur in the joint blurred images. The equally spaced parallel dark stripes in the LGPS contain motion blur length information. The distance between two dark stripes decreases as the motion blur length (L) increases. Therefore, one can estimate the motion blur length by calculating the distance between two dark stripes but accurate estimation of these spacing is complex. We can solve this problem with summation of frequency amplitudes in certain direction and then utilize the GRNN to find the relationship between summed amplitudes and motion blur length. For example, consider an image degraded by uniform horizontal motion blur (i.e. angle is 0°) and defocus blur with parameter L and R respectively. Due to motion blur vertical parallel dark stripes appear in spectrum. So, we add amplitudes vertically and use this vector as feature vector for GRNN. For the other motion blur orientations, we need to rotate the spectrum by the estimated angle using enhanced radon transform before summing the amplitudes in vertical direction.
Blur radius estimation
In the spectrum of the blurred image containing joint blur, we can see the alternating light and dark concentric circle stripes due to defocus blur. The distance between two dark circular stripes decreases as the defocus blur radius (R) increases. Therefore, one can estimate the defocus blur parameter by calculating the spacing between the adjacent dark circle stripes but accurate estimation of these spacing is critical. Similar to the identification of uniform linear motion blur length, the identification of defocus blur radius makes use of GRNN. The sum of the amplitudes for each concentric circle is taken as input feature vector and R as output for GRNN.
Simulation results
The performance of the proposed technique has been evaluated using numerous 2D barcode images. The barcode image database used for the simulation is the Brno Institute of Technology QR code image database [42] . Numerous 2D barcode images from the database were considered to introduce joint blur synthetically with varying degree of parameters. We have also analyzed the effect of joint blur on parameter identification approach with consideration of three situations as:
a. Blur extent of motion and defocus blurs is same in joint blur ðL ¼ RÞ. b. Blur extent of motion blur dominates defocus blur in joint blur ðL [ RÞ. c. Blur extent of defocus blur dominates motion blur in joint blur (L \ R).
We selected the GRNN for the purpose of blur parameter identification owing to its excellent prediction ability. We use sum of amplitudes feature vector as inputs to the GRNN as discussed in Sects. 4.3 and 4.4. The whole training and testing features set is normalized into the range [0, 1]. The GRNN was implemented using the function newgrnn available in MATLAB neural network toolbox. The only parameter to be determined is the spread parameter r. In view of the fact that there exists no a priori scheme of selecting it, we compared the performance with a variety of values. To evaluate the performance two statistical measures, mean absolute error (MAE) and root mean square error (RMSE), between the estimated output and target have been used, which are the widely acceptable indicators to give a statistical description for the effectiveness of the model. They are computed using (13) and (14) respectively.
where T is target vector, Y is predicted output and N is number of samples. RMSE and MAE signify the residual errors, which provide an overall idea of the variation among the target and predicted values. In results, we have shown the best case and worst case blur parameter tolerances. These values illustrate the absolute errors (i.e. difference between the real values and the estimated values of the angle and length). We have also plotted the regression results for each blur length and radius. These plots illustrate the original data points along with the line providing the best fit through the points. The equation for the line is also given.
Blur angle estimation
To carry out motion blur angle estimation experiment, we have applied the enhanced radon transform method on a barcode image that was degraded by different orientations with step of 5 degree in the range 0°B u \ 180°with fixed L and R. We have selected L and R parameters as 20 pixels for first situation of joint blur. For the next two situations where one blur extent is higher to other one, we have considered L = 20, R = 15 and L = 20, R = 25 respectively. Figure 8 plots the absolute errors between true blur angle and estimated blur angle for all three situations of joint blur.
Blur length estimation
To carry out extensive experiment, we applied the proposed method on 100 barcode images that are synthetically degraded by keeping blur orientation fixed at 0°and varying L and R in the range 1-20 (i.e., 1 B L B 20 and 1 B R B 20 pixels) for all three considered cases of joint blur separately. So, total 2,000 blurred images were created. Out of these degraded images 1,000 were used to train the GRNN and all were used to test the model. The best spread parameter for fitting was found to be 2. and regression plots in Fig. 9 present the summary of results. Results show the robustness of proposed method and also reveal that change in the blur extent ratios has negligible effect on the performance.
Blur radius estimation
To validate the proposed method, we applied the proposed scheme for blur radius estimation on 100 barcode images that were synthetically degraded by keeping blur orientation fixed at 0°and varying L and R in the range 1-20 (i.e., 1 B L B 20 and 1 B R B 20 pixels) for all three considered cases of joint blur separately. So, total 2,000 blurred images were created. Out of these degraded images 1,000 were used to train the GRNN and all are used to test the model. The best spread parameter for fitting was found to be 1. Table 3 and plots in Fig. 10 present the summary of results. Results in table and regression plots overall conclude that proposed scheme gives very accurate results. Though the blur radius prediction is slightly better when R \ L, the general conclusion about the results is that different ratios of L and R do not affect too much on performance.
Conclusion
In this paper, we have proposed a proficient method that identifies the blur parameters in case of coexistence of defocus and motion blurs in barcode images. We have utilized blur pattern appearances in frequency spectrum. Enhanced radon transform is used to estimate blur orientation. To estimate blur length and radius, we have utilized generalized regression neural network model with sum of amplitudes in a specific manner as input features. Results show that proposed scheme for joint blur parameter identification is very accurate. Analysis of results also shows that different ratios of blur extents do not alter the performance significantly. In future, this work can be extended to identification of parameters of the blurred image with noise interference.
