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Abstract
In this thesis, we extend the idea of fuzzy mappings to generalized spaces like
quasi-pseudo-metric spaces and cone metric spaces. Some notions namely
α-commuting, α-weakly compatible mapping, L-fuzzy mappings for L-fuzzy sets,
βFL-admissible for a pair of L-fuzzy mappings are also established. On the basis of the
above definitions some interesting coincidence points, common fixed points and fixed
point results are obtained which not only generalize many important results of fuzzy
mappings and multivalued mappings in the recent literature but also deduce a few
existence theorems for the solution of generalized class of nonlinear integral equations.
To enhance the validity of this work some practical examples are also furnished.
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1Chapter 1
Introduction
This introductory chapter is basically concerned with the background of fuzzy
fixed point theory, inspirations behind all the research activity, achievements of this
project and the utilization of results attained. This will provide the readers a short
view about the variety of results appearing in this thesis.
1.1 Historical Background
While utilizing the topological methods in the theory of differential equations,
French mathematician Poincare´ [108] initiated the idea of fixed point theory. In 1904,
Bohl [34] proved a result about the non-retraction which was preceded by Brouwer
and Hadamard in the form of a very famous Brouwer fixed point theorems in 1910
[36]. Although this theorem attained a lot of importance and recognition among the
existence principles in mathematics it never provided any practical approach towards
the calculation of a fixed point. Banach resolved this issue in 1922 by presenting
a revolutionary contraction principle (namely called Banach contraction principle)
in which the Picard iteration process was used for the evaluation of a fixed point.
Since the theorem and its many equivalent formulations or extensions are powerful
tools in showing the existence of solutions for many problems in pure and applied
mathematics, scholars like Agarwal [7], Edelstein [48, 49], Fisher [50, 51, 52, 53],
Jungck [75], Kannan [82], Kirk [87], Lakshmikantham [92], Rhoades [118, 119], Wong
[136, 137], Aubin and Siegel [20], Beg and Azam [33], Hu [60], Hussain and Tarafdar
[67], Itoh and Takahashi [70], Kaneko [80], Massa [95] and many others contributed
remarkably to the development of fixed point theorems both for single valued and
multivalued mappings.
Fixed point theory itself is a magnificent combination of analysis (pure and ap-
plied), topology, and geometry. Over the last few decades the theory of fixed points
has become a very influential and important tool in the study of nonlinear analy-
sis. In particular the use of fixed point techniques has been increased enormously in
such diverse fields as biology, chemistry, economics, engineering, dynamics, optimal
control, game theory, and physics.
From the commencement of modern science until the start of twentieth century,
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uncertainty was mostly regarded as objectionable in science and the indication was
to escape it. This approach progressively changed with the development of probabil-
ity theory in the field of statistical mechanics. Probability theory effectively defined
and categorized the phenomenon of uncertainty and was thought to be appropriate
for dealing with all types of ambiguities. With the advent of fuzzy set theory in
1965, a tremendous modification was observed in the classical ideas of probability
theory. Irrespective of the expectation of future events, fuzzy set theory is basi-
cally concerned with the concepts arising in the linguistic terms of natural languages,
such as hot, very hot, warm, cold, educated, highly educated and so on. Because of
such a flexible behaviour fuzzy set theory is highly recognized in soft as well as hard
sciences and has expansive applications in operations research, engineering design, im-
age processing, medicine, psychology, economics, mathematical chemistry, quantum
physics, nonequilibrium thermodynamics, ecological modeling, biological classifica-
tion and many others. For details we refer to Dubois and Prade [47], Li and Yen [94],
Nguyen and Walker [101], Pedrycz and Gomide [106] and Zimmermann [140].
In 1981, Heilpern [58] initiated the notion of fuzzy mappings and achieved a
fixed point result for fuzzy contractions in a complete metric linear space, which
generalized the Banach contraction principle. Subsequently, several authors e.g., (see
[12, 22, 23, 35, 93, 103, 129]), contributed valuably to fixed point theory through fuzzy
mappings and highlighted the applications of this marvelous blend through practical
examples from every day life.
1.2 Structure of Thesis
In this thesis, some fuzzy fixed point and fuzzy coincidence theorems are proved
in various spaces to illustrate the utility of fuzzy fixed point theory. Some interesting
notions are introduced in the context of expansion which are helpful in the general-
izations of classical results. This thesis is distributed among seven chapters and each
one of the research oriented sections promotes the diversity of ideas in metric spaces.
The intentions behind the first two chapters are to give a brief introduction of
fuzzy fixed point theory, research motivation and the illumination of the elementary
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concepts to be used in the entire thesis.
A fuzzy coincidence theorem for a pair of fuzzy mappings satisfying a generalized
contraction in a metric space is established in chapter three, which also generalizes
the Heilpern contraction theorem for fuzzy mappings. A coincidence theorem for
multivalued contractions is obtained as an improvement of the Nadler fixed point
theorem. For the existence of the solution of nonlinear integral equations an appli-
cation of the above mentioned fuzzy coincidence theorem is achieved, which involves
the completeness property of the function space (C[a, b] ,R).
In the same chapter we have also proved some fuzzy coincidence theorems by using
MT-function. The last section of this chapter deals with the newly defined concepts
of α-commuting and α-weakly compatible mapping. A fuzzy fixed point result for
two α-weakly compatible mappings in connection with MT-function is also obtained.
Another very fascinating aspect of metric space is quasi-pseudospace. The con-
cepts of K-Cauchy sequences and K-sequentially complete quasi-pseudo-metric spaces
are the two forceful inspirations behind chapter four. In this chapter, some local ver-
sions of fixed point theorems satisfying Banach, Kannan and Chatterjea type fuzzy
contractive conditions in a left(respectively right) K-sequentially complete quasi-
pseudo-metric space are obtained. Our analysis is based on the fact that fuzzy fixed
point results can be obtained from the fixed point theorems of multivalued mappings
with closed values. An interesting example is also generated for the clarification of
results.
Another remarkable feature of fuzzy set theory is associated with the concept of
L-fuzzy sets. For the purpose of extension and modification of classical ideas related
with fuzzy sets, an innovative notion of L-fuzzy mappings is introduced in chapter
five. Motivated by the concept of admissible mappings, an interesting idea of βFL-
admissible for a pair of L-fuzzy mappings is also established. On the basis of these
definitions a common L-fuzzy fixed point theorem is proved. The last section of
this chapter establishes some new coincidence (and fixed point) results in connection
with a contractive relation (depending upon newly defined notions of DαL and d
∞
L
distances) on a sequence of L-fuzzy mappings and a single valued crisp mapping in
a complete metric space. This result not only generalizes several important results
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of fuzzy mappings and multivalued mappings in the current literature but also de-
duces an existence theorem for the solution of a generalized class of nonlinear integral
equations.
Cone metric spaces hold a very strong position amongst all the emerging branches
of metric spaces, where the distances are considered in the form of vectors from an
ordered Banach space. In [71], Jankovic´ et. al. prove that every fixed point result in
cone metric spaces, for which the conjecture that the underlying cone is normal and
solid holds, may be reduced to the corresponding result for metric spaces. But the
situation is different for non-normal solid cones. In chapter six, some L-fuzzy fixed
point results for local and global contractions in the context of cone metric spaces, by
exempting the normality on cone, are achieved. A homotopy result is also obtained
as an application.
1.3 Conclusion
In this thesis, we prove some generalized coincidence points, common fixed points
and fixed point theorems in various spaces, like metric spaces, quasi-pseudo-metric
spaces and cone metric spaces by using different contractive conditions for fuzzy
mappings. For the development of the theory some notions, namely α-commuting,
α-weakly compatible mapping, L-fuzzy mappings for L-fuzzy sets, βFL-admissible for
a pair of L-fuzzy mappings are also established. On the basis of the above definitions
some interesting results are obtained, which not only generalize many important
results of fuzzy mappings and multivalued mappings in the current literature, but
also deduce few existence theorems for the solution of generalized class of nonlinear
integral equations.
1.4 Research Publications
This section is reserved for the acknowledgement of all the research articles, de-
duced from the work presented in this thesis, published or accepted in some interna-
tional journals of ISI ranking.
5
1. Azam, A., Waseem, M. & Rashid, M. (2013). Fixed point theorems for fuzzy
contractive mappings in quasi-pseudo-metric spaces. Fixed Point Theory and Appli-
cations. 2013(1), 1-14.
2. Rashid, M., Azam, A. & Mehmood, N. (2014). L-fuzzy fixed points theo-
rems for L-fuzzy mappings via βFL-admissible pair. The Scientific World Journal.
DOI:10.1155/2014/853032.
3. Azam, A. & Rashid, M. (2014). A fuzzy coincidence theorem with applications
in a function space. Journal of Intelligent and Fuzzy Systems. 27(4), 1775-1781.
4. Rashid, M., Kutbi, M. & Azam, A. (2014). Coincidence theorems via alpha cuts
of L−fuzzy sets with applications. Fixed Point Theory and Applications. 2014(1),
212.
5. Azam, A., Rashid, M. & Mehmood, N. (2014). Coincidence of crisp and fuzzy
functions. Journal of Nonlinear Science and Applications.(Accepted).
6. Azam, A., Mehmood, N., Rashid, M. & Radenovic´, S. (2014). Fuzzy fixed
point theorems in ordered cone metric spaces. (Accepted).
7. Azam, A., Rashid, M. & Mehmood, N. (2014). On fuzzy coincidence points
and applications. (Accepted)
8. Rashid, M., Azam, A. & Mehmood, N. (2014). Fuzzy set-valued fixed point
results for rational contractions. (submitted).
9. Azam, A., Mehmood, N., Rashid, M. & Pavlovic´, M. (2014). L-fuzzy fixed
points in cone metric spaces. (submitted).
1.5 Presented Papers
1. Title of talk: On fuzzy coincidence points
Second Conference on Mathematical Sciences, Nov, 2013, IIU, Islamabad.
2. Title of talk: On fuzzy coincidence points and applications
Conference on Recent Advances in Mathematical Methods, Models and Applications,
April, 2014, LSE, Lahore.
6
3. Title of talk: Coincidence of crisp and fuzzy functions
International Conference on Recent Advances in Pure and Applied Mathematics,
Nov,2014, Antalya, Turkey.
7
8Chapter 2
Preliminaries
This is an introductory chapter, which is basically designed to clarify the termi-
nology and basic ideas to be used in this thesis.
2.1 Mappings and Contractions
The contraction mappings are a special type of uniformly continuous functions
defined on a metric space. Fixed point results for such mappings play an important
role in analysis and applied mathematics. In the following section, we will recall the
basic concepts and results associated with contraction mappings.
For a metric space (X, d) let
2X ={A : A is non-empty subset of X};
B(X)={A : A is non-empty bounded subset of X};
CB(X)={A : A is non-empty closed bounded subset of X};
K(X)={A : A is non-empty compact subset of X}.
Definition 2.1.1. [3] A fixed point(or invariant point) for the mapping T : X −→
X is a point x ∈ X which is mapped into itself. A point x ∈ X is said to be common
fixed point of the pair (S, T ) of self-mappings on X if Sx = Tx = x. A point x ∈ X
is said to be coincidence point of the pair (S, T ) if Sx = Tx. A point y ∈ X is a
point of coincidence of the pair (S, T ) if y = Sx = Tx for some x ∈ X.
Definition 2.1.2. [31] For a metric space (X, d) a function T : X −→ X is a
contraction (or Banach contraction) on X, if a positive real value 0 < λ < 1, exists
for which
d(Tx, Ty) ≤ λd(x, y)
for all x, y ∈ X.
Definition 2.1.3. [49] If
d(Tx, Ty) < d(x, y) for x 6= y, x, y ∈ X (compact space) ,
then T is called an Edelstein contraction.
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Theorem 2.1.1. [31] For a complete metric space X if T : X −→ X is a contraction
mapping on X such as
d (Tx, Ty) ≤ λd (x, y) ,
for all x, y ∈ X and 0 < λ < 1, then T possesses a unique fixed point in X.
The concept of multivalued mappings has proven to be useful for generalizing the
concept of metric fixed point theory (see [20, 21, 32, 33, 40, 43, 60, 67, 76, 78, 80, 81]).
Definition 2.1.4. For a non-empty set X, T : X −→ 2X is called a multivalued
mapping. A point x ∈ X is said to be a fixed point of T if x ∈ Tx. A point x ∈ X is
said to be a coincidence point of a pair of multivalued mappings (T, S) if Tx∩Sx 6= ∅
and, if x ∈ Tx ∩ Sx, then x is a common fixed point of the pair (T, S).
In order to make the family CB(X) into metric space, we need to have a measure
of “distance” between two sets A and B of CB(X). One such notion of distance is
d(A,B) = inf{d(u, v) : u ∈ A, v ∈ B}.
This definition fails to discriminate sufficiently between sets. We would like the dis-
tance between two sets to be zero only if the two sets are the same, both in shape
and position. For this purpose, the following concept is useful (cf., [83]).
Definition 2.1.5. [83] For a metric space (X, d), the sets N(ε, A) and EA,B are
defined as follows:
N(ε, A) = {x ∈ X : d(x, a) < ε for some a ∈ A}, where A,B ∈ CB(X) and ε > 0,
EA,B = {ε : A ⊆ N(ε, B), B ⊆ N(ε, A)},
where d(x,A) = inf{d(x, y) : y ∈ A}. The distance function H on CB(X) induced by
d is defined as
H(A,B) = inf EA,B
which is known as the Hausdorff metric on X.
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Definition 2.1.6. [59] For a metric space (X, d) a sequence {An} in CB(X) is said to
converge to a set A if limn−→∞H(An, A) = 0. A sequence {An} in CB(X) is a Cauchy
sequence if H(An, Am) −→ 0 as n,m −→∞.
Remark 2.1.1. [20] The completeness of (X, d) implies that (CB(X), H) is complete.
Lemma 2.1.1. [46] For a metric space (X, d) if U, V ∈ CB(X), then for each y ∈ U ,
d(y, V ) ≤ H(U, V ).
Definition 2.1.7. [100] A mapping T : X −→ CB(X) is a multivalued contraction
if a constant β, 0 ≤ β < 1, exists for which
H(Tu, Tv) ≤ βd(u, v).
for all u, v ∈ X.
Nadler [100] generalized the Banach contraction principle and proved the following
important fixed point result for multivalued contractions.
Theorem 2.1.2. [100] For a complete metric space (X, d) , if J : X −→ CB(X) is a
multivalued contraction, then J possesses a fixed point.
The concept of commuting and compatible mappings have proven useful for
generalizing in the context of metric space fixed point theory e.g., (see [33, 72, 73]).
Sessa [124] generalized the concept of commuting mappings by defining the notion
of weakly commuting mappings. Obviously, commuting mappings become weakly
commuting but the converse does not hold necessarily (see [124]). Jungck [73, 74] and
Pant [102] introduced the ideas of compatible and R-weakly commuting mappings
respectively. In this section, we will go through the basic definitions and results
related with commuting and compatible mappings.
Definition 2.1.8. [72] For a metric space (X, d) , mappings f, g : X −→ X are
commuting if fgx = gfx, for all x ∈ X.
Definition 2.1.9. [124] For a metric space (X, d) , mappings f, g : X −→ X are
weakly commuting if d(fgx, gfx) ≤ d(fx, gx), for all x ∈ X.
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Remark 2.1.2. [124] Definitely, commuting mappings become weakly commuting but
the other side does not hold in general (see [124]). However, since elementary func-
tions, like fx = x3, gx = 2x3 are not weakly commutative, Jungck [73] introduced a
less restrictive concept of compatible mappings. He also pointed out in [74, 75] the
potential of compatible mappings for proving generalized fixed point theorems.
Definition 2.1.10. [73] Mappings f, g : X −→ X are said to be compatible if,
whenever there is a sequence {xn} ⊂ X satisfying limn−→∞ fxn = limn−→∞ gxn = u,
then limn−→∞ d(fgxn, gfxn) = 0.
Definition 2.1.11. [33] A single valued mapping f : X −→ X is compatible with
multivalued mapping T : X −→ CB(X), if and only if fTx ∈ CB(X) for every
x ∈ X and for a sequence xn in X such that Txn −→ M ∈ CB(X) and fxn −→ t ∈
M, H(fTxn, T fxn) −→ 0.
Definition 2.1.12. [76] A pair (f, T ) of self-mappings on X is weakly compatible if
the coincidence points of f and T are the only commuting points.
Jungck [73] improved the Banach contraction principle for commuting mappings
as follows:
Theorem 2.1.3. [73] For a complete metric space (X, d) and two commuting map-
pings f, g : X −→ X, if gX ⊆ fX, d(gx, gy) ≤ ld(fx, fy) for some constant
l, 0 ≤ l < 1, then f and g possess a unique common fixed point.
After the discovery of fuzzy sets (in 1965 by Zadeh [138]), much attention has
been paid towards the generalization of the basic concepts of classical analysis as well
as the development of fuzzy fixed point theory. In 1981, Heilpern [58] introduced
the notion of fuzzy mappings and achieved a fixed point result for fuzzy mappings
in a complete metric linear space, which generalized the Banach contraction princi-
ple. Subsequently, several authors e.g., see([12, 22, 23, 35, 93, 103, 129]), contributed
valuably to the theory of fixed points through fuzzy mappings.
In this section we will review some basic definitions related to fuzzy set theory
and fuzzy mappings.
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Definition 2.1.13. [138] For a non-empty set X a real valued function from X to
[0, 1] is called a fuzzy set .
F (X) is the collection of all fuzzy sets in X. If U is a fuzzy set and u ∈ X, then
U(u) is called the membership grade of u in U .
Definition 2.1.14. [6, 58] For a fuzzy set U in X, the α -level set, denoted by [U ]α ,
is as follows
[U ]α = {x : U(x) > α} if α ∈ (0, 1],
[U ]0 = closure of the set {x : U(x) > 0},
Û = {x : U(x) = max
y∈X
U (y)}.
Definition 2.1.15. [6, 58] Let X,Z be two arbitrary non-empty sets. A mapping
J : X → F (Z) is called fuzzy mapping. A fuzzy subset J on X×Z with membership
function J(x)(z) is called a fuzzy mapping. J(x)(z) is the membership grade of z in
J(x). The family of all mappings from X into F (Z) is denoted by (F (Z))X . For the
sake of convenience, we denote α -level set of J(x) by [Jx]α instead of [J(x)]α .
Definition 2.1.16. [58] If [U ]α is compact and convex in V (where V is a metric linear
space) for every α ∈ [0, 1] and sup
u∈V
U(x) = 1, then fuzzy set U is called an approximate
quantity and the converse also holds. The set of all approximate quantities in V is
denoted by W (V ).
Let F (X) denotes the class of all fuzzy sets in X and
E(X) = {U ∈ F (X) : [U ]α ∈ CB(X), forallα ∈ [0, 1]} .
For G, J ∈ F (X) , G ⊂ J means that G(x) ≤ J(x) for each x ∈ X. If [G]α , [J ]α ∈
CB(X) for some α ∈ [0, 1] then
Dα(G, J) = H([G]α , [J ]α).
For G, J ∈ F (X), if [G]α , [J ]α ∈ CB(X) for each α ∈ [0, 1] then define
d∞(G, J) = supDα
α
(G, J).
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Let G, J ∈ W (V ), for each α ∈ [0, 1], define
D(G, J) = supDα
α
(G, J).
We note that d∞ is a metric on E(X) and the completeness of (X, d) implies that
(CB(X), H) and (E(X), d∞) are complete.
Although, the concept of admissible mappings is very new in mathematics it is
still acquiring a lot of recognition. In 2012, Samet et al. [123] established the concept
of β-admissiblity and created some nice fixed point results. Afterwards, Asl et al. [16]
defined β∗-admissible to extend the idea of β-admissible for single valued mappings
to multivalued mappings. In 2013, another definition of β-admissible for multivalued
mappings was introduced by Mohammadi et al. [98] which is different from the already
existing notion of β∗-admissible provided in [16]. Later, many authors e.g. (see
[5, 9, 24, 64, 66]) contributed substantially to the theory of β-admissible mappings.
In the following section, we list some elementary definitions for admissible map-
pings.
Definition 2.1.17. [123] Let X 6= φ, T : X −→ X and β : X ×X −→ [0,∞). Then
T is β-admissible if
β (x, y) ≥ 1 =⇒ β (Tx, Ty) ≥ 1,
where x, y ∈ X.
Definition 2.1.18. [16] Let X 6= φ, T : X −→ 2X , where 2X is a collection of subsets
of X, β : X ×X −→ [0,∞) and β∗ : 2X × 2X −→ [0,∞). T is β∗-admissible if
β (x, y) ≥ 1 =⇒ β∗ (Tx, Ty) ≥ 1,
where x, y ∈ X.
Definition 2.1.19. [98] Let X 6= φ, J : X −→ 2X , where 2X is a collection of subsets
of X and β : X×X −→ [0,∞). Then J is β-admissible if for each x ∈ X and y ∈ Jx
with β (x, y) ≥ 1, we have β (y, z) ≥ 1 for all z ∈ Jy.
Definition 2.1.20. [107] For a metric space (X, d), β : X ×X −→ [0,∞) and J,K
mappings from X into F(X), the order pair (J,K) is βF -admissible if:
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(i) for each x ∈ X and y ∈ [Jx]α(x) , where α (x) ∈ (0, 1], with β (x, y) ≥ 1, we have
β (y, z) ≥ 1 for all z ∈ [Ky]α(y) 6= φ, where α (y) ∈ (0, 1],
(ii) for each x ∈ X and y ∈ [Kx]α(x) , where α (x) ∈ (0, 1], with β (x, y) ≥ 1, we
have β (y, z) ≥ 1 for all z ∈ [Jy]α(y) 6= φ, where α (y) ∈ (0, 1].
If S = T then T is called βF -admissible.
In 1961, Edelstein [48] extended the Banach contraction principle by using the idea
of locally and globally contractive mappings. Inspired by these ideas, Nadler
[100] formulated an interesting result for multivalued mappings that, for a complete
ε-chainable metric space, if T : X → 2X is an (ε, λ)-uniformly locally contractive
multivalued mappings of a complete ε-chainable metric space X, then T possesses a
fixed point. Subsequently, many authors e.g., [8, 15, 20, 33, 60, 61, 67, 70, 80, 89, 90,
95, 118] utilized these findings to prove numerous results.
In the upcoming section we will revise the elementary definitions for locally con-
tractive mappings.
Definition 2.1.21. [48] Let ε ∈ (0,∞], and λ ∈ (0, 1). A metric space (X, d) is
ε-chainable if, given x, y ∈ X, an ε-chain exists from x to y ( i.e., a finite set of points
x = x0, x1, x2, · · · , xl = y for which d(xt−1, xt) < ε for all t = 1, 2, · · · , l).
Definition 2.1.22. [48] For a metric space X and a self mapping T , T is globally
contractive if the condition d(Tx, Ty) ≤ λd(x, y) with λ ∈ (0, 1), holds for each
x, y ∈ X.
Definition 2.1.23. [48] For a metric space X and a self mapping T , T is locally
contractive if for every x ∈ X, there exist ε and λ (ε > 0, 0 ≤ λ < 1) , which may
depend upon x, such that p, q ∈ B (x, ε) implies d(Tp, Tq) ≤ λd(p, q).
Definition 2.1.24. [48] A mapping T : X → X is called an (ε, λ) uniformly lo-
cally contractive mapping if, for each x, y ∈ X and 0 < d(x, y) < ε, implies that
d(Tx, Ty) ≤ λd(x, y).
Example 2.1.1. For a usual metric space (X, d) and T : X → X defined as Tu = u
ξ
,
where ξ ∈ N. Then T is a
(
ξ, 1
ξ
)
uniformly locally contractive mapping.
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Remark 2.1.3. [48] A globally contractive mapping can be regarded as an (∞, λ)-
uniformly locally contractive mapping.
Definition 2.1.25. [100] A mapping F : X → CB(X) is said to be an (ε, λ) uniformly
locally contractive multivalued mapping, if u, v ∈ X and 0 < d(u, v) < ε, imply that
H(Fu, Fv) ≤ λd(u, v).
Definition 2.1.26. [8] A mapping T : X → W (X) is called an (ε, λ) uniformly
locally contractive fuzzy mapping if d∞(Tx, Ty) ≤ λd(x, y), where x, y ∈ X and
0 < d(x, y) < ε.
2.2 Mizoguchi-Takahashi Function
In 1972, Reich [114] proved that, for a complete metric space (X, d) and a mapping
J : X → K(X) satisfying
H(Ju, Jv) < j(d(u, v))d(u, v) for every u, v ∈ X ,u 6= v,
where j : (0,∞) → [0, 1) possesses limsupr→t+j(r) < 1 for each t ∈ (0,∞), then J
has a fixed point. In [115], Reich posed a question whether J would have any fixed
point if K(X) is replaced by CB(X). Mizoguchi and Takahashi [97] replied to that
question by considering the hypothesis ”limsupr→t+j(r) < 1 for each t ∈ [0,∞)”.
This theorem is a real generalization of the Nadler theorem. After the presentation
of this result the function j is known as the Mizoguchi-Takahashi-function(shortly as
MT-function).
In the following section, we will recall the definition and an important Proposition
related with MT-function.
Definition 2.2.1. [44] A function ϕ from [0,+∞) to [0, 1) for which;
lim sup
s→a+
ϕ(s) < 1 for every a ∈ [0,+∞).
is said to be an MT-function.
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Example 2.2.1. If g is any nondecreasing or nonincreasing function from [0,+∞)
to [0, 1) , then g is an MT-function.
Example 2.2.2. Let g : [0,+∞)→ [0, 1) be defined as follows:
g (a) =
{
sin a
a
, if a ∈ (0, pi
2
],
0, otherwise.
In this case g is not an MT-function, since lim sups→0+ g (s) = 1,.
Proposition 2.2.1. [44] For a function g : [0,+∞) → [0, 1) following conditions
(i)-(vii) hold equivalently:
(i) g is an MT-function.
(ii) For every a ∈ [0,∞), r(1)a ∈ [0, 1) and h(1)a > 0 exist such that g(s) ≤ r(1)a for all
s ∈ (a, a+ h(1)a ).
(iii) For every a ∈ [0,∞), there exist r(2)a ∈ [0, 1) and h(2)a > 0 such that g(s) ≤ r(2)a
for all s ∈
[
a, a+ h
(2)
a
]
.
(iv) For every a ∈ [0,∞), there exist r(3)a ∈ [0, 1) and h(3)a > 0 such that g(s) ≤ r(3)a
for all s ∈
(
a, a+ h
(3)
a
]
.
(v) For every a ∈ [0,∞), r(4)a ∈ [0, 1) and h(4)a > 0 exist for which g(s) ≤ r(4)a for all
s ∈
[
a, a+ h
(4)
a
)
.
(vi) 0 ≤ supn∈N g(zn) < 1, where {zn}n∈N in [0,∞), is any nonincreasing sequence.
(vii) 0 ≤ supn∈N g(zn) < 1, [45], where {zn}n∈N in [0,∞), is any strictly decreasing
sequence.
2.3 L-fuzzy Sets
In 1967, Goguen published the paper ”L-fuzzy sets” [54], in which the concept
of fuzzy sets is generalized by introducing the notion of L-fuzzy sets. Gougen used
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L as a completely distributive complete lattice with an order-reversing involution.
Further additions to this concept have been considered by many authors e.g. (see
[18, 131, 132, 139]).
In the following section some basic definitions associated with L-fuzzy sets are
reviewed.
Definition 2.3.1. [54] A partially ordered set (L,-L) is called
(i) a lattice, if a ∨ b ∈ L, a ∧ b ∈ L for any a, b ∈ L.
(ii) a complete lattice, if ∨A ∈ L, ∧A ∈ L for any A ⊆ L.
(iii) distributive if a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) and a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)
for every a, b, c ∈ L.
Definition 2.3.2. [54] Let L be a lattice with top element 1L and bottom element
0L and let a, a´ ∈ L. Then a´ is called a complement of a, if a∨ a´ = 1L, and a∧ a´ = 0L.
If a ∈ L has a complement element, then it is unique.
Definition 2.3.3. [54] Let X 6= φ. An L-fuzzy set A is a function A : X → L, where
L is complete distributive lattice with 1L and 0L.
Remark 2.3.1. [54] The class of L-fuzzy sets is larger than the class of fuzzy sets, as
an L-fuzzy set is a fuzzy set if L = [0, 1].
Definition 2.3.4. [63] The αL-level set of an L-fuzzy set A, denoted by AαL , is
AαL = {x : αL-LA(x)} if αL ∈ L\{0L},
A0L = closure of {x : 0L -L A(x)}.
The collection of all L-fuzzy sets over the set R of all real numbers is denoted by LR.
Definition 2.3.5. [63] The set A ∈ LR is called an L-fuzzy convex set if for all
u, v ∈ R and β ∈ [0, 1],
A(βu+ (1− β)v) ≥ A(u) ∧ A(v).
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Theorem 2.3.1. [63] If A ∈ LR, then the following conditions are equivalent:
(i) A is an L-fuzzy convex set,
(ii) For all α ∈ L, AαL is a convex set.
Definition 2.3.6. An L−fuzzy set A ∈ LX is an approximate quantity if and only
if AαL is compact and convex in X ⊆ R for every α ∈ L and sup
x∈X
A(x) = 1L.
Let FL(X) be the category of all L-fuzzy sets in X. The subcollections EL(X)
and WL(X) are;
EL(X) = {A ∈ FL(X ) : AαL ∈ CB(X), ∀ α ∈ L} ,
WL(X) =
{
A ∈ LR : A is an approximate quantity in X} .
For A,B ∈ FL(X), A ⊂ B implies A(x) -L B(x) for every x ∈ X.
2.4 Some Types of Metric Spaces
Quasi-pseudo-metric space is a generalized version of a metric space. The
idea of quasi-pseudo-metric space was established by Wilson [134]. In 1963, Kelly
[84] introduced the definition of Cauchy sequence for a quasi-pseudo-metric space
and proved a generalization of the Baire category theorem. Later, in 1982, Reilly
et al. [116] generalized that definition in seven different directions and discussed
the completeness of each. In 1999 Gregori and Pastor [56] achieved a fixed point re-
sult for fuzzy contractions in left K-sequentially complete quasi-pseudo-metric spaces.
Afterwards many authors e.g. (see [85, 86, 91, 122]) extended the theory of quasi-
pseudo-metric spaces in various directions.
In this section, basic definitions and results about quasi-pseudo-metric space are
revised.
Definition 2.4.1. [134] For a non-empty set X a quasi-pseudo-metric d on X is a
nonnegative real valued mapping on X ×X for which:
d(u, u) = 0 and d(u, v) ≤ d(u,w) + d(w, v),
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for every u, v, w ∈ X. Then (X, d) is called a quasi-pseudo-metric space.
Every quasi-pseudo-metric d on X generates a topology τ(d) which possesses the
category of all d-balls B(u, ε) = {v ∈ X : d(u, v) < ε} as a base.
For a quasi-pseudo-metric d on X, the mapping d−1, defined on X×X as d−1(u, v) =
d(v, u), is also a quasi-pseudo-metric on X.
Definition 2.4.2. [116] For a quasi-pseudo-metric space (X, d) a sequence (xn)n∈N in
X is left K-Cauchy (respectively right K-Cauchy), if, for every ε > 0, a k ∈ N exists
for which d(xn, xm) < ε for all n,m ∈ N with m ≥ n ≥ k (respectively n ≥ m ≥ k).
Definition 2.4.3. [116] A quasi-pseudo-metric space (X, d) is said to be left (right)
K-sequentially complete if each left (right) K-Cauchy sequence in (X, d) converges to
some point in X (with respect to the topology τ(d)).
Definition 2.4.4. For a quasi-pseudo-metric space (X, d) and a metric linear space
(V, dV ), the classes W
∗(X) and W ′(X) on (X, d) are defined by
W ∗(X) = {A ∈ F (X) : A1 is non-empty d− closed as well as d−1 − compact} (see[56])
W ′(X) = {A ∈ F (X) : A1 is non-empty d− closed as well as d− compact} (see [121]) .
Note that,
W (V ) ⊂ W ∗(V ) = W ′(V ) = {A ∈ IV : A1 is non-empty and d− compact} ⊂ IV .
Definition 2.4.5. For a quasi-pseudo-metric space (X, d), U, V ∈ W ∗(X) (or W ′(X))
and α ∈ [0, 1],
pα(U, V ) = d ([U ]α , [V ]α) = inf {d(x, y) : x ∈ [U ]α , y ∈ [V ]α} ,
p (U, V ) = sup{pα (U, V ) : α ∈ (0, 1]}.
It is easily verified that pα is non-decreasing function of α, and that
p1(U, V ) = d([U ]1 , [V ]1) = p(U, V ).
In 2007 Huang and Zhang [62] presented the idea of cone metric spaces, where
the set of reals is replaced by an ordered Banach space. In that paper some fixed
point results for various contractions in a normal cone metric space were proved.
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Afterwards, many mathematicians [3, 4, 41, 42, 68, 69, 77, 78, 109, 110, 111, 117,
133, 135] established many fixed point and common fixed point results in the frame
of normal cone metric spaces.
In 2008, Rezapour and Hamlbarani [117] modified the results of Huang and Xhang
[62] and proved that there does not exist any normal cone with normal constant less
than one. After this incredible contribution many authors e.g.(see [26, 27, 28, 42, 77,
110]) obtained many results on fixed points, coincidence points and common fixed
points for cone metric spaces by eliminating the assumption of normality.
In the following section we will recall some basic concepts associated with a cone
metric space.
Definition 2.4.6. [62] Suppose that E a real Banach space and P ⊆ E,. We denote
the zero element of E by θ. The subset P becomes a cone if and only if:
(i) P is closed, non-empty, and P 6= {θ},
(ii) a, b ∈ R, a, b ≥ 0, x, y ∈ P ⇒ ax+ by ∈ P ,
(iii) P ∩ (−P) = {θ}.
For a cone P ⊆ E, we consider a partial ordering 4 with respect to P by x 4 y if
and only if y − x ∈ P where x ≺ y stands for x 4 y and x 6= y, while x  y stands
for y − x ∈ intP . The cone P is solid if its interior is non-empty.
In the following we use P as a non-normal solid cone of a real Banach space E.
Definition 2.4.7. [62] For a non-empty set X, a cone metric is a function d′ : X ×
X → E which satisfies:
(i) θ  d′(u, v) for every u, v ∈ X, d′(u, v) = θ if and only if u = v;
(ii) d′(u, v) = d′(v, u) for every u, v ∈ X;
(iii) d′(u,w)  d′(u, v) + d′(v, w) for every u, v, w ∈ X.
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Then (X, d′) is a cone-metric space.
The base of the topology τd′ , generated by d
′, consists of the sets
Bc(y) = {x ∈ X : d′(x, y) c} for some c ∈ E with θ  c.
For x0 ∈ X and θ  r, we define a closed ball
B¯(x0, r) := {x ∈ X : d′(x0, x)  r},
in a cone metric space (X, d′). A set A ⊂ (X, d′) is called closed if t ∈ A, whenever
any sequence {xn} in A converges to t.
Definition 2.4.8. [62] For a cone metric space (X, d´), z ∈ X and a sequence {zq} in
X,
(i) If for every e ∈ E and θ  e there exists a q0 such that d′(zq, z)  e, for all
q ≥ q0 then {zq} converges to z, denoted by lim
q→∞
zq = z,
(ii) If for every e ∈ E and θ  e, an l0 exists for which d′(zq, zr) e for all q, r ≥ l0
then {zq} is a Cauchy sequence,
(iii) If all of the Cauchy sequences in X converge then (X, d′) is complete.
Remark 2.4.1. [71] The results related to fixed points and other results, in the case
of cone spaces with non-normal solid cones, cannot be proved by reducing to metric
spaces, because, in this case, the criteria of convergence and Cauchy convergence of
sequences is not the same as defined in Lemma 1-4, in [62]. Further, the vector cone
metric is not continuous in the general case; i.e., from xn → x, yn → y it need not
follow that d′(xn, yn)→ d′(x, y).
For a real Banach space E ordered with the solid cone P , the following axioms will
often be used in the sequel (for details see [71]);
(i) e  f and f  g imply e g.
(ii) e f and f  g imply e g.
(iii) e f and f  g imply e g.
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(iv) If θ  f  e for each e ∈ intP , then f = θ.
(v) If f  g + h, for each h ∈ intP , then f  g.
(vi) {em} be a sequence in E. If e ∈ intP and θ  em → θ (as m → ∞), then, for
all m ≥ m0, an element m0 exists in N for which em  e.
Cone metric spaces play a very important role in the generalization of a variety
of conventional results of metric fixed point theory. However, contractive inequalities
concerning rational expressions cannot be defined in cone metric spaces. In 2011,
Azam et al. [25] initiated the notion of complex valued metric spaces and ob-
tained sufficient conditions for the existence of common fixed points for a pair of map-
pings satisfying contractive type conditions involving rational expressions. For more
details on complex valued metric space we refer the reader to [1, 2, 88, 120, 127, 128].
In this section, the basic definitions and results related with complex valued metric
space are recalled.
Definition 2.4.9. For v1, v2 ∈ C, (C is the set of complex numbers) consider a
partial order - on C as:
v1 - v2 if and only if Re (v1) 6 Re (v2) , Im (v1) 6 Im (v2) .
It implies
v1 - v2
if at least one of the statements (a)-(d) hold:
(a) Re (v1) = Re (v2) , Im (v1) < Im (v2) ,
(b) Re (v1) < Re (v2) , Im (v1) = Im (v2) ,
(c) Re (v1) < Re (v2) , Im (v1) < Im (v2) ,
(d) Re (v1) = Re (v2) , Im (v1) = Im (v2) .
Note that v1  v2 if v1 6= v2 and one of (a), (b) and(c) is satisfied and v1 ≺ v2 if only
(c) is satisfied. Note that
0 - v1  v2implies |v1| < |v2| ,
v1  v2, v2 ≺ v3impliesv1 ≺ v3.
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Definition 2.4.10. [25] For a non-empty set X if a mapping
d∗ : X ×X → C
possesses:
(i) 0 - d∗(a, b), for all a, b ∈ X and d∗(a, b) = 0 if and only if a = b,
(ii) d∗(a, b) = d∗(b, a) for all a, b ∈ X,
(iii) d∗(a, b) - d∗(a, c) + d∗(c, b), for all a, b, c ∈ X.
Then d∗ is a complex valued metric on X, and (X, d∗) is a complex valued metric
space. An interior point of a set U ⊆ X is a point x ∈ X for which 0 ≺ k ∈ C exists
such that
B(x, k) = {y ∈ X : d∗(x, y) ≺ k} ⊆ U.
A limit point of U is a point a ∈ X for which,
B(a, k) ∩ (U r {a}) 6= φ
for every 0 ≺ k ∈ C. If interior of U is equal to the whole set U then U is open.
Moreover, a subset V ⊆ X is closed if each limit point of V is in V . The family
F ∗ = {B(x, r) : x ∈ X, 0 ≺ r}
is a sub-basis for a Hausdorff topology τ on X.
Definition 2.4.11. [25] A sequence zn in X is convergent if for each c ∈ C where
0 ≺ c , n0 ∈ N exists so that d∗(zn, z) ≺ c, for each n > n0, where z ∈ X. Then
z is the limit point of {zn} , denoted by limn→∞ zn = z, or zn −→ z, as n → ∞. A
sequence {zn} is Cauchy sequence if for every e ∈ C, where 0 ≺ e , n0 ∈ N exists for
which d∗(zn, zn+m) ≺ e, for all n > n0, where m ∈ N. If every Cauchy sequence is
convergent in (X, d∗), then (X, d∗) is called a complete complex valued metric space.
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Chapter 3
Fixed Points and Coincidence
Points of Fuzzy Mappings
3.1 Introduction
In 1886, Poincare´ started working in the area of fixed point theory. In 1912,
Brouwer proved a fixed point theorem in topology but in that theorem no iterative
procedure for calculation of a fixed point was introduced. Meanwhile, in 1922, Ba-
nach presented the very famous fixed point theorem, called the Banach contraction
principle, in which Banach calculated the fixed point by using iteration. This theo-
rem brought a great revolution to the field of fixed point theory. Since then several
generalizations and improvements of this theorem have been obtained. For a com-
plete survey of this subject we refer the readers to [87, 99, 100, 104, 105, 118, 119].
Jungck [72] generalized the Banach contraction principle by defining a contractive
condition for a pair of commuting mappings. In [73, 74], Jungck also highlighted the
importance of commuting mappings for generalizing fixed point theorems. Later a
large number of extensions, generalizations and applications of this were proved, see
[10, 38, 39, 43, 57, 65, 69, 79, 96].
In 1969, Nadler [100] generalized the concept of contraction mappings to mul-
tivalued mappings. In his paper, Nadler established two fixed point theorems for
multivalued mappings. First he proved that a multivalued contractive mapping of a
complete metric space X into CB(X) has a fixed point. Second he also showed that
every (ε, λ)−uniformly locally contractive mapping of an ε−chainable metric space
X into the family of compact subsets of X has a fixed point. Further addition to his
work was done by Aubin and Siegel [20], Beg and Azam [33], Hu [60], Hussain and
Tarafdar [67], Itoh and Takahashi [70], Kaneko [80], Massa [95], Rhoades [118] and
many others.
In 1972, Reich [114] proved that, for a complete metric space (X, d) and a mapping
T : X → K(X), where K(X) is the category of non-empty compact subsets of X,
satisfying
H(Tu, Tv) < k(d(u, v))d(u, v) for every u, v ∈ X where u 6= v,
where k : (0,∞) → [0, 1) possesses limsupr→t+k(r) < 1 for each t ∈ (0,∞), then T
has a fixed point. In [115], Reich posed the question as to whether T would have any
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fixed point if K(X) were replaced by CB(X). Mizoguchi and Takahashi [97] replied to
that question by considering the hypothesis ”limsupr→t+k(r) < 1 for each t ∈ [0,∞)”.
According to Suzuki [130], this theorem is a real generalization of the Nadler theorem.
In 1981, Heilpern [58] initiated the concept of fuzzy mappings and established a
fixed point result in a complete metric linear space, which generalized the Banach
contraction principle. Subsequently, several authors e.g., (see [12, 22, 23, 35, 93, 103,
129]), contributed valuably to the theory of fixed point theorems for fuzzy mappings.
3.2 Some Inclusion Results
Some important results are included in the following section.
Lemma 3.2.1. [17] For a metric space (X, d), suppose that {An} is a sequence of
sets in CB(X) with limn−→∞H(An, A) = 0 for each A ∈ CB(X). If yn ∈ An (n =
1, 2, 3, ...) and d(yn, y) approaches 0, then y ∈ A.
Lemma 3.2.2. [100] For a metric space (X, d), A,B ∈ CB(X), τ > 0 and for each
a ∈ A, a b ∈ B exists for which d(a, b) ≤ H(A,B) + τ.
Lemma 3.2.3. [61] For a metric space (X, d) if A,B ∈ CB(X) with H(A,B) < ε,
then, for every a ∈ A, an element b ∈ B exists for which d(a, b) < ε.
Lemma 3.2.4. [12, 93] For a complete metric linear space (X, d) , T : X −→
W (X) and xo ∈ X there exists an x1 ∈ X such that {x1} ⊂ T (xo).
Heilpern [58] introduced a contraction theorem for fuzzy mappings which is an
analogue of the Banach contraction principle for single valued mappings and Nadler
[100] contraction theorem for multivalued mappings.
Theorem 3.2.1. [58] For a complete metric linear space (X, d) and a fuzzy mapping
P from X to W (X) satisfying the following condition:
q ∈ (0, 1) exists for which
d∞ (P (u) , P (v)) ≤ qd (u, v) ,
for each u, v ∈ X. Then a u∗ ∈ X exists for which {u∗} ⊂ P (u∗) .
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3.3 Fuzzy Coincidence Theorems
In this section Theorem 3.3.1 proves that a coincidence point for a pair of fuzzy
mappings satisfying a Jungck type contraction in a metric space exists. This theorem
generalizes Heilpern’s fuzzy contraction theorem [58].
In Theorem 3.3.2 a coincidence point for a pair of multivalued mappings is ob-
tained which is an improvement of the Nadler fixed point theorem. Theorem 3.3.3
is an application of Theorem 3.3.1 which involves the completeness property of the
function space (C [a, b] ,R) to establish a solution existence criteria for a special cat-
egory of nonlinear integral equations. In theorems 3.3.4 and 3.3.5 coincidence points
are obtained for fuzzy mappings by using the MT-function. Example 3.3.5 is an ap-
plication of a fuzzy coincidence result (Theorem 3.3.4). Most of the contents of this
section are contained in [29].
Theorem 3.3.1. For a non-empty set X, a metric space (Y, d) and T, F : X →
F (Y ) suppose, for each x ∈ X, that there exist αT (x) , αF (x) ∈ (0, 1] such
that [Tx]αT (x) , [Fx]αF (x) ∈ CB(Y ),
⋃
x∈X
[Tx]αT (x) ⊆
⋃
x∈X
[Fx]αF (x) and either
⋃
x∈X
[Tx]αT (x) or
⋃
x∈X
[Fx]αF (x)
is complete. If λ ∈ [0, 1) exists so that, for all x, y ∈ X,
H([Tx]αT (x) , [Ty]αT (y)) ≤ λd([Fx]αF (x) , [Fy]αF (y)), (3.3.1)
then a point u ∈ X exists for which [Tu]αT (u) ∩ [Fu]αF (u) 6= φ.
Proof. Let xo in X be arbitrary and fixed. Now construct sequences {xn} ⊂ X and
{yn} ⊂
⋃
x∈X
[Fx]αF (x) . Let y1 ∈ [Tx0]αT (x0) . Since
⋃
x∈X
[Tx]αT (x) ⊆
⋃
x∈X
[Fx]αF (x) , we
can choose an x1 ∈ X so that y1 ∈ [Fx1]αF (x1) , which implies that
[Tx0]αT (x0) ∩ [Fx1]αF (x1) 6= φ.
If λ = 0, then by hypothesis [Tx0]αT (x0) = [Tx1]αT (x1) . Thus
y1 ∈ [Tx1]αT (x1) ∩ [Fx1]αF (x1) ,
which means that x1 is the required point. Therefore we may assume that λ 6= 0. If
d([Fx0]αF (x0) , [Fx1]αF (x1)) = 0,
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then, by the same argument, the conclusion is achieved. Now, if
d([Fx0]αF (x0) , [Fx1]αF (x1)) 6= 0,
then, using inequality 3.3.1, we have
H([Tx0]αT (x0) , [Tx1]αT (x1)) ≤ λd([Fx0]αF (x0) , [Fx1]αF (x1))
<
√
λd([Fx0]αF (x0) , [Fx1]αF (x1)).
By Lemma 3.2.2 we may select y2 ∈ [Tx1]αT (x1) so that
d(y1, y2) <
√
λd([Fx0]αF (x0) , [Fx1]αF (x1)).
For y2 ∈ [Tx1]αT (x1) , and the fact that
⋃
x∈X
[Tx]αT (x) ⊆
⋃
x∈X
[Fx]αF (x), we obtain an
x2 ∈ X such that y2 ∈ [Fx2]αF (x2) . If
d([Fx1]αF (x1) , [Fx2]αF (x2)) = 0,
then, by the same argument, the conclusion is obtained. If
d([Fx1]αF (x1) , [Fx2]αF (x2)) 6= 0,
then, again by Lemma 3.2.2, we have a y3 ∈ [Tx2]αT (x2) such that
d(y2, y3) <
√
λd([Fx1]αF (x1) , [Fx2]αF (x2)).
Continuing this way, having chosen xn ∈ X, yn ∈ [Txn−1]αT (xn−1)∩ [Fxn]αF (xn) we get
xn+1 ∈ X, yn+1 ∈ [Txn]αT (xn) ∩ [Fxn+1]αF (xn+1)
such that
d(yn, yn+1) <
√
λd([Fxn−1]αF (xn−1) , [Fxn]αF (xn))
<
√
λd(yn−1, yn) < λd(yn−2, yn−1) < · · · < λn2 d(y0, y1).
For n < m,
d(yn, ym) ≤ d(yn, yn+1) + d(yn+1, yn+2) + · · ·+ d(ym−1, ym)
≤ [λn2 + λn+12 + · · ·+ λm−12 ]d(y0, y1)
≤ λn2 [1 + λ 12 + λ+ · · ·+ λm−n−12 ]d(y0, y1)
≤ λn2
(
1
1− λ 12
)
d(y0, y1).
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As m,n approach∞, d(yn, ym) approaches 0. Hence {yn} becomes a Cauchy sequence
in
⋃
x∈X
[Fx]αF (x) . So, an element z ∈
⋃
x∈X
[Fx]αF (x) exists for which yn −→ z (this can
also be proved if
⋃
x∈X
[Tx]αT (x) is complete with z ∈
⋃
x∈X
[Tx]αT (x) ⊆
⋃
x∈X
[Fx]αF (x)). It
further implies that z ∈ [Fw]αT (w) for some w ∈ X. Now,
d(z, [Tw]αT (w)) ≤ d(z, yn) + d(yn, [Tw]αT (w))
≤ d(z, yn) +H([Txn−1]αT (xn−1) , [Tw]αT (w))
≤ d(z, yn) + λd([Fxn−1]αF (xn−1) , [Fw]αF (w))
< d(z, yn) + d(yn−1, z).
Letting n −→∞, we have d(z, [Tw]α) = 0. It follows that z ∈ [Tw]α . Hence [Tw]α ∩
[Fw]α 6= φ.
Example 3.3.1. Let Y = X = [0,∞) , d be the usual distance in X and γ, δ ∈
(0, 1] . Define mappings A,B : (0,∞)→ F (Y ) as follows:
A(u)(t) =

γ if 0 ≤ t ≤ 2u
γ
2
if 2u < t ≤ 3u
γ
3
if 3u < t ≤ 4u
0 if 4u < t <∞,
B(u)(t) =

δ, if t = 3u
δ
2
, if t = 4u
δ
3
, if t = 5u
0. otherwise
Now define T , F : X −→ F (Y ) as follows:
T (u) =
{
χ{0} u = 0
A(u) u 6= 0
F (u) =
{
χ{0} u = 0
B(u) u 6= 0,
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If αT (u) = γ, αF (u) = δ, then
[Tu]αT (u) =
{
{0} u = 0
[0, 2u] u 6= 0,
[Fu]αF (u) =
{
{0} u = 0
{3u} u 6= 0
and ⋃
u∈X
[Tu]αT (u) = [0,∞) =
⋃
u∈X
[Fu]αF (u) .
Then for λ = 2
3
, all of the hypotheses of Theorem 3.3.1 are fulfilled to obtain [T0]αT (0)∩
[F0]αF (0) 6= φ.
The following example shows that the condition⋃
z∈X
[Tz]αT (z) ⊆
⋃
z∈X
[Fz]αF (z)
is necessary in Theorem 3.3.1.
Example 3.3.2. Let Y = X = [0,∞) and d be the usual distance in X. Define
T (x) = χ[0,ex],
F (x) = χ{ex+1}.
Then ⋃
x∈X
[Tx]αT (x) = [0,∞) * [e,∞) =
⋃
x∈X
[Fx]αF (x)
and all of the other assumptions of Theorem 3.3.1 are satisfied for λ = 1
e
, αT (x) =
αF (x) = 1, but
[Tx]αT (x) ∩ [Fx]αF (x) = φ for all x ∈ X.
Corollary 3.3.1. [60] For a complete metric space (X, d) and J : X → W (X) if, for
all x, y ∈ X, a real number β ∈ [0, 1) exists for which
d∞(J(x), J(y)) ≤ βd(x, y),
then a u ∈ X exists for which χ{u} ⊂ J(u).
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Proof. Define a fuzzy mapping F : X → W (X) as F (x) = χ{x} then⋃
x∈X
[Fx]1 =
⋃
x∈X
{
t ∈ X : χ{x} (t) = 1
}
=
⋃
x∈X
{x} = X ⊇
⋃
x∈X
[Jx]1
and
d([Fx]1 , [Fy]1) = d(x, y).
Let x in X be arbitrary and fixed. By 3.2.4, there exists a point y ∈ X such that
χ{y} ⊂ J(x), which shows that y ∈ [Jx]1 . Thus [Jx]1 is a non-empty compact (and
hence closed, bounded) subset of X for each x ∈ X. Now, by assumptions,
H([Jx]1 , [Jy]1) ≤ d∞(J(x), J(y))
≤ λd(x, y)
= λd([Fx]1 , [Fy]1)
Then all of the hypotheses of Theorem 3.3.1 are satisfied for αJ (x) = αF (x) = 1 and
X = Y. Hence a point u ∈ X exists for which [Ju]1 ∩ [Fu]1 6= φ. It further implies
that χ{u} ⊂ J(u).
In the following result we obtain coincidence points of a pair of multivalued map-
pings, which is an improvement of Nadler’s ([100]) theorem and many of its subsequent
generalizations ( e.g. see [33, 60, 79]).
Theorem 3.3.2. For a non-empty set X and a metric space (Y, d), let T, F : X →
CB(Y ) be two multivalued mappings for which T (X) ⊆ F (X) and T (X) or F (X) is
complete. If for all x, y ∈ X , a λ ∈ [0, 1) exists for which
H(Tx, Ty) ≤ λd(Fx, Fy),
then there exists a point w ∈ X for which T (w) ∩ F (w) 6= φ.
Proof. Consider two fuzzy mappings U, V : X → F (Y ) defined by
U(x) = χTx, V (x) = χFx.
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Then for αU (x) , αV (x) ∈ (0, 1]
[Ux]αU (x) = {t : U(x)(t) ≥ αU (x)}
= {t : χTx(t) ≥ αU (x)}
= {t : χTx(t) = 1}
= {t : t ∈ Tx} = Tx, [V x]αV (x) = Fx
and ⋃
x∈X
[Ux]αU (x) =
⋃
x∈X
{t : U(x)(t) ≥ αU (x)}
=
⋃
x∈X
{t : t ∈ Tx}
= T (X) ⊆ F (X) =
⋃
x∈X
[V x]αV (x) .
Since H([Ux]αU (x) , [V y]αV (y)) = H(Tx, Ty) and d([Fx]αF (x) , [Fy]αF (y)) = d(Fx, Fy),
and Theorem 3.3.1 can be applied to obtain a point w ∈ X such that T (w)∩F (w) 6=
φ.
Theorem 3.3.3. Let J : [a, b] × R → R, f : R → R be continuous mappings and
ξ ∈ R. Suppose that, for every x ∈ (C [a, b] ,R) , a y ∈ (C [a, b] ,R) exists for
which (f ◦ y) (t) = ξ+∫ t
a
[J(s, x(s)] ds and {f ◦ x : x ∈ (C [a, b] ,R)} is closed. If there
exists a K < 1
b−a such that, for every x, y ∈ R, t ∈ [a, b]
|J (t, x)− J (t, y)| ≤ K |fx− fy| , (3.3.2)
then the integral equation
f (x (t)) = ξ +
∫ t
a
[J(s, x(s)] ds (3.3.3)
has a solution in (C [a, b] ,R).
Proof. Let Y = Z = (C [a, b] ,R) and ϕ, ψ : Z → (0, 1] be two arbitrary mappings.
Assume that, for x ∈ Z,
ωx (t) = ξ +
∫ t
a
[J(s, x(s)] ds, for all t ∈ [a, b] .
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Define two fuzzy mappings T, F : X → F (X) as follows:
T (x) (g) =
{
ϕ (x) if g (t) = ωx (t) for each t ∈ [a, b]
0 otherwise,
F (x) (g) =
{
ψ (x) if g (t) = f (x (t)) for each t ∈ [a, b]
0 otherwise.
Take αT (x) = ϕ (x) , αF (x) = ψ (x) . Then⋃
x∈X
[Fx]αF (x) =
⋃
x∈X
{g ∈ X : (Fx) (g) = ψ (x)}
=
⋃
x∈X
{f ◦ x : x ∈ X} .
It follows that
⋃
x∈X
[Fx]αF (x) is complete. Moreover, for g ∈
⋃
x∈X
[Tx]αT (x) , we obtain
an x ∈ X such that T (x) (g) = αT (x) . Then
g (t) = ωx (t) for all t ∈ [a, b] ,
then a y ∈ X exists for which g = f ◦ y. Hence⋃
x∈X
[Tx]αT (x) =
⋃
x∈X
{ωx} ⊆
⋃
x∈X
[Fx]αF (x) .
Moreover, we obtain
H([Tx]αT (x) , [Ty]αT (y)) = maxt∈[a,b]
|ωx (t)− ωy (t)| ,
and
d([Fx]αF (x) , [Fy]αF (y)) = maxt∈[a,b]
|f (x (t))− f (y (t))| .
By assumptions, we have
|ωx (t)− ωy (t)| =
∣∣∣∣∫ t
a
[J(s, x(s)] ds−
∫ t
a
[J(s, y(s)] ds
∣∣∣∣
≤
∫ t
a
|J(s, x(s))− J(s, y(s))| ds
≤
∫ t
a
K |f (x (s))− f (y (s))| ds
≤ K
(
sup
t∈[a,b]
|(Fx) (t)− (Fy) (t)|
)∣∣∣∣∫ t
a
ds
∣∣∣∣
≤ K (b− a) d([Fx]αF (x) , [Fy]αF (y)),
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which implies that
H([Tx]αT (x) , [Ty]αT (y)) ≤ K (b− a) d([Fx]αF (x) , [Fy]αF (y))
Hence, for λ = K (b− a) , all of the hypothesis of Theorem 3.3.1 are fulfilled to
obtain a continuous function u : [a, b] → R for which [Tu]αT (u) ∩ [Fu]αF (u) 6= φ.
Hence, f ◦ u = ωu and u will be a solution of the integral equation 3.3.3.
Example 3.3.3. The integral equation:
x5 (t) = β5 +
∫ t
0
[
x5(s) + s
]
sds, t ∈ [0, b] , b < 1 (3.3.4)
arises from:
d
dh
x (h) =
(
x (h) +
h
x4 (h)
)
h
5
, h ∈ [0, b] , x (0) = β. (3.3.5)
Note that, for all t ∈ [0, b] ,∣∣[x5 + t] t− [y5 + t] t∣∣ = |t| ∣∣x5 − y5∣∣
≤ b ∣∣x5 − y5∣∣ .
Let X = (C [0, b] ,R). Then, all of the conditions of Theorem 3.3.3 are satisfied (for
K = 1, a = 0). In the following we approximate the value of u by constructing the
iterative sequences:
xn+1 ∈ (C [0, b] ,R) , yn+1 ∈ [Txn]αT (xn) ∩ [Fxn+1]αF (xn+1) ,
in connection with the fuzzy mappings T, F : X → F (X) defined by
T (x) (g) =
{
αT if g (t) = ωx (t) for all t ∈ [0, b]
0 otherwise,
F (x) (g) =
{
αF if g (t) = x
5 (t) for all t ∈ [0, b]
0 otherwise,
where, αT , αF ∈ (0, 1] and
ωx (t) = β
5 +
∫ t
0
[
x5 (s) + s
]
sds, for all t ∈ [0, b] .
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Note that
[Tx]αT = {g ∈ X : T (x) (g) = αT} = {ωx} ,
[Fx]αT = {g ∈ X : F (x) (g) = αF} =
{
x5
}
.
Let x0 : [0, b]→ R be defined by x0 (t) = 0 for all t ∈ [0, b] . Then
[Tx0]αT ∩ [Fx1]αF = {ωx0} .
Thus y1 = ωx0 , where,
ωx0 (t) = β
5 +
∫ t
0
[0 + s] sds = β5 +
t3
3
and x1 (t) =
5
√
β5 +
t3
3
Now
y2 = ωx1 ∈ [Tx1]αT ∩ [Fx2]αF ,
where,
ωx1 (t) = β
5 +
∫ t
0
[
β5 +
s3
3
+ s
]
sds = β5 +
∫ t
0
[
β5s+ s2 +
s4
3
]
ds
= β5 + β5
t2
2
+
t
3
3
+
t5
3.5
,
and
x2 (t) =
5
√
β5 + β5
t2
2
+
t
3
3
+
t5
3.5
.
Similarly,
y3 = ωx2 (t) = β
5 +
∫ t
0
[
β5 + β5
s2
2
+
s
3
3
+
s5
3.5
+ s
]
sds
= β5 + β5
t2
2
+ β5
t4
2.4
+
t3
3
+
t5
5.3
+
t7
7.5.3
,
and x3 (t) =
(
β5 + β5 t
2
2
+ β5 t
4
2.4
+ t
3
3
+ t
5
5.3
+ t
7
7.5.3
) 1
5
. It follows that
lim
n→∞
yn =
(
β5 + β5
∞∑
l=1
t2l
(2l) (2l − 2) · · · 2 +
∞∑
l=1
t2l+1
(2l + 1) (2l − 1) · · · 3
)
∈ [Tu]α∩[Fu]α .
Hence
u (t) =
(
β5 + β5
∞∑
l=1
t2l
(2l) (2l − 2) · · · 2 +
∞∑
l=1
t2l+1
(2l + 1) (2l − 1) · · · 3
) 1
5
is a solution of integral equation 3.3.4 and initial value problem 3.3.5.
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In the proof of Theorem 3.3.1 the Hausdorff distance function has been used
on different α -level sets of the fuzzy sets Tx and Ty. In the following theorem a
generalized contractive condition is used in connection with Dα distance on the same
α -level sets of Tx and Ty.
Theorem 3.3.4. For a non-empty set X, a metric space (Y, d) let T, F : X →
F(Y ) be two fuzzy mappings, α ∈ (0, 1] such that, for each x ∈ X, [Tx]α , [Fx]α ∈
CB(Y ), ⋃
x∈X
[Tx]α ⊆
⋃
x∈X
[Fx]α , and either
⋃
x∈X
[Fx]α or
⋃
x∈X
[Tx]α is complete. If an
MT function ϕ : [0,∞) −→ [0, 1) exists for which
Dα(Tx, Ty) ≤ ϕ(Pα(Fx, Fy))Pα(Fx, Fy), (3.3.6)
for every x, y ∈ X, then a point w ∈ X exists so that [Tw]α ∩ [Fw]α 6= φ.
Proof. Let xo in X be arbitrary and fixed. We shall construct sequences {xn}, {yn}
of points in X and
⋃
x∈X
[Fx]α respectively. Let y1 ∈ [Tx0]α. Using the fact that⋃
x∈X
[Tx]α ⊆
⋃
x∈X
[Fx]α we may choose an x1 ∈ X such that y1 ∈ [Fx1]α and
[Tx0]α ∩ [Fx1]α 6= φ.
If
ϕ(Pα(Fx0, Fx1))Pα(Fx0, Fx1) = 0,
then by assumptions, [Tx0]α = [Tx1]α, which implies that
y1 ∈ [Tx1]α ∩ [Fx1]α ,
and the conclusion is obtained. If
ϕ(Pα(Fx0, Fx1))Pα(Fx0, Fx1) 6= 0,
then
Pα(Fxo, Fx1) 6= 0, ϕ(Pα(Fxo, Fx1)) 6= 0.
Since ϕ is an MT-function such that 0 ≤ ϕ (t) < 1 for all t ∈ [0,∞) [45], using
inequality 3.3.6 and the fact that
0 < ϕ(Pα(Fx0, Fx1)) <
√
ϕ(Pα(Fx0, Fx1)) < 1,
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we have
Dα(Tx0, Tx1) ≤ ϕ(Pα(Fx0, Fx1))Pα(Fx0, Fx1)
<
√
ϕ(Pα(Fx0, Fx1))Pα(Fx0, Fx1).
Then by Lemma 3.2.2, we can select a y2 ∈ [Tx1]α for which
d(y1, y2) <
√
ϕ(Pα(Fx0, Fx1))Pα(Fx0, Fx1).
For this y2 ∈ [Tx1]α , we may use the fact that
⋃
x∈X
[Tx]α ⊆
⋃
x∈X
[Fx]α to obtain an
x2 ∈ X such that y2 ∈ [Fx2]α . If
ϕ(Pα(Fx1, Fx2))Pα(Fx1, Fx2) = 0,
then, by a similar argument, the conclusion is obtained. If
ϕ(Pα(Fx1, Fx2))Pα(Fx1, Fx2) 6= 0,
then inequality 3.3.6 implies that
Dα(Tx1, Tx2) ≤ ϕ(Pα(Fx1, Fx2))Pα(Fx1, Fx2)
<
√
ϕ(Pα(Fx1, Fx2))Pα(Fx1, Fx2).
Again by Lemma 3.2.2, we can choose a y3 ∈ [Tx2]α such that
d(y2, y3) <
√
ϕ(Pα(Fx1, Fx2))Pα(Fx1, Fx2).
Continuing this process, having chosen xn ∈ X, yn ∈ [Txn−1]α ∩ [Fxn]α we obtain
xn+1 ∈ X, yn+1 ∈ [Txn]α ∩ [Fxn+1]α such that
d(yn, yn+1) <
√
ϕ(Pα(Fxn−1, Fxn))Pα(Fxn−1, Fxn)
<
√
ϕ(d(yn−1, yn))d(yn−1, yn)
< d(yn−1, yn) .
It follows that the sequence {d(yn, yn+1) : n ≥ 0} is a decreasing sequence of non-
negative real values and therefore converges to its greatest lower bound which we
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denote by q. Using Proposition 2.2.1, for q ≥ 0 we can find δ(q) > 0, λq < 1, such
that, q ≤ r ≤ δ(q) + q implies that ϕ(r) < λq, and a natural number M exists for
which, q ≤ d(yn, yn+1) ≤ δ(q) + q, whenever n > M . Hence
ϕ(d(yn, yn+1)) < λq, whenever n > M.
Then for n = 1, 2, 3 · · · ,
d(yn, yn+1) <
[
max
{
M
max
n=1
ϕ(d(yn−1, yn)), λq
}] 1
2
d(yn−1, yn)
<
[
max
{
M
max
n=1
ϕ(d(yn−1, yn)), λq
}]
d(yn−2, yn−1)
<
[
max
{
M
max
n=1
ϕ(d(yn−1, yn)), λq
}]n
2
d(y0, y1).
Put max
{
maxMn=1 ϕ(d(yn−1, yn)), λq
}
= Ω. Then Ω < 1,
d(yn, yn+1) < Ω
n
2 d(y0, y1), for all n,
and
d(yk, yk+m) ≤
m∑
i=1
d(yk+i−1, yk+i)
≤ d(yk, yk+1) + d(yk+1, yk+2) + · · ·+ d(yk+m−1, yk+m)
≤ (Ω k2 + Ω k+12 + · · ·+ Ω k+m−12 )d(y0, y1)
≤ ( Ω
k
2
1− Ω 12 )d(y0, y1)→ 0 as k →∞ (since 0 < Ω < 1).
Hence {yn } is a Cauchy sequence in
⋃
x∈X
[Fx]α , so the existence of an element z ∈⋃
x∈X
[Fx]α is ensured for which yn −→ z. It also ensures that z ∈ [Fw]α for some
w ∈ X. Now
d(z, [Tw]α) ≤ d(z, yn) + d(yn, [Tw]α)
≤ d(z, yn) +H([Txn−1]α , [Tw]α)
≤ d(z, yn) +Dα(Txn−1, Tw)
≤ d(z, yn) + ϕ(Pα(Fxn−1, Fw))Pα(Fxn−1, Fw)
< d(z, yn) + Pα(Fxn−1, Fw)
< d(z, yn) + d(yn−1, z).
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Considering n −→ ∞, we have d(z, [Tw]α) = 0. It follows that z ∈ [Tw]α . Hence
[Tw]α ∩ [Fw]α 6= φ. On the other hand, if
⋃
x∈X
[Tx]α is complete, the condition⋃
x∈X
[Tx]α ⊆
⋃
x∈X
[Fx]α ensures the existence of an element z
∗ ∈ ⋃
x∈X
[Fx]α for which
yn −→ z∗, and the proof is similar to the previous case.
Example 3.3.4. Let Y = X = [0,∞) and d be the usual distance. Define a pair of
mappings A,B : (0,∞)→ F(Y ) as follow:
A(u)(t) =

1, 0 ≤ t ≤ u
1
2
, u < t ≤ 2u
1
3
, 2u < t ≤ 3u
0, 3u < t <∞,
B(u)(t) =

1, t = 2u
1
2
, t = 3u
1
3
, t = 4u
0, otherwise.
Now define T , F : X −→ F(Y ) as follows
Tu =
{
χ{0} u = 0
A(u) u 6= 0
,
Fu =
{
χ{0} u = 0
B(u) u 6= 0,
.
Note that
[Tu]1 =
{
{0} u = 0
[0, u] u 6= 0
,
[Fu]1 =
{
{0} u = 0
{2u} u 6= 0
,
and ⋃
u∈X
[Tu]1 = [0,∞) =
⋃
u∈X
[Fu]1 .
Then for α = 1 and ϕ(t) = 1
2
, all of the hypotheses of the above theorem are satisfied
to obtain [T0]1 ∩ [F0]1 6= φ.
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In the following we obtain a coincidence point for two approximate quantity valued
fuzzy mappings on a metric linear space.
Theorem 3.3.5. For a non-empty set X and a metric linear space (Y, d) let T, F :
X → W (Y ) be two fuzzy mappings so that for each x ∈ X, ⋃
x∈X
[Tx]1 ⊆
⋃
x∈X
[Fx]1 and⋃
x∈X
[Fx]1 or
⋃
x∈X
[Tx]1 is complete. If there exists an MT function ϕ : [0,∞) −→ [0, 1)
such that for every x, y ∈ X,
D(Tx, Ty) ≤ ϕ(P1(Fx, Fy))P1(Fx, Fy). (3.3.7)
Then there exist points w, z ∈ X such that χ{z} ⊂ Tw, χ{z} ⊂ Fw.
Proof. Let x in X be arbitrary and fixed. By 3.2.4 a point x1 ∈ X exists for which
χ{x1} ⊂ Tx, which implies that x1 ∈ [Tx]1 . Thus [Tx]1 is a non-empty compact
(hence closed and bounded ) subset of X for each x ∈ X. Now
D1(Tx, Ty) ≤ D(Tx, Ty)
≤ ϕ(P1(Fx, Fy))P1(Fx, Fy).
Then all of the hypotheses of Theorem 3.3.4 are fulfilled for α = 1, and we can find a
w ∈ X such that [Tw]1 ∩ [Fw]1 6= φ. It further implies the existence of a point z ∈ X
for which
χ{z} ⊂ T (w), χ{z} ⊂ F (w).
Considering a fuzzy mapping F : X → W (X) as F (x) = χ{x} and an MT function
ϕ : [0,∞) −→ [0, 1) as ϕ(t) = k we get Heilpern’s result [58] as a special case of the
above result whenever Y = X.
In support of Theorem 3.3.4 we furnish the following example to approximate the
explicit form of a nontrivial implicit function.
Example 3.3.5. Consider the nontrivial implicit function E : R× [−1
9
, 1
9
] −→ R of
two variables defined by
E (x, t) = t+ sin 8x2t− x2.
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To approximate its explicit form x = E∗ (t) define G : R × [−1
9
, 1
9
] −→ R and f :
R −→ R as follows:
G (x, t) = t+ sin 8x2t+ 4x2 − 5, and f (x (t)) = 5(x2 − 1), where t ∈
[−1
9
,
1
9
]
.
Let Y = X =
(
C
[−1
9
, 1
9
]
,R
)
. Define fuzzy mappings T, F : X → F (X) by
T (x) (g) =
{
α if g (t) = ωx (t) for all t ∈
[−1
9
, 1
9
]
0 otherwise,
F (x) (g) =
{
α if g (t) = f (x (t)) for all t ∈ [−1
9
, 1
9
]
0 otherwise,
where α ∈ (0, 1] and
ωx (t) = t+ sin 8x
2t+ 4x2 − 5, for all t ∈
[−1
9
,
1
9
]
.
Note that
[Tx]α = {g ∈ X : T (x) (g) = α} = {ωx} ,
[Fx]α = {g ∈ X : F (x) (g) = α} =
{
5(x2 − 1)} .
It follows that
⋃
x∈X
[Fx]α (x) is complete. Moreover, for g ∈
⋃
x∈X
[Tx]α , we obtain an
x ∈ X such that T (x) (g) = α. Then ωx (t) = f ◦ y.
Hence ⋃
x∈X
[Tx]α =
⋃
x∈X
{ωx} ⊆
⋃
x∈X
[Fx]α .
Moreover, we obtain
Dα(Tx, Ty) = max
t∈[−19 , 19 ]
|ωx (t)− ωy (t)| ,
and
Pα(Fx, Fy) = max
t∈[−19 , 19 ]
|f (x (t))− f (y (t))| .
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Consider, for all x, y ∈ (C [−1
9
, 1
9
]
,R
)
and t ∈ [−1
9
, 1
9
]
,
|G (x, t)−G (y, t)| = ∣∣(sin 8x2t− sin 8y2t)+ 4 (x2 − y2)∣∣
≤ ∣∣sin 8x2t− sin 8y2t∣∣+ 4 ∣∣x2 − y2∣∣
≤
∣∣∣∣−2 cos(8x2t+ 8y2t2
)
sin
(
8x2t− 8y2t
2
)∣∣∣∣+ 4 ∣∣x2 − y2∣∣
≤ 2
∣∣∣∣sin(8x2t− 8y2t2
)∣∣∣∣+ 4 ∣∣x2 − y2∣∣
≤ ∣∣8x2 − 8y2∣∣ |t|+ 4 ∣∣x2 − y2∣∣
≤
(
8 |t|+ 4
5
) ∣∣(5x2 − 5)− (5y2 − 5)∣∣
< k |fx− fy| where k < 1.
Let ϕ : [0,∞) −→ [0, 1) be defined by ϕ (r) = k, for all r ∈ [0,∞). Then for ϕ (r) = 44
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all of the hypothesis of Theorem 3.3.4 are satisfied. In the following we approximate
the value of a continuous function u : [a, b] → R for which [Tu]α ∩ [Fu]α 6= φ; that
is, f ◦ u = ωu, and u will be a solution of the equation E (u, t) = 0, by constructing
the iterative sequences:
xn+1 ∈
(
C
[−1
9
,
1
9
]
,R
)
, yn+1 ∈ [Txn]α ∩ [Fxn+1]α .
Let x0 :
[−1
9
, 1
9
]→ R be defined as x0 (w) = 0 for every w ∈ [−19 , 19] . Then
[Tx0]α ∩ [Fx1]α = {ωx0} ,
where
ωx0 (t) = t+ sin 8x
2
0t+ 4x
2
0 − 5 = t− 5 and x1 (t) =
√
t
5
.
Thus y1 = ωx0 .
Now
y2 = ωx1 ∈ [Tx1]α ∩ [Fx2]α ,
where
ωx1 (t) = t+ sin 8x
2
1t+ 4x
2
1 − 5 = sin
(
8t2
5
)
+
9t
5
− 5,
and
x2 (t) =
√
1
5
(
sin
(
8t2
5
)
+
9t
5
)
,
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y3 = ωx2 (t) = t+ sin 8x
2
2t+ 4x
2
2 − 5
= sin
(
8t
5
(
sin
(
8t2
5
)
+
9t
5
))
+
4
5
sin
(
8t2
5
)
+
61t
25
− 5.
Similarly,
x3 (t) =
√
1
5
[
sin{8t
5
sin
(
8t2
5
)
+
9t
5
}+ 4
5
sin
(
8t2
5
)
+
61t
25
]
.
For t ∈ [−1
9
, 1
9
]
, it follows that E (xn (t) , t) → 0. It is noticed that, x3 (t) is the
required approximate explicit form of E (x, t) = 0 accurate to two decimal places.
3.4 Fixed Point Theorems
Jungck [73] improved the Banach principle by introducing the concept of com-
muting mappings. Afterwards Sessa [124] made the generalization of the concept of
commuting mappings by defining the notion of weakly commuting mappings. Obvi-
ously commuting mappings become weakly commuting but the converse is not always
true (see [124]). Subsequently, many authors obtained wonderful fixed point results by
using this concept. Jungck [73, 74] and Pant [102] introduced the less restrictive con-
cepts of compatible mappings and R-weakly commuting mappings, respectively. Later
it was been noticed that compatible mappings and R-weakly commuting mappings
commute at their coincidence points. Jungck and Rhoades [76] then defined a pair of
self-mappings to be weakly compatible if they commute at their coincidence points.
Beg and Azam [33] (see also [40, 79]) extended the idea of compatible mappings to
multivalued mappings and studied coincidence points and common fixed points of a
multivalued mapping T : X −→ CB(X) and a self mapping f : X −→ X. The aim
of the present section is to bring out the thrust of similar assumptions for a fuzzy
mapping T : X −→ F(X) and a self mapping f : X −→ X.
In this section, the notions of α-commuting and α-weakly compatible mappings are
introduced. Theorem 3.4.1 proves the existence of a cluster point for two α-weakly
compatible mappings T : X −→ F(X) and f : X −→ X satisfying a contractive
condition by using an MT-function.
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Definition 3.4.1. Let (X, d) be a metric space and α ∈ (0, 1]. For mappings T :
X −→ F(X) and f : X −→ X, we consider the sets [Tfx]α, f [Tx]α as follows:
[Tfx]α = {t ∈ X : T (fx)(t) ≥ α},
f [Tx]α = {ft : t ∈ X,T (x)(t) ≥ α}.
The maps T, f are α-commuting if, for every x ∈ X
[Tfx]α = f [Tx]α ,
and T, f are said to be commuting if they are α-commuting for each α ∈ (0, 1].
Example 3.4.1. Let X = [0,∞) and d be the usual distance. Define T : X −→ F(X)
and f : X −→ X as follows:
T (x) = χ[0,3x], fx = 6x.
Then T, f are α-commuting for each α ∈ (0, 1] and hence commuting.
Definition 3.4.2. T, f are said to be α-weakly compatible if
x ∈ X, T (x)(fx) ≥ α =⇒ [Tfx]α = f [Tx]α .
T, f are said to be weakly compatible if they are α-weakly compatible for each
α ∈ (0, 1].
Example 3.4.2. Let X = [0, 1] and d be the usual distance. Define T : X −→ F(X)
and f : X −→ X as follows:
Tx = χ[0, x
x+10
], fx =
x
5
.
Then T, f are α-weakly compatible for each α ∈ (0, 1] and hence weakly compatible
but not commuting.
Theorem 3.4.1. For a metric space (X, d) and a mapping T : X −→ F(X) if:
(i) there exists α ∈ (0, 1] and a continuous mapping f : X −→ X such that [Tx]α ∈
CB(X) for all x ∈ X and f, T are α−weakly compatible,
45
(ii)
⋃
x∈X
[Tx]α ⊆ fX,
(iii)
⋃
x∈X
[Tx]α or fX is complete,
(iv) For all x, y ∈ X, an MT function ϕ from [0,∞) to [0, 1) exists for which
Dα(Tx, Ty) ≤ ϕ(d(fx, fy)d(fx, fy),
(v) u ∈ X, T (u)(fu) ≥ α implies that the sequence wn = fnu has a cluster point
x∗, then fx∗ = x∗ ∈ [Tx∗]α .
Proof. Define a fuzzy mapping F : X −→ F(X) by
Fx = χ{fx}.
Then ⋃
x∈X
[Fx]α =
⋃
x∈X
{l : χ{fx}(l) ≥ α}
=
⋃
x∈X
{fx}
= fX,
and
Pα(Fx, Fy) = inf
u∈χ{fx},v∈χ{fy}
d(u, v)
= d(fx, fy).
By Theorem 3.3.4 a point u ∈ X exists for which
[Tu]α ∩ [Fu]α 6= φ,
which implies that
T (u)(fu) ≥ α.
By hypotheses there exists a sub-sequence {wn(l)} of the sequence wn = fnu such that
wn(l) −→ x∗.and fwn(l) −→ fx∗; that is, wn(l)+1 −→ fx∗. Hence x∗ = fx∗. Using the
α-compatibility of f and T we have wn(l)+1 ∈
[
Twn(l)
]
α
. Also
Dα(Twn(l), Tx
∗) ≤ ϕ(d(fwn(l), fx∗)d(fwn(l), fx∗)
≤ d(fwn(l), fx∗) −→ 0 as n −→∞.
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Hence
lim
l→∞
H(
[
Twn(l)
]
α
, [Tx∗]α) −→ 0.
This, along with Lemma 3.2.1 implies that x∗ ∈ [Tx∗]α .
Corollary 3.4.1. For a metric space (X, d) and a mapping T : X −→ F(X) if:
(i) there exists an α ∈ (0, 1] and a continuous mapping f : X −→ X such that
[Tx]α ∈ CB(X) for all x ∈ X and f, T are α-weakly compatible,
(ii)
⋃
x∈X
[Tx]α ⊆ fX,
(iii)
⋃
x∈X
[Tx]α or fX is complete,
(iv) a k ∈ [0, 1) exists so that for every x, y ∈ X,
Dα(Tx, Ty) ≤ kd(fx, fy),
(v) u ∈ X, T (u)(fu) ≥ α implies that the sequence wn = fnu has a cluster point
x∗, then fx∗ = x∗ ∈ [Tx∗]α .
Example 3.4.3. Let X = [0,∞), d be the usual distance, and T : X −→ F(X) be
defined as
Tx = χ[0,x].
Then Heilpern’s fixed point theorem and its previously known generalizations fail to
obtain χ{0} ⊂ T (0). However if we consider a continuous mapping f : X −→ X such
that fx = ax, where a > 0, then all of the hypotheses of the above result are satisfied
when k ∈ [ 1
a
, 1) and α ∈ (0, 1]. Hence Corollary 3.4.1 applies to obtain
f0 = 0 ∈ [T0]α for each α ∈ (0, 1],
and in particular χ{0} ⊂ T (0).
The following example shows that the assumption of compatibility of f and T in
the above Corollary 3.4.1 (and Theorem 3.4.1) cannot be dropped.
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Example 3.4.4. Let X = R, d be the usual distance and T : X −→ F(X) be defined
by
Tx = χ[0, |x|3 ]
.
Then all of the hypotheses of the above results are satisfied for fx = x+3
2
, k ∈ [2
3
, 1) and
α ∈ (0, 1], but f and T are not weakly compatible. Moreover T (−2)(f(−2)) ≥ α and
the sequence wn = f
n(−2) has a cluster point at 3 but 3 /∈ [T3]α .
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Chapter 4
Fixed Point Theorems in
Quasi-Pseudo-Metric Spaces
4.1 Introduction
A quasi-pseudo space is a generalization of version of a metric space. The notion
of a quasi-pseudo-metric space was initiated by Wilson [134]. In 1963 Kelly [84]
introduced a definition of Cauchy sequence for a quasi-pseudo-metric space and proved
a generalization of the Baire category theorem. But Kelly was unable to use that
definition to produce the completion of the space. Later, in 1982, Reilly et al. [116]
generalized that definition in seven different directions and discussed the completeness
in each direction. The different notions of Cauchy sequence and completeness existing
in the literature for quasi-pseudo-metric spaces do not provide a satisfactory theory
of completeness and completion for all of the quasi-pseudo-metric spaces. In [11],
Andrikopoulos introduced a notion of completeness which is conventional in the sense
that it is made up of equivalence classes of Cauchy sequences, and constructed a
completion for any given T0 quasi-pseudo-metric space. This new completion theory
extends the existing completion theory for quasi-pseudo-metric spaces.
In 1999, Gregori and Pastor [56] established a fixed point result for fuzzy con-
tractions in left K-sequentially complete quasi-pseudo-metric spaces. This result is a
generalization of the result of Heilpern. Grabiec et al. [55] discussed some families of
quasi-pseudo-metrics generated by probabilistic quasi-pseudo-metric spaces. In 2013
Shaddad and Noorani [125] initiated the study of a quasi cone metric space and estab-
lished four kinds of Cauchy sequences of Reilly et al. [116] in this space. Afterwards,
many authors e.g. (see [85, 86, 91, 122]) extended the theory of quasi-pseudo-metric
spaces in various directions.
4.2 Some Inclusion Results
The following lemmas [56, 121] are required for the proofs of our results.
Lemma 4.2.1. For a quasi-pseudo-metric space (X, d) , let u ∈ X, and A ∈ W ∗ (X)
(or W ′ (X)). Then {u} ⊆ A if and only if
d(u, [A]1) = 0, (or d([A]1 , u) = 0) .
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Lemma 4.2.2. For a quasi-pseudo-metric space (X, d) let U ∈ W ∗ (X) (or W ′ (X)).
Then
d(u, [U ]α) ≤ d(u, v) + d(v, [U ]α), (or d([U ]α , u) ≤ d([U ]α , v) + d(v, u)) ,
for any u, v ∈ X and α ∈ (0, 1] .
Lemma 4.2.3. For a quasi-pseudo-metric space (X, d) let {u0} ⊆ U . Then
d(u0, [V ]α) ≤ Dα(U, V ), (or d([V ]α , u0) ≤ Dα(V, U))
for each U, V ∈ W ∗ (X) (or W ′ (X)) and α ∈ (0, 1] .
Lemma 4.2.4. Let K 6= Φ be a compact subset of the quasi-pseudo-metric space
(X, d−1) (or (X, d)) . If v ∈ X, then there exists a k0 ∈ K for which
d (v,K) = d (v, k0) , (or d (K, v) = d (k0, v)) .
4.3 Fuzzy Fixed Point Results for Contractions
In the present section some fixed point theorems for fuzzy contractions in a
left(respectively right) K-sequentially complete quasi-pseudo-metric space are ob-
tained. Our analysis is based on the fact that fuzzy fixed point results for fuzzy
mappings with closed values can be obtained by using the left K-sequential complete-
ness of a quasi-pseudo-metric space. In Theorems 4.3.1 and 4.3.2 the local versions
of fixed point results for fuzzy mappings satisfying a Banach type contraction in a
left(respectively right) K-sequentially complete quasi-pseudo-metric space are proved.
In Theorems 4.3.3 and 4.3.4 a generalized form of the Kannan type contractive con-
dition for fuzzy mappings is used to obtain fixed point results and similarly, in Theo-
rems 4.3.5 and 4.3.6, a generalized form of the Chatterjea type contractive condition
is used. All of the results of this section are published in [30].
Theorem 4.3.1. For a left K-sequentially complete quasi-pseudo-metric space (X, d)
, u0 ∈ X, r > 0 and a fuzzy mapping T : X → W ∗ (X) if a k ∈ (0, 1) exists for
which
D(Tu, Tv) ≤ k (d−1 ∧ d) (u, v), (4.3.1)
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for each u, v ∈ Bd(u0, r), and
d (u0, [Tu0]1) < (1− k)r, (4.3.2)
then a u∗ ∈ Bd(u0, r) exists for which {u∗} ⊂ Tu∗.
Proof. We apply Lemma 4.2.2 to the non-empty d−1-compact set K = [Tu0]1 and u0
to find a u1 ∈ [Tu0]1 such that
d(u0, u1) = d (u0, [Tu0]1)
< (1− k)r.
This also implies that u1 ∈ Bd(u0, r).
We can write
kd(u0, u1) < k(1− k)r.
By Lemma 4.2.4, choose a u2 ∈ [Tu1]1 such that
d(u1, u2) = d (u1, [Tu1]1)
≤ D1 (Tu0, Tu1)
≤ D (Tu0, Tu1)
≤ k (d−1 ∧ d) (u0, u1)
≤ kd(u0, u1)
< k(1− k)r.
We can show that u2 ∈ Bd(u0, r), since
d(u0, u2) ≤ d(u0, u1) + d(u1, u2)
< (1− k)r + k(1− k)r
< (1− k)(1 + k + k2 + ...)r = r.
52
By Lemma 4.2.4, choose u3 ∈ [Tu2]1 such that
d(u2, u3) = d (u2, [Tu2]1)
≤ D1 (Tu1, Tu2)
≤ D (Tu1, Tu2)
≤ k (d−1 ∧ d) (u1, u2)
≤ kd(u1, u2)
≤ k2d(u0, u1)
< k2(1− k)r.
We can show that u3 ∈ Bd(u0, r), since
d(u0, u3) ≤ d(u0, u1) + d(u1, u2) + d(u2, u3)
< (1− k)r + k(1− k)r + k2(1− k)r
< (1− k)(1 + k + k2 + ...)r = r.
We follow the same procedure to obtain {un} ⊂ Tun−1 such that
d(un−1, un) < kn−1d(u0, u1) < kn−1(1− k)r for n = 3, 4, 5, ... .
For n < m,
d (un, um) ≤
m−n−1∑
i=0
d (un+i, un+i+1) <
m−1∑
i=n
kid (u0, u1) <
(
kn
1− k
)
d (u0, u1) .
As k ∈ (0, 1) and (X, d) is a left K-sequentially complete quasi−pseudo−metric space,
this implies that {un} is a left K-Cauchy sequence in X. Therefore there exists a
u∗ ∈ Bd(u0, r) such that limn→∞ un = u∗.
Now from Lemmas 4.2.2 and 4.2.3, we get
d (u∗, [Tu∗]1) ≤ d (u∗, un) + d (un, [Tu∗]1)
≤ d (u∗, un) +D1 (Tun−1, Tu∗)
≤ d (u∗, un) +D (Tun−1, Tu∗)
≤ d (u∗, un) + k
(
d−1 ∧ d) (un−1, u∗)
≤ d (u∗, un) + kd−1 (un−1, u∗)
≤ d (u∗, un) + kd (u∗, un−1) ,
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since d (u∗, un) and d (u∗, un−1)→ 0 as n→∞. Thus we have
d (u∗, [Tu∗]1) = 0.
Lemma 4.2.1 yields the result that {u∗} ⊂ Tu∗.
To validate this result we furnish the following example.
Example 4.3.1. Let X = R ∪ {Υ}, where Υ /∈ R. Define d : X ×X −→ [0,∞) as
the usual distance for every u, v ∈ R, with d (Υ,Υ) = 0,
d (u,Υ) =

−u+ 1, u < −1
2, −1 ≤ u ≤ 1
u+ 1, u > 1

and
d (Υ, u) =

−1− u, u < −1
0, −1 ≤ u ≤ 1
u− 1, u > 1
 .
Then(X, d) is a left K-sequentially complete quasi-pseudo-metric space. Now T :
X −→ W ∗(X) defined as
Tu =

χ{−1−u}, u < −1
χ{−u2 }, −1 ≤ u ≤ 1
χ{u−1}, u > 1
χ{0}, u = Υ

,
is a fuzzy mapping. (Note that the fuzzy mapping defined here is not contractive on
54
the whole space, for example, if u = 2 and v = Υ.) For α ∈ (0, 1],
[Tu]α = {t ∈ X : [Tu] (t) ≥ α}
=

t ∈ X : χ{−1−u} (t) ≥ α, u < −1
t ∈ X : χ{−u2 } (t) ≥ α, −1 ≤ u ≤ 1
t ∈ X : χ{u−1} (t) ≥ α, u > 1
t ∈ X : χ{0} (t) ≥ α, u = Υ

=

−1− u u < −1
−u
2
, −1 ≤ u ≤ 1
u− 1 u > 1
0 u = Υ

.
Define D : W ∗(X)×W ∗(X) −→ [0,∞) by
D (Tu, Tv) = sup
α∈(0,1]
H ([Tu]α , [Tv]α) , for each u, v ∈ Bd(0, 1).
Now for k ∈ (0, 1),
D(Tu, Tv) ≤ k (d−1 ∧ d) (u, v), for each u, v ∈ Bd(0, 1),
and
d (0, [T0]1) < (1− k).
Then 0 ∈ Bd(0, 1), and is such that {0} ⊂ T0.
When (X, d) is a right K-sequentially complete quasi-pseudo-metric space, using
Lemmas 4.2.1 to 4.2.4 for W´(X) we get:
Theorem 4.3.2. For a right K-sequentially complete quasi-pseudo-metric space (X, d) , u0 ∈
X, r > 0 and T : X → W´(X) , if a k ∈ (0, 1), exists for which
D(Tu, Tv) ≤ k (d−1 ∧ d) (u, v),
for each u, v ∈ Bd(u0, r), and
d ([Tu0]1 , u0) < (1− k)r,
then T has a fuzzy fixed point u∗ ∈ Bd(u0, r) such that {u∗} ⊂ Tu∗.
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The proof of Theorem 4.3.2 is similar to the proof of Theorem 4.3.1 and therefore
will be omitted.
By considering some conditions in Theorem 4.3.1, we obtain the following result
of Gregori and Pastor [56].
Corollary 4.3.1. For a left K-sequentially complete quasi-pseudo-metric space (X, d)
and a mapping J : X → W ∗(X), if there exists an l ∈ (0, 1), such that
D(J(u), J(v)) ≤ l (d ∧ d−1) (u, v) for each u, v ∈ X,
then a z∗ ∈ X exists for which {z∗} ⊂ J(z∗).
Theorem 4.3.3. For a left K-sequentially complete quasi-pseudo-metric space (X, d) ,
u0 ∈ X, r > 0 and T : Bd(u0, r)→ W ∗ (X) if, a k ∈ (0, 12) exists for which
D1(Tu, Tv) ≤ kmax{
(
d−1 ∧ d) (u, v), d(u, [Tu]1) + d(v, [Tv]1)}, (4.3.3)
for each u, v ∈ Bd(u0, r), and
d (u0, [Tu0]1) < (1− k)r, (4.3.4)
then a u∗ ∈ Bd(u0, r) exists and {u∗} ⊂ Tu∗.
Proof. We apply Lemma 4.2.4 to the non-empty d−1−compact set K = [Tu0]1 and
u0 to find a u1 ∈ [Tu0]1 such that
d(u0, u1) = d (u0, [Tu0]1)
< (1− k)r,
which implies that u1 ∈ Bd(u0, r).
We can write
kd(u0, u1) < k(1− k)r. (4.3.5)
Now choose a u2 ∈ X such that u2 ∈ [Tu1]1. By Lemma 4.2.4, we get
d(u1, u2) = d (u1, [Tu1]1)
≤ D1 (Tu0, Tu1)
≤ kmax{(d−1 ∧ d) (u0, u1), d(u0, [Tu0]1) + d(u1, [Tu1]1)}
≤ kmax{d(u0, u1), d(u0, u1) + d(u1, u2)}. (4.3.6)
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Consider
Case 1: If we consider d(u0, u1) as a maximum in the above inequality 4.3.6 and use
inequality 4.3.5, we get
d(u1, u2) ≤ kd(u0, u1) < k(1− k)r.
Case 2: If we consider d(u0, u1) + d(u1, u2) as a maximum in inequality 4.3.6, we
have
d(u1, u2) ≤ k{d(u0, u1) + d(u1, u2)}
≤
(
k
1− k
)
d(u0, u1).
Note that
(
k
1−k
)
< k and, using inequality 4.3.5, we get
d(u1, u2) ≤ kd(u0, u1) < k(1− k)r.
It follows from the above two cases that
d(u1, u2) < k(1− k)r.
We can show that u2 ∈ Bd(u0, r), since
d(u0, u2) ≤ d(u0, u1) + d(u1, u2)
< (1− k)r + k(1− k)r
< (1− k)(1 + k + k2 + ...)r = r.
We follow the same procedure to obtain {un} ⊂ Tun−1, such that
d(un−1, un) < kn−1d(u0, u1) < kn−1(1− k)r for n = 3, 4, 5, ... .
For n < m,
d (un, um) ≤
m−n−1∑
i=0
d (un+i, un+i+1) <
m−1∑
i=n
kid (u0, u1) <
(
kn
1− k
)
d (u0, u1) .
As k ∈ (0, 1
2
)
and (X, d) is a left K-sequentially complete quasi-pseudo-metric space,
{un} is a left K-Cauchy sequence in X. Therefore there exists a u∗ ∈ Bd(u0, r) such
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that limn→∞ un = u∗.
Now, from Lemmas 4.2.2 and 4.2.3, we get
d (u∗, [Tu∗]1) ≤ d (u∗, un) + d (un, [Tu∗]1)
≤ d (u∗, un) +D1 (Tun−1, Tu∗)
≤ d (u∗, un) + kmax{
(
d−1 ∧ d) (un−1, u∗) , d (un−1, [Tun−1]1) + d (u∗, [Tu∗]1)}
≤ d (u∗, un) + kmax{d−1 (un−1, u∗) , d (un−1, un−2) + d (u∗, [Tu∗]1)}
≤ d (u∗, un) + kmax{d (u∗, un−1) , d (un−1, un−2) + d (u∗, [Tu∗]1)},
since d (u∗, un) and d (u∗, un−1) and d (un−1, un−2)→ 0 as n→∞. Thus we have
d (u∗, [Tu∗]1) ≤ kmax{d (u∗, [Tu∗]1)}
(1− k) d (u∗, [Tu∗]1) ≤ 0
d (u∗, [Tu∗]1) = 0.
Lemma 4.2.1 yields the results that {u∗} ⊂ Tu∗.
Example 4.3.2. By considering the contractive condition defined in the above result,
example 4.3.1 is also valid here.
When (X, d) is a right K-sequentially complete quasi-pseudo-metric space, using
Lemmas 4.2.1 to 4.2.4 for W´(X) we get:
Theorem 4.3.4. For a right K-sequentially complete quasi-pseudo-metric space (X, d)
, u0 ∈ X, r > 0 and T : Bd(u0, r)→ W´(X) if a k ∈ (0, 12) exists for which
D(Tu, Tv) ≤ kmax{(d−1 ∧ d) (u, v), d ([Tu]1 , u) + d ([Tv]1 , v)},
for each u, v ∈ Bd(u0, r), and
d ([Tu0]1 , u0) < (1− k)r,
then T has a fuzzy fixed point u∗ ∈ Bd(u0, r) such that {u∗} ⊂ Tu∗.
The proof of Theorem 4.3.4 is similar to the proof of Theorem 4.3.3 and therefore
will be omitted.
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Theorem 4.3.5. For a left K-sequentially complete quasi-pseudo-metric space (X, d)
,u0 ∈ X, r > 0 and T : Bd(u0, r)→ W ∗ (X) , if a k ∈ (0, 12) exists for which
D1(Tu, Tv) ≤ kmax{
(
d−1 ∧ d) (u, v), d(u, [Tv]1) + d(v, [Tu]1)}, (4.3.7)
for each u, v ∈ Bd(u0, r), and
d (u0, [Tu0]1) < (1− k)r, (4.3.8)
then a u∗ ∈ Bd(u0, r) exists and {u∗} ⊂ Tu∗.
Proof. We apply Lemma 4.2.4 to the non-empty d−1-compact set K = [Tu0]1 and u0
to find a u1 ∈ [Tu0]1 such that
d(u0, u1) = d (u0, [Tu0]1)
< (1− k)r,
which also implies that u1 ∈ Bd(u0, r).
We can write
kd(u0, u1) < k(1− k)r. (4.3.9)
Now choose a u2 ∈ X such that u2 ∈ [Tu1]1. By Lemma 4.2.4, we get
d(u1, u2) = d (u1, [Tu1]1)
≤ D1 (Tu0, Tu1)
≤ kmax{(d−1 ∧ d) (u0, u1), d(u0, [Tu1]1) + d(u1, [Tu0]1)}
≤ kmax{d(u0, u1), d(u0, u2) + d(u1, u1)}
≤ kmax{d(u0, u1), d(u0, u1) + d(u1, u2)}. (4.3.10)
Case 1: If d(u0, u1) is the maximum in the above inequality 4.3.10 and we use
inequality 4.3.9, we get
d(u1, u2) ≤ kd(u0, u1) < k(1− k)r.
Case 2: If d(u0, u1) + d(u1, u2) is the maximum in inequality 4.3.10, we have
d(u1, u2) ≤ k{d(u0, u1) + d(u1, u2)}
≤
(
k
1− k
)
d(u0, u1).
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Note that
(
k
1−k
)
< k and, using inequality 4.3.9, we get
d(u1, u2) ≤ kd(u0, u1) < k(1− k)r.
It follows from the above two cases that
d(u1, u2) < k(1− k)r.
We can show that u2 ∈ Bd(u0, r), since
d(u0, u2) ≤ d(u0, u1) + d(u1, u2)
< (1− k)r + k(1− k)r
< (1− k)(1 + k + k2 + ...)r = r.
We follow the same procedure to obtain {un} ⊂ Tun−1 such that
d(un−1, un) < kn−1d(u0, u1) < kn−1(1− k)r for n = 3, 4, 5, ... .
Now to verify that {un} is a left K-cauchy sequence, for n < m, we have
d (un, um) ≤
m−n−1∑
i=0
d (un+i, un+i+1) <
m−1∑
i=n
kid (u0, u1) <
(
kn
1− k
)
d (u0, u1) .
As k ∈ (0, 1
2
)
and (X, d) is a left K-sequentially complete quasi-pseudo-metric space,
{un} is a left K-Cauchy sequence in X. Therefore there exists a u∗ ∈ Bd(u0, r) such
that limn→∞ un = u∗.
Now, from Lemmas 4.2.2 and 4.2.3, we get
d (u∗, [Tu∗]1) ≤ d (u∗, un) + d (un, [Tu∗]1)
≤ d (u∗, un) +D1 (Tun−1, Tu∗)
≤ d (u∗, un) + kmax{
(
d−1 ∧ d) (un−1, u∗) , d (un−1, [Tu∗]1) + d (u∗, [Tun−1]1)}
≤ d (u∗, un) + kmax{d−1 (un−1, u∗) , d (un−1, [Tu∗]1) + d (u∗, un−2)}
≤ d (u∗, un) + kmax{d (u∗, un−1) , d (un−1, [Tu∗]1) + d (u∗, un−2)},
since d (u∗, un) , d (u∗, un−1) , and d (u∗, un−2)→ 0 as n→∞. Thus we have
d (u∗, [Tu∗]1) ≤ kmax{d (u∗, [Tu∗]1)}
(1− k) d (u∗, [Tu∗]1) ≤ 0
d (u∗, [Tu∗]1) = 0.
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Lemma 4.2.1 yields the results that {u∗} ⊂ Tu∗.
When (X, d) is a right K-sequentially complete quasi-pseudo-metric space, using
Lemmas 4.2.1 to 4.2.4 for W´(X) we get the following result.
Theorem 4.3.6. For a right K-sequentially complete quasi-pseudo-metric space (X, d),
u0 ∈ X, r > 0 and T : Bd(u0, r)→ W´(X) if, a k ∈ (0, 12) exists for which
D(Tu, Tv) ≤ kmax{(d−1 ∧ d) (u, v), d ([Tv]1 , u) + d ([Tu]1 , v)},
for each u, v ∈ Bd(u0, r), and
d ([Tu0]1 , u0) < (1− k)r,
then T has a fuzzy fixed point u∗ ∈ Bd(u0, r) such that {u∗} ⊂ Tu∗.
The proof of Theorem 4.3.6 is similar to the proof of Theorem 4.3.5 and therefore
is omitted.
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Chapter 5
L-Fuzzy Fixed Points Theorems for
L-Fuzzy Mappings
5.1 Introduction
In 1967, Goguen published the paper ”L-fuzzy sets” [54] in which the concept
of fuzzy sets is generalized by introducing the notion of L-fuzzy sets. Goguen used
L as a completely distributive complete lattice with an order-reversing involution.
Further additions to this concept have been considered by many authors e.g. (see
[18, 131, 132, 139]).
In the following chapter the notion of L-fuzzy mappings is introduced to prove
some fuzzy fixed points theorems for metric spaces.
5.2 L-fuzzy fixed points Theorems for L-fuzzy map-
pings via βFL-admissible pair
In 2012, Samet et al. [123] introduced the idea of β-admissible mapping and
proved some nice results. The authors also utilized these results to derive fixed point
theorems in partially ordered spaces and coupled fixed point theorems. Additionally
some ordinary differential equations were solved in order to provide an application of
the main results. Afterwards, Asl et al. [16] defined β∗-admissible to extend the idea
of β-admissible for single valued mappings to multivalued mappings. In 2013, another
definition of β-admissible for multivalued mappings was introduced by Mohammadi
et al. [98] which is different from the already existing notion of β∗-admissible defined
in [16]. In [24], Azam and Beg obtained a common α-fuzzy fixed point for fuzzy
mappings on a complete metric space under a generalized contraction for α-level sets
by using the Hausdorff distance for fuzzy sets. Later on many authors, e.g. (see
[5, 9, 64, 66]) contributed effectively to the theory of β-admissible mapping.
In this section, we introduce a new concept of βFL-admissible for a pair of L-fuzzy
mappings and establish a common L-fuzzy fixed point theorem. All the work in this
section has been accepted for publication in [112, 113].
Definition 5.2.1. The characteristic function of an L−fuzzy set A, denoted by χLA ,
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is defined as follows:
χLA :=
{
0L if x /∈ A
1L if x ∈ A
.
Definition 5.2.2. For an arbitrary set X and a metric space Y , T from X into
FL(Y ) is called an L−fuzzy mapping. An L−fuzzy mapping T is an L−fuzzy subset
on X × Y with membership function T (x)(y).
Definition 5.2.3. For a metric space (X, d) and L−fuzzy mappings S, T in FL(X ),
if z ∈ [Tz]αL , where αL ∈ L\{0L}, then z ∈ X is an L−fuzzy fixed point of T. If
z ∈ [Sz]αL ∩ [Tz]αL , then the point z ∈ X is a common L−fuzzy fixed point of S and
T . When αL = 1L, it is a common fixed point of the L−fuzzy mappings.
Definition 5.2.4. For a metric space (X, d), β : X × X −→ [0,∞) and L−fuzzy
mappings S and T in FL(X), the ordered pair (S, T ) is said to be βFL-admissible if
it satisfies the following conditions:
(i) for each x ∈ X and y ∈ [Sx]αL(x) , where αL (x) ∈ L\{0L}, with β (x, y) ≥ 1, we
have β (y, z) ≥ 1 for all z ∈ [Ty]αL(y) 6= φ, where αL (y) ∈ L\{0L},
(ii) for each x ∈ X and y ∈ [Tx]αL(x) , where αL (x) ∈ L\{0L}, with β (x, y) ≥ 1, we
have β (y, z) ≥ 1 for all z ∈ [Sy]αL(y) 6= φ, where αL (y) ∈ L\{0L}.
If S = T then T is called βFL-admissible.
Remark 5.2.1. If (S, T ) is βFL-admissible, then (T, S) is also βFL-admissible.
Next we give a common L-fuzzy fixed point theorem for a βFL-admissible pair.
Theorem 5.2.1. For a complete metric space (X, d), β : X × X −→ [0,∞) and
L−fuzzy mappings S and T from X into FL(X) satisfying:
(a) for every u ∈ X, an αL (u) ∈ L\{0L} exists such that [Su]αL(u) , [Tu]αL(u)
are non-empty closed bounded subsets of X and, for u0 ∈ X, there exists a
u1 ∈ [Su0]αL(u0) with β (u0, u1) ≥ 1,
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(b) for all u, y ∈ X we have
max {β (u, y) , β (y, u)}
[
H
(
[Su]αL(u) , [Ty]αL(y)
)]
(5.2.1)
≤ a1d
(
u, [Su]αL(u)
)
+ a2d
(
y, [Ty]αL(y)
)
+a3d
(
u, [Ty]αL(y)
)
+ a4d
(
y, [Su]αL(u)
)
+a5d (u, y) ,
where a1, a2, a3, a4, a5 are nonnegative real numbers satisfying
5∑
i=1
ai < 1, and
either a1 = a2 or a3 = a4,
(c) (S, T ) is βFL-admissible pair,
(d) if {un} ∈ X, such that β (un, un+1) ≥ 1 and un −→ u, then β (un, u) ≥ 1.
Then a z ∈ X exists for which z ∈ [Sz]αL(z) ∩ [Tz]αL(z).
Proof. We will consider the following three cases to prove the above result.
1. a1 + a3 + a5 = 0;
2. a2 + a4 + a5 = 0;
3. a1 + a3 + a5 6= 0 and a2 + a4 + a5 6= 0.
Case 1. For a u0 ∈ X in condition (a), there exist an αL (u0) ∈ L\{0L} and
u1 ∈ [Su0]αL(u0) such that β (u0, u1) ≥ 1 and also there exists αL (u1) ∈ L\{0L} such
that [Su0]αL(u0) and [Tu1]αL(u1) are non-empty closed bounded subsets of X. From
Lemma 2.1.1, we obtain that
d
(
u1, [Tu1]αL(u1)
)
≤ H
(
[Su0]αL(u0) , [Tu1]αL(u1)
)
≤ β (u0, u1)
[
H
(
[Su0]αL(u0) , [Tu1]αL(u1)
)]
≤ max {β (u0, u1) , β (u1, u0)}
[
H
(
[Su0]αL(u0) , [Tu1]αL(u1)
)]
.
Inequality 5.2.1 implies that
d
(
u1, [Tu1]αL(u1)
)
≤ a1d
(
u0, [Su0]αL(u0)
)
+ a2d
(
u1, [Tu1]αL(u1)
)
+a3d
(
u0, [Tu1]αL(u1)
)
+ a4d
(
u1, [Su0]αL(u0)
)
+a5d (u0, u1) .
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Using a1 + a3 + a5 = 0, together with the fact that d
(
u1, [Su0]αL(u0)
)
= 0, we get
d
(
u1, [Tu1]αL(u1)
)
≤ a2d
(
u1, [Tu1]αL(u1)
)
.
It follows that u1 ∈ [Tu1]αL(u1), which further implies that
d
(
u1, [Su1]αL(u1)
)
≤ H
(
[Tu1]αL(u1) , [Su1]αL(u1)
)
.
By condition (c), for u0 ∈ X and u1 ∈ [Su0]αL(u0) such that β (u0, u1) ≥ 1, we have
β (u1, z) ≥ 1 for all z ∈ [Tu1]αL(u1) . Since u1 ∈ [Tu1]αL(u1) , β (u1, u1) ≥ 1, and hence
d
(
u1, [Su1]αL(u1)
)
≤ β (u1, u1)
[
H
(
[Su1]αL(u1) , [Tu1]αL(u1)
)]
.
Again, inequality 5.2.1 implies that
d
(
u1, [Su1]αL(u1)
)
≤ a1d
(
u1, [Su1]αL(u1)
)
+ a2d
(
u1, [Tu1]αL(u1)
)
+a3d
(
u1, [Tu1]αL(u1)
)
+ a4d
(
u1, [Su1]αL(u1)
)
+ a5d (u1, u1) .
Since a1 + a3 + a5 = 0 and d
(
u1, [Tu1]αL(u1)
)
= 0, we get
d
(
u1, [Su1]αL(u1)
)
≤ a4d
(
u1, [Su1]αL(u1)
)
,
which implies that u1 ∈ [Su1]αL(u1) , and hence
u1 ∈ [Su1]αL(u1) ∩ [Tu1]αL(u1) .
Case 2. For u0 ∈ X in condition (a), there exist an αL (u0) ∈ L\{0L} and a
u1 ∈ [Su0]αL(u0) such that β (u0, u1) ≥ 1 and, also, there exists an αL (u1) ∈ L\{0L}
such that [Su0]αL(u0) and [Tu1]αL(u1) are non-empty closed bounded subsets of X. By
condition (c) we have β (u1, u2) ≥ 1 for all u2 ∈ [Tu1]αL(u1) . From Lemma 2.1.1, we
obtain that
d
(
u2, [Su2]αL(u2)
)
≤ H
(
[Tu1]αL(u1) , [Su2]αL(u2)
)
≤ β (u1, u2)
[
H
(
[Su2]αL(u2) , [Tu1]αL(u1)
)]
≤ max {β (u1, u2) , β (u2, u1)}
[
H
(
[Su2]αL(u2) , [Tu1]αL(u1)
)]
≤ a1d
(
u2, [Su2]αL(u2)
)
+ a2d
(
u1, [Tu1]αL(u1)
)
+a3d
(
u2, [Tu1]αL(u1)
)
+ a4d
(
u1, [Su2]αL(u2)
)
+ a5d (u2, u1) .
66
Using a2 + a4 + a5 = 0, together with the fact that d
(
u2, [Tu1]αL(u1)
)
= 0, we get
d
(
u2, [Su2]αL(u2)
)
≤ a1d
(
u2, [Su2]αL(u2)
)
.
It follows that u2 ∈ [Su2]αL(u2), which further implies that
d
(
u2, [Tu2]αL(u2)
)
≤ H
(
[Su2]αL(u2) , [Tu2]αL(u2)
)
.
By condition (c), we have β (u2, u2) ≥ 1, and hence
d
(
u2, [Tu2]αL(u2)
)
≤ β (u2, u2)
[
H
(
[Su2]αL(u2) , [Tu2]αL(u2)
)]
.
Again, inequality 5.2.1 implies that
d
(
u2, [Tu2]αL(u2)
)
≤ a1d
(
u2, [Su2]αL(u2)
)
+ a2d
(
u2, [Tu2]αL(u2)
)
+a3d
(
u2, [Tu2]αL(u2)
)
+ a4d
(
u2, [Su2]αL(u2)
)
+ a5d (u2, u2) .
Since a2 + a4 + a5 = 0 and d
(
u2, [Su2]αL(u2)
)
= 0, we get
d
(
u2, [Tu2]αL(u2)
)
≤ a3d
(
u2, [Tu2]αL(u2)
)
,
which implies that u2 ∈ [Tu2]αL(u2) and hence
u2 ∈ [Su2]αL(u2) ∩ [Tu2]αL(u2) .
Case 3. Let λ =
(
a1+a3+a5
1−a2−a3
)
and µ =
(
a2+a4+a5
1−a1−a4
)
.
Next we show that, if a1 = a2 or a3 = a4, then 0 < λµ < 1.
If a3 = a4, then λ, µ < 1 and so 0 < λµ < 1. Now if a1 = a2, then
0 < λµ =
(
a1 + a3 + a5
1− a2 − a3
)(
a2 + a4 + a5
1− a1 − a4
)
=
(
a1 + a3 + a5
1− a1 − a3
)(
a1 + a4 + a5
1− a1 − a4
)
=
(
a1 + a3 + a5
1− a1 − a4
)(
a1 + a4 + a5
1− a1 − a3
)
< 1.
By condition (a), for u1 ∈ X, there exists an αL (u1) ∈ L\{0L} such that [Tu1]αL(u1)
is a non-empty closed bounded subset of X. Since a1 + a3 + a5 > 0, by Lemma 3.2.2,
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there exists a u2 ∈ [Tu1]αL(u1) such that
d (u1, u2) ≤ H
(
[Su0]αL(u0) , [Tu1]αL(u1)
)
+ (a1 + a3 + a5)
≤ β (u0, u1)
[
H
(
[Su0]αL(u0) , [Tu1]αL(u1)
)]
+ (a1 + a3 + a5)
≤ max {β (u0, u1) , β (u1, u0)}
[
H
(
[Su0]αL(u0) , [Tu1]αL(u1)
)]
+ (a1 + a3 + a5)
≤ a1d
(
u0, [Su0]αL(u0)
)
+ a2d
(
u1, [Tu1]αL(u1)
)
+ a3d
(
u0, [Tu1]αL(u1)
)
+a4d
(
u1, [Su0]αL(u0)
)
+ a5d (u0, u1) + (a1 + a3 + a5)
≤ (a1 + a5) d (u0, u1) + a2d (u1, u2) + a3d (u0, u2) + (a1 + a3 + a5)
≤ (a1 + a3 + a5) d (u0, u1) + (a2 + a3) d (u1, u2) + (a1 + a3 + a5) .
This implies that
d (u1, u2) ≤ λd (u0, u1) + λ. (5.2.2)
By the same argument, for u2 ∈ X, there exists an αL (u2) ∈ L\{0L} such that
[Su2]αL(u2) is a non-empty closed bounded subset of X. Since a2 + a4 + a5 > 0, by
Lemma 3.2.2, there exists a u3 ∈ [Su2]αL(u2) such that
d (u2, u3) ≤ H
(
[Tu1]αL(u1) , [Su2]αL(u2)
)
+ λ (a2 + a4 + a5) .
By condition (c), for u0 ∈ X and u1 ∈ [Su0]αL(u0) such that β (u0, u1) ≥ 1, we have
β (u1, u2) ≥ 1 for u2 ∈ [Tu1]αL(u1) . So we have
d (u2, u3) ≤ H
(
[Tu1]αL(u1) , [Su2]αL(u2)
)
+ λ (a2 + a4 + a5)
= H
(
[Su2]αL(u2) , [Tu1]αL(u1)
)
+ λ (a2 + a4 + a5)
≤ β (u1, u2)
[
H
(
[Su2]αL(u2) , [Tu1]αL(u1)
)]
+ λ (a2 + a4 + a5)
≤ max {β (u1, u2) , β (u2, u1)}
[
H
(
[Su2]αL(u2) , [Tu1]αL(u1)
)]
+λ (a2 + a4 + a5)
≤ a1d
(
u2, [Su2]αL(u2)
)
+ a2d
(
u1, [Tu1]αL(u1)
)
+ a3d
(
u2, [Tu1]αL(u1)
)
+a4d
(
u1, [Su2]αL(u2)
)
+ a5d (u2, u1) + λ (a2 + a4 + a5)
≤ a1d (u2, u3) + (a2 + a5) d (u1, u2) + a4d (u1, u3) + λ (a2 + a4 + a5)
≤ (a2 + a4 + a5) d (u1, u2) + (a1 + a4) d (u2, u3) + λ (a2 + a4 + a5) .
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This implies that
d (u2, u3) ≤ µd (u1, u2) + λµ.
By repeating the above process, for u3 ∈ X, there exists an αL (u3) ∈ L\{0L} such
that [Tu3]αL(u3) is a non-empty closed bounded subset of X. From Lemma 3.2.2, there
exists a u4 ∈ [Tu3]αL(u3) such that
d (u3, u4) ≤ H
(
[Su2]αL(u2) , [Tu3]αL(u3) ,
)
+ λµ (a1 + a3 + a5) .
By condition (c), for u1 ∈ X and u2 ∈ [Tu1]αL(u1) such that β (u1, u2) ≥ 1, we have
β (u2, u3) ≥ 1 for u3 ∈ [Su2]αL(u2) . So we have
d (u3, u4) ≤ H
(
[Su2]αL(u2) , [Tu3]αL(u3)
)
+ λµ (a1 + a3 + a5)
≤ β (u2, u3)
[
H
(
[Su2]αL(u2) , [Tu3]αL(u3)
)]
+ λµ (a1 + a3 + a5)
≤ max {β (u2, u3) , β (u3, u2)}
[
H
(
[Su2]αL(u2) , [Tu3]αL(u3)
)]
+λµ (a1 + a3 + a5)
≤ a1d
(
u2, [Su2]αL(u2)
)
+ a2d
(
u3, [Tu3]αL(u3)
)
+ a3d
(
u2, [Tu3]αL(u3)
)
+a4d
(
u3, [Su2]αL(u2)
)
+ a5d (u2, u3) + λµ (a1 + a3 + a5)
≤ (a1 + a5) d (u2, u3) + a2d (u3, u4) + a3d (u2, u4) + λµ (a1 + a3 + a5)
≤ (a1 + a3 + a5) d (u2, u3) + (a2 + a3) d (u3, u4) + λµ (a1 + a3 + a5) .
This implies that
d (u3, u4) ≤ λd (u2, u3) + λ (λµ) . (5.2.3)
By induction, we produce a sequence {un} in X such that
u2k+1 ∈ [Su2k]αL(u2k) ,
u2k+2 ∈ [Tu2k+1]αL(u2k+1) , k = 0, 1, 2, ...,
and
β (un−1, un) ≥ 1, ∀n ∈ N. (5.2.4)
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Now, we have
d (u2k+1, u2k+2) ≤ H
(
[Su2k]αL(u2k) , [Tu2k+1]αL(u2k+1)
)
+ (λµ)k (a1 + a3 + a5)
≤ β (u2k, u2k+1)
[
H
(
[Su2k]αL(u2k) , [Tu2k+1]αL(u2k+1)
)]
+ (λµ)k (a1 + a3 + a5)
≤ max {β (u2k, u2k+1) , β (u2k+1, u2k)} [H([Su2k]αL(u2k) ,
[Tu2k+1]αL(u2k+1))] + (λµ)
k (a1 + a3 + a5)
≤ a1d
(
u2k, [Su2k]αL(u2k)
)
+ a2d
(
u2k+1, [Tu2k+1]αL(u2k+1)
)
+a3d
(
u2k, [Tu2k+1]αL(u2k+1)
)
+ a4d
(
u2k+1, [Su2k]αL(u2k)
)
+a5d (u2k, u2k+1) + (λµ)
k (a1 + a3 + a5)
≤ (a1 + a5) d (u2k, u2k+1) + a2d (u2k+1, u2k+2)
+a3d (u2k, u2k+2) + (λµ)
k (a1 + a3 + a5)
≤ (a1 + a3 + a5) d (u2k, u2k+1) + (a2 + a3) d (u2k+1, u2k+2)
+ (λµ)k (a1 + a3 + a5) .
This implies that
d (u2k+1, u2k+2) ≤ λd (u2k, u2k+1) + λ (λµ)k . (5.2.5)
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Also,
d (u2k+2, u2k+3) ≤ H
(
[Su2k+2]αL(u2k+2) , [Tu2k+1]αL(u2k+1)
)
+ (λµ)k λ (a2 + a4 + a5)
≤ β (u2k+1, u2k+2)
[
H
(
[Su2k+2]αL(u2k+2) , [Tu2k+1]αL(u2k+1)
)]
+ (λµ)k λ (a2 + a4 + a5)
≤ max {β (u2k+1, u2k+2) , β (u2k+2, u2k+1)} [H([Su2k+2]αL(u2k+2) ,
[Tu2k+1]αL(u2k+1))] + (λµ)
k λ (a2 + a4 + a5)
≤ a1d
(
u2k+2, [Su2k+2]αL(u2k+2)
)
+ a2d
(
u2k+1, [Tu2k+1]αL(u2k+1)
)
+a3d
(
u2k+2, [Tu2k+1]αL(u2k+1)
)
+ a4d
(
u2k+1, [Su2k+2]αL(u2k+2)
)
+a5d (u2k+2, u2k+1) + (λµ)
k λ (a2 + a4 + a5)
≤ a1d (u2k+2, u2k+3) + (a2 + a5) d (u2k+1, u2k+2) + a4d (u2k+1, u2k+3)
+ (λµ)k λ (a2 + a4 + a5)
≤ (a2 + a4 + a5) d (u2k+1, u2k+2) + (a1 + a4) d (u2k+2, u2k+3)
+ (λµ)k λ (a2 + a4 + a5) ,
which implies that
d (u2k+2, u2k+3) ≤ µd (u2k+1, u2k+2) + (λµ)k+1 . (5.2.6)
From 5.2.5 and (5.2.6), it follows that, for each k = 0, 1, 2, ...,
d (u2k+1, u2k+2) ≤ λd (u2k, u2k+1) + λ (λµ)k
≤ λ
[
µd (u2k−1, u2k) + (λµ)
k
]
+ λ (λµ)k
= (λµ) d (u2k−1, u2k) + 2λ (λµ)
k
≤ (λµ)
[
λd (u2k−2, u2k−1) + λ (λµ)
k−1
]
+ 2λ (λµ)k
= (λµ)λd (u2k−2, u2k−1) + 3λ (λµ)
k
...
≤ λ (λµ)k d (u0, u1) + (2k + 1)λ (λµ)k ,
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and
d (u2k+2, u2k+3) ≤ µd (u2k+1, u2k+2) + (λµ)k+1
...
≤ (λµ)k+1 d (u0, u1) + (2k + 2) (λµ)k+1 .
Then, for m < n, we have
d (u2m+1, u2n+1) ≤ d (u2m+1, u2m+2) + d (u2m+2, u2m+3) + d (u2m+3, u2m+4)
+...+ d (u2n, u2n+1)
≤
[
λ
n−1∑
i=m
(λµ)i +
n∑
i=m+1
(λµ)i
]
d (u0, u1) + λ
n−1∑
i=m
(2i+ 1) (λµ)i
+
n∑
i=m+1
2i (λµ)i .
Similarly, we obtain that
d (u2m, u2n+1) ≤
[
n∑
i=m
(λµ)i + λ
n−1∑
i=m
(λµ)i
]
d (u0, u1) +
n∑
i=m
2i (λµ)i
+λ
n−1∑
i=m
(2i+ 1) (λµ)i ,
d (u2m, u2n) ≤
[
n−1∑
i=m
(λµ)i + λ
n−1∑
i=m
(λµ)i
]
d (u0, u1) +
n−1∑
i=m
2i (λµ)i
+λ
n−1∑
i=m
(2i+ 1) (λµ)i ,
d (u2m+1, u2n) ≤
[
λ
n−1∑
i=m
(λµ)i +
n−1∑
i=m+1
(λµ)i
]
d (u0, u1) + λ
n−1∑
i=m
(2i+ 1) (λµ)i
+
n−1∑
i=m+1
2i (λµ)i .
Since 0 < λµ < 1, by Cauchy’s root test, we get that
∑
(2i+ 1) (λµ)i and
∑
2i (λµ)i
are convergent series. Therefore, {un} is a Cauchy sequence in X. As X is complete, a
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z ∈ X exists for which un −→ z as n −→∞. By condition (d) we have β (un−1, z) ≥ 1
for all n ∈ N. Now we have
d
(
u2n, [Sz]αL(z)
)
≤ H
(
[Tu2n−1]αL(u2n−1) , [Sz]αL(z)
)
= H
(
[Sz]αL(z) , [Tu2n−1]αL(u2n−1)
)
≤ β (u2n−1, z)H
(
[Sz]αL(z) , [Tu2n−1]αL(u2n−1)
)
≤ max {β (u2n−1, z) , β (z, u2n−1)}H
(
[Sz]αL(z) , [Tu2n−1]αL(u2n−1)
)
≤ a1d
(
z, [Sz]αL(z)
)
+ a2d
(
u2n−1, [Tu2n−1]αL(u2n−1)
)
+a3d
(
z, [Tu2n−1]αL(u2n−1)
)
+ a4d
(
u2n−1, [Sz]αL(z)
)
+a5d (z, u2n−1)
≤ a1d
(
z, [Sz]αL(z)
)
+ a2d (u2n−1, u2n) + a3d (z, u2n)
+a4d
(
u2n−1, [Sz]αL(z)
)
+ a5d (z, u2n−1) .
Since
d
(
z, [Sz]αL(z)
)
≤ d (z, u2n) + d
(
u2n, [Sz]αL(z)
)
,
we get
d
(
z, [Sz]αL(z)
)
≤ d (z, u2n) + a1d
(
z, [Sz]αL(z)
)
+ a2d (u2n−1, u2n) + a3d (z, u2n)
+a4d
(
u2n−1, [Sz]αL(z)
)
+ a5d (z, u2n−1)
≤ (1 + a3) d (z, u2n) + (a4 + a5) d (z, u2n−1) + a2d (u2n−1, u2n)
+ (a1 + a4) d
(
z, [Sz]αL(z)
)
,
which implies that
d
(
z, [Sz]αL(z)
)
≤
(
1 + a3
1− a1 − a4
)
d (z, u2n) +
(
a4 + a5
1− a1 − a4
)
d (z, u2n−1)
+
(
a2
1− a1 − a4
)
d (u2n−1, u2n) .
Letting n −→ ∞, we have d
(
z, [Sz]αL(z)
)
= 0, which implies that z ∈ [Sz]αL(z) .
Similarly, by using
d
(
z, [Tz]αL(z)
)
≤ d (z, u2n+1) + d
(
u2n+1, [Tz]αL(z)
)
,
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we can show that z ∈ [Tz]αL(z) . Therefore, z ∈ [Sz]αL(z) ∩ [Tz]αL(z) . This completes
the proof.
Next, we give an example to support the validity of our result.
Example 5.2.1. Consider a complete metric space (X, d) , where X = [0, 1] and d
is the usual distance. Let L = {δ, ω, τ, κ} with δ-Lω-Lκ, δ-Lτ-Lκ, where ω and τ
are not comparable. Then (L,-L) is a complete distributive lattice. Define a pair of
mappings S, T : X → FL(X) as follows:
S(x)(t) =

κ if 0 ≤ t ≤ x
6
ω if x
6
< t ≤ x
3
τ if x
3
< t ≤ x
2
δ if x
2
< t ≤ 1
,
T (x)(t) =

κ if 0 ≤ t ≤ x
12
δ if x
12
< t ≤ x
8
ω if x
8
< t ≤ x
4
τ if x
4
< t ≤ 1
.
Define β : X ×X −→ [0,∞) as follows:
β (u, v) =
{
1
|u−v| u 6= v
1 u = v
.
For every x ∈ X, αL (x) = κ exists for which
[Sx]κ =
[
0,
x
6
]
, [Tx]κ =
[
0,
x
12
]
,
and all of the conditions of Theorem 5.2.1 are satisfied. Hence, there exists a 0 ∈ X
such that 0 ∈ [S0]αL(0) ∩ [T0]αL(0) .
Corollary 5.2.1. For a complete metric space (X, d), β : X ×X −→ [0,∞) and fuzzy
mappings S and T from X into F (X) satisfying:
(a) for every x ∈ X, an α (x) ∈ (0, 1] exists so that [Sx]α(x) , [Tx]α(x) are non-empty
closed bounded subsets of X, and, for x0 ∈ X, there exists an x1 ∈ [Sx0]α(x0)
with β (x0, x1) ≥ 1,
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(b) for all x, y ∈ X, we have
max {β (x, y) , β (y, x)}
[
H
(
[Sx]α(x) , [Ty]α(y)
)]
≤ a1d
(
x, [Sx]α(x)
)
+ a2d
(
y, [Ty]α(y)
)
+a3d
(
x, [Ty]α(y)
)
+ a4d
(
y, [Sx]α(x)
)
+a5d (x, y) ,
where a1, a2, a3, a4, a5 are nonnegative real numbers satisfying
5∑
i=1
ai < 1, and
either a1 = a2 or a3 = a4
(c) (S, T ) is a βF−admissible pair
(d) if {xn} ∈ X is such that β (xn, xn+1) ≥ 1 and xn −→ x then β (xn, x) ≥ 1.
Then a z ∈ X exists for which z ∈ [Sz]α(z) ∩ [Tz]α(z).
Proof. By considering L = [0, 1] in Theorem 5.2.1 we get the required result.
If we set β (x, y) = 1 for all x, y ∈ X in Corollary 5.2.8, we obtain the following
result.
Corollary 5.2.2. [24] For a complete metric space (X, d) and fuzzy mappings S and
T from X into F(X) satisfying:
(a) for each x ∈ X, an α (x) ∈ (0, 1] exists so that [Sx]α(x) , [Tx]α(x) are non-empty
closed bounded subsets of X,
(b) for all x, y ∈ X,
H
(
[Sx]α(x) , [Ty]α(y)
)
≤ a1d
(
x, [Sx]α(x)
)
+ a2d
(
y, [Ty]α(y)
)
+a3d
(
x, [Ty]α(y)
)
+ a4d
(
y, [Sx]α(x)
)
+ a5d (x, y) ,
where a1, a2, a3, a4, a5 are nonnegative real numbers satisfying
5∑
i=1
ai < 1 and
either a1 = a2 or a3 = a4.
Then a z ∈ X exists for which z ∈ [Sz]α(z) ∩ [Tz]α(z).
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5.3 L-Fuzzy Coincidence and Fixed Point Theo-
rems for Locally Contractive Mappings
In 1961, Edelstein [48] extended the Banach contraction principle by using the
idea of locally and globally contractive mappings. Inspired by these ideas, Nadler
[100] formulated an interesting result for multivalued mappings on a complete ε-
chainable metric space, if T : X → 2X is an (ε, λ)-uniformly locally contractive
multivalued mappings of a complete ε-chainable metric space X, then T has a fixed
point. Subsequently, many authors e.g., [8, 15, 20, 33, 60, 61, 67, 70, 80, 89, 90, 95, 118]
utilized these findings to prove numerous results.
In this section existence theorems of coincidence points of a crisp mapping and
a sequence of L-fuzzy mappings are established in a complete metric space under
contractive type conditions in connection with newly defined notions of DαL and d
∞
L
distances on the class of L-fuzzy sets. Further, we obtain some fixed point theorems for
L-fuzzy set-valued mappings which extend a variety of recent results on fixed points
for fuzzy mappings and multivalued mappings in the literature e.g., see [8, 48, 97, 130].
As applications, we first obtained coincidence points for a sequence of multivalued
mappings with a self mapping and second, achieved existence and uniqueness criteria
for the solution for a generalized category of nonlinear integral equations.
For a metric space (X, d), we define
DαL(A,B) = H(AαL , BαL),
whenever A,B ∈ FL (X) and AαL , BαL ∈ CB(X) for each αL ∈ L\{0L}.
Analogous to [8], the following notion is defined:
Definition 5.3.1. A mapping T : X → FL(X) is called an (ε, λ) uniformly locally
contractive L-fuzzy mapping if u, v ∈ X and 0 < d(u, v) < ε, then d∞L (T (u), T (v)) ≤
λd(u, v).
Theorem 5.3.1. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space,{Tq}∞q=1
a sequence of mappings from X into FL(X) and S : X → X a surjection such that,
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for each u ∈ X and q ∈ N, [Tq(u)]αL ∈ CB(X) for some αL ∈ L\{0L}. If u, v ∈ X
such that 0 < d(Su, Sv) < ε, implies that
DαL(Tq(u), Tr(v)) ≤ µ(d(Su, Sv))d(Su, Sv), (5.3.1)
for all q, r ∈ N, where µ : [0, ε) → [0, 1) is a MT -function, then S and the se-
quence {Tq}∞q=1 have a coincidence point; i.e., there exists a v∗ ∈ X such that
Sv∗ ∈ ⋂
q∈N
[Tq(v
∗)]αL.
Proof. Let v0 be an arbitrary but fixed element of X. Find a v1 ∈ X such that
Sv1 ∈ [T1(v0)]αL . Let
Sv0 = Su(1,0), Su(1,1), Su(1,2), · · · , Su(1,l) = Sv1 ∈ [T1(v0)]αL
be an arbitrary ε- chain from Sv0 to Sv1. (Without any loss of generality we assume
that Su(1,q) 6= Su(1,r) for each q, r ∈ {0, 1, 2, ..., l} with q 6= r).
Since 0 < d(Su(1,0), Su(1,1)) < ε, we get
DαL(T1(u(1,0)), T2(u(1,1))) ≤ µ(d(Su(1,0), Su(1,1)))d(Su(1,0), Su(1,1))
<
√
µ(d(Su(1,0), Su(1,1)))d(Su(1,0), Su(1,1))
< d(Su(1,0), Su(1,1)) < ε.
Rename Sv1 as Su(2,0). Since Su(2,0) ∈
[
T1(u(1,0))
]
αL
, using Lemma 3.2.3 we find an
Su(2,1) ∈
[
T2(u(1,1))
]
αL
such that
d(Su(2,0), Su(2,1)) <
√
µ(d(Su(1,0), Su(1,1)))d(Su(1,0), Su(1,1))
< d(Su(1,0), Su(1,1)) < ε.
Since 0 < d(Su(1,1), Su(1,2)) < ε, we deduce that
DαL(T2(u(1,1)), T2(u(1,2))) ≤ µ(d(Su(1,1), Su(1,2)))d(Su(1,1), Su(1,2))
<
√
µ(d(Su(1,1), Su(1,2)))d(Su(1,1), Su(1,2))
< d(Su(1,1), Su(1,2)) < ε.
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Similarly, as Su(2,1) ∈
[
T2(u(1,1))
]
αL
, again using Lemma 3.2.3, we find an Su(2,2) ∈[
T2(u(1,2))
]
αL
such that
d(Su(2,1), Su(2,2)) <
√
µ(d(Su(1,1), Su(1,2)))d(Su(1,1), Su(1,2))
< d(Su(1,1), Su(1,2)) < ε.
Thus we obtain a set {Su(2,0), Su(2,1), Su(2,2), · · · , Su(2,l)} of l + 1 points of X such
that Su(2,0) ∈
[
T1(u(1,0))
]
αL
and Su(2,t) ∈
[
T2(u(1,t))
]
αL
for t = 1, 2, . . . ., l, with
d(Su(2,t), Su(2,t+1)) <
√
µ(d(Su(1,t), Su(1,t+1)))d(Su(1,t), Su(1,t+1))
< d(Su(1,t), Su(1,t+1)) < ε,
for t = 0, 1, 2, . . . ., l − 1.
Let Su(2,l) = v2. Thus the set of points Sv1 = Su(2,0), Su(2,1), Su(2,2), · · · , Su(2,l) =
Sv2 ∈ [T2(v1)]αL is an ε-chain from Sv1 to Sv2. Rename Sv2 as Su(3,0). Then, by the
same procedure, we obtain an ε- chain
Sv2 = Su(3,0), Su(3,1), Su(3,2), · · · , Su(3,l) = Sv3 ∈ [T3(v2)]αL
from Sv2 to Sv3. Inductively, we obtain
Svh = Su(h+1,0), Su(h+1,1), Su(h+1,2), · · · , Su(h+1,l) = Svh+1 ∈ [Th+1(vh)]αL
with
d(Su(h+1,t), Su(h+1,t+1)) <
√
µ(d(Su(h,t), Su(h,t+1)))d(Su(h,t), Su(h,t+1))(5.3.2)
< d(Su(h,t), Su(h,t+1)) < ε,
for t = 0, 1, 2, . . . ., l − 1.
Consequently, we construct a sequence {Svh}∞h=1 of points of X with
Sv1 = Su(1,l) = Su(2,0) ∈ [T1(v0)]αL ,
Sv2 = Su(2,l) = Su(3,0) ∈ [T2(v1)]αL ,
Sv3 = Su(3,l) = Su(4,0) ∈ [T3(v2)]αL ,
...
Svh+1 = Su(h+1,l) = Su(h+2,0) ∈ [Th+1(vh)]αL ,
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for all h ∈ N.
For each t ∈ {0, 1, 2, ..., l− 1} we deduce from 5.3.2 that {d(Su(h,t), Su(h,t+1))}∞h=1 is a
decreasing sequence of non-negative real numbers and therefore there exists an lt ≥ 0
such that
lim
h→∞
d(Su(h,t), Su(h,t+1)) = lt.
By assumption, lim supt→l+t µ(t) < 1, so there exists ht ∈ N such that
µ(d(Su(h,t), Su(h,t+1)) < ω(lt) for all h ≥ ht where lim supt→l+t µ(t) < ω(lt) < 1.
Now put
Θt = max
{
max
q=1,...,ht
√
µ(d(Su(q,t), Su(q,t+1))),
√
ω(lt)
}
.
Then, for every h > ht, we obtain
d(Su(h,t), Su(h,t+1)) <
√
µ(d(Su(h−1,t), Su(h−1,t+1)))d(Su(h−1,t), Su(h−1,t+1))
<
√
ω(lt)d(Su(h−1,t), Su(h−1,t+1))
≤ Θtd(Su(h−1,t), Su(h−1,t+1))
≤ (Θt)2d(Su(h−2,t), Su(h−2,t+1))
≤ ...
≤ (Θt)h−1d(Su(1,t), Su(1,t+1)).
Putting N = max{ht : t = 0, 1, 2, ..., l − 1}, we have
d(Svh−1, Svh) = d(Su(h,0), Su(h,l)) ≤
l−1∑
t=0
d(Su(h,t), Su(h,t+1))
<
l−1∑
t=0
(Θt)
h−1d(Su(1,t), Su(1,t+1)),
for all h > N + 1. Hence
d(Svh, Svp) ≤ d(Svh, Svh+1) + d(Svh+1, Svh+2) + · · ·+ d(Svp−1, Svp)
<
l−1∑
t=0
(Θt)
h d(Su(1,t), Su(1,t+1)) + · · ·+
l−1∑
t=0
(Θt)
p−1 d(Su(1,t), Su(1,t+1)).
whenever p > h > N + 1.
Since Θt < 1 for all t ∈ {0, 1, 2, ..., l − 1}, it follows that {Svh = Su(h,l)} is a Cauchy
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sequence. Since (X, d) is complete, a v∗ ∈ X exists for which Svh → Sv∗. Therefore,
there exists an integer M > 0 such that h > M implies d(Svh, Sv
∗) < ε. Thus using
inequality 5.3.1 implies that DαL(Th+1(vh), Tq(v
∗)) < ε for all q ∈ N .
Now consider, for all q ∈ N,
d
(
Sv∗, [Tq(v∗)]αL
)
≤ d (Sv∗, Svh+1) + d
(
Svh+1, [Tq(v
∗)]αL
)
≤ d (Sv∗, Svh+1) +H
(
[Th+1(vh)]αL , [Tq(v
∗)]αL
)
≤ d (Sv∗, Svh+1) +DαL (Th+1(vh), Tq(v∗))
≤ d (Sv∗, Svh+1) + µ (d (Svh, Sv∗)) d (Svh, Sv∗) .
Letting h→∞ in the above inequality, we get d
(
Sv∗, [Tq(v∗)]αL
)
→ 0, which implies
that Sv∗ ∈ [Tq(v∗)]αL for all q ∈ N. Hence Sv∗ ∈
⋂
q∈N
[Tq(v
∗)]αL as required.
Corollary 5.3.1. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Tq}∞q=1
a sequence of mappings from X into FL(X) and S : X → X a surjection such that,
for each u ∈ X and q ∈ N, [Tq(u)]αL ∈ CB(X) for some αL ∈ L\{0L}. If u, v ∈ X are
such that 0 < d(Su, Sv) < ε, implies that
DαL(Tq(u), Tr(v)) ≤ ρd(Su, Sv),
for all q, r ∈ N, where ρ ∈ (0, 1), then S and the sequence {Tq}∞q=1 have a coincidence
point; i.e., there exists a v∗ ∈ X such that Sv∗ ∈ ⋂
q∈N
[Tq(v
∗)]αL .
Proof. Apply Theorem 5.3.1 where µ is the MT -function defined by µ(t) = ρ for all
t ∈ [0, ε).
Now we construct the following example to support Theorem 5.3.1.
Example 5.3.1. Let ε ∈ (0,∞], X = [0, 1], and d(u, v) = |u− v|, whenever u, v ∈ X.
Then (X, d) is a complete ε-chainable metric space. Let L = {ζ, η, ξ, ς} with ζ -L
η -L ς, ζ -L ξ -L ς, where η and ξ are not comparable. Then (L,-L) is a complete
distributive lattice. Suppose that {Tq}∞q=1 is a sequence of mappings defined from X
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into FL(X) by
Tq(u)(t) =

ζ if 0 ≤ t ≤ u3
19βq
η if u
3
19βq
< t ≤ u3
11βq
ς if u
3
11βq
< t ≤ u3
8βq
ξ if u
3
8βq
< t ≤ 1
q ∈ N, β > 1 a real number,
and S : X → X is a surjective self mapping defined by Sx = x3 for all x ∈ X. For
x, y ∈ X\ {0} , suppose that ε = 1|x3−y3| ∈ (0,∞],
0 < d (Sx, Sy) =
∣∣x3 − y3∣∣ < ε.
Assume that αL = η. Then [Tq (u)]η =
[
0, u
3
11βq
]
. For q, r ∈ N, with q ≤ r, u, v ∈ X
and µ (t) = 1
β
for all t ∈ (0, ε], consider
DαL(Tq(u), Tr(v)) = H([Tq(u)]αL , [Tr(v)]αL)
= H
([
0,
u3
11βq
]
,
[
0,
v3
11βr
])
=
1
11β
∣∣∣∣u3q − v3r
∣∣∣∣
≤ 1
11βq
∣∣u3 − v3∣∣
≤ 1
β
∣∣u3 − v3∣∣
= µ(d(Su, Sv))d(Su, Sv).
Since all of the conditions of Theorems 5.3.1 are satisfied. Therefore there exists a
coincidence point of S and the sequence {Tq}∞q=1; i.e.,
S0 = 0 ∈
⋂
q∈N
[Tq(0)]αL ,
for some αL ∈ L\{0L}.
The theory of differential inclusions was scientifically recognized by Aubin and
Cellina [19]. They studied the existence and properties of solutions to differential
inclusions of the form d
dt
x (t) ∈ L (t, x (t)). Theorem 5.3.1 can deal with the existence
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of solutions of differential inclusions of the form d
dt
f(x (t)) ∈ K (t, x (t)) . However, to
identify it, we have to explore some extra material about a version of the measurable
selection theorem for continuous multivalued functions with non-empty convex closed
(or compact) values on a Banach space, which may be problematic for some readers.
Therefore in this section we confine our attention to nonlinear differential equations
of the form d
dt
f(x (t)) = K (t, x (t)) . The main objective of this section is to study the
existence and uniqueness of solutions of a general class of Volterra integral equations
of the 2nd kind, which arise from differential equations of the form d
dt
f(x (t)) =
K (t, x (t)) , under various assumptions on the functions involved. Theorem 5.3.1,
together with the function space (C[a, b],R, ) and a contractive inequality, are used
to establish the result.
Consider the integral equation:
f (x (t))− η
t∫
a
L (s, x (s))h (x (s)) ds = g (t) , (5.3.3)
where, x : [a, b]→ R is unknown, h : R→ R is given, and η is a parameter.
Theorem 5.3.2. Let L0 : [a, b] → R, L : [a, b] × R → R be continuous mappings
and h : R → R a continuous surjection. If there exists a K < 1
b−a such that, for
r, s ∈ R,
|hr − hs| < ε =⇒ |L (t, r)− L (t, s)| ≤ K |hr − hs| , t ∈ [a, b],
then the integral equation
h (x (t)) = L0 (t) +
∫ t
a
[L(s, x(s)] ds, t ∈ [a, b] (5.3.4)
has a solution in (C [a, b] ,R).
Proof. Let X = (C [a, b] ,R) . Then X is a complete ε-chainable metric space for ε ∈
(0,∞]. Let ϕL : X → L\ {0L} be an arbitrary mapping. Assume that, for x ∈ X,
τx (t) = L0 (t) +
∫ t
a
[L(s, x(s)] ds, for all t ∈ [a, b] .
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Define mappings T : X → FL (X) and S : X → X as follows:
T (x) (f) =
{
ϕL (x) if f (t) = τx (t) for all t ∈ [a, b]
0L otherwise,
,
S (x) (t) = h (x (t)) for all t ∈ [a, b] .
Note that |hx (t)− hy (t)| < ε for all t ∈ [a, b]⇐⇒ d (Sx, Sy) < ε.
Take αL = ϕL (x). Moreover, for some f ∈ [Tx]αL , we obtain T (x) (f) = ϕL (x) .Then,
by assumptions, for every f ∈ X there exists a y ∈ X such that f = Sy = h ◦ y.
Moreover, if |hx(t)− hy(t)| < ε for all t ∈ [a, b] , by assumptions,
|τx (t)− τy (t)| =
∣∣∣∣∫ t
a
[L(s, x(s)] ds−
∫ t
a
[L(s, y(s)] ds
∣∣∣∣
≤
∫ t
a
|L(s, x(s))− L(s, y(s))| ds
≤
∫ t
a
K |h (x (s))− h (y (s))| ds
≤ K
(
sup
t∈[a,b]
|(hx) (t)− (hy) (t)|
)∣∣∣∣∫ t
a
ds
∣∣∣∣
≤ K (b− a) d(h ◦ x, h ◦ y)
≤ K (b− a) d(Sx, Sy),
which implies that
DαL(Tx, Ty) ≤ K (b− a) d(Sx, Sy).
Hence, if for an MT-function, µ : [0, ε) → [0, 1), µ (d(Sx, Sy)) = K (b− a) , all
conditions of theorem 5.3.1 are satisfied, to obtain a continuous function u : [a, b]→
R such that Su ∈ [T (u)]αL . Thus h ◦ u = τu and u will be a solution of the integral
equation 5.3.4.
Corollary 5.3.2. Let K0 ∈ R, L : [a, b]×R→ R be continuous mappings and h : R→
R a continuous surjection. If there exists a K < 1
b−a such that, for r, s ∈ R,
|hr − hs| < ε =⇒ |L (t, r)− L (t, s)| ≤ K |hr − hs| , t ∈ [t0, t0 + δ],
then the initial value problem
d
dt
h (x (t)) = L(s, x(t)), h (x (t0)) = K0, t ∈ [t0, t0 + δ] (5.3.5)
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has a solution in (C [a, b] ,R).
Proof. Considering the integral equation:
h (x (t)) = K0 +
∫ t
t0
[L(s, x(s)] ds, t ∈ [t0, t0 + δ],
we obtain the required result from Theorem 5.3.2 for L0 (t) = K0.
Example 5.3.2.
x7 (t)− tan t =
∫ t
0
[
x7(s) + 17s+ 5
]
sds, t ∈ [0, c] , c < 1 (5.3.6)
Note that, for L (t, s) = [x7(s) + 17s+ 5] s, L0 (t) = tan t, hs = s
3
|L (t, r)− L (t, s)| ≤ c |hr − hs|
for all t ∈ [0, c] and, all of the conditions of Theorem 5.3.2 are fulfilled (for K =
c, a = 0).
Let X = (C [0, c] ,R), and define mappings T : X → FL (X) and S : X → X as
follows:
T (x) (f) =
{
ϕL (x) if f (t) = τx (t) for all t ∈ [0, c]
0L otherwise,
,
Sx = x7
In the following we approximate the value of u, by constructing the iterative sequences:
xn+1 ∈ (C [0, c] ,R) , Sxn+1 ∈ [Txn]αL for some αL ∈ L\ {0L} .
Define
τx (t) = tan t+
∫ t
0
[
x7(s) + 17s+ 5
]
sds, for all t ∈ [0, c] .
Note that
[Tx]ϕL(x) = {f ∈ X : T (x) (f) = ϕL (x)} = {τx} .
Let x0 : [0, c]→ R be defined by x0 (t) = 0 for all t ∈ [0, c] . Then
[Tx0]ϕL(x) = {τx0} .
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Thus, Sx1 = τx0 , where,
τx0 (t) = tan t+
∫ t
0
[17s+ 5] sds = tan t+
17t3
3
+
5t2
2
and
x1 (t) =
7
√
tan t+
17t3
3
+
5t2
2
.
Now,
Sx2 = τx1 ∈ [Tx1]ϕL(x) ,
where,
τx1 (t) = tan t+
∫ t
0
((
tan t+
17s3
3
+
5s2
2
)
+ 17s+ 5
)
sds
= tan t+
17t3
3
+
5t2
2
+
(
17t5
3.5
+
5t4
2.4
+
(tan t) t2
2
)
and
x2 (t) =
7
√
tan t+
17t3
3
+
5t2
2
+
(
17t5
3.5
+
5t4
2.4
+
(tan t) t2
2
)
.
Similarly,
Sx3 = τx2 ∈ [Tx2]ϕL(x) ,
where,
τx2 (t) = tan t+
∫ t
0
((
tan t+
17t3
3
+
5t2
2
+
1
27
(
17t5
3.5
+
5t4
2.4
+
(tan t) t2
2
))
+ 17s+ 5
)
sds
= tan t+
17t3
3
+
5t2
2
+
(
17t5
3.5
+
5t4
2.4
+
(tan t) t2
2
)
+
(
17t7
3.5.7
+
5t6
2.4.6
+
(tan t) t4
2.4
)
and
x3 (t) =
(
tan t+
17t3
3
+
5t2
2
+
(
17t5
3.5
+
5t4
2.4
+
(tan t) t2
2
)
+
(
17t7
3.5.7
+
5t6
2.4.6
+
(tan t) t4
2.4
))1
7
.
It follows that
lim
n→∞
Sxn = tan t+ tan t
∞∑
n=1
(
t2n
(2n) (2n− 2) · · · 2
)
+
∞∑
n=1
(
17t2n+1
(2n+ 1) (2n− 1) · · · 3 +
5t2n
(2n) (2n− 2) · · · 2
)
∈ [Tu]ϕL(x) .
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Hence,
u (t) =
(
tan t+ tan t
∞∑
n=1
(
t2n
(2n)(2n−2)···2
)
+
∑∞
n=1
(
17t2n+1
(2n+1)(2n−1)···3 +
5t2n
(2n)(2n−2)···2
)) 17
is a solution of integral equation 5.3.6.
By considering L = [0, 1] in Theorem 5.3.1, some results for fuzzy mappings are
obtained, which are as follows:
Theorem 5.3.3. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Tq}∞q=1
a sequence of fuzzy mappings from X into F (X) and S : X → X a surjection such
that, for each u ∈ X and q ∈ N, [Tq(u)]α ∈ CB(X) for some α ∈ (0, 1]. If u, v ∈ X
are such that 0 < d(Su, Sv) < ε implies that
Dα(Tq(u), Tr(v)) ≤ µ(d(Su, Sv))d(Su, Sv)
for all q, r ∈ N, where µ : [0, ε) → [0, 1) is an MT -function, then S and the
sequence {Tq}∞q=1 have a coincidence point; i.e., there exists a v∗ ∈ X such that
Sv∗ ∈ ⋂
q∈N
[Tq(v
∗)]α.
Corollary 5.3.3. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Tq}∞q=1
a sequence of fuzzy mappings from X into F (X) and S : X → X a surjection such
that, for each u ∈ X and q ∈ N, [Tq(u)]α ∈ CB(X), for some α ∈ (0, 1]. If u, v ∈ X
are such that 0 < d(Su, Sv) < ε, implies
Dα(Tq(u), Tr(v)) ≤ ρd(Su, Sv)
for all q, r ∈ N, where ρ ∈ (0, 1), then S and the sequence {Tq}∞q=1 have a coincidence
point; i.e., there exists a v∗ ∈ X such that Sv∗ ∈ ⋂
q∈N
[Tq(v
∗)]α.
Corollary 5.3.4. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric linear space,
{Tq}∞q=1 a sequence of fuzzy mappings from X into W (X) and S : X → X a surjection
such that, for each u ∈ X and q ∈ N, [Tq(u)]α ∈ CB(X) for some α ∈ (0, 1]. If u, v ∈ X
are such that 0 < d(Su, Sv) < ε, implies that
d∞(Tq(u), Tr(v)) ≤ µ(d(Su, Sv))d(Su, Sv)
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for all q, r ∈ N, where µ : [0, ε) → [0, 1) is an MT -function, then S and the se-
quence {Tq}∞q=1 have a coincidence point; i.e., there exists a v∗ ∈ X such that
Sv∗ ∈ ⋂
q∈N,
[Tq(v
∗)]α.
Proof. Since W (X) ⊆ CB(X) and Dα(Tq(u), Tr(v)) ≤ d∞(Tq(u), Tr(v)) for all q, r ∈ N
and the result follows immediately from Theorem 5.3.3.
Coincidence Theorems via d∞L -distance
In this section some coincidence theorems are proved by using the newly defined
notion of d∞L -distance.
For a metric space (X, d), we define
d∞L (A,B) = sup
αL∈L\{0L}
DαL(A,B),
whenever A,B ∈ FL (X) and AαL , BαL ∈ CB(X) for each αL ∈ L\{0L}.
Theorem 5.3.4. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Tq}∞q=1
a sequence of L-fuzzy mappings from X into FL(X) and S : X → X a surjection
such that, for each u ∈ X and q ∈ N, [Tq(u)]αL ∈ CB(X) for some αL ∈ L\{0L}. If
u, v ∈ X are such that 0 < d(Su, Sv) < ε implies that
d∞L (Tq(u), Tr(v)) ≤ µ(d(Su, Sv))d(Su, Sv)
for all q, r ∈ N, where µ : [0, ε) → [0, 1) is an MT -function, then S and the
sequence {Tq}∞q=1 have a coincidence point; i.e., there exists a v∗ ∈ X such that
Sv∗ ∈ ⋂
q∈N
[Tq(v
∗)]αL.
Proof. Since DαL(Tq(u), Tr(v)) ≤ d∞L (Tq(u), Tr(v)) for all q, r ∈ N, the result follows
immediately from Theorem 5.3.1.
Corollary 5.3.5. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Tq}∞q=1
a sequence of L-fuzzy mappings from X into FL(X) and S : X → X a surjection
such that, for each u ∈ X and q ∈ N, [Tq(u)]αL ∈ CB(X) for some αL ∈ L\{0L}. If
u, v ∈ X are such that 0 < d(Su, Sv) < ε implies that
d∞L (Tq(u), Tr(v)) ≤ ρd(Su, Sv)
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for all q, r ∈ N, where ρ ∈ (0, 1), then S and the sequence {Tq}∞q=1 have a coincidence
point; i.e., a v∗ ∈ X exists for which Sv∗ ∈ ⋂
q∈N
[Tq(v
∗)]αL .
By taking S = I in Theorem 5.3.4 we get:
Corollary 5.3.6. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and
{Tq}∞q=1 a sequence of L-fuzzy mappings from X into FL(X) such that, for each
u ∈ X and q ∈ N, [Tq(u)]αL ∈ CB(X) for some αL ∈ L\{0L}. If u, v ∈ X are such
that 0 < d(u, v) < ε implies that
d∞L (Tq(u), Tr(v)) ≤ µ(d(u, v))d(u, v)
for all q, r ∈ N, where µ : [0, ε)→ [0, 1) is an MT -function, then the sequence {Tq}∞q=1
has a common fixed point; i.e., there exists v∗ ∈ X such that v∗ ∈ ⋂
q∈N
[Tq(v
∗)]α.
Corollary 5.3.7. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and T :
X → FL (X) be an (ε, λ) uniformly locally contractive L-fuzzy mapping. Then T
possesses a fixed point.
Fixed Point Theorems for L-Fuzzy Mappings
The upcoming section is related to fixed point results which are deduced from the
above mentioned coincidence results. If we take S = I in Theorem 5.3.1 we get:
Theorem 5.3.5. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and
{Tq}∞q=1 a sequence of mappings from X into FL(X) such that, for each u ∈ X and
q ∈ N, [Tq(u)]αL ∈ CB(X) for some αL ∈ L\{0L}. If u, v ∈ X such that 0 < d(u, v) <
ε implies that
DαL(Tq(u), Tr(v)) ≤ µ(d(u, v))d(u, v)
for all q, r ∈ N, where µ : [0, ε)→ [0, 1) is an MT -function, then the sequence {Tq}∞q=1
has a common fixed point; i.e., there exists v∗ ∈ X such that v∗ ∈ ⋂
q∈N
[Tq(v
∗)]αL.
Corollary 5.3.8. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and T a
mapping from X into FL(X) such that, for each u ∈ X, [T (u)]αL ∈ CB(X) for some
αL ∈ L\{0L}. If u, v ∈ X are such that 0 < d(u, v) < εimplies that
DαL(T (u), T (v)) ≤ µ(d(u, v))d(u, v),
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where µ : [0, ε)→ [0, 1) is an MT -function, then T has a fixed point; i.e., there exists
a v∗ ∈ X such that v∗ ∈ [T (v∗)]αL .
Proof. Considering q = r = 1 in Theorem 5.3.1, we get the required result.
If we take S = I in Theorem 5.3.5 we get:
Corollary 5.3.9. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and
{Tq}∞q=1 a sequence of mappings from X into F (X) such that for each u ∈ X
and q ∈ N, [Tq(u)]α ∈ CB(X) for some α ∈ (0, 1]. If u, v ∈ X are such that
0 < d(u, v) < ε implies that
Dα(Tq(u), Tr(v)) ≤ µ(d(u, v))d(u, v)
for all q, r ∈ N, where µ : [0, ε)→ [0, 1) is an MT -function, then the sequence {Tq}∞q=1
has a common fixed point; i.e., there exists a v∗ ∈ X such that v∗ ∈ ⋂
q∈N
[Tq(v
∗)]α.
By considering α = 1 in the above corollary we deduce the main result and hence
all of the corollaries of [8].
Coincidence Theorems for Multivalued Mappings
In this section we will apply Theorem 5.3.1 to prove some coincidence results for
multivalued mappings and then to generalize some of the interesting results in the
literature.
Theorem 5.3.6. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Jq}∞q=1
be a sequence of multivalued mappings from X into CB(X) and S : X → X a surjec-
tion such that 0 < d(Su, Sv) < ε implies that
H(Jq(u), Jr(v)) ≤ µ(d(Su, Sv))d(Su, Sv),
for all u, v ∈ X,where µ : [0, ε) → [0, 1) is an MT -function. Then S and the
sequence {Jq}∞q=1 have a coincidence point; i.e., there exists a v∗ ∈ X such that
Sv∗ ∈ ⋂
q∈N
{Jq(v∗)}.
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Proof. Define a sequence of L-fuzzy mappings {Tq}∞q=1 from X into FL(X) as, for
some αL ∈ L\{0L}, Tq(v)(t) = αL if t ∈ Jq(v) and Tq(v)(t) = 0L, otherwise. Then
[Tq(v)]αL = Jq(v) for all v ∈ X, so [Tq(v)]αL ∈ CB(X) for all v ∈ X. Since
DαL(Tq(u), Tr(v)) = H([Tq(u)]αL , [Tr(v)]αL) = H(Jq(u), Jr(v))
for all u, v ∈ X, we deduce that condition (1) of Theorem 5.3.1 is satisfied for {Tq}∞q=1 .
Hence {Tq}∞q=1 has a coincidence point v∗ in X; i.e., Sv∗ ∈
⋂
q∈N
[Tq(v
∗)]αL . From this
we conclude that Sv∗ ∈ ⋂
q∈N
{Jq(v∗)} . This completes the proof.
Corollary 5.3.10. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space, {Jq}∞q=1
be a sequence of multivalued mappings from X into CB(X), and S : X → X a
surjection such that 0 < d(Su, Sv) < ε implies that
H(Jq(u), Jr(v)) ≤ ρd(Su, Sv),
for all u, v ∈ X, where ρ ∈ (0, 1). Then S and the sequence {Jq}∞q=1 have a coincidence
point; i.e., there exists a v∗ ∈ X such that Sv∗ ∈ ⋂
q∈N
{Jq(v∗)}.
By taking S = I in Theorem 5.3.6 we get the following.
Corollary 5.3.11. Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and
{Jq}∞q=1 be a sequence of multivalued mappings from X into CB(X) such that 0 <
d(u, v) < ε implies that
H(Jq(u), Jr(v)) ≤ µ(d(u, v))d(u, v),
for all u, v ∈ X,where µ : [0, ε) → [0, 1) is an MT -function. Then the sequence
{Jq}∞q=1 has a common fixed point; i.e., a v∗ ∈ X exists for which v∗ ∈
⋂
q∈N
{Jq(v∗)}.
Corollary 5.3.12. [97, 130] For a complete metric space (X, d) a multivalued mapping
J from X into CB(X) and an MT-function µ : [0,∞)→ [0, 1)such that
H(Ju, Jv) ≤ µ(d(u, v))d(u, v),
for all u, v ∈ X, J possesses a fixed point in X.
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Proof. Taking q = r = 1 with ε = ∞, in the above corollary we get the required
result.
Corollary 5.3.13. [23, 60] Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space
and J be a multivalued mapping from X into CB(X) such that 0 < d(u, v) < ε implies
that
H(J(u), J(v)) ≤ ρd(u, v),
for all u, v ∈ X, where ρ ∈ (0, 1). Then J has a fixed point.
By considering J as a single valued mapping in the above corollary we deduce the
following result.
Corollary 5.3.14. [48] Let ε ∈ (0,∞], (X, d) a complete ε-chainable metric space and
T : X → X be an (ε, λ) uniformly locally contractive single valued mapping. Then
T has a fixed point.
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Chapter 6
Fuzzy Fixed Point Theorems in
Cone Metric Spaces
6.1 Introduction
In 2007, Huang and Zhang [62] presented the concept of a cone metric space,
where the set of real numbers is replaced by an ordered Banach space (see definition
2.4.7). In that paper some fixed point theorems for contractive type mappings in a
normal cone metric space were proved. Subsequently many authors [3, 4, 41, 42, 68,
69, 77, 78, 109, 110, 111, 117, 133, 135] established fixed point (as well as common
fixed point) results. Recently the authors of [78, 133, 135] have introduced the idea
of a fixed point for set valued contractions in normal cone metric spaces.
In 2008, Rezapour and Hamlbarani [117] modified the results of Huang and Zhang
[62] and proved that there would not exist any normal cone with normal constant less
than one. The authors also generalized some results of [117], without the assumption
of normality. After this incredible contribution many authors e.g.(see [26, 27, 28, 42,
77, 110]) obtained many results on fixed points, points of coincidence and common
fixed points in cone metric spaces, without considering the condition of normality.
6.2 Some Important Concepts
Definition 6.2.1. For a cone metric space (X, d) ,
s (u) = {v ∈ E : u  v} for v ∈ E
and
s (a,N) = ∪
b∈N
s (d (a, b)) = ∪
b∈N
{x ∈ E : d (a, b)  x} for a ∈ X and N ∈ 2X .
For M,N ∈ B(X), we denote
s (M,N) =
(
∩
a∈M
s (a,N)
)
∩
(
∩
b∈N
s (b,M)
)
.
Lemma 6.2.1. [126, 37] For a cone metric space (X, d) with a cone P , we have:
(i) If u  v for u, v ∈ E, then s(v) ⊂ s(u).
(ii) If θ ∈ s (x,M) for x ∈ X and M ∈ Λ then x ∈M.
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(iii) If v ∈ s (M,N) for v ∈ P, M,N ∈ Λ and a ∈M then v ∈ s (a,N) .
(iv) For all v ∈ P and M,N ∈ Λ, then v ∈ s(M,N) if and only if a ∈ M and a
b ∈ N exists for which d(a, b)  v.
Remark 6.2.1. [37] For a cone metric space (X, d) if E = R and P = [0,+∞), then
(X, d) is a metric space. Also, for M,N ∈ CB(X), the Hausdorff distance induced by
d is H(M,N) = infs(M,N). Also, s ({u}, {v}) = s (d (u, v)) for all u, v ∈ X.
6.3 L-fuzzy fixed point Results for L-fuzzy Con-
tractions
In this section we prove some L-fuzzy fixed point results for local and global
contractions in the context of cone metric spaces, without the assumption of normality
of the cone. We also provide a nontrivial example and a homotopy result as an
application.
Definition 6.3.1. For MαL , NαL ∈ CB(X), according to [37], we define
s (a,NαL) = ∪
b∈NαL
s (d (a, b)) = ∪
b∈NαL
{x ∈ E : d (a, b)  x} for a ∈ X andNαL ∈ CB(X)
and
s (MαL , NαL) =
(
∩
a∈MαL
s (a,NαL)
)
∩
(
∩
b∈NαL
s (b,MαL)
)
.
Now our main theorem is:
Theorem 6.3.1. For a complete cone-metric space (X, d) with cone P , an L−fuzzy
mapping J : X −→ EL(X) and f : P → [0, 1) for which
lim sup
n→∞
f(an) < 1, (6.3.1)
where {an} in P , is any decreasing sequence, if
f(d(a, b))d(a, b) ∈ s([Ja]αL , [Jb]αL), (6.3.2)
for all a, b ∈ X and α ∈L, then J possesses a fixed point in X.
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Proof. Let a0 be an arbitrary point in X. Then [Ja0]αL ∈ CB(X), so [Ja0]αL 6= φ. Let
a1 ∈ [Ja0]αL and consider
f(d(a0, a1))d(a0, a1) ∈ s([Ja0]αL , [Ja1]αL).
By definition,
f(d(a0, a1))d(a0, a1) ∈
(
∩
a∈[Ja0]αL
s (a, [Ja1]αL)
)
∩
(
∩
b∈[Ja1]αL
s (b, [Ja0]αL)
)
,
which implies that
f(d(a0, a1))d(a0, a1) ∈ s (a, [Ja1]αL) for all a ∈ [Ja0]αL .
Since a1 ∈ [Ja0]αL ,
f(d(a0, a1))d(a0, a1) ∈ s (a1, [Ja1]αL) ,
and
f(d(a0, a1))d(a0, a1) ∈ ∪
a∈[Ja1]αL
s (d (a1, a)) .
So there exists some a2 ∈ [Ja1]αL , which implies that
f(d(a0, a1))d(a0, a1) ∈ s (d (a1, a2)) ,
so that
d (a1, a2)  f(d(a0, a1))d(a0, a1).
By induction a sequence {an} in X can be constructed such that
d (an, an+1)  f(d(an−1, an))d(an−1, an), an+1 ∈ [Jan]αL for n ∈ N. (6.3.3)
If an = an+1 for some n ∈ N, then J possesses a fixed point. Assume that an 6= an+1
for all n. Then, from 6.3.3, the sequence {d (an, an+1)} is decreasing in P . Hence
6.3.1 implies the existence of a z ∈ (0, 1) for which,
lim sup
n→∞
f(d (an, an+1)) = z.
So some n0 ∈ N exists such that f(d (an, an+1)) ≤ z, for all n ≥ n0,.
Put max {maxn0n=1 f(d(an−1, an)), z} = k. Then k < 1 and, for all n,
d (an, an+1) ≺ knd(a1, a0).
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For m > n we have
d(an, am) ≺ k
n
(1− k)d(a1, a0).
For a given θ  c, since
kn
(1− k)d(a1, a0)→ θ,
as m,n→∞. Using remark 2.4.1(vi), there exists an m0 such that
kn
(1− k)d(a1, a0) c, for all m,n > m0.
Thus
d(am, an)  k
n
(1− k)d(a1, a0) c, for all m,n > m0,
and {an} is Cauchy sequence in (X, d). Since (X, d) is a complete cone metric space,
a u ∈ X exists for which an → u. Take k0 ∈ N such that d(an, u) c2 for all n ≥ k0.
Now, to prove u ∈ [Ju]αL , consider,
f(d(an, u))d(an, u) ∈ s([Jan]αL , [Ju]αL).
By definition
f(d(an, u))d(an, u) ∈
(
∩
a∈[Jan]αL
s (a, [Ju]αL)
)
∩
(
∩
v∈[Ju]αL
s (y, [Jan]αL)
)
,
which implies that
f(d(an, u))d(an, u) ∈
(
∩
a∈[Jan]αL
s (a, [Ju]αL)
)
f(d(an, u))d(an, u) ∈ s (a, [Ju]αL) for all a ∈ [Jan]αL .
Since an+1 ∈ [Jan]αL ,
f(d(an, u))d(an, u) ∈ s (an+1, [Ju]αL) .
So there exists some vn ∈ [Ju]αL such that
f(d(an, u))d(an, u) ∈ s (d (an+1, vn)) ,
which implies that
d (an+1, vn)  f(d(an, u))d(an, u)  d(an, u). (6.3.4)
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Now consider
d(u, vn)  d(u, an+1) + d (an+1, vn)
 d(u, an+1) + d(an, u) using 6.3.4
 c
2
+
c
2
= c, for all n ≥ k0,
which means that vn → u. Since [Ju]αL is closed, u ∈ [Ju]αL .
Corollary 6.3.1. For a complete cone-metric space (X, d) with cone P , a fuzzy map-
ping J : X −→ E(X) and f : P → [0, 1) for which
lim sup
n→∞
f(an) < 1
where {an} in P is any decreasing sequence, if
f(d(a, b))d(a, b) ∈ s([Ja]α, [Jb]α),
for all a, b ∈ X and α ∈ (0, 1]. Then J has a fixed point in X.
Corollary 6.3.2. [37] For a complete cone-metric space (X, d) with cone P , a multi-
valued mapping J : X −→ CB(X) and a function f : P → [0, 1) such that
lim sup
n→∞
f(an) < 1,
where {an} in P is any decreasing sequence, if
f(d(a, b))d(a, b) ∈ s(Ja, Jb)
for all a, b ∈ X, then J has a fixed point in X.
Proof. Consider an L−fuzzy mapping A : X → EL(X) defined by
Aa = χJa,
then for αL ∈L
[Aa]αL = Ja.
97
Before the 20th century the whole study of fixed points was based upon contractive
conditions defined on the entire domain. But the situation is different for the real
world problems, because there are many situations in which the contractive conditions
are satisfied on a subset instead of the whole space (e.g see [13, 14]). Inspired by all
these facts, we have deduced the following result by the above theorem.
Theorem 6.3.2. For a complete cone-metric space (X, d) with cone P , for θ  r, a
L−fuzzy mapping J : B(a0, r)→ EL(X), a function f : P → [0, 1) and a ∈ (0, 1), for
which
lim sup
n→∞
f(an) = z < 1, (6.3.5)
where {an} in P is any decreasing sequence, if
f(d(a, b))d(a, b) ∈ s([Ja]αL , [Jb]αL). (6.3.6)
and
(1− z)r ∈ s(a0, [Ja0]αL), (6.3.7)
for all a, b ∈ B(a0, r) and αL ∈L, then J has a fixed point in B(a0, r).
Proof. Let a0 be an arbitrary point in X . Then [Ja0]αL ∈ CB(X), so that [Ja0]αL 6= φ.
Let a1 ∈ [Ja0]αL and consider
(1− z)r ∈ s(a0, [Ja0]αL).
There exists some a1 ∈ [Ja0]αL such that
(1− z)r ∈ s (d (a0, a1)) ,
which implies that
d (a0, a1)  (1− z)r  r,
and so a1 ∈ B(a0, r). Now, from 6.3.6,
f(d(a0, a1))d(a0, a1) ∈ s([Ja0]αL , [Ja1]αL).
By definition we have
f(d(a0, a1))d(a0, a1) ∈
(
∩
a∈[Ja0]αL
s (a, [Ja1]αL)
)
∩
(
∩
b∈[Ja1]αL
s (b, [Ja0]αL)
)
,
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which implies that
f(d(a0, a1))d(a0, a1) ∈ s (a, [Ja1]αL) for all a ∈ [Ja0]αL .
It follows that
f(d(a0, a1))d(a0, a1) ∈ s (a1, [Ja1]αL) ,
that is,
f(d(a0, a1))d(a0, a1) ∈ ∪
a∈[Ja1]αL
s (d (a1, a)) .
So there exists some a2 ∈ [Ja1]αL , which implies that
f(d(a0, a1))d(a0, a1) ∈ s (d (a1, a2)) .
Thus
d (a1, a2)  f(d(a0, a1))d(a0, a1)  zd(a0, a1)  z(1− z)r  r
and
d(a0, a2)  d(a0, a1) + d (a1, a2)  (1− z)r + z(1− z)r = (1− z2)r  r.
Hence a2 ∈ B(a0, r). Now a sequence {an} in B(a0, r) can be constructed inductively
such that
d (an, an+1)  f(d(an−1, an))d(an−1, an), an+1 ∈ [Jan]αL for n ∈ N. (6.3.8)
If an = an+1 where n ∈ N, then J possesses a fixed point. Assume that an 6= an+1.
Then, from 6.3.8, the sequence {d (an, an+1)} is decreasing in P . Then by the given
hypothesis
lim sup
n→∞
f(d (an, an+1)) = z.
Thus an n0 ∈ N exists, which implies that f(d (an, an+1)) ≤ z, for all n ≥ n0,.
Put max {maxn0n=1 f(d(an−1, an)), z} = k. Then k < 1 and, for all n,
d (an, an+1) ≺ knd(a1, a0).
For m > n we have
d(an, am) ≺ k
n
(1− k)d(a1, a0).
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Let for a given θ  c, since
kn
(1− k)d(a1, a0)→ θ,
as m,n→∞. Using remark 2.4.1(vi), one can find an m0 such that
kn
(1− k)d(a1, a0) c, for all m,n > m0
and
d(am, an)  k
n
(1− k)d(a1, a0) c, for all m,n > m0.
Hence {an} is a Cauchy sequence in B(a0, r). Since B(a0, r) is closed, there exists
some u ∈ B(a0, r), such that an → u. Take k0 ∈ N such that d(an, u)  c2 for all
n ≥ k0. To prove u ∈ [Ju]αL , consider,
f(d(an, u))d(an, u) ∈ s([Jan]αL , [Ju]αL).
By definition
f(d(an, u))d(an, u) ∈
(
∩
a∈[Jxn]αL
s (a, [Ju]αL)
)
∩
(
∩
v∈[Ju]αL
s (y, [Jan]αL)
)
,
which implies that
f(d(an, u))d(an, u) ∈ s (a, [Ju]αL) for all a ∈ [Jan]αL .
Since an+1 ∈ [Jan]αL ,
f(d(an, u))d(an, u) ∈ s (an+1, [Ju]αL) .
So there exists some vn ∈ [Ju]αL for which
f(d(an, u))d(an, u) ∈ s (d (an+1, vn)) ,
which implies that
d (an+1, vn)  f(d(an, u))d(an, u)  d(an, u). (6.3.9)
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Now consider
d(u, vn)  d(u, an+1) + d (an+1, vn)
 d(u, an+1) + d(an, u)
 c
2
+
c
2
= c, for all n ≥ k0,
which means that vn → u. Since [Ju]αL is closed, u ∈ [Ju]αL .
Example 6.3.1. Let X = [0, 2], E = C1[0, 2] with norm ‖a‖ = ‖a‖∞ + ‖a′‖∞ and
P = {a ∈ E : a ≥ 0, on [0, 2]}.
Then, P is a non-normal solid cone. Define d : X ×X → E by
(d(a, b))(t) = |a− b| et,
and J : X → EL(X) by
(Ja)(t) =

δ if 0 ≤ t ≤ a
6
ω if a
6
< t < a
3
τ if a
3
≤ t ≤ a
2
κ if a
2
< t ≤ 2
,
where L= {δ, ω, τ, κ} with δ-Lω-Lκ, δ-Lτ-Lκ, ω and τ are not comparable, then
[Ja]δL = [0,
a
6
].
Clearly for a, b ∈ X, with a < b,
s([Ja]δL , [Jb]δL) = s(
1
6
|a− b| et).
For f(d(a, b)) = 1
3
, since
1
3
d(a, b)  1
6
|a− b| et,
f(d(a, b))d(a, b) ∈ s([Ja]δL , [Jb]δL).
Thus all of the conditions of the main theorem are satisfied, and J has a fuzzy fixed
point.
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The following theorem is an application of Theorem 6.3.2 to homotopy theory.
Theorem 6.3.3. For a non-normal solid cone P in a complete cone metric space
(X, d) and an open subset U of X, let F : [0, 1]× U¯ → EL(X) be an L−fuzzy mapping
satisfying following conditions:
(a) ζ /∈ [F (e, ζ)]αL , for each ζ ∈ ∂U, αL ∈L, e ∈ [0, 1].
(b) F (e, ·) : U¯ → EL(X) is a fuzzy mapping satisfying
ad(ζ, ζ´) ∈ s([F (e, ζ)]αL , [F (e´, ζ´)]αL)
and
(1− a)r ∈ s(ζ˚ , [F (˚e, ζ˚)]αL).
(c) the existence of a continuous increasing function h : (0, 1] → P is ensured for
which;
h(i)− h(e) ∈ s([F (i, ζ)]αL , [F (e, ζ´))]αL ,
such that
h(i) ∈ h(e) + P ,
for all e, i ∈ [0, 1], and each ζ ∈ U¯ .
Then F (0, ·) has a fixed point if and only if F (1, ·) has a fixed point.
Proof. Suppose that F (0, ·) has a fixed point z, so that z ∈ [F (0, z)]αL . From (a),
z ∈ U.
Define, for αL ∈L,
Q := {(e, ζ) ∈ [0, 1]× U : ζ ∈ [F (ζ, e)]αL}.
Clearly Q 6= φ. We define a partial ordering in Q as;
(e, ζ) - (i, ζ´)⇔ e ≤ i and d(ζ, ζ´)  2
1− a(h(i)− h(e)).
102
Let M be a totally ordered subset of Q and e˚ = sup{e : (e, ζ) ∈ M}. Consider
a sequence {(en, ζn) }
n≥0
in M such that, (en, ζn) - (en+1, ζn+1) and en → e˚ as n
approaches ∞. Then, for m > n, we have
d(ζm, ζn)  2
1− a(h(em)− h(en))→ θ, as n,m→∞,
which implies that {ζn} is a Cauchy sequence. Thus ζ˚ ∈ X exists for which ζn → ζ˚ .
Choose n0 ∈ N, such that for θ  c,we have d(ζ˚ , ζn)  c2a and d(ζ˚ , ζn)  c2 for all
n ≥ n0. Then, in view of (a), we get
ad(ζn, ζ˚) ∈ s([F (en, ζn)]αL , [F (˚e, ζ˚)]αL),
ad(ζn, ζ˚) ∈ s(ζn, [F (˚e, ζ˚)]αL), since ζn ∈ [F (en, ζn)]αL .
So there exists some ζk ∈ [F (˚e, ζ˚)]αL , such that
d(ζn, ζk)  ad(ζ˚ , ζn).
Consider
d(ζ˚ , ζk)  d(ζ˚ , ζn) + d(ζn, ζk)
 d(ζ˚ , ζn) + ad(ζ˚ , ζn)
 c
2
+
c
2
= c for all n ≥ n0.
Thus ζk → ζ˚ ∈ [F (˚t, ζ˚)]αL and hence ζ˚ ∈ U, implies that (˚e, ζ˚) ∈ Q. Thus (e, ζ) -
(˚e, ζ˚) for all (e, ζ) ∈M which implies that (˚e, ζ˚) is an upper bound ofM. By Zorn’s
Lemma Q has maximal element (˚e, ζ˚).
We claim e˚ = 1. On the contrary, suppose that e˚ ≤ 1. Choose θ  r, and e ≥ e˚ such
that
B(ζ˚ , r) ⊂ U, where r = 2
1− a(h(e)− h(˚e)).
Using (c), we have
h(e)− h(˚e) ∈ s([F (e, ζ)]αL , [F (˚e, ζ˚)]αL),
h(e)− h(˚e) ∈
(
∩
ζ∈[F (e,ζ)]αL
s
(
ζ, [F (˚e, ζ˚)]αL
))
∩
(
∩
ζ˚∈[F (˚e,ζ˚)]αL
s
(
ζ˚ , [F (e, ζ)]αL
))
,
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and
h(e)− h(˚e) ∈ s
(
ζ˚ , [F (e, ζ)]αL
)
for all ζ˚ ∈ [F (˚e, ζ˚)]αL .
So there exists some ζ ∈ [F (e, ζ)]αL for which
h(e)− h(˚e) ∈ s(d
(
ζ˚ , ζ)
)
,
so we have
d(ζ, ζ˚)  h(e)− h(˚e)  (1− a)r
2
≺ (1− a)r.
Also, by using (b), we conclude that the L−fuzzy mapping F (e, ·) : B(ζ˚ , r)→ EL(X)
satisfies all of the assumptions of Theorem 6.3.2 for all e ∈ [0, 1]. Hence, for all
e ∈ [0, 1], there exists a ζ ∈ B(ζ˚ , r) such that ζ ∈ [F (e, ζ)]αL . Thus (ζ, e) ∈ Q. Since
d(ζ, ζ˚) ≺ r = 2
1− a(h(e)− h(˚e)),
one has (˚e, ζ˚) - (e, ζ), a contradiction. Thus e˚ = 1. Hence F (·, 1) has a fixed point.
Conversely if F (1, ·) has a fixed point, then in the same way one can prove that
F (0, ·) has a fixed point.
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