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APPROXIMATION SIMULTANE´E DES VALEURS DE LA FONCTION
EXPONENTIELLE DANS LES ADE`LES
DAMIEN ROY
Re´sume´. On montre que les approximations d’Hermite des valeurs de la fonction expo-
nentielle en des nombres alge´briques distincts sont essentiellement optimales quand on les
conside`re d’un point de vue ade´lique, c’est-a`-dire quand on prend en compte les quotients
de ces valeurs qui ont un sens dans les diffe´rents comple´te´s (archime´diens ou p-adiques) d’un
corps de nombres contenant ces nombres alge´briques.
1. Introduction
On sait, graˆce a` Euler, que le nombre e posse`de un de´veloppement en fraction continue
qui consiste de progressions arithme´tiques imbrique´es
e = [2, (1, 2n, 1)∞n=1] = [2, 1, 2, 1, 1, 4, 1, 1, 6, 1, . . . ].
Euler, Sundman et Hurwitz ont aussi montre´ un re´sultat semblable pour les nombres e2/m ou`
m est un entier non nul [13, §§31-32]. En conse´quence, on peut donner de tre`s bonnes mesures
d’approximation rationnelle de ces nombres (voir par exemple les re´sultats entie`rement ex-
plicites de Bundschuch [6, Satz 2], pour le cas ou` m est pair). C’est cette dernie`re proprie´te´
qui nous inte´resse ici. Nous en proposons l’explication heuristique suivante: les quotients
2/m avec m ∈ Z \ {0} sont les seuls nombres rationnels z non nuls pour lesquels la se´rie
usuelle
(1.1) ez =
∞∑
k=0
zk
k!
ne converge qu’au sens re´el. En effet, soit p un nombre premier et soit Cp le comple´te´ de la
cloture alge´brique Q¯ de Q pour la valeur absolue p-adique de Q e´tendue a` Q¯, avec |p|p = p−1.
On sait que, pour z ∈ Cp, la se´rie (1.1) converge dans Cp si et seulement si |z|p < p−1/(p−1).
En particulier, pour un nombre rationnel z, vu comme e´le´ment de Cp, cette se´rie converge si
et seulement si le nume´rateur de z est divisible par p lorsque p 6= 2, et par 4 lorsque p = 2.
Ce phe´nome`ne se ge´ne´ralise aux nombres alge´briques. En effet, soit K un corps de nom-
bres, c’est-a`-dire une extension alge´brique de degre´ fini de Q. Alors toute valeur absolue sur
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K induit la meˆme topologie sur K que celle provenant d’un plongement de K dans C ou
dans Cp pour un nombre premier p. On dit que de tels plongements de´finissent la meˆme
place v de K s’ils induisent la meˆme valeur absolue sur K note´e | |v. On de´signe alors par
Kv le comple´te´ de K pour cette valeur absolue. Si la place v est associe´e a` un plongement
de K dans C, on dit qu’elle est archime´dienne et on e´crit v | ∞. Sinon, on dit qu’elle est
ultrame´trique, et on e´crit v | p si elle est associe´e a` un plongement de K dans Cp. Si α ∈ K,
alors la se´rie pour eα converge dans chaque comple´te´ archime´dien de K mais ne converge que
dans un nombre fini de comple´te´s ultrame´triques. En particulier, si K ne posse`de qu’une
seule place archime´dienne, c’est-a`-dire si K = Q ou si K est quadratique imaginaire, alors
il arrive que eα n’ait un sens que pour cette place. Dans ce cas, nous obtenons l’estimation
suivante ou` OK de´signe l’anneau des entiers de K.
Proposition 1.1. Soit K ⊂ C le corps Q ou une extension quadratique imaginaire de Q, et
soit α un e´le´ment non nul de K tel que |α|v ≥ p−1/(p−1) pour tout nombre premier p et tout
place v de K avec v | p. Alors, pour tout choix de x, y ∈ OK avec x 6= 0, on a
|x| |xeα − y| ≥ c(log |x|)−2g−1
ou` g de´signe le nombre de places v de K avec v | ∞ ou |α|v 6= 1 et ou` c > 0 est une constante
qui ne de´pend que de α et de K.
Par exemple si K = Q(
√−2), on peut prendre α = 2(1 ±√−2)/m ou` m ∈ OK \ {0}. Si
K = Q(
√−23), on peut prendre α = (1 ± √−23)/(2m) ou` m ∈ OK \ {0}. Dans certains
cas, eα admet un de´veloppement en fraction continue ge´ne´ralise´ semblable a` celui de e (avec
quotients partiels dans OK) mais nous ne conside´rons pas cette question ici.
Plus ge´ne´ralement, soient α1, . . . , αs des e´le´ments distincts d’un corps de nombres K ⊂
C. Le the´ore`me de Lindemann-Weierstrass [18] nous apprend que eα1 , . . . , eαs ∈ C sont
line´airement inde´pendants sur K et la preuve classique de ce re´sultat, dans toutes ses vari-
antes (voir [11, Appendix]), utilise les approximations d’Hermite dont nous rappelons la
de´finition au prochain paragraphe. Le but de ce travail est de montrer que ces approxi-
mations sont quasiment optimales au sens de la ge´ome´trie des nombres dans les ade`les de
K, en tenant compte de toutes les places v de K et de toutes les paires d’indices i, j avec
1 ≤ i < j ≤ s telles que la se´rie pour eαi−αj soit convergente dansKv. Il est possible que cette
observation soit le reflet d’une proprie´te´ plus large des valeurs de la fonction exponentielle.
Par exemple la se´rie pour e3 converge dans R et dans Q3 mais pas dans Qp quel que soit
le nombre premier p 6= 3. Alors notre approche conduit au re´sultat suivant.
Proposition 1.2. Pour tout entier n ≥ 1, on de´finit un corps convexe Cn de R2 et un re´seau
Λn de R
2 par
Cn =
{
(x, y) ∈ R2 ; |x| ≤ (2n)!
n!3n/2
, |xe3 − y| ≤
(3
2
)2n 1
n!3n/2
}
,
Λn =
{
(x, y) ∈ Z2 ; |xe3 − y|3 ≤ 3−n
}
.
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Pour i = 1, 2, on note λi(Cn,Λn) le i-ie`me minimum de Cn relativement au re´seau Λn,c’est-
a`-dire le plus petit λ > 0 tel que λCn contienne au moins i e´le´ments de Λn line´airement
inde´pendants sur Q. Alors on a
(cn2)−1 ≤ λ1(Cn,Λn) ≤ λ2(Cn,Λn) ≤ cn2,
pour une constante c > 1 inde´pendante de n.
En utilisant le fait que 3nZ2 ⊂ Λn, on en de´duit que λ1(Cn,Z2) ≥ (cn23n)−1 pour tout
n ≥ 1. En conse´quence, pour chaque ǫ > 0, il existe une constante cǫ > 0 telle que
|x| |xe3 − y| ≥ cǫ|x|−ǫ
pour tout (x, y) ∈ Z2 avec x 6= 0. On peut meˆme faire un peu mieux (voir [6, Satz 1]). Or,
des calculs nume´riques explique´s au paragraphe 12 donnent
(1.2) |x| |xe3 − y| ≥ (3 log |x| log log |x|)−1 si 4 ≤ |x| ≤ 10500 000.
Des calculs plus laborieux que nous ne de´crivons pas ici sugge`rent meˆme qu’il existe un re´el
g > 0 tel que
|x1| |x1e3 − x2| |x1e3 − x2|3 ≥ (log |x1|)−g
pour tout (x1, x2, x3) ∈ Z3 avec |x1| assez grand. Enfin, un re´sultat important de Baker [2]
montre que si α2, . . . , αs ∈ Q sont des nombres rationnels distincts non nuls, alors, pour
chaque ǫ > 0, il existe aussi une constante cǫ > 0 telle que
|x1| |x1eα2 − x2| · · · |x1eαs − xs| ≥ cǫ|x1|−ǫ
pour tout (x1, . . . , xs) ∈ Zs avec |x1| 6= 0. Les proprie´te´s des approximations d’Hermite
sugge`rent que le membre de droite de cette ine´galite´ cǫ|x1|−ǫ pourrait eˆtre remplace´ par
(log |x1|)−g pour une constante g > 0 qui ne de´pend que de (α2, . . . , αs), lorsque |x1| est
assez grand.
Dans cet article, N de´signe l’ensemble des entiers positifs ou nul et N+ = N\{0} l’ensemble
des entiers positifs.
Remerciements: L’auteur remercie chaleureusement Michel Waldschmidt pour de nom-
breux e´changes sur ces questions. En particulier, ses notes de cours [17] sont une des sources
d’inspiration de ce travail.
2. E´nonce´ du re´sultat principal
Soit K un corps de nombres, soit OK son anneau d’entiers, soit d = [K : Q] son degre´
sur Q, et soit s un entier positif. On note OK l’anneau des entiers de K. Pour toute place
ultrame´trique v de K, on de´signe par Ov = {x ∈ Kv ; |x|v ≤ 1} l’anneau des entiers de
Kv et par dv = [Kv : Qp] le degre´ local de Kv, ou` p de´signe le nombre premier en dessous
de v (notation v | p), c’est-a`-dire le nombre premier p tel que | |v e´tende la valeur absolue
p-adique sur Q. Suivant McFeat [12, §2.2], on note µv la mesure de Haar sur Kv normalise´e
4 DAMIEN ROY
de telle sorte que µv(Ov) = 1. Pour une place archime´dienne (notation v | ∞), on note
encore dv = [Kv : R] le degre´ local de Kv et on de´signe par µv la mesure de Lebesgue sur Kv
(ce corps est R ou C). On note r1 (resp. r2) le nombre de places v | ∞ avec dv = 1 (resp.
dv = 2), de sorte que d = r1 + 2r2.
L’anneau des ade`les deK est le produitKA =
∏
vKv e´tendu a` toute les places v deK, avec
la topologie restreinte. C’est un anneau localement compact qu’on munit de la mesure de
Haar µ, produit des µv. On voit K comme un sous-corps de KA via le plongement diagonal.
Alors K est un sous-groupe discret de KA et, avec la normalisation de µ, on a
µ(KA/K) = 2
−r2 |D(K)|1/2,
ou` D(K) de´signe le discriminant de K. Par abus de notation, on de´signe encore par µ la
mesure sur KsA, produit de s copies de µ. Pour toute place v de K, on de´signe aussi par µv la
mesure sur Ksv , produit de s copies de µv. Avec notre normalisation de la valeur absolue sur
Kv, si T : K
s
v → Ksv est une application Kv-line´aire et si E est un sous-ensemble mesurable
de Ksv , alors T (E) est mesurable de mesure µv(T (E)) = | detT |dvv µv(E).
2.1. Minima des convexes ade´liques. Un convexe ade´lique de Ks est un produit
C =
∏
v
Cv ⊂ KsA
portant sur toutes les places v de K, qui posse`de les proprie´te´s suivantes:
(i) si v | ∞, alors Cv est un corps convexe de Ksv , c’est-a`-dire un voisinage compact et
convexe de 0 dans Ksv tel que α Cv = Cv pour tout α ∈ Kv avec |α|v = 1,
(ii) si v ∤∞, alors Cv est un sous-Ov-module de Ksv de rang s et de type fini (donc libre),
(iii) Cv = Osv pour toutes sauf un nombre fini de places v de K avec v ∤∞.
Supposons donne´ un tel produit C. Pour chaque i = 1, . . . , s, on de´finit son i-ie`me minimum
λi(C) comme e´tant le plus petit λ > 0 tel que le convexe ade´lique
λC =
∏
v|∞
λCv
∏
v∤∞
Cv
contienne au moins i e´le´ments de Ks line´airement inde´pendants sur K. Avec ces notations
et notre choix de normalisation des mesures, la version ade´lique du the´ore`me de Minkowski
s’e´nonce ainsi.
The´ore`me 2.1 (McFeat, Bombieri et Vaaler). Pour tout convexe ade´lique C de Ks, on a
2sr1(s!)−d ≤ (λ1(C) · · ·λs(C))d µ(C) ≤ 2s(r1+r2)|D(K)|s/2.
On renvoie le lecteur a` [12, Theorem 5] et [4, Theorem 3] pour la borne supe´rieure du pro-
duit des minimas (voir aussi la majoration de Thunder dans [16, Theorem 1 and Corollary]).
La borne infe´rieure donne´e ici est celle de [12, Theorem 6], un peu moins pre´cise que celle
de [4, Theorem 6].
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2.2. Approximations d’Hermite. Soient α1, . . . , αs des e´le´ments distincts de K. Pour
tout s-uplet n := (n1, . . . , ns) ∈ Ns, on de´finit des polynoˆmes de K[z] par
fn(z) = (z − α1)n1 · · · (z − αs)ns et Pn(z) =
N∑
k=0
f (k)
n
(z)
ou`
N = n1 + · · ·+ ns
repre´sente le degre´ de fn, et ou` f
(k)
n de´signe la k-ie`me de´rive´e de fn pour chaque entier k ≥ 0.
Puis on forme le point
an :=
(
Pn(α1), . . . , Pn(αs)
) ∈ Ks.
Nous l’appelerons l’approximation d’Hermite d’ordre n associe´e au s-uplet (α1, . . . , αs). Le
but de ce travail est de donner un sens pre´cis au terme “approximation”, en travaillant sur
les ade`les de K.
Rappelons d’abord quelques proprie´te´s de ces points. Pour simplifier, commenc¸ons par
supposer K ⊂ C. On trouve
(2.1)
d
dz
(
Pn(z)e
−z
)
=
(
P ′
n
(z)− Pn(z)
)
e−z = −fn(z)e−z .
Donc, pour toute paire d’indices i, j ∈ {1, . . . , s}, on a
Pn(αi)e
−αi − Pn(αj)e−αj =
∫ αj
αi
fn(z)e
−z dz ,
l’inte´grale e´tant prise sur n’importe quel chemin de αi a` αj dans C. En inte´grant le long du
segment de droite [αi, αj] qui lie ces deux points et en notant que
max
z∈[αi,αj ]
|fn(z)| ≤ RN avec R = max
1≤k,ℓ≤s
|αk − αℓ|,
on en de´duit que ∣∣Pn(αi)e−αi − Pn(αj)e−αj ∣∣ ≤ c1RN
pour une constante c1 > 0 inde´pendante du choix de i, j et n. De meˆme, pour i = 1, . . . , s,
l’e´quation (2.1) livre
Pn(αi) =
∫ ∞
0
fn(z + αi)e
−z dz ,
l’inte´grale e´tant prise sur la demi-droite [0,∞) ⊂ R. Comme |fn(t + αi)| ≤ (t + R)N pour
tout t ≥ 0, on en de´duit que
|Pn(αi)| ≤
∫ ∞
0
(t +R)Ne−t dt ≤ eR
∫ ∞
0
tNe−t dt = eRN ! .
Plus ge´ne´ralement, soit v une place archime´dienne de K. Posons
(2.2) Rv = max
1≤k,ℓ≤s
|αk − αℓ|v
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et choisissons un plongement σ : K → C tel que |α|v = |σ(α)| pour tout α ∈ K. Alors, pour
toute paire d’indices i, j ∈ {1, . . . , s}, les calculs ci-dessus livrent
∣∣Pn(αi)e−αi − Pn(αj)e−αj ∣∣v =
∣∣∣∣∣
∫ σ(αj )
σ(αi)
fσ
n
(z)e−z dz
∣∣∣∣∣ ≤ cvRNv ,(2.3)
|Pn(αi)|v ≤ eRvN ! ,(2.4)
ou` fσ
n
de´signe l’image de fn sous l’homomorphisme d’anneaux de K[z] dans C[z] qui fixe z et
e´tend σ, et ou` cv > 0 ne de´pend que de v et de α1, . . . , αs. Ainsi, an est une approximation
projective de (eα1 , . . . , eαs) en chaque place archime´dienne de K.
Dans ce travail, nous e´tablissons une majoration de l’inte´grale de (2.3) qui est plus fine que
cvR
N
v pour chaque place archime´dienne v de K. Nous donnons aussi des analogues de (2.3)
et de (2.4) pour les places ultrame´triques v de K chaque fois que leur membre de gauche
posse`de un sens dans Kv. Plus pre´cise´ment, comme e
αj−αi peut avoir un sens dans Kv sans
que eαi et eαj en aient un, nous conside´rons plutoˆt les quantite´s |Pn(αi)eαj−αi − Pn(αj)|v.
Ici encore, nous aurons besoin d’estimations fines alors que d’habitude on s’affranchit de
manie`re expe´ditive des estimations ultrame´triques. En ge´ne´ral, on choisit un de´nominateur
commun b de α1, . . . , αs, c’est-a`-dire un entier b ≥ 1 tel que bα1, . . . , bαs ∈ OK . Alors le
polynoˆme g(t) := bNf(t/b) est a` coefficients dans OK et, pour tout i = 1, . . . , s, on trouve
bN
(ni)!
Pn(αi) =
N∑
k=ni
bN
(ni)!
f (k)(αi) =
N∑
k=ni
bkk!
(ni)!
· g
(k)(bαi)
k!
∈ OK .
Par exemple, si n1 = · · · = ns = n, cela implique que (bN/n!)an ∈ OsK .
Les estimations ci-dessus sont des ingre´dients-cle´s dans la preuve classique du the´ore`me
de Lindemann-Weiertrass visant a` montrer que eα1 , . . . , eαs sont line´airement inde´pendants
sur K. Il en manque cependant encore deux. Le premier est une astuce de re´duction de
Weierstrass qui est explique´e dans [11, Appendix, §3] (voir aussi [3, Chapitre 1, §3]). Le
second est l’existence de familles de s approximations line´airement inde´pendantes sur K.
Hermite lui-meˆme avait souligne´ et re´solu cette difficulte´ pour e´tablir la transcendance de e.
Nous utiliserons ici le remarquable re´sultat de Mahler que voici.
The´ore`me 2.2 (Mahler). Supposons que n = (n1, . . . , ns) ∈ Ns+ ait toutes ses coordonne´es
positives. On note e1 = (1, 0, . . . , 0), . . . , es = (0, . . . , 0, 1) les e´le´ments de la base canonique
de Zs. Alors, on a
(2.5) ∆n := det(an−e1 , . . . , an−es) =
s∏
i=1
(
(ni − 1)!
∏
k 6=i
(αi − αk)nk
)
6= 0.
La preuve de Mahler est astucieuse. Elle est donne´e dans [10, §8] et reprise dans [11,
Appendix, §16]. Dans le cas ou` n1 = · · · = ns, ce re´sultat est duˆ a` Hermite [9]. La preuve
d’Hermite est diffe´rente et utilise les relations de re´currence que satisfont les points an et
que nous rappelons dans l’appendice A.
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2.3. E´nonce´ du re´sultat principal. Avec les notations pre´ce´dantes, on note E l’ensemble
fini constitue´ des places archime´diennes de K ainsi que des places ultrame´triques v de K
telles que |αi−αj |v 6= 1 pour au moins un couple d’entiers i, j ∈ {1, . . . , s} avec i 6= j. Pour
chaque s-uplet n = (n1, . . . , ns) ∈ Ns+, on note N sa somme et on de´finit un convexe ade´lique
Cn =
∏
v Cn,v de Ks de la manie`re suivante.
(i) Si v |∞ est la place associe´e a` un plongement σ : K →֒ C, on de´finit Rv par (2.2).
Alors Cn,v est l’ensemble des points (x1, . . . , xs) ∈ Ksv qui satisfont
(2.6) |xi|v ≤ eRv(N − 1)! et |xieαj−αi − xj |v ≤ max
1≤k≤s
∣∣∣∣∣
∫ σ(αj )
σ(αi)
fσ
n−ek
(z)eσ(αj )−z dz
∣∣∣∣∣
pour chaque paire d’entiers i, j ∈ {1, . . . , s} avec i 6= j.
(ii) Si v ∈ E et si v | p pour un nombre premier p, alors Cn,v est l’ensemble des points
(x1, . . . , xs) ∈ Ksv qui satisfont
(2.7) |xi|v ≤ p3N
∏
1≤k≤s
max
{|αi − αk|v, p−1/(p−1)}nk
pour i = 1, . . . , s, ainsi que
(2.8) |xieαj−αi − xj |v ≤ p3N
∏
1≤k≤s
max
{|αi − αk|v, |αj − αk|v}nk .
pour chaque paire d’entiers i, j ∈ {1, . . . , s} avec 0 < |αj − αi|v < p−1/(p−1).
(iii) Enfin, si v /∈ E, alors Cn,v est l’ensemble des points (x1, . . . , xs) ∈ Ksv qui satisfont
|xi|v ≤ |(ni − 1)!|v
pour i = 1, . . . , s.
La particularite´ cruciale de ces convexes ade´liques Cn est que les formes line´aires qui les
de´finissent ne font intervenir que les valeurs complexes ou p-adiques de la fonction exponen-
tielle en les nombres αi ou αj − αi. Comme le montrent les estimations du paragraphe §2.2,
leur composante Cn,v contient les points an−e1 , . . . , an−es pour toute place archime´dienne v
de K. On va montrer au paragraphe suivant que cela vaut en fait pour toutes les places de
K, d’ou` la premie`re assertion de l’e´nonce´ suivant.
The´ore`me 2.3. Soit n = (n1, . . . , ns) ∈ Ns+. Alors le convexe ade´lique Cn contient les points
an−e1 , . . . , an−es. De plus, en posant N = n1 + · · ·+ ns, on a les estimations suivantes.
(i) Si v | ∞, alors
(s!)−1|∆n|v ≤ µv(Cn,v)1/dv ≤ cvN2s−2|∆n|v
pour une constante cv > 0 qui ne de´pend que α1, . . . , αs et de v.
(ii) Si v ∈ E et si v | p pour un nombre premier p, alors
|∆n|v ≤ µv(Cn,v)1/dv ≤ (p3N)s|∆n|v.
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(iii) Si v /∈ E, alors µv(Cn,v)1/dv = |∆n|v.
On remarquera que, pour toutes les places v de K, ces estimations enferment le volume
de Cn,v entre deux bornes dont le rapport est un polynoˆme en N alors que les bornes elles
meˆmes croissent comme |∆n|v c’est-a`-dire en gros comme une exponentielle en N si v ∤ ∞
et meˆme comme N ! si v | ∞. Pour v | ∞, on donne une valeur explicite de la constante cv
au the´ore`me 8.1.
Les bornes infe´rieures pour µv(Cn,v) de´coulent aise´ment de la de´finition de ∆n donne´e au
the´ore`me 2.2, si on accepte le fait que Cn,v contient les points an−ei pour i = 1, . . . , s. En
effet, soit T : Ksv → Ksv l’application Kv-line´aire donne´e par
T (x1, . . . , xs) = x1an−e1 + · · ·+ xsan−es
pour tout (x1, . . . , xs) ∈ Ksv . Alors Cn,v contient T (Ev) ou` Ev est donne´ par
Ev = {(x1, . . . , xs) ∈ Ksv ; |x1|v + · · ·+ |xs|v ≤ 1} si v | ∞,
Ev = Osv si v ∤∞.
Comme | detT |v = |∆n|v, on a µv(T (Ev)) = |∆n|dvv µv(Ev). Si v | ∞, on a aussi µv(Ev) ≥
(s!)−dv , donc µv(Cn,v)1/dv ≥ (s!)−1|∆n|v. Si v ∤ ∞, on a simplement µv(Ev) = 1, donc
µv(Cn,v)1/dv ≥ |∆n|v.
L’essentiel du travail concerne donc les majorations de volume des Cn,v. On en donne
un aperc¸u plus bas. Elles conduisent a` une majoration du volume de Cn dont on tire la
conclusion suivante graˆce au the´ore`me de Minkowski ade´lique.
Corollaire 2.4. Avec les notations du the´ore`me 2.3, on a
cN−g ≤ λ1(Cn) ≤ · · · ≤ λs(Cn) ≤ 1 avec g = s− 2 + s
∑
v∈E
dv
d
,
ou` c > 0 est une constante qui ne de´pend que de α1, . . . , αs.
De´monstration. Comme
∏
v |∆n|dvv = 1 et que E contient toutes les places archime´diennes
de K, on trouve
µ(Cn) =
∏
v
µv(Cn,v) ≤
∏
v|∞
(
cdvv N
(2s−2)dv
) ∏
v∈E, v|p
(p3N)sdv = cd1N
gd
ou` c1 > 0 est une constante inde´pendante de n. Comme Cn contient les points an−e1 , . . . , an−es
de Ks et qu’en vertu du the´ore`me 2.2 ceux-ci sont line´airement inde´pendants sur K, on a
aussi
λ1(Cn) ≤ · · · ≤ λs(Cn) ≤ 1.
Alors en vertu du the´ore`me 2.1, on a
(s!)−1 ≤ λ1(Cn) · · ·λs(Cn)µ(Cn)1/d ≤ λ1(Cn)c1Ng,
donc λ1(Cn) ≥ cN−g avec c = 1/(c1s!). 
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La preuve du the´ore`me 2.3 utilise des re´sultats ge´ne´raux sur les polynoˆmes f(z) ∈ C[z]
a` coefficients complexes que nous n’avons pas trouve´s dans la litte´rature. Supposons f de
degre´ N ≥ 1. Soit A l’ensemble de ses racines dans C et soit B l’ensemble des racines de sa
de´rive´e f ′ qui ne sont pas dans A. Au paragraphe 5, on conside`re les chemins de descente
maximale pour |f | issus d’un point quelconque β de C. Ceux-ci terminent ne´cessairement
sur un e´le´ment de A. On montre qu’ils sont contenus dans l’enveloppe convexe de A ∪ {β},
de longueur au plus πRN ou` R est le rayon d’un disque qui contient A∪{β}. Au paragraphe
6, pour chaque β ∈ B, on note m(β) la multiplicite´ de β comme racine de f ′ et, partant
du point β, on choisit m(β) + 1 chemins de descente pour |f | qui sont localement distincts
au voisinage de β. Ces chemins dessinent un graphe sur A ∪ B et on montre que ce graphe
est en fait un arbre. On en extrait un sous-graphe G sur A qui est aussi un arbre avec ses
areˆtes indexe´es par B. Pour chaque areˆte de G d’extre´mite´s α, α′ ∈ A, associe´e a` un point
β ∈ B, on dispose d’un chemin qui joint α a` α′ en passant par β, de longueur controˆle´e, le
long duquel |f | est maximal au point β.
Pour la preuve du the´ore`me 2.3 (i), on peut supposer que la place v | ∞ donne´e provient
d’une inclusion K ⊂ C et on applique la construction de´crite ci-dessus en prenant pour f le
pgcd des polynoˆmes fn−e1 , . . . , fn−es pour le choix de n ∈ Ns+ donne´. Si les coordonne´es de
n sont toutes ≥ 2, on obtient ainsi un arbre G sur A = {α1, . . . , αs}. Alors, pour chaque
areˆte de G d’extre´mite´s αi, αj, on peut majorer les inte´grales qui apparaissent dans (2.6) en
fonction de |f(β)| ou` β /∈ A est le ze´ro de f ′ associe´ a` l’areˆte. On en de´duit au paragraphe
8 une majoration du volume du convexe Cn,v en fonction du produit des |f(β)|m(β), lequel
est le semi-re´sultant de f et de f ′. La majoration annonce´e pour µv(Cn,v) s’ensuit graˆce au
calcul de ce semi-re´sultant (paragraphe 7). Le cas ge´ne´ral ou` au moins une coordonne´e de
n est e´gale a` 1 demande un petit ajustement.
Le traitement des places ultrame´triques v ∤∞ est plus simple. Au paragraphe 3, on montre
que Cn,v contient les points an−e1 , . . . , an−es . Plus loin, au paragraphe 9, on construit une
foreˆt sur {α1, . . . , αs} associe´e a` la place v. Ce graphe permet de se´lectionner s ine´galite´s
parmi (2.7) et (2.8). Au paragraphe 10, on en de´duit la majoration annonce´e pour le volume
de Cn,v. Les notions utiles de the´orie des graphes sont rappele´es au paragraphe 4.
Au paragraphe 11, on revisite notre re´sultat principal pour les approximations “diago-
nales” de deux exponentielles, c’est-a`-dire pour s = 2 et n1 = n2. On en donne une forme
plus fine dont la preuve utilise seulement les estimations des paragraphes 2.2 et 3. On s’en
sert ensuite ensuite pour de´montrer les propositions 1.1 et 1.2 de l’introduction.
Pour conclure, on explique au paragraphe 12 comment les formules de re´currence d’Hermite
rappele´es dans l’appendice A permettent de calculer efficacement les quotients partiels du
de´veloppement en fraction continue de e3. Cela permet de ve´rifier les ine´galite´s (1.2) en
moins de deux heures de calculs sur un petit ordinateur.
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3. Estimations ultrame´triques
Soit v une place de K au-dessus d’un nombre premier p. Le but de ce paragraphe est de
comple´ter la preuve de la premie`re assertion du the´ore`me 2.3 en montrant que la composante
Cn,v de Cn contient les points an−e1 , . . . , an−es pour tout n ∈ Ns+. Pour y parvenir, on utilise
les notations et re´sultats suivants.
Pour tout a ∈ Cp et tout r > 0, on note
B(a, r) = {z ∈ Cp ; |z − a|p ≤ r}
le disque ferme´ de Cp de centre a et de rayon r (a` la fois un ferme´ et un ouvert de Cp). Pour
un tel disque B = B(a, r) et pour toute fonction analytique g : B → Cp, on pose
|g|B = sup{|g(z)|p ; z ∈ B}.
Cette quantite´ s’exprime aussi en fonction du de´veloppement en se´rie de Taylor de g autour
du point a via la formule
|g|B = sup
k∈N
∣∣∣∣g(k)(a)k!
∣∣∣∣
p
rk,
dont on tire la forme p-adique des ine´galite´s de Cauchy
|g(k)(a)|p ≤ |k!|pr−k|g|B (k ∈ N)
(voir [14, §1.5]). Pour les calculs, on utilise aussi les estimations
(3.1) δk ≤ |k!|p ≤ kδk−p ≤ p2kδk (k ∈ N), ou` δ = p−1/(p−1),
qui de´coulent de la formule |k!|p = p−m ou` m =
∑∞
ℓ=1⌊k/pℓ⌋.
Lemme 3.1. Soit n = (n1, . . . , ns) ∈ Ns, soit N = n1 + · · ·+ ns, et soient i, j ∈ {1, . . . , s}.
Alors, on a
(3.2) |Pn(αi)|v ≤ p2N
s∏
k=1
max{|αi − αk|v, δ}nk .
Si |αi − αk|v ≤ 1 pour k = 1, . . . , s, on a aussi
(3.3) |Pn(αi)|v ≤ |ni!|v.
Enfin, si ρ = |αi − αj|v satisfait 0 < ρ < δ, on a
(3.4) |Pn(αi)eαj−αi − Pn(αj)|v ≤ ρ
δ
p2N
s∏
k=1
max{|αi − αk|v, |αj − αk|v}nk .
De´monstration. Pour simplifier, on peut supposer K ⊂ Cp et |α|v = |α|p pour tout α ∈ K.
Alors, on peut voir le polynoˆme fn(z) ∈ K[z] comme une fonction analytique fn : Cp → Cp.
Pour estimer |Pn(αi)|v = |Pn(αi)|p, on pose
B = B(αi, δ) et M = |fn|B.
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Pour k = 0, 1, . . . , N , les ine´galite´s de Cauchy jointes a` (3.1) livrent
|f (k)
n
(αi)|p ≤ |k!|pδ−kM ≤ p2kM ≤ p2NM,
donc
|Pn(αi)|v =
∣∣∣∣∣
N∑
k=0
f (k)
n
(αi)
∣∣∣∣∣
p
≤ p2NM.
On en de´duit l’estimation (3.2) car
M ≤
s∏
k=1
sup{|z − αk|p ; z ∈ B}nk =
s∏
k=1
max{|αi − αk|v, δ}nk .
Si |αi − αk|v ≤ 1 pour tout k, le meˆme calcul fournit |fn|B ≤ 1 en prenant B = B(αi, 1).
Alors les ine´galite´s de Cauchy donnent |f (k)n (αi)|p ≤ |k!|p pour tout k ∈ N. Comme on a
f
(k)
n (αi) = 0 pour k = 0, . . . , ni − 1, on en de´duit |f (k)n (αi)|v ≤ |ni!|v pour tout k ∈ N et
l’estimation (3.3) s’ensuit.
Supposons enfin que 0 < ρ = |αi − αj |p < δ. Pour de´montrer (3.4), on utilise cette fois
B = B(αj, ρ) et M = |fn|B.
Comme ρ < δ, la fonction g : B → Cp donne´e par
g(z) = Pn(z)e
αj−z − Pn(αj) (z ∈ B)
est analytique avec g(αj) = 0 et
(3.5) g′(z) = −fn(z)eαj−z (z ∈ B).
Pour tout entier ℓ = 0, 1, . . . , N , on a
|f (ℓ)
n
(αj)|p ≤ |ℓ!|pρ−ℓM ≤ p2ℓ(δ/ρ)ℓM ≤ p2N(δ/ρ)ℓM.
Comme f (ℓ)
n
= 0 pour ℓ > N , cette estimation s’e´tend a` tout ℓ ∈ N. Alors, graˆce a` (3.5), la
formule de Leibniz pour la de´rive´e d’un produit livre, pour tout entier k ≥ 1,
|g(k)(αj)|p ≤ max
0≤ℓ<k
|f (ℓ)
n
(αj)|p ≤ p2N(δ/ρ)k−1M.
Comme αi ∈ B et que g(αj) = 0, on en de´duit
|Pn(αi)eαj−αi − Pn(αj)|v = |g(αi)|p ≤ |g|B = sup
k≥1
∣∣∣∣g(k)(αj)k!
∣∣∣∣
p
ρk ≤ p2N(ρ/δ)M.
L’estimation (3.4) s’ensuit car
M ≤
s∏
k=1
sup{|z − αk|p ; z ∈ B}nk =
s∏
k=1
max{|αi − αk|v, |αj − αk|v}nk . 
The´ore`me 3.2. Soit n = (n1, . . . , ns) ∈ Ns+. Alors le sous-Ov-module Cn,v de Ksv de´fini au
paragraphe 2.3 contient les points an−e1 , . . . , an−es.
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De´monstration. Fixons un entier ℓ ∈ {1, . . . , s} quelconque et posons P = Pn−eℓ . Pour
montrer que Cn,v contient le point an−eℓ = (P (α1), . . . , P (αs)), on choisit i, j ∈ {1, . . . , s}
quelconques. Comme max{|αi − αℓ|v, δ} ≥ δ ≥ 1/p, l’ine´galite´ (3.2) du lemme 3.1 livre
∣∣P (αi)∣∣v ≤ p2(N − 1)1δ
s∏
k=1
max{|αi − αk|v, δ}nk ≤ p3N
s∏
k=1
max{|αi − αk|v, δ}nk .
Si |αi − αk|v = 1 pour tout k = 1, . . . , s avec k 6= i, l’ine´galite´ (3.3) du meˆme lemme donne
aussi ∣∣P (αi)∣∣v ≤ |(ni − 1)!|v.
Enfin, si ρ = |αj − αi|v satisfait 0 < ρ < δ, alors, comme max{|αi − αℓ|v, |αj − αℓ|v} ≥ ρ,
l’ine´galite´ (3.4) du lemme livre
|P (αi)eαj−αi − P (αj)|v ≤ ρ
δ
p2(N − 1) · 1
ρ
s∏
k=1
max{|αi − αk|v, |αj − αk|v}nk
≤ p3N
s∏
k=1
max{|αi − αk|v, |αj − αk|v}nk . 
4. Pre´liminaires de the´orie des graphes
Un graphe G est un couple d’ensembles finis (V,E) ou` E consiste de sous-ensembles de
V avec deux e´le´ments. Les e´le´ments de V sont appele´s les sommets de G et ceux de E les
areˆtes de G en accord avec la repre´sentation graphique usuelle.
Soit G = (V,E) un graphe. Une chaˆıne e´le´mentaire dans G est une suite (α1, . . . , αm)
d’e´le´ments distincts de V avec m ≥ 2 telle que {αi, αi+1} ∈ E pour i = 1, . . . , m− 1. On dit
que G est connexe si, pour toute paire d’e´le´ments distincts α, β de V , il existe au moins une
chaˆıne e´le´mentaire (α1, . . . , αm) dans G avec α1 = α et αm = β. On dit que G est un arbre
s’il existe exactement une telle chaˆıne pour chaque choix de α, β ∈ V avec α 6= β. Lorsque
G est connexe, on a |V | ≤ |E|+ 1 avec e´galite´ si et seulement si G est un arbre.
En ge´ne´ral, pour un graphe G = (V,E), il existe un et un seul choix d’entier r ≥ 1 et de
partitions V = V1 ∪ · · · ∪ Vr et E = E1 ∪ · · · ∪Er de V et E en r sous-ensembles disjoints tel
que Gi = (Vi, Ei) soit un graphe connexe pour i = 1, . . . , r. On dit que G1, . . . , Gr sont les
composantes connexes de G. Si celles-ci sont des arbres, on dit que G est une foreˆt. Lorsque
G posse`de r composantes connexes, on a |V | ≤ |E|+ r avec e´galite´ si et seulement si G est
une foreˆt.
Une foreˆt enracine´e est un triplet G = (R, V, E) ou` (V,E) est une foreˆt et ou` R est un sous-
ensemble de V qui contient exactement un sommet de chacune des composantes connexes de
(V,E). On dit que R est l’ensemble des racines de G. Alors, pour tout β ∈ V \R, il existe
une et une seule chaˆıne e´le´mentaire (α1, . . . , αm) avec α1 ∈ R et αm = β. Cela permet de
de´finir un ordre partiel sur V en posant α < β si β /∈ R ∪ {α} et si la chaˆıne qui lie β a` un
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e´le´ment de R contient α. En particulier, toute areˆte {α, β} de G peut eˆtre ordonne´e de sorte
que α < β. Les couples (α, β) ainsi forme´s sont appele´s les arcs de G. Pour α ∈ V fixe´, on
dit que DG(α) = {β ∈ V ; α < β} est l’ensemble des descendants de α. L’ensemble SG(α)
des e´le´ments minimaux de DG(α) est appele´ l’ensemble des successeurs de α. Les couples
(α, β) ∈ V × V avec β ∈ SG(α) sont donc les arcs de G. De plus, tout β ∈ V \ R est le
successeur d’un et un seul α ∈ V . Cela permet de formuler le re´sultat suivant.
Proposition 4.1. Soit G = (R, V, E) une foreˆt enracine´e, soit K un corps, soit (xα)α∈V
une famille d’inde´termine´es sur K indexe´e par V , et soit ϕ : E → K une fonction. Pour
tout β ∈ V , on pose
Lβ =
{
xβ si β ∈ R,
xβ − ϕ({α, β})xα si β ∈ SG(α) avec α ∈ V .
Alors, en e´tendant l’ordre partiel sur V a` un ordre total, la matrice des formes line´aires
(Lβ)β∈V dans la base (xα)α∈V est triangulaire infe´rieure avec 1 partout sur la diagonale.
5. Chemins de croissance maximale
Dans ce paragraphe, on fixe un polynoˆme unitaire non constant f(z) ∈ C[z], un sous-
ensemble convexe compact K de C contenant toutes les racines de f , et un disque ferme´ D
de C contenant K. On note N le degre´ de f , et R le rayon de D. Le but principal de ce
paragraphe est de de´montrer le re´sultat suivant.
The´ore`me 5.1. Soit β ∈ K. Il existe une racine α de f et un chemin γ : [0, 1]→ C joignant
γ(0) = α a` γ(1) = β, tel que f(γ(t)) = tf(β) pour tout t ∈ [0, 1]. L’image d’un tel chemin
est contenue dans K, de longueur au plus πRN .
Par chemin, on entend ici une fonction γ : I → C continue et diffe´rentiable par morceaux
sur un intervalle ferme´ I de R. Pour un chemin γ comme dans l’e´nonce´ du the´ore`me, γ(0)
est force´ment une racine de f et on a max{|f(γ(t))| ; 0 ≤ t ≤ 1} = |f(β)|. En fait, on va
voir que γ est un chemin de croissance maximale pour |f |.
Pour la preuve, on conside`re le polynoˆme f comme un reveˆtement de surfaces de Riemann
f : C→ C de degre´ N , ramifie´ en un nombre fini de points. Alors tout chemin γ : [0, 1]→ C
se rele`ve en N chemins γ1, . . . , γN : [0, 1] → C tels que f−1(γ(t)) = {γ1(t), . . . , γN(t)} pour
tout t ∈ [0, 1]. Ces derniers ne sont pas uniques en ge´ne´ral, a` cause de la ramificaton, et on
les obtient par recollement comme dans la preuve de [8, Theorem 4.14]. Pour un chemin γ
de la forme γ(t) = tf(β) avec f(β) 6= 0, on en de´duit l’e´nonce´ suivant.
Lemme 5.2. Soit β ∈ C avec f(β) 6= 0, et soit m = m(β) ≥ 0 l’ordre de la de´rive´e de f en
β. Alors, il existe δ ∈ (0, 1) et m+ 1 chemins γ0, . . . , γm de [0, 1] dans C tels que
(i) γ0(1) = · · · = γm(1) = β,
(ii) f(γ0(t)) = · · · = f(γm(t)) = tf(β) pour tout t ∈ [0, 1],
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(iii) γ0(t), . . . , γm(t) sont m+ 1 nombres distincts pour chaque t ∈ (1− δ, 1).
De plus, pour j = 0, 1, . . . , m et pour chaque t ∈ (0, 1) tel que f ′(γj(t)) 6= 0, la fonction γj
est analytique en t et sa de´rive´e γ′j(t) pointe dans la direction ou` la norme |f | de f croˆıt le
plus vite.
La dernie`re affirmation du lemme signifie que γ0, . . . , γm sont des chemins de croissance
maximale pour la norme de f . En fait, c’est vrai pour tout chemin γ tel que f(γ(t)) = ct
(0 ≤ t ≤ 1) avec c ∈ C \ {0} fixe´ car la courbe t 7→ ct de´crit une demi-droite orthogonale
aux cercles centre´s a` l’origine. Comme l’application f : C → C est conforme en dehors des
points de ramification, la pre´image γ de cette courbe est orthogonale aux courbes de niveau
de |f | en dehors de ces points. Nous revisiterons la construction des γj au lemme 6.3.
De´monstration du the´ore`me 5.1. Si f(β) = 0, le chemin constant γ(t) = β pour tout
t ∈ [0, 1] est le seul chemin possible et il posse`de les poprie´te´s requises. Supposons donc
que f(β) 6= 0. Alors le lemme pre´ce´dant fournit un chemin γ : [0, 1] → C avec γ(1) = β
et f(γ(t)) = tf(β) pour tout t ∈ [0, 1]. Fixons un tel chemin. Pour les calculs, on note
α1, . . . , αs les racines distinctes de f danc C et n1, . . . , ns leurs multiplicite´s respectives de
sorte que
f(z) = (z − α1)n1 · · · (z − αs)ns.
On de´signe aussi par B l’ensemble des ze´ros de la de´rive´e f ′ de f .
Le the´ore`me de Gauss-Lucas nous apprend que B est contenu dans l’enveloppe convexe
des racines de f , donc B ⊂ K. Le fait que l’image de γ soit contenue dans K se de´montre
de manie`re semblable. En effet, supposons que ce ne soit pas le cas. Alors, comme K est
convexe, il existe un demi-plan qui contient K mais pas l’image de γ. Autrement dit, il existe
a, b ∈ C avec |a| = 1 tels que Re(az + b) ≤ 0 pour tout z ∈ K et que Re(aγ(t) + b) > 0 pour
au moins un t ∈ [0, 1]. Choisissons t0 ∈ [0, 1] tel que Re(aγ(t0) + b) soit maximal, et posons
z0 = γ(t0). Comme Re(az0 + b) > 0, on a z0 /∈ K, donc t0 ∈ (0, 1) et z0 /∈ B. Par suite γ
est diffe´rentiable en t0 avec Re(aγ
′(t0)) = 0. Par ailleurs, en de´rivant les deux membres de
l’e´galite´ f(γ(t)) = tf(β) en t = t0, on obtient
aγ′(t0) =
af(β)
f ′(γ(t0))
=
af(z0)
t0f ′(z0)
=
(
s∑
ℓ=1
t0nℓ
a(z0 − αℓ)
)−1
.
Comme Re(a(z0 − αℓ)) = Re(az0 + b)−Re(aαℓ + b) ≥ Re(az0 + b) > 0 pour ℓ = 1, . . . , s, on
en de´duit que Re(aγ′(t0)) > 0, une contradiction.
Pour estimer la longueur L(γ) du chemin γ, on utilise la formule de Cauchy-Crofton
L(γ) =
1
4
∫ 2π
0
A(θ) dθ ou` A(θ) =
∫ ∞
−∞
N(r, θ) dr ,
et N(r, θ) = Card{t ∈ [0, 1] ; Re(γ(t)e−iθ) = r}
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(voir par exemple la jolie de´monstration de [1]). Fixons r, θ ∈ R et conside´rons le polynoˆme
gr,θ(u) = Im
(
f((r + iu)eiθ)
f(β)
)
∈ R[u].
Si t0 ∈ [0, 1] satisfait Re(γ(t0)e−iθ) = r, on peut e´crire γ(t0) = (r + iu0)eiθ avec u0 ∈ R. On
en de´duit f((r + iu0)e
iθ) = t0f(β) et par suite gr,θ(u0) = 0. Comme γ est injective sur [0, 1]
(car f ◦ γ l’est), cela signifie que N(r, θ) est au plus e´gal au nombre de racines re´elles de gr,θ.
Or, comme f est de degre´ N , le polynoˆme gr,θ(u) est de degre´ au plus N et son coefficient
de uN est Im((ieiθ)N/f(β)). Donc, si on excepte les 2N valeurs de θ ∈ [0, 2π) pour lesquelles
ce coefficient est nul, on a ne´cessairement gr,θ 6= 0, donc N(r, θ) ≤ N .
Pour θ fixe´, l’ensemble {Re(ze−iθ) ; z ∈ D} est un intervalle Iθ de R de longueur 2R.
Comme l’image de γ est contenue dans K ⊂ D, on a force´ment N(r, θ) = 0 si r /∈ Iθ.
On en de´duit que A(θ) ≤ 2RN sauf pour au plus 2N valeurs de θ ∈ [0, 2π), et par suite
L(γ) ≤ πRN .
6. Chemins entre racines complexes
Comme au paragraphe pre´ce´dant, on fixe un polynoˆme unitaire non constant f(z) ∈ C[z].
On note N son degre´, A = {α1, . . . , αs} l’ensemble de ses racines complexes, K l’enveloppe
convexe de A, et R le rayon d’un disque ferme´ D qui contienne A. On note aussi B =
{β1, . . . , βp} l’ensemble des racines de f ′(z) qui ne sont pas racines de f(z), c’est-a`-dire
l’ensemble des ze´ros de la de´rive´e logarithmique f ′(z)/f(z). Alors on peut e´crire
f(z) = (z − α1)n1 · · · (z − αs)ns ,(6.1)
f ′(z) = N(z − α1)n1−1 · · · (z − αs)ns−1(z − β1)m1 · · · (z − βp)mp ,(6.2)
pour des entiers n1, . . . , ns ≥ 1 de somme N , et des entiers m1, . . . , mp ≥ 1 de somme s− 1.
Pour tout β ∈ C, on de´signe par m(β) l’ordre de f ′(z) en β. Avec cette notation, on a
mj = m(βj) pour j = 1, . . . , p. Le but de ce paragraphe est de montrer le re´sultat suivant.
The´ore`me 6.1. Il existe un arbre G qui posse`de les proprie´te´s suivantes:
(i) L’ensemble de ses sommets est A.
(ii) Il posse`de s− 1 areˆtes, chacune indexe´e par un e´le´ment de B.
(iii) Pour chaque β ∈ B, il existe exactement m(β) areˆtes de G indexe´es par β.
(iv) Si {α, α′} est une areˆte de G indexe´e par β, il existe un chemin γ : [0, 1] → C de
longueur au plus 2πRN , contenu dans K, joignant γ(0) = α a` γ(1) = α′, tel que
γ(1/2) = β et max
0≤t≤1
|f(γ(t)| = |f(β)|.
Lorsque les racines de f(z) sont toutes re´elles, on a f(z) ∈ R[z] et on peut donner une
de´monstration tre`s simple du the´ore`me. Pour cela, on suppose d’abord α1 < · · · < αs
liste´es par ordre croissant. Alors, dans chaque intervalle [αj , αj+1] avec 1 ≤ j ≤ s − 1, la
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fonction |f(z)| atteint son maximum en un ze´ro βj de f ′(z) avec αj < βj < αj+1. Comme
B est de cardinalite´ p ≤ s − 1, cela e´puise tous les e´le´ments de B: on a p = s − 1 et
m1 = · · · = ms−1 = 1. On prend pour G le graphe de sommets A, dont les areˆtes sont
les paires {αj, αj+1} indexe´es par βj pour j = 1, . . . , s − 1. Alors G est un arbre et, pour
chaque j = 1, . . . , s − 1, le chemin γj affine par morceaux avec γj(0) = αj , γj(1/2) = βj et
γj(1) = αj+1 posse`de la proprie´te´ requise en (iv); sa longueur est αj+1 − αj ≤ 2R.
E´tape 1. La preuve du cas ge´ne´ral utilise plusieurs lemmes. Pour tout β ∈ B, on choisit une
fois pour toute m(β)+ 1 chemins γβ,0, . . . , γβ,m(β) d’extre´mite´ β comme au lemme 5.2. Alors
on a γβ,j(0) ∈ A pour j = 0, . . . , m(β). Notre objectif est de montrer que ces m(β)+1 points
de A sont distincts et que le graphe G de sommets α1, . . . , αs et d’areˆtes {γβ,0(0), γβ,j(0)}
avec β ∈ B et 1 ≤ j ≤ m(β) posse`de les proprie´te´s (i) a` (iv) du the´ore`me. On commence
par e´tablir la proprie´te´ (iv).
Lemme 6.2. Soient β ∈ B et j ∈ {1, . . . , m(β)}. Alors le chemin γ˜ de γβ,0(0) a` γβ,j(0)
donne´ par
γ˜(t) =
{
γβ,0(2t) si 0 ≤ t ≤ 1/2,
γβ,j(2− 2t) si 1/2 ≤ t ≤ 1,
est contenu dans K, de longueur au plus 2πRN . De plus, il satisfait
γ˜(1/2) = β et max
0≤t≤1
|f(γ˜(t)| = |f(β)|.
De´monstration. On a B ⊂ K en vertu du the´ore`me de Gauss-Lucas. Alors, pour tout β ∈ B,
le the´ore`me 5.1 montre que les chemins γβ,0 et γβ,j sont contenus dans K de longueur au plus
πRN . La conclusion suit car se sont des chemins de croissance maximale pour |f |. 
E´tape 2. On de´montre d’abord le re´sultat ci-dessous ou` S = C ∪ {∞} repre´sente la sphe`re
de Riemann munie de sa topologie usuelle. On l’utilise ensuite pour construire un arbre H
sur A ∪ B.
Lemme 6.3. Soit β ∈ B et soit m = m(β). Il existe δ > 0 et m + 1 fonctions continues
γ+0 , . . . , γ
+
m de [1,∞] dans S = C ∪ {∞} telles que
(i) γ+0 (1) = · · · = γ+m(1) = β,
(ii) f(γ+0 (t)) = · · · = f(γ+m(t)) = tf(β) pour tout t ∈ [1,∞],
(iii) γ+0 (t), . . . , γ
+
m(t) sont m+ 1 nombres distincts pour chaque t ∈ (1, 1 + δ).
Alors, les courbes Γ+0 = γ
+
0 ([1,∞]), . . . ,Γ+m = γ+m([1,∞]) ne se rencontrent qu’aux points β
et ∞ sur S. De plus, leur comple´ment S \ (Γ+0 ∪ · · · ∪ Γ+m) est la re´union de m+ 1 ouverts
connexes disjoints R0, . . . ,Rm de C tels que γβ,j([0, 1)) ⊆ Rj pour j = 0, . . . , m.
La preuve est illustre´e par la figure 1. Elle utilise le the´ore`me de Jordan sur les courbes
ferme´es simples.
APPROXIMATION DES VALEURS DE LA FONCTION EXPONENTIELLE 17
∞
· · · Γ+1 Γ−0 Γ+0 Γ−m Γ+m Γ−m−1 Γ+m−1 · · ·
β
Rm
Rm−1R0
γ−0 (0)
γ−m(0)
γ−m−1(0)
Figure 1. Illustration for the proof of Lemma 6.3.
De´monstration. En posant ℓ = m+ 1, on obtient f(z) = f(β)(1 + (z − β)ℓg(z)) ou` g(z) est
un polynoˆme avec g(β) 6= 0. Alors pour ǫ > 0 assez petit, il existe un voisinage ouvert V de
β et une fonction biholomorphe h de V dans B(0, ǫ) = {z ∈ C ; |z| < ǫ} satisfaisant h(β) = 0
et
f(z) = f(β)(1 + h(z)ℓ)
pour tout z ∈ V . Fixons un tel choix de ǫ, V et h, puis posons δ = ǫℓ et ρ = eπi/ℓ. Pour
j = 0, . . . , m, on de´finit une fonction continue γ+j : [1, 1 + δ)→ V en posant
γ+j (t) = h
−1
(
ρ2j(t− 1)1/ℓ) (1 ≤ t < 1 + δ).
Alors, pour t ∈ (1, 1+ δ) fixe´, les nombres z = γ+0 (t), . . . , γ+m(t) sont les ℓ solutions distinctes
de f(z) = tf(β) avec z ∈ V . En particulier, γ+0 , . . . , γ+m satisfont les conditions (i) et (iii)
du lemme, ainsi que (ii) pour tout t ∈ [1, 1 + δ). Pour chaque j = 0, . . . , m, on choisit un
prolongement de γ+j en une fonction continue γ
+
j : [1,∞]→ S satisfaisant f(γ+j (t)) = tf(β)
pour tout t ∈ [1,∞].
De meˆme, pour j = 0, . . . , m, on de´finit une fonction continue γ−j : (1−δ, 1]→ V en posant
γ−j (t) = h
−1
(
ρ2j+1(1− t)1/ℓ) (1− δ < t ≤ 1).
Pour t ∈ (1 − δ, 1) fixe´, les nombres z = γ−0 (t), . . . , γ−m(t) sont les ℓ solutions distinctes de
f(z) = tf(β) avec z ∈ V , donc ils constituent une permutation de γβ,0(t), . . . , γβ,m(t). Cette
permutation e´tant inde´pendante de t, il n’y a pas de perte de ge´ne´ralite´ a` supposer que γ−j
est la restriction de γβ,j a` (1−δ, 1] pour j = 0, . . . , m. On e´tend alors chaque γβ,j : [0, 1]→ C
en une fonction continue γ−j : [−∞, 1]→ S telle que f(γ−j (t)) = tf(β) pour tout t ∈ [−∞, 1].
Posons Γ−j = γ
−
j ([−∞, 1]) et Γ+j = γ+j ([1,∞]) pour j = 0, . . . , m, et fixons temporairement
j, k ∈ {0, 1, . . . , m}. Les courbes Γ−j et Γ+k ne se rencontrent qu’aux points β et ∞ car si
γ−j (t) = γ
+
k (u) avec t ∈ [−∞, 1] et u ∈ [1,∞], alors tf(β) = uf(β), donc t = u = 1 ou
−t = u = ∞. Supposons maintenant j < k. Comme les courbes Γ+j et Γ+k se rencontrent
a` l’infini, il existe un plus petit r ∈ [1 + δ,∞] tel que γ+j (r) = γ+k (r). Pour ce choix de r,
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la re´union γ+j ([1, r]) ∪ γ+k ([1, r]) est une courbe ferme´e simple Γ. En vertu du the´ore`me de
Jordan, son comple´ment dans S est donc la re´union de deux ouverts connexes R et R′ de
frontie`re Γ. Par ailleurs, on a
V ∩ Γ = γ+j ([1, 1 + δ)) ∪ γ+k ([1, 1 + δ)) = h(P ) ou` P = [0, ǫ)ρ2j ∪ [0, ǫ)ρ2k.
De plus, B(0, ǫ) \ P est la re´union de deux ouverts connexes disjoints U et U ′ (des secteurs
du disque B(0, ǫ)), ou` U contient les rayons (0, ǫ)ρ2i+1 avec j ≤ i < k et ou` U ′ contient ceux
avec 0 ≤ i < j ou k ≤ i ≤ m. Comme h : V → B(0, ǫ) est un home´omorphisme, h(U) et
h(U ′) sont des ouverts connexes disjoints de S dont l’union est V \Γ. On peut supposer que
h(U) ⊂ R et h(U ′) ⊂ R′. Alors, on obtient
γ−i ((1− δ, 1)) = h((0, ǫ)ρ2i+1) ⊆
{
R si j ≤ i < k,
R′ sinon.
Or, R et R′ partagent la meˆme frontie`re, contenue dans Γ+j ∪ Γ+k . Donc aucun des ensem-
bles Γ−i \ {β,∞} = γ−i ((−∞, 1)) ne rencontre cette frontie`re. Comme ce sont des courbes
connexes, on en de´duit que Γ−i \ {β,∞} est contenu dans R si j ≤ i < k et dans R′ sinon.
En particulier, aucun des ouverts R ou R′ n’est borne´ et par suite, on doit avoir r = ∞.
Cela signifie que Γ+j et Γ
+
k ne se rencontrent qu’en β et en ∞.
Avec les notations ci-dessus, on de´finit Rj = R pour le choix de j ∈ {0, . . . , m− 1} et de
k = j+1. On de´finit aussi Rm = R′ pour le choix de j = 0 et de k = m. Ce sont des ouverts
connexes de C avec γβ,j([0, 1)) ⊂ Γ−j \ {β,∞} ⊂ Rj pour j = 0, . . . , m. Il reste a` montrer
que R0, . . . ,Rm sont disjoints deux a` deux. On note d’abord que si j 6= k, alors Rj 6⊆ Rk
car Γ−j \ {β,∞} est contenu dans Rj mais pas dans Rk. Donc si Rj et Rk ont au moins un
point commun, alors Rj rencontre la frontie`re de Rk. Par suite Rj contient au moins un
point de Γ+i \ {β,∞} pour un indice i ∈ {0, 1, . . . , m}. Par contre, le choix de Rj implique
que γ+i (t) /∈ Rj pour tout t ∈ (1, 1+ δ). Donc la courbe Γ+i \{β,∞} n’est pas contenue dans
Rj et, comme elle est connexe, elle rencontre la frontie`re de Rj sans eˆtre contenue dedans.
C’est impossible car cette frontie`re est l’union de deux courbes parmi Γ+0 , . . . ,Γ
+
m. 
Lemme 6.4. Pour tout β ∈ B, les m(β) + 1 points γβ,j(0) ∈ A avec 0 ≤ j ≤ m(β) sont
distincts deux-a`-deux. De plus, soit H le graphe dont l’ensemble des sommets est A ∪ B et
dont les areˆtes sont les couples {β, γβ,j(0)} avec β ∈ B et 0 ≤ j ≤ m(β). Alors H est un
arbre.
De´monstration. La premie`re affirmation de´coule directement du lemme pre´ce´dant car, pour
β ∈ B et m = m(β), ce lemme fournit des ouverts connexes disjoints R0, . . . ,Rm tels que
γβ,j(0) ∈ Rj pour j = 0, . . . , m.
Supposons que H ne soit pas une foreˆt. Alors H contient un cycle simple, c’est-a`-dire
une chaˆıne e´le´mentaire (a1, . . . , ak) avec k ≥ 3 telle que {ak, a1} soit une areˆte de H . Alors,
k est un entier pair et les ai appartiennent a` A ou a` B en alternance selon la parite´ de i.
Quitte a` permuter cycliquement les e´le´ments de cette chaˆıne, on peut supposer que a1 ∈ B
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et que |f(a1)| ≥ |f(ai)| pour i = 1, . . . , k. Soit m = m(a1) et soient R0, . . . ,Rm les ouverts
connexes associe´s au point a1 ∈ B, comme au lemme 6.3. Pour tout point z 6= a1 en dehors
de ces ouverts, on a f(z) = tf(a1) pour un nombre re´el t > 1, donc |f(z)| > |f(a1)|. On pose
ak+1 = a1 et, pour i = 1, . . . , k, on note γi le chemin de la forme γβ,j qui lie ai et ai+1. Pour
tout t ∈ [0, 1], on a f(γi(t)) = tf(ai) si i est impair et f(γi(t)) = tf(ai+1) si i est pair. Donc,
dans les deux cas, on trouve |f(γi(t))| ≤ |f(a1)|, avec l’ine´galite´ stricte si t 6= 1. Comme
a1, . . . , ak sont distincts et que γi(1) ∈ {a3, . . . , ak−1} si 2 ≤ i ≤ k − 1, on en de´duit que la
courbe
Γ = γ1([0, 1)) ∪ γ2([0, 1]) ∪ · · · ∪ γk−1([0, 1]) ∪ γk([0, 1))
est contenue dans R0∪· · ·∪Rm. Comme c’est un sous-ensemble connexe de C, elle est donc
toute entie`re contenue dans Rj pour un entier j. Comme γ1(1) = γk(1) = a1, cela implique
que γ1 = γk, donc a2 = γ1(0) = γk(0) = ak, ce qui est impossible.
Ainsi H est une foreˆt. Alors, le nombre de ces composantes connexes est e´gal au nombre
de ses sommets moins celui de ses areˆtes, c’est-a`-dire
|A ∪ B| −
∑
β∈B
(m(β) + 1) = s−
∑
β∈B
m(β) = 1.
Donc H est un arbre. 
E´tape 4. Preuve du the´ore`me 6.1. Soit G le graphe dont l’ensemble des sommets est
A et dont les areˆtes sont les paires
(6.3) {γβ,0(0), γβ,j(0)}
(
β ∈ B, 1 ≤ j ≤ m(β)).
Comme H est connexe, le graphe G l’est aussi. Comme G posse`de s = |A| sommets et que∑
β∈Bm(β) = s− 1, on en de´duit que les s− 1 areˆtes (6.3) sont distinctes et que G est un
arbre. En particulier, pour chaque β ∈ B, le graphe G posse`de m(β) areˆtes indexe´es par β
et le lemme 6.2 montre que, pour chacune d’elles, il existe un chemin qui remplit la condition
(iv) du the´ore`me.
7. Un calcul de semi-re´sultant
On montre d’abord la formule suivante.
Proposition 7.1. Avec les notations du paragraphe pre´ce´dant, on a
NN
p∏
j=1
f(βj)
mj =
s∏
i=1
(
nnii
∏
k 6=i
(αi − αk)nk
)
.
Le membre de gauche de cette e´galite´ est le semi-re´sultant de f(z) et de f ′(z) au sens de
Chudnovski [5, 7].
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De´monstration. La formule pour la de´rive´e d’un produit applique´e a` la factorisation (6.1)
de f(z) livre
f ′(z) = (z − α1)n1−1 · · · (z − αs)ns−1g(z)
ou`
g(z) =
s∑
k=1
nk(z − α1) · · · ̂(z − αk) · · · (z − αs).
En comparant avec la factorisation (6.2) de f ′(z), on trouve aussi que
g(z) = N(z − β1)m1 · · · (z − βp)mp .
En e´valuant ces deux expressions pour g(z) en z = αk, on en de´duit la relation
N
p∏
j=1
(αk − βj)mj = nk
∏
i 6=k
(αk − αi) (1 ≤ k ≤ s).
Comme m1 + · · ·+mp = s− 1, ces e´galite´s se re´e´crivent
N
p∏
j=1
(βj − αk)mj = nk
∏
i 6=k
(αi − αk) (1 ≤ k ≤ s).
On en de´duit, comme annonce´,
NN
p∏
j=1
f(βj)
mj = NN
p∏
j=1
( s∏
k=1
(βj − αk)nk
)mj
=
s∏
k=1
(
N
p∏
j=1
(βj − αk)mj
)nk
=
s∏
k=1
(
nk
∏
i 6=k
(αi − αk)
)nk
=
s∏
i=1
(
nnii
∏
k 6=i
(αi − αk)nk
)
. 
Corollaire 7.2. Avec les meˆmes notations, on a
N !
p∏
j=1
∣∣f(βj)∣∣mj ≤ s∏
i=1
(
ni!
∏
k 6=i
|αi − αk|nk
)
.
De´monstration. Comme N = n1 + · · ·+ ns, on trouve
N !
n1! · · ·ns!
(n1
N
)n1 · · ·(ns
N
)ns ≤ (n1
N
+ · · ·+ ns
N
)N
= 1.
On en tire N !
∏s
i=1 n
ni
i ≤ NN
∏s
i=1 ni! , et la conclusion suit. 
8. Volume des composantes archime´diennes
On peut maintenant de´montrer la majoration de volume du the´ore`me 2.3 (i). Les notations
sont celles du paragraphe 2.
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The´ore`me 8.1. Soit v une place archime´dienne de K et soit Cn,v le corps convexe de Ksv
de´fini au paragraphe 2.3 pour le choix d’un s-uplet n = (n1, . . . , ns) ∈ Ns+. Alors, on a
µv(Cn,v)1/dv ≤ cvN2s−2|∆n|v avec cv = 2sesRv(2πRsv)s−1|∆1|−1v
ou` N = n1 + · · ·+ ns, Rv = max1≤i<j≤s |αi − αj|v, et 1 = (1, . . . , 1).
De´monstration. Pour simplifier, on peut supposer K plonge´ dans C de sorte que |α|v = |α|
pour tout α ∈ K. Quitte a` permuter α1, . . . , αs si ne´cessaire, on peut aussi supposer que
n1 ≥ · · · ≥ ns forment une suite de´croissante. On note D le disque ferme´ de rayon Rv et
de centre (α1 + · · · + αs)/s dans C. Comme ce disque contient α1, . . . , αs, il contient aussi
l’enveloppe convexe K de ces points.
Supposons d’abord que n1 ≥ 2 et notons r le plus grand indice tel que nr ≥ 2. On forme
le polynoˆme
f(z) =
fn(z)
(z − α1) · · · (z − αs) =
r∏
i=1
(z − αj)ni−1.
L’ensemble de ses racines est A = {α1, . . . , αr} et son degre´ est N − s. Sa de´rive´e s’e´crit
f ′(z) = (N − s)(z − α1)n1−2 · · · (z − αr)nr−2(z − β1)m1 · · · (z − βp)mp
ou` B = {β1, . . . , βp} est l’ensemble des racines de f ′(z) en dehors de A, et ou` mj est la
multiplicite´ de βj pour j = 1, . . . , p. On choisit un arbre G comme au the´ore`me 6.1 pour
ce polynoˆme f(z). Par construction, l’ensemble de ses sommets est A. On e´tend ensuite G
en un graphe G˜ sur {α1, . . . , αs} de la manie`re suivante. Pour chaque j = r + 1, . . . , s, on
choisit un chemin γj : [0, 1]→ C tel que γj(1) = αj et f(γj(t)) = tf(αj) comme au the´ore`me
5.1. Alors γj(0) est une racine de f , donc un e´le´ment de A, et on ajoute l’areˆte {γj(0), αj}
au graphe G. Enfin, on enracine l’arbre G˜ ainsi construit en lui choisissant α1 ∈ A comme
racine. Alors, Cn,v est contenu dans l’ensemble Kv des points (x1, . . . , xs) de Ksv satisfaisant
|x1|v ≤ eRv(N − 1)!
et
|xieαj−αi − xj |v ≤ bi,j := max
1≤k≤s
∣∣∣∣
∫ αj
αi
fn−ek(z)e
αj−zdz
∣∣∣∣
pour chaque arc (αi, αj) de G˜ avec αi < αj . Comme G˜ est un arbre enracine´, la proposition
4.1 montre que les s formes line´aires qui de´finissent Kv sont line´airement inde´pendantes, de
de´terminant ±1. Donc Kv est un corps convexe de Ksv avec
(8.1) µv(Cn,v)1/dv ≤ µv(Kv)1/dv ≤ 2seRv(N − 1)!
∏
(αi,αj)∈E
bi,j
ou` E de´signe l’ensemble des arcs (areˆtes ordonne´es) de G˜.
Fixons temporairement (αi, αj) ∈ E et k ∈ {1, . . . , s}. On a force´ment i ≤ r, c’est-a`-dire
αi ∈ A. Si j ≤ r, on a aussi αj ∈ A et {αi, αj} est une areˆte de G. Alors, le the´ore`me 6.1 lui
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associe un e´le´ment β de B et un chemin γ : [0, 1]→ C de longueur au plus 2πRvN , contenu
dans K, joignant αi et αj, tel que
max
0≤t≤1
|f(γ(t))| = |f(β)|.
On en de´duit∣∣∣∣
∫ αj
αi
fn−ek(z)e
αj−zdz
∣∣∣∣ =
∣∣∣∣
∫ αj
αi
f(z)(z − α1) · · · ̂(z − αk) · · · (z − αs)eαj−zdz
∣∣∣∣
≤ 2πRvN |f(β)| max
z∈K
∣∣(z − α1) · · · ̂(z − αk) · · · (z − αs)eαj−z∣∣
≤ 2πRsveRvN |f(β)| ,
car |z − αℓ| ≤ Rv pour tout z ∈ K et tout ℓ = 1, . . . , s. Enfin, si j > r, on a αi = γj(0) pour
le chemin γj choisi pre´ce´demment. En vertu du the´ore`me 5.1, l’image de γj est contenue
dans K de longueur au plus πRvN ≤ 2πRvN . Alors le meˆme calcul que ci-dessus donne∣∣∣∣
∫ αj
αi
fn−ek(z)e
αj−zdz
∣∣∣∣ ≤ 2πRsveRvN |f(αj)| .
Comme chaque βj est associe´ a` mj areˆtes de G et que m1 + · · ·+mp = r − 1, on de´duit
de (8.1) que
(8.2) µv(Cn,v)1/dv ≤ 2seRv(N − 1)!
(
2πRsve
RvN)s−1
p∏
j=1
|f(βj)|mj
s∏
j=r+1
|f(αj)| .
Comme nk = 1 pour k > r, le corollaire 7.2 livre
(N − s)!
p∏
j=1
∣∣f(βj)∣∣mj ≤ r∏
i=1
(
(ni − 1)!
∏
k 6=i
|αi − αk|nk−1
)
.
Pour i = r + 1, . . . , s, on trouve aussi
|f(αi)| =
r∏
k=1
|αi − αk|nk−1 = (ni − 1)!
∏
k 6=i
|αi − αk|nk−1.
On en de´duit que
(N − s)!
p∏
j=1
|f(βj)|mj
s∏
j=r+1
|f(αj)| ≤
s∏
i=1
(
(ni − 1)!
∏
k 6=i
|αi − αk|nk−1
)
=
|∆n|v
|∆1|v .
En substituant cette majoration dans (8.2), on obtient µv(Cn,v)1/dv ≤ cvN2s−2|∆n|v, comme
annonce´. 
9. Une foreˆt aux places ultrame´triques
Soit v une place ultrame´trique de K. Dans ce paragraphe, on utilise la terminologie du
paragraphe 4 pour baˆtir une foreˆt sur un sous-ensemble quelconque, fini et non vide, de Kv.
On commence par une construction pre´liminaire.
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Proposition 9.1. Soit A un sous-ensemble fini non vide de Kv et soit α0 ∈ A. Il existe
un arbre G enracine´ en α0 avec A pour ensemble des sommets, tel que, pour tout choix de
α, β, γ ∈ A avec β ∈ SG(α), on ait
(9.1) γ ∈ DG(β) ⇐⇒ |α− β|v > |β − γ|v > 0.
De´monstration. On proce`de par re´currence sur la cardinalite´ |A| de A. Si |A| = 1, il n’y a
rien a` de´montrer. Supposons |A| ≥ 2. Soit ρ la distance maximale entre deux e´le´ments de
A, et soit {α0, . . . , αk} un sous-ensemble maximal de A contenant α0, dont les e´le´ments sont
a` distance mutuelle |αi−αj|v = ρ pour 0 ≤ i < j ≤ k. Comme la distance est ultrame´trique,
on a k ≥ 1 et les ensembles
Ai := {β ∈ A ; |αi − β|v < ρ} (0 ≤ i ≤ k)
forment une partition de A. Pour i = 0, . . . , k, on a αi ∈ Ai et |Ai| < |A|, donc on peut
supposer qu’il existe un arbre enracine´ Gi = (αi, Ai, Ei) tel que la condition (9.1) soit remplie,
avec G remplace´ par Gi, pour tout choix de α, β, γ ∈ Ai avec β ∈ SGi(α). On pose
E = E0 ∪ · · · ∪ Ek ∪ {{α0, α1}, . . . , {α0, αk}}.
Alors G = (α0, A, E) est un arbre enracine´ en α0. Soient α, β, γ ∈ A avec β ∈ SG(α), et soit
i l’indice pour lequel α ∈ Ai. Si β ∈ Ai, alors β ∈ SGi(α) et DG(β) = DGi(β), donc
γ ∈ DG(β) ⇐⇒ γ ∈ DGi(β) ⇐⇒ |α− β|v > |β − γ|v > 0.
Si au contraire β ∈ Aj avec j 6= i, on a force´ment i = 0, α = α0 et β = αj . Alors |α−β|v = ρ
et DG(β) = Aj \ {αj}, et on trouve encore
γ ∈ DG(β) ⇐⇒ ρ > |αj − γ|v > 0 ⇐⇒ |α− β|v > |β − γ|v > 0.
Donc G posse`de la proprie´te´ requise. 
Comme la preuve le fait voir, le graphe G ainsi construit n’est en ge´ne´ral pas unique (car
le choix de α1, . . . , αk ∈ A ne l’est pas). On en de´duit la construction suivante qui n’est
ge´ne´ralement pas unique non plus.
The´ore`me 9.2. Soit A un sous-ensemble fini non vide de Kv, soit δ > 0, et soit R un
sous-ensemble maximal de A dont les e´le´ments sont a` distance mutuelle supe´rieure ou e´gale
a` δ. Alors, il existe une foreˆt enracine´e G dont A est l’ensemble des sommets et R l’ensemble
des racines, qui posse`de les proprie´te´s suivantes:
(i) pour tout β ∈ R et tout γ ∈ A, on a
γ ∈ DG(β) ⇐⇒ δ > |β − γ|v > 0;
(ii) pour tout choix de α, β, γ ∈ A avec β ∈ SG(α), on a
γ ∈ DG(β) ⇐⇒ |α− β|v > |β − γ|v > 0.
24 DAMIEN ROY
De´monstration. Pour chaque ρ ∈ R, on de´finit
A(ρ) = {α ∈ A ; |α− ρ|v < δ},
et on choisit un arbre enracine´ G(ρ) = (ρ, A(ρ), E(ρ)) comme dans la proposition 9.1. Comme
les ensembles A(ρ) avec ρ ∈ R forment une partition de A, la re´union de ces graphes fournit
une foreˆt enracine´e G = (R,A,E) ou` E = ∪ρ∈RE(ρ). Par construction, elle posse`de la
proprie´te´ (i). Pour montrer qu’elle posse`de aussi la proprie´te´ (ii), fixons α, β, γ ∈ A avec
β ∈ SG(α). Soit ρ ∈ R tel que α ∈ A(ρ). Puisque β ∈ SG(α), on a force´ment β ∈ A(ρ) et
DG(β) = DG(ρ)(β). De plus si γ satisfait |α − β|v > |β − γ|v alors |β − γ|v < δ et par suite
γ ∈ A(ρ). La condition (ii) sur α, β, γ est donc satisfaite dans G car elle l’est dans G(ρ). 
On peut reformuler les conditions (i) et (ii) du the´ore`me en termes de chaˆınes e´le´mentaires
de la manie`re suivante: pour γ ∈ A, une suite (γ1, . . . , γk) dans G, avec k ≥ 1, commenc¸ant
sur une racine γ1 ∈ R, peut eˆtre prolonge´e en une chaˆıne e´le´mentaire (γ1, . . . , γℓ) terminant
sur γℓ = γ si et seulement si on a k = 1 et δ > |γ1 − γ|v > 0 ou bien (γ1, . . . , γk) est une
chaˆıne e´le´mentaire avec k ≥ 2 et |γk−1 − γk|v > |γk − γ|v.
10. Volume des composantes ultrame´triques
On comple`te ici la preuve du the´ore`me 2.3 en de´montrant les majorations de volume des
parties (ii) et (iii). Les notations sont celles du paragraphe 2.
The´ore`me 10.1. Soit v une place de K au-dessus d’un nombre premier p, soit n =
(n1, . . . , ns) ∈ Ns+, et soit N = n1 + · · ·+ ns. Alors le sous-Ov-module Cn,v de Ksv de´fini au
paragraphe 2.3 satisfait
µv(Cn,v)1/dv ≤ (p3N)s|∆n|v.
De plus, si |αi − αj|v = 1 pour tout choix de i, j ∈ {1, . . . , s} avec i 6= j, on a aussi
µv(Cn,v)1/dv = |∆n|v.
De´monstration. On applique le the´ore`me 9.2 avec A = {α1, . . . , αs} et δ = p−1/(p−1). Cela
fournit une foreˆt enracine´e G de racines R, de sommets A et d’arcs E. Pour chaque α ∈ A,
on de´finit xα = xi et nα = ni ou` i est l’indice pour lequel α = αi. Alors, Cn,v est contenu
dans l’ensemble Kv des points (x1, . . . , xs) ∈ Ksv satisfaisant
|xβ|v ≤ p3N
∏
γ∈A
max{|β − γ|v, δ}nγ
pour toute racine β ∈ R, ainsi que
|xαeβ−α − xβ |v ≤ p3N
∏
γ∈A
max{|α− γ|v, |β − γ|v}nγ
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pour tout arc (α, β) ∈ E, c’est-a`-dire pour toute paire α, β ∈ A avec β ∈ SG(α) (car alors
on a |α − β|v < δ). En vertu de la proposition 4.1, les s formes line´aires qui de´finissent Kv
sont line´airement inde´pendantes, de de´terminant ±1. Donc Kv est un convexe de Ksv avec
µv(Cn,v)1/dv ≤ µv(Kv)1/dv ≤ (p3N)s∆′∆′′
ou`
∆′ =
∏
β∈R
γ∈A
max{|β − γ|v, δ}nγ et ∆′′ =
∏
α,β,γ∈A
β∈SG(α)
max{|α− γ|v, |β − γ|v}nγ .
Soient β, γ ∈ A. Si β ∈ R, la condition (i) du the´ore`me 9.2 livre
(10.1) max{|β − γ|v, δ} =
{
δ si γ ∈ DG(β) ∪ {β},
|β − γ|v sinon.
Par contre, si β /∈ R, il existe un et un seul α ∈ A tel que β ∈ SG(α) et, comme
|α− γ|v > |β − γ|v ⇐⇒ |α− β|v > |β − γ|v,
la condition (ii) du meˆme the´ore`me livre
(10.2) max{|α− γ|v, |β − γ|v} =
{
|α− γ|v si γ ∈ DG(β) ∪ {β},
|β − γ|v sinon.
Comme DG(β)∪{β} parcourt les composantes connexes de G lorsque β parcourt R et qu’on
a
∑
γ∈A nγ = N , l’e´galite´ (10.1) entraˆıne
∆′ = δN
∏
β∈R
γ/∈DG(β)∪{β}
|β − γ|nγv .
Par ailleurs, l’e´galite´ (10.2) entraˆıne
∆′′ =
∏
α∈A
γ∈DG(α)
|α− γ|nγv
∏
β /∈R
γ/∈DG(β)∪{β}
|β − γ|nγv
On en de´duit que
∆′∆′′ = δN
∏
β∈A
∏
γ∈A\{β}
|β − γ|nγv .
Comme δN =
∏
β∈A δ
nβ ≤∏β∈A |nβ !|v ≤∏β∈A |(nβ − 1)!|v, on conclut que
µv(Cn,v)1/dv ≤ (p3N)s
∏
β∈A
∣∣∣(nβ − 1)!∏
γ 6=β
(β − γ)nγ
∣∣∣
v
= (p3N)s|∆n|v.
Enfin, si |αi−αj |v = 1 pour tout choix de i, j ∈ {1, . . . , s} avec i 6= j, alors Cn,v est l’ensemble
des points (x1, . . . , xs) ∈ Ksv qui satisfont
|xi|v ≤ |(ni − 1)!|v
pour i = 1, . . . , s, donc
µ(Cn,v)1/dv =
s∏
i=1
|(ni − 1)!|v = |∆n|v. 
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11. Un cas particulier
Les convexes ade´liques Cn associe´s a` un point (α1, . . . , αs) ∈ Ks de´pendent seulement des
diffe´rences αj − αi avec 1 ≤ i < j ≤ s. Donc, on peut toujours supposer que α1 = 0. Ainsi,
pour s = 2, on a simplement un couple (0, α) ∈ K2. La proposition ci-dessous pre´cise le
corollaire 2.4 pour un tel point et pour les paires n = (n, n) ∈ N2+ de la diagonale. Dans cet
e´nonce´ le convexe ade´lique est nomalise´ de sorte que sa composante v-adique soit contenue
dans O2v pour toute place ultrame´trique v de K. On l’utilise par la suite pour de´montrer les
propositions 1.1 et 1.2. Les notations sont celles du paragraphe 2.
Proposition 11.1. Soit α ∈ K \ {0}. On note E l’ensemble fini des places v de K avec
v | ∞ ou |α|v 6= 1. Pour chaque place v de K avec v ∤∞, on pose Bv = min
{
1, p1/(p−1)|α|v
}
ou` p est le nombre premier tel que v | p. On pose encore
g =
∑
v∈E
dv
d
et B =
∏
v∤∞
B−dv/dv .
Enfin, pour tout entier positif n ∈ N+, on note C˜n le convexe ade´lique de K2 dont les compo-
santes C˜n,v sont de´finies comme suit.
(i) Si v | ∞, alors C˜n,v est l’ensemble des points (x, y) ∈ K2v tels que
|x|v ≤ ng−1B
n(2n)!
|α|nv n!
et |xeα − y|v ≤ ngB
n|α|nv
4n n!
.
(ii) Si v | p pour un nombre premier p et si |α|v < p−1/(p−1), alors C˜n,v consiste des points
(x, y) ∈ K2v tels que
|x|v ≤ 1 et |xeα − y|v ≤ B2nv .
(iii) Si v | p pour un nombre premier p et si |α|v ≥ p−1/(p−1), alors C˜n,v = O2v.
Alors on a
(11.1) c4n
−2g+1 ≤ λ1(C˜n) ≤ λ2(C˜n) ≤ c3
pour des constantes c3, c4 > 0 inde´pendantes de n.
De´monstration. Soit n ∈ N+. On conside`re le convexe ade´lique Cn construit au paragraphe
2.3 pour le choix de α1 = 0, α2 = α et n = (n, n). Pour une place archime´dienne v de K
associe´e a` un plongement σ : K →֒ C et pour k = 1, 2, on trouve∣∣∣∣∣
∫ σ(α)
0
fσ
n−ek
(z)eσ(α)−zdz
∣∣∣∣∣ ≤ |σ(α)|e|σ(α)| maxt∈[0,1]
∣∣fσ
n−ek
(σ(α)t)
∣∣
≤ e|σ(α)||σ(α)|2n max
t∈[0,1]
tn−1(1− t)n−1
= 4e|α|v(|α|v/2)2n.
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Donc les points (x, y) de Cn,v satisfont
|x|v ≤ e|α|v(2n− 1)! et |xeα − y|v ≤ 4e|α|v(|α|v/2)2n.
On en de´duit que avCn,v ⊆ C˜n,v en posant
av =
ng−1Bn
4e|α|vαn(n− 1)! ∈ K
×
v .
Pour tout nombre premier p et toute place v deK avec v | p, on trouve aussi que avCn,v ⊆ C˜n,v
en posant
av =
ptv
αn(n− 1)! ∈ K
×
v
ou` tv est l’entier pour lequel
2np3B−nv ≤ ptv < 2np4B−nv
si v ∈ E et ou` tv = 0 sinon. Ce calcul utilise simplement le fait que |(n − 1)!|v ≥ |n!|v ≥
p−n/(p−1). Ainsi on obtient a Cn ⊆ C˜n pour l’ide`le a = (av)v ∈ K×A .
Le produit D = ∏v{x ∈ Kv ; |x|v ≤ |av|v} ⊂ KA est un convexe ade´lique de K. En
appliquant la formule du produit a` l’ide`le principale αn(n − 1)! ∈ K×, on trouve que le
volume de D est
µ(D) = 2r1πr2
∏
v
|av|dvv = 2r1πr2
∏
v|∞
(ng−1Bn
4e|α|v
)dv ∏
p, v|p
p−tvdv .
Comme
∏
v|∞B
dv = Bd =
∏
v∤∞B
−dv
v , cette formule se re´e´crit
µ(D) = c1nd(g−1)
∏
p, v|p
(ptvBnv )
−dv ,
avec c1 = 2
r1πr2
∏
v|∞(4e
|α|v)−dv . Comme ptvBnv = 1 si v /∈ E et que ptvBnv < 2np4 si v ∈ E
avec v | p, on en tire
µ(D) ≥ c2nd(g−1)
∏
v∈E′
n−dv = c2n
dg
∏
v∈E
n−dv = c2,
ou` E ′ = {v ∈ E ; v ∤∞} et c2 = c1
∏
v∈E′, v|p(2p
4)−dv . En vertu du the´ore`me 2.1 (avec s = 1),
on a donc λ1(D) ≤ c3 ou` c3 = (2r1+r2|D(K)|1/2c−12 )1/d. Autrement dit, il existe β ∈ K× tel
que, pour toute place v de K on ait |β|v ≤ c3|av|v si v | ∞ et |β|v ≤ |av|v sinon. Par suite,
on obtient
βCn ⊆ c3C˜n,
ce qui entraˆıne aussitoˆt
λ1(C˜n) ≤ λ2(C˜n) ≤ c3
car βCn contient les points βan−e1 , βan−e2 ∈ K2 qui sont line´airement inde´pendants sur K.
En vertu du the´ore`me 2.1 (avec s = 2), cela implique
λ1(C˜n) ≥ (2c3)−1µ(c3C˜n)−1/d = (2c23)−1µ(C˜n)−1/d.
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Enfin, pour toute place v de K, on trouve
µv(C˜n,v)1/dv ≤
{
4n2g−1B2n si v | ∞,
B2nv sinon.
Comme Bd
∏
v∤∞B
dv
v = 1, cela implique que µ(C˜n)1/d ≤ 4n2g−1, et on obtient (11.1) avec
c4 = (8c
2
3)
−1. 
De´monstration de la proposition 1.1. Sous les hypothe`ses de cette proposition, le corps K
posse`de une seule place archime´dienne ∞, induite par l’inclusion K ⊂ C. De plus, dans les
notations de la proposition 11.1, le choix de α entraˆıne Bv = 1 pour toute autre place v de
K, donc, pour tout n ∈ N+, on a
C˜n = C˜n,∞ ×
∏
v 6=∞
O2v,
ou` C˜n,∞ est l’ensemble des points (x, y) de K2∞ ⊆ C2 qui satisfont
|x| ≤ ng−1 (2n)!|α|n n! et |xe
α − y| ≤ ng |α|
n
4n n!
.
De plus, en vertu de (11.1), on a λ1(C˜n) ≥ c4n−2g+1 pour une constante c4 > 0 inde´pendante
de n.
Soit (x, y) ∈ O2K avec x 6= 0. Ce qui pre´ce`de implique que, pour tout n ∈ N+,
si |x| < h(n) := c4n−g (2n)!|α|n n! alors |xe
α − y| ≥ c4n−g+1 |α|
n
4n n!
.
Si |x| est assez grand, on peut e´crire h(n − 1) ≤ |x| < h(n) pour un entier n ≥ 2 avec
h(n− 1) ≥ en. Alors on a n ≤ log |x| et on obtient
|x| |xeα − y| ≥ h(n− 1)c4n−g+1 |α|
n
4n n!
≥ c24|α|n−2g
(
2n− 2
n− 1
)
4−n ≥ c5n−2g−1 ≥ c5(log |x|)−2g−1,
avec c5 = c
2
4|α|/8. Comme OK est un sous-ensemble discret de C, cela laisse de coˆte´ un
nombre fini de valeurs de x et pour les inclure dans la minoration finale il suffit de remplacer
c5 par une constante c > 0 suffisamment petite. 
De´monstration de la proposition 1.2. On applique la proposition 11.1 avec K = Q et α = 3.
Dans ce cas, on a g = 2 et B = B−13 = 3
1/2. Alors, pour n ∈ N+, un calcul simple montre
que la composante archime´dienne C˜n,∞ du convexe ade´lique C˜n satisfait
(11.2) nCn ⊆ C˜n,∞ ⊆ n2Cn,
ou` Cn est le corps convexe de R2 de´fini dans la proposition 1.2. Pour les composantes ultra-
me´triques, on trouve
C˜n,3 = {(x, y) ∈ Z3 ; |xe3 − y|3 ≤ 3−n}
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et C˜n,p = Z2p pour tout nombre premier p avec p 6= 3. Donc les points de Q2 qui appartiennent
a` chacune de ces composantes sont pre´cise´ment les points du re´seau Λn de la proposition
1.2. Par suite, les minima de C˜n par rapport a` Q2 au sens ade´lique sont aussi les minima de
C˜n,∞ par rapport a` Λn au sens classique. En vertu des inclusions (11.2), cela implique que
c4n
−2 ≤ λ1(Cn,Λ) ≤ λ2(Cn,Λ) ≤ c3n2 pour les constantes c3 et c4 donne´es par la proposition
11.1. 
12. Calculs nume´riques
Les formules de l’appendice A permettent de calculer re´cursivement les approximations
an−1,n et an,n−1 de (1, e
3) pour chaque entier n ≥ 1. Dans ce paragraphe, on montre com-
ment ces dernie`res permettent a` leur tour de calculer efficacement les quotients partiels
du de´veloppement en fraction continue de e3 ∈ R, puis de ve´rifier les ine´galite´s (1.2) de
l’introduction. Notre re´fe´rence pour les fractions continues est [15, Ch. I].
Soit e3 = [a0, a1, a2, . . . ] le de´veloppement en fraction continue de e
3. Ses premiers termes
sont
e3 = [20, 11, 1, 2, 4, 3, 1, 5, 1, 2, 16, . . . ],
sans re´gularite´ apparente. Pour chaque entier n ≥ 0, on forme la n-ie`me re´duite de e3
pn
qn
= [a0, a1, . . . , an]
avec pn ∈ Z, qn ∈ N et gcd(pn, qn) = 1. Le tableau ci-dessous liste les entiers n ≥ 1 avec
qn−1 ≤ 10500 000 pour lesquels
an = max{a1, . . . , an}.
Pour chacun de ces entiers, il donne la valeur correspondante de an et une approximation de
log(qn−1) tronque´e a` la premie`re de´cimale.
n 1 10 31 87 133 211 244 388 2708 8055
an 11 16 68 189 492 739 2566 5885 6384 10409
log(qn−1) 0.0 9.4 34.5 97.9 151.1 256.6 297.6 475.0 3307.2 9614.8
n 9437 29508 30939 43482 91737 196440 476544
an 19362 21981 46602 51140 315466 546341 569869
log(qn−1) 11258.4 34996.8 36750.6 51515.4 109063.1 233261.9 566111.1
Il est facile d’en de´duire les estimations (1.2). En effet, posons ψ(x) = 3 log(x) log(log(x))
pour tout x ≥ e. Pour chaque couple (p, q) ∈ Z2 avec q ≥ 1, il existe un entier n ≥ 1 tel que
qn−1 ≤ q < qn. En vertu d’un the´ore`me de Lagrange [15, Ch. I, Thm. 5E], on a
|qe3 − p| ≥ |qn−1e3 − pn−1| ≥ 1
qn + qn−1
≥ 1
(an + 2)qn−1
.
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En supposant q ≥ 3, on en de´duit
(12.1) ψ(q)q |qe3 − p| ≥ ψ(qn−1)
an + 2
.
On ve´rifie sans peine que le membre de droite de (12.1) est ≥ 1 pour tous les entiers n de la
table avec n ≥ 10, donc il l’est aussi pour tout entier n ≥ 10 avec qn−1 ≤ 10500 000. Un calcul
rapide montre que c’est encore vrai pour n = 2, . . . , 9. Donc le membre de gauche de (12.1)
est ≥ 1 si 11 ≤ q ≤ 10500 000. Enfin, on ve´rifie que c’est encore le cas si 4 ≤ q ≤ 10.
Pour calculer les quotients partiels an, on pose
Cn =
(
2n− 4 2n− 1
2n− 1 2n+ 2
)
et An = Cn · · ·C1
pour chaque entier n ≥ 1. Le corollaire A.3 de l’appendice montre que les lignes de (n−1)!An
sont les approximations d’Hermite an−1,n et an,n−1 de (1, e
3) pour tout n ∈ N+, donc on a
(12.2) lim
n→∞
An
(
e3
−1
)
=
(
0
0
)
.
On note aussi que, pour tout n ≥ 2, les matrices Cn et An appartiennent a` l’ensemble
M =
{(
t u
t′ u′
)
∈ Mat2×2(Z) ; 0 ≤ t < u, 0 ≤ t′ < u′ et tu′ 6= t′u
}
.
C’est clair pour les Cn. Quant aux An, cela de´coule du fait que l’ensemble M est ferme´ sous
le produit.
En ge´ne´ral, si A =
(
t u
t′ u′
)
∈ M, les nombres rationnels t/u et t′/u′ admettent des
de´veloppements en fractions continues
t
u
= [a0, a1, . . . , aℓ] et
t′
u′
= [a′0, a
′
1, . . . , a
′
ℓ′]
avec a0 = a
′
0 = 0 et aℓ, a
′
ℓ′ ≥ 2. Soit (a0, . . . , ak) la partie initiale commune des suites
(a0, . . . , aℓ) et (a
′
0, . . . , a
′
ℓ′). Si k = 0, ce qui a lieu si t = 0 ou t
′ = 0 ou ⌊u/t⌋ 6= ⌊u′/t′⌋, on
dit que A est re´duite. Sinon, on ve´rifie sans peine que
A = R
(
0 1
1 ak
)
· · ·
(
0 1
1 a1
)
ou` R ∈ M est re´duite. Si k = 0, cette formule tient encore en convenant que le produit de
droite est R. En particulier, pour chaque n ≥ 2, on peut e´crire
An = Rn
(
0 1
1 ak(n)
)
· · ·
(
0 1
1 a1
)
pour une matrice re´duite Rn ∈ M, des entiers 0 ≤ k(1) ≤ k(2) ≤ · · · et des entiers positifs
a1, a2, . . . tels que
(12.3) Cn+1Rn = Rn+1
(
0 1
1 ak(n+1)
)
· · ·
(
0 1
1 ak(n)+1
)
,
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avec la convention que le produit de droite est Rn+1 si k(n + 1) = k(n). Graˆce a` (12.2), la
suite des k(n) est non borne´e et on conclut que
e−3 = [0, a1, a2, . . . ] et e
3 = [a1, a2, . . . ]
sont les de´veloppements en fractions continues respectifs de e−3 et de e3. Pour le calcul des
an, il suffit donc de construire re´cursivement les matrices Rn dont la norme est en pratique
beaucoup plus petite que celle de An (on peut meˆme a` chaque pas extraire les puissances de
3 qui divisent Rn). Pour les entiers qn, on sauve aussi du temps de calcul en ne conservant
que leur repre´sentation en point flottant (nous avons utilise´ 10 chiffres significatifs). Il faut
alors un tout petit plus d’une heure de temps CPU pour produire les tables sous le logiciel
MAPLE avec un processeur intel i5 de 64 bits.
Appendix A. Relations de re´currence
On reprend les notations du paragraphe 2.2 et on e´tend la de´finition de fn(z), Pn(z) et an
a` tout s-uplet n ∈ Zs en posant
fn(z) = Pn(z) = 0 et an = (0, . . . , 0) si n /∈ Ns.
Pour tout n ∈ Ns+, on note An la matrice dont la ℓ-ie`me ligne est an−eℓ pour ℓ = 1, . . . , s.
Dans [9, §§IX-X], Hermite e´tablit une formule de re´currence liant An+1 et An ou` 1 de´signe
le s-uplet (1, . . . , 1). On donne ici des formules de re´currence plus ge´ne´rales base´es sur le
meˆme principe. La relation (A.1) ci-dessous est duˆe a` Hermite [9, §IX, p. 230] dans le cas
ou` n ∈ Ns+.
Proposition A.1. Soit n = (n1, . . . , ns) ∈ Ns. On a
(A.1) an = (fn(α1), . . . , fn(αs)) +
s∑
j=1
njan−ej .
De plus, si k, ℓ ∈ {1, . . . , s} avec nk ≥ 1, on a aussi
(A.2) an+eℓ−ek = an + (αk − αℓ)an−ek .
De´monstration. La formule pour la de´rive´e d’un produit donne
f ′
n
(z) =
s∑
j=1
njfn−ej (z).
En prenant la somme des de´rive´es des deux membres de cette e´galite´, on obtient
Pn(z) = fn(z) +
s∑
j=1
njPn−ej (z)
et (A.1) s’ensuit. La formule (A.2) est imme´diate si k = ℓ. Supposons k 6= ℓ et nk ≥ 1 de
sorte que n− ek ∈ Ns. Alors on a
fn+eℓ−ek(z)− fn(z) = (z − αℓ)fn−ek(z)− (z − αk)fn−ek(z) = (αk − αℓ)fn−ek(z).
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En prenant de nouveau la somme des de´rive´es, on obtient
Pn+eℓ−ek(z) = Pn(z) + (αk − αℓ)Pn−ek(z)
et (A.2) s’ensuit. 
Corollaire A.2. Soient n = (n1, . . . , ns) ∈ Ns+ et ℓ ∈ {1, . . . , s}. Alors, on a
An+eℓ =Mn,ℓAn
ou`
Mn,ℓ =


n1 + (α1 − αℓ) n2 · · · ns
n1 n2 + (α2 − αℓ) · · · ns
...
...
. . .
...
n1 n2 · · · ns + (αs − αℓ)

 .
De´monstration. Comme les coordonne´es de n sont positives, le polynoˆme fn s’annule aux
points α1, . . . , αs et les formules de la proposition A.1 livrent
an+eℓ−ek = (αk − αℓ)an−ek +
s∑
j=1
njan−ej (1 ≤ k ≤ s). 
Dans le cas ou` s = 2, on en de´duit une formule tre`s simple pour les approximations
diagonales An,n.
Corollaire A.3. Supposons que s = 2, α1 = 0 et α2 = α ∈ K \ {0}. Pour tout n ∈ N+, on
a
(A.3) An,n =
(
Pn−1,n(0) Pn−1,n(α)
Pn,n−1(0) Pn,n−1(α)
)
= (n− 1)!CnCn−1 · · ·C1
ou`
Ci =
(
2i− 1− α 2i− 1
2i− 1 2i− 1 + α
)
(i ∈ N+).
De´monstration. On trouve que P0,1(z) = z + 1 − α et P1,0(z) = z + 1, donc A1,1 = C1. En
ge´ne´ral, pour un entier n ≥ 1, les formules du corollaire A.2 livrent
An+1,n+1 =
(
n n+ 1
n n+ 1 + α
)(
n− α n
n n
)
An,n = nCn+1An,n,
et la conclusion suit par re´currence sur n. 
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