Introduction
In this document we present a Variational Bayes solution to adapt a SPLDA [1] model to a new domain by using unlabelled data. We assume that we count with a labelled dataset (for example Switchboard) to initialise the model.
The Model

SPLDA
SPLDA is a linear generative model where an i-vector φ j of speaker i can be written as:
where µ is a speaker independent mean, V is the eigen-voices matrix, y i is the speaker factor vector, and ǫ is a channel offset. We assume the following priors for y and ǫ:
ǫ j ∼ N ǫ j |0, W −1 (3) where N denotes a Gaussian distribution; W is the within class precision matrix. Figure 1 shows the case where the development dataset is split into two parts: one part where the speaker labels are known (supervised) and another with unknown labels (unsupervised).
We introduce the variables involved:
• Let Φ d be the i-vectors of the supervised dataset.
• Let Φ be the i-vectors of the unsupervised dataset.
• Let Φ i be the i-vectors belonging to the speaker i.
• Let Y d be the speaker identity variables of the supervised dataset.
• Let Y be the speaker identity variables of the unsupervised dataset.
• Let θ d be the labelling of the supervised dataset. It partitions the N d i-vectors into M d speakers.
• Let θ be the labelling of the unsupervised dataset. It partitions the N i-vectors into M speakers. θ j is a latent variable comprising a 1-of-M binary vector with elements θ ji with i = 1, . . . , M . This variable is equivalent to the cluster occupations of a GMM. The conditional distribution of θ given the weights of the mixture is:
• Let π θ be the weights of the mixture. We choose a Dirichlet prior for the weights:
where by symmetry we have chosen the same parameter τ 0 for each of the components, and C(τ 0 ) is the normalisation constant for the Dirichlet distribution defined as
and Γ is the Gamma function.
• Let d be the i-vector dimension.
• Let n y be the speaker factor dimension.
• Let M = (µ, V, W) be the set of all the SPLDA parameters. In the most general case, we can assume that the parameters of the model are also hidden variables with prior and posterior distributions.
Sufficient Statistics
We define some statistics for speaker i in the unsupervised dataset:
θ ji (7)
We define the centered statistics as
We define the global statistics
Equally, we can define statistics for the supervised dataset:
Data conditional likelihood
The likelihood of the data given the hidden variables for speaker i is
We can also write this likelihood as:
If we define:ỹ
we can write it as 3 Variational Inference with Point Estimates of µ, V and W
As first approximation, we assume a simplified model where we take point estimates of the parameters µ, V and W. In this case, the graphical model simplifies to the one in Figure 2 . In this model, y i , y di and θ ij are the only hidden variables. V, µ and W are hyperparameters that can be obtained by maximising the VB lower bound.
Variational Distributions
We write the joint distribution of the observed and latent factors:
Following, the conditioning on (θ d , τ 0 , µ, V, W) will be dropped for convenience. Now, we consider the partition of the posterior:
The optimum for q
The optimum for q * (θ):
Taking exponentials in both sides:
where
The optimum for q * (π θ ):
Thus:
Finally, we evaluate the expectations:
Distributions with deterministic annealing
If we use annealing, for a parameter κ, we have
Variational lower bound
The lower bound is given by:
The term E Y,θ [ln P (Φ|Y, θ)]:
We define
The term
The term E θ,π θ [ln P (θ|π θ )]:
The term E π θ [ln P (π θ )]:
The term E Y [ln q (Y)]:
The term E θ [ln q (θ)]:
The term E π θ [ln q (π θ )]:
Hyperparameter optimisation
We can obtain the hyperparameters (τ 0 , µ, V, W) by maximising the lower bound. We control the weight of each of the databases on the estimation by introducing the parameter η ≤ 1 into the lower bound expression:
We derive forṼ:
We derive for W:
Then
We derive for τ 0 :
We define τ 0 = exp(τ 0 ) and
We can solve forτ 0 by Newton-Rhapson iterations:
Minimum divergence
We assume a more general prior for the hidden variables:
Then we maximise
We derive for µ y :
We derive for Λ y :
To obtain a standard prior for y We transform µ and V by using
Determining the number of speakers
To determine the number of speakers we initialise the algorithm assuming that there is a large number of speakers and after some iterations we eliminate speakers based on heuristics:
• Each i-vector belongs only to one speaker.
• Each speaker has an integer number of i-vectors.
• If several i-vectors have similar E [θ] for several speakers we can merge the speakers.
• Compare the lower bound for different values of M to determine the best number of speakers.
Initialise the VB
• The values of µ, V and W can be initialised using the supervised dataset.
• q (π θ ) can be initialised assuming that all the speakers have the same number of i-vectors.
• q (θ) can be initialised using AHC or some simple algorithm based on the pairwise scores computed evaluating the initial PLDA model. We should also initialise q (θ) with the oracle labels and check that the partition does not degrade itself as the algorithm iterates. This will provide an upper bound for the performance of the algorithm.
• Instead of initialising q (θ) we can initialise q (Y) sampling random speakers from the standard distribution and afterwards, compute q (θ) given q (Y).
Combining VB and sampling methods
I am interested in Dan's idea of combining VB and sampling methods. Instead of computing the i-vector statistics as shown in Equations (33) and (34), we can draw samplesθ jk , k = 1, . . . , K from q (θ). Then, compute K i-vector statistics for speaker i as:
Thus, the statistics are computed in a way that each i-vector only belongs to one speaker while in the standard VB formulation i-vectors are shared between several clusters. Then, we can follow several strategies:
• Select the sample k * that maximises the lower bound.
• For sample k, obtain the accumulators needed to compute µ, V and W (Rỹ, Cỹ, etc), average the accumulators of all the samples and compute the model.
• For each sample k, compute a model and average the models. However, I think that averaging the accumulators is more correct.
The drawback of this method is that the computational cost grows linearly with K, and we may need a large K to make it work.
4 Variational inference with Gaussian-Gamma priors for V, Gaussian for µ and non-informative prior for W
Model priors
We chose the model priors based on the Bishop's paper about VB PPCA [2] . We introduce a hierarchical prior P (V|α) over the matrix V governed by a n y dimensional vector of hyperparameters where n y is the dimension of the factors. Each hyperparameter controls one of the columns of the matrix V through a conditional Gaussian distribution of the form:
where v q are the columns of V. Each α q controls the inverse variance of the corresponding v q . If a particular α q has a posterior distribution concentrated at large values, the corresponding v q will tend to be small, and that direction of the latent space will be effectively 'switched off'. We define a prior for α:
where G denotes the Gamma distribution. Bishop defines broad priors setting a = b = 10 −3 . We place a Gaussian prior for the mean µ:
We will consider the case where each dimension has different precision and the case with isotropic precision (diag(β) = βI).
Finally, we use a non-informative prior for W like in [3] .
Variational distributions
We write the joint distribution of the observed and latent variables:
Following, the conditioning on (θ d , τ 0 , µ 0 , β, a α , b α ) will be dropped for convenience. Now, we consider the partition of the posterior:
whereṽ ′ r is a column vector containing the r th row ofṼ. If W were a diagonal matrix the factorisation
is not necessary because it arises naturally when solving the posterior. However, for full covariance W, the posterior of vec(Ṽ) is a Gaussian with a huge full covariance matrix. We force the factorisation to made the problem tractable.
To compute the optimum for q * (ṽ ′ r ), we, again, introduce the parameter η to control the weight of the supervised dataset.
where w rs is the element r, s of E [W],
and C r is the r th row of C ′ỹ . Then q * (ṽ ′ r ) is a Gaussian distribution:
The optimum for q * (α):
Then q * (α) is a product of Gammas:
The optimum for q * (W):
Then q * (W) is Wishart distributed:
and • is the Hadamard product.
Distributions with deterministic annealing
Variational lower bound
The term E Y,θ,µ,V,W [ln P (Φ|Y, θ, µ, V, W)]:
and ψ is the digamma function.
The term E V,α [ln P (V|α)]:
The term E α [ln P (α)]:
The term E µ [ln P (µ)]:
The term E W [ln P (W)]:
The term EṼ ln q Ṽ :
The term E α [ln q (α)]:
The term E W [ln q (W)]:
The expressions for the terms
and E π θ [ln q (π θ )] are the same as the ones in Section 3.2.
Hyperparameter optimisation
We can set the Hyperparameters (τ 0 , µ 0 , β, a α , b α ) manually or estimate them from the development data maximising the lower bound.
τ 0 can be derived as shown in Section 3. We solve these equations with the procedure described in [4] . We write 
We can solve for a using Newton-Rhaphson iterations:
This algorithm does not assure that a remains positive. We can put a minimum value for a. Alternatively we can solve the equation forã such as a = exp(ã).
=ã − ψ(a) − ln a + ln d − c ψ ′ (a)a − 1
Taking exponential in both sides:
We derive for µ 0 : (226)
If we take an isotropic prior for µ:
(227)
Some ideas
What we expect from this model is:
• We expect that taking into account the full posterior of the parameters of the SPLDA, we will obtain a better estimation of the labels and the number of speakers.
• The variances of V and W decrease as the number of speakers and segments, respectively, grow. Thus, we expect a larger improvement in cases where we have scarce adaptation data.
• We can analyse, how the labels affect the posteriors of the parameters. I have the intuition that if the labels are wrong the variance of V should be larger than if the labels are right.
• From q (α), we can infer the best value for n y . If the E [α q ] (prior precision of v q ) is large, v q will tend to be small as can be seen in Equation (106).
