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Abstract
New degrees of freedom having the form of a unit vector are identified for characterizing the
spin polarization of free electron. It is shown that when only the spin is considered, the non-
commutativity of the Cartesian components of the Pauli vector allows us to use the azimuthal
angle of a second direction, denoted by unit vector I, with respect to the quantization direction to
characterize the spin polarization. The rotation of I through an angle about the quantization axis
leads to a rotation of the spin polarization vector through twice the angle about the same axis.
Discussions are also made in Heisenberg picture as well. Upon utilizing this approach to a free
electron and letting the quantization direction for each plane wave be the wave vector, we arrive
at a representation in which the unit vector I functions as an independent index to characterize
the spin polarization.
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I. INTRODUCTION
In the past decade, the spin Hall effect of electron, a phenomenon that is usually described
as a transverse spin current [1–4] generated by an electric current, drew much attention of
the spintronics community. But there is still a controversy [5–8] over the definition of spin
current. Since the spin Hall effect is closely related to the spin polarization, we are concerned
with the description the spin polarization of electron in continuous states. The purpose of
this paper is to advance a representation formalism for the spin polarization of free electron.
To this end, we will first isolate the spin from other degrees of freedom and identify a unit
vector to characterize the spin polarization. As we know, when only the spin is considered,
its polarization is totally determined by a normalized spinor. The spin polarization vector
(SPV) s that corresponds to an arbitrary normalized spinor χ is defined as [9]
s = χ†σχ, (1)
where σ is the Pauli vector. In fact, the SPV and its corresponding spinor satisfy the
following eigen equation,
s · σχ = χ. (2)
In addition, the non-commutativity of the Cartesian components of the Pauli vector requires
a direction to determine the spatial quantization of the spin. This direction is known as the
quantization axis; and any state spinor χ can be expressed as a linear superposition of the
two mutually orthogonal eigen spinors with respect to this axis. Apart from the quantization
axis, we identify a second direction to characterize the SPV. This direction is denoted by unit
vector I. It is shown that upon changing I by a SO(3) rotation through an angle about the
quantization axis, one realizes a SU(2) rotation of the state spinor through twice the angle
about the same axis. As a result, the corresponding SPV is changed by a SO(3) rotation
also through twice the angle about the same axis. When applying this approach to a free
electron by means of the plane-wave expansion and assuming the quantization axis for each
plane wave to be the wave vector [10], we get a representation in which the unit vector I
plays its unique role in characterizing the spin polarization. To the best of our knowledge,
this is the first time to report on such a representation.
This paper is arranged as follows. An algebraic approach is advanced in Section II to
find the two mutually orthogonal eigen spinors of spin operator w · σ, where unit vector w
2
denotes the quantization axis. From this approach we find in both the two eigen spinors
the same degree of freedom that takes on the form of a unit vector I. It describes the eigen
spinors in such a way that a rotation of I about the w axis results in opposite changes
in their phases. As a result, any spinor that is expressed as a superposition of the two
eigen spinors is characterized by such a degree of freedom. It is shown in Section III that
rotating unit vector I through an angle will lead to a rotation of the SPV through twice the
angle. The same result is obtained in Heisenberg picture as well. The previous approach
is applied in Section IV to obtain a representation of free electron’s spin polarization with
the help of plane-wave expansion. Upon assuming the quantization axis for each plane wave
to be the wave vector, we arrive at a representation, the two polarization bases of which
are characterized by the same unit vector as well as the same weighting function. The unit
vector in this case is shown to play an independent role in describing the spin polarization.
Section V concludes the paper with remarks.
II. CHARACTERIZATION OF THE PHASE OF EIGEN SPINORS
In this section, we will find a unit vector I to determine the phases [11] of both the eigen
spinors χw± that satisfy the following equation,
w · σχw± = ±χw±, (3)
with w being the quantization axis. In order to do so, let us first introduce this vector to
express χw±.
A. An algebraic approach to obtain χw±: Introduction of unit vector I
Given a quantization axis w, we are free to introduce a unit vector I that together with
w axis defines two unit vectors u and v in the following way,
u = v ×w, (4a)
v =
w × I
|w × I| . (4b)
They form a Cartesian system with w. The Pauli vector can be decomposed in this system
as
σ = u(u · σ) + v(v · σ) +w(w · σ), (5)
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where u · σ, v · σ, and w · σ anti-commute with one another and satisfy the following
relations,
(u · σ)(v · σ) = −(v · σ)(u · σ) = iw · σ, (6a)
(v · σ)(w · σ) = −(w · σ)(v · σ) = iu · σ, (6b)
(w · σ)(u · σ) = −(u · σ)(w · σ) = iv · σ. (6c)
In addition, orthogonal unit vectors u and v form a basis to span the two-dimensional vector
space that is perpendicular to unit vector w. From this basis we construct a pair of mutually
orthogonal complex unit vectors w± as follows,
w+(I) =
1√
2
(u+ iv), (7a)
w−(I) =
1√
2
(v + iu), (7b)
and define a pair of ladder operators,
σw±(I) = w±(I) · σ, (8)
where the dependence of each quantity on unit vector I is explicitly indicated. From Eqs.
(6) and (7), one readily write down the following relations,
σw+(I)(w · σ) = −σw+(I), (9a)
σw−(I)(w · σ) = σw−(I). (9b)
They show that if a spinor χ is an eigen function of w · σ with eigen value +1, one has
σw+χ = 0. Similarly, if χ is an eigen function of w ·σ with eigen value −1, one has σw−χ = 0.
Furthermore, from Eqs. (6) and (7) one also has
(w · σ)σw+(I) = σw+(I), (10a)
(w · σ)σw−(I) = −σw−(I). (10b)
The first equation indicates that for any spinor χ that satisfies σw+χ 6= 0, σw+χ is the eigen
function of w · σ with eigen value +1. And the second equation indicates that for any
spinor χ that satisfies σw−χ 6= 0, σw−χ is the eigen function of w · σ with eigen value −1.
Consequently, the two normalized solutions to equation (3) have the form of
χw+(I) = N+σ
w
+(I)χ1, (11a)
χw−(I) = N−σ
w
−(I)χ2, (11b)
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where χ1 and χ2 are any two fixed spinors satisfying σ
w
+(I)χ1 6= 0 and σw−(I)χ2 6= 0, respec-
tively, and
N+ =
1
[χ†1(1−w · σ)χ1]1/2
,
N− =
1
[χ†2(1 +w · σ)χ2]1/2
are the normalization coefficients which are independent of I.
B. Unit vector I characterizes the phase of eigen spinors χw±
FIG. 1: (Color online) Schematic diagram for the rotation of unit vector I about w axis through
an angle Φ.
Spinors in Eqs. (11) are always eigen functions no matter how one chooses the unit vector
I. That is to say, they have degrees of freedom represented by the unit vector I. In the
following we will show that this unit vector plays the role of determining the phases of the
eigen spinors. According to Eq. (4b), only the azimuthal angle of I with respect to w has
effect on vectors u and v. So the unit-vector degree of freedom in this case reduces to this
azimuthal angle which varies with the rotation of I about w, as is shown in Fig. 1. For the
sake of convenience, we write out the matrices of two different rotations. The matrix of a
SO(3) rotation R(φw) = exp(−iφw ·Σ) through an angle φ about the w axis can be written
as [12]
R(φw) = cos φ− iw ·Σ sinφ+ (1− cosφ)wwT , (12)
where the superscript T means transpose, and the components of matrix vector Σ are given
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by
Σx =


0 0 0
0 0 −i
0 i 0

 ,Σy =


0 0 i
0 0 0
−i 0 0

 ,Σz =


0 −i 0
i 0 0
0 0 0

 .
And the matrix of a SU(2) rotation U(φw) = exp(−iφ
2
w ·σ) through an angle φ about the
w axis can be written as [13]
U(φw) = cos
φ
2
− iw · σ sin φ
2
. (13)
They are related to each other via [12]
[R(φw)a] · σ = U(φw)(a · σ)U †(φw), (14)
where a is an arbitrary 3-component vector. We have the following theorem:
Theorem 1: When unit vector I is transformed as
I′ = R(Φw)I (15)
by a SO(3) rotation through an angle Φ, eigen spinors χw+(I) and χ
w
−(I) are transformed as
χw+(I
′) = U(2Φw)χw+(I) = e
−iΦχw+(I), (16a)
χw−(I
′) = U(2Φw)χw−(I) = e
iΦχw−(I), (16b)
respectively, by a SU(2) rotation through twice the angle, 2Φ.
Let us prove transformation (16a). In the first place, we have the following formula [14]:
a× b = −i(a ·Σ)b, (17)
for the cross product of any two (complex) vectors a and b. It follows from Eqs. (17) and
(4) that
(w ·Σ)u = iv, (18a)
(w ·Σ)v = −iu. (18b)
Since w+(I) is transformed in the same way as I is, w+(I
′) = R(Φw)w+(I), χw+(I) is trans-
formed as, according to Eqs. (11a), (8), (12), and (18),
χw+(I
′) = exp(−iΦ)χw+(I).
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In the second place, because χw+(I) is the eigen spinor of w ·σ with eigen value +1, it follows
that
U(2Φw)χw+(I) = exp(−iΦ)χw+(I).
Transformation (16a) is thus proven. Transformation (16b) can be proven in the same way.
We see from Theorem 1 that the rotation of I results in a change of χw+ and χ
w
− in their
phases. This shows that the azimuthal angle of I with respect to w determines the phases
of χw+ and χ
w
−, and the role of the fixed spinors χ1 and χ2 in Eqs. (11a) and (11b) is to set
a phase reference for χw+ and χ
w
−, respectively.
III. UNIT VECTOR I AS DEGREE OF FREEDOM TO CHARACTERIZE SPV
As we know, normalized spinors χw+ and χ
w
− in Eqs. (11) form an orthonormal basis to
express an arbitrary spinor,
χw(I) = α1χ
w
+(I) + α2χ
w
−(I) ≡ ̟w(I)α˜, (19)
where ̟w = ( χw+ χ
w
− ) is referred to as the mapping matrix, and the coefficients α1 and
α2 make up a spinor α˜ =

 α1
α2

 satisfying the normalization condition α˜†α˜ = 1. Since α˜
plays a similar role as the Jones vector plays in optics, we will call α˜ the generalized Jones
vector. Now that χw+ and χ
w
− depend on a same unit vector I, spinor (19) varies with this
vector when α˜ is fixed. The purpose of this section is to discuss the physical meaning of I
in spinor (19).
According to Eq. (2), spinor (19) always corresponds to some SPV s(I) satisfying
s(I) · σχw(I) = χw(I). (20)
We have the following theorem:
Theorem 2: When unit vector I is transformed as Eq. (15) by a SO(3) rotation through an
angle Φ, spinor (19) is transformed as
χw(I′) = U(2Φw)χw(I) (21)
by a SU(2) rotation through an angle 2Φ, and the corresponding SPV is transformed as
s(I′) = R(2Φw)s(I) (22)
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by a SO(3) rotation also through an angle 2Φ.
The proof is easily given. First of all, transformation (21) follows directly from Theorem
1. In addition, From Eq. (14) one has
[R(2Φw)s(I)] · σ = U(2Φw)[s(I) · σ]U †(2Φw). (23)
Acting both sides of this equation on χ(I′) and taking Eqs. (20) and (21) into account, one
obtains
{[R(2Φw)s(I)] · σ}χw(I′) = χw(I′), (24)
indicating that the SPV corresponding to spinor χw(I′) is R(2Φw)s(I). This proves Theorem
2.
Eq. (21) states that if I is rotated by an angle, spinor χw(I) is rotated by twice the angle.
Therefore, if I is rotated by 2π, the spinor recovers to its initial value. Eq. (22) states that
if I is rotated by an angle, the SPV corresponding to the spinor is rotated by twice the
angle, the same as the spinor itself is rotated. This result is rooted in Eq. (14), a direct
consequence of the equivalence between the SO(3) and SU(2) rotations as will be discussed
below. It deserves reemphasizing that the polar angle of I with respect to w is a degenerate
degree of freedom in this case. Only the azimuthal angle plays the role.
It is noted that the mapping matrix ̟w(I) introduced in Eq. (19) is a unitary matrix.
It transforms the generalized Jones vector α˜, a fixed spinor, into an I-dependent spinor
χw. This is the point of view in Schro¨dinger picture. In the next, we will explain the
transformation (22) with the language of Heisenberg picture. When working in Heisenberg
picture, the fixed Pauli vector (5), a dynamical variable, is transformed by ̟w(I) into an
I-dependent Pauli vector,
σ
H(I) = ̟w†(I)σ̟w(I) = uσHu (I) + vσ
H
v (I) +wσ
H
w (I), (25)
where
σHu (I) = ̟
w†(I)(u · σ)̟w(I), (26a)
σHv (I) = ̟
w†(I)(v · σ)̟w(I), (26b)
σHw (I) = ̟
w†(I)(w · σ)̟w(I). (26c)
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From Eq. (7), one finds
u · σ = 1√
2
(σw+ − iσw−), (27a)
v · σ = − i√
2
(σw+ + iσ
w
−). (27b)
In addition, according to Eq. (10), one has
σw+χ
w
− = cχ
w
+, (28a)
σw−χ
w
+ = c
′χw−, (28b)
which lead to
c = ic′∗ = 2N+N−χ
†
1σ
w
−χ2, (29)
where |c| = |c′| = √2. Denoting c = √2 exp(iϕ0), one obtains
exp(iϕ0) =
√
2N+N−χ
†
1σ
w
−χ2, (30)
which depends on unit vector I through operator σw−(I). Substituting ̟
w = ( χw+ χ
w
− ) into
Eq. (26) and taking Eqs. (27)-(30) into account, we finally find
σHu (I) =

 0 eiϕ0
e−iϕ0 0

 , (31a)
σHv (I) =

 0 −ieiϕ0
ie−iϕ0 0

 , (31b)
σHw (I) =

 1 0
0 −1

 . (31c)
Eq. (25) together with Eq. (31) represents an initial value of the Pauli vector. After I is
changed into I′ according to Eq. (15), the Pauli vector becomes
σ
H(I′) = u′σHu (I
′) + v′σHv (I
′) +w′σHw (I
′).
On one hand, it is easy to show that
exp[iϕ0(I
′)] = exp(iΦ) exp[iϕ0(I)].
Therefore, one has from Eq. (31)
σHu (I
′) = U †(Φw)σHu (I)U(Φw), (32a)
σHv (I
′) = U †(Φw)σHv (I)U(Φw), (32b)
σHw (I
′) = U †(Φw)σHw (I)U(Φw) = σ
H
w (I). (32c)
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On the other hand, unit vectors u, v, and w are rotated in the same way as I is rotated.
Collecting all these relations, we get
σ
H(I′) = R(Φw)[U †(Φw)σH(I)U(Φw)] (33a)
= U †(Φw)[R(Φw)σH(I)]U(Φw), (33b)
where R(Φw)σH(I) is meant by
R(Φw)σH(I) = [R(Φw)u]σHu (I) + [R(Φw)v]σ
H
v (I) + [R(Φw)w]σ
H
w (I). (34)
Eq. (34) shows that the Pauli vector transforms as an ordinary vector under the SO(3)
rotation. Furthermore, Eq. (21) means χw(I′) = ̟w(I′)α˜, where ̟w(I′) = U(2Φw)̟w(I).
It follows from Eq. (25) that the Pauli vector that corresponds to I′ can also be written as
σ
H(I′) = U †(2Φw)σH(I)U(2Φw). (35)
Comparing Eq. (35) with Eq. (33b), one finds
R(Φw)σH(I) = U †(Φw)σH(I)U(Φw). (36)
This is the generalization of Eq. (14), conveying an equivalence [15] between the SO(3) and
SU(2) rotations when operating onto the Pauli vector. Indeed, it is easy to derive Eq. (14)
from Eq. (36). With an arbitrary vector a, one has from Eq. (36)
[R(Φw)R†(Φw)a] · [R(Φw)σH(I)] = U †(Φw)[a · σH(I)]U(Φw),
which reduces to
[R†(Φw)a] · σH(I) = U †(Φw)[a · σH(I)]U(Φw),
due to the fact that a rotation does not change the scalar product of any two vectors. Once
making substitution Φ = −φ and noticing properties R(−φw) = R†(φw) and U(−φw) =
U †(φw), one obtains
[R(φw)a] · σH(I) = U(φw)[a · σH(I)]U †(φw).
This is nothing but equation (14). Such an equivalence allows us to rewrite Eq. (35) as
σ
H(I′) = R(2Φw)σH(I), (37)
which can also be obtained by substituting Eq. (36) into Eq. (33a).
Eq. (37) shows that the transformation of the Pauli vector can be expressed with a SO(3)
rotation through an angle 2Φ when I is rotated through an angle Φ. Transformation (22) of
the SPV follows directly from this equation.
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IV. REPRESENTATION OF THE SPIN POLARIZATION OF FREE ELECTRON
Now we are ready to formulate a representation of free electron’s spin polarization. In
order to explicitly incorporate the spin property, we write the non-relativistic Hamiltonian
of a free electron as
H =
(p · σ)2
2µ
. (38)
Since the momentum p commutes with H , a spinor solution to the Schro¨dinger equation
can be expressed as an integral over a plane-wave spectrum,
Ψ(x, t; I) =
1
(2π)3/2
∫
A(k)χw(I)ei(k·x−ωt)d3k, (39)
where the quantization axis for each plane wave is assumed to be the wave vector [10],
w = k/|k|, χw(I) is given by Eq. (19), ω = ~2k2
2µ
, and A(k) is the weighting function
satisfying the normalization condition
∫ |A(k)|2d3k = 1. The unit vector I in Eq. (39) is
assumed to be the same to all the plane wave and thus functions as an independent index
to characterize the spinor wave function Ψ(x, t; I). Substituting Eq. (19) into Eq. (39), one
has
Ψ(x, t; I) = Πp(x, t; I)α˜, (40)
where Πp = ( Ψp+ Ψ
p
− ), and
Ψp+(x, t; I) =
1
(2π)3/2
∫
A(k)χw+(I)e
i(k·x−ωt)d3k, (41a)
Ψp−(x, t; I) =
1
(2π)3/2
∫
A(k)χw−(I)e
i(k·x−ωt)d3k. (41b)
Here Ψp+ and Ψ
p
− are characterized by the same unit vector I.
It is easy to prove that Ψp+ and Ψ
p
− are eigen functions of operator w
p · σ,
wp · σΨp± = ±Ψp±, (42)
having eigen values +1 and −1, respectively, where wp = p
p
is the unit momentum operator.
But now different I’s will correspond different eigen functions. Let us consider Ψp+(x, t; I)
as an example. According to Theorem 1, unit vector I determines the phase of spinor
χw+(I). Noticing that the weighting function A(k) contains in general different wave vectors
in direction, unit vector I behaves as a joystick to control all the spinors χw+(I). Changing
I will alter their phases differently in accordance with Eq. (11a) and therefore lead to a
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dissimilar eigen function due to the integral over the wave vector in Eq. (41a). This is also
true of eigen function Ψp−(x, t; I).
According to definition (1), the local SPV in position space is represented by spinor
ψ(x, t; I) = 1√
ρ
Ψ(x, t; I), which satisfies ψ†ψ = 1, where ρ = Ψ†Ψ is the probability density.
Correspondingly, the local SPV s(x, t; I) = ψ†σψ is given by
s(x, t; I) =
1
ρ
Ψ†(x, t; I)σΨ(x, t; I). (43)
Since the spin angular momentum is ~
2
times the Pauli vector, ~
2
ρs(x, t; I) is the density of
spin angular momentum. By making use of Eq. (40), we have for the total spin angular
momentum,
S(I) =
~
2
∫
ρs(x, t; I)d3x =
~
2
α˜†
∫
Πp†σΠpd3xα˜. (44)
With the help of Eq. (41), it becomes
S(I) =
~
2
α˜†
∫
|A(k)|2σH(I)d3kα˜. (45)
which is independent of the time, where σH(I) is given by (25). Eq. (43) shows that the
local SPV is dependent on I. Eq (45) shows that the total spin is in general dependent on
I, too.
We summarize our representation of free electron’s spin polarization as follows. The two
eigen functions of wp ·σ form the basis of this representation. They are characterized by the
same weighting function A(k) and the same unit vector I. Each state of spin polarization
in this representation is expressed by wave function (40). It is described by three kinds of
parameters, the generalized Jones vector α˜, the weighting function A(k), and the unit vector
I. They are independent of one another. α˜ and A(k) have the traditional meaning. But
the unit vector I is identified here for the first time. When α˜ and A(k) are given, the spin
polarization is completely determined by I.
V. CONCLUSIONS AND REMARKS
In conclusion, we showed that the azimuthal angle of the unit vector I with respect to
the quantization direction plays the role of characterizing the spin polarization if only the
spin of electron is considered. This result is mainly expressed by Eqs. (15) and (21). Upon
utilizing this approach to a free electron, we formulate a representation which consists of a
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pair of polarization bases and is characterized by a unit vector. When the weighting function
and generalized Jones vector are given, the local SPV and the total spin angular momentum
are completely determined by this vector.
Equations (21) and (15) may suggest an isomorphism between the SU(2) and SO(3)
rotation groups, a one-to-one correspondence that is different from the well known two-to-
one covering relation in the literature [12–14]. In this correspondence, the SU(2) rotation
operates on 2-component spinors; the SO(3) rotation operates on 3-component vectors. But
the angle of the SU(2) rotation is twice the angle of the SO(3) rotation.
Our representation was formulated within the framework of non-relativistic quantum
mechanics. It is not difficult to generalize to the case of relativistic quantum mechanics
upon replacing the Pauli vector with the relativistic spin operators [16].
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