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Convex PBW-Type Lyndon Bases and Restricted
Two-parameter Quantum Groups of Type B
Naihong Hu⋆ and Xiuling Wang∗
Abstract. We construct convex PBW-type Lyndon bases for two-parameter
quantum groups Ur,s(so2n+1) with detailed commutation relations. It turns
out that under a certain condition, the restricted two-parameter quantum
group ur,s(so2n+1) (r, s are roots of unity) is of Drinfeld double. All of Hopf
isomorphisms of ur,s(so2n+1), as well as ur,s(sln) are determined. Finally,
necessary and sufficient conditions for ur,s(so2n+1) to be a ribbon Hopf algebra
are singled out by describing the left and right integrals.
1. Introduction
1.1. In 2001, from the down-up algebras approach, Benkart-Witherspoon in [BW1]
reobtained Takeuchi’s definition of two-parameter quantum groups of type A. Since
then, a systematic study of the two-parameter quantum groups has been going
on, for instance, [BW2, BW3] for type A; [BGH1, BGH2] for type B,C,D;
[HS, BH] for types G2, E6, E7, E8. For a unified definition, see [HP]. Hu-Rosso-
Zhang [HRZ] defined the affine type A case, obtained its Drinfeld realization in
two-parameter quantum version and constructed the quantum affine Lyndon basis.
Furthermore, the vertex operator representations of level 1 for the two-parameter
quantum affine algebras Ur,s(ĝ) can be established (cf. [HZ], etc.). While, in the
root of unity case, Hu-Wang [HW] generalized the work [BW3] to the restricted
type G2 case. The goal of this paper is to solve the restricted type B case with
overcoming some peculiar difficulties itself in this case.
1.2. In the study of Lusztig’s symmetry property for the two-parameter quantum
groups in question, Theorem 3.1 [BGH1] says that the Lusztig’s symmetries only
exist as Q-isomorphisms between Ur,s(g) and its associated object Us−1,r−1(g) when
rank(g) = 2, and in the case when rank(g) > 2, the “iff ” condition for the existence
of Lusztig’s symmetries forces Ur,s(g) to take the “one-parameter” form Uq,q−1(g),
where r = q = s−1. This means that one cannot conveniently write out the convex
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PBW-type basis for Ur,s(g) like in the one-parameter cases using Lusztig’s braid
group actions in a typical fashion (see [Lu]). This is one of difficulties encountered
in the two-parameter setting. Note that the combinatorial construction of the
PBW-type bases in the quantum cases is available but nontrivial, as it depends not
only on the choice of a convex ordering ([B, Ro]) on a positive root system, but
also the inserting manner of the q-bracketings with suitable structure constants (see
[Ro, HRZ], etc.) into the good Lyndon words (cf. [LR, Ro]). The constructions
of convex PBW-type bases in the two-parameter cases have been given for type
A in [BW3], types E6, E7, E8 in [BH], for types B2, C2, D4 in [H], and for type
G2 in [HW]. Indeed, in order to study the properties of restriced quantum groups
as finite-dimensional Hopf algebras, it is necessary to find the nice bases for the
corresponding nonrestricted quantum groups at generic cases. The first thing of
the article is to present a direct construction for a convex PBW-type Lyndon basis
of type B (for arbitrary rank) and provide explicit information on commutation
relations among basis elements that is decisive to single out the left (or right)
integrals of ur,s(so2n+1). Note that the complexity of Lyndon bases corresponding
to the nonsimply-laced Dynkin diagrams causes more inconvenience when treated
with the type B case here.
1.3. The paper is organized as follows. Section 2 is to give the construction of
Lyndon bases for Ur,s(so2n+1). In Section 3, we contribute more efforts to make
the possible commutation relations clearly. These give rise to central elements of
degree ℓ in the case when parameters r, s are roots of unity, which generate a Hopf
ideal. The quotient is the restricted two-parameter quantum groups ur,s(so2n+1)
in Section 4. In Section 5, we show that these Hopf algebras are pointed, and
determine all Hopf isomorphisms of ur,s(so2n+1), as well as ur,s(sln) in terms of the
set of (left) right skew-primitive elements. Section 6 is to prove that ur,s(so2n+1)
is of Drinfel’d double under a certain condition. In Section 7, the left and right
integrals of b are singled out based on the discussion in Section 3, which are applied
to determine the necessary and sufficient conditions for ur,s(so2n+1) to be ribbon
in Section 8.
2. Ur,s(so2n+1) and its convex PBW-type Lyndon basis
2.1. Let K = Q(r, s) be a subfield of C, where r, s ∈ C∗ with assumptions r3 6= s3
and r4 6= s4. Let Φ be a root system of so2n+1 with Π a base of simple roots,
which is a finite subset of a Euclidean space E = R3 with an inner product ( , ).
Let ǫ1, · · · , ǫn denote an orthonormal basis of E, then Π = {αi = ǫi − ǫi+1 | 1 ≤
i < n} ∪ {αn = ǫn}, Φ = {±ǫi ± ǫj | 1 ≤ i 6= j ≤ n} ∪ {±ǫi | 1 ≤ i ≤ n}. In
this case, set ri = r
(αi, αi), si = s
(αi, αi), so that r1 = · · · = rn−1 = r
2, rn = r and
s1 = · · · = sn−1 = s
2, sn = s.
Given two sets of symbols W = {ω1, · · · , ωn}, W
′ = {ω′1, · · · , ω
′
n}. Define the
structural constants matrix (〈ω′i, ωj〉)n×n of type B by

r2s−2 r−2 1 · · · 1 1
s2 r2s−2 r−2 · · · 1 1
1 s2 r2s−2 · · · 1 1
· · · · · · · · · · · · · · · · · ·
1 1 1 · · · r2s−2 r−2
1 1 1 · · · s2 rs−1


.
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Definition 2.1. ([BGH1]) Let U = Ur, s(so2n+1) be the associative algebra over
K generated by ei, fi, ω
±1
i , ω
′±1
i (1 ≤ i ≤ n) subject to relations (B1)− (B5):
The ω±1i , ω
′±1
j all commute with one another and ωiω
−1
i = 1 = ω
′
jω
′−1
j .(B1)
ωj ei ω
−1
j = 〈ω
′
i, ωj〉ei, ωj fi ω
−1
j = 〈ω
′
i, ωj〉
−1fi.(B2)
ω′j ei ω
′−1
j = 〈ω
′
j , ωi〉
−1ei, ω
′
j fi ω
′−1
j = 〈ω
′
j , ωi〉fi.(B3)
[ ei, fj ] = δij
ωi − ω
′
i
ri − si
.(B4)
(B5) (r, s)-Serre relations
(adℓei)
1−aij (ej) = 0, (adrfi)
1−aij (fj) = 0
are given by its Hopf algebra structure on Ur,s(so2n+1) with the comultiplication,
the counit and the antipode as follows
∆(ω±1i ) = ω
±1
i ⊗ ω
±1
i , ∆(ω
′
i
±1
) = ω′i
±1
⊗ ω′i
±1
,
∆(ei) = ei ⊗ 1 + ωi ⊗ ei, ∆(fi) = 1⊗ fi + fi ⊗ ω
′
i,
ε(ω±i ) = ε(ω
′
i
±1
) = 1, ε(ei) = ε(fi) = 0,
S(ω±1i ) = ω
∓1
i , S(ω
′
i
±1
) = ω′i
∓1
,
S(ei) = −ω
−1
i ei, S(fi) = −fi ω
′
i
−1
.
When r = q = s−1, Ur, s(so2n+1)/I ∼= Uq(so2n+1), the standard Drinfel’d-Jimbo
quantum group, where I = (ω′i − ω
−1
i , ∀ i) is a Hopf ideal.
2.2. U has a triangular decomposition U ∼= U− ⊗ U0 ⊗ U+, where U0 is the
subalgebra generated by ω±1i , ω
′
i
±1
, and U+ (resp. U−) is the subalgebra generated
by ei (resp. fi). Let B (resp. B
′) denote the Hopf subalgebra of U generated by
ej, ω
±1
j (resp. fj , ω
′
j
±1
) with 1 ≤ j ≤ n.
Proposition 2.2. ([BGH1]) There exists a unique skew-dual pairing 〈 , 〉 : B′×B →
K of the Hopf subalgebras B and B′ such that
〈fi, ej〉 = δij
1
si − ri
, 1 ≤ i, j ≤ n,
〈ω′
±1
i , ω
−1
j 〉 = 〈ω
′±1
i , ωj〉
−1 = 〈ω′i, ωj〉
∓1, 1 ≤ i, j ≤ n
and all other pairs of generators are 0. Moreover, we have 〈S(a), S(b)〉 = 〈a, b〉 for
a ∈ B′, b ∈ B.
2.3. Write the positive root system Φ+ = {αij , ǫℓ, βij | 1 ≤ i < j ≤ n, 1 ≤ ℓ ≤ n},
where αij := αi + αi+1 + · · · + αj−1 = ǫi − ǫj , ǫℓ = αℓ + αℓ+1 + · · · + αn, βij :=
αi + αi+1 + · · ·+ 2αn + αn−1 + · · ·+ αj = ǫi + ǫj. To a reduced expression of the
maximal length element of Weyl group W for type Bn (see [CX]) taken as
w0 = (s1s2 · · · sn−1snsn−1 · · · s2s1) · · · (sn−1snsn−1)(sn),
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there corresponds a convex ordering on Φ+ below:
α12, α13, · · · , α1n, ǫ1, β1n, · · · , β13, β12,
α23, · · · , α2n, ǫ2, β2n, · · · , β23,
· · ·
αn−1,n, ǫn−1, βn−1,n,
ǫn.
Remark: The above ordering also corresponds to the standard Lyndon tree of type
Bn ([LR]):
Bn : ❝ ❝ ❝ ❝ ❝ ❝ ❝ ❝
i i+1 n-1 n n n-1 i+2 i+1
Denote by Eα the quantum root vector in U
+ for each α ∈ Φ+. Briefly, we
set Ei,j := Eαi,j+1 for 1 ≤ i ≤ j < n; Ei,n := Eǫi for 1 ≤ i ≤ n; Ei,j′ := Eβi,j for
1 ≤ i < j ≤ n; in particular, Ei,i := Eαi = ei for 1 ≤ i ≤ n, where in our notation
αi = αi,i+1 (i < n) and αn = ǫn.
2.4. With the above ordering and notation, following the grammatical rule of good
Lyndon words with inserting (r, s)-bracketings, we can make an inductive definition
starting from the bottom to up of the above root-ordering graph as follows.
Definition 2.3. For α ∈ Φ+, define Eα inductively
Ei,i = ei, 1 ≤ i ≤ n,(2.1)
Ei,j = eiEi+1,j − r
2Ei+1,jei, 1 ≤ i < j ≤ n,(2.2)
Ei,n′ = Ei,nen − rsenEi,n, 1 ≤ i ≤ n− 1,(2.3)
Ei,j′ = Ei,j+1′ej − s
−2ejEi,j+1′ , 1 ≤ i < j ≤ n− 1.(2.4)
Then the (r, s)-Serre relations for U+ in (B5) can be reformulated as
eiEi,i+1 = s
2Ei,i+1ei,(2.5)
Ej,j+1ej+1 = s
2ej+1Ej,j+1,(2.6)
En−1,n′en = s
2enEn−1,n′ ,(2.7)
for 1 ≤ i ≤ n− 1, 1 ≤ j < n− 1.
Remark: (i) From [Ro], the set of quantum Lie brackets (or say, q-bracketings) of
all good Lyndon words consists of all quantum root vectors of U+ (for definitions
to see Remark 3.7 (3) in [HRZ], pp. 467).
(ii) As for how to insert (r, s)-bracketings into each good Lyndon word in type
B case, in [H] an observation was obtained via a representation theoretic analysis
in rank 2 case, that is, we have to obey the defining rule as Eγ := [Eα, Eβ ]〈ω′α,ωβ〉−1 =
EαEβ−〈ω
′
α, ωβ〉
−1EβEα for α, γ, β ∈ Φ
+ such that α < γ < β in the convex ordering,
and γ = α+ β.
2.5. According to [H, K, Ro, LR], we have
Theorem 2.4.
{
E
c
n2
n,n · E
c
n2−1
n−1,n′E
c
n2−2
n−1,nE
c
n2−3
n−1,n−1 · · · E
c4n−4
2,3′ · · · E
c3n−1
2,n′ E
c3n−2
2,n · · · E
c2n
2,2
E
c2n−1
1,2′ · · · E
cn+1
1,n′ E
cn
1,n · · · E
c2
1,2E
c1
1,1
∣∣∣ (c1, · · · , cn2) ∈ Zn2+ } forms a convex PBW-type
Lyndon basis of the algebra U+. 
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Remark: (1) One can take a lexicographical ordering on the set of positive quantum
root vectors provided that one puts j := 2n− j′+1 for 1 ≤ j′ ≤ n. That is, the set{
Eip,jp · · · Ei2,j2Ei1,j1
∣∣ (i1, j1) ≤ (i2, j2) ≤ · · · ≤ (ip, jp) lexicographically } ,
where 1 ≤ il ≤ n and 1 ≤ jl ≤ 2n, is a basis of the algebra U
+.
(2) The set of elements Ec11,1E
c2
1,2E
c3
1,3 · · · E
cn
1,nE
cn+1
1,n′ · · · E
c2n−1
1,2′ E
c2n
2,2 E
c2n+1
2,3 · · · E
c4n−4
2,3′
E
c4n−3
3,3 · · · E
c
n2−3
n−1,n−1E
c
n2−2
n−1,nE
c
n2−1
n−1,n′E
c
n2
n,n
(
(c1, · · · , cn2) ∈ N
n2
)
forms a basis of U+.
2.6. The following τ plays a key role in describing Lyndon basis (see [HRZ]).
Definition 2.5. Let τ be the Q-algebra anti-automorphism of Ur,s(so2n+1) such
that τ(r) = s, τ(s) = r, τ(〈ω′i, ωj〉
±1) = 〈ω′j , ωi〉
∓1, and
τ(ei) = fi, τ(fi) = ei, τ(ωi) = ω
′
i, τ(ω
′
i) = ωi.
Then B′ = τ(B) with those induced defining relations from B, and those cross
relations in (B2)—(B4) are antisymmetric with respect to τ . 
Using τ to U+, we can get those negative quantum root vectors in U−. Define
Fi,i = τ(Ei,i) = fi for 1 ≤ i ≤ n, and
Fi,j = τ(Ei,j) = Fi+1,jfi − s
2fiFi+1,j , 1 ≤ i < j ≤ n,(2.8)
Fi,n′ = τ(Ei,n′ ) = fnFi,n − rsFi,nfn, 1 ≤ i ≤ n− 1,(2.9)
Fi,j′ = τ(Ei,j′ ) = fjFi,j+1′ − r
−2Fi,j+1′fj , 1 ≤ i < j ≤ n− 1.(2.10)
Corollary 2.6.
{
Fc11,1F
c2
1,2F
c3
1,3 · · · F
cn
1,nF
cn+1
1,n′ · · · F
c2n−1
1,2′ · F
c2n
2,2 F
c2n+1
2,3 · · · F
c3n−2
2,n
F
c3n−1
2,n′ · · · F
c4n−4
2,3′ · · · · F
c
n2−3
n−1,n−1F
c
n2−2
n−1,nF
c
n2−1
n−1,n′ · F
c
n2
n,n
∣∣∣ (c1, · · · , cn2) ∈ Zn2+ } forms
a convex PBW-type basis of the algebra U−. 
3. Commutation relations and homogeneous central elements
3.1. Commutation relations in U+. We will make more efforts to explicitly cal-
culate all possible commutation relations, which are useful for determining central
elements in subsection 3.2 and integrals in Section 7. We point out the fact that
these commutation relations or say, (r, s)-identities hold in U+ arises essentially
from the (r, s)-Serre relations (B5). First of all, we pay attention to the following
Question: Is the defining result of (r, s)-bracketings in Remark (ii) unique
for those non-unique decomposition of γ = α′ + β′ such that α′, β′ ∈ Φ+ and
α′ < γ < β′? i.e., does it have [Eα′ , Eβ′ ]〈ω′
α′
,ωβ′ 〉
−1 = [Eα, Eβ]〈ω′α,ωβ〉−1 for such a γ?
Lemma 3.1 (3) & (4) below have a positive answer to this question provided
that we work under the structure constants matrix listed in subsection 2.1. We will
see that Lemma 3.1 (3) & (4) are not only the most basic ones in all commutation
relations involved but also well-adopted to our calculating technique.
For simplicity, we write (r, s)-bracketings by [Eα, Eβ]• = [Eα, Eβ]〈ω′α,ωβ〉−1 briefly.
Lemma 3.1. The following relations hold in U+ :
(1) Ei,jEk,l = Ek,lEi,j , i ≤ j, j + 1 < k ≤ l ≤ n;
(2) Ei,jEk,l′ = Ek,l′Ei,j , i ≤ j, j + 1 < k < l ≤ n;
(3) Ei,j = Ei,l−1El,j − r
2El,jEi,l−1, i < l ≤ j ≤ n;
(4) Ei,j′ = Ei,l−1El,j′ − r
2El,j′Ei,l−1, i < l < j ≤ n.
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Proof. (1) & (2) follow directly from the (r, s)-Serre relation (B5).
(3): We fix l and j with l ≤ j and use induction on i. If i = l − 1, this is just
the defining formula (2.2) of Ei,j . Assume that i < l− 1, then we have
Ei,l−1El,j = (eiEi+1,l−1 − r
2Ei+1,l−1ei)El,j
= eiEi+1,l−1El,j − r
2Ei+1,l−1El,jei
= ei(r
2El,jEi+1,l−1 + Ei+1,j)− r
2(r2El,jEi+1,l−1 + Ei+1,j)ei
= r2El,jeiEi+1,l−1 + eiEi+1,j − r
4El,jEi+1,l−1ei − r
2Ei+1,jei
= r2El,jEi,l−1 + Ei,j
by (1), the induction hypothesis and the defining formula (2.2).
(4): The following expression can be easily verified:
Ei,n′ = eiEi+1,n′ − r
2Ei+1,n′ei, i ≤ n− 2. (∗)
Indeed, for i ≤ n− 2, we have eien = enei. By the defining relation (2.3), we get
eiEi+1,n′ = ei(Ei+1,nen − rsenEi+1,n)
= (Ei,n + r
2Ei+1,nei)en − rsen(Ei,n + r
2Ei+1,nei)
= Ei,n′ + r
2Ei+1,n′ei.
We suppose initially that j = n and i = l − 1, this is just the relation in (∗).
Now assume (4) is true for Ei+1,n′ . This means i+1 < l. Then using (2),
eiEl,n′ = El,n′ei. By the induction hypothesis and (∗), we obtain
Ei,l−1El,n′ = (eiEi+1,l−1 − r
2Ei+1,l−1ei)El,n′
= ei(Ei+1,n′ + r
2El,n′Ei+1,l−1)− r
2Ei+1,l−1El,n′ei
= eiEi+1,n′ + r
2El,n′eiEi+1,l−1 − r
2Ei+1,n′ei − r
4El,n′Ei+1,l−1ei
= Ei,n′ + r
2El,n′Ei,l−1.
Finally, assume (4) is true for Ei,j+1′ with i < l. Since i ≤ l−1 < l < j,
ejEi,l−1 = Ei,l−1ej by (1). Using the defining formula (2.4) and the induction
hypothesis, we get
Ei,j′ = Ei,j+1′ej−s
−2ejEi,j+1′
= (Ei,l−1El,j+1′−r
2El,j+1′Ei,l−1)ej−s
−2ej(Ei,l−1El,j+1′−r
2El,j+1′Ei,l−1)
= Ei,l−1El,j+1′ej−r
2El,j+1′ejEi,l−1−s
−2Ei,l−1ejEl,j+1′+s
−2r2ejEl,j+1′Ei,l−1
= Ei,l−1El,j′ − r
2El,j′Ei,l−1.
Thus, the proof is complete. 
Lemma 3.2. The following relations hold in U+ :
(1) eiEi,j = s
2Ei,jei, 1 ≤ i < j ≤ n;
(2) eiEi,j′ = s
2Ei,j′ei, i+ 1 < j ≤ n;
(3) Ei,jej = s
2ejEi,j , 1 ≤ i < j < n;
(4) Ei,n′en = s
2enEi,n′ , 1 ≤ i < n;
(5) Ei,j′ej = r
−2ejEi,j′ , 1 ≤ i < j < n.
Proof. (1) follows directly from the (r, s)-Serre relations (B5), (2.5) and
Lemma 3.1 (1) & (3) as one can decompose Ei,j = [Ei,i+1, Ei+2,j ]r2 .
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(2), (3) & (4) can be proved similarly using the (r, s)-Serre relations (B5), (2.6)
or (2.7), together with Lemma 3.1.
(5) will be proved in Lemma 3.6 (2). 
Lemma 3.3. The following relations hold in U+ :
(1) elEi,j = Ei,jel, i < l < j ≤ n;
(2) Ei,lEl,j − (rs)
2El,jEi,l = (s
2 − r2)elEi,j , i < l < j ≤ n;
(3) Ei,jEk,l = Ek,lEi,j , i < k ≤ l < j ≤ n;
(4) Ei,jEl,j = s
2El,jEi,j , i < l ≤ j < n;
(5) Ei,lEi,j = s
2Ei,jEi,l, i ≤ l < j ≤ n;
(6) elEi,j′ = Ei,j′el, i < l, l+ 1 < j ≤ n;
(7) Ei,lEl,j′ − (rs)
2El,j′Ei,l = (s
2 − r2)elEi,j′ , i < l, l+ 1 < j ≤ n;
(8) Ei,j′Ek,l = Ek,lEi,j′ , i < k ≤ l, l + 1 < j ≤ n;
(9) Ei,lEi,j′ = s
2Ei,j′Ei,l, i ≤ l, l+ 1 < j ≤ n.
Proof. (1) & (2): Using Lemma 3.1 (3) to El,j and Lemma 3.2 (3), we get
Ei,lEl,j − (rs)
2El,jEi,l
= Ei,l(elEl+1,j − r
2El+1,jel)− (rs)
2(elEl+1,j − r
2El+1,jel)Ei,l
= s2elEi,lEl+1,j − r
2Ei,lEl+1,jel − (rs)
2elEl+1,jEi,l + r
4El+1,jEi,lel
= s2elEi,j − r
2Ei,jel.
Again, using Lemma 3.1 (3) to Ei,l and Lemma 3.2 (1), we have
Ei,lEl,j − (rs)
2El,jEi,l
= (Ei,l−1el − r
2elEi,l−1)El,j − (rs)
2El,j(Ei,l−1el − r
2elEi,l−1)
= s2Ei,l−1El,jel − r
2elEi,l−1El,j − (rs)
2El,jEi,l−1el + r
4elEl,jEi,l−1
= s2Ei,jel − r
2elEi,j .
Combining the above results, we have (r2 + s2)elEi,j = (r
2 + s2)Ei,jel. By
assumption r2 + s2 6= 0, we obtain (1), hence (2).
(3) is a direct consequence of (1).
(4) follows from (3) and Lemma 3.2 (3) since El,j = [El,j−1, ej ]r2 by Lemma 3.1
(3).
(5) can be proved similarly to (4), by (3), Lemma 3.1 (3) and Lemma 3.2 (1).
(6), (7): can be proved similarly to (1) & (2), respectively.
(8) follows from (6).
(9) follows from (8), together with Lemma 3.2 (2). 
Lemma 3.4. The following relations hold in U+ :
(1) Ei,nEj,n − (rs)Ej,nEi,n = Ej,n−1Ei,n′ − r
2Ei,n′Ej,n−1, i<j<n;
(2) Ej,kEi,k+1′−r
2Ei,k+1′Ej,k = Ei,k+2′Ej,k+1−s
−2Ej,k+1Ei,k+2′ , i<j<k<n−1;
(3) En−1,nEn−1,n′ = s
2En−1,n′En−1,n;
(4) Ei,j′en = (rs)
2enEi,j′ , i<j<n;
(5) Ei,n′En−1,n = En−1,nEi,n′ , i<n−1;
(6) Ei,n′En−1,n′ = s
2En−1,n′Ei,n′ , i<n−1;
(7) Ei,n−1′En−1,n = s
2En−1,nEi,n−1′ , i<n−1;
(8) Ei,n−1′En−1,n′ = (rs
2)2En−1,n′Ei,n−1′ , i<n−1.
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Proof. (1): By Lemma 3.3 (3), we have Ei,nEj,n−1 = Ej,n−1Ei,n. So by Lemma
3.1 (3), we obtain
Ei,nEj,n = Ei,n(Ej,n−1en − r
2enEj,n−1)
= Ej,n−1Ei,nen − r
2Ei,nenEj,n−1
= Ej,n−1Ei,n′ + rsEj,n−1enEi,n − r
2Ei,n′Ej,n−1 − r
3senEi,nEj,n−1
= Ej,n−1Ei,n′ + rsEj,nEi,n − r
2Ei,n′Ej,n−1.
(2): By Lemma 3.3 (8), we have Ej,kEi,k+2′ = Ei,k+2′Ej,k. Using Ej,k+1 =
Ej,kek+1 − r
2ek+1Ej,k, we obtain
Ej,kEi,k+1′ = Ej,k
(
Ei,k+2′ek+1 − s
−2ek+1Ei,k+2′
)
= Ei,k+2′Ej,kek+1 − s
−2Ej,kek+1Ei,k+2′)
= Ei,k+2′Ej,k+1 + r
2Ei,k+2′ek+1Ej,k
− s−2Ej,k+1Ei,k+2′ − r
2s−2ek+1Ei,k+2′Ej,k
= r2Ei,k+1′Ej,k + Ei,k+2′Ej,k+1 − s
−2Ej,k+1Ei,k+2′ .
(3) can be proved by the same argument used in checking the commutation
relation (6) of Lemma 3.6 in [BGH1] (where the identity E1′2E12 = r
2E12E1′2 was
actually verified for type C2 case by only using (r, s)-Serre relations).
(4): It suffices to check the case when j = n−1, i.e., Ei,n−1′en = (rs)
2enEi,n−1′ ,
since for any j ≤ n− 2, enej = ejen and Ei,j′ = [· · · [ Ei,n−1′ , en−2]s−2 , · · · , ej ]s−2 ,
then Ei,j′en = (rs)
2enEi,j′ .
Observe that (4) in the case when j = n−1 is equivalent to (5):
Ei,n−1′en−(rs)
2enEi,n−1′
=
(
Ei,n′en−1−s
−2en−1Ei,n′
)
en−(rs)
2en
(
Ei,n′en−1−s
−2en−1Ei,n′
)
= Ei,n′en−1en − en−1enEi,n′−r
2Ei,n′enen−1+r
2enen−1Ei,n′
= Ei,n′En−1,n − En−1,nEi,n′ .
Since for i < n − 2, we have the decompositions Ei,n−1′ = [ Ei,n−3, En−2,n−1′ ]r2
and Ei,n′ = [ Ei,n−3, En−2,n′ ]r2 , by Lemma 3.1 (4). Thus, this reduces to verify
En−2,n−1′en = (rs)
2enEn−2,n−1′ or equivalently, En−2,n′En−1,n = En−1,nEn−2,n′ .
While the latter is equivalent to (3) under assumption r3 6= s3.
Indeed, using (2.3) and (1), we at first have
En−2,nEn−1,n′−(rs)
2En−1,n′En−2,n
=
(
En−2,nEn−1,n
)
en−rs
(
En−2,nen
)
En−1,n−(rs)
2En−1,n′En−2,n (by (1), (2.3))
=
(
rsEn−1,nEn−2,n+en−1En−2,n′ − r
2En−2,n′en−1
)
en
−rsEn−2,n′En−1,n−(rs)
2en
(
En−2,nEn−1,n
)
−(rs)2En−1,n′En−2,n
RESTRICTED TWO-PARAMETER QUANTUM GROUPS 9
= rsEn−1,n
(
En−2,n′+rsenEn−2,n
)
+s2en−1enEn−2,n′−r
2En−2,n′en−1en
−rsEn−2,n′En−1,n−(rs)
2en
(
rsEn−1,nEn−2,n+en−1En−2,n′−r
2En−2,n′en−1
)
−(rs)2En−1,n′En−2,n (applying (2.3) to the terms underlined)
= rsEn−1,nEn−2,n′+s
2en−1enEn−2,n′−r
2En−2,n′en−1en
−rsEn−2,n′En−1,n−(rs)
2enen−1En−2,n′+r
4En−2,n′enen−1
= (rs+s2)En−1,nEn−2,n′−(r
2+rs)En−2,n′En−1,n.
Next, using Lemma 3.1 (3), together with (3): En−1,nEn−1,n′ = s
2En−1,n′En−1,n
and Lemma 3.1 (4), we have another expansion
En−2,nEn−1,n′−(rs)
2En−1,n′En−2,n
= en−2En−1,nEn−1,n′ − r
2En−1,nen−2En−1,n′
− (rs)2En−1,n′en−2En−1,n + (r
2s)2En−1,n′En−1,nen−2
= s2en−2En−1,n′En−1,n − r
2En−1,nen−2En−1,n′
− (rs)2En−1,n′en−2En−1,n + r
4En−1,nEn−1,n′en−2
= s2En−2,n′En−1,n − r
2En−1,nEn−2,n′ .
Combining the above two expansions, we obtain
En−2,n′En−1,n = En−1,nEn−2,n′ ,
under assumption r2 + rs+ s2 6= 0.
(6) & (7) follow from (5), owing to (2.5) & (2.7).
(8) follows from (7) & (4). 
Lemma 3.5. The following relations hold in U+ :
(1) Ei,n′Ej,n = Ej,nEi,n′ , 1 ≤ i < j < n;
(2) Ei,nEj,n′ − (rs)
2Ej,n′Ei,n = (s
2 − r2)Ei,n′Ej,n, 1 ≤ i < j < n;
(3) Ei,nEi,j′ = s
2Ei,j′Ei,n, 1 ≤ i < j ≤ n;
(4) Ei,n′Ej,n′ = s
2Ej,n′Ei,n′ , 1 ≤ i < j < n;
(5) Ei,l′Ej,n = Ej,nEi,l′ , i < j < l ≤ n;
(6) Ei,l′Ej,n′ = (rs)
2Ej,n′Ei,l′ , i < j < l < n.
Proof. (1): Note that Ei,n′En−1,n = En−1,nEi,n′ by Lemma 3.4 (5). So for
j ≤ n−2, Ei,n′Ej,n−2 = Ej,n−2Ei,n′ since Ei,n′ = [ Ei,n, en]rs and both Ei,n and
en commute with Ej,n−2 (by Lemma 3.3 (3)). Hence, Lemma 3.1 (3) gives us a
decomposition Ej,n = [ Ej,n−2, En−1,n]r2 , from which we obtain the required result.
(2): By (2.3), and using Lemma 3.2 (4), Lemma 3.4 (1), we have
Ei,nEj,n′−(rs)
2Ej,n′Ei,n
= (Ei,nEj,n)en−rs(Ei,nen)Ej,n−(rs)
2Ej,n(enEi,n) + (rs)
3enEj,nEi,n
= rsEj,nEi,nen+Ej,n−1Ei,n′en−r
2Ei,n′Ej,n−1en
−rs(Ei,n′+rsenEi,n)Ej,n−(rs)
2Ej,n(enEi,n)+(rs)
3enEj,nEi,n
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= rsEj,nEi,n′ − rsEi,n′Ej,n+s
2Ej,n−1enEi,n′−r
2Ei,n′Ej,n−1en
−(rs)2en(Ei,nEj,n−rsEj,nEi,n)
= rsEj,nEi,n′ − rsEi,n′Ej,n+s
2Ej,n−1enEi,n′−r
2Ei,n′Ej,n−1en
−(rs)2en(Ej,n−1Ei,n′ − r
2Ei,n′Ej,n−1)
= rs[Ej,n, Ei,n′ ]+s
2Ej,nEi,n′ − r
2Ei,n′Ej,n
which gives the required result using (1).
(3): First of all, we claim that Ei,nEi,n′ = s
2Ei,n′Ei,n. When i = n − 1, this is
Lemma 3.4 (3). For i < n− 1, it follows from (1) since Ei+1,nEi,n′ = Ei,n′Ei+1,n and
eiEi,n′ = s
2Ei,n′ei, as well as Ei,n = [ ei, Ei+1,n]r2 .
Next, noting Ei,j′ = [· · · [ Ei,n′ , en−1]s−2 , · · · , ej]s−2 and Ei,nek = ekEi,n for i <
j ≤ k < n, together with the above assertion, we obtain the required result.
(4) follows from (1), Lemma 3.2 (4) as well as Ej,n′ = [ Ej,n, en]rs.
(5) follows from (1) and Ei,l′ = [· · · [ Ei,n′ , en−1]s−2 , · · · , el]s−2 , as well as ekEj,n
= Ej,nek for any k with j < l ≤ k < n.
(6) follows from (5) & Lemma 3.4 (4). 
Lemma 3.6. The following relations hold in U+ :
(1) [ Ei,j′ , ei+1]• = 0, 1 ≤ i < j ≤ n, i 6= j − 2;
(2) Ei,j′ej = r
−2ejEi,j′ , 1 ≤ i < j < n;
(3) [ Ei,i+1′ , ei+2]• = 0, 1 ≤ i < n− 1;
(4) Ei,j′el = elEi,j′ , i < j < l < n;
(5) Ei,l′Ei,j′ = r
−2Ei,j′Ei,l′ , i < j < l ≤ n;
(6) Ei,l′Ej,k′ = (rs)
2Ej,k′Ei,l′ , i < j < l < k ≤ n;
(7) Ei,l′Ej,l′ = s
2Ej,l′Ei,l′ , i < j < l < n;
(8) Ei,n−1Ei,n′ − (rs)
2Ei,n′Ei,n−1 = s(s−r)E
2
i,n, 1 ≤ i < n.
Proof. See the appendix. 
Lemma 3.7. The following relations hold in U+ :
(1) Ei,kEi,k+1′−(rs)
2Ei,k+1′Ei,k = s
2Ei,k+2′Ei,k+1−s
−2Ei,k+1Ei,k+2′ , k < n−1;
(2) Ej,j+1Ej,j+1′ = (rs
2)2Ej,j+1′Ej,j+1, j < n− 1;
(3) Ej−1,j′Ej,j+1′ = (rs
2)2Ej,j+1′Ej−1,j′ , j < n− 1;
(4) Ei,j′Ej,j+1′ = (rs
2)2Ej,j+1′Ei,j′ , i < j < n− 1;
(5) Ej,kEj,j+1′ = (rs
2)2Ej,j+1′Ej,k, j < k < n;
(6) Ej−1,jEi,j′ = (rs)
2Ei,j′Ej−1,j , i+ 1 < j < n;
(7) El,kEi,j′ = (rs)
2Ei,j′El,k, i < l < j ≤ k < n;
(8) Ei,kEi,j′ = (rs
2)2Ei,j′Ei,k, i < j ≤ k < n.
Proof. (1): The proof is similar to that of Lemma 3.4 (2) and noting that
Ei,kEi,k+2′ = s
2Ei,k+2′Ei,k.
(2): Using (1) and Lemma 3.2 (5), we obtain
Ej,j+1Ej,j+1′ = (ejej+1 − r
2ej+1ej)Ej,j+1′
= r2ejEj,j+1′ej+1 − r
2ej+1ejEj,j+1′
= r2
(
(rs)2Ej,j+1′ej + s
2Ej,j+2′Ej,j+1 − s
−2Ej,j+1Ej,j+2′
)
ej+1
− r2ej+1
(
(rs)2Ej,j+1′ej + s
2Ej,j+2′Ej,j+1 − s
−2Ej,j+1Ej,j+2′
)
= (r2s)2Ej,j+1′Ej,j+1 + (rs
2)2Ej,j+1′Ej,j+1 − (rs
−1)2Ej,j+1Ej,j+1′ .
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So we have
(1 + r2s−2)Ej,j+1Ej,j+1′ = (rs
2)2(1 + r2s−2)Ej,j+1′Ej,j+1,
since 1 + r2s−2 6= 0, we get
Ej,j+1Ej,j+1′ = (rs
2)2Ej,j+1′Ej,j+1.
(3): By Lemma 3.6 (2), (4) & Lemma 3.4 (4), we have
Ej−1,j′Ej,j+2′ = Ej−1,j′
(
ejEj+1,j+2′ − r
2Ej+1,j+2′ej
)
= (rs2)2
(
ejEj+1,j+2′ − r
2Ej+1,j+2′ej
)
Ej−1,j′
= (rs2)2Ej,j+2′Ej−1,j′ .
Again, by Lemma 3.6 (4), we arrive at
Ej−1,j′Ej,j+1′ = Ej−1,j′
(
Ej,j+2′ej+1 − s
−2ej+1Ej,j+2′
)
= (rs2)2
(
Ej,j+2′ej+1 − s
−2ej+1Ej,j+2′
)
Ej−1,j′
= (rs2)2Ej,j+1′Ej−1,j′ .
(4) follows from (3), together with elEj,j+1′ = Ej,j+1′el for i ≤ l < j − 1.
(5) follows from (2), together with Lemma 3.6 (4).
(6) An observation when i = j − 2 comes from the proof of Lemma 3.6 (3), for
j < n. For i < j − 2, it follows from Lemma 3.1 (1).
(7) follows from (6), together with Lemmas 3.3 (6) & 3.6 (4).
(8) follows from (7), together with Lemma 3.2 (2) for i + 1 < j, but the case
for i+ 1 = j follows from (2) as well as Lemma 3.6 (4). 
3.2. Central elements. Restrict two parameters r and s to be roots of 1: r is a
primitive dth root of unity, s is a primitive d′th root of unity and ℓ is the least
common multiple of d and d′. From now on, we assume that K contains a primitive
ℓth root of unity.
The following Lemma is useful to derive some commutator relations.
Lemma 3.8. Let x, y, z be elements of a K-algebra such that yx = αxy + z for
some α ∈ K and m a natural number. Then the following assertions hold
(1) If zx = βxz for some β(6= α) ∈ K, then yxm = αmxmy + α
m−βm
α−β x
m−1z;
(2) If yz = βzy for some β(6= α) ∈ K, then ymx = αmxym + α
m−βm
α−β zy
m−1.
Based on Lemma 3.8 and by induction, one can easily check the following
Lemmas, where the (r, s)-integers, factorials and binomial coefficients are defined
for positive integers c and d by
[c]i :=
rci − s
c
i
ri − si
, [c]i! := [c]i[c− 1]i · · · [2]i[1]i,
[ c
d
]
i
:=
[c]i!
[d]i![c− d]i!
.
Write in brief [m] = [m]i for i < n. By convention [0]i = 0 and [0]i! = 1. Denote
αm =
(rm−sm)(rm−1−sm−1)
(r−s)(r2−s2) , βm =
rm−sm
r−s , then αm+1 = s
2αm + r
m−1βm and
βm+1 = sβm + r
m.
For Emi,j (i ≤ j ≤ n) and E
m
i,n′ (i < n) with m ∈ Z+, we have
Lemma 3.9. For m ∈ Z+ and i ≤ j < n, the following equalities hold
(1) ei−1E
m
i,j = r
2mEmi,jei−1 + [m] E
m−1
i,j Ei−1,j ;
(2) Emi,jej+1 = r
2mej+1E
m
i,j + [m] Ei,j+1E
m−1
i,j ;
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(3) en−1e
m
n = αme
m−2
n En−1,n′ + r
m−1βme
m−1
n En−1,n + r
2memn en−1;
(4) Emi,nen = (rs)
menE
m
i,n + s
m−1βm Ei,n′E
m−1
i,n ;
(5) ei−1E
m
i,n = r
m−1βm E
m−1
i,n Ei−1,n + αm E
m−2
i,n Ei,n−1Ei−1,n′
−r2αm E
m−2
i,n Ei−1,n′Ei,n−1 + r
2mEmi,nei−1;
(6) en−1E
m
n−1,n′ = s
2m−1(s− r)[m] Em−1n−1,n′E
2
n−1,n + (rs)
2mEmn−1,n′en−1;
(7) Emi,n′en−1 = s
2(1−m)[m] Em−1i,n′ Ei,n−1′ + s
−2men−1E
m
i,n′ , i < n− 1;
(8) ei−1E
m
i,n′ = [m] E
m−1
i,n′ Ei−1,n′ + r
2mEmi,n′ei−1, i < n.
For Emi,j′ with m ∈ Z+, we have
Lemma 3.10. For m ∈ Z+, the following equalities hold
(1) ei−1E
m
i,j′ = r
2mEmi,j′ei−1+ [m] E
m−1
i,j′ Ei−1,j′ , i < j ≤ n;
(2) ej−1E
m
j−1,j′ = (rs)
2mEmj−1,j′ej−1 + s
2(m−1)[m] Em−1j−1,j′×
×
(
s2Ej−1,j+1′Ej−1,j − s
−2 Ej−1,jEj−1,j+1′
)
, j < n;
(3) Emi,j′ej−1 = s
−2mej−1E
m
i,j′+(rs)
−2(m−1)[m] Ei,j−1′E
m−1
i,j′ , i+1 < j ≤ n;
(4) Emi,j+1′Ei,j ≡ (rs)
−2m
(
Ei,jE
m
i,j+1′ + [m] Ei,j+1Ei,j+2′E
m−1
i,j+1′
)
, i ≤ j < n−1;
(5) Emi,n′Ei,n−1 = (rs)
−2m
(
Ei,n−1E
m
i,n′ + s
3(r−s)[m] E2i,nE
m−1
i,n′
)
;
(6) Ei,j+2′e
m
j+1 = s
−2memj+1Ei,j+2′ + (rs)
2(1−m)[m] em−1j+1 Ei,j+1′ , i ≤ j < n−1.
Next, we consider the commutation relations of Emi,j with fi (1 ≤ i ≤ n).
Lemma 3.11. For m ∈ Z+, the following equalities hold:
(1) Emi,jfi = fiE
m
i,j − [m] Ei+1,jE
m−1
i,j ωi, i < j < n;
(2) Emi,jfj = fjE
m
i,j + (rs)
−2(m−1)[m] Ei,j−1E
m−1
i,j ω
′
j , i < j < n;
(3) emi fi = fie
m
i +(ri − si)
−1[m]i e
m−1
i (s
−m+1
i ωi− r
−m+1
i ω
′
i), 1 ≤ i ≤ n;
(4) Emi,nfi = fiE
m
i,n − r
m−1βmEi+1,nE
m−1
i,n ωi − αmEi+1,n−1Ei,n′E
m−2
i,n ωi
+ r2αmEi,n′Ei+1,n−1E
m−2
i,n ωi, i < n− 1;
(5) Emn−1,nfn−1 = fn−1E
m
n−1,n−r
m−1βmenE
m−1
n−1,nωn−1−αmEn−1,n′E
m−2
n−1,nωn−1;
(6) Emi,nfn = fnE
m
i,n+(r+s)s
−m−1 βm Ei,n−1ω
′
nE
m−1
i,n , i < n.
Lemma 3.12. For m ∈ Z+, the following equalities hold
(1) Emi,n′fi = fiE
m
i,n′ − [m] Ei+1,n′E
m−1
i,n′ ωi, i < n− 1;
(2) Emn−1,n′fn−1 = fn−1E
m
n−1,n′ + (r−s) s
2m−1[m] e2nE
m−1
n−1,n′ωn−1;
(3) Emi,n′fn = fnE
m
i,n′ + (rs)
−2m+1(r+s)β2m Ei,nE
m−1
i,n′ ω
′
n, i ≤ n− 1;
(4) Emi,j′fi = fiE
m
i,j′ − [m] Ei+1,j′E
m−1
i,j′ ωi, i < j − 1;
(5) Emj−1,j′fj−1 = fj−1E
m
j−1,j′ + s
2(m−1)[m]×
×
(
s−2ejEj,j+1′ − s
2Ej,j+1′ej
)
Em−1j−1,j′ωj−1, j ≤ n− 1;
(6) Emi,j′fj = fjE
m
i,j′ + s
−2[m] Ei,j+1′E
m−1
i,j′ ω
′
j , i < j < n.
Proposition 3.13. Eℓk,j(k ≤ j ≤ n), E
ℓ
k,m′(k < m ≤ n) commute with fi for
1 ≤ i ≤ n.
RESTRICTED TWO-PARAMETER QUANTUM GROUPS 13
Proof. The proof is carried out in three steps.
Step 1. We want to prove Eℓk,j (k ≤ j ≤ n) commutes with fi for 1 ≤ i ≤ n.
If i < k or i > j, this statement is immediate from (B4); while if i = k or i = j,
it follows directly from Lemma 3.12. We may suppose that k < i < j, using
ω′iEi+1,j = r
2Ei+1,jω
′
i and Lemmas 3.1 (3) & 3.12 (2), we obtain
Ek,jfi = (Ek,iEi+1,j − r
2Ei+1,jEk,i)fi
= (fiEk,i + s
−2Ek,i−1ω
′
i)Ei+1,j − r
2Ei+1,j(fiEk,i + s
−2Ek,i−1ω
′
i)
= fiEk,j .
Step 2. We want to prove Eℓk,n′ (k < n) commutes with fi for 1 ≤ i ≤ n. If
i < k, this statement is immediate from (B4); while if i = k or i = n, it follows
directly from Lemma 3.12; if k < i < n, it is a similar argument as Step 1.
Step 3. We want to prove Eℓk,m′ (k < m < n) commutes with fi for 1 ≤ i ≤ n.
If i < k, this statement is immediate from (B4); while if i = k or i = m, it follows
directly from Lemma 3.13. We may suppose that k ≤ i ≤ n. If k < i < m, using
ω′iEi+1,m′ = r
2Ei+1,m′ω
′
i and Lemma 3.1 (2), we obtain
Ek,m′fi = (Ek,iEi+1,m′ − r
2Ei+1,m′Ek,i)fi
= (fiEk,i + s
−2Ek,i−1ω
′
i)Ei+1,m′ − r
2Ei+1,m′(fiEk,i + s
−2Ek,i−1ω
′
i)
= fiEk,m′ .
The last case is m < i ≤ n. By Lemma 3.13 (6), we have [ Ek,i′ , fi] = s
−2Ek,i+1′ω
′
i.
Noting that [ Ek,i+1′ω
′
i, ei−1]s−2 = 0, we have
[ Ek,j′ , fi ] = [ [· · · [ Ek,i′ , ei−1]s−2 , · · · , ej ]s−2 , fi ]
= [· · · , [ [ Ek,i′ , fi ], ei−1 ]s−2 , · · · , ej ]s−2
= 0.
This completes the proof. 
Theorem 3.14. The elements Eℓk,j (1 ≤ k ≤ j ≤ n), E
ℓ
k,j′ (1 ≤ k < j ≤
n), Fℓk,j (1 ≤ k ≤ j ≤ n), F
ℓ
k,j′ (1 ≤ k < j ≤ n) and ω
ℓ
k − 1, (ω
′
k)
ℓ− 1 (1 ≤ k ≤ n)
are central in Ur,s(so2n+1).
Proof. It follows from Propositions 3.11 & 3.14 that Eℓk,j (1 ≤ k ≤ j ≤
n), Eℓk,n′ (1 ≤ k < n), E
ℓ
k,j′ (1 ≤ k < j ≤ n − 1) are central in Ur,s(so2n+1).
Applying τ to Eℓk,j & E
ℓ
k,j′ , we see that F
ℓ
k,j (1 ≤ k ≤ j ≤ n), F
ℓ
k,j′ (1 ≤ k < j ≤ n)
are central. Easy to see that ωℓk − 1, (ω
′
k)
ℓ − 1 (1 ≤ k ≤ n) are central, too. 
Remark: If ℓ = 2ℓ′, then Eℓ
′
k,j (1 ≤ k ≤ j < n), E
ℓ′
k,j′ (1 ≤ k < j ≤ n), e
ℓ
n, E
ℓ
k,n;
Fℓ
′
k,j (1 ≤ k ≤ j < n), F
ℓ′
k,j′ (1 ≤ k < j ≤ n), f
ℓ
n, F
ℓ
k,n; and ω
ℓ′
k − 1, (ω
′
k)
ℓ′ − 1 (1 ≤
k < n), ωℓn − 1, (ω
′
n)
ℓ − 1 are central in Ur,s(so2n+1).
4. Restricted two-parameter quantum groups
4.1. In what follows, we assume that ℓ is odd.
Definition 4.1. The restricted two-parameter quantum group is the quotient
ur,s(so2n+1) := Ur,s(so2n+1)/In,
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where In is the ideal of Ur,s(so2n+1) generated by E
ℓ
k,j (1 ≤ k ≤ j ≤ n), E
ℓ
k,j′ (1 ≤
k < j ≤ n), Fℓk,j (1 ≤ k ≤ j ≤ n), F
ℓ
k,j′ (1 ≤ k < j ≤ n) and ω
ℓ
k−1, (ω
′
k)
ℓ−1 (1 ≤
k ≤ n).
By Theorem 2.5 and Corollary 2.7, ur,s(so2n+1) is an algebra of dimension
ℓ2n
2+2n with linear basis
Ea11,1E
a2
1,2 · · · E
a
n2−1
n−1,n′E
a
n2
n,n ω
b1
1 · · ·ω
bn
n (ω
′
1)
b′1 · · · (ω′n)
b′nF
a′1
1,1F
a′2
1,2 · · · F
a′
n2−1
n−1,n′F
a′
n2
n,n ,
where all powers range between 0 and ℓ− 1.
4.2. The main theorem of this section is
Theorem 4.2. The ideal In is a Hopf ideal, so that ur,s(so2n+1) is a finite dimen-
sional Hopf algebra.
4.3. The proof of Theorem 4.2 will be done through a sequence of Lemmas. To
determine ∆(Eℓi,j), ∆(E
ℓ
k,j′ ), recall j
′ = 2n − j + 1 given in Section 2. We make
conventions:
ωi,j =
j∏
k=i
ωk (i ≤ j), ωi,j′ = ωi,nωn · · ·ωj (i < j), ζ = s
2−r2;(4.1)
En+1,n+1 = en, En,n+1 = (s
2−rs)e2n;(4.2)
E2n−k,2n−k = r
−2s−2ek+1, 1 ≤ k < n− 1;(4.3)
Ek,2n−k+1 = s
2Ek,2n−kek − s
−2ekEk,2n−k, 1 ≤ k < n;(4.4)
E2n−i+1,2n−k+1 = E2n−i+1,2n−kek − s
−2ekE2n−i+1,2n−k, n ≥ i > k;(4.5)
Ek+1,2n−k+1 = r
2Ek+1,2n−kek − s
−2ekEk+1,2n−k + Ek,2n−k, 1 ≤ k < n;(4.6)
Ei,2n−k+1 = Ei,2n−kek − s
−2ekEi,2n−k, n ≥ i > k + 1.(4.7)
It is easy to verify that
Ek,2n−k+1 =
n−k−1∑
i=0
(−1)ir−2(i+1)s−2ζEk,k+iEk,2n−k−i
+ (−1)n−kr−2(n−k)(s2 − rs)E2k,n ∈ U
+,
E2n−i+1,2n−k+1 =
i−k∑
j=0
(−1)jr−2jζi−k−j
(∑
b
EI
)
∈ U+,
where b = i− k+1− j and EI = Ei0,i1Ei1+1,i2Ei2+1,i3 · · · Eib−1+1,ib for k ≤ i0 ≤ i1 ≤
i2 − 1 ≤ · · · ≤ ib − 1 ≤ i− 1.
A simple calculation shows that Ek+1,2n−k+1 ∈ U
+ for 1 ≤ k < n, and
Ei,2n−k+1 ∈ U
+ for k + 1 < i ≤ n. So the elements in (4.1)—(4.7) are in U+.
Lemma 4.3. (i) ∆(Ek,j) = Ek,j ⊗ 1 + ωk,j ⊗ Ek,j + ζ
j−1∑
i=k
Ei+1,jωk,i ⊗ Ek,i for 1 ≤
k ≤ j ≤ n;
(ii) ∆(Ek,j′ ) = Ek,j′ ⊗ 1 + ωk,j′ ⊗ Ek,j′ + ζ
2n−j∑
i=k
Ei+1,2n−j+1ωk,i ⊗ Ek,i for 1 ≤
k < j ≤ n.
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Proof. (i): The statement is true when k = j, owing to the coproduct of ek.
Assume that it is true for k + 1. Then we obtain
∆(Ek,j) = ∆(ek)∆(Ek+1,j)− r
2∆(Ek+1,j)∆(ek)
= (ek⊗1+ωk⊗ek)
(
Ek+1,j⊗1+ωk+1,j⊗Ek+1,j+ζ
j−1∑
i=k+1
Ei+1,jωk+1,i⊗Ek+1,i
)
−r2
(
Ek+1,j⊗1+ωk+1,j⊗Ek+1,j+ζ
j−1∑
i=k+1
Ei+1,jωk+1,i⊗Ek+1,i
)
(ek⊗1+ωk⊗ek)
= ekEk+1,j ⊗ 1 + ωkEk+1,j ⊗ ek + ekωk+1,j ⊗ Ek+1,j + ωk,j ⊗ ekEk+1,j
+ ζ
j−1∑
i=k+1
ekEi+1,jωk+1,i ⊗ Ek+1,i + ζ
j−1∑
i=k+1
ωkEi+1,jωk+1,i ⊗ ekEk+1,i
− r2Ek+1,jek ⊗ 1− r
2Ek+1,jωk ⊗ ek − r
2ωk+1,jek ⊗ Ek+1,j
− r2ωk+1,jωk ⊗ Ek+1,jek − r
2ζ
j−1∑
i=k+1
Ei+1,jωk+1,iek ⊗ Ek+1,i
− r2ζ
j−1∑
i=k+1
Ei+1,jωk+1,iωk ⊗ Ek+1,iek
= Ek,j ⊗ 1 + ωk,j ⊗ Ek,j + ζEk+1,jωk ⊗ ek + ζ
j−1∑
i=k+1
Ei+1,jωk,i ⊗ Ek,i
= Ek,j ⊗ 1 + ωk,j ⊗ Ek,j + ζ
j−1∑
i=k
Ei+1,jωk,i ⊗ Ek,i
by using induction hypothesis.
(ii): Use induction on j. For j = n, the argument proceeds by induction on k.
We have
∆(Ek,n′) = Ek,n′ ⊗ 1 + ωk,n′ ⊗ Ek,n′ + ζ
n−2∑
i=k
Ei+1,n′ωk,i ⊗ Ek,i
+ (s2 − rs)ζe2nωk,n−1 ⊗ Ek,n−1 + ζenωk,n ⊗ Ek,n
= Ek,n′ ⊗ 1 + ωk,n′ ⊗ Ek,n′ + ζ
n∑
i=k
Ei+1,n+1ωk,i ⊗ Ek,i.
Assume that it is true for j + 1, we obtain
∆(Ek,j′ ) =
(
Ek,j+1′ ⊗ 1 + ωk,j+1′ ⊗ Ek,j+1′ + ζ
2n−j−1∑
i=k
Ei+1,2n−jωk,i ⊗ Ek,i
)
× (ej ⊗ 1 + ωj ⊗ ej)− s
−2(ej ⊗ 1 + ωj ⊗ ej)
(
Ek,j+1′ ⊗ 1
+ ωk,j+1′ ⊗ Ek,j+1′ + ζ
2n−j−1∑
i=k
Ei+1,2n−jωk,i ⊗ Ek,i
)
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= Ek,j+1′ej ⊗ 1 + ωk,j+1′ej ⊗ Ek,j+1′ + ζ
2n−j−1∑
i=k
Ei+1,2n−jωk,iej ⊗ Ek,i
+ Ek,j+1′ωj ⊗ ej + ωk,j+1′ωj ⊗ Ek,j+1′ej
+ ζ
2n−j−1∑
i=k
Ei+1,2n−jωk,iωj ⊗ Ek,iej
− s−2ejEk,j+1′ ⊗ 1− s
−2ejωk,j+1′ ⊗ Ek,j+1′
− s−2ζ
2n−j−1∑
i=k
ejEi+1,2n−jωk,i ⊗ Ek,i
− s−2ωjEk,j+1′ ⊗ ej − s
−2ωjωk,j+1′ ⊗ ejEk,j+1′
− s−2ζ
2n−j−1∑
i=k
ωjEi+1,2n−jωk,i ⊗ ejEk,i
= Ek,j′ ⊗ 1 + ωk,j′ ⊗ Ek,j′ + ζE2n−j+1,2n−j+1ωk,2n−j ⊗ Ek,2n−j
+ ζ
j−2∑
i=k
Ei+1,2n−j+1ωk,i ⊗ Ek,i + ζEj,2n−j+1ωk,j−1 ⊗ Ek,j−1
+ ζEj+1,2n−j+1ωk,j ⊗ Ek,j + ζ
n∑
i=j+1
Ei+1,2n−j+1ωk,i ⊗ Ek,i
+ ζ
2n−j−1∑
i=n+1
Ei+1,2n−j+1ωk,i ⊗ Ek,i
= Ek,j′ ⊗ 1 + ωk,j′ ⊗ Ek,j′ + ζ
2n−j∑
i=k
Ei+1,2n−j+1ωk,i ⊗ Ek,i
by induction hypothesis and notations in (4.1)—(4.7) and Lemma 3.2 (3). 
4.4. We generalize Lemma 4.3 (i) to an expression for ∆(Eak,j) in Lemma 4.5 below.
The formula involves certain exponents pm of s that are defined recursively on
ordered m-tuples of nonnegative integers, as follows (see [BW3]):
pm(0, · · · , 0) := 0,
pm(c1 + 1, c2, · · · , cm) := pm(c1, c2, · · · , cm)− c2 − c3 − · · · − cm,
pm(c1, c2, · · · , cm−1, cm + 1) := pm(c1, c2, · · · , cm)− c1 − c2 − · · · − cm−1,
pm(c1, c2, · · · , cj + 1, · · · , cm) := pm(c1, c2, · · · , cm)− c1 − c2 − · · · − cj−1
+ cj − cj+1 − · · · − cm, (1 < j < m).
An inductive argument on c1 + · · ·+ cm shows that pm is well-defined.
Set Cam(r, s) =
[c1+···+cm]!
[c1]!···[cm]!
, for a = c1 + · · · + cm. The lemma below is true,
which is equivalent to checking inductively: [ c1 + · · ·+ cm ] =
∑m
j=1 r
2Cjs2Dj [ cj ].
Lemma 4.4. Let c1, · · · , cm be positive integers with a = c1 + · · ·+ cm. Then
Cam(r, s) =
m∑
j=1
r2Cjs2Dj
[
c1 + · · ·+ cm − 1
cm
]
· · ·
[
c1 + · · ·+ cj − 1
cj − 1
]
· · ·
[
c1 + c2
c2
]
,
where Cj = cj+1 + cj+2 + · · ·+ cm, Dj = c1 + · · ·+ cj−1, and Cm = 0 = D1.
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In the above sum, the binomial coefficients have 1 subtracted from their top
number to the one with c1 + · · · + cj on top and not thereafter, as in the jth
summand we have replaced cj by cj − 1.
Lemma 4.5. For 1 ≤ k ≤ j ≤ n and m = j − k + 2. Then
∆(Eak,j) =
∑
s2pm(c1,··· ,cm)ζa−c1−cmCam(r, s)E
c1
k,jE
c2
k+1,j · · · E
cm−1
j,j ω
c2
k,kω
c3
k,k+1 · · ·ω
cm
k,j
⊗ Ec2k,kE
c3
k,k+1 · · · E
cm
k,j ,
the sum taken over all m-tuples (c1, · · · , cm) with c1 + · · ·+ cm = a.
Proof. Observe first that if a = 1, the above expression coincides with that in
Lemma 4.3 (i). To simplify notation, we will assume without loss of generality that
k = 1 (and hence m = j +1). Now suppose that the above formula holds for a− 1,
that is ∆(Ea−11,j ) =
∑
s2pj+1(c1,··· ,cj+1)ζa−1−c1−cj+1Ca−1j+1 (r, s)E
c1
1,j · · · E
cj
j,jω
c2
1,1 · · ·ω
cj+1
1,j
⊗Ec21,1 · · · E
cj+1
1,j , where the sum is over all (j+1)-tuples (c1, · · · , cj+1) with c1+ · · ·+
cj+1 = a− 1. Then ∆(E
a
1,j) = ∆(E
a−1
1,j )∆(E1,j), which by Lemma 4.3 (i) is equal to
the above sum times
E1,j ⊗ 1 + ω1,j ⊗ E1,j + ζ
j−1∑
i=1
Ei+1,jω1,i ⊗ E1,i.
Expanding and re-summing over all (d1, · · · , dj+1) with d1 + · · · + dj+1 = a, by
Lemma 3.3 (4) & (5), we obtain
the coefficient of Ed11,jE
d2
2,j · · · E
dj
j,jω
d2
1,1ω
d3
1,2 · · ·ω
dj+1
1,j ⊗ E
d2
1,1E
d3
1,2 · · · E
dj+1
1,j
= s2pj+1(d1,··· ,dj+1)ζa−d1−dj+1×
×
(j+1∑
i=1
r2C
′
is2D
′
i
[
d1 + · · ·+ dj+1 − 1
dj+1
]
· · ·
[
d1 + · · ·+ di − 1
di − 1
]
· · ·
[
d1 + d2
d2
])
,
where C′i = di+1 + di+2 + · · ·+ dj+1, D
′
i = d1 + · · ·+ di−1 and C
′
j+1 = 0 = D
′
1. By
Lemma 4.4, we get the desired result. 
As a result, we have the following formula for ej = Ej,j for 1 ≤ j ≤ n:
(4.8) ∆(eaj ) =
a∑
i=0
s2i(i−a)
[a
i
]
eijω
a−i
j ⊗ e
a−i
j .
4.5. We generalize Lemma 4.5 to a formula for ∆(Eℓk,n′) in Lemma 4.6 below. The
formula involves certain exponents pm(m = n− k + 3) of s that are defined recur-
sively on ordered m-tuples of nonnegative integers, as follows (which are different
from those in Lemma 4.5):
pm(0, · · · , 0) := 0,
pm(c1 + 1, c2, · · · , cm) := pm(c1, c2, · · · , cm)− c2 − c3 − · · · − cm,
pm(c1, c2, · · · , cm−1, cm + 1) := pm(c1, c2, · · · , cm)− c1 − c2 − · · · − cm−1,
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pm(c1, c2, · · · , cj + 1, · · · , cm) := pm(c1, c2, · · · , cm)− c1 − c2 − · · · − cj−1
+ cj − cj+1 − · · · − cm, (1 < j < m− 2),
pm(c1, c2, · · · , cm−2 + 1, cm−1, cm) := pm(c1, c2, · · · , cm)− c1 − · · · − cm−3
+ 2cm−2 − cm,
pm(c1, c2, · · · , cm−2, cm−1 + 1, cm) := pm(c1, c2, · · · , cm)− c1 − · · · − cm−3 − cm.
An inductive argument on c1 + · · ·+ cm shows that pm is well-defined.
Lemma 4.6. For 1 ≤ k < n and m = n− k + 3, we have
∆(Eak,n′) =
∑
cm−1=0,1
s2pm(c1,··· ,cm)ζa−c1−cmCam(r, s)E
(a)
k
+ ζ(rs − r2)[a]!
∑
2≤cm−1<a
s2pm(c1,··· ,cm)E
(a)
k
+ r
a(a−1)
2 (s− r)a−1ζ
( a∏
i=2
(ri + si)
)
eanω
a
k,n ⊗ E
a
k,n,
where E
(a)
k = E
c1
k,n+1 · · · E
cn−k+2
n+1,n+1ω
c2
k,k · · ·ω
cj
k,k+j−2 · · ·ω
cn−k+3
k,n+1 ⊗E
c2
k,k · · · E
cj
k,k+j−2 · · · ×
×E
cn−k+3
k,n+1 with c1 + · · ·+ cm = a.
Proof. Observe first that if a = 1, the above expression only has the first
term which coincides with that in Lemma 4.3 (ii). To simplify notation, we will
assume without loss of generality that k = 1 (and hence m = n+ 2). Now suppose
that the above formula holds for a− 1, that is,
∆(Ea−11,n′ ) =
∑
cn+1=0,1
c1+···+cn+2=a−1
s2pn+2(c1,··· ,cn+2)ζa−1−c1−cn+2Ca−1n+2(r, s)E
(a−1)
1
+ ζ(rs − r2)[a− 1]!
∑
2≤cn+1<a−1,
c1+···+cn+2=a−1
s2pn+2(c1,··· ,cn+2)E
(a−1)
1
+ r
(a−2)(a−1)
2 (s− r)a−2ζ
( a−1∏
i=2
(ri + si)
)
ea−1n ω
a−1
k,n ⊗ E
a−1
k,n ,
where the sum is over all (n+2)-tuples (c1, · · · , cn+2) with c1+ · · ·+ cn+2 = a− 1.
Then ∆(Ea1,n′) = ∆(E
a−1
1,n′ )∆(E1,n′), which by Lemma 4.3 (ii) is equal to the above
sum times
E1,n′ ⊗ 1 + ω1,n′ ⊗ E1,n′ + ζ
n∑
i=1
Ei+1,n′ω1,i ⊗ E1,i.
Expanding and re-summing over all (d1, · · · , dn+2) with d1+ · · ·+dn+2 = a, we get
the desired result. 
4.6. Proof of Theorem 4.2. We are now in the position to prove that In is a Hopf
ideal. As [ℓ] = 0, it follows from Lemma 4.5 that the only nonzero terms of ∆(Eℓk,j)
are those having ci = ℓ for some i. As a result,
(4.9) ∆(Eℓk,j) = E
ℓ
k,j ⊗ 1 + ω
ℓ
k,j ⊗ E
ℓ
k,j + s
ℓ(ℓ−1)ζℓ
j−1∑
i=k
Eℓi+1,jω
ℓ
k,i ⊗ E
ℓ
k,i,
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which is clearly in In ⊗ U + U ⊗ In. Applying the antipode property to (4.9), we
obtain
0 = ε(Eℓk,j) = E
ℓ
k,j + ω
ℓ
k,jS(E
ℓ
k,j) + s
ℓ(ℓ−1)ζℓ
j−1∑
i=k
Eℓi+1,jω
ℓ
k,iS(E
ℓ
k,i).
So we have
(4.10) S(Eℓk,j) = −ω
−ℓ
k,j
(
Eℓk,j + s
ℓ(ℓ−1)ζℓ
j−1∑
i=k
Eℓi+1,jω
ℓ
k,iS(E
ℓ
k,i)
)
.
If j = k, we have S(Eℓk,j) = S(e
ℓ
k) = (−ω
−1
k ek)
ℓ, which is a scalar multiple of
ω−ℓk e
ℓ
k ∈ In. Using (4.10) and induction on j − k, we see that S(E
ℓ
k,j) ∈ In for all
k < j as well. From Lemma 4.6, we have
∆(Eℓk,n′) = E
ℓ
k,n′ ⊗ 1 + ω
ℓ
k,n′ ⊗ E
ℓ
k,n′ + s
2ℓ(ℓ−1)ζℓEℓn,n′ω
ℓ
k,n−1 ⊗ E
ℓ
k,n−1
+ r
ℓ(ℓ−1)
2 (s− r)ℓ−1ζ
( ℓ∏
i=2
(ri + si)
)
eℓnω
ℓ
k,n ⊗ E
ℓ
k,n
+ sℓ(ℓ−1)ζℓ
n−2∑
i=k
Eℓi+1,n′ω
ℓ
k,i ⊗ E
ℓ
k,i,
(4.11)
which is clearly in In ⊗ U + U ⊗ In. Applying the antipode property to (4.11), we
have S(Eℓk,n′) ∈ In. For j < n, using a similar method of Lemma 4.6, we have
∆(Eℓk,j′ ) = E
ℓ
k,j′ ⊗ 1 + ω
ℓ
k,j′ ⊗ E
ℓ
k,j′ + s
2ℓ(ℓ−1)ζℓEℓj,j′ω
ℓ
k,j−1 ⊗ E
ℓ
k,j−1
+ r
ℓ(ℓ−1)
2 (s− r)ℓ−1ζ
( ℓ∏
i=2
(ri + si)
)
Eℓn+1,j′ω
ℓ
k,n ⊗ E
ℓ
k,n
+ sℓ(ℓ−1)ζℓ
j−2∑
i=k
Eℓi+1,j′ω
ℓ
k,i ⊗ E
ℓ
k,i
+ rℓ(ℓ−1)s2ℓ(ℓ−1)ζℓ
n−1∑
i=j
Eℓi+1,j′ω
ℓ
k,i ⊗ E
ℓ
k,i
+ r−ℓ(ℓ−1)ζℓ
2n−j∑
i=n+1
Eℓi+1,j′ω
ℓ
k,i ⊗ E
ℓ
k,i,
(4.12)
which is in In ⊗ U + U ⊗ In. Applying the antipode property to this, we have
S(Eℓk,j′) ∈ In.
Using τ , we find that ∆(Fk,j), ∆(Fk,j′ ) ∈ In ⊗ U + U ⊗ In. So In is a Hopf
ideal, and ur,s(so2n+1) is a finite-dimensional Hopf algebra. 
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5. Isomorphisms of ur,s(so2n+1), as well as ur,s(sln)
5.1. Write ur,s = ur,s(so2n+1). Let G denote the group generated by ωi, ω
′
i (1 ≤
i ≤ n) in u = ur,s. Define linear subspace ak of u by
a0 = KG, a1 = KG+
n∑
i=1
(KeiG+KfiG),
ak = (a1)
k for k ≥ 1.
(5.1)
Note that 1 ∈ a0, ∆(a0) ⊆ a0 ⊗ a0, a1 generates u as an algebra, and ∆(a1) ⊆
a1⊗ a0+ a0⊗ a1. By [M], {ak} is a coalgebra filtration of u and u0 ⊆ a0, where the
coradical u0 of u is the sum of all the simple subcoalgebras of u. Clearly, a0 ⊆ u0
as well, and so u0 = KG. This implies that u is pointed, that is, every simple
subcoalgebra of u is one-dimensional.
Let b (resp., b′) be the Hopf subalgebra of u = ur,s(so2n+1) generated by ei, ω
±1
i
(resp., fi, (ω
′
i)
±1), 1 ≤ i ≤ n. The same argument shows that b and b′ are pointed
as well. Then we have
Proposition 5.1. ur,s(so2n+1) is a pointed Hopf algebra, as are b and b
′. 
5.2. It follows from [M, Lemma 5.5.1] that ak ⊆ uk for all k, where {uk} is the
coradical filtration of u defined inductively by uk = ∆
−1(u ⊗ uk−1 + u0 ⊗ u). In
particular, a1 ⊆ u1. By [M, Theorem 5.4.1], as u is pointed, u1 is spanned by the
set of group-like elements G, together with all the skew-primitive elements of u.
Let m be the smallest positive integer such that rm = sm. Note that [m] = 0
while [1], [2], · · · , [m− 1] are all nonzero. It follows from this observation and (4.8)
that emi , f
m
i (1 ≤ k ≤ n) are skew-primitive if m < ℓ. From now on, we assume
that m = ℓ. Based on Lemmas 4.3, 4.5, 4.6 & formula (4.12), together with with
the same argument of [BW3, Lemma 3.3], we have
Lemma 5.2. Assume that rs−1 is a primitive ℓth root of unity. Then
u1 = KG+
n∑
i=1
(KeiG+KfiG).
5.3. Given two group-like elements g and h in a Hopf algebraH , let Pg,h(H) denote
the set of skew-primitive elements of H given by
Pg,h(H) = {x ∈ H | ∆(x) = x⊗ g + h⊗ x}.
Lemma 5.3. Assume that rs−1 is a primitive ℓth root of unity. Then
(i) P1,ωi(ur,s) = K(1− ωi) +Kei; P1,ω′−1
i
(ur,s) = K(1− ω
′−1
i ) +Kfiω
′−1
i ;
P1,σ(ur,s) = K(1− σ), for σ 6∈ {ωi, ω
′−1
i | 1 ≤ i ≤ n}.
(ii) Pω′
i
,1(ur,s) = K(1− ω
′
i) +Kfi; Pω−1
i
,1(ur,s) = K(1− ω
−1
i ) +Keiω
−1
i ;
Pσ,1(ur,s) = K(1− σ), for σ 6∈ {ω
−1
i , ω
′
i | 1 ≤ i ≤ n}.
Proof. Similar to that of Lemma 4.3 in [HW]. 
5.4. Lemma 5.3 is crucial for determining the Hopf isomorphisms of ur,s.
Theorem 5.4. Assume that rs−1 and r′s′−1 are primitive ℓth roots of unity with
ℓ 6= 3, 4, and ζ is a 2nd root of unity. Then ϕ : ur,s ∼= ur′,s′ as Hopf algebras if and
only if either
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(1) (r′, s′) = ζ(r, s), ϕ is a diagonal isomorphism: ϕ(ωi) = ω˜i, ϕ(ω
′
i) = ω˜
′
i,
ϕ(ei) = aie˜i, ϕ(fi) = ζ
δi,na−1i f˜i; or
(2) (r′, s′) = ζ(s, r), ϕ(ωi) = ω˜
′−1
i , ϕ(ω
′
i) = ω˜
−1
i , ϕ(ei) = aif˜iω˜
′−1
i , ϕ(fi) =
ζδi,na−1i ω˜
−1
i e˜i, where ai ∈ K
∗.
Proof. Suppose ϕ : ur,s −→ ur′,s′ is a Hopf algebra isomorphism. Write e˜i,
f˜i, ω˜i, ω˜
′
i to distinguish the generators of ur′,s′ . Because
∆(ϕ(ei)) = (ϕ⊗ ϕ)(∆(ei)) = ϕ(ei)⊗ 1 + ϕ(ωi)⊗ ϕ(ei),
ϕ(ei) ∈ P1,ϕ(ωi)(ur′,s′). As ϕ is an isomorphism, ϕ(ωi) ∈ KG˜. Lemma 5.3 (i)
implies ϕ(ωi) ∈ { ω˜j, ω˜
′−1
j | 1 ≤ j ≤ n }. More precisely, we have either ϕ(ωi) = ω˜j,
ϕ(ei) = a(1− ω˜j) + be˜j , or ϕ(ωi) = ω˜
′−1
j , ϕ(ej) = a(1− ω˜
′−1
j ) + bf˜jω˜
′−1
j for some j
with 1 ≤ j ≤ n and a, b ∈ K. But in both cases, we have a = 0. The reasoning is
the following: Applying ϕ to relation ωiei = ris
−1
i eiωi, we get
ω˜j
[
a(1− ω˜j) + be˜j
]
= ris
−1
i
[
a(1− ω˜j) + be˜j
]
ω˜j , or
ω˜′−1j
[
a(1− ω˜′−1j ) + bf˜jω˜
′−1
j
]
= ris
−1
i
[
a(1− ω˜′−1j ) + bf˜jω˜
′−1
j
]
ω˜′−1j .
Since ri 6= si, a = 0. Thus, b ∈ K
∗.
(I) We claim ϕ(ωn) ∈ {ω˜n, ω˜
′−1
n }. Indeed, let us consider the restriction ϕ|• of
ϕ to the Hopf subalgebra generated by ei, fi, ω
±1
i , ω
′±1
i for i = n − 1, n, which is
isomorphic to ur,s(so5). According to the above discussion, we have 4 possibilities
to occur, namely, case (i): For i = n−1, n, we have ϕ(ωi) = ω˜ji and ϕ(ei) = aie˜ji
(ji ∈ {n−1, n}, ai ∈ K
∗); case (ii): For i = n−1, n, we have ϕ(ωi) = ω˜
′−1
ji
and ϕ(ei) = aif˜ji ω˜
′−1
ji
(ji ∈ {n−1, n}, ai ∈ K
∗); case (iii): ϕ(ωn−1) = ω˜n, but
ϕ(ωn) = ω˜
′−1
n−1; case (iv): ϕ(ωn−1) = ω˜
′−1
n , but ϕ(ωn) = ω˜n−1.
Case (i): In this case, we claim ϕ(ωi) = ω˜i for i = n−1, n. Otherwise, if
ϕ(ωi) = ω˜j for i 6= j ∈ {n−1, n}, then applying ϕ to relation ωiei = ris
−1
i eiωi
yields ω˜j e˜j = ris
−1
i e˜jω˜j , it follows that r
′
js
′−1
j = ris
−1
i for j 6= i ∈ {n−1, n}. This
means (rs−1)3 = 1, which contradicts the assumption. So we get ϕ(ωi) = ω˜i for
i = n−1, n. Similarly, we have ϕ(ω′i) = ω˜
′
i for i = n−1, n, as ϕ preserves (B4).
Thereby, we get ϕ(ei) = aie˜i, ϕ(fi) = ζ
δi,na−1i f˜i for i = n−1, n, where ai ∈ K
∗.
Furthermore, applying ϕ to relations ωiej = 〈ω
′
j , ωi〉ejωi for i, j ∈ {n−1, n},
we get 〈ω′j , ωi〉 = 〈ω˜
′
j , ω˜i〉 for i, j ∈ {n−1, n}, i.e., r
′2s′−2 = r2s−2, r′s′−1 = rs−1,
r′−2 = r−2 and s′2 = s2. Hence, (r′, s′) = ζ(r, s), ϕ|• is a diagonal isomorphism.
Case (ii): In this case, we claim ϕ(ωi) = ω˜
′−1
i for i = n−1, n. Otherwise, if
ϕ(ωi) = ω˜
′−1
j for i 6= j ∈ {n−1, n}, then ϕ(ei) = aif˜jω˜
′−1
j for i 6= j ∈ {n−1, n}.
Using ϕ to relations ωiei = 〈ω
′
i, ωi〉eiωi for i ∈ {n−1, n}, we get ω˜
′−1
j f˜jω˜
′−1
j =
〈ω′i, ωi〉f˜jω˜
′−1
j ω˜
′−1
j so that 〈ω˜
′
j , ω˜j〉
−1 = 〈ω′i, ωi〉 for i 6= j ∈ {n−1, n}. This means
(rs−1)3 = 1. This contradicts the assumption. So we have ϕ(ωi) = ω˜
′−1
i for
i = n−1, n. Similarly, ϕ(ω′i) = ω˜
−1
i for i = n−1, n, as ϕ preserves (B4). Hence,
ϕ(ωi) = ω˜
′−1
i , ϕ(ω
′
i) = ω˜
−1
i , ϕ(ei) = aif˜iω˜
′−1
i for i = n−1, n, where ai ∈ K
∗.
Using ϕ to relations ωiej = 〈ω
′
j , ωi〉ejωi for i, j ∈ {n−1, n}, we get 〈ω˜
′
i, ω˜j〉
−1 =
〈ω′j , ωi〉 for i, j ∈ {n−1, n}, i.e., r
′−2s′2 = r2s−2, (r′s′−1)−1 = rs−1, r′2 = s2 and
s′−2 = r−2. Hence, we have (r′, s′) = ζ(s, r), ϕ(fi) = ζ
δi,na−1i ω˜
−1
i e˜i for i = n−1, n.
Besides, we can check that ϕ preserves all of the (r, s)-Serre relations (B5).
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Case (iii): We claim that this case is impossible. First, we assume that
ϕ(ωn−1) = ω˜n−1 and ϕ(ωn) = ω˜
′−1
n . Then we have ϕ(en−1) = a1e˜n−1, ϕ(en) =
a2f˜nω˜
′−1
n , where a1, a2 ∈ K
∗. Using ϕ to relation ωn−1en = s
2enωn−1, we get
s2 = s′−2; to relation ωnen−1 = r
−2en−1ωn to get r
−2 = s′2. So we get r2 = s2.
This is a contradiction.
Next, we assume that ϕ(ωn−1) = ω˜n, and ϕ(ωn) = ω˜
′−1
n−1. Then we have
ϕ(en−1) = a1e˜n, ϕ(en) = a2f˜n−1ω˜
′−1
n−1, where a1, a2 ∈ K
∗. Using ϕ to relation
ωn−1en = s
2enωn−1, we get s
2 = r′2; to relation ωnen−1 = r
−2en−1ωn to get
r−2 = r′−2. So we have r2 = s2, which is contrary to the assumption.
Case (iv): Similarly to case (iii), it is also impossible.
(II) It suffices to consider the restriction ϕi of ϕ to an uri,si(sl3)-copy in
ur,s(so2n+1) generated by ej , fj, ω
±1
j , ω
′±1
j for j ∈ {i, i+1}, where 1 ≤ i < n−1.
Note that ϕ(ωj) ∈ {ω˜i, ω˜i+1, ω˜
′−1
i , ω˜
′−1
i+1} for j = i, i+1.
Similarly to the proof of case (iii) or (iv) in (I), there don’t exist the possibilities:
(ϕ(ωi), ϕ(ωi+1)) = (ω˜ji , ω˜
′−1
ji+1
), and (ϕ(ωi), ϕ(ωi+1)) = (ω˜
′−1
ji
, ω˜ji+1) for ji 6= ji+1 ∈
{i, i+1}. Thereby, we only need to consider the following possibilities: case (1):
(ϕ(ωi), ϕ(ωi+1)) = (ω˜i, ω˜i+1); case (2): (ϕ(ωi), ϕ(ωi+1)) = (ω˜
′−1
i , ω˜
′−1
i+1); case (3):
(ϕ(ωi), ϕ(ωi+1)) = (ω˜i+1, ω˜i); case (4): (ϕ(ωi), ϕ(ωi+1)) = (ω˜
′−1
i+1, ω˜
′−1
i ).
It is easy to treat the first two cases:
Case (1): As (ϕ(ωi), ϕ(ωi+1)) = (ω˜i, ω˜i+1), by the argument of the paragraph
above (I), we have (ϕ(ei), ϕ(ei+1)) = (aie˜i, ai+1e˜i+1) and (ϕ(fi), ϕ(fi+1)) = (a
−1
i f˜i,
a−1i+1f˜i+1), where ai, ai+1 ∈ K
∗. By a similar argument of case (i) in (I), we have
(r′2, s′2) = (r2, s2).
Case (2): As (ϕ(ωi), ϕ(ωi+1)) = (ω˜
′−1
i , ω˜
′−1
i+1), by the argument of the paragraph
above (I), we have (ϕ(ei), ϕ(ei+1)) = (aif˜iω˜
′−1
i , ai+1f˜i+1ω˜
′−1
i+1) and (ϕ(fi), ϕ(fi+1))
= (a−1i ω˜
−1
i e˜i, a
−1
i+1ω˜
−1
i+1e˜i+1), where ai, ai+1 ∈ K
∗. By a similar argument of case
(ii) in (I), we have (r′2, s′2) = (s2, r2).
As for the latter two cases, we have
Case (3): As (ϕ(ωi), ϕ(ωi+1)) = (ω˜i+1, ω˜i), using ϕ to ωjek = 〈ω
′
k, ωj〉ekωj
for j, k ∈ {i, i+1}, we get 〈ω˜′j , ω˜k〉 = 〈ω
′
k, ωj〉. More precisely, we have r
′2s′−2 =
r2s−2, r′−2 = s2, s′2 = r−2, i.e., (r′2, s′2) = (s−2, r−2). Hence, (ϕ(ei), ϕ(ei+1)) =
(ai+1e˜i+1, aie˜i) for ai, ai+1 ∈ K
∗, (ϕ(fi), ϕ(fi+1)) = (rs)
−2(a−1i+1f˜i+1, a
−1
i f˜i), since
ϕ preserves (B4).
Case (4): As (ϕ(ωi), ϕ(ωi+1)) = (ω˜
′−1
i+1, ω˜
′−1
i ), using ϕ to ωjek = 〈ω
′
k, ωj〉ekωj
for j, k ∈ {i, i+1}, we get 〈ω˜′k, ω˜j〉
−1 = 〈ω′k, ωj〉. More precisely, we have r
′−2s′2 =
r2s−2, r′2 = r−2, s′−2 = s2, i.e., (r′2, s′2) = (r−2, s−2). Hence, (ϕ(ei), ϕ(ei+1)) =
(ai+1f˜i+1ω˜
′−1
i+1, aif˜iω˜
′−1
i ) for ai, ai+1 ∈ K
∗, (ϕ(fi), ϕ(fi+1)) = (rs)
−2(a−1i+1ω˜
−1
i+1e˜i+1,
a−1i ω˜
−1
i e˜i), since ϕ preserves (B4). Moreover, we can verify that ϕ preserves all of
the (r, s)-Serre relations (B5).
In view of the above discussions in cases (1)—(4), we derive the complete
description below on all the Hopf algebra isomorphisms of ur,s(sln) (some of cases
were missed in [BW3]).
Theorem 5.5. Assume that rs−1 and r′s′−1 are primitive ℓth roots of unity. Then
ϕ : ur,s(sln) ∼= ur′,s′(sln) as Hopf algebras if and only if either
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(1) (r′, s′) = (r, s), ϕ is a diagonal isomorphism: ϕ(ωi) = ω˜i, ϕ(ω
′
i) = ω˜
′
i,
ϕ(ei) = aie˜i, ϕ(fi) = a
−1
i f˜i; or
(2) (r′, s′) = (s, r), ϕ(ωi) = ω˜
′−1
i , ϕ(ω
′
i) = ω˜
−1
i , ϕ(ei) = aif˜iω˜
′−1
i , ϕ(fi) =
a−1i ω˜
−1
i e˜i; or
(3) (r′, s′) = (s−1, r−1), ϕ(ωi) = ω˜n−i, ϕ(ω
′
i) = ω˜
′
n−i, ϕ(ei) = an−ie˜n−i,
ϕ(fi) = (rs)
−1a−1n−if˜n−i; or
(4) (r′, s′) = (r−1, s−1), ϕ(ωi) = ω˜
′−1
n−i, ϕ(ω
′
i) = ω˜
−1
n−i, ϕ(ei) = an−if˜n−iω˜
′−1
n−i,
ϕ(fi) = (rs)
−1a−1n−iω˜
−1
n−ie˜n−i, (ai ∈ K
∗).
Now continue to the proof of Theorem 5.4. According to the discussions in (I),
there are 2 possibilities: (i) ϕ(ωn−1) = ω˜n−1; (ii) ϕ(ωn−1) = ω˜
′−1
n−1. Combining
with the discussions in (II), we obtain two kinds of the Hopf algebra isomorphisms
of ur,s(so2n+1) as required, which are only compatible with the cases (1) and (2) in
(II), respectively. 
6. ur,s(so2n+1) is a Drinfel’d double
6.1. Let θ be a primitive ℓth root of unity in K, and write r = θy, s = θz .
Lemma 6.1. Assume that (2n−1(yn+(−1)nzn), ℓ) = 1 and rs−1 is a primitive ℓth
root of unity with ℓ 6= 3. Then (b′)coop ∼= b∗ as Hopf algebras.
Proof. Define γj ∈ b
∗ such that γj ’s are algebra homomorphisms with
γj(ei) = 0, ∀ i, and γj(ωi) = 〈ω
′
j , ωi〉.
So they are group-like elements in b∗. Define ηj =
∑
g∈G(b)
(ejg)
∗, where G(b) is the
group generated by ωi (1 ≤ i ≤ n) and the asterisk denotes the dual basis element
relative to the PBW-basis of b. The isomorphism φ : (b′)coop → b∗ is defined by
φ(ω′j) = γj , φ(fj) = ηj .
First, we will check that φ is a Hopf algebra homomorphism and then we will show
that it is a bijection.
Clearly, the γj ’s are invertible elements in b
∗ that commute with one another
and γℓj = 1. Note that η
ℓ
j = 0, as it is 0 on any basis element of b. We calculate
γjηiγ
−1
j : It is nonzero only on basis elements of the form eiω
k1
1 · · ·ω
kn
n , and on such
an element it takes the value
(γj ⊗ ηi ⊗ γ
−1
j )((ei ⊗ 1⊗ 1 + ωi ⊗ ei ⊗ 1 + ωi ⊗ ωi ⊗ ei)(ω
k1
1 · · ·ω
kn
n )
⊗3)
= γj(ωiω
k1
1 · · ·ω
kn
n )ηi(eiω
k1
1 · · ·ω
kn
n )γ
−1
j (ω
k1
1 · · ·ω
kn
n )
= γj(ωi).
So, we have γjηiγ
−1
j = 〈ω
′
j , ωi〉 ηi, which corresponds to relation (B3) for b
′.
Next, with the same argument in the proof of Lemma 5.1 in [HW] (see, p.
263–264), we easily check relations in (B5):
r2s2η2i ηi+1 − (r
2+s2)ηiηi+1ηi + ηi+1η
2
i = 0.
ηiη
2
i+1 − (r
−2+s−2)ηi+1ηiηi+1 + (rs)
−2η2i+1ηi = 0, i < n−1.
ηn−1η
3
n − (r
−2
n +r
−1
n s
−1
n +s
−2
n ) ηnηn−1η
2
n
+(rnsn)
−1(r−2n +r
−1
n s
−1
n +s
−2
n ) η
2
nηn−1ηn − (rnsn)
−3 η3nηn−1 = 0.
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Hence, φ is an algebra homomorphism.
We have already seen that γi is a group-like element in b
∗. Now using the same
argument in the proof of Lemma 5.1 in [HW] (see, p. 264–265), we have
∆(ηi) = ηi ⊗ 1 + γi ⊗ ηi,
which means that φ is a Hopf algebra homomorphism.
Finally, we prove φ is bijective. As dim b∗ = dim b′coop, it suffices to show
φ is injective. By [M], we need only to show φ|(b′)coop1 is injective. Lemma 5.2
yields (b′)coop1 = KG(b
′) +
∑n
i=1KfiG(b
′), where G(b′) is the group generated by
ω′i (1 ≤ i ≤ n). First, we claim that
(6.1) spanK
{
γk11 · · · γ
kn
n
∣∣∣ 0 ≤ ki < ℓ} = spanK{ (ωk11 · · ·ωknn )∗ ∣∣∣ 0 ≤ ki < ℓ}.
This is equivalent to saying that the γk11 · · · γ
kn
n ’s span the space of characters over
K of the finite group Z/ℓZ×· · ·×Z/ℓZ generated by ω1, · · · , ωn. Since we assumed
that K contains a primitive ℓth root of unity, the irreducible characters of this group
are the functions χi1,··· ,in given by
χi1,··· ,in(ω
k1
1 · · ·ω
kn
n ) = θ
i1k1+···+inkn ,
where θ is a primitive ℓth root of unity in K. Note that
γ1 = χ2(y−z),−2y,0,··· ,0,
γ2 = χ2z,2(y−z),−2y,0,··· ,0,
...
γn−1 = χ0,··· ,0,2z,2(y−z),−2y,
γn = χ0,··· ,0,2z,y−z.
We must show that, given i1, · · · , in, there are k1, · · · , kn such that
χi1,··· ,in = γ
k1
1 · · · γ
kn
n ,
which is equivalent to the existence of a solution to the matrix equation
AK = I
in Z/ℓZ (as these are powers of θ), where
A =


2(y − z) 2z 0 0 · · · 0 0
−2y 2(y − z) 2z 0 · · · 0 0
0 −2y 2(y − z) 2z · · · 0 0
...
...
...
. . .
. . .
...
...
0 0 0 0 · · · 2z 0
0 0 0 0 · · · 2(y − z) 2z
0 0 0 0 · · · −2y y − z


,
K is the transpose of (k1, · · · , kn) and I is the transpose of (i1, · · · , in). The
determinant of the coefficient matrix A is 2n−1(yn + (−1)nzn), which is invertible
in Z/ℓZ by the hypothesis in the Lemma. So, (6.1) holds. In particular, this implies
that the matrix
(6.2)
(
(γk11 · · · γ
kn
n )(ω
j1
1 · · ·ω
jn
n )
)
k¯×j¯
is invertible, and that φ is bijection on group-like elements.
RESTRICTED TWO-PARAMETER QUANTUM GROUPS 25
Next, we will show for each i (1 ≤ i ≤ n) that the following matrix is invertible:
(6.3)
(
(ηiγ
k1
1 · · · γ
kn
n )(eiω
j1
1 · · ·ω
jn
n )
)
k¯×j¯
.
This will complete the proof that φ is injective on (b′)coop1 , as desired. We will show
that the matrix is block upper-triangular. Each matrix entry is
(ηi ⊗ γ
k1
1 · · · γ
kn
n )(∆(ei)∆(ω
j1
1 · · ·ω
jn
n ))
= (ηi ⊗ γ
k1
1 · · · γ
kn
n )(eiω
j1
1 · · ·ω
jn
n ⊗ ω
j1
1 · · ·ω
jn
n ).
Thus, (6.3) is precisely the invertible matrix (6.2). 
6.2. With the same argument of Theorem 4.8 in [BW3], we have
Theorem 6.2. Assume (2n−1(yn + (−1)nzn), ℓ) = 1, then D(b) ∼= ur,s(so2n+1) as
Hopf algebras. 
7. Integrals
7.1. Recall some definitions. Let H be a finite-dimensional Hopf algebra. An
element y ∈ H is a left (resp., right) integral if ay = ε(a)y (resp., ya = ε(a)y) for
all a ∈ H . The left (resp., right) integrals form a one-dimensional ideal
∫ l
H
(resp.,∫ r
H
) of H , and SH(
∫ r
H
) =
∫ l
H
under the antipode SH of H .
When y 6= 0 is a left integral of H , there exists a unique group-like element γ
in the dual algebra H∗ (the so-called distinguished group-like element of H∗) such
that ya = γ(a)y. If we had begun instead with a right integral y′ ∈ H , then we
would have ay′ = γ−1(a)y′. This follows from the fact that group-like elements are
invertible, and the following calculation, which can be found in [M, p.22]: When
y′ ∈
∫ r
H
, SH(y
′) is a nonzero multiple of y, so that SH(y
′)SH(a) = γ(SH(a))SH(y
′)
for all a ∈ H . Applying S−1H , we find ay
′ = γ(SH(a))y
′. As γ is group-like, we have
γ(SH(a)) = SH∗(γ)(a) = γ
−1(a).
Now if λ 6= 0 is right integral of H∗, then there exists a unique group-like
element g of H (the distinguished group-like element of H) such that ξλ = ξ(g)λ
for all ξ ∈ H∗. The algebra H is unimodular (i.e.,
∫ l
H
=
∫ r
H
) if and only if γ = ε;
and the dual algebra H∗ is unimodular if and only if g = 1.
The left and right H∗-module actions on H are given by
(7.1) ξ ⇀ a =
∑
a(1)ξ(a(2)), a ↼ ξ =
∑
ξ(a(1))a(2),
for all ξ ∈ H∗ and a ∈ H . In particular, ε ⇀ a = a = a ↼ ε for all a ∈ H .
7.2. The first aim of this section is to construct the left and right integrals in the
Borel subalgebra b of ur,s(so2n+1). To this end, we introduce the elements:
t =
n∏
i=1
(1 + ωi + · · ·+ ω
ℓ−1
i ), x =
n∏
i=1
E
î,i+1
,
where E
î,i+1
= Eℓ−1i,i E
ℓ−1
i,i+1 · · · E
ℓ−1
i,n E
ℓ−1
i,n′ · · · E
ℓ−1
i,i+1′ (1 ≤ i < n), En̂,n+1 = E
ℓ−1
n,n .
Theorem 7.1. The element y = tx is a left integral in b.
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Proof. We need to show that by = ε(b)y for all b ∈ b. It suffices to show this
for the generators ωk and ek, as the counit ε is an algebra homomorphism.
Observe that ωkt = t = ε(ωk)t for all k = 1, · · · , n, as the ωi’s commute and
ωk(1 + ωk + · · ·+ ω
ℓ−1
k ) = 1 + ωk + · · ·+ ω
ℓ−1
k . From that, relation ωky = ε(ωk)y
is clear, for all k.
Next we compute eky. By a direct calculation, we get
ekt =
n−1∏
i=1
(
1 + r−2(ǫi,αk)s−2(ǫi+1,αk)ωi + · · ·+ r
−2(ℓ−1)(ǫi,αk)s−2(ℓ−1)(ǫi+1,αk)ωℓ−1i
)
·
·
[
δkn(1 + r
−1sωn + · · ·+ r
−(ℓ−1)sℓ−1ωℓ−1n )
+ (1− δkn)(1 + r
−2(ǫn,αk)ωn + · · ·+ r
−2(ℓ−1)(ǫn,αk)ωℓ−1n )
]
ek.
So it suffices to show that ekx = 0 = ε(ek)x.
Now
x = Ec1,2Ec2,3 · · · Ek̂−1,k(E
ℓ−1
k,k · · · E
ℓ−1
k,k+1′ ) · · · En̂,n+1,
e1x = 0.
We want to show ekx = 0, that is, ek (2 ≤ k ≤ n) can be moved across the terms
E
î,i+1
(1 ≤ i < k) next to Eℓ−1k,k . By Lemma 3.1 (1), ek commutes with E
ℓ−1
i,i · · · E
ℓ−1
i,k−2
when i ≤ k−2 ≤ n−2. By Lemmas 3.9 (2) & 3.3 (5), we obtain
ekE
ℓ−1
i,k−1 = r
2Eℓ−1i,k−1ek + s
2Eℓ−2i,k−1Ei,k, (k ≤ n).
The second term reaches Eℓ−1i,k and we get E
ℓ
i,k = 0. Hence, it suffices to treat the
first term r2Eℓ−1i,k−1ek (k ≤ n).
(i) For k < n: by Lemmas 3.2 (3), 3.3 (1) & (6), ek quasi-commutes with
Eℓ−1i,k E
ℓ−1
i,k+1 · · · E
ℓ−1
i,k+2′ (up to a factor s
2). By Lemmas 3.10 (3) & 3.6 (5), we obtain
ekE
ℓ−1
i,k+1′ = s
−2Eℓ−1i,k+1′ek + r
−2Eℓ−2i,k+1′Ei,k′ , (k ≤ n−1).
The second term meets Eℓ−1i,k′ and yields E
ℓ
i,k′ = 0. By Lemma 3.2 (5), we have
ekE
ℓ−1
i,k′ = r
−2Eℓ−1i,k′ ek (i < k < n). This implies that ek quasi-commutes with Eî,i+1
for all i < k. Since ekEk̂,k+1 = 0, ekx = 0 for k < n.
(ii) For k = n: by Lemmas 3.9 (4) & 3.5 (3), we have enE
ℓ−1
i,n = (rs)E
ℓ−1
i,n en +
s2Eℓ−2i,n Ei,n′ . The second term meets E
ℓ−1
i,n′ and yields E
ℓ
i,n′ = 0, so it remains to
observe that en quasi-commutes with E
ℓ−1
i,n′ E
ℓ−1
i,n−1′ · · · E
ℓ−1
i,i+1′ (by Lemmas 3.2 (4) &
3.4 (4)), that is, en quasi-commutes with those Eî,i+1 for i < n and finally meets
E
n̂,n+1
and yields 0.
This completes the proof. 
Theorem 7.2. The element y′ = xt is a right integral in b.
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Proof. Arguing as in Theorem 7.1, we see that tωj = t = ε(ωj)t, and hence
that y′ωj = ε(ωj)y
′ for all j. As
tej = ej
n−1∏
i=1
(1 + r2(ǫi,αj)s2(ǫi+1,αj)ωi + · · ·+ r
2(ℓ−1)(ǫi,αj)s2(ℓ−1)(ǫi+1,αj)ωℓ−1i )·
·
[
δjnej(1 + rs
−1ωn + · · ·+ r
ℓ−1s−(ℓ−1)ωℓ−1n )
+ (1 − δjn) ej(1 + r
2(ǫn,αj)ωn + · · ·+ r
2(ℓ−1)(ǫn,αj)ωℓ−1n )
]
,
so it suffices to show that xej = 0.
Now
x = Ec1,2 · · · Eĵ,j+1
(
Eℓ−1j+1,j+1 · · · E
ℓ−1
j+1,k′ · · · E
ℓ−1
j+1,j+2′
)
· · · E
n̂,n+1
,
xen = 0.
We need to prove xej = 0 for 1 ≤ j < n. By Lemmas 3.9 (3), (4), (6) & 3.4 (3), it
is easy to see that E
n̂−1,n
E
n̂,n+1
en−1 = 0. It suffices to show Eĵ,j+1E ̂j+1,j+2ej = 0
since ej commutes with E ̂j+2,j+3 · · · En̂,n+1 (by Lemma 3.1 (1)) for j < n− 1.
(I) Claim: E
ĵ,j+1
ej = 0 for j < n−1.
Write
Π
(k)
j : = E
ℓ−1
j,j E
ℓ−1
j,j+1 · · · E
ℓ−1
j,k , (j ≤ k ≤ n),
Π
(k′)
j : = Π
(n)
j E
ℓ−1
j,n′ · · · E
ℓ−1
j,k′ , (n
′ ≤ k′ ≤ j+1′).
Thus, Π
(j+1′)
j = Eĵ,j+1, and Π
(j+2′)
j ej = 0, as ejEj,k = s
2Ej,kej for j < k ≤ n,
ejEj,k′ = s
2Ej,k′ej for j+1 < k ≤ n, and e
ℓ
j = 0.
For j < n−1, by Lemma 3.10 (4) & (5) and Eℓj,j+2′ = · · · = E
ℓ
j,n′ = E
ℓ
j,n = 0,
we get
Π
(j+1′)
j ej = Π
(j+2′)
j
(
Eℓ−1j,j+1′ej
)
(by Lemma 3.10 (4))
= ∗1Π
(j+2′)
j E
ℓ−1
j+1,j+1 · · · E
ℓ−1
j+1,n−2 · · · Ej,j+1Ej,j+2′E
ℓ−2
j,j+1′
= ∗2Π
(j+3′)
j
(
Eℓ−1j,j+2′Ej,j+1
)
Ej,j+2′E
ℓ−2
j,j+1′ (by Lemma 3.10 (4))
= ∗2Π
(j+3′)
j
(
Ej,j+1E
ℓ−1
j,j+2′ − (rs)
−2Ej,j+2Ej,j+3′E
ℓ−2
j,j+2′
)
Ej,j+2′E
ℓ−2
j,j+1′
= ∗3Π
(j+4′)
j
(
Eℓ−1j,j+3′Ej,j+2
)
Ej,j+3′E
ℓ−1
j,j+2′E
ℓ−2
j,j+1′
= · · · (by Lemma 3.10 (4))
= ∗Π
(n)
j
(
Eℓ−1j,n′ Ej,n−1
)
Ej,n′E
ℓ−1
j,n−1′ · · · E
ℓ−1
j,j+2′E
ℓ−2
j,j+1′ (by Lemma 3.10 (5))
= ∗′Π
(n)
j
(
E2j,nE
ℓ−2
j,n′
)
Ej,n′E
ℓ−1
j,n−1′ · · · E
ℓ−1
j,j+2′E
ℓ−2
j,j+1′
= 0, (since Π
(n)
j Ej,n = 0).
(II) Write ∆
(k)
j := Π
(j+1′)
j Π
(k)
j+1 for j+1 ≤ k ≤ n. Then ∆
(n)
j = Π
(j+1′)
j Π
(n)
j+1.
We make a convention: ∆
(j)
j := Π
(j+1′)
j .
(i) Assume ∆
(k)
j ej = 0 for j ≤ k < n, we want to prove ∆
(k+1)
j ej = 0.
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(1) For k + 1 < n: indeed, by Lemmas 3.9 (1) & 3.3 (4), we have
∆
(k+1)
j ej = ∆
(k)
j
(
Eℓ−1j+1,k+1ej
)
= ∆
(k)
j
(
r2ejEj+1,k+1 + s
2Ej,k+1
)
Eℓ−2j+1,k+1 (by Lemma 3.3 (3))
= s2Π
(j+1′)
j Ej,k+1Π
(k)
j+1E
ℓ−2
j+1,k+1.
Lemmas 3.7 (8), 3.5 (3), 3.3 (9) show that Ej,k+1 quasi-commutes with any element
of { Ej,l′ | j + 1 ≤ l ≤ n, l 6= k + 2 }. Hence, by a similar argument in (I) (using
Lemma 3.10 (4) & (5)), we can get
Π
(j+1′)
j Ej,k+1 = ∗1Π
(k+3′)
j
(
Eℓ−1j,k+2′Ej,k+1
)
Eℓ−1j,k+1′ · · · E
ℓ−1
j,j+1′
= ∗2Π
(k+3′)
j
(
Ej,k+1E
ℓ−1
j,k+2′−(rs)
−2Ej,k+2Ej,k+3′E
ℓ−2
j,k+2′
)
· · · Eℓ−1j,j+1′
= 0 + ∗3Π
(k+4′)
j
(
Eℓ−1j,k+3′Ej,k+2
)
Ej,k+3′E
ℓ−2
j,k+2′E
ℓ−1
j,k+1′ · · · E
ℓ−1
j,j+1′
= 0,
here in the 1st summand 0 we used the fact that Ej,k+1 quasi-commutes with
Eℓ−1j,n′ · · · E
ℓ−1
j,k+3′ , as well as Ej,l (by Lemma 3.3 (5)) for any k+2 ≤ l ≤ n, and
Eℓj,k+1 = 0; while the 2nd summand 0 used repeatedly the proof-procedure of (I).
(2) For k + 1 = n: at first we note that
∆
(n−1)
j Ej,n = 0, ∆
(n−1)
j Ej+1,n−1 = 0,
since Lemmas 3.3 (3) & 3.5 (3) say: Ej,n commutes with Ej+1,l for j+1 ≤ l ≤ n−1,
and quasi-commutes with Ej,l′ for j+1 ≤ l ≤ n. Thus, by Lemma 3.4 (1), we have
(7.2) Ej+1,nEj,n ≡ rs
−1Ej,n′Ej+1,n−1 mod (Ej,nEj+1,n + Ej+1,n−1Ej,n′).
Furthermore, we note that
(7.3) ∆
(k−2)
j Ej,k′ = 0, ∆
(k−2)
j Ej+1,k−2 = 0, (j+2 < k ≤ n).
Hence, by Lemma 3.4 (2), for j+2 < k ≤ n, we get
(7.4) Ej+1,k−1Ej,k′ ≡ (rs)
2Ej,k−1′Ej+1,k−2 mod (Ej,k′Ej+1,k−1−Ej+1,k−2Ej,k−1′).
Using (7.2), (7.3) & (7.4), by Lemmas 3.9 (5), 3.3 (5) & 3.10 (6), we get
∆
(n)
j ej = ∆
(n−1)
j
(
Eℓ−1j+1,nej
)
= ∆
(n−1)
j
[
r2ejE
ℓ−1
j+1,n + (rs)
−1Eℓ−2j+1,nEj,n
+ (rs3)−1Eℓ−3j+1,n
(
r2Ej,n′Ej+1,n−1−Ej+1,n−1Ej,n′
)]
(by Lemma 3.3 (5))
= (rs)−1∆
(n−1)
j
[
Eℓ−2j+1,nEj,n+s
4Ej,n′Ej+1,n−1E
ℓ−3
j+1,n
]
(by Lemma 3.5 (1))
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= ∆
(n−1)
j Ej,n′Ej+1,n−1
(
∗1E
ℓ−3
j+1,n−1 + ∗2E
ℓ−3
j+1,n
)
= ∆
(n−2)
j
(
Eℓ−1j+1,n−1Ej,n′
)
Ej+1,n−1
(
· · ·
)
= ∗3∆
(n−3)
j
(
Eℓ−1j+1,n−2Ej,n−1′
)
Eℓ−1j+1,n−2Ej+1,n−1
(
· · ·
)
= · · · (using (7.3) & (7.4) repeatedly)
= ∗∆
(j)
j
(
Eℓ−1j+1,j+1Ej,j+2′
)
Π
(n−2)
j+1 Ej+1,n−1
(
· · ·
)
(by Lemma 3.10 (6))
= ∗Π
(j+1′)
j
(
s−2Ej,j+2′ej+1 + r
−2Ej,j+1′
)
eℓ−2j+1 Π
(n−2)
j+1 Ej+1,n−1
(
· · ·
)
= 0, (since ej+1Π
(n−2)
j+1 = 0).
(ii) Write ∆
(k′)
j := Π
(j+1′)
j Π
(k′)
j+1 for n
′ ≤ k′ ≤ j+2′, and make a convention:
∆
(n+1′)
j := Π
(j+1′)
j . Assume ∆
(k+1′)
j ej = 0 for n+1
′ ≤ k+1′ < j+2′, we want to
prove ∆
(k′)
j ej = 0.
By Lemmas 3.10 (1) & 3.5 (6) or 3.6 (7), we obtain
Eℓ−1j+1,n′ej = r
2ejE
ℓ−1
j+1,n′ + (r
2s)2Ej,n′E
ℓ−2
j+1,n′ ,
Eℓ−1j+1,k′ej = r
2ejE
ℓ−1
j+1,k′ + s
2Ej,k′E
ℓ−2
j+1,k′ , j+2 ≤ k < n.
(7.5)
By Lemmas 3.6 (6) & 3.5 (5), Ej,k′ quasi-commutes with E
ℓ−1
j+1,nE
ℓ−1
j+1,n′ · · · E
ℓ−1
j+1,k+1′
(up to a factor of some power of (rs)2). Again, Lemma 3.7 (7) indicates that Ej,k′
quasi-commutes with Eℓ−1j+1,k · · · E
ℓ−1
j+1,n−1 (up to a factor of some power of (rs)
−2).
Based on these data, together with (7.3) & (7.4), using the same proof-procedure
as the above (i): (2), we get
∆
(k′)
j ej = ∆
(k+1′)
j
(
Eℓ−1j+1,k′ej
)
(by (7.5))
= ∗∆
(k−2)
j
(
Eℓ−1j+1,k−1Ej,k′
)
Eℓ−1j+1,k · · · E
ℓ−1
j+1,k′ (by (7.4))
= · · · (using the same procedure of (i): (2))
= 0.
The proof is complete. 
7.3. A finite-dimensional Hopf algebra H is semisimple if and only if ε(
∫ l
H
) 6= 0 or
equivalently, ε(
∫ r
H
) 6= 0. For the algebra b above, y gives a basis for
∫ l
b
and y′ a
basis for
∫ r
b
. As ε(y) = 0 = ε(y′), we have
Proposition 7.3. The Hopf subalgebra b is not semisimple. 
7.4. The second aim of this section is to single out the distinguished group-like
elements of b and b∗. Since the group-like elements of b∗ are exactly the algebra
homomorphisms in AlgK(b,K), it suffices to compute its values on the generators.
Proposition 7.4. Write 2ρ =
∑n
j=1 j(2n−j)αj, where ρ is the half sum of positive
roots of so2n+1. Let γ ∈ AlgK(b,K) be defined by
(7.6) γ(ek) = 0, γ(ωk) = 〈ω
′
2ρ, ωk〉.
Then γ is the distinguished group-like element of b∗.
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Proof. It suffices to argue that γ as in (7.6) satisfies ya = γ(a)y for a = ek
and a = ωk, 1 ≤ k ≤ n, and for y = tx given in Theorem 7.1. Recall from the proof
of Theorem 7.2 that xek = 0. Thus, yek = txek = 0 = γ(ek)y. We have
yωk = t
( n∏
i=1
E
î,i+1
)
ωk = Π
n
i=1〈ω
′
i, ωk〉
i(2n−i) tωkx = γ(ωk)y.
This completes the proof. 
Under the assumptions of Lemma 6.1, (b′)coop ∼= b∗ as Hopf algebras, via the
map φ : (b′)coop → b∗, φ(ω′j) = γj , φ(fj) = ηj (for definition, see the proof of
Lemma 6.1.). This allows us to define a Hopf pairing b′ × b → K whose values on
generators are given by
(7.7) (fj | ei) = δij , (ω
′
j |ωi) = 〈ω
′
j , ωi〉,
and are zero on all other pairs of generators.
By (7.6) & (7.7), we get (ω′2ρ | b) = γ(b), for all b ∈ b.
Note that bs−1,r−1 ∼= (b
′)coop ∼= b∗ as Hopf algebras. Under the isomorphism
φψ−1 (where ψ(fi) = ei, ψ(ω
′
i) = ωi), a nonzero left (resp., right) integral of b
maps to a nonzero left (resp., right) integral of b∗. Thus, we have
Proposition 7.5. Let λ = νη and λ′ = ην ∈ b∗, where
ν =
n∏
i=1
(1 + γi + · · ·+ γ
ℓ−1
i ), η =
n∏
i=1
η
î,i+1
,
where η
î,i+1
= ηℓ−1i,i η
ℓ−1
i,i+1 · · · η
ℓ−1
i,n η
ℓ−1
i,n′ · · · η
ℓ−1
i,i+1′ (i < n), ηn̂,n+1 = η
ℓ−1
n,n , ηi,i = ηi,
ηi,j = [ηi+1,j , ηi]s2 , ηi,n′ = [ηn, ηi,n]rs, ηi,j′ = [ηj , ηi,j+1′ ]r−2 .
Then λ is a left integral and λ′ is a right integral of b∗. 
Corollary 7.6. The element g = ω−12ρ is the distinguished group-like element of b,
and under the Hopf pairing in (7.7),
(ω′i | g) = 〈ω
′
i, ω
−1
2ρ 〉 = γi(g).
Proof. Let F =
n∏
i=1
F
î,i+1
, where F
î,i+1
= Fℓ−1i,i F
ℓ−1
i,i+1 · · · F
ℓ−1
i,n F
ℓ−1
i,n′ · · · F
ℓ−1
i,i+1′
for i ≤ n−1, and F
n̂,n+1
= Fℓ−1n,n . Then we have
ω′kF = 〈ω
′
k, ω2ρ〉
−1Fω′k.
Because φ−1(λ′) = F
(∏n
i=1(1 + ω
′
i + · · ·+ (ω
′
i)
ℓ−1)
)
, it follows that
γkλ
′ = 〈ω′k, ω2ρ〉
−1λ′, and ηkλ
′ = 0.
Taking g = ω−12ρ , we have ξλ
′ = ξ(g)λ′ for all ξ ∈ b∗. 
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8. To be a ribbon Hopf algebra
8.1. A finite-dimensional Hopf algebra H is quasitriangular if there is an invertible
element R =
∑
xi ⊗ yi in H ⊗ H such that ∆
op(a) = R∆(a)R−1 for all a ∈ H ,
and R satisfies the relations (∆ ⊗ id)R = R1,3R2,3, (id ⊗ ∆)R = R1,3R1,2, where
R1,2 =
∑
xi ⊗ yi ⊗ 1, R1,3 =
∑
xi ⊗ 1⊗ yi, and R2,3 =
∑
1⊗ xi ⊗ yi.
Write u =
∑
S(yi)xi. Then c = uS(u) is central in H (cf. [Ka]) and is referred
to as the Casimir element.
An element v ∈ H is a quasi-ribbon element of quasitriangular Hopf algebra
(H,R) if (i) v2 = c, (ii) S(v) = v, (iii) ε(v) = 1, (iv) ∆(v) = (R2,1R)
−1(v ⊗ v),
where R2,1 =
∑
yi⊗xi. If moreover v is central inH , then v is a ribbon element, and
(H,R, v) is called a ribbon Hopf algebra. Ribbon elements provide a very effective
means of constructing invariants of knots or links.
8.2. The Drinfel’d double D(A) of a finite-dimensional Hopf algebra A is quasitri-
angular, and Kauffman-Radford ([KR]) proved a criterion for D(A) to be ribbon.
Theorem 8.1. ([KR, Thm. 3]) Assume A is a finite-dimensional Hopf algebra, let
g and γ be the distinguished group-like elements of A and A∗ respectively. Then
(i) (D(A), R) has a quasi-ribbon element if and only if there exist group-like
elements h ∈ A, δ ∈ A∗ such that h2 = g, δ2 = γ.
(ii) (D(A), R) has a ribbon element if and only if there exist h and δ as in (i)
such that S2(a) = h(δ ⇀ a ↼ δ−1)h−1, ∀ a ∈ A.
8.3. As a consequence of Theorem 8.1, we have
Theorem 8.2. Assume r, s are ℓth roots of unity. Then for the Hopf subalgebra b
of ur,s(so2n+1), the following are equivalent
(i) D(b) has a quasi-ribbon element;
(ii) D(b) has a ribbon element;
(iii) ℓ is odd.
Proof. By Corollary 7.6, g = ω−12ρ is the distinguished group-like element of
b. There exists a group-like element h =
∏n
j=1 ω
aj
j ∈ b with aj ∈ Z such that
h2 = g if and only if the equations 2aj ≡ −j(2n − j) mod ℓ can be solved for
j = 1, · · · , n. Solutions exist if and only if ℓ is odd. Suppose now ℓ is odd, then
we can take h = ω−1ρ ∈ b. Because γ = (ω
′
2ρ | ·) corresponds to ω
′
2ρ under the
isomorphism φ−1 : b∗ → (b′)coop, there exists a δ = (ω′ρ | ·) ∈ b
∗ such that δ2 = γ,
where δ ∈ AlgK(b,K) is defined by
δ(ek) = 0, δ(ωk) = 〈ω
′
ρ, ωk〉.
Then using (7.1), we get
h(δ ⇀ ωk ↼ δ
−1)h−1 = δ(ωk)δ
−1(ωk)hωkh
−1 = ωk = S
2(ωk).
h(δ ⇀ ek ↼ δ
−1)h−1 = δ(1)δ−1(ωk)hekh
−1
= 〈ω′ρ, ωk〉
−1hekh
−1
= 〈ω′ρ, ωk〉
−1〈ω′k, ωρ〉
−1ek
= r−1k skek = ω
−1
k ekωk = S
2(ek).
By Theorem 8.1, we complete the proof. 
By Theorem 6.2, we have
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Corollary 8.3. Assume that r = θy, s = θz, where θ is a primitive ℓth root of
unity and (2n−1(yn + (−1)nzn), ℓ) = 1. Then the following are equivalent
(i) ur,s(so2n+1) has a quasi-ribbon element;
(ii) ur,s(so2n+1) has a ribbon element;
(iii) ℓ is odd. 
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Appendix: the proof of Lemma 3.6
Proof. (1): The proof is divided into 3 steps:
(i) If j > i + 3, then taking decomposition Ei,j′ = [ Ei,i+2, Ei+3,j′ ]•, combining
with Ei,i+2ei+1 = ei+1Ei,i+2 (by Lemma 3.3 (1)), Ei+3,j′ei+1 = ei+1Ei+3,j′ (by
Lemma 3.1 (2)), we get Ei,j′ei+1 = ei+1Ei,j′ .
(ii) If j = i + 3 = n, then En−3,n′en−2 = en−2En−3,n′ (by Lemma 3.3 (6)). If
j = i + 3 < n, then the decomposition Ei,i+3′ = [ Ei,i+4′ , ei+3]• shows Ei,i+3′ei+1
ei+1Ei,i+3′ , as ei+1 commutes with ei+3 and Ei,i+4′ = [ Ei,i+2, Ei+3,i+4′ ]• (by Lemma
3.1 (4), Lemma 3.3 (1) & Lemma 3.1 (2)).
(iii) If j = i + 1 = n (as j 6= i + 2 by assumption), then the case is just (2.7).
If j = i+ 1 = n− 1, then by (2.4), Lemma 3.3 (1) & (B5), we have
[ En−2,n−1′ , en−1] = En−2,n−1′en−1−r
−2en−1En−2,n−1′
= (En−2,n′en−1−s
−2en−1En−2,n′)en−1−r
−2en−1(En−2,n′en−1−s
−2en−1En−2,n′)
= (En−2,nen−rsenEn−2,n)e
2
n−1−s
−2en−1(En−2,nen−rsenEn−2,n)en−1
− r−2en−1(En−2,nen−rsenEn−2,n)en−1+(rs)
−2e2n−1(En−2,nen−rsenEn−2,n)
= En−2,n
(
ene
2
n−1 − (r
−2+s−2)en−1enen−1+(rs)
−2e2n−1en
)
−(rs)
(
ene
2
n−1 − (r
−2+s−2)en−1enen−1+(rs)
−2e2n−1en
)
En−2,n
= 0.
If j = i+ 1 < n− 1, then by (ii), we have
[ Ei,i+1′ , ei+1] = Ei,i+1′ei+1−r
−2ei+1Ei,i+1′
= (Ei,i+2′ei+1−s
−2ei+1Ei,i+2′)ei+1−r
−2ei+1(Ei,i+2′ei+1−s
−2ei+1Ei,i+2′)
= (Ei,i+3′ei+2−s
−2ei+2Ei,i+3′)e
2
i+1−s
−2ei+1(Ei,i+3′ei+2−s
−2ei+2Ei,i+3′)ei+1
−r−2ei+1(Ei,i+3′ei+2−s
−2ei+2Ei,i+3′ )ei+1+(rs)
−2e2i+1(Ei,i+3′ei+2−s
−2ei+2Ei,i+3′ )
= Ei,i+3′
(
ei+2e
2
i+1−(r
−2+s−2)ei+1ei+2ei+1+(rs)
−2e2i+1ei+2
)
−s−2
(
ei+2e
2
i+1−(r
−2+s−2)ei+1ei+2ei+1+(rs)
−2e2i+1ei+2
)
Ei,i+3′
= 0,
where in the 1st “ = ” we used the definition, in the 2nd and 3rd “ = ” we used
(2.4), in the 4th “ = ” we used ei+1Ei,i+3′ = Ei,i+3′ei+1 in (ii), while in the last
“ = ”, we used the (r, s)-Serre relations (B5).
(2): From the proof of step (iii) in (1), we have Ej−1,j′ej = r
−2ejEj−1,j′ for j <
n. Hence, for i < j − 1, we have Ei,j′ej = r
−2ejEi,j′ since Ei,j′ = [ Ei,j−2, Ej−1,j′ ]r2 .
(3): If i+ 2 = n, then this is the special case of Lemma 3.4 (4).
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If i+ 2 < n, then using (2), we obtain
[ Ei,i+1′ , ei+2] = Ei,i+1′ei+2−ei+2Ei,i+1′
=
(
Ei,i+2′ei+1−s
−2ei+1Ei,i+2′
)
ei+2−ei+2
(
Ei,i+2′ei+1−s
−2ei+1Ei,i+2′
)
= Ei,i+2′
(
ei+1ei+2−r
2ei+2ei+1
)
−(rs)−2
(
ei+1ei+2−r
2ei+2ei+1
)
Ei,i+2′
= Ei,i+2′Ei+1,i+2−(rs)
−2Ei+1,i+2Ei,i+2′ ,
so (3) is equivalent to prove
Ei+1,i+2Ei,i+2′ = (rs)
2Ei,i+2′Ei+1,i+2, i+ 2 < n.
If i+ 2 = n− 1, then using Lemmas 3.4 (1) and 3.2 (3), we obtain
En−2,n−1En−3,n−1′ = En−2,n−1En−3,n′en−1 − s
−2En−2,n−1en−1En−3,n′
=
(
r2En−3,n′En−2,n−1 + En−3,nEn−2,n − rsEn−2,nEn−3,n
)
en−1
− en−1En−2,n−1En−3,n′
= (rs)2En−3,n′en−1En−2,n−1
+ En−3,nEn−2,nen−1 − rsEn−2,nEn−3,nen−1
− r2en−1En−3,n′En−2,n−1
− en−1En−3,nEn−2,n + rsen−1En−2,nEn−3,n
= (rs)2En−3,n−1′En−2,n−1,
where the sum of terms underlined is 0 since en−1 commutes with En−2,n, En−3,n.
The argument for i+ 2 < n− 1 is similar by using Lemmas 3.3 (8) and 3.4 (2).
(4) For i < j < l < n: first noting the case when j = l−1 and i = j−1 = l−2,
by (3), we have El−2,l−1′el = elEl−2,l−1′ for l < n. For the case when j = l−1
and i ≤ l − 3, using Ei,l−1′ = [ Ei,l−3, El−2,l−1′ ]r2 and elEi,l−3 = Ei,l−3el, we obtain
elEi,l−1′ = Ei,l−1′el.
For the case when j < l− 1, noting that Ei,j′ = [· · · [ Ei,l−1′ , el−2]s−2 , · · · , ej]s−2
and elek = ekel for j ≤ k ≤ l − 2, we get elEi,j′ = Ei,j′el for i < j < l < n.
(5): First, we claim: Ei,n′Ei,n−1′ = r
−2Ei,n−1′Ei,n′ for i < n − 1. Indeed,
by Lemma 3.4 (1), en−1Ei,n′ = r
2Ei,n′en−1 + Ei,nEn−1,n − rsEn−1,nEi,n. Again by
Lemma 3.5 (3) & Lemma 3.4 (5), Ei,nEi,n′ = s
2Ei,n′Ei,n, Ei,n′En−1,n = En−1,nEi,n′ .
So using (2.4), we have
[ Ei,n′ , Ei,n−1′ ] = Ei,n′Ei,n−1′−r
−2Ei,n−1′Ei,n′
= E2i,n′en−1−(s
−2+r−2)Ei,n′en−1Ei,n′+(rs)
−2(en−1Ei,n′)Ei,n′
= E2i,n′en−1−r
−2Ei,n′(en−1Ei,n′)+(rs)
−2(Ei,nEn−1,n−rsEn−1,nEi,n)Ei,n′
= −r−2Ei,n′
(
Ei,nEn−1,n−rsEn−1,nEi,n
)
+(rs)−2
(
Ei,nEn−1,n−rsEn−1,nEi,n
)
Ei,n′
= 0,
this means Ei,n′Ei,n−1′ = r
−2Ei,n−1′Ei,n′ for i < n− 1.
Next, we claim: Ei,n′Ei,j′ = r
−2Ei,j′Ei,n′ for i < j < n. In fact, noting Ei,j′ =
[ · · · [ Ei,n−1′ , en−2]s−2 , · · · , ej]s−2 and ekEi,n′ = Ei,n′ek for any k with i < k < n−1,
we arrive at the required result.
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Finally, we claim: Ei,l′Ei,j′ = r
−2Ei,j′Ei,l′ for j < l < n. This follows from (4)
and Ei,l′ = [ · · · [ Ei,n′ , en−1]s−2 , · · · , el]s−2 .
(6) follows from (4) and Lemma 3.5 (6).
(7) follows from (2) & (6).
(8): By Lemma 3.3 (5), we have Ei,n−1Ei,n = s
2Ei,nEi,n−1 and
Ei,n−1Ei,n′−(rs)
2Ei,n′Ei,n−1
= Ei,n−1(Ei,nen−rsenEi,n)−(rs)
2(Ei,nen−rsenEi,n)Ei,n−1
= s2Ei,n(Ei,n−1en)−rs(Ei,n−1en)Ei,n−(rs)
2Ei,n(enEi,n−1)+r
3s(enEi,n−1)Ei,n
= s(s− r)E2i,n.
This completes the proof. 
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