Let H(p) be the set fx 2 X: h(x) pg, where h is a real-valued lower semicontinuous function on a locally compact second countable metric space X. A limit theorem is proved for the empirical counterpart of H(p) obtained by replacing of h with its estimator.
Introduction
Consider a certain lower semicontinuous real-valued function h de ned on a locally compact second countable metric space (X; ). Then the set H(p) = fx 2 X: h(x) pg (1:1) is closed. The aim of this paper is to prove a limit theorem for the estimator H n (p) of the set H(p) obtained by replacing h(x) in (1.1) with its estimator h n (x):
If h is a density, then the level set H(p) appears in cluster analysis, see Hartigan 3] . An estimator of H(p) based on minimization of the so-called excess mass was considered in 4, 9] . Similar problems appear also in the estimation of the support of a density, see 5].
Further we shall not discuss the nature of the estimator h n . We only suppose that the estimator h n is strongly consistent in the uniform metric and n = a n (h n ? h) (1:3) admits a weak limit as n ! 1, i.e. each continuous in the uniform metric functional of n converges in distribution to its value on . Here a n ! 1 as n ! 1 is a sequence of norming constants.
Suppose also that each function h n is almost surely lower semicontinuous. Then H n (p)
is a random closed set as introduced in 6].
Space K of all compact subsets of X can be metrized by the Hausdor distance: 
Therefore, in this case (f) = (fj " ).
Following Borovkov 1] and Molchanov 7] a functional (in general not necessarily de ned by (3.1)) is said to be continuously di erentiable if there exists a functional 0 such that for each continuous function f and each sequence ff g, such that f converges uniformly on K 0 to f as # 0
Theorem 3.1. Let the random eld (1.3) converge weakly to a continuous random eld .
Suppose that the functional (3.1) is continuously di erentiable. Then a n H (H n (p); H(p)) converges in distribution to 0 ( j 0 ).
Proof. Evidently, a n H (H n (p); H(p)) = a n ((a ?1 n n )j n ), where n has been de ned in (2.1). It is easy to show that the random variable a n ((a ?1 n n )j ) converges in distribution to 0 ( j ) for each su ciently small . Now the statement of Theorem follows from (3.2)-(3.4). 2
Let us now nd a representation for the derivative 0 of the functional (3.1). For this, de ne ! h (x; t) = inf fh(y) ? h(x): (x; y) t; y 2 K 0 g ; x 2 K 0 : where (x) is the angle between v(x) and n(x). Proof follows from the Taylor expansion of h(y) ? h(x) in (3.5) .
In the analogous way also a system of inequalities fx: where is the Minkowski addition and B is a convex set containing the origin as its interior point. In the usual de nition of the Hausdor distance B is the unit ball. Then Theorem 3.2 is valid after replacing in (3.5) (x; y) by y 2 x + B.
Examples
In the simplest case h is a monotone (say increasing) function on the line. Let us consider also another example related to the theory of random closed sets. Let (x) be the support function of a random compact set A, that is (x) = sup f(u x): u 2 Ag ; where (u x) denotes the scalar product. We suppose that kAk = sup fkxk: x 2 Ag has a nite expectation. Then h(x) = E (x) is the support function of the Aumann expectation (mean body) EA of A, see 12, 11] . For p = 1, the corresponding set H(1) de ned by (1.1) is a so-called polar set (EA) of EA, see 10] . Suppose that EA contains the origin as an interior point. A solution of inequality was used in 8] to estimate the shape of a deterministic grain in a Boolean model. For this, the function h is determined through the covariance function of the Boolean model. To avoid technicalities, we mention only that Theorem 3.2 can be applied to establish a limit theorem for the corresponding set-valued estimator.
