Focal mechanism and slip history of the 2011 M w 9.1 off the Pacific coast of Tohoku, Japan earthquake were derived rapidly from teleseismic body and surface waves. Multiple double couples (MDC) analysis was first conducted using 1-hour long period seismic waves, yielding a single double couple with a seismic moment of 5.06×10
Introduction
At local time 2:46 pm March 11, 2011, a great earthquake shook the off shore of Tohoku region. Its epicenter located by Japan Meteorological Agency (JMA) is (38.10 • N, 142.86
• E) at a depth of 24 km. The fatality due to the catastrophic tsunami waves excited by this event is about 15,000 and 8,000 people are still listed as missing. The large tsunami damaged the Fukushima nuclear power plant, which leads to serious nuclear pollutions. Here, we study this earthquake using the continuous broadband seismic data automatically fetched from Incorporated Research Institute of Seismology (IRIS) data manage center.
For a shallow focus source, the intervals between P and PP, and S and SS phases in teleseismic distances (for 30
• < < 90 • ) are usually free of significant teleseismic phases. These clear windows have then been widely used to estimate the rupture processes of global large earthquakes (e.g., Kikuchi and Kanamori, 1991; Ji et al., 2004) . However, the drawback of this approach is also well known. The inverted results based only on this dataset are insensitive to the smooth rupture, particularly for large subduction earthquakes (Beck and Ruff, 1987; Kikuchi and Fukao, 1987; Ekström, 1989) . Mendoza et al. (1994) introduced the concept of combined the body waves and long period surface waves together to the finite fault source study. In view of its advantage during the study of the 2004 Sumatra-Andaman island earthquake (Ammon et al., 2005) , we had developed a quick algorithm to routinely monitor global large earthquakes by joint inverting body and surface waves. Such a joint inversion allows us to constrain the general patterns of a spatiotemporal rupture process with long period surface waves and then superpose fine structures to match broadband body waves. The uniqueness of our approach is the use of both long period Rayleigh and Love waves. They have different sensitivities to the depth of the source. Combining them together significantly improves the depth resolution of the inversion results. Here, we apply this method to study the March 11 Tohoku earthquake. Three models produced during a protocol update procedure (Ji et al., 2004) will be presented here. The first one was online 6 hours after the rupture initiation and the third update was online on March 14, less than 72 hours after this catastrophic earthquake.
Multiple Double Couple (MDC) Analysis
Our investigation started with a Multiple Double Couples (MDC) analysis (Li and Ji, 2010) . We selected 91 waveforms in vertical or transverse components of 51 teleseismic stations according to signal noise ratio (SNR) and azimuthal coverage. We removed the instrument responses, bandpass filtered from 166 s to 500 s, and aligned with PDE origin time (2011/03/11/05:46:23:70) reported by United States Geological Survey (USGS). Unlike the conventional moment tensor inversion methods (e.g., Dziewonski and Woodhouse, 1983) , our method, which aims to resolve focal mechanism change during the co-seismic rupture of large earthquakes, approaches an earthquake source as multiple double-couples. By matching the long period seismic waveforms within the first hour, we simultaneously invert for the centroid location (latitude, longitude, depth), centroid time, strike, dip, rake, and scalar moment of every point source.
The half duration is fixed to be 2.26 × 10 −6 M 1/3 0 , where M 0 is the scalar moment in N m (Ekström et al., 2005) . The total number of free parameters is then 8N , where N is the number of point sources. During the inversion, we gradually increase N until the F-test suggests that the consequent improvement in waveform fits is no long significant.
In spite of its large magnitude, we surprisingly found that a single double couple is sufficient to match the long period radiation of March 11 th event. The corresponding variance reduction is 89%. Figure 1 shows the focal mechanism of this solution. Its low angle nodal plane has a strike of 199
• , a dip angle of 10
• , and a slip angle of 92
• . The total seismic moment is 5.06 × 10 22 N m, yielding a moment magnitude of 9.07. To illustrate the quality of corresponding waveform match, Fig. 1(b The fault dip and seismic moment are in remarkable agreement with the GCMT solution (http://www. globalcmt.org) that was available hours later. As the inverted centroid location (38.20 • N, 142.90 • E) is less than 100 km away from the trench axis (Fig. 1) , the small dip angle of 10
• is consistent with the plate interface revealed during a wide-angle reflection and refraction profile across the source region (Miura et al., 2005) . They reported that the dip angle of the subducted interface between 0 to 150 km from the trench axis changes from 5
• to 12
• (Miura et al., 2005) . Needless to say, to be able to quickly obtain a reliable focal mechanism is the most important a priori condition for a successful finite fault inversion.
Finite Fault Inversions
When the focal mechanism of the mainshock was available, we used teleseismic body and surface waves to constrain the spatiotemporal evolution of fault rupture. We have adopted the 3-phase procedure suggested by Ji et al. (2004) . Phase I represents the fast solution that is constrained right after the event. Its fault plane is defined by the PDE location and the MDC/GCMT solution. And there is no correction to the arrival times. Phase II denotes the solution after refining fault geometry using the hypocenter constrained by local network and the information obtained from previous studies. Phase III denotes the further update after correcting the arrival times of P and SH waves using a well studied nearby fore/aftershock. In this section, we will first review the "a priori" conditions of each phase and then discuss the results of three phases together. The comparisons of observed and synthetic waveforms of following three models could be found in website (http://www.geol.ucsb.edu/ faculty/ji/big earthquakes/2011/03/0311/ Honshu main.html).
Model phase I
We defined a rectangular fault plane using the low angle nodal plane of the MDC solution and USGS PDE location (38.322 • N and 142.369
• E, depth = 24 km). The strike of fault plane has been slightly modified to 198
• to match the orientation of the Japan trench axis. We considered a large planar fault with a dimension of 500 km (along strike) by 200 km (along dip). The source depth changes from 5 km to 39.5 km relative to sea level. This fault plane is further divided into 200 25 km by 20 km subfaults. The distance from the hypocenter to the tip of the fault plane is 110 km.
Our finite fault inverse method carries out the waveform inversion in the wavelet domain and applies a simulated annealing method to simultaneously invert slip amplitude, rake angle, rupture initiation time, and the shape of an asymmetric function for each subfault (Ji et al., 2002 (Ji et al., , 2003 . The total number of unknown parameters in this study is 1000. We let the slip amplitude vary from 0 to 40 m and rake angle change from 30
• to 90
• . We allowed the starting time and ending time of the asymmetric slip rate function (Ji et al., 2003) to range from 1.6 to 16 sec. The value of rise time was therefore limited to 3.2 to 32 sec.
We used 27 teleseismic P and 13 SH waveforms, accompanying with 36 surface waves. The body waves were bandpass filtered from 2 s to 330 s. The surface waves were bandpass filtered from 166 s to 333 s. We aligned the body waves by the P and SH wave first arrivals predicted using the PDE hypocenter and IASPI91 travel-time table (Kennett and Engdahl, 1991) and then adjusted them slightly using the result of a preliminary inversion. During the inversion, we weighted teleseismic SH waves one half of P waves since the SH waves usually suffer large uncertainties of arrival times and low signal noise ratios. We double weighted surface waves relative to P waves, since Green's functions of long-period surface waves are much more reliable than body waves.
A 1D layered structure (Table 1) interpolated from the global CRUST2.0 (Bassin et al., 2000) is used to approximate the earth structure in the source region. This model has a 2.2 km water layer, which might affect the response of fault slip in first 40-50 km away from the trench. The synthetic seismograms of body waves and long period surface waves were calculated using first motion approximation (Langston and Helmberger, 1975) and the normal mode superposition algorithm (e.g., Dahlen and Tromp, 1998) , respectively. The dimension of subfault is too big to be treated as a single point source. We have further sampled every subfault with 195 uniformly distributed point sources to take into account the finiteness of individual subfaults (Ji et al., 2002) .
We use about 8700 wavelet coefficients extracted from the data to constrain 1000 source parameters. Because many of these coefficients are correlated, we still need stabilize the inversions by applying the derivative minimization smooth constraint of fault slip (Ji et al., 2002) , as well as a temporal constraint. The latter aims to compress the irresolvable roughness of rupture front, which is not well constrained because of the intrinsic trade-off between rupture initiation time and starting time (Ji et al., 2003) . Note that we could represent the rupture initiation time t (x, y) at location (x, y) as the summation of a constant rupture field and a perturbation
Here, d(x 0 , y 0 ; x, y) represents its on-fault distance to the hypocenter (x 0 , y 0 ) and ν is the rupture velocity averaging over the entire fault. Then we could compress irresolvable roughness of rupture fronts by minimizing ∇ 2 (δt (x, y) ). During the inversion, we also let t (x, y) satisfy the following two conditions to further limit the model space,
The default value of ν is 2.5 km/s and that of ν min is 1.25 km/s, both of which are subsequently updated using the result of the first preliminary inversion. For the following three models, we use a ν of 1.5 km/s. ν min and ν max are 0.25 km/s and 3.5 km/s respectively in this study. T max P is 100 s. Finally, benefited by using long period surface waves, there is no need to constrain total scalar moment. We hereafter referred the inverted model "Model I". We show the map view of its inverted slip distribution in Fig. 2(a) , and depict its moment rate function in Fig. 2(d) . The total seismic moment is 5.6×10 22 N m.
Model phase II
We then made many adjustments to the "a priori" conditions used in Model I. First, we used the local JMA location (38.106
• N, 142.860
• E, at depth of 24 km) as the rupture initiation, which is 50 km southeast of the PDE epicenter. The JMA origin time is 5.6 s earlier than the PDE origin time. These large discrepancies are likely due to the weak initiation rupture of the Tohoku earthquake, i.e., it could only be precisely detected at near-fault stations. We attempted to make the top of fault plane as close to trench axis as possible. The hypocenter depth was changed slightly to 23 km so that when the upper tip of fault plane has a depth of 7.5 km, which close to the sea floor depth at trench axis. The onfault distance from the hypocenter to fault dip reduced from 110 km to 90 km. Second, we removed the southernmost column of subfaults because there was no significant slip in Model I. The total number of subfaults then decreases to 190. Third, we changed the maximum allowed slip from 40 m to 60 m because 13 subfaults of Model I have average slip over 39 m. Finally, we increased the amount of observations by using 27 P, 18 SH and 53 surface waves. We hereafter referred the inverted model "Model II". We show the map view of its inverted slip distribution in Fig. 2(b) , and depict its moment rate function in Fig. 2(d) . The total seismic moment of Model II is 5.84×10 22 N m.
Model phase III
Regardless of the 9.1 magnitude, it is difficult to precisely pick the P, SH first arrivals at teleseismic stations. The inaccurate alignments result in a smeared slip distribution. The alignment could be significantly improved using a nearby large foreshock or aftershock (Ji et al., 2004) . Model phase III was constructed when we obtained a preliminary solution of the March 9 th M w 7.4 foreshock, which will be discussed in a separate effect. We notice that time shifts are up to 2 s for P waves, 6.8 s for SH waves, and 12 s for long period surface waves. We hereafter referred the inverted model "Model III". We show the map view of its inverted slip distribution in Fig. 2(c) , and depict its moment rate function in Fig. 2(d) . The total seismic moment is 5.75 × 10 22 N m.
Results
Model I, II, and III have nearly the same seismic moment, changing negligibly from 5.6×10
22 N m to 5.84×10 22 N m. Their moment rate functions are also very similar, particularly the Model II and III ( Fig. 2(d) ). It can be seen that they all have a small peak at about 35 s, a burst of energy release from 45 s to about 100 s, and a long tail extending to over 150 s (Fig. 2(d) ).
All of these models were dominated by a large asperity whose majority slip occurred between the hypocenter and the trench axis, where about 50-60% of total seismic moment occurred. However, the details of inverted slip distributions are affected by the changes we made. In Model I, the aforementioned asperity has a rectangular shape, which is 325 km along strike (roughly from 36.5
• to 39.5 • ) and 100 km along the down dip direction. The peak slip is 40 m. There is significant slip at northwest corner of the fault plane. In Model II, the big asperity shrinks along strike direction and the area also extends more to the downdip direction, west of the epicenter in a map view. The asperity then has a triangular shape with a peak slip of 56 m. The slip at the northwest corner significantly decreases in compared with that in Model I. We shall point out that the difference in peak slip is mainly caused by the limitation of maximum slip. A test with exactly the same "a priori" condition as Phase I except a maximum allowed slip of 60 m was preformed when we prepare this article, the inverted solution apparently fell between the Model I and Model II, with more slip concentrates right above the hypocenter and a peak slip of 58 m. Model III is very similar to Model II but apparently has more details. The triangular-shaped asperity was separated into two patches. We hereafter refer the patches above and below the hypocenter as "near trench asperity" (NTA) and "mantle asperity" (MA), respectively. Their peak slips are 60 m and 24 m respectively. The slip at the northwest corner further decreases in compared with Model II.
After comparing these three models, we conclude that the seismic moment and moment rate functionare well constrained. Although the shape of the major asperity is affected by the "a priori" information of fault model, the peak slip over 50 m near the trench axis is required by the data. In contrast, the slip patch at northwest corner might not be reliable.
The NTA was also captured by several other finite fault studies (e.g., Hayes, 2011; Lay et al., 2011) . But the 50-60 m peak slips of our solutions initially astonished the seismological community because it was a factor of two larger than other earlier solutions posted online. We shall point out that this is not a result of using a low rigidity model. The rigidity model we used is calculated using the 1D model in Table 1 . In Model III, the accumulated seismic moment within the top 80 km is 3.3 × 10 22 N m. Then even we uniformly distribute the slip in a rectangular area of 300 km by 80 km, the average slip is still 42 m, only 1/3 smaller. We believe our result would hold unless there are large errors associating with following two "a priori" conditions 1) MDC (and GCMT) fault dip 2) JMA hypocenter location. The differences in these two conditions might explain the differences in peak slips between our models and the USGS solutions (Hayes, 2011) , which were constrained using the same software. Note that after aligning the data, the finitefault inversion is analogous to a relative earthquake location problem. That the NTA is located in the east of the hypocenter is one of the most robust results. As the trench location is fixed, the hypocenter location controls the maximum potential width of NTA, which changes from 90 km for using JMA epicenter to 130 km for using USGS epicenter. Our Model I was not seriously affected because the original PDE hypocenter depth was 24.4 km rather than 33 km and we didn't attempt to match the upper tip of the fault plane with the trench axis. Considering the curvature of plate interface (Miura et al., 2005) , we suspect that the peak slip of near trench asperity (NTA) is underestimated, while that of mantle asperity (MA) might be overestimated.
The large slip near trench is not common for great (M w > 8) subduction earthquakes.
However, the 2011 Tohoku earthquake should not be counted as the only example. Another recent case we have studied is the 2006 M w 8.3 Kuril island earthquake. Our inversion yielded a peak slip of 9 m near the trench axis.
(http://www.geol.ucsb.edu/faculty/ji/big earthquakes/2006/11/15/kuril.html). The geological post-tsunami survey in 2007 revealed up to 20 m local tsunami runups (MacInnes et al., 2009) . This preliminary slip model is also remarkably similar to the result of Lay et al. (2009) . Figure 3 shows the snapshots of Model III in a time interval of 15 s, which reveals a complex rupture process. The rupture initiated at a depth 23 km, near the forarc Moho discontinuity (Miura et al., 2005) . The beginning portion of rupture, especially the first 5 s, is very weak. During the first 30 s, the rupture propagated in a speed apparently less than 1 km/s, illustrating by the lag of rupture front at 30 s (outlined by the 4-m contour of fault slip) relative to the 1.5 km/s pseudo-rupture front (dashed curve, Fig. 3 ). The apparent rupture propagation significantly speeded up from 30 s to 45 s, accompanying with larger slip rate. It produced the first peak in the moment rate function (Fig. 2(d) ). However, the rupture so far was limited on the subfaults with centroid depths same or deeper than the hypocenter, i.e., the top portion of MA. The failure of NTA, which on fault locates right above the hypocenter, didn't happen until at about 45 s. But as the rupture of NTA indeed initiated, it was explosive. The majority rupture of this 80 km wide asperity was accomplished in about 45 s, essentially producing the second peak of the moment rate function (Fig. 2(d) ). After 90 s, the rupture of NTA continuously propagated bilaterally for another 45 s before ceased at 36.5
• N to the south and at 39.5
• N to the north at about 135 s approximately.
The MA failed again at about 70 s and the rupture propagated in the downdip direction toward the Oshika Peninsula for another 25 s (Fig. 3) . The inverted peak slip of this subevent was 24 m. At about 110 s, another subevent initiated at (37.5
• N, 142.0 • E) approximately and ruptured bilaterally in a time period of 50 s. This rupture ceased near the Oshika Peninsula to the north and at approximately 36.25
• N to the south (Fig. 3) .
Discussions and Conclusions
All results presented in this article were obtained within the first three days after this catastrophic earthquake. As this is the first study in which our finite fault results relied on our in-house MDC focal mechanism, it is of interest to compare our results with other observations and solutions either online soon after the earthquakes or published recently.
We had verified the Model III by forward predicting coseismic slip of 343 GPS stations distributed by Caltech-JPL ARIA project. The synthetic displacements were calculated using the velocity model in Table 1 . This comparison is presented in (http://www.geol.ucsb.edu/ faculty/ji/big earthquakes/2011/03/0311/ Honshu main.html). It can be seen that the Model III is capable of predicting not only the general pattern of both horizontal and vertical co-seismic displacement fields but also their peak amplitudes. The mismatch in horizontal directions of bigger vectors could be easily reconciled by slightly shifting the MA northward. The solutions heavily based on the inland GPS dataset tend to map the slip more close to the hypocenter and have a significant reduce in slip toward the trench (e.g., Simons et al., 2011) , inconsistent with our solutions. However, direct measurement of seafloor deformation near the trench axis indicates the average seafloor displacement of 50 m within the 40 km west of the trench axis (JAMSTEC, http://www.jamstec.go.jp/j/ about/press release/20110428/), which supports our solutions. Lay et al. (2011) obtained a similar large slip near the trench axis using only the teleseismic body waves after appropriately assigning the kinematic constraints.
Our kinematic rupture history (Fig. 3) is consistent with Ide et al. (2011) . The three subevents on the fault plane deeper than the hypocenter were correlated well with the results of preliminary back-projection analyses (e.g., Wang and Mori, 2011) . However, the rupture of NTA, which is crucial for exciting tsunami, was missed in back-projection analyses. The ruptures of MA around 30-45 s and 70-95 s were consistent with the two groups of explosive high frequency seismic radiations observed by local strong motion stations (http://www.knet.bosai.go.jp/ knet/topics/TohokuTaiheiyo 20110311/nied kyoshin2e.pdf).
Our calculation indicated that the failure of NTA led to about 10 m uplift near the trench axis, which is then essentially the cause of catastrophic tsunami. Giving the plate convergence speed of 8.3 cm/yr, the recurrence interval of such kind of events would be much longer than 500 yr.
