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For a graph G and a real number α ≠ 0, the graph invariant sα(G) is the sum of the αth
power of the non-zero Laplacian eigenvalues ofG. This note presents some bounds for sα(G)
in terms of the vertex degrees ofG, and a relation between sα(G) and the first general Zagreb
index, which is a useful topological index and has important applications in chemistry.
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1. Introduction
In this note, G = (V , E) is a connected undirected simple graph with V = {v1, v2, . . . , vn} and E = {e1, e2, . . . , em}, i.e.,
|V | = n and |E| = m. Suppose the degree of vertex vi equals di for i = 1, 2, . . . , n, then (d1, . . . , dn) is called the degree
sequence of G. Throughout this paper, we enumerate the degrees in non-increasing order, i.e., d1 ≥ d2 ≥ · · · ≥ dn. As usual,
Kn and K1,n−1 denote a complete graph and a star of order n, respectively.
Let A(G) be the adjacency matrix of G, and D(G) the diagonal matrix of vertex degrees. Then L(G) = D(G)−A(G) is called
the Laplacian matrix of G. It is well known that L(G) is symmetric and positive semidefinite so that its eigenvalues can be
arranged as follows:
0 = µn(G) ≤ µn−1(G) ≤ · · · ≤ µ1(G).
In the following, sometimes we write µi in place of µi(G) for convenience.
For a non-zero real number α, the sum of the αth power of the Laplacian eigenvalues of G, denoted by sα(G), is defined
as [1]
sα(G) =
n−1
i=1
µαi (G).
The notationwasmotivated by the Laplacian energy [2] and the Laplacian-energy-like invariant [3]. Recently, Zhou obtained
some properties for sα(G) in [1], and he has obtained
Theorem A ([1]). Let G be a connected graph with n ≥ 3 vertices, m edges and maximum vertex degree d1:
(i) If α < 0 or α > 1, then
sα(G) ≥ (1+ d1)α + (2m− 1− d1)
α
(n− 2)α−1 . (1)
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(ii) If 0 < α < 1, then
sα(G) ≤ (1+ d1)α + (2m− 1− d1)
α
(n− 2)α−1 , (2)
where both equalities hold if and only if G ∼= Kn or G ∼= K1,n−1.
This note will present some bounds for sα(G)with reference to the degree sequence of G, and a relation between sα(G) and
the first general Zagreb index, which is a useful topological index and has important applications in chemistry.
2. Main results
We recall the notation of majorization (see [3–5]). Suppose (x) = (x1, x2, . . . , xn) and (y) = (y1, y2, . . . , yn) are two
non-increasing sequences of real numbers, we say (x) is majorized by (y), denoted by (x) E (y), if and only if
∑n
i=1 xi =∑n
i=1 yi, and
∑j
i=1 xi ≤
∑j
i=1 yi for all j = 1, 2, . . . , n. Furthermore, by (x) ▹ (y) we mean that (x) E (y) and (x) is not the
rearrangement of (y). It has been shown that
Lemma 2.1 ([3,4]). Suppose (x) = (x1, x2, . . . , xn) and (y) = (y1, y2, . . . , yn) are non-increasing sequences of real numbers.
If (x) E (y), then for any convex function ϕ,
∑n
i=1 ϕ(xi) ≤
∑n
i=1 ϕ(yi). Furthermore, if (x) ▹ (y) and ϕ is a strictly convex
function, then
∑n
i=1 ϕ(xi) <
∑n
i=1 ϕ(yi).
Let (a) = (d1 + 1, d2, . . . , dn−1, dn − 1), (b) = (µ1, µ2, . . . , µn). For the relation between the eigenvalues of L(G) and the
degree sequence of G, it is well known that
Lemma 2.2 ([6]). If G is a connected graph on n ≥ 2 vertices, then (a) E (b).
Recently, Liu et al. proved that
Lemma 2.3 ([3]). If G is a connected graph on n ≥ 2 vertices, then (a) = (b) if and only if G ∼= K1,n−1.
Lemma 2.4. Let (c) = (d1 + 1, d2, . . . , dn−2, dn−1 + dn − 1) and (d) = (µ1, µ2, . . . , µn−1). If G is a connected graph on
n ≥ 3 vertices and dn−2 ≥ dn−1 + dn − 1, then (c) E (d), where (c) = (d) if and only if G ∼= K1,n−1.
Proof. Since (a) E (b) and µn = 0, then (c) E (d) follows. If G ∼= K1,n−1, then µ1 = n, µ2 = · · · = µn−1 = 1. This implies
that (c) = (d). Conversely, if (c) = (d), next we shall prove that (a) = (b).
Since dn−2 ≥ dn−1+ dn−1 and n ≥ 3, then G ≁= Kn. Thus,µn−1 ≤ dn (see [5, p 155]). By (c) = (d), it follows that dn = 1.
Otherwise, if dn ≥ 2, thenµn−1 = dn−1+dn−1 > dn, a contradiction. Thus, (c) = (d) implies that (a) = (b). So Lemma 2.3
implies the result. 
Theorem 2.1. Let G be a connected graph with n ≥ 3 vertices and vertex degrees d1 ≥ d2 ≥ · · · ≥ dn, where dn−2 ≥
dn−1 + dn − 1:
(i) If α < 0 or α > 1, then
sα(G) ≥ (1+ d1)α + dα2 + · · · + dαn−2 + (dn−1 + dn − 1)α, (3)
where equality holds if and only if G ∼= K1,n−1.
(ii) If 0 < α < 1, then
sα(G) ≤ (1+ d1)α + dα2 + · · · + dαn−2 + (dn−1 + dn − 1)α, (4)
where equality holds if and only if G ∼= K1,n−1.
Proof. (i) Observe that for α ≠ 0, 1, and x > 0, xα is a strictly convex function if α < 0 or α > 1. Let (c) =
(d1 + 1, d2, . . . , dn−2, dn−1 + dn − 1) and (d) = (µ1, µ2, . . . , µn−1). By Lemmas 2.1 and 2.4, inequality (3) follows. Once
again, Lemma 2.1 implies that the equality holds if and only if (c) = (d), i.e., the equality holds if and only if G ∼= K1,n−1 by
Lemma 2.4.
(ii) Observe that for α ≠ 0, 1, and x > 0,−xα is a strictly convex function if 0 < α < 1. Using similar arguments as in
the proof of (i), we may prove (ii). 
Remark 1. When dn−2 ≥ dn−1 + dn − 1, if 0 < α < 1 and x > 0, since−xα is a strictly convex function, then
1
n− 2 (d
α
2 + · · · + dαn−2 + (dn−1 + dn − 1)α) ≤

d2 + · · · + dn − 1
n− 2
α
= (2m− 1− d1)
α
(n− 2)α .
Thus, bound (4) is always finer than (2). With the similar arguments, we may see that bound (3) is always finer than (1).
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Fig. 1. The graph H .
Corollary 2.1. Let G be a connected graph with n ≥ 3 vertices and vertex degrees d1 ≥ d2 ≥ · · · ≥ dn, where dn−2 ≥
dn−1 + dn − 1: (i) If α < 0 or α > 1, then sα(G) ≥ (1 + d1)α + dα2 + (2m−1−d1−d2)
α
(n−3)α−1 , where equality holds if and only if
G ∼= K1,n−1; (ii) If 0 < α < 1, then sα(G) ≤ (1+ d1)α + dα2 + (2m−1−d1−d2)
α
(n−3)α−1 , where equality holds if and only if G
∼= K1,n−1.
Proof. We only prove (i), because (ii) can be proved analogously. Recall that xα is a strictly convex function if x > 0, α < 0
or α > 1. Thus,
1
n− 3 (d
α
3 + · · · + dαn−2 + (dn−1 + dn − 1)α) ≥

d3 + · · · + dn − 1
n− 3
α
= (2m− 1− d1 − d2)
α
(n− 3)α .
So, the conclusion follows from Theorem 2.1. 
Theorem 2.2. Let G be a connected graph with n ≥ 3 vertices and vertex degrees d1 ≥ d2 ≥ · · · ≥ dn:
(i) If α > 1, then
sα(G) ≥ (1+ d1)α + dα2 + · · · + dαn−1 + (dn − 1)α (5)
where equality holds if and only if G ∼= K1,n−1.
(ii) If 0 < α < 1, then
sα(G) ≤ (1+ d1)α + dα2 + · · · + dαn−1 + (dn − 1)α (6)
where equality holds if and only if G ∼= K1,n−1.
Proof. (i) Observe that for α ≠ 0, 1, and x > 0, xα is a strictly convex function if α > 1. Let (a) = (d1+1, d2, . . . , dn−1, dn−
1), and (b) = (µ1, µ2, . . . , µn). Note that µn = 0, by Lemmas 2.1 and 2.2, inequality (5) follows. Once again, Lemma 2.1
implies that the equality holds if and only if (a) = (b), i.e., the equality holds if and only if G ∼= K1,n−1 by Lemma 2.3.
(ii) Observe that for α ≠ 0, 1, and x > 0, −xα is a strictly convex function if 0 < α < 1. Using similar arguments as in
the proof of (i), it is easy to prove (ii). 
Corollary 2.2 ([3]). Let G be a connected graph with n ≥ 3 vertices and vertex degrees d1 ≥ d2 ≥ · · · ≥ dn, then
s 1
2
(G) ≤ 1+ d1 +d2 + · · · +dn−2 +dn−1 +dn − 1,
where equality holds if and only if G ∼= K1,n−1.
With the analogous reason as Corollary 2.1, the next result follows from Theorem 2.2
Corollary 2.3. Let G be a connected graph with n ≥ 3 vertices and vertex degrees d1 ≥ d2 ≥ · · · ≥ dn: (i) If α > 1, then
sα(G) > (1+ d1)α + dα2 + (2m−1−d1−d2)
α
(n−2)α−1 ; (ii) If 0 < α < 1, then sα(G) < (1+ d1)α + dα2 + (2m−1−d1−d2)
α
(n−2)α−1 .
As shown in the next example, sometimes Corollary 2.3 (and then Theorem 2.2) is better than Theorem A.
Example 2.1. Let H be the graph as shown in Fig. 1. Suppose α = 2. By Corollary 2.3(i), it follows that sα(H) > 73.25. But
by inequality (1), we have sα(H) ≥ 72.
The first general Zagreb index of G, denoted byMα1 (G), is defined as [7]
Mα1 (G) =
−
v∈V
d(v)α,
where α is an arbitrary real number except 0 and 1. The first general Zagreb index is also referred to as the general zeroth-
order Randić index [8,9]. Themathematical properties of the first general Zagreb index and its applications in chemistry can
be referred to [7–11] and the references cited therein. The next result presents the relation betweenMα1 (G) and sα(G).
Theorem 2.3. Let G be a connected graph with n ≥ 2 vertices. (1) If α < 0 or α > 1, then sα(G) > Mα1 (G); (2) If 0 < α < 1,
then sα(G) < Mα1 (G).
Proof. Let (e) = (d1, d2, . . . , dn−1, dn) and (f ) = (µ1, µ2, . . . , µn−1, µn). It is well known that (e) E (f ) [5]. Moreover,
since G is a connected graph, then µ1 ≥ d1 + 1 > d1 [5], this implies that (e) ▹ (f ). By Lemma 2.1, with the same reason as
the proof of Theorem 2.1, the results follows. 
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