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Abstract
Given a 2-edge connected, unweighted, and undirected graph G with n vertices and m edges, a
σ-tree spanner is a spanning tree T of G in which the ratio between the distance in T of any
pair of vertices and the corresponding distance in G is upper bounded by σ. The minimum value
of σ for which T is a σ-tree spanner of G is also called the stretch factor of T . We address the
fault-tolerant scenario in which each edge e of a given tree spanner may temporarily fail and has
to be replaced by a best swap edge, i.e. an edge that reconnects T − e at a minimum stretch
factor. More precisely, we design an O(n2) time and space algorithm that computes a best swap
edge of every tree edge. Previously, an O(n2 log4 n) time and O(n2 +m log2 n) space algorithm
was known for edge-weighted graphs [Bilò et al., ISAAC 2017]. Even if our improvements on
both the time and space complexities are of a polylogarithmic factor, we stress the fact that the
design of a o(n2) time and space algorithm would be considered a breakthrough.
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1 Introduction
Given a 2-edge connected, unweighted, and undirected graph G with n vertices and m edges,
a σ-tree spanner is a spanning tree T of G in which the ratio between the distance in T
of any pair of vertices and the corresponding distance in G is upper bounded by σ. The
minimum value of σ for which T is a σ-tree spanner of G is also called the stretch factor of T .
The stretch factor of a tree spanner is a measure of how the all-to-all distances degrade w.r.t.
the underlying communication graph if we want to sparsify it. Therefore, tree spanners find
several applications in the network design problem area as well as in the area of distributed
algorithms (see also [13, 16] for some additional practical motivations).
Unfortunately, tree-based network infrastructures are highly sensitive to even a single
transient link failure, since this always results in a network disconnection. Furthermore, when
these events occur, the computational costs for rearranging the network flow of information
from scratch (i.e., recomputing a new tree spanner with small stretch factor, reconfiguring
the routing tables, etc.) can be extremely high. Therefore, in such cases it is enough to
promptly reestablish the network connectivity by the addition of a swap edge, i.e. a link that
temporarily substitutes the failed edge.
In this paper we address the fault-tolerant scenario in which each edge e of a given tree
spanner may undergo a transient failure and has to be replaced by a best swap edge, i.e.
© Davide Bilò and Kleitos Papadopoulos;
licensed under Creative Commons License CC-BY
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
ar
X
iv
:1
80
7.
01
26
0v
2 
 [c
s.D
S]
  2
 O
ct 
20
18
XX:2 A Novel Algorithm for the ABSE Problem on Tree Spanners
an edge that reconnects T − e at a minimum stretch factor. More precisely, we design an
O(n2) time and space algorithm that computes all the best swap edges (ABSE for short) in
unweighted graphs, that is a best swap edge for every edge of T . Previously, an O(n2 log4 n)
time and O(n2 +m log2 n) space algorithm was known for edge-weighted graphs. Even though
the overall improvements in both the time and space complexities are of a polylogarithmic
factor, we stress the fact that designing an o(n2) time and space algorithm would be considered
a breakthrough in this field (see [4]). Furthermore, the approach proposed in this paper uses
only one technique provided in [2]; all the remaining ideas are totally new and are at the
core of the design of both a time and space efficient algorithm. Our algorithm is also easy to
implement and makes use of very simple data structures.
1.1 Related work
The ABSE problem on tree spanners has been introduced by Das et al. in [7], where the
authors designed two algorithms for both the weighted and the unweighted case, running
in O(m2 logn) and O(n3) time, respectively, and using O(m) and O(n2) space, respectively.
Subsequently, Bilò et at. [2] improved both results by providing two efficient linear-space
solutions for both the weighted and the unweighted case, running in O(m2 logα(m,n)) and
O(mn logn) time, respectively. Recently, in [4] the authors designed a very clever recursive
algorithm that uses centroid-decomposition techniques and lower envelope data structures to
solve the ABSE problem on tree spanners in O(n2 log4 n) time and O(n2 +m log2 n) space.
Table 1 summarizes the state of the art for the ABSE problem on tree spanners.
Table 1 The state of the art for the ABSE problem on tree spanners. The naive algorithm works
as follows: for each edge e of the tree spanner T (that are O(n)), we look at all the possible swap
edges (that are O(m)) and, for each swap edge f , we compute the stretch factor of T where e is
swapped with f (this requires O(n2)). We observe that the naive algorithm needs to store the
all-to-all (post-failure) distances in G− e.
Algorithm weighted graphs unweighted graphs
time space time space
naive Θ(n3m) Θ(n2) Θ(n3m) Θ(n2)
Das et al. [7] O(m2 logn) O(m) O(n3) O(n2)
Bilò et al. [2] O(m2 logα(m,n)) O(m) O(mn logn) O(m)
Bilò et al. [4] O(n2 log4 n) O(n2 +m log2 n) O(n2 log4 n) O(n2 +m log2 n)
this paper - - O(n2) O(n2)
1.2 Other related work on ABSE
The ABSE problems in spanning trees have received a lot of attention from the algorithmic
community. The most famous and first studied ABSE problem was on minimum spanning
trees, where the quality of a swap edge is measured w.r.t. the overall cost of the resulting
tree (i.e., sum of the edge weights). This problem, a.k.a. sensitivity analysis problem on
minimum spanning trees, can be solved in O(m logα(m,n)) time [15], where α denotes the
inverse of the Ackermann function. In the minimum diameter spanning tree a quality of a
swap edge is measured w.r.t. the diameter of the swap tree [12, 14]. Here the ABSE problem
can also be solved in O(m logα(m,n)) time [6]. In the minimum routing-cost spanning tree,
the best swap minimizes the overall sum of the all-to-all distances of the swap tree [18].
The fastest algorithm for solving the ABSE problem in this case has a running time of
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O
(
m2O(α(n,n)) log2 n
)
[5]. Concerning the single-source shortest-path tree, several criteria for
measuring the quality of a swap edge have been considered. The most important ones are:
the maximum or the average distance from the root; here the corresponding ABSE
problems can be solved in O(m logα(m,n)) time (see [6]) and O(mα(n, n) log2 n) time
(see [17]), respectively;
the maximum and the average stretch factor from the root for which the corresponding
ABSE problems have been solved in O(mn + n2 logn) and O(mn logα(m,n)) time,
respectively [3].
Finally, the ABSE problems have also been studied in a distributed setting [8, 9, 10].
2 Preliminary definitions
Let G = (V (G), E(G)) be a 2-edge-connected, unweighted, and undirected graph of n vertices
and m edges, respectively, and let T be a spanning tree of G. Given an edge e ∈ E(G), we
denote by G − e = (V (G), E(G) \ {e}) the graph obtained after the removal of e from G.
Given an edge e ∈ E(T ), let S(e) denote the set of all the swap edges of e, i.e., all edges in
E(G) \ {e} whose endpoints belong to two different connected components of T − e. For any
e ∈ E(T ) and f ∈ S(e), let Te/f denote the swap tree obtained from T by replacing e with f .
Given two vertices x, y ∈ V (G), we denote by dG(x, y) the distance between x and y in G,
i.e., the number of edges contained in a shortest path in G between x and y. We define the
stretch factor σG(T ) of T w.r.t. G as
σG(T ) = max
x,y∈V (G)
dT (x, y)
dG(x, y)
.
I Definition 1 (Best Swap Edge). Let e ∈ E(T ). An edge f∗ ∈ S(e) is a best swap edge for
e if f∗ ∈ arg minf∈S(e) σG−e
(
Te/f
)
.
For a rooted tree T and two vertices u and v of T , we denote by A(v) the set of all the
proper ancestors of v in T , we denote by p(v) the parent of v in T , and we denote by lca(u, v)
the least common ancestor of u and v in T .
3 The algorithm
In this section we design an O(n2) time and space algorithm that computes a best swap edge
for every edge of T . Let r be an arbitrarily chosen vertex of T . For the rest of the paper, we
assume that T is rooted at r. The algorithm works as follows. First, for every vertex x of
T , the algorithm computes the set E(x) :=
{
(x, y) ∈ E(G) \ E(T ) | x 6∈ A(y)} of non-tree
edges of the form (x, y), where x is not an ancestor of y in T (see Figure 1). Observe that
some sets E(x) may be empty. Observe also that each edge (x, y) such that x 6∈ A(y) and
y 6∈ A(x) is contained in both E(x) and E(y). The precomputation of the all the sets E(x)
requires linear time if we use a data structure that can compute the least common ancestor
of any 2 given vertices in constant time [11].
The algorithm visits the edges of T in postorder and, for each edge e ∈ E(T ), it computes
a corresponding best swap edge in O(n) time. For the rest of the paper, unless stated
otherwise, let e = (p(v), v) be a fixed tree edge and let X be the set of vertices contained in
the subtree of T rooted at v. The algorithm computes a best swap edge f∗ of e as follows.
First, for every x ∈ X, the algorithm computes a candidate best swap edge fx of e that is
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Figure 1 An example showing how the set E(x) is defined. Tree edges are solid, while swap
edges are dashed. In this example E(x) = {f1, f2, f3}.
chosen among the edges of F (x, e) := E(x) ∩ S(e).1 More precisely,
fx ∈ arg min
f∈F (x,e)
σG−e(Te/f ).
The best swap edge f∗ is then selected among the computed candidate best swap edges.
More precisely,
f∗ ∈ arg min
fx s.t. x∈X
σG−e
(
Te/fx
)
. (1)
We can prove the following lemma.
I Lemma 2. The edge f∗ computed as in (1) is a best swap edge of e.
Proof. Let x ∈ X and let (x, y) ∈ S(e) be any swap edge of e incident to x. Since x 6∈ A(y), we
have that (x, y) ∈ E(x). Therefore, (x, y) ∈ F (x, e). As a consequence, S(e) = ⋃x∈X F (x, e).
Hence
σG−e
(
Te/f∗
)
= min
fx s.t. x∈X
σG−e
(
Te/fx
)
= min
x∈X
min
f∈F (x,e)
σG−e
(
Te/f
)
= min
f∈S(e)
σG−e
(
Te/f
)
.
The claim follows. J
3.1 How to compute the candidate best swap edges
As already proved in Lemma 3 of [2], the candidate best swap edge fx can be computed via
a reduction to the subset minimum eccentricity problem on trees. We revise the reduction in
the following. In the subset minimum eccentricity problem on trees, we are given a tree T ,
with a cost c(y) associated with each vertex y, and a subset Y ⊆ V (T ), and we are asked to
find a vertex in Y of minimum eccentricity, i.e., a vertex y∗ ∈ Y such that
y∗ ∈ arg min
y∈Y
max
y′∈V (T )
(
dT (y, y′) + c(y′)
)
.
The reduction from the problem of computing the candidate best swap edge fx to the
subset minimum eccentricity problem on trees is as follows. The input tree corresponds
to T , the cost associated with each vertex y is cx(y) := maxx′∈X,(x′,y)∈S(e) dT (x′, x),2 and
the subset of vertices from which we have to choose the one with minimum eccentricity is
Y (x, e) :=
{
y | (x, y) ∈ F (x, e)}. As the following lemma shows, the problem can be solved
by computing:
1 With a little abuse of notation, if F (x, e) = ∅, then fx =⊥ and σG−e(Te/fx) = +∞.
2 If S(e) contains no edge incident to y, then cx(y) = −∞.
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the endvertices of a diametral path of T , i.e., two (not necessarily distinct) vertices
ax, bx ∈ V (T ) such that
{ax, bx} ∈ arg max{a,b},a,b∈V (T )
(
cx(a) + dT (a, b) + cx(b)
)
;
a center of T , i.e., a vertex γx ∈ V (T ) such that
γx ∈ arg min
γ∈V (T )
max
y∈V (T )
(
dT (γ, y) + cx(y)
)
.
I Lemma 3 (Bilò et al.[2], Lemma 6 and Lemma 7). Let γx be a center of T and let ax and bx
be the two endvertices of a diametral path P in T . Then γx is also a center of P . Furthermore,
if yx ∈ Y (x, e) is the vertex closest to the center γx, i.e., yx ∈ arg miny∈Y (x,e) dT (y, γx), then
fx := (x, yx) is a candidate best swap edge of e and σG−e
(
Te/fx
)
= 1 + max
{
dT (yx, ax) +
cx(ax), dT (yx, bx) + cx(bx)
}
.
In what follows we show how all the vertices yx and all the values σG−e
(
Te/fx
)
, for
every x ∈ X, can be computed in O(n) time and space. More precisely, the algorithm first
computes the endvertices ax and bx, for every x ∈ X, in O(n) time and space. Thanks to
Lemma 3, once both ax and bx are known, and since all tree edges have length equal to 1,
we can compute γx in constant time using a constant number of least common ancestor and
level ancestor queries [1].3 Finally, for each x ∈ X, we show how to compute the vertex yx
that is closest to γx in constant time using range-minimum-query data structures [1, 11].
3.1.1 How to compute the endvertices of the diametral paths
To compute ax and bx, we make use of the following key lemma.
I Lemma 4 (Merge diameter lemma). Let T be a tree, with a cost c(y) associated with each
y ∈ V (T ). Let c1, . . . , c` be ` (vertex-cost) functions and let k1, . . . , k` be ` constants such
that, for every vertex y ∈ V (T ), c(y) = maxi=1,...,`
(
ci(y) + ki
)
. For every i = 1, . . . , `, let
ai, bi be the two endvertices of a diametral path of T w.r.t. the cost function ci. Then, there
are two indices i, j = 1, . . . , ` (i may also be equal to j) and two vertices a ∈ {ai, bi} and
b ∈ {aj , bj} such that:
1. a and b are the two endvertices of a diametral path of T w.r.t. cost function c;
2. c(a) = ci(a) + ki;
3. c(b) = cj(b) + kj.
Furthermore, if ai, bi, and their corresponding costs ci(ai) and ci(bi) are known for every
i = 1, . . . , `, then the vertices a and b can be computed in O(`) time and space.
Proof. Let a, b be the two endvertices of a diametral path in T w.r.t. the cost function c.
For some i, j = 1, . . . , `, we have that c(a) = ci(a) + ki as well as c(b) = cj(b) + kj (i may
also be equal to j). Let Pi (resp., Pj) be the path in T between ai (resp., aj) and bi (resp.,
bj). Let t be the first vertex of the path in T from a to ai that is also in Pi, where we assume
that the path is traversed in the direction from a to ai. Similarly, let t′ be the first vertex of
3 Indeed, by computing the least common ancestor between ax and bx, say x¯, we know whether γx is
along either the x¯ to ax path or the x¯ to bx path. If γx is an ancestor of ax, then its distance from
ax is equal to
⌈
(cx(ax) + dT (ax, bx) + cx(bx))/2
⌉
− cx(ax). If γx is an ancestor of bx, then its distance
from bx is equal to
⌈
(cx(ax) + dT (ax, bx) + cx(bx))/2
⌉
− cx(bx).
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Figure 2 On the left side the path from ai to t′ passes through t. In the middle, the path from
ai to bj passes through t′, and thus to t. On the right side, the path from ai to aj passes through t′,
and thus to t.
the path in T from b to bj that is also in Pj , where we assume that the path is traversed in
the direction from b to bj . We claim that there are a¯ ∈ {ai, bi} and bˆ ∈ {aj , bj} such that
dT (a¯, bˆ) = dT (a¯, t) + dT (t, t′) + dT (t′, bˆ). (2)
Indeed, we observe that at least one of the two paths in T from ai to t′ and from bi to t′
passes through t. W.l.o.g., we assume that the path in T from ai to t′ passes through t
(see Figure 2). Similarly, at least one of the two paths in T from ai to aj and from ai to bj
passes through t′. As a consequence, such a path also passes through t. Therefore a¯ = ai
and bˆ ∈ {aj , bj} (see Figure 2).
Let b¯ ∈ {ai, bi}, with b¯ 6= a¯, and aˆ ∈ {aj , bj}, with aˆ 6= bˆ. Since a¯ and b¯ are the endvertices
of a diametral path in T w.r.t. the cost function ci, we have that
ci(a) + dT (a, t) + dT (t, b¯) + ci(b¯) = ci(a) + dT (a, b¯) + ci(b¯)
≤ ci(a¯) + dT (a¯, b¯) + ci(b¯)
= ci(a¯) + dT (a¯, t) + dT (t, b¯) + ci(b¯),
from which we derive
ci(a) + dT (a, t) ≤ ci(a¯) + dT (a¯, t). (3)
Similarly, since aˆ and bˆ are the endvertices of a diametral path in T w.r.t. the cost function
cj , we have that
cj(aˆ) + dT (aˆ, t′) + dT (t′, b) + cj(b) = cj(aˆ) + dT (aˆ, b) + cj(b)
≤ cj(aˆ) + dT (aˆ, bˆ) + cj(bˆ)
= cj(aˆ) + dT (aˆ, t′) + dT (t′, bˆ) + cj(bˆ),
from which we derive
dT (t′, b) + cj(b) ≤ dT (t′, bˆ) + cj(bˆ). (4)
Using Inequality (3) and Inequality (4), together with Equality (2), we obtain
c(a) + dT (a, b) + c(b) ≤ c(a) + dT (a, t) + dT (t, t′) + dT (t′, b) + c(b)
= ci(a) + ki + dT (a, t) + dT (t, t′) + dT (t′, b) + cj(b) + kj
≤ ci(a¯) + ki + dT (a¯, t) + dT (t, t′) + dT (t′, bˆ) + cj(bˆ) + kj
= ci(a¯) + ki + dT (a¯, bˆ) + cj(bˆ) + kj
≤ c(a¯) + dT (a¯, bˆ) + c(bˆ).
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Since a and b are the two endvertices of a diametral path in T w.r.t. cost function c, the
above inequality is satisfied at equality. As a consequence, a = a¯ and b = bˆ satisfy all the
three conditions of the lemma statement.
We complete the proof by showing that a and b can be computed in O(`) time using
dynamic programming. For every i = 1, . . . , `, we compute the endvertices αi and βi of a
diametral path in T w.r.t. the cost function ψi := max1≤j≤i
(
cj(y) + kj
)
, together with
their corresponding costs. Clearly, for i = 1, α1 = a1, β1 = b1, ψ1(α1) = c1(a1) + k1, and
ψ1(β1) = c1(b1) + k1. Moreover, for every i ≥ 2, we can compute αi and βi, together with
ψi(αi) and ψi(βi), in constant time and space from αi−1 and βi−1, where ψi(x) = ψi−1(x)
for x ∈ {αi−1, βi−1}, and from ai and bi, where ψi(x) = ci(x) + ki for x ∈ {ai, bi}. Therefore,
α` and β`, together with ψ`(α`) and ψ`(β`), can be computed in O(`) time and space. The
claim follows by observing that a = α` and b = β`.
J
Lemma 4 is extensively used by our algorithm to precompute some useful information.
For every x ∈ V (T ) and every z ∈ A(x), the algorithm precomputes Y (x|z) = {y | (x, y) ∈
E(x) and lca(x, y) = z
}
. Next, the algorithm computes the two endvertices ax|z and bx|z of
a diametral path of T , together with their associated costs, w.r.t. the following cost function:
cx|z(y) :=
{
0 if y ∈ Y (x|z);
−∞ otherwise.
I Lemma 5. For every x ∈ V (T ) and every z ∈ A(x), all the vertices ax|z, bx|z and their
corresponding costs w.r.t. cx|z can be computed in O(n2) time and space.
Proof. We show that, for any x ∈ V (T ) and any z ∈ A(x), the vertices ax|z and bx|z can be
computed in O
(
1 + |Y (x|z)|) time and space. The claim would follow immediately since
∑
x∈V (T )
∑
z∈A(x)
O
(
1+
∣∣Y (x|z)∣∣) = ∑
x∈V (T )
O
 ∑
z∈A(x)
(
1 +
∣∣Y (x|z)∣∣)
 = ∑
x∈V (T )
O(n) = O(n2).
Let x ∈ V (T ) and z ∈ A(x) be fixed, and let ` = ∣∣Y (x|z)∣∣. Let y1, . . . , y` be the ` vertices of
Y (x|z) and, finally, for every i = 1, . . . , `, let
ci(y) :=
{
0 if y = yi;
−∞ otherwise.
We have that ai = bi = yi are the two endvertices of the unique diametral path in T w.r.t.
cost function ci. Moreover, for every y ∈ V (T ), we have that cx|z(y) = maxi=1,...,` ci(y).
Therefore, using Lemma 4, we can compute ax|z, bx,z, and their corresponding costs w.r.t.
cx|z, in O
(
1 + |Y (x|z)|) time and space.
J
Let cx,e be a cost function that, for every y ∈ V (T ), is defined as follows cx,e(y) :=
maxz∈A(v) cx|z(y). The algorithm also precomputes the two endvertices ax,e and bx,e of a
diametral path of T w.r.t. the cost function cx,e, together with the corresponding values
cx,e(ax,e) and cx,e(bx,e). The following lemma holds.
I Lemma 6. For every x ∈ V (T ) and every edge e in the path in T between r and x, all the
vertices ax,e, bx,e and their corresponding costs w.r.t. cx,e can be computed in O(n2) time
and space.
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Figure 3 An example showing how the set Z(x, 1), Z(x, 2) e Z(x, 3) are defined. Tree edges are
solid, while triangles are subtrees.
Proof. Let x ∈ V (T ) and let e be an edge of the path between r and x in T . We show that
ax,e, bx,e (and their corresponding costs w.r.t. cx,e) can be computed in constant time and
space. The claim then follows since V (T ), E(T ) = O(n). We divide the proof into two cases.
The first case occurs when e is incident to r. Clearly, for every y ∈ V (T ), cx,e(y) = cx|r(y).
As a consequence, ax,e = ax|r and bx,e = bx|r.
The second case occurs when e =
(
u = p(v), v
)
, with u 6= r. Let e′ = (p(u), u). Then, for
every y ∈ V (T ), cx,e(y) = max
{
cx,e′(y), cx|u(y)
}
.
Therefore, using Lemma 4, all the vertices ax,e, bx,e (and their corresponding costs w.r.t.
cx,e), with x ∈ V (T ) and e in the path in T between r and x, can be computed in O(n2)
time and space via a preorder visit of the tree edges. J
In the following we show how to compute ax and bx, for every x ∈ X, in O(n) time and
space. First, for every x ∈ X, we consider a subdivision of X into three sets Z(x, 1), Z(x, 2),
and Z(x, 3) (see Figure 3) such that:
Z(x, 1) is the set of all the descendants of x in T (x included);
Z(x, 2) is the union of all the sets Z(s, 1), for every sibling s of x;
Z(x, 3) = X \ (Z(x, 1) ∪ Z(x, 2)).
Each set Z(x, i) is associated with a cost functions cx,i that, for every y ∈ V (T ), is defined
as follows:
cx,i(y) := max
x′∈Z(x,i),(x′,y)∈S(e)
dT (x′, x).
Let ax,i and bx,i be the two endvertices of a diametral path in T w.r.t. cost function cx,i.
The algorithm computes all the vertices ax,i, bx,i and their corresponding values w.r.t. cost
function cx,i, for every x ∈ X and every i = 1, 2, 3.
I Lemma 7. For every x ∈ X and every i ∈ {1, 2, 3}, all the vertices ax,i, bx,i and their
corresponding costs w.r.t. cx,i can be computed in O(n) time and space.
Proof. We divide the proof into three cases, according to the value of i.
The first case is i = 1. Clearly, if x is a leaf vertex, then ax,1 = ax,e and bx,1 = bx,e.
Moreover, cx,1(ax,1) = cx,e(ax,e) as well as cx,1(bx,1) = cx,e(bx,e). Therefore, we can assume
that x is not a leaf vertex. Let x1, . . . , x`−1 be the `− 1 children of x in T . Since Z(x, 1) =
{x} ∪⋃`−1i=1 Z(xi, 1), for every y ∈ V (T ), we have that
cx,1(y) = max
{
cx,e(y), 1 + max
i=1,...,`−1
cxi,1(y)
}
.
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Therefore, using Lemma 4, for every x ∈ X, all the vertices ax,1, bx,1, together with their
corresponding costs w.r.t. cx,i, can be computed in O(n) time and space via a postorder
visit of the vertices in X.
We consider the case in which i = 2 and we assume that, for every x ∈ X, all the vertices
ax,1, bx,1 and their corresponding costs w.r.t. cx,1 are known. Let x¯ be the parent of x in T
and let x1, . . . , x` be the ` ≥ 1 children of x¯ in T . For every i = 1, . . . , `, let c¯x¯,i and cˆx¯,i be
two cost functions that, for every y ∈ V (T ), are defined as follows:
c¯x¯,i(y) := 2 + max
j=1,...,i−1
cxj ,1(y),
cˆx¯,i(y) := 2 + max
j=i+1,...,`
cxj ,1(y).
For every i = 2, . . . , `−1, the algorithm computes the vertices a¯x¯,i, b¯x¯,i, aˆx¯,i, bˆx¯,i and the costs
c¯x¯,i(a¯x¯,i), c¯x¯,i(b¯x¯,i), cˆx¯,i(aˆx¯,i), cˆx¯,i(bˆx¯,i) using simple dynamic programming and Lemma 4.
Indeed, c¯x¯,2(y) = 2 + cx1,1(y) as well as cˆx¯,`−1(y) = 2 + cx`,1(y). Furthermore, for every
i > 2,
c¯x¯,i(y) = max
{
c¯x¯,i−1(y), 2 + cxi−1,1(y)
}
,
while for every i < `− 1,
cˆx¯,i(y) = max
{
cˆx¯,i+1(y), 2 + cxi+1,1(y)
}
.
We observe that a¯x¯,i, b¯x¯,i, aˆx¯,i, bˆx¯,i and the costs c¯x¯,i(a¯x¯,i), c¯x¯,i(b¯x¯,i), cˆx¯,i(aˆx¯,i), cˆx¯,i(bˆx¯,i) can
be computed in O(`) time and space. As a consequence, these pieces of information can be
precomputed for every x ∈ V (T ) in O(n2) time and space. Let x = xi, for some i = 1, . . . , `.
Since
Z(x, 2) =
⋃
j=1,...,`:j 6=i
Z(xj , 1) =
i−1⋃
j=1
Z(xj , 1) ∪
⋃`
j=i+1
Z(xj , 1),
for every y ∈ V (T ), we have that
cx,2(y) = max
{
c¯x¯,i(y), cˆx¯,i(y)
}
.
Therefore, using Lemma 4, all the vertices ax,2, bx,2 and their corresponding costs w.r.t. cx,2
can be computed in O(n) time and space for every x ∈ X.
Finally, we consider the case in which i = 3 and we assume that all the vertices ax,j , bx,j
and the costs cx,j(ax,j), cx,j(bx,j), with x ∈ X and j = 1, 2, are known. If x = v, then
Z(x, 3) = ∅. Therefore, we only need to prove the claim when x 6= v. Let x¯ be the parent of
x in T . Since
Z(x, 3) =
{
x¯
} ∪ Z(x¯, 2) ∪ Z(x¯, 3)
for every y ∈ V (T ), we have that
cx,3(y) = 1 + max
{
cx¯,e(y), cx¯,2(y), cx¯,3(y)
}
.
Therefore, using Lemma 4, for every x ∈ X, all the vertices ax,3, bx,3, and the corresponding
costs w.r.t. cx,3, can be computed in O(n) time and space by a preorder visit of the tree
vertices. This completes the proof. J
We can now prove the following.
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I Lemma 8. For every x ∈ X, all the vertices ax, bx, γx and the costs cx(ax) and cx(bx) can
be computed in O(n) time and space.
Proof. Let x ∈ X be fixed. Since X = Z(x, 1) ∪ Z(x, 2) ∪ Z(x, 3), by definition of cx,i, for
every y ∈ V (T ), we have that cx(y) = max
{
cx,1(y), cx,2(y), cx,3(y)
}
. Therefore, under the
assumption that all the vertices ax,i, bx,i and all the values cx,i(ax,i), cx,i(bx,i), with x ∈ X
and i = 1, 2, 3, are known, using Lemma 4, we can compute ax and bx, together with the
values cx(ax) and cx(bx) in constant time. The claim follows since, as we already discussed
at the end of Section 3.1, γx can be computed in constant time. J
3.2 How to compute the vertex yx
In this subsection we show how to build, in O(n) time and space, a static data structure
for each vertex x that, for every e ∈ E(T ), is able to compute the vertex yx of Y (x, e)
closest to γx in constant time. Let x ∈ V (T ) be fixed and let r = z1, . . . , zh be the h proper
ancestors of x, in the order in which they are encountered by a traversal of the path in T
from r to x. For every i = 1, . . . , h, let V (x|zi) :=
{
y ∈ V (T ) | zi = lca(x, y)
}
. Observe
that Y (x|zi) ⊆ V (x|zi). We label each vertex of V (x|zi) with the vertex of Y (x|zi) that is
closest to it (ties are broken arbitrarily). More precisely, if y ∈ Y (x|zi) is the vertex closest
to y′ ∈ V (x|zi), then λ(y′) = y is the label of y′. We also build two range-minimum-query
data structures R and R′, i.e., two vectors of h elements each such that, for each i = 1, . . . , h,
R[i] = dT
(
zi, λ(zi)
)
+ i and R′[i] = dT
(
zi, λ(zi)
)− i. The following lemma holds.
I Lemma 9. The labeling λ and the two range-minimum-query data structures R and R′
can be computed in O(n) time and space.
Proof. It is known that the range-minimum-query data structure of size h can be computed
in O(h) time and space [1, 11]. The labeling λ can be computed in O(n) time and space by
a simple algorithm that, for every i = 1, . . . , h, first initializes λ(y) = y for every y ∈ Y (x, zi)
and then, during phase φ, labels all the still unlabeled vertices which are at distance φ from
some vertex in Y (x|zi). J
Let e = (zi = p(v), v) be the failing edge. We show how to find the vertex yx ∈ Y (x, e) that
is closest to γx in constant time. First we compute j such that zj = lca(γx, x). Next we
make at most two range minimum queries to compute the following two indices:
the index t′ containing the minimum value within the range [1, j − 1] in R′;
the index t containing the minimum value within the range [j + 1, i] in R.
The algorithm chooses yx such that
yx ∈ arg min
y∈{λ(γx),λ(zt′ ),λ(zt)}
dT (y, γx),
I Lemma 10. The vertex yx selected by the algorithm satisfies yx ∈ arg miny∈Y (x,e) dT (y, γx).
Proof. Let y∗ ∈ arg miny∈Y (x,e) dT (y, γx). Clearly, for some k = 1, . . . , i, y∗ ∈ Y (x|zk). We
prove the claim by showing that dT (yx, γx) ≤ dT (y∗, γx). We divide the proof into three
cases, according to the value of k.
The first case is when k = j. We have that dT (yx, γx) ≤ dT
(
λ(γx), γx
)
= dT (y∗, γx).
The second case occurs when k < j. Clearly, dT
(
λ(zk), zk
) ≤ dT (y∗, zk). Moreover,
dT
(
λ(zt′), zt′
)− t′ ≤ dT (λ(zk), zk)− k. Therefore,
dT (yx, γx) ≤ dT
(
λ(zt′), γx
)
= dT
(
λ(zt′), zt′
)
+ dT (zt′ , zj) + dT (zj , γx)
= dT
(
λ(zt′), zt′
)
+ j − t′ + dT (zj , γx) ≤ dT
(
λ(zk), zk
)
+ j − k + dT (zj , γx)
≤ dT (y∗, zk) + j − k + dT (zj , γx) = dT (y∗, γx).
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The third case occurs when j < k ≤ i. Clearly, dT
(
λ(zk), zk
) ≤ dT (y∗, zk). Moreover,
dT
(
λ(zt), zt
)
+ t ≤ dT
(
λ(zk), zk
)
+ k. Therefore,
dT (yx, γx) ≤ dT
(
λ(zt), γx
)
= dT
(
λ(zt), zt
)
+ dT (zt, zj) + dT (zj , γx)
= dT
(
λ(zt), zt
)
+ t− j + dT (zj , γx) ≤ dT
(
λ(zk), zk
)
+ k − j + dT (zj , γx)
≤ dT (y∗, zk) + k − j + dT (zj , γx) = dT (y∗, γx).
The claim follows. J
We can finally state the main theorem.
I Theorem 11. All the best swap edges of a tree spanner T in 2-edge-connecte, unweighted,
and undirected graphs can be computed in O(n2) time and space.
Proof. From Lemma 8, for a fixed edge e ∈ E(T ), all the vertices ax, bx, γx and all the
values cx(ax), cx(bx), with x ∈ X, can be computed in O(n) time and space. Therefore, such
vertices and values can be computed for every edge of T in O(n2) time and space.
By Lemma 10, for a fixed edge e of T and a fixed vertex x, we can compute yx, i.e.,
fx = (x, yx), by making at most two queries, each of which requires constant time, on the
two range-minimum-query data structures associated with x. Therefore, the O(n) candidate
best swap edges of e can be computed in O(n) time. Furthermore, using Lemma 3, we can
compute σ
(
Te/fx
)
= 1 + max
{
dT (yx, ax) + cx(ax), dT (yx, bx) + cx(bx)
}
in constant time.
Hence, thanks to Lemma 2, the best swap edge f∗ of e can be computed in O(n) time. The
claim follows. J
References
1 Michael A. Bender and Martin Farach-Colton. The level ancestor problem simplified. Theor.
Comput. Sci., 321(1):5–12, 2004. URL: https://doi.org/10.1016/j.tcs.2003.05.002,
doi:10.1016/j.tcs.2003.05.002.
2 Davide Bilò, Feliciano Colella, Luciano Gualà, Stefano Leucci, and Guido Proietti. A faster
computation of all the best swap edges of a tree spanner. In Christian Scheideler, editor,
Structural Information and Communication Complexity - 22nd International Colloquium,
SIROCCO 2015, Montserrat, Spain, July 14-16, 2015, Post-Proceedings, volume 9439 of
Lecture Notes in Computer Science, pages 239–253. Springer, 2015. URL: https://doi.
org/10.1007/978-3-319-25258-2_17.
3 Davide Bilò, Feliciano Colella, Luciano Gualà, Stefano Leucci, and Guido Proietti. Effective
edge-fault-tolerant single-source spanners via best (or good) swap edges. In Shantanu Das
and Sébastien Tixeuil, editors, Structural Information and Communication Complexity -
24th International Colloquium, SIROCCO 2017, Porquerolles, France, June 19-22, 2017,
Revised Selected Papers, volume 10641 of Lecture Notes in Computer Science, pages 303–
317. Springer, 2017. doi:10.1007/978-3-319-72050-0_18.
4 Davide Bilò, Feliciano Colella, Luciano Gualà, Stefano Leucci, and Guido Proietti. An
improved algorithm for computing all the best swap edges of a tree spanner. In Yoshio
Okamoto and Takeshi Tokuyama, editors, 28th International Symposium on Algorithms
and Computation, ISAAC 2017, December 9-12, 2017, Phuket, Thailand, volume 92 of
LIPIcs, pages 14:1–14:13. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik, 2017. URL:
https://doi.org/10.4230/LIPIcs.ISAAC.2017.14.
5 Davide Bilò, Luciano Gualà, and Guido Proietti. Finding best swap edges minimizing
the routing cost of a spanning tree. Algorithmica, 68(2):337–357, 2014. doi:10.1007/
s00453-012-9674-y.
XX:12 A Novel Algorithm for the ABSE Problem on Tree Spanners
6 Davide Bilò, Luciano Gualà, and Guido Proietti. A faster computation of all the best
swap edges of a shortest paths tree. Algorithmica, 73(3):547–570, 2015. doi:10.1007/
s00453-014-9912-6.
7 Shantanu Das, Beat Gfeller, and Peter Widmayer. Computing all best swaps for minimum-
stretch tree spanners. J. Graph Algorithms Appl., 14(2):287–306, 2010. URL: http://jgaa.
info/accepted/2010/DasGfellerWidmayer2010.14.2.pdf.
8 Paola Flocchini, Antonio Mesa Enriques, Linda Pagli, Giuseppe Prencipe, and Nicola San-
toro. Efficient protocols for computing the optimal swap edges of a shortest path tree. In
Exploring New Frontiers of Theoretical Informatics, IFIP 18th World Computer Congress,
TC1 3rd International Conference on Theoretical Computer Science (TCS2004), 22-27 Au-
gust 2004, Toulouse, France, pages 153–166, 2004. URL: http://dx.doi.org/10.1007/
1-4020-8141-3_14, doi:10.1007/1-4020-8141-3_14.
9 Paola Flocchini, Antonio Mesa Enriques, Linda Pagli, Giuseppe Prencipe, and Nicola San-
toro. Point-of-failure shortest-path rerouting: Computing the optimal swap edges dis-
tributively. IEICE Transactions, 89-D(2):700–708, 2006. URL: http://dx.doi.org/10.
1093/ietisy/e89-d.2.700, doi:10.1093/ietisy/e89-d.2.700.
10 Paola Flocchini, Linda Pagli, Giuseppe Prencipe, Nicola Santoro, and Peter Widmayer.
Computing all the best swap edges distributively. J. Parallel Distrib. Comput., 68(7):976–
983, 2008. URL: http://dx.doi.org/10.1016/j.jpdc.2008.03.002, doi:10.1016/j.
jpdc.2008.03.002.
11 Dov Harel and Robert Endre Tarjan. Fast algorithms for finding nearest common ancestors.
SIAM J. Comput., 13(2):338–355, 1984. URL: https://doi.org/10.1137/0213024, doi:
10.1137/0213024.
12 Giuseppe F. Italiano and Rajiv Ramaswami. Maintaining spanning trees of small diameter.
Algorithmica, 22(3):275–304, 1998. doi:10.1007/PL00009225.
13 Hiro Ito, Kazuo Iwama, Yasuo Okabe, and Takuya Yoshihiro. Polynomial-time computable
backup tables for shortest-path routing. In Proc. of the 10th Intl. Colloquium Structural
Information and Communication Complexity, pages 163–177, 2003.
14 Enrico Nardelli, Guido Proietti, and Peter Widmayer. A faster computation of the most
vital edge of a shortest path. Inf. Process. Lett., 79(2):81–85, 2001. doi:10.1016/
S0020-0190(00)00175-7.
15 Seth Pettie. Sensitivity analysis of minimum spanning trees in sub-inverse-Ackermann time.
In Proc. of the 16th Intl. Symposium on Algorithms and Computation, pages 964–973, 2005.
doi:10.1007/11602613_96.
16 Guido Proietti. Dynamic maintenance versus swapping: An experimental study on shortest
paths trees. In Proc. of the 4th Intl. Workshop on Algorithm Engineering, pages 207–217,
2000. doi:10.1007/3-540-44691-5_18.
17 Aleksej Di Salvo and Guido Proietti. Swapping a failing edge of a shortest paths tree
by minimizing the average stretch factor. Theor. Comput. Sci., 383(1):23–33, 2007. doi:
10.1016/j.tcs.2007.03.046.
18 Bang Ye Wu, Chih-Yuan Hsiao, and Kun-Mao Chao. The swap edges of a multiple-sources
routing tree. Algorithmica, 50(3):299–311, 2008. doi:10.1007/s00453-007-9080-z.
