Optical fiber networks are the interconnecting fabric of the global Internet. To sustain robust growth of information technologies, it is essential to maintain a low networking cost per bit. Optical networking technologies must address two perennial cost challenges: exponentially growing data traffic 1 and complex, evolving network topologies. 2 Modern, large-scale optical networks are composed of nodes that transmit, receive, and route data, interconnected by links. 3 The links comprise single-mode fibers (SMFs), each carrying numerous wavelengthdivision multiplexed (WDM) channels. The nodes incorporate reconfigurable optical add-drop multiplexers (ROADMs), which allow the independent adding, dropping, or routing of WDM channels. Optical networks have now reached a point where the bit rates of individual routed data streams exceed the throughput of single WDM channels.
number of fibers required for high-throughput transmission. Beyond links, we describe networking principles for superchannels, and quantify how they can reduce the number of switching components required for high-throughput networking. We define a spectral aggregation factor F as the number of channels combined in a spectral superchannel. In nonoverlapping types, constituent channels have a symbol rate R s and a spacing v sufficient to ensure negligible mutual interference between them. In overlapping spectral superchannels, the spacing between constituent channels is equal to the symbol rate R s ; so the spectral efficiency can be increased by a factor up to =R s as compared to a standard WDM system. We define a spatial aggregation factor S as the number of channels combined in a spatial superchannel. Uncoupled types are based on multiplexing signals in the different cores of uncoupled-core MCFs. Coupled spatial superchannels are based on multiplexing signals in the orthogonal spatial modes of an MMF or a coupled-core MCF, which has a smaller core spacing than an uncoupled-core MCF.
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Accommodating a link throughput beyond the capacity of a single fiber requires multiple fibers per link. Figure 1 shows the number required for various values of F and S. Spectral aggregation decreases the number of fibers by up to 30%, whereas spatial aggregation decreases it in proportion to S 1 .
In high-performance ROADM nodes, wavelength-selective and multi-cast switches (WSSs and MCSs) are key components. A major challenge in scaling optical networks to high throughput is the limited number of ports available on WSSs and MCSs. By increasing switching granularity, we can reduce the number of components required to route a given throughput. Figure 2 shows how the switching capacity of six WSSs for SMF may be replaced by one WSS for a six-core MCF, or one WSS for a sixspatial-mode MMF. Figure 3 shows the number of switching components required at a node for various values of F and S as we scale the throughput per direction from 11 to 336Tbit/s. This 30-fold increase corresponds to the scaling that might be expected over the coming decade. 1 By employing spectral and spatial aggregation with F D 5 and S D 10, we can accommodate this increase without substantially increasing the number of switching components per node.
We have reviewed techniques for transmission and switching of spectrum-and space-aggregated network traffic. Our work has shown that these methods can cut complexity in network routing by reducing the number of fibers required per link and the number of switching components per node.
Our future research will focus on the flexible, efficient implementation of these methods in dynamic networks with highly variable traffic demands. 
