The ground-state phase diagram of attractively-interacting Fermi gases in two dimensions with a population imbalance is investigated. We find the regime of stability for the Fulde-Ferrell-LarkinOvchinnikov (FFLO) phase, in which pairing occurs at finite wavevector, and determine the magnitude of the pairing amplitude ∆ and FFLO wavevector q in the ordered phase, finding that ∆ can be of the order of the two-body binding energy. Our results rely on a careful analysis of the zero temperature gap equation for the FFLO state, which possesses nonanalyticities as a function of ∆ and q, invalidating a Ginzburg-Landau expansion in small ∆.
The Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state is a superfluid phase that can occur when two species (or spin-state) of fermion pair and condense in the presence of a density imbalance [1, 2] . Although predicted to occur in a wide range of systems, including electronic materials and high-density quark matter [3, 4] , no definitive signature of the FFLO state (such as a spatiallyinhomogeneous pairing amplitude) has been observed.
Experimental advances in atomic physics have recently led to another setting for observing the FFLO state, namely cold atomic gases [5, 6] , which exhibit several experimentally tunable parameters, including the fermion densities, the interfermion interactions, and the effective spatial dimension of the gas (controlled by an applied trapping potential).
However, cold atom experiments in the threedimensional (3D) limit observed no signatures of the FFLO phase [7] [8] [9] [10] , consistent with theoretical work that found the FFLO to be stable for a very narrow range of density imbalance [11] [12] [13] . Imbalanced gases in 1D, studied experimentally at Rice [14] , are predicted to have a wide parameter region of stable imbalanced superfluidity [17] [18] [19] [20] [21] [22] [23] , although again finite-momentum pairing correlations (signifying the FFLO state) have not been seen.
In this paper we investigate Fermi gases in two spatial dimensions, which, in the balanced case, have been studied theoretically in Refs. [24, 25] and experimentally in Refs. [26, 27] . Imbalanced 2D fermion superfluids have been studied theoretically for many years in the condensed matter context [28] and, more recently, by several authors in the present cold-atom context [29] [30] [31] [32] [33] [34] [35] [36] . Before presenting our detailed calculations, we first describe our main results on imbalanced 2D Fermi gases that can describe cold atoms with an imposed imbalance but also thin-film superconductors in a Zeeman magnetic field [37] .
Using a model Hamiltonian for two species (labeled by ↑, ↓) of fermions in 2D with chemical potentials µ ↑ = µ+h and µ ↓ = µ − h, we find the ground-state phase diagram ( Fig. 1 top panel) as a function of µ/ b and h/ b , where b is the two-body binding energy characterizing the tunable interactions. Thus, we find a window of FFLO stability that widens with increasing h, between a balanced [38] superfluid (SF) and an imbalanced nonsuperfluid or normal (N) phase. The red curve denotes a continuous N-FFLO transition, and the black curve denotes a first order N-SF transition for µ/ b < 5/4 and a first order FFLO-SF transition for µ/ b > 5/4. The fixed particle number phase diagram is shown in Fig. 1 (bottom panel), with the first-order transition in the fixed chemical potential ensemble becoming a regime of phase separation (PS) between SF and FFLO for b / F < 4/5 and between SF and N for b / F > 4/5 (the latter barely visible).
The phase boundary h FFLO marking the N-FFLO transition is determined by the point where, with decreasing h, the system becomes unstable to pairing correlations at a wavevector q. As we will show, the function determining this instability has an unusual and singular behavior as a function of the system parameters (µ, h, and q). Additionally, the function appearing in the gap equation (determining the stable pairing amplitude ∆ in the FFLO state) is a nonanalytic function of ∆ (in the T → 0 limit), invalidating a Ginzburg-Landau expansion. Despite this nonanalyticity, we find a continuous transition into the FFLO state.
We now proceed to derive these results, starting with the Hamiltonian (where Ψ σ (r) are field operators)
where λ parameterizes the short-range attractive interactions. To describe the phases of an imbalanced Fermi gas in 2D, we proceed by making the standard mean-field approximation, assuming an expectation value Ψ ↓ (r)Ψ ↑ (r) = ∆e iq·r , with ∆ and q being variational parameters that must be minimized, at fixed µ ↑ and µ ↓ , to determine the equilibrium state. The resulting mean-field ground-state energy is [13] 
where Θ(x) is the Heaviside step function and
where
. (Below we often take m = 1, and ∆ real and positive.)
Our model Hamiltonian must include a ultraviolet scale D cutting off all momentum sums. As is standard [24] , we express λ in terms of the two-body binding energy b , satisfying
where the sum is over p < D, leading to b 2D exp[m/πλ]. Upon inserting Eq. (4) into Eq. (2), we can take D → ∞ in the momentum sums, with all dependence on D absorbed into b . Our general strategy is to minimize E G with respect to q and ∆ (as done to obtain the results in Fig. 2) , with the latter minimization yielding a function S(h, q, ∆), defined by
. We start by neglecting the FFLO state, setting q = 0. Within this approximation, Eq. (2) exhibits, with increasing h, a first-order transition from a fully-paired balanced phase to an imbalanced normal phase. The balanced paired phase [24] can be studied by setting h = 0, yielding the gap equation 0 = −2∆S(0, 0, ∆) with (converting the momentum sum to an integration, with the system size set to unity) Evaluation of the integral in Eq. (5) leads to the stationary pairing amplitude [24] (a minimum of
for a stable SF phase). Imposing fixed total particle number, N = − ∂E G ∂µ , yields the relation [24] n = 1 2π µ + ∆ 2 + µ 2 for the number density. We define the Fermi energy F = πn by the value of µ in the normal phase (∆ = 0). Having briefly reviewed the balanced case, we now turn on nonzero h to consider the imbalanced case (but still with q = 0). We find that the location of the minimum is unchanged with increasing h, although a second minimum of E G , at ∆ = 0, appears describing the imbalanced normal phase. The location, h c , of the first order transition between the SF and N phases is obtained by equating the energies, E G,SF = E G,N , with the latter obtained by setting ∆ = 0 in Eq. (2) . We find
separates the cases of a transition into a phase with one (for µ < µ c ) or two (for µ > µ c ) Fermi surfaces. This determines the black curve of Fig 1  (top panel) . As discussed above, for µ/ b > 5/4, the actual first order transition is between the FFLO and SF phases. However, we find (numerically) that the FFLO and N phases are almost equal in energy, so that the true FFLO-N first order phase boundary is only slightly lower than Eq. (6) .
To study the FFLO phase, we first assume a continuous transition, with decreasing h, from the N phase to the FFLO state, occurring when the curvature of E G vs. ∆, at ∆ = 0, becomes zero for some nonzero q. This is equivalent to 0 = S(h, q, 0) with
where we defined the numerator q↓ (or p 2 = 2μ), the curve along which the denominator of the first term of Eq. (7) vanishes.
In the limit T → 0, n F (x) = Θ(−x), so that N (p) exhibits discontinuities whenever an argument of one of the Fermi functions vanishes. We proceed by choosing the FFLO wavevector to be along thex axis, q = qx (valid since S is independent of this choice), and define p + (θ) and p − (θ) to be the solutions to ξ p− 1 2 q↑ = 0 and ξ p+ 1 2 q↓ = 0, with θ the angle between p and q. We find:
The behavior of Eq. (7) depends crucially on whether the circles p + (θ) and p − (θ) intersect. The two panels in Fig. 3 show these circles for parameters such that q < q c (left panel) and q > q c (right panel) where
is the difference in Fermi wavevectors of the two species.
As we now discuss, the FFLO phase is only stable as a ground state for q > q c . To show this, we must evaluate the integral in Eq. (7). After evaluating the radial momentum p integral, the remaining integral over angle θ can be expressed as:
, and p ± (z) is obtained from replacing cos θ → (9) can be evaluated using the Jensen formula from complex analysis [39] , which states that, for f (z) analytic,
with |a i | the zeroes of f (z) inside the unit circle |z| < 1. For q < q c , it is easily shown that f (z) only has zeros on the unit circle |z| = 1, so they do not contribute and the result only involves the first term on the right side of Eq. (10). For q > q c , f (z) possesses two zeros inside the unit circle at
√μ q is the solution to q = q c (µ, h). Including these zeros leads to:
where we note that, for q > q c , S(h, q, 0) is independent of µ and h. Below, we show that this simple result also holds for the full integral S(h, q, ∆) for sufficiently small ∆. Before doing this, we first use Eq. (11) to find the location of the FFLO phase boundary. In Fig. 4 (top panel), we plot S(h, q, 0) for µ = 4 and for three values of h, using units such that b ≡ 1. The kink in each curve occurs at q = q c , and, consistent with Eq. (11), the curves overlap for q > q c . To interpret these physically, we note that the normal phase is stable against a continuous transition if S(h, q, 0) < 0. Therefore, since the maximum of this curve is the kink location (at q c ) it is clear the FFLO phase occurs at To obtain the FFLO-N phase boundary at fixed particle number, we simply need to use the relations for the density n = n ↑ + n ↓ = µ/π and magnetization M = n ↑ + n ↓ = h/π in the imbalanced N phase, leading Fig. 1 (bottom panel) we must compute n and M in the FFLO state. We have done this using the approximate ground-state energy derived below; however, we find n and M to be well approximated by their values in the N phase, leading to the simple expression P c2
for the FFLO-PS phase boundary [40] . We now turn to the magnitude of the FFLO pairing amplitude, ∆, for h < h FFLO , determined by the condition S(h, q, ∆) = 0 (the gap equation) along with the stationarity condition ∂E G ∂q = 0 for the FFLO wavevector. Henceforth, we only consider the regime q > q c , where the FFLO instability can occur. Upon differentiating Eq. (2) and simplifying we obtain S = S 0 +S + +S − , where
We emphasize that S(h, q, ∆) reduces to Eq. (7) in the limit ∆ → 0 and, therefore, for q > q c , we expect to recover Eq. (11) for ∆ = 0. In fact, as we now show, S(h, q, ∆) has the form:
independent of ∆ for ∆ < ∆ c1 , as shown in Fig. 4 (bottom panel).
To define ∆ c1 and ∆ c2 we consider the functions E p± . While a balanced fully-paired superfluid has a gap to all quasiparticle excitations, in the FFLO state portions of the Fermi surface are ungapped, where E p± < 0. As illustrated in Fig. 5 , for ∆ < ∆ c1 , there are regions E p+ < 0 and E p− < 0, with the region where E p+ < 0 shrinking to zero with increasing ∆ → ∆ c1 . With further increasing ∆, the region where E p− < 0 vanishes when ∆ = ∆ c2 .
The behavior of S for ∆ > ∆ c2 is easy to obtain, since S ± = 0. As shown in Ref. [41] , for ∆ < ∆ c1 S(h, q, ∆) can be written in the form of Eq. (9) with a different analytic function f (z). Applying the Jensen formula in this regime (requiring use of the solution to the quartic equation [42] ) leads to the first line of Eq. (13) . At ∆ = ∆ c1 , a branch cut appears in the function f (z), invalidating the use of the Jensen formula.
Our stable FFLO solution exists for ∆ c1 < ∆ < ∆ c2 , where we have no analytic expression for S. However, we can derive an approximate result for S valid for ∆ > ∼ ∆ c1 using the Jensen formula result. To directly evaluate S ± , Eq. (12), analytically, we need to know the regions where
, the region where E p+ < 0 is small, allowing an analytic approximation to S + , while the region where E p− < 0 is large (precluding a simple analytic approximation to S − ). However, since the sum of the three terms adds to the first line of Eq. (13), knowledge of S + tells us S − . If we assume that S − is continuous near ∆ c1 , then this result must also apply for ∆ > ∼ ∆ c1 . With details given in Ref. [41] , we take the resulting expression for S and integrate it to obtain the ground state energy (up to a ∆ and q independent constant, needed to correctly obtain the particle number and magnetization via M = −∂E G /∂h and n = −∂E G /∂µ):
where we also approximated ∆ c1
valid for q − q c → 0 [41] . Minimizing this with respect to ∆ and q then yields the final results [41] ∆ √ 2 3
showing a continuous onset of FFLO order for h < h FFLO . As shown in Fig. 2 , these results agree quite well close to the phase transition.
To conclude, we find that even the simplest 2D FFLO phase has an extremely rich structure in which the gap equation, determining the location of the phase transition and the strength of pairing ∆ in the FFLO state possesses nonanalyticities as a function of ∆ and the FFLO wavevector q. We find approximate analytic formulas for the phase boundaries and also find that the equilibrium ∆ can be of the order of the two-body binding energy, making it plausible to find the FFLO state in 2D imbalanced Fermi gases. Possible future extensions of this work including applying a similar analysis to more complex FFLO-type phases (e.g., of the Larkin-Ovchinnikov type) and analyzing fluctuation effects in 2D [31] .
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Supplementary Material
The full integral we need to evaluate, in the zero temperature limit, is:
where the Fermi function is defined by:
equal to a step function Θ(−x) in the limit T → 0. The energies are:
Our goal is to use the Jensen formula to demonstrate the result
and to derive an approximate formula for S(h, q, ∆), and the ground-state energy, that is valid for ∆ > ∼ ∆ c1 . We first determine the curves E p± = 0, since the Fermi functions are only nonzero for E p± < 0. We have:
To solve this, we move the square root to one side and square both sides:
which, after setting m = 1, expanding, and multiplying by an overall factor of 4, can be written in terms of a quartic equation:
When real, the solutions to this equation define the curves p 1 and p 2 (with p 2 > p 1 ) surrounding the blue shaded regions of Fig. 6 .
Quartic equation
In this section we recall the solution to the quartic equation [42] . A general quartic equation is of the form
with a = 1, b = 0 and
The general solution to the quartic equation is:
where x 2 and x 4 take the − in each line. Here we defined:
where the final equalities apply to the present case.
We also define
We note here that the function S needed for the quartic equation has the same symbol as the function S(h, q, ∆) that we are attempting to compute, and hope that the distinction will be understood from context. An alternate expression for S is:
Here, ∆ 0 and ∆ 1 are :
Note that S and Q are too complex to write out explicitly for the present case. In terms of ∆ 0 and ∆ 1 , the discriminant ∆ d is
which determine the nature of the roots in various regimes. Our p 1 and p 2 are given by x 3 and x 4 since x 1,2 are negative for our parameters (when they are real). Therefore we define:
For angles θ such that p 1 and p 2 are real, these will define the boundaries of the regions where E p± < 0. However, in the following we'll need these solutions even when they are complex, which occurs for angle θ that do not intersect (for any radial p) a region where E p± < 0. Then, our integral will be given by
To evaluate the final integral, we note that the numerator is zero (for T → 0) for angles θ that do not intersect regions satisfying E p± < 0. For angles θ that do intersect such regions, the numerator is unity for p 1 < p < p 2 . This allow the final integral to be written as:
To see that this is correct, we note that, when p 1 and p 2 are real, the final integrand comes from simply evaluating the radial p integral in regions where E p± < 0. When p 1 and p 2 are complex, the absolute value bars inside the logarithm ensure that the argument of the logarithm is unity, giving zero for the integrand. This is also correct, since, as noted, p 1 and p 2 are complex for angles that do not intersect the regions of E p± < 0.
Critical pairing amplitudes
The function S(h, q, ∆) exhibits slope discontinuities as a function of ∆ at ∆ c1 and ∆ c2 . To define these, we consider the regions of p where E p+ < 0 and E p− < 0, which are the left and right blue regions of the left panel of Fig. 6 . At ∆ c1 , the leftmost region vanishes and at ∆ c2 , the rightmost region vanishes.
As a function of angle, the edges of the blue regions are defined by p 1 (θ) = p 2 (θ). Therefore, we simply need to solve this equation for the conditions θ = 0 and θ = π. Setting p 1 (θ) = p 2 (θ) yields the condition
In the following section, we show directly that the vanishing of this quantity implies that the discriminant ∆ d vanishes at θ = 0 and θ = π. In this section we argue it directly based on the structure of the quartic equation solutions. Therefore we define
with R − appearing in the quartic equation solutions that we're interested in (our p 1 (θ) and p 2 (θ)), and R + appearing in the other solutions [Eq. (29)]. We emphasize that S also depends on θ. Although the explicit expression for the discriminant ∆ d (θ) is rather complicated, it is easy to verify that ∆ d (θ) depends only on cos 2 θ (so that ∆ d (0) = ∆ d (π)). Additionally, ∆ d (π) > 0 for ∆ → 0 and sufficiently small h. Since P < 0 [P is defined in Eq. (42)] and ∆ d > 0, from the general theory of the quartic equation we know that the solutions are either all real or all complex; since we know that our p 1 (θ) and p 2 (θ) are real near θ = 0 and θ = π, we must have the former.
With increasing ∆, as long as ∆ d (0) = ∆ d (π) > 0, we will continue to have R ± (θ) > 0. When the discriminant becomes negative, ∆ d (0) = ∆ d (π) < 0, the general theory of the quartic equation dictates that there are two real solutions and two complex conjugate solutions. Since R + (π) > R − (π), this implies that, at θ = π, the two real solutions are Eq. (29) and the two complex conjugate solutions are Eq. (44), with the two complex conjugate solutons coming from R − (π) becoming negative (so that the square root in Eq. (44) is negative while the square root in Eq. (29) is positive). Additionally, since R − (0) > R + (0), we have that, at θ = 0, the two real solutions are Eq. (44), while the two complex conjugate solutions are Eqs. (29) .
The preceding argument shows that, with increasing pairing amplitude, when the discriminant ∆ d (0) = ∆ d (π) first vanishes with increasing ∆ (at ∆ c1 ), then p 1 (π) and p 2 (π) merge (so that the region where E p+ < 0 vanishes) while p 1 (0) and p 2 (0) remain distinct (so that the region where E p− < 0 still exists).
It is easy to check that ∆ d (0) = ∆ d (π) > 0 for large ∆, so that there must be a second crossing, which we call ∆ c2 . In this large pairing amplitude regime, once again from the theory of the quartic equation the solutions are all real or all complex. However, from examining the original quartic equation, Eq. (24), it is clear that the solutions are all complex for large ∆. Therefore, the solutions p 1 (0) and p 2 (0) must merge at ∆ = ∆ c2 , eliminating the region where E p− < 0.
Direct demonstration that R± vanishes when the discriminant vanishes
We can also directly verify that the vanishing of R ± , Eq. (49), implies a vanishing of the discriminant. R ± = 0 implies:
Let's show that the right side, which we call F (S) = 16S 6 + 4p 
which, when inserted into F (S), gives
Using the definitions ofq and p, we have
which can be combined to get
This can be further combined with Eq. (52) to get
which clearly vanishes when the discriminant, Eq. (41), vanishes.
Approximate formula for ∆c1
The discriminant is a sixth order polynomial in ∆ in which only even powers of ∆ appear. Therefore, to find ∆ c1 and ∆ c2 we need to solve a cubic equation and take the square root. This can be done, but the solutions are too complex to display here. In this section, we derive an approximate formula for ∆ c1 that is valid for q → q c +.
The critical pairing ∆ c1 , is defined above as the point where, for ∆ > ∆ c1 , E p+ is never negative. For ∆ → 0, E p+ only crosses zero for q > q c , with
or, equivalently,
Therefore, ∆ c1 must vanish for q → q + c . We proceed by assuming the following form:
which we insert into the discriminant at angle θ = 0 and proceed to Taylor expand order by order in the small parameter (q − q c ), ensuring the discriminant vanishes at each order in (q − q c ). We find:
which, in the following, we'll only use to linear order in q − q c :
Evaluating S(h, q, ∆) using the Jensen formula
Jensen's formula, reviewed by Ahlfors [39] , states that, for f (z) analytic and free from zeros in |z| ≤ ρ, then 1 2π
It is also stated in Ahlfors [39] that this formula holds if there are zeros of f (z) on the circle |z| = ρ. To use this formula we need to write S 1 in this form where f (z) is analytic (we also have ρ = 1). This is possible for ∆ < ∆ c1 , but not for ∆ c1 < ∆ < ∆ c2 . For ∆ > ∆ c2 , we do not need the Jensen formula, since we can evalute the integral directly using the knowledge that the Fermi functions in Eq. (16) vanish for ∆ > ∆ c2 . For ∆ c1 < ∆ < ∆ c2 , we have not been able to evaluate this integral exactly using any method; however, it is easy to verify via numerical integration that the kinks in S(h, q, ∆) at ∆ c1 and ∆ c2 are there. We start in the regime ∆ < ∆ c1 . The full integral we need to evaluate using the Jensen formula is
where the second line used the definition of E p in Eq. (19) . To use the Jensen formula, we simply need to replace p 1 and p 2 in this expression by p 1 (z) and p 2 (z), defined by making the replacement cos θ → 
where we added a factor of z 2 in the numerator. Since |z 2 | = 1, this is allowed, and this factor will simplify the use of the Jensen formula.
To obtain f (0), we need p 1 (0) and p 2 (0), most easily obtained by returning to the original quartic equation in the limit z → 0. Making the replacement cos θ → 1 2 z + 1 z in Eq. (24), in the limit z → 0 we have solutions of the form p ∝ az or p ∝ b/z. Plugging in these solutions, Taylor expanding to leading order in small z, and solving for p yields for a and b:
For z → 0, the discriminant ∆ d > 0 and the quantity P < 0, implying the quartic equation solutions are either all real or all complex, and we see that they are all real in this limit. Since the solutions x 1,2 are negative, we claim that the analytical continuation of p 1 and p 2 are the two positive cases, and obtain (using p 2 > p 2 )
Plugging this into f (z), taking the limit z → 0, and using Eq. (62) leads to
According to Eq. (46), S(h, q, ∆) is
the desired result showing that, the gap equation integral is independent of ∆ for small ∆.
Analyticity of f (z)
Our next task is to check when the argument of the logarithm is analytic. We will show that a branch cut appears when ∆ > ∆ c1 . To do this, we first simplify the numerator in Eq. (64) by multiplying the two factors using
holding for p 1 and p 2 , as they satisfy Eq. (23). Therefore we have:
When multiplying these out, we must keep in mind that p 2 1 − 2μ < 0 and p 2 2 − 2μ > 0 (when p 1 and p 2 are real) and that the quantities (h + 1 2 p i q cos θ) change sign as a function of θ (so that we can't naively take the square root). In multiplying out these four terms, we obtain (p
The last factor in the argument of the square root is:
containing R − from Eq. (49). We can also simplify the other terms using R − and obtain:
The last factor of the second line contains the quantity R − = −4S 2 − 2p −q S in the argument of a square root. As discussed above, this vanishes at θ = π when ∆ = ∆ c1 , becoming negative for ∆ > ∆ c1 ; this leads to a branch cut in Eq. (78).
To show this, we now repeat the argument presented above, but generalized to the case of having replaced cos θ → 
where we emphasize that S also depends on z. For ∆ < ∆ c1 , we know from the previous discussion that ∆ d (z) is positive at z = −1 and z = 1, and that the quartic equation has four real solutions at these points. In fact, since ∆ d (z) has minima only at z = ±1 (due to the fact that
is positive on the real axis −1 < z < 1. This implies (since P (z) < 0) that the quartic equation has four real solutions on the real axis and, furthermore, that R − (z), that appears in Eq. (78) is real and positive. Again following the previous argument, for ∆ > ∆ c1 , for z in the vicinity of z = −1 there will be a region where ∆ d (z) < 0, and two of our quartic solutions must become complex. Since R − (z) < R + (z) for z < 0 on the real axis, it is clear that it is p 1 (z) and p 2 (z) that become imaginary and that R − (z) will possess a branch cut near z = −1.
To sum up this section, the nonanalyticity in S(h, q, ∆) for q > q c as a function of increasing ∆ c1 , is due to the appearance of a branch cut in the factor −4S 2 − 2p −q S in Eq. (78). For ∆ > ∆ c1 , we cannot analytically evaluate S(h, q, ∆). However, we are able to make an analytic approximation that is valid for ∆ > ∼ ∆ c1 .
Expansion near ∆c1
In the present section, we invoke an approximation to S(h, q, ∆) that holds close to ∆ c1 when q is close to q c and ∆ is close to ∆ c1 . The full gap-function integral is a sum of three terms:
Our approximation takes advantage of the fact that, for ∆ < ∼ ∆ c1 , the region where E p+ < 0 is small (allowing an analytic approximation to S + ) while the region where E p− < 0 is large (precluding a simple analytic approximation to S − ). That is, the situation is as depicted as in the right panel of Fig. 6 , where E p+ < 0 in the small blue region on the left and E p− < 0 in the large blue region on the right.
Although directly finding S − in this regime is difficult, due to the Jensen theorem, we know that the full integral integral is simply S = 1 4π ln 4 b q 2 , allowing us to extract S − . Since S − is expected to be smooth near ∆ c1 , we can use this formula for ∆ > ∆ c1 as well (where S + vanishes).
With this in mind, we now proceed to evaluate S + in the region ∆ < ∼ ∆ c1 . We define small parameters δ = ∆ − ∆ c1 andq = q − q c , and approximate ∆ c1 by its form near q c , given in Eq. (61). This implies
For ∆ < ∼ ∆ c1 , the angle integral of S + is restricted to the immediate vicinity of θ = π, allowing us to simultaneously expand in the small parameters y = cos θ + 1,q, and δ. We do this and then also drop terms of order y 2 in calculating p c1 and p c2 .
Our quartic equation, expressed in terms of µ instead ofμ, is
with solutions given in Eq. (30) above, where S is given by Eq. (35) . We first get the quantity cos φ 3 . Using the definition of cos φ, we obtain (keeping all terms of order smallness squared but then omitting O(y 2 ) terms) cos φ = 1 + 27 64
To get cos φ 3 to the same order, we simply need to multiply the second term (which is negative) by 1/9. Using the same expansion for the other quantities in S, and then expanding the square root, we obtain:
where we re-expressed it in terms of ∆, although it is valid to leading order in the small parameters δ, q, and y. Next, we analyze the square root of Eq. (30) . Using the same approximation, we find for the argument of this square root:
where simplifications came from the following relations among h, µ, and q c :
Now we have (recall the parameter b = 0 since there is no cubic term in Eq. (84)):
with S given in Eq. (86) and the argument of the square root given by Eq. (87). In terms of p 1 and p 2 , S + is:
where θ c is the point where p 1 and p 2 cross, occuring when the argument of the square root, Eq. (87), vanishes. In terms of y c = 1 + cos θ c , this is
We can also express the argument of the square root in terms of y c , as
Owing to the fact that p 1 and p 2 satisfy the quartic equation, it is easy to see that, for θ near π,
Plugging this into Eq. (92) makes it easier to Taylor expand the logarithm function to leading order in smallness. We Taylor expand to leading order in the simultaneous small parameters δ,q and y, and then Taylor expand the logarithm again assuming y − y c is small. This leads to :
where we defined
which, in the parameter range of interest, are always positive. The range of the integral is the vicinity of π. In this limit, we can write
Then, defining x = π − θ, we have y = 1 2 x 2 and S + is :
where we defined x 2 c = 2y c . We can evaluate the x integral, assuming the denominator does not vanish:
After plugging in and substituting the definition of δ in terms of ∆, we obtain
where in the second line we used the definition of ∆ c1 to this order, i.e., Eq. (61). This expression is only valid to leading order in the simultaneous small parametersq and ∆ − ∆ c1 . Clearly, the quantity in parentheses vanishes for ∆ → ∆ c1 ; to leading order in small ∆ − ∆ c1 the quantity in parentheses is :
Using this, and again using Eq. (61), we obtain:
For ∆ < ∆ c1 , the full sum is:
so that, in the vicinity of ∆ c1 ,
where we used Eq. (105). For ∆ > ∼ ∆ c1 , S + is identically zero. However, there is no reason for S − to have any change in behavior at ∆ c1 , and we expect it to still be given by Eq. (108). Including the other terms in S then gives:
so that the stationary pairing amplitude, S(h, q, ∆) = 0, is:
This determines the stationary pairing amplitude close to the phase transition, in terms of the FFLO wavevector q.
To get ∆ vs. h close to the transition, we need the stationarity condition for the FFLO wavevector.
Ground state energy
To obtain the stationarity condition for the FFLO wavevector we need the ground-state energy. We know that
which is independent of the wavevector q when ∆ = 0 (as it must be). Upon differentiating with respect to ∆, we obtain:
where it is understood that the Fermi functions are evaluated in the T = 0 limit. We can therefore obtain E G , up to a ∆ and q-independent constant, by integrating S from 0 to ∆. We have: 
where we will henceforth assume ∆ > ∆ c1 . The first integral in Eq. (114) is trivial, because S = 
while for the second integral we'll use our approximate result Eq. (109) along with
to get:
leading to:
= 1 12πh
where in the second line we see that E G does not contain a term linear in ∆ (as one might have expected from the way we wrote the polynomial in the first line). Analytically finding the stationary FFLO wavevector, q, turns out to be somewhat tricky. We'll obtain an approximate formula for q that is valid near the continuous FFLO transition. We find it most convenient to differentiate the first line of E G , keeping ∆ arbitrary (i.e., not necessarily the stationary solution). This leads to: where we inserted the explicit expression for ∆ c1 and we recall thatq ≡ q − q c . The stable FFLO wavevector satisfies ∂E G ∂q = 0, but solving this generally is an arduous task. In the vicinity of the transition, the stationary ∆ andq both vanish linearly with h − h F F LO . Thus it makes sense to simultaneously expand the quantity in square brackets in small ∆ andq. If we formally replace ∆ → λ∆ andq → λq and then keep only the O(λ 7/2 ) terms we get
a cubic equation that we can rewrite as [using Eq. (61) for
and that has one real solution, given by 
Thus a leading order analysis finds that q is adjusted to keep ∆ equal to ∆ c1 . However, this solution is unsatisfactory, because we know the correct solution for ∆ is slightly above ∆ c1 , and we are interested in this small difference.
To derive this, we simply need to include the next-order term the expansion of the small parameter λ [upon rescaling ∆ → λ∆ andq → λq in the numerator of Eq. (120) 
We then proceed by assumingq = 
