We present a new method for finding a global optimal solution to a discrete stochastic optimization problem. This method resembles the simulated annealing method for discrete deterministic optimization. How-
where S is a discrete set and t : S + %! is a deterministic function whose evaluations all include some noise. Often~is the expected performance of a complex stochastic system, so that for all~~S,
where Yz is some random variable that depends on the parameter z and h is a deterministic function.
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where N(r) and R(x, z) are defined in Definitions 1 and 2.
Step 2: Given Zm = z, generate 
Step 3: Let m = m + 1. Go to Step 1. 
for all z q S. In this case, we let R(z, z') = 1/4 for all z E S and x' c N(x). On the other hand, the second neighborhood structure is given by N(z) = {z+ 1 (mod 10)} (5) for all $ E S. In this case, we let R($, d) = 1/2 for all z E S and x' E N(z). Note that in the first neighborhood structure (4), we have one local minimum at z = 4 and one global minimum at x = 9. On the other hand, in the second neighborhood structure (5) we have three local minima at z = 1, 4, and 7 and one global minimum at z = 9. Since the second neighborhood structure has more local minima, we expect that Algorithm 2 will converge more slowly in this setting than when the first neighborhood structure is used. 
