Accident costs are an important component of external costs of traffic, a substantial part is related to fatal accidents. The evaluation of fatal accident costs crucially depends on the availability of an estimate for the economic value of a statistical life. The aim of the current paper is to present an overview of estimates contained in the empirical literature on the economic valuation of statistical life in road safety. Meta-analysis is used to determine which variables are appropriate to explain the variance of the value of statistical life (VOSL) estimates. The analysis shows, among other things, that the magnitude of estimates of the VOSL depends on the research method, as there is a significant difference between stated and revealed preference studies. It also shows that VOSL estimates cannot simply be averaged over studies, as the magnitude of a VOSL estimate is directly related to the initial level of risk to be caught up in a fatal traffic accident as well as the risk decline implied by the research set-up.
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INTRODUCTION
Traffic accidents are a major issue in transport policies around the world. For example, in Europe approximately 40,000 fatalities occur in traffic accidents every year. In addition, the number of nonfatal accidents amounts to a multiple of this figure. Over the past few decades, the long run trend in road accidents has shown a decreasing number of casualties, even though transport volumes have increased substantially. It may well be, that the implementation of a broad range of safety enhancing measures in vehicles, infrastructure as well as in traffic behavior goes a long way in explaining this relative increase in road safety. Obviously, there is no guarantee that these improvements in accident rates will continue to occur, among other things because the introduction and adoption of additional safety enhancing measures imposes an increasing burden on both household and government budgets.
Hence, a cost-benefit approach may help to better understand the economic efficiency of additional outlays on road safety improving policy measures. 1 Accident costs, comprising both fatal and non-fatal damage costs, make up for an important part of the external costs of traffic. Damage costs include a variety of expenses related to e.g., medical treatment, material and immaterial damage, legal assistance, law enforcement, loss of time, etc. Some of these costs can be measured in monetary terms, as there is a market for these goods, others may not, due to lack of trading opportunities. Furthermore, some of these costs are borne by society as a whole (i.e., the taxpayer), whereas others merely constitute a financial burden to the traffic participant involved in an accident (Haight, 1994) . The externality and the merit argument for government intervention are frequently used to justify allocative and regulatory decision-making by the public sector in relation to the provision of road safety -regardless whether monetary or non-monetary externalities are concerned, and whether strict economic or political, cultural or moral arguments prevail. It would be desirable if these decisions were based on robust and reliable measures of an appropriately defined, empirically assessable monetary value of road safety (Jones- .
The European Union uses a value of one million EUROs per human life in safety cost-benefit analyses; this is generally referred to as the 'one-million EURO rule' (Despontin et al., 1998) . The EURO figure is determined by means of on an output-based approach, or in other words, a gross output loss estimate. It implies that policy measures bringing about the saving of lives at a cost up to one million EURO per person can be justified on narrowly defined economic grounds alone. It should be noted that the use of this value also implies that any policy measure or project that leads to a reduction of one fatality will also result in a reduction of 8 serious injuries, 26 slight injuries, and 211 damageonly accidents. The one-million EURO test does, however, not take into account the willingness to pay to avoid pain and suffering (Despontin et al., 1998) .
In Douglas Adam's "The Hitchhiker's Guide to the Galaxy", published in the late 1970s, a computer is confronted with the intriguing question: "What is the meaning of life?" After elaborate and tedious number crunching, the computer returns: "The answer to your question is 42." It is obvious, that the monetary valuation of traffic safety is not an easy task either. In fact, it implies answering an equally intriguing and difficult question, as an estimate of the economic value of a statistical life (VOSL) is needed. Although various methods and approaches have been put forward to estimate the VOSL, some scholars argue that valuing fatal injuries and hence human life is virtually impossible. They maintain that people do not nearly have sufficiently accurate preferences to make a sensible trade-off between road-safety and money. The (perceptions of) changes in risk levels are so small that making the trade-off is very difficult, if not impossible (Hauer, 1994) .
Notwithstanding the above, there is an abundant empirical literature on the subject of VOSL in road safety. However, as shown in Table 1 , the magnitude of VOSL estimates reported in the literature is vastly different, going all the way from less then 400,000 to 30 million in 1996 U.S. dollars (Cohen, 1980; Persson and Cedervall, 1991) . Consequently, there does not seem to be agreement among economists as to an appropriate estimate of the VOSL that may be usefully applied in designing traffic and safety policies. This obviously enhances the difficulty of establishing consensus among policy makers, and complicates decision-making (Despontin et al., 1998) . This paper therefore sets out to attain insight into the international literature about the economic valuation of statistical life in road safety. Only the value estimates regarding road safety are taken into account, because there is evidence that the VOSL depends on the context in which it is assessed (e.g., wagerisk, health, etc.; see Miller, 2000) . In order to attain insight into the literature, the analytical tool of meta-analysis will be used. Meta-analysis is a methodology, comprising a vast array of statistical techniques, developed in order to systematically analyze differences between outcomes of studies, ultimately leading to a synthesis of the results (see also below).
[TABLE 1]
The remainder of the paper is organized as follows. A clarification of the concept of the statistical value of life is given in Section 2. This section also contains a discussion of various methodological aspects. In Section 3 the tool of meta-analysis to be used in the comparative study will be explained. Section 4 presents the empirical results of a meta-analysis. It explores whether the estimates are homogeneous within and between different groups of estimates. Furthermore, it contains the results of a meta-regression of 71 of the value of statistical life and the results of a meta-regression of a subset consisting of 51 estimates, wherefore the sample size is known. Section 5 contains the results of a meta-regression for a subset consisting of 31 VOSL-estimates obtained using the contingent valuation technique. Section 6 winds up this paper and presents conclusions and directions for future research.
THE VALUE OF A STATISTICAL LIFE AND ITS EMPIRICAL ASSESSMENT
For a cost-benefit analysis of traffic safety enhancing measures, estimates of the benefits of lives saved are needed. One might argue that the problem of estimating these benefits may be avoided by simply comparing the costs of policy measures that save a statistical life in transport with the costs in other realms of life where people are subject to risk. The optimal level of investment in traffic safety enhancing measures would then be determined by the marginal costs of saving a statistical life in other realms of life. This approach essentially boils down to a ranking of safety enhancing measures in transport according to the cost per statistical life saved, and the recommendation to continue investments in transport safety enhancement until the costs become higher than observed elsewhere.
The valuable point in this approach is that it makes one aware of the issue of consistency of measures between various situations. However, the question of what the appropriate cut-off point of costs per statistical life saved is, remains unsolved.
It is essential to be aware of the fact that value of life studies refer to the value of a statistical life. Valuation of a statistical life is the valuation of a change of risk rather than the valuation of the life of a specific individual. The main reason is of course the impossibility to value the life of a specific individual as such. Therefore, the following operationalization in terms of the valuation of changes in risk is generally applied. The statement that the risk on a fatal accident is 1:100,000 implies that statistically there is one death per 100,000 people each year. Changes in the aforementioned risk level imply changes in the number of statistical lives saved, and can be given an economic value. The latter is essentially the marginal rate of substitution (MRS) of wealth for risk of death, due to any specific cause. The statistical value of life is then merely the average of a series of observations on this MRS, with the latter taken to be an appropriate estimator of the underlying (unobserved) population mean.
There is a widely shared opinion among economists that the monetary value of safety in public sector cost-benefit analyses should be determined in such a way that it reflects the preferences of 6 those affected by a certain policy measure. This value should be expressed as the aggregate of the individuals' willingness to pay (WTP) for safety improvements, or alternatively the willingness to accept (WTA) compensation for increased risk levels. WTP (and WTA) values are individual tradeoffs in terms of expenditures aimed at improving safety versus alternative types of consumption.
Consequently, WTP (and WTA) values are explicitly intended to reflect the preferences, perceptions, and attitudes to risk of those members of the public that will be affected by the decisions in which the values are to be used. This implies that the WTP for a risk decrease can differ among hazardous situations.
The marginal WTP for a given reduction in probability of a fatal accident is an increasing function of the initial risk level. This is the standard hypothesis concerning the relationship between an individual's MRS, in most cases estimated by either the WTP or the WTA, and the size and nature of the risk reduction. More specifically, the total WTP is an increasing, strictly concave function of the reduction in probability of death during a forthcoming period (Jones-Lee, 1976 .
Consequently, the marginal WTP for reductions will be declining if the risk level declines.
The general form of the function representing the relationship between marginal WTP and risk level is depicted in Figure 1 . This function can be interpreted as a demand function for safety. Risk levels can be measured as the percentage of safety, or equivalently as the probability on a fatal accident per 100,000 inhabitants. The WTP to avoid death with a probability of one equals the area under the marginal WTP curve. The VOSL is often calculated as the marginal willingness to pay for reductions in risk times the inverse of the risk reduction considered, which at the initial risk level P 0 yields the gray rectangle as VOSL.
2 Typically, the VOSL estimate depends directly on the initial risk level. Only under the assumption of a constant marginal WTP for reductions in risk levels along the full axis, this would not be the case. With a declining demand function, the willingness to pay to avoid a fatal accident will probably be larger than the VOSL, given that the marginal WTP will often be evaluated at the right hand side of Figure 1 .
[FIGURE 1]
In the road safety valuation literature the initial probability of a fatal accident is typically low, between 5 and 50 fatal injuries per 100,000 inhabitants per year (McDaniels, 1992; Persson and Cedervall, 1991) . At low risk levels, the function may be nearly horizontal. This implies that small differences in initial risk level among studies will not influence the VOSL estimates. This is implicitly a crucial assumption in the empirical VOSL literature.
The WTP (or WTA) can be empirically assessed by means of revealed or stated preference methods (Carthy et al., 1999; Jones-Lee and Loomis, 1995; . A fundamental property of CVM is that respondents are asked directly to express their evaluation of a risk reduction in monetary terms. A related approach would be to confront respondents with two or more alternatives in terms of a monetary expenditure for safety and a corresponding risk level, and subsequently to ask the respondent to indicate the preferred alternative. The latter approach is known as the 'stated choice approach'.
An alternative to the approach based on stated preferences is the revealed preference approach.
Consumers actually reveal their preferences when making decisions in which risk plays a role (e.g., buying a car with or without an airbag, using safety belts or not, etc.). If sufficient information is available regarding the choice alternatives actually considered by the consumers, the implicit tradeoffs determining their behavior, will be revealed.
It is of essence to note that it is not merely individual consumers that reveal preferences through actual behavior; public sector agents implicitly do so as well. For example, governments implementing a safety enhancing measure that amounts to x monetary units per year, and that is intended to lead to a reduction in the expected number of fatal accidents of y, implicitly reveal the valuation of a statistical life to be z J x/y. As there is a persistent information problem facing governments, it may well be that preferences revealed by individual consumers markedly differ from the implicit individual marginal rates of substitution implied by governmental decisions on allocations. The difference between public and private valuation is one of the potential systematic causes for variation in statistical value of life estimates, and will be empirically investigated in the sequel.
The revealed and stated preference approaches both have their pros and cons; see Lanoie et al. (1995) for a treatment of this issue. The analysis of revealed preference data is often hampered by lack of data on the choice set considered by the actor and the perception of risks of the actor. Moreover, econometric difficulties (such as multicollinearity) may severely hamper the estimation of the tradeoffs between money outlays and safety increases. These problems can be circumvented by the use of stated preference data, but then a major problem is that the responses of the interviewed may depend rather strongly on the way in which contextual information is being presented. A more general problem, relevant to both methods, is that traffic risks are very small and that many respondents will have difficulties in dealing with these rather abstract, small probabilities. In this respect, an advantage of stated preference approaches is that the information provided in the questionnaire can be used to guide respondents to a proper understanding of the 'good' to value (i.e., small risks; see Van Kooten, 1999) .
Despite these conceptual difficulties, many VOSL estimates have been reported over the last couple of decades. Table 1 presents an annotated overview of the empirical studies of value of statistical life in road safety. Figure 2 shows the mean, and in the case of multiple estimates per study also the highest and the lowest VOSL estimate in the 25 studies that we consider. The mean value of all estimates equals 4.8 million (the median value is 2.8 million) . It is obvious from Table 1 and Figure   2 that there is considerable variation of VOSL estimates within and between studies. Moreover, the studies are mainly concerned with North America (particularly the US), and various countries in Europe, and the majority uses a stated preference approach for valuation. The empirical studies will be analyzed in more detail in the meta-analysis.
[FIGURE 2]
In an earlier exploratory meta-analysis of a subset of the studies that we consider in our sample, Elvik (1995) estimates the mean and median values of statistical life related to road safety and to occupational safety. The data he uses are VOSL estimates derived from studies using either stated and/or revealed preference methods. Taking into account this difference in valuation methods Elvik investigates the differences among different groups of studies and between high, intermediate and low validity studies by splitting up the data according to characteristics of the different groups. 4 He computes the mean VOSL within these groups and compares the means between groups without, however, discussing their respective significance levels. He also shows a graph of the inverse relationship between the level of risk and the value of life. His main conclusions are: the mean VOSL for occupational safety is higher than for transport safety; poorly designed stated preference studies result in higher estimates than more carefully designed studies; estimates of studies with high validity lead to lower variation; and lower risk levels result in higher VOSL estimates. The latter result is especially remarkable as it contradicts our expectation based on Figure 1 , and we will come back to it in the context of the meta-analysis.
META-ANALYTICAL TOOLS FOR RESEARCH SYNTHESIS
In view of the substantial differences within and between studies reported in the foregoing section, we will now attend to a specific type of analysis in order to explain the variance among the estimates.
Obviously, the situation of a rather scattered pattern of estimates is not at all uncommon in applied research. For instance, in agronomy, medicine, and psychology there is often a substantial number of studies available, mostly cast in the same or at least a similar experimental setting, that report effects of a specific treatment, be it a fertilizer, a drug, or a therapy. Over the years a distinct trend towards synthesizing available quantitative evidence can be witnessed in these disciplines. Instead of performing an additional study, attention increasingly focuses on the statistical analysis of research results attained earlier, as a way of either seeking common ground or investigating the causes for the differences observed. Glass (1976) coined the term 'meta-analysis' to refer to this synthesizing of research findings of different studies by means of statistical techniques.
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The main feature distinguishing meta-analysis from other types of summarizing techniques, such as state-of-the-art literature reviews, is its statistical nature. Meta-analysis is concerned with the statistical analysis of research results of studies performed previously, and should thus be distinguished from primary and secondary analysis (Glass, 1976) . 6 Hunter and Schmidt (1990) succinctly explain the term 'meta-analysis' stating that meta-analysis is the 'analysis of analyses'. It should be recognized that research synthesis by means of narrative reviews, oftentimes using tabulations and graphical presentations, is severely hampered by selective sampling, lack of statistical rigor, and a misleading -although intuitively appealing -inference process.
A bias due to selective sampling may occur because the reviewer in most cases reports on a specific subset of the population of studies available, with the sample selection process in most cases being barely justified. But even if it would be, a bias may nevertheless occur, as editors of journals and books are more likely to accept and publish statistically significant research results, as opposed to insignificant ones (see Card and Krueger, 1995 , for an example in economics). Olkin (1990, p. 5) denounces this practice as 'a form of statistical Star Wars'. The impact of this phenomenon may be partly circumvented by also including the fugitive literature (e.g., unpublished research memoranda, theses and dissertations) in a review. In the context of meta-analysis, various methodologies have been developed to assess and correct for publication bias (see Dalhuisen and Florax, 2000 , for an overview).
The severest criticism of reviews is, however, the misleading inference process. In most reviews the author implicitly employs the technique of 'vote counting' (Light and Smith, 1971) . In a stylized fashion the vote counting procedure is as follows. The available studies are sorted in three categories:
those that yield a positive and significant result, those that yield a negative and significant result, and those that yield insignificant results. Now, the intuitively appealing train of thought is that whenever the proportion of study findings falling into one of the three categories exceeds a pre-fixed level C 0 (e.g., one-third), the characteristics of this group represent the true relationship or effect (Hedges and Olkin, 1985, pp. 48-49) . However, Hedges and Olkin (1980) rigorously show that the Type-II errors of this decision procedure (i.e., the effect is nonzero, but the reviewer fails to count the effect as positive and significant) do not cancel. Consequently, the vote-counting method tends on average to lead to the wrong conclusion more often as the number of studies increases. Meta-analysis, may therefore be an attractive, statistically rigorous approach, although it also exhibits specific methodological deficiencies (see below). Most of the meta-analytical studies that have been performed in the area of economics are based on the so-called meta-regression technique. 7 Concisely, a meta-regression is based on some least square estimator of the following relation (Stanley and Jarrell, 1989) :
where y is a specific effect measure observed in a series of studies, p the specific underlying cause, x moderator variables affecting the cause-effect relationship, and r, t, and l moderator variables representing differences among research designs, time-periods considered, and locations covered by the initial studies. In economics, the latter set of moderator variables has the distinct advantage of 7 Van den Bergh et al. (1997) and Spierdijk et al. (2000) demonstrate the use of cluster techniques in metaanalysis, which is particularly useful if data on a nominal measurement scale are available.
discriminating between e.g., revealed preference and contingent valuation designs, and of the possibility to include temporal and spatial dynamics. In the context of the current analysis a series of estimates for the statistical value of life is used as the dependent variable. An overview of the set of explanatory variables will be presented in the next section.
Apart from the well-known criticism that meta-analysis is invalidated by trying to compare 'apples and oranges ', 8 there are three evident methodological pitfalls (see also Glass et al., 1981) .
First, sample selection bias, for instance, due to selective sampling on the basis of theoretical framework, date of publication, publication as such, research design, etc. Second, dependence between the observations included in the sample, due to multiple sampling from the same study, dependencies over space and/or time, studies with the same author, etc. Third, heterogeneity among sample observations, which may show up in varying parameters (or heteroscedasticity in a regression context), due to different sample sizes of the initial studies, quality differences among studies, differences in research designs, etc.
The issue of sample selection bias obviously constitutes an important potential problem. It is straightforward to see that there is actually no need to analyze the complete population of studies if no systematic relationship between the sampling process and the effect size (in this case, the VOSL)
exists. However, it is still an unsettled -and largely discarded -issue how misspecification testing should be carried out, and what solutions are available in the context of meta-analysis. Smith and Huang (1995) use a logit model to determine the likelihood of sample selection bias by means of the estimated probability of including a study in the meta-sample on the basis of year of publication, published or unpublished, etc. As the sample selection process in the current analysis has been geared towards obtaining the full population of studies, this issue will be ignored in the meta-analysis.
The methodological caveats of dependence and heterogeneity among the observations are not easy to treat with the relatively small sample that is available for the meta-analysis (i.e., 25 studies with 71 usable VOSL estimates). Although fixed and random effect specifications are a common solution, we have chosen to remedy potential dependence and heterogeneity, among other things, by including variables related to the location and time period that the underlying studies refer to.
Heterogeneity in terms of heteroscedasticity is inherently present in meta-analytical samples, as the underlying studies typically differ in sample size. Its disturbing influence can be straightforwardly handled by means of standard econometric techniques, such as an appropriate estimator for a heteroscedastic error structure, or the use of White-adjusted variances. Heterogeneity due to quality differences, differences in research design, and the like are more difficult to handle and we have chosen to remedy the latter by including variables related to the type of valuation method used.
AN EMPIRICAL ASSESSMENT OF VOSL
The empirical assessment of the value of statistical life is investigated by means of the studies summarized in Table 1 . The starting-point of the sample selection process was the reference list in Elvik (1995) . Moreover, a literature search in 'Econbase' based on relevant keywords has been performed, recent volumes of the most relevant journals have been searched, and individual scholars have been approached via E-mail. This extensive search resulted in two additional studies. However, it was impossible to use all studies referenced in Elvik (1995) . Two studies were intractable (Jones- Lee, 1977; Person and Cedervall, 1992) ; some studies did not contain a usable VOSL-estimate (Graham and Vaupel, 1981; Kamerud, 1983 Kamerud, , 1988 Muller and Reutzel, 1984; Robertson, 1977; ; and some studies used an inaccessible language (Hellquist et al., 1977; Person and Cedervall, 1992) . Consequently, the meta-analysis is concerned with 25 studies, resulting in a total of 71 usable estimates. Figure 3 shows the distribution of VOSL estimates in 1996 U.S. dollars.
[FIGURE 3]
An interesting feature of the data to be explored is whether the VOSL estimates are homogeneous within and between different groups of estimates. As to the different groups to be explored we used a categorization into private vs public good, willingness to pay vs to accept, stated vs revealed preference, policy vs science-oriented, and Europe vs the rest of the world.
The dimension private vs public indicates whether the valuation of statistical life is based on the valuation of a risk reducing private (e.g., seat belts) or public good (e.g., road improvement).
Economic theory suggests a difference, as due to the free-rider problem for public goods, the VOSL based on private good valuation is expected to be higher. Regarding the distinction between WTP and WTA, earlier studies (Lanoie et al., 1995; McDaniels, 1992) have shown that WTA estimates tend to be higher, as there is no income restriction. Likewise, it is to be expected that stated preference methods will exhibit higher VOSL estimates (see, e.g., Lanoie et al., 1995) .
It is less clear whether one should expect a difference among studies that have been performed for policy purposes or for purely scholarly purposes. In the analysis the former type of studies has been distinguished on the basis of the government being the client or the performer of the research.
Finally, it would be ideal to investigate whether there are significant differences in VOSL estimates within and between urban and rural areas, as it is reasonable to assume that the type of accidents differ between urban and rural areas (Wadwha et al., 1998) . However, for the underlying studies, no such information is available. Instead, we therefore distinguish between studies for European countries and for countries in the rest of the world.
An ANOVA-type analysis can be carried out (see Hedges, 1994) assuming that the data arise from a series of k independent studies, which can be divided into p disjoint groups on the basis of an a priori defined independent grouping variable. where the weight w ij is the reciprocal of the variance of T ij ,
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In most cases the variance is actually unknown and is conveniently replaced by an estimated variance, which is a function of the within-study sample size and the effect size estimate (Hedges, 1994, p. 286-287) . In the meta-analysis sample the estimated variance of the VOSL estimates is, however, also unknown or not reported in a large number of the underlying studies. As the estimated variance is inversely proportional to the within-study sample size, we use the latter. 9 Figure 4 shows that this approach is accurate, as the variation in VOSL estimates for small sample sizes is much higher than for larger sample sizes.
[FIGURE 4]
Consequently, a test that there is no variation of the population VOSL estimates within the groups of studies Q w is given by: In the discussion above we assume that for each study the sample size is given. However, for certain types of studies the notion of sample size does not make sense. For example, revealed preference studies of behaviour of public authorities are not based on samples of consumers.
Therefore we start our ANOVA approach by giving an equal weight to all studies. The results are presented in Table 2 .
The Table shows that the means of stated and revealed preference studies, political and scientific studies, and studies referring to Europe and the rest of the world, are significantly different.
Stated preference studies tend to yield higher estimates than revealed preference studies. A related result is that policy oriented studies tend to be lower than studies carried out in a scientific environment. The background is that studies on measures implemented by the public sector usually concern lower limits of the VOSL (if policy measure x with the associated VOSL y has been implemented the public sector reveals that the critical VOSL level is higher than or equal than y; see also Section 2). The bivariate analysis does not point to significant differences in the mean VOSL for valuation of private vs public goods, and willingness to pay vs willingness to accept studies. Table 2 also reveals in a statistical way the heterogeneity that we alluded to above. The Q-tests of both the within and between group variation are highly significant.
[TABLE 2]
The next step is an analysis based on a subset of 51 observations where weights can be used in a meaningful way. This is done by removing all revealed preference studies. In order to be able to interpret the effect of the introduction of weights we first give the unweighted results (see Table 3 ).
Deleting the revealed preference studies has a clear impact on the statistical analysis of the means between studies. The impact of the country variable (Europe versus the rest of the world) disappears, and the political versus scientific variable now has a reversed sign: VOSL studies carried out in academia tend to yield lower values than studies that are closer to the political arena. Another difference is that a significant result is found now for the private versus public variable: within this subset the VOSL used in decisions on private measures (e.g., safer cars) is higher than in public policies (e.g., safer roads).
[TABLE 3]
Finally we present the results of the weighted analysis (see Table 4 ). In this case the only remaining significant difference between means of groups is the one between the studies in the private versus public domain.
[TABLE 4]
Although a bivariate analysis leads to useful insights, a multivariate approach is required to systematically explain the variation in the VOSL estimates. A so-called meta-regression is performed, with the variables partly taken from the underlying studies, and partly from additional data that have been gathered. The base specification is taken from the set-up specified in Equation (1). In addition to the variables used in the above analysis, two variables are added on the basis of theoretical considerations: GDP per capita (Jones Lee et al., 1983; Kidholm, 1995; Miller, 2000) and the actual risk level. The latter variable captures the impact of the actual risk level, which differs per country and per year, as theoretically it is expected that a higher initial risk level leads to a higher VOSL (see also Section 2). In many of the contingent valuation studies an initial risk level is given in the study. As this information is not available for all studies, we chose the statistical fatal accident rate as a proxy for the risk variable. Finally, in order to account for temporal differences a variable indicating the year to which the data pertain was added. Table 5 presents the results of the meta-regression. In the first column with estimates the initial OLS results are reported as well as the results of various misspecification tests. The JarqueBera test indicates that the null hypothesis of a normally distributed error term has to be rejected. We therefore report the results of a logarithmic specification, with the dependent as well as the GDP per capita variable transformed (see also Miller, 2000) . Although meta-samples are inherently heteroscedastic, due to the variation in sample size of the underlying studies, the results of the White test do not indicate that this is problematic statistically.
The results in the second column indicate that the variables STATED PREFERENCE and POLICY PURPOSE are significant, the former being positive and the latter negative. This indicates that a stated preference study tends to yield higher estimates, and that studies meant for policy purposes result in lower VOSL estimates. Note that similar results were found in the bivariate analysis of Table 2 . It is interesting to observe that the coefficient for the variable ln(GDP PER CAPITA) is rather close to 1.
Consequently, ln(VOSL/GDP PER CAPITA) can be used as the dependent variable, which circumvents the potentially problematic transformations to express the VOSL in a common real value. The last column of Table 5 shows that the regression results are comparable. Again stated preference studies result in a significantly higher VOSL estimate, which conforms to a priori expectations, and the variable POLICY PURPOSE is significantly different from zero and negative.
[TABLE 5]
Miller (2000) estimates the income elasticity of VOSL estimates across 68 studies from different fields, transport being one of them. The studies are concerned with wage-risk, contingent valuation surveys, and consumer behavior, and show an income elasticity ranging between 0.85 and 0.96. The wage-risk studies and contingent valuation surveys yield roughly comparable VOSLs, both of which are significantly higher than the VOSLs from consumer behavior studies. Table 5 shows that an income elasticity estimate based on road safety studies leads to a somewhat higher estimated income elasticity of 1.33. Subsequently, Miller (2000) uses the estimated income elasticity to come up with VOSLs for most developing and developed countries in the world, a procedure that is generally called 'value' or 'benefit transfer' (see Brouwer, 2000) .
Finally we present the results of a meta-regression on the subset of stated preference studies, both unweighted and weighted (Table 6 ). In the weighted version we find significant results for the PRIVATE GOOD variable (similar to the bivariate analysis) and country type (VOSL estimates are higher in Europe as compared to other countries, ceteris paribus). It also appears that the actual risk level in a country has a positive impact on the VOSL: in high risk countries respondents appear to attach higher value to the VOSL. This is in line with the discussion in Section 2, where it was demonstrated that the current risk level may play a role in people's WTP for a certain reduction in risk. However, this calls for a deeper analysis since in stated preference studies it is not the actual risk but the initial risk that has to be considered. This will be the subject of the next section.
[TABLE 6]
THE VOSL IN RELATION TO THE INITAL RISK LEVEL
It was hypothesized in Section 2 that the WTP for a given reduction in probability is an increasing function of the initial risk level. This implies that a greater risk decline proposed in the valuation question leads to a declining WTP per statistical life. Close observation of the studies in the database reveals exactly this hypothesized pattern. For example, in Jones- Lee et al. (1983) the initial risk level is 10 per 100,000, and a risk decline of 2 per 100,000 results in a VOSL estimate of 2,210,000 British Pounds, whereas a risk reduction of 5 per 100,000 leads to a VOSL of 1,430,000 Pounds. Similar results are obtained for the data provided in Desaigues and Rabl (1995) . Figure 5 shows the marginal WTP and risk levels computed on the basis of the data in the latter study.
[FIGURE 5]
The explanation for the declining VOSL with higher risk declines is that a different level of risk decline is not perceived as different when the valuation question is answered. Although this may be an explanation for the observed differences within studies, this is not the case between studies. Between studies differences are likely to result from differences in initial risk level. In order to investigate whether the pattern is common to all stated preference studies we investigate a subset of studies, with 33 usable CVM estimates, for which the initial risk level is known (risk decline is known for all CVM estimates).
[TABLE 7]
The independent variables in the regression are concerned with the initial risk level and the level of risk decline. The initial risk level refers to the level mentioned in the study, 10 and the risk decline is mentioned in the valuation questions. In addition, we add as independent variables the significant variables in the earlier regressions, reported in Table 1 -6.
The results show that the variables INITIAL RISK and RISK DECLINE have the expected sign, and they are significantly different from zero at least at the 0.05-level. This indicates that the initial risk level matters, even if it is relatively low. Hence, the estimated VOSL depends on the initial risk level considered, implying that in terms of Figure 1 most studies are in the range for which the marginal WTP is still falling. These results also imply that the value transfer approach as proposed for example by Miller (2000) , should not only take into account the level of GDP per capita, but also the initial risk level. 10 The reader should note that this is different and in fact more precise than the variable ACTUAL RISK used in the earlier regressions.
CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH
From the 1970s onwards VOSL in road safety has been studied using stated and revealed preference methods. These studies were carried out in different countries and with respect to different years, resulting in a wide range of estimated values. We used meta-analysis to determine whether factors exist that systematically affect the value of life estimates.
Revealed preference studies lead to lower estimates than stated preference studies. An explanation of this outcome is that revealed preference studies tend to report lower limits of VOSL since they are based on measured implemented, not on measures that are discarded. Within the group of stated preference studies the WTP for risk reduction appears to be higher in the case of private goods (for example cars) compared with public goods (for example roads). Another conclusion is that the VOSL depends on the current risk level.
To assume that a single (average or mean) VOSL can be attained, as is frequently suggested in the literature as well as among policy-makers, is not sound from a theoretical perspective. As we have shown, the same conclusion can be drawn regarding the empirics of VOSL estimations. We have shown that the VOSL depends on the initial risk level regarding a (fatal) accident and on the risk decline that is being considered.
This obviously has implications for the validity of value transfer approaches. Short-cut methods to obtaining VOSL estimates over space and/or time are biased if they are solely based on, for instance, a measure such as GDP per capita. Furthermore, these results also create challenges for future VOSL studies. Care should be taken to very precisely transmit to respondents what initial risk level is being considered, and what the precise risk decline is.
Finally, our results raise the interesting question whether public investments in road safetyas well as policies affecting private investments -should be based on the ex ante benefits, as they result from a reduction in risk for the entire population affected by the policy measure, or alternatively on ex post values. With a falling marginal WTP to improve road safety, these two indicators may diverge, implying different optimal levels of investments in road safety. refers to the 0.01, 0.05, and 0.10-level, respectively. In the column labeled VOSL the coefficients are reported K 1,000. AIC is the Akaike Information Criterion, SC the Schwartz Criterion. The Jarque-Bera test is a test on a normally distributed error term, and the White test refers to heteroscedasticity. 2 Dummy variable with unity for the observations reflected in the name of the variable. 3 In the first specification GDP per capita is used, in the second specification the logarithmic value is used. 4 Misspecification tests are presented with probabilities in parentheses. 
