A complete description of the spaces of curvature tensors for holonomy algebras of Lorentzian manifolds is given. As the consequence, the classification of all possible holonomy algebras of Einstein and Ricci-flat Lorentzian manifolds is obtained. It is shown that each such algebra appears as the holonomy algebra of an Einstein (resp., Ricci-flat) Lorentzian manifold, the direct constructions are given.
proper subspace of R 1,n+1 . Obviously, if g ⊂ so(1, n + 1) is irreducible, then it is weaklyirreducible. From the Wu Theorem [30] it follows that any Lorentzian manifold (M, g) is either locally a product of the manifold (R, −(dt) 2 ) and of a Riemannian manifold, or of a Lorentzian manifold with weakly-irreducible holonomy algebra and of a Riemannian manifold. The Riemannian manifold can be further decomposed into the product of a flat Riemannian manifold and of Riemannian manifolds with irreducible holonomy algebras. If the manifold (M, g) is simply connected and geodesically complete, then these decompositions are global. This allow us to consider locally indecomposable Lorentzian manifolds, i.e. manifolds with weakly-irreducible holonomy algebras. For example, a locally decomposable Lorentzian manifold (M, g) is Einstein if and only if locally it is a product of Einstein manifolds with the same cosmological constants as (M, g). The only irreducible Lorentzian holonomy algebra is the whole Lie algebra so(1, n + 1) ( [6, 11] ), so we consider weakly-irreducible not irreducible holonomy algebras.
Denote by sim(n) the subalgebra of so(1, n + 1) that preserves the isotropic line Rp. The Lie algebra sim(n) can be identified with the following matrix algebra:
The above matrix can be identified with the triple (a, A, X). We get the decomposition sim(n) = (R ⊕ so(n)) ⋉ R n , which means that R ⊕ so(n) ⊂ sim(n) is a subalgebra and R n ⊂ sim(n) is an ideal, and the Lie brackets of R ⊕ so(n) with R n are given by the standard representation of R ⊕ so(n) in R n . We see that sim(n) is isomorphic to the Lie algebra of the Lie group of similarity transformations of R n . The explicit isomorphism on the group level is constructed in [13] .
If a weakly-irreducible subalgebra g ⊂ so(1, n + 1) preserves a degenerate proper subspace U ⊂ R 1,n+1 , then it preserves the isotropic line U ∩ U ⊥ , and g is conjugated to a weaklyirreducible subalgebra of sim(n). Let h ⊂ so(n) be a subalgebra. Recall that h is a compact Lie algebra and we have the decomposition h = h ′ ⊕ z(h), where h ′ is the commutant of h and z(h) is the center of h ( [28] ).
The next theorem gives the classification of weakly-irreducible not irreducible holonomy algebras of Lorentzian manifolds.
Theorem 1 A subalgebra g ⊂ sim(n) is the weakly-irreducible holonomy algebra of a Lorentzian manifold if and only if it is conjugated to one of the following subalgebras: type 1. g 1,h = (R ⊕ h) ⋉ R n , where h ⊂ so(n) is the holonomy algebra of a Riemannian manifold; type 2. g 2,h = h ⋉ R n , where h ⊂ so(n) is the holonomy algebra of a Riemannian manifold; This theorem is the result of the papers [5, 24, 14] , see [15] for the whole history.
The subalgebra h ⊂ so(n) associated to a weakly-irreducible Lorentzian holonomy algebra g ⊂ sim(n) is called the orthogonal part of g. For this subalgebra h ⊂ so(n) we have an orthogonal decomposition R n = R n 1 ⊕ · · · ⊕ R ns ⊕ R n s+1 (1) and the corresponding decomposition into the direct sum of ideals
i.e. g is spanned by the images of the elements R ∈ R(f).
If there is a pseudo-Euclidean metric η on W such that f ⊂ so(W ), then any R ∈ R(f) satisfies
with respect to the metric on Λ 2 W . In particular, R is zero on the orthogonal complement
In [12] the following theorem is proved.
Theorem 2 [12] It holds:
for all x, y ∈ R n ;
(2) R ∈ R(g 2,h ) if and only if R ∈ R(g 1,h ), λ = 0 and v = 0;
(3) R ∈ R(g 3,h,ϕ ) if and only if R ∈ R(g 1,h ), λ = 0, η(x, v) =φ(P (x)) for all x ∈ R n , and R 0 ∈ R(ker ϕ);
Remark that the decomposition
The spaces R(h) for the holonomy algebras of Riemannian manifolds h ⊂ so(n) are computed by D. V. Alekseevsky in [2] . Let h ⊂ so(n) be an irreducible subalgebra. The space R(h) admits the following decomposition into h-modules
where R 0 (h) consists of the curvature tensors with zero Ricci curvature, R 1 (h) consists of tensors annihilated by h (this space is zero or one-dimensional), R ′ (h) is the complement to these two spaces. If R(h) = R 1 (h), then any Riemannian manifold with the holonomy algebra h is locally symmetric. Remark that any locally symmetric Riemannian manifold is Einstein and not Ricci-flat. Note that R(h) = R 0 (h) if h is any of the algebras: su( n 2 ), sp( n 4 ), G 2 ⊂ so (7) , spin(7) ⊂ so (8) . This implies that each Riemannian manifold with any of these holonomy algebras is Ricci-flat. Next, R(u( n 2 )) = R ⊕ R ′ (u( n 2 )) ⊕ R(su( n 2 )) and R(sp( n 4 ) ⊕ sp(1)) = R ⊕ R(sp( n 4 )). Hence any Riemannian manifold with the holonomy algebra sp( n 4 ) ⊕ sp(1) is Einstein and not Ricci-flat, and a Riemannian manifold with the holonomy algebra u( n 2 ) can not be Ricci-flat. Finally, if an indecomposable n-dimensional Riemannian manifold is Ricci-flat, then its holonomy algebra is one of so(n), su( n 2 ), sp( n 4 ), G 2 ⊂ so (7), spin(7) ⊂ so (8) .
This definition does not depend on the choice of the orthogonal basis e 1 , ..., e n of R n . Denote by P 0 (h) the kernel of Ric and let P 1 (h) be its orthogonal complement in P(h). Thus,
Since h ⊂ so(n) is irreducible and the map Ric is h-equivariant, P 1 (h) is either trivial or isomorphic to R n . The spaces P(h) for h ⊂ u( n 2 ) are found in [24] . In Section 6 we compute the spaces P(h) for the remaining Riemannian holonomy algebras. The result is given in Table   1 (for a compact Lie algebra h, V Λ denotes the irreducible representation of h given by the irreducible representation of h ⊗ C with the highest weight Λ). Table 1 The spaces P(h) for irreducible Riemannian holonomy algebras h ⊂ so(n).
From the results of [24] it follows that P(u(m)) ≃ ⊙ 2 (C m ) * ⊗ C m . Let us describe this isomorphism in the following way. Let S ∈ ⊙ 2 (C m ) * ⊗ C m ⊂ (C m ) * ⊗ gl(m, C). We fix an identification C m = R 2m = R m ⊕ iR m and choose a basis e 1 , ..., e m of R m . Define the complex numbers S abc , a, b, c = 1, ..., m such that S(e a )e b = c S acb e c . It holds S abc = S cba . Define a map S 1 : R m → gl(2m, R) by the conditions S 1 (e a )e b = c S abc e c , S 1 (ie a ) = −iS 1 (e a ), and S 1 (e a )ie b = iS 1 (e a )e b . It is easy to check that P = S − S 1 : R 2m → gl(2m, R) belongs to P(u(n)) and any element of P(u(n)) is of this form. Such element belongs to P(su(n)) if and only if b S abb = 0 for all a = 1, ..., m, i.e. S ∈ (⊙ 2 (C m ) * ⊗ C m ) 0 . If m = 2k, i.e. n = 4k, then P belongs to P(sp(k)) if and only if S(e a ) ∈ sp(2k, C), a = 1, ..., m, i.e.
In [15] it is shown that any P ∈ P(u(m)) satisfies η( Ric(P ), x) = − tr C P (Jx) for all x ∈ R 2m .
The next theorem follows from Table 1 and the results from [2] .
Using the above theorem and the results of [2] , we may explicitly give the spaces P 1 (h).
The isomorphism P 1 (so(n)) ≃ R n is defined in the following way: x ∈ R n corresponds to P = x ∧ · ∈ P 1 (so(n)), i.e. P (y) = x ∧ y for all y ∈ R n .
Any P ∈ P 1 (u(m)) has the form
where J is the complex structure on R 2m , x ∈ R 2m is fixed, and y ∈ R 2m is any vector.
Any P ∈ P 1 (sp(m) ⊕ sp(1)) has the form
where (J 1 , J 2 , J 3 ) is the quaternionic structure on R 4m , x ∈ R 4m is fixed, and y ∈ R 4m is any vector.
We will see that for h ⊂ so(h), where h is a compact simple Lie algebra any P ∈ P 1 (h) has the form
where x ∈ h is fixed, and y ∈ h is any element.
In general, let h ⊂ so(n) be an irreducible subalgebra and P ∈ P 1 (h). Then Ric(P ) ∧ · ∈ P 1 (so(n)). Furthermore, it is easy to check that Ric P + 1 n−1 Ric(P ) ∧ · = 0, that is P + 1 n−1 Ric(P ) ∧ · ∈ P 0 (so(n)). Thus the inclusion P 1 (h) ⊂ P(so(n)) = P 0 (so(n)) ⊕ P 1 (so(n)) is given by
Ric(P ) ∧ · ∈ P 0 (so(n)) ⊕ P 1 (so(n)).
This construction defines the tensor W = P + 1 n−1 Ric(P ) ∧ ·, which is the analog of the Weyl tensor for P ∈ P(h), and this tensor is a part of the Weyl tensor of a Lorentzian manifold.
To make the exposition complete, we give a description of the space R(so(1, n + 1)) that follows immediately from [2] . The space R(so(1, n + 1)) admits the decomposition (4). The Let R ∈ R(g 1,h ) be as in Theorem 2, then its Ricci tensor Ric = Ric(R) satisfies
where x, y ∈ R n (recall that Ric(u, v) = tr(z → R(z, u)v)).
Obviously, these equations imply that there is no three-dimensional indecomposable Einstein
Lorentzian manifolds with holonomy algebras contained in sim(1) = R ⋉ R. Thus we may assume that n ≥ 2.
Here is a result from [15] .
Theorem 4 [15] Let (M, g) be a locally indecomposable Lorentzian Einstein manifold admitting a parallel distribution of isotropic lines. Then the holonomy of (M, g) is either of type 1 or 2.
If the cosmological constant of (M, g) is non-zero, then the holonomy algebra of (M, g) is of type 1. If (M, g) admits locally a parallel isotropic vector field, then (M, g) is Ricci-flat.
The classification completes the following two theorems.
Theorem 5 Let (M, g) be a locally indecomposable n + 2-dimensional Lorentzian manifold admitting a parallel distribution of isotropic lines. If (M, g) is Ricci-flat, then one of the following holds:
(1) The holonomy algebra g of (M, g) is of type 1, and in the decomposition (2) of the orthogonal part h ⊂ so(n) at least one subalgebra h i ⊂ so(n i ) coincides with one of the Lie algebras so(n i ), u( n i 2 ), sp( n i 4 ) ⊕ sp(1) or with the holonomy algebra of a symmetric Riemannian space.
(2) The holonomy algebra g of (M, g) is of type 2, and in the decomposition (2) of the orthog- (7), spin(7) ⊂ so (8) .
Theorem 6 Let (M, g) be a locally indecomposable n + 2-dimensional Lorentzian manifold admitting a parallel distribution of isotropic lines. If (M, g) is Einstein and not Ricci-flat, then the holonomy algebra g of (M, g) is of type 1, and in the decomposition (2) of the orthogonal part h ⊂ so(n) each subalgebras h i ⊂ so(n i ) coincides with one of the Lie algebras so(n i ), u( n i 2 ), sp( n i 4 ) ⊕ sp(1) or with the holonomy algebra of a symmetric Riemannian space. Moreover, h ⊂ so(n) does not annihilate any proper subspace of R n , i.e. in the decomposition (1) it holds n s+1 = 0.
Proof of Theorems 5 and 6. Fix a point x ∈ M and let g be the holonomy algebra of (M, g) at this point. We identify (T x M, g x ) with (R 1,n+1 , η). By the Ambrose-Singer Theorem [7] , g is spanned by the images of the elements
where γ is a piecewise smooth curve in M starting at the point x and with an end-point y ∈ M, and τ γ : T x M → T y M is the parallel transport along γ. All these elements belong to the space R(g) and they can be given as in Theorem 2. Suppose (M, g) is Ricci-flat. By Theorem 4, g is either of type 1 or 2. If g is of type 2, then from (5) and (6) it follows that each R γ satisfies λ = 0, v = 0, Ric(R 0 ) = 0, and Ric(P ) = 0. Hence the orthogonal part h ⊂ so(n) of g is spanned by the images of elements of R 0 (h) and P 0 (h). Thus h is the holonomy algebra of a Ricci-flat Riemannian manifold. If g is of type 1, then each R γ satisfies λ = 0, v = Ric(P ), and Ric(R 0 ) = 0. Hence for some element R γ it holds Ric(P ) = 0, i.e. at list for one h i ⊂ so(n i ) in the decomposition (2) it holds P 1 (h i ) = 0. If (M, g) is Einstein with the cosmological constant Λ = 0, then by Theorem 4, g is of type 1. We get that the curvature tensor R x at the point x given by (2) satisfies λ = Λ, v = Ric(P ), and Ric(R 0 ) = Λη| R n ⊗R n . Hence for each h i ⊂ so(n i ) in the decomposition (2) it holds R 1 (h i ) = 0 and n s+1 = 0.
Remark. A simple version of Theorem 5 for Lorentzian manifolds with holonomy algebras of type 2 is proved in [15] , where the possibility for h i ⊂ so(n i ) to coincide with the holonomy algebra of a symmetric Riemannian non-Kählerian space was not excluded.
Examples of Einstein and Ricci-flat Lorentzian metrics
On an n+2-dimensional Lorentzian manifold (M, g) admitting a parallel distribution of isotropic lines there exist local coordinates (the Walker coordinates) x 0 , ..., x n+1 such that the metric g has the form
where h(x n+1 ) = n i,j=1 h ij (x 1 , ..., x n+1 )dx i dx j is a family of Riemannian metrics depending on the coordinate x n+1 [29] . The parallel distribution of isotropic lines is defined by the vector field ∂ 0 (we denote ∂ ∂x a by ∂ a ). In [16] the Einstein equations for the general metric (7) are written down and some solutions of this system under some assumptions on the coefficients are found. Of course, it is not possible to solve such system in general.
In this section we show the existence of a local metric for each holonomy algebra obtained in the previous section. It is easy to see that if the metric (7) is Einstein, then each Riemannian metric in the family h(x n+1 ) is Einstein with the same cosmological constant.
First consider the metric (7) with h ij independent of x n+1 and u i (x 1 , ..., x n+1 ) = 0 for all i = 1, ..., n. The holonomy algebras of such metrics are found in [5, 26] . If f is sufficiently general, then the holonomy algebra g of this metric is weakly-irreducible. If ∂ 0 f = 0, then g = h ⋉ R n , where h is the holonomy algebra of the Riemannian metric h; if ∂ 0 f = 0, then g = (R ⊕ h) ⋉ R n . In addition we need to choose h and f to make g Einstein or Ricci-flat. The Ricci tensor Ric(g) for such metric has the following components:
Suppose that g is Ricci-flat, then the metric h should be Ricci-flat as well. Next, ∂ 0 f = 0 and
Thus, the metric g is Ricci-flat and g = h ⋉ R n .
Suppose that g is Einstein with the cosmological constant Λ = 0, then h is Einstein with the
Thus the metric g is Einstein with the cosmological constant Λ and g = (R ⊕ h) ⋉ R n .
It is impossible to construct in this way Ricci-flat metrics with the holonomy algebras of type 1.
In [14] for each weakly-irreducible not irreducible holonomy algebra is constructed a metric of the form (7) with h ij (x 1 , ..., x n+1 ) = δ ij , i.e. each Riemannian metric in the family h(x n+1 ) is flat. The Ricci tensor Ric(g) for such metric has the following components:
Ric i j =0, i, j = 1, ..., n,
Now we recall the algorithm of the construction from [14] .
Let h ⊂ so(n) be the holonomy algebra of a Riemannian manifold. We get the decompositions (1) and (2) . We will assume that the basis e 1 , ..., e n of R n is compatible with the decomposition of R n . Let n 0 = n 1 + · · · + n s = n − n s+1 . We see that h ⊂ so(n 0 ) and h does not annulate any proper subspace of R n 0 . We will always assume that the indices i, j, k run from 1 to n, the indicesî,ĵ,k run from 1 to n 0 , the indicesî,ĵ,k run from n 0 + 1 to n, and the index α runs from 1 to N. We will use the Einstein rule for sums.
Let (P α ) N α=1 be linearly independent elements of P(h) such that the subset {P α (u)|1 ≤ α ≤ N, u ∈ R n } ⊂ h generates the Lie algebra h. For example, it can be any basis of the vector space P(h). For each P α define the numbers Pk αĵî such that P α (eˆi)eĵ = Pk αĵî ek. Since P α ∈ P(h),
we have
Pĵ αkî = −Pk αĵî and Pk αĵî + Pˆi αkĵ + Pĵ αîk = 0.
It holds Ric(P α ) = Ric(P α )kek, where Ric(P α )k = î Pk αîî . Define the following numbers
We have
From (16) it follows that
Pk αĵî = (α − 1)! ak αĵî − aĵ αkî and ak αĵî + aˆi αkĵ + aĵ αîk = 0.
Define the functions
and set uˆi = 0. We choose the function f to make the holonomy algebra g of the metric g to be weakly-irreducible. If ∂ 0 f = 0, then g is either of type 2 or type 4; if ∂ 0 f = 0, then g is either of type 1 or type 3. We will make g to be Ricci-flat, then g will be either of type 2 or type 1, i.e. it will equal either to h ⋉ R n or to (R ⊕ h) ⋉ R n .
Note that
Suppose that g is Ricci-flat. Then, first of all, the equalities (12) and (14) imply that f =
First suppose that g is of type 2, i.e. ∂ 0 f = 0 and f 1 = 0. Substituting this and (21) into the equation Ric = 0, we get the following equations
The first equation is equivalent to the condition P 1 (h) = 0. Clearly, the function
satisfies the second equation. In order to make g weakly-irreducible we add to the obtained f 0 the harmonic function (x 1 ) 2 + · · · + (x n−1 ) 2 − (n − 1)(x n ) 2 (it is not necessary to do this if n 0 = n).
Thus we get a new example of the Ricci-flat metric with the holonomy algebra h ⋉ R n , where h is the (not necessary irreducible) holonomy algebra of a Ricci-flat Riemannian manifold.
Suppose now that g is of type 1. The equation Ric = 0 is equivalent to the following system of equations:
We may take f 1 = î 2 (α−1)! Ric(P α )ˆiyˆi(x n+1 ) α−1 . Substituting it into the last equation, we obtain the equation of the form
where G is a polynomial of the variables xˆi and x n+1 , and it is of degree at most 2 in the variables xˆi and of degree at most 2
where G β is a polynomial of xˆi of degree at most 2. Thus we need to find solutions of a number of the Poisson equations 
and (∂ˆi) 2 H 1 = 0 for eachî. Now it is obvious that the function
is a solution of the equation (23) . In order to make g weakly-irreducible we add to the obtained f 0 the harmonic function (x 1 ) 2 + · · · + (x n−1 ) 2 − (n − 1)(x n ) 2 .
Thus we get an example of the Ricci-flat metric with the holonomy algebra (R ⊕ h) ⋉ R n , where h is the (not necessary irreducible) holonomy algebra of a Riemannian manifold such that P 1 (h) = 0, in other words, in the decomposition (2) at least one h i is the holonomy algebra of a not Ricci-flat Riemannian manifold.
We have proved the following theorem.
Theorem 7 Let g be any algebra as in Theorem 5 or 6, then there exists an n + 2-dimensional Einstein (resp., Ricci-flat) Lorentzian manifold with the holonomy algebra g.
Example 1
In [14, 15] we constructed metrics with the holonomy algebras g 2,G 2 ⊂ so (1, 8) and g 2,spin (7) ⊂ so (1, 9) . In these constructions N = 1 and f = 0. Choosing in these con-
, we obtain Ricci-flat metrics with the holonomy algebras g 2,G 2 ⊂ so(1, 8) and g 2,spin (7) ⊂ so (1, 9) .
Computation of the spaces P(h)
Since for the Berger subalgebras h ⊂ u( n 2 ) the spaces P(h) are found in [24] , we may assume that h ⊂ u( n 2 ), then the subalgebra h ⊗ C ⊂ so(n, C) is irreducible and it is enough to find the space P(h ⊗ C), which equals P(h) ⊗ C.
Here we compute the spaces P(h) for all irreducible Berger subalgebras h ⊂ so(n, C). The only non-symmetric Berger subalgebras h ⊂ so(n, C) (i.e. subalgebras with R(h) = R 1 (h)) are so(n, C), sl(2, C) ⊕ sp(2m, C) ⊂ so(4m, C) (m ≥ 2), so(7, C) ⊂ so(8, C) and G C 2 ⊂ so(7, C). The symmetric Berger subalgebras h ⊂ so(m, C) (i.e. subalgebras with R(h) = R 1 (h)) are given in Table 2 taken from [27] .
For simple Lie algebras we use the notation from [28] . For some computations we use the package LiE [23] . Remark that the numbering of the vertices on the Dynkin diagram for some simple Lie algebras in [28] and [23] are different. Table 2 Irreducible symmetric Berger subalgebras h ⊂ so(m, C) = so(V ).
No.
h Conversely, if R(·, x) ∈ P(h) for each x ∈ V , then it is not hard to prove that R satisfies (3), and using this it is easy to see that R ∈ R(h).
Remark that the above lemma can be also applied for irreducible submodules U ⊂ R(h). It is easy to see that Hom 1 (V, h) ≃ V . Note that Hom 1 (V, so(n)) = P 1 (so(n)).
Let ϕ ∈ Hom 0 (V, h) and P ∈ P 1 (so(n)), then where we used the scalar products on different tensor spaces and the fact that Hom 0 (V, h) ⊂ Hom 0 (V, so(n)) is orthogonal to Hom 1 (V, so(n) ). On the other hand, suppose that pr h •P = 0.
Recall that P is of the form x 0 ∧ · for some x 0 ∈ V . Then h annihilates x 0 and we get x 0 = 0.
The lemma is proved.
Note that ⊙ 2 h containes id h and the subspace in Proof. The number of irreducible submodules isomorphic to the highest weight module V λ in
where Λ is the highest weight of V , l is the rang of h, A i are canonical generators of h corresponding to the simple positive roots, and Λ i are the labels on the Dynkin diagram defining Λ, see e.g. [28] . If Λ = λ, then dim h λ−Λ equals either 0 or 1. This shows that all V λ are pairwise different. We get that
where h 0 is the fixed Cartan subalgebra of h. If Λ i > 0, then obviously (ad
The matrix of the obtained homogeneous system of linear equations consists of the lines of the Cartan matrix of h corresponding to i with Λ i = 0. Since the Cartan matrix is non-degenerate, we immediately get the proof of the lemma.
Proposition 2 Let h 1 ⊂ gl(V 1 ) and h 2 ⊂ gl(V 2 ) be irreducible complex subalgebras and h = h 1 ⊕
is a weak-Berger subalgebra, then h ⊂ so(V ) is a Berger subalgebra. If in this case h is different form sl(2, C) ⊕ sp(2m, C), then P(h) = P 1 (h) ≃ V , i.e. h ⊂ so(V ) is a symmetric Berger subalgebra. Moreover, P 1 (sl(2, C) ⊕ sp(2m, C)) ≃ V and P 0 (sl(2, C) ⊕ sp(2m, C)) = (sp(2m, C)) (1) ⊕ (sp(2m, C)) (1) , where (sp(2m, C)) (1) ≃ ⊙ 3 (C 2m ) * is the first prolongation of the subalgebra sp(2m, C) ⊂ C 2m .
Proof. First suppose that the dimensions of V 1 and V 2 are greater then 2. Let h be one of the
We claim that there is no P ∈ P(h) taking values either in h 1 or in h 2 , i.e. P(h 1 ⊂ so(V )) = P(h 2 ⊂ so(V )) = 0. Indeed, since the dimensions of V 1 and V 2 are greater then 2, both h 1 and h 2 preserve more then two vector subspaces of V and act in these subspaces in the same time.
From this it is easily follows that P(h 1 ⊂ so(V )) = P(h 2 ⊂ so(V )) = 0. The claim is proved.
Note that h ⊂ so(V ) is a symmetric Berger subalgebra, and there are exactly two non-zero labels on the Dynkin diagram of h defining the representation V . One of these labels is on the Dynkin diagram of h 1 and the other one is on the Dynkin diagram of h 2 . Hence V ⊗ h containes
This shows that one irreducible component V ⊂ V ⊗ h belongs two h 1 ⊗ V 1 ⊗ V 2 and another one belongs to h 2 ⊗ V 1 ⊗ V 2 . Hence none of them belong two P(h). On the other side, P(h)
is an irreducible subalgebra different from the above two, then it is properly contained either in f = so(V 1 ) ⊕ so(V 2 ), or in f = sp(V 1 ) ⊕ sp(V 2 ). Next,
Since P(f) ≃ V is an irreducible h-module and the images of the elements of P(f) span f, we get that P(h) = 0.
If dim V 1 = 2, then h 1 = sl(2, C) and h 2 ⊂ sp(2m, C) is a proper irreducible subalgebra, m ≥ 2.
Consider the Lie algebra h = sl(2, C) ⊕ sp(2m, C). It is easy to see that P(sp(2m, C) ⊂ V ) = (sp(2m, C)) (1) ⊕ (sp(2m, C)) (1) . Using this and the above arguments, we get that P 1 (h) ≃ V and P 0 (h) = (sp(2m, C)) (1) ⊕ (sp(2m, C)) (1) . If h 2 ⊂ sp(2m, C) is a proper subalgebra, then P 0 (sl(2, C) ⊕ h 2 ) = (V ⊗ (sl(2, C) ⊕ h 2 )) ∩ P 0 (sl(2, C) ⊕ sp(2m, C)) and this intersection is zero, since it holds (h 2 ) (1) = 0. From the above we know that if P 1 (sl(2, C) ⊕ h 2 ) = 0, then sl(2, C) ⊕ h 2 is a Berger algebra. The proposition is proved.
Let h be simple and δ be its highest root. Let V = V Λ . The tensor product V ⊗ h containes the h-submodule V Λ+δ . Let A δ ∈ h and v Λ ∈ V be the highest root and highest weight vectors, respectively. Then v Λ ⊗ A δ ∈ V Λ+δ ⊂ V ⊗ h, and V Λ+δ ⊂ P(h) if and only if v Λ ⊗ A δ ∈ P(h).
It is easy to see that the condition v Λ ⊗ A δ ∈ P(h) holds if and only if A δ has rank two and A δ v −Λ = 0, where v −Λ is the lowest vector in V (note that v Λ and v −Λ are isotropic, and η(v Λ , v −Λ ) = 0 ). If A δ has rank two, then A δ ⊙ A δ ∈ R(h) and h ⊂ so(V ) is a non-symmetric Berger subalgebra. We have proved that if h ⊂ so(V ) is a symmetric Berger subalgebra or R(h) = 0, then V Λ+δ ∩ P(h) = 0. Thus we need only to consider irreducible submodules V λ ⊂ V ⊗ h not isomorphic to V and V Λ+δ . We will see that such submodules are never contained in P(h).
It is easy to get that C n ⊗ so(n,
Lemma 4
We have P 1 (so(n, C)) ≃ C n , P 0 (so(n, C)) = V π 1 ⊕π 2 (n ≥ 5), P(G C 2 ) = P 0 (G C 2 ) = V π 1 +π 2 and P(spin(7)) = P 0 (spin(7)) = V π 2 +π 3 .
Proof. We have already seen that P 1 (so(n, C)) ≃ C n , and for both Lie algebras G C 2 ⊂ so(7, C) and so(7, C) ⊂ so(8, C) it holds P 1 (h) = 0, i.e. P(h) ∩ V = 0.
Let h = G C 2 . We have Λ = π 1 = ǫ 1 and δ = π 2 = ǫ 1 − ǫ 3 . It is easy to see that v Λ ⊗ A δ ∈ P(h), i.e. V Λ+δ ⊂ P(h). Next, ⊂ V ⊗ h containes a 3-dimensional vector subspace of weight 2π 2 . This subspace is spanned by the vectors v ǫ 1 ⊗A ǫ 1 , v −ǫ 2 ⊗A ǫ 1 −ǫ 3 and v −ǫ 3 ⊗A ǫ 1 −ǫ 2 , where A µ denotes a non-zero root element in h of weight µ. Moreover this subspace has a 1-dimensional intersection with V 2π 2 and a 2-dimensional intersection with V π 1 +π 2 . This shows that V 2π 2 ⊂ P(h) if and only if all these three vectors belong to P(h). To see that v ǫ 1 ⊗ A ǫ 1 ∈ P(h) it is enough to write down the weak-Bianchi identity for the vectors v −ǫ 1 , v ǫ 2 and v ǫ 3 .
The Lie algebras so(n, C) and so(7, C) ⊂ so(8, C) can be considered in the same way. Since h ⊗ h = ⊙ 2 h ⊕ Λ 2 h and the adjoint representation of any simple h different from sl(n, C) is given by the Dynkin diagram with only one non-zero label, by Lemma 3, we may assume that P is either in ⊙ 2 h, or in Λ 2 h. The same is true for h = sl(n, C) since it is given by the Dynkin diagram with exactly two non-zero labels, i.e. h⊗h containes two irreducible h-modules isomorphic to h, one of them coincides with P 1 (h) and we need to explore the other one. We are left with the representations 1, 2, 4-8 from Table 2. For the representations 4, 5, and 9. We prove that P 0 (h) = 0 using Lemma 1. For each irreducible submodule V λ ⊂ V ⊗h different from the highest one and from V we find a submodule
The subalgebra h = so(9, C) ⊂ so((∆ 9 ) C ) = so (16, C) .
The submodule V π 2 +π 4 ⊂ V ⊗h is the highest one and we are left with the submodule V π 1 +π 4 . The
we conclude that V π 1 +π 4 ⊂ P(h).
The subalgebra h = so(16, C) ⊂ so((∆ + 16 ) C ) = so(128, C). It holds V ⊗h = V ⊕V π 2 +π 8 ⊕V π 1 +π 7 . The submodule V π 2 +π 8 ⊂ V ⊗ h is the highest one. The h-module ⊙ 2 h ⊂ Λ 2 V ⊗ h containes the submodule V 2π 1 . We have V 2π 1 ⊗ V = V π 1 +π 7 ⊕ V 2π 1 +π 8 . We conclude that V π 1 +π 7 ⊂ P(h).
The subalgebra h = sp(8, C) ⊂ so(V π 4 ) = so(42, C).
We conclude that V π 1 +π 3 ⊂ P(h).
The above trick does not work with the representations 1, 2, 6, 7 from Table 2 and we use the direct computations.
h is the highest one and we are left with the submodules V π 1 +π 3 and V 2π 1 . The h-module Λ 2 V ⊗ h containes the submodule V π 2 +π 4 , in the same time V π 2 +π 4 ⊗ V containes the submodule V π 1 +π 3 and it contains none of the submodules V 2π 1 +π 2 and V 2π 1 . We conclude that V π 1 +π 3 ⊂ P(h).
Consider the submodule V 2π 1 . Let e 1 , ..., e n , e −1 , ..., e −n be the standard basis of C 2n ( such that ω(e i , e −i ) = 1). The highest vector of the module V 2π 1 equals to Thus, ϕ ∈ P(h) and V 2π 1 ⊂ P(h).
The submodule V 2π 1 +π 2 ⊂ V ⊗ h is the highest one and we are left with the submodules V π 1 +π 3 and V π 2 . The h-module ⊙ 2 h ⊂ Λ 2 V ⊗ h containes the submodule V π 4 , and V π 4 ⊗ V containes V π 1 +π 3 and it contains none of the submodules V 2π 1 +π 2 and V π 2 . We conclude that V π 1 +π 3 ⊂ P(h).
Consider the submodule V π 2 . Let e 1 , ..., e m , e −1 , ..., e −m and e 1 , ..., e m , e −1 , ..., e −m , e 0 be the standard bases of C 2m and C 2m+1 , respectively ( such that g(e i , e −i ) = 1 and g(e 0 , e 0 ) = 1).
The highest vector of the module V π 2 equals to ϕ = Taking in the both cases x = e −1 ⊙ e −3 , y = e 1 ⊙ e 3 and z = e −1 ⊙ e −2 , we get η(ϕ(x)y, z) + η(ϕ(y)z, x) + η(ϕ(z)x, y) = 1. Thus, ϕ ∈ P(h) and V π 2 ⊂ P(h).
The subalgebra sl(8, C) ⊂ so(Λ 4 C 8 ). We have V ⊗ g = V ⊕ V π 1 +π 4 +π 7 ⊕ V π 1 +π 3 ⊕ V π 5 +π 7 .
The submodule V π 1 +π 4 +π 7 ⊂ V ⊗ h is the highest one and we are left with the submodules V π 1 +π 3 and V π 5 +π 7 . Let e 1 , ..., e 8 be the standard basis of C 8 . The metric on V = Λ 4 C 8 is given by the exterior multiplication, η(ω, θ) = ω ∧ θ = θ ∧ ω ∈ Λ 8 C 8 ≃ C, we assume that η(e 1 ∧ e 2 ∧ e 3 ∧ e 4 , e 5 ∧ e 6 ∧ e 7 ∧ e 8 ) = 1. The highest vector of the submodule V π 1 +π 3 ⊂ V ⊗ h equals to ϕ = 5 i=1 e 1 ∧ e 2 ∧ e 3 ∧ e i ⊗ E 1,i . Taking x = e 5 ∧ e 6 ∧ e 7 ∧ e 8 , y = e 2 ∧ e 4 ∧ e 5 ∧ e 6 , and z = e 3 ∧ e 4 ∧ e 7 ∧ e 8 , we get η(ϕ(x)y, z) + η(ϕ(y)z, x) + η(ϕ(z)x, y) = −1. Hence, V π 1 +π 3 ⊂ P(h).
The symmetry of the Dynkin diagram of sl(8, C) implies V π 5 +π 7 ⊂ P(h).
The subalgebra h = F C 4 ⊂ so(26, C). To deal with this representation we use the following description of it form [1] . The Lie algebra F C 4 admits the structure of Z 2 -graded Lie algebra: F C 4 = so(9, C) ⊕ (∆ 9 ) C . The representation space C 26 is decomposed into the direct sum C 26 = C⊕C 9 ⊕(∆ 9 ) C . The elements of the subalgebra so(9, C) ⊂ F C 4 preserve these components, annihilate C and act naturally on C 9 and (∆ 9 ) C . Elements of (∆ 9 ) C ⊂ F C 4 take C and C 9 to (∆ 9 ) C (multiplication by constants and the Clifford multiplication, respectively), and take (∆ 9 ) C to C ⊕ C 9 (the charge conjugation plus the natural map assigning a vector to a pair of spinors).
Let P ∈ P(F C 4 ). Decompose it as the sum P = ϕ + ψ, where ϕ and ψ take values in so(9, C) and (∆ 9 ) C , respectively. The condition P ∈ P(F C 4 ) implies ϕ| C 9 ∈ P(so(9, C) ⊂ so(9, C)), ϕ| (∆ 9 ) C ∈ P(so(9, C) ⊂ so((∆ 9 ) C )), for all a ∈ C, x, y ∈ C 9 , and s, r ∈ (∆ 9 ) C .
We will denote the h-modules by V h λ and the so(9, C)-modules by V λ . We have V ⊗ h = V ⊕ V h π 1 +π 4 ⊕ V h π 2 . The submodule V h π 1 +π 4 ⊂ V ⊗ h is the highest one and we need to explore the module V h π 2 . Note that dim V h π 2 = 273. The above equalities show that P is uniquely defined by ψ| C 9 ⊕(∆ 9 ) C . In particular, ψ| (∆ 9 ) C ∈ (∆ 9 ) C ⊗ (∆ 9 ) C = C ⊕ V 2π 4 ⊕ V π 3 ⊕ V π 2 ⊕ V π 1 defines ϕ| C 9 ∈ P(so(9, C) ⊂ so(9, C)) = V π 1 ⊕ V π 1 +π 2 . Hence, ϕ| C 9 ∈ V π 1 = P 1 (so(9, C) ⊂ so(9, C)). Next, ψ| C 9 ∈ C 9 ⊗ (∆ 9 ) C = V π 4 ⊕ V π 1 +π 4 defines ϕ| (∆ 9 ) C ∈ P(so(9, C) ⊂ so((∆ 9 ) C ) = V π 4 .
It is clear that P 1 (h) is given by C ⊕ V π 1 ⊂ (∆ 9 ) C ⊗ (∆ 9 ) C and by V π 4 ⊂ C 9 ⊗ (∆ 9 ) C (recall that C ⊕ V π 1 ⊕ V π 4 = C ⊕ C 9 ⊕ (∆ 9 ) C = V ). The dimensions of the so(9, C)-modules V 2π 4 , V π 3 V π 2 V π 1 , and V π 1 +π 4 equal, respectively, 126, 84, 36, and 128. We see that the sum of some of these numbers can not equal dim V h π 2 = 273. This shows that V h π 2 ⊂ P(h). 
