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l. INTRODUCCION 
El 
presencia 
objetivo 
de la 
de este 
denominada 
trabajo 
Teorla 
es 
del 
el de 
Control 
discutir 
Optimo 
la 
en 
la modelizaci6n en el Harketing, ilustrindola con algunas de 
sus ap lie acione s más sobresalientes. 
Nuestro interés 
manifiesto las 
se centra, fundamentalmente, en poner 
de posibilidades de la me todo log I a, en 
contraste con su escasa dlfusi6n hasta el momento pr'.!sente 
como instrumento de apoyo para la toma de decisiones de 
Marketing. 
Comenz aremos en la 
elementos de la teoría 
fimbito de los sistemas 
discusi6n posterior de 
optimización. 
secci6n siguiente Introduciendo 
del control, en 'particular en 
continuos, para preparar 
las t6cnlcas principales 
los 
el 
la 
de 
2. 
11. EL PROBLEMA DEL CONTROL OPTIHO 
Como contraposici6n a otra clase de problemas 
de decisi6n caracterizados porque las decisiones a tomar 
estan referidas a un Onico momento t en el tiempo, loa 
cuales podrl amos denolninar problemas estBticos, la 
te orla del control trata de aquellos otros (problemn 
dinAmicos) en los que laa decisiones se refieren a una 
coleCCión de momentos: •••• T, 6 a un 
intervalo T], siendo T el horiZonte de planifi-
caci6n de la decisión (eventualmente podrla ser T = 00). 
Nosotros discutiremos &610 aquellos prOblemas en los 
Que la decisl6n hay Que tomarla a lo largo de todo un 
intervalo temporal (problemas contInuos), frente a los que 
se caracterizan porque las decisiones han de tomarse en una 
secuencia de instantes en el tiempo (problemas discretos). 
En relación a los primeros, el problema bhico de la 
teoría del contrOl óptimo, al Que nos podrlamos referir como 
el Problema Dinámico EsUndar (Naylor y 
P. 282; Connors y Teichroew 1967, p. 15): 
(1) Optimizar 1 el funciona/ z 
Z[Y (t), 
1 
.... y (t); X (t), ... , X (tI; t] dt, 
m 1 n 
l. Es decir maximizar o minimizar. 
2. Mientras que el argumento de una funci6n 
lar o un vector, el de un funcional es 
Vernon 1969, 
es 
otra 
un esca-
función. 
(2) 
( 3) 
sujeto a: 
dY i (t) 
dt 
= fi [YI (t), ... , Ym(t); XI (t), ... , Xn(t); t), 
con 
Yi(tO) = 
para = 1, 2, ... , m; y 
Cada una de las variables y i( t) 
Individualmente una variable de estado, y 
las m variables se conoce como la 
sistema. 
Por otra parte, la s variables 
3. 
se denomina 
e I conjunto 
trayectoria 
de 
de I 
se denominan 
las funciones de control y mediante su selecci6n, de un 
conjunto de funciones 
comportamiento del proceso, 
ecuaciones diferenciales 
La planificaci6n 8e 
admisibles, 
gobernado 
(2 l. 
extenderla 
se 
por 
entre 
determinarla el 
de del sis tema 
los Instantea 
to y T, Y el problema de control 6ptimo consistirla en 
seleccionar un conjunto de funciones de control Xpl, j 
= 1, 0'0, n, admisibles, de manera que junto con la 
trayectoria conformada por las funciones Yi(tl, = t, 
En la seccitln siguiente Ilustraremos este tipo de 
4. 
problemas de optimizaci6n con algunas aplicaciones 
elementales a la toma de decisiones en el Harketing. 
111. EJEHPLOS DE PROBLEHAS DE CONTROL OPTIHO 
E N EL HARKE TlNG 
Para ilustrar los elementos de 108 poblemaa de control 
6ptlmo introducidos en la secci6n anterior vamos a 
considerar en primer lugar un caso especial del 
publicitario de Nerlove y Arrow (1962), discutido por 
y Thompson (~981, pp. 5-7), el cual podrla plantearse 
siguiente manera: 
(5) Hax imi zar ( ¡zI = I: [n (G) - u) e-o: t dt 1 
(6) 
(7) 
sujeto a 
dG(t) 
dt 
con 
6(0) 
= u(t) - e G(t), 
= y 
(8) O ! u(e) ! 0.. 
modelO 
Sethi 
de la 
En el planteamiento anterior el significado de cada uno 
de 108 simbolos empleados se muestra a continuaci6n: 
- G(t) = Reputaci6n (goodWIII) originada por 18 
5. 
publicidad. 
- u(t) = Tasa publicitaria. 
- n(G) = Tasa de beneficio. 
e = Constante ' de decl ive de la reputaci6n 
publ icitar ia. 
a = Tipo de descuento. 
Q = Cota superior de la tasa publicitaria. 
- GO = Nivel inicial de la reputaci6n publicitaria. 
E I pro b lema de con t rol 6 p timo con s 1st e, por lo tan t o , 
en determinar la tasa a la cual debe anunciarse el producto 
en cada instante t. 
Como se puede observar facilmente hay una absoluta 
correspondencia entre las ecuaciones (1), (a) , (3) Y (4), 
, 
del planteamiento general de la secci6n anterior, y la 
secuac iones (5), (6), (1) Y (6) del plantemiento particular 
del modelo publicitario de Nerlove y /lrrow. 
En particular, pues, en este modelo la variable de 
estado viene representada por la reputaci6n 
originada por la publ icidad, G(t), la cual medirla, de 
alguna manera, el grado de conocimiento y dlfusl6n del 
producto y su Imagen entre los posibles compradores. 
Se supone, además, que hay que tener en cuenta tambi6n 
un coeficiente e, que se podrla calificar de coeficiente de 
olvido, mediante el cual se establecerla la tasa con la 
cual los consumidores tBndBrran a olvidar el producto. 
6. 
Para contratacar frente a dicho olvido se procederla a 
llevar a cabo la campa/la publicitaria con una Intensidad 
que. en cada momento t. vendrla dada por la variable de 
contro 1 
Bstado 
u (t) • 
«(,) , 
De ahl 
siendo 
reputacl6n del producto. 
que se 
00 el 
plantee la 
ni ve 1 In I c I a 1 
ecuaci6n 
de 1 a 
de 
Respecto a la funcl6n objetivo propuesta se observa que 
ya que T = oo. se trata de un problema con un horilonte 
ilimitado. En ese sentido la Introducci6n del factor de 
descuento (continuo) e-at • en donde a representa el tipo 
de descuerto para el intérvalo de tiempo unitario, previene 
la divergencia de la integral Infinita de (5), a la vez que 
introduce una condlci6n de realismo al contra·« .. 
progresivamente los beneficios, en tanto se obtengan en 
momentos cada vez mis alejados en el tiempo. 
El resto del integrando de la funcl6n objetivO consiste 
en la tasa de benefiCio n(O), minorada por el coste 
originado por la tasa publicitaria u(t). el cual se 
considera proporcional (con constante de proporcional idad 
Igual a 1) a dicha tasa u. 
Naturalmente, para una dlscusl6n mAs en detalle de la 
r e s o I u c 16 n del pro b lema a e p r e e I s a r la, en p rime r 1 u 9 a r , 1 8 
concrecl6n de cada una de las constantes: e, 00' Q Y a, 
asl como la especificacl6n de la funci6n que expresa la tasa 
7. 
de beneficio en funci6n de G, w(G). 
Pero, 
metodologla 
Des estas 
siguiente. 
ademAs, también se exigirla la aplicaci6n de una 
adecuada para la obtenci6n del control 6ptimo. 
metodologlas nos ocuparemos en la secci6n 
Antes de final izar esta secCI6n, sn embargo, 
objeto de mostrar una discusl6n en forma explicita 
y con el 
.de un 
problema de control 6ptlmo consideraremos un modelo simple, 
introducido por Vidale y Wolfe (1957), y discutido por 
Teichroew (1964, pp. 226-231) Y por Naylor y Vernon (1969, 
pp. 264-265), Que no incluye el planteamiento de una funci6n 
objetivo y Que Involucra una única ecuaci6n diferencial en 
una sola variable. 
El modelo se refiere a un mercado en regimen de 
monopolio, en el Que se. vende un determinado producto a un 
precio P, y de manera que dicho mercado no puede absorber 
mis de H unid3des monetarias de producto por unidad de 
tiempo, sino hubiera reducciones de dicho precio. 
Bajo las hip6tesis de este modelo simple, si la empresa 
monopolista no real izara ninguna campana publicitaria se 
supone que su tasa de ventas en el instante t, representada 
por S(t), decrecería con una tasa e ( > O) proporcional a la 
tasa de las ventas en dicho Instante. De acuerdo con esta 
hip6tesis se postula entonces Que el cambio en la tasa de 
ventas se puede formular mediante la siguiente ecuaci6n 
diferencial: 
(9) 
d S ( t) 
dt 
8. 
=-eS(t). 
Si S(t) = cuando t = o, entonces Sil puede 
demostrar Que la solución de la ecuación diferencial (9) 
viene dada por la función: 
(10) S(t) = 
La funci6n dada por (10), a la que podemos referirnos 
como la solución de (9), expresa que las ventas decrecen 
con una de unamanera exponencial a lo largo del tiempo, 
intensidad Que depender la de la magnitud de la constante e. 
Pero, al igual Que en el modelo simplificado de Nerlove 
y Mrow 
decreciente 
invertir se, 
presentado 
en las 
antes, 
ventas 
se supone Que 
pOdrla retenerse, 
mediante 
publicitaria. 
A este respecto 
Incrementarla a una 
publicitaria, aunque 
incremento afeetarla 
la realización de 
se supone 
tasa 
con la 
Onlcamente 
Que la tasa 
proporcional 
matización 
a aquella 
e 
dicho tendencia 
incluso pOdrla 
una 
de 
a 
camparla 
ventas se 
la ta 58 
de que dicho 
proporción del 
mercado (total), caracterizado por el gasto mAxlmo H, que se 
Be hubiera aprovisionado ya del producto. 
( 15) 
9. 
Bajo estas hipótesis si 69 denota: 
(11) "(t) = Tasa publicitaria en el instante t. 
(12) IJ = Constante ( > O) de proporcional idad que mide 
el impacto de la publicidad sobre las ventas. 
(13) [1 - (S(t)jH» = Parte del mercado afectada por la 
publicidad. 
entonces se podrla poner: 
d S (t) 
( 1 4) = - e S(t) +IJ A(t) [1 - (S(t)jH». 
dt 
Con este nuevo planteamiento tendrlamos ahora una 
variable de estado, S(t), y una variable de control A(t). 
En función de la tasa publicitaria A( t), que 
representaremos simplemente A, y suponiendo de nuevo Que 
SeO) = entonces 
por 
la solución de la ecuación 
diferencial (14 ) vendrl a dada por: 
HIJA [ 
5(t) : + 5
0
-
t\J+~ 
J e - [e + (¡JA/M )1t 
El ejecutivo de marketing podrla ahora evaluar analltl-
camente el efecto sobre las ventas de pol1ticas altenativas 
de publicidad, para seleccionar la mAs conveniente. 
10. 
Por ejemplo, una polltica publicitaria podr I 8 consistir 
en mantener una tasa publicitaria constante durante un 
Cierto periodo, V luego suprimir la publicidad. En ese caso. 
ei denotamos por ! la cantidad total invertida en 
publicidad durante dicho periodo, V consideramos Que Ute 
viene dado por el Intervalo [O, Tl, entonces la funci6n de 
control A(t) se definirla de la siguiente manera: 
( 1 (,) A (t) 
= a/T, si O ! t ! T; 
= 
O, s i T < t. 
Y de la expresi6n general (14 ) se seguir! a Que el 
comportamiento de las ventas a lo largo del tiempo, para la 
anterior polTtica publiCitaria, vendrl a dado por la funci6n: 
( 17) 
H~a 
[ So -S(t) = + 
Tt\J+ lJ8 
si O ! t ! T, Y 
= Sen e-e(t-n, 
si T < t, 
ya Que para t ) T se aplicarla la soluci6n dada por (10). 
La gráfica de la funci6n S(t) dada por (17) 8e muutra 
en la figura l. 
I Ventas S(t) 
M .----- .. ------------
, 
I 
I , 
I 
I 
I 
I 
I Ti -( . 
O -----.------,-------- empo t) 
T 
11. 
Figura 1. Comportamiento de las Ventas para 
diferentes polltlcas publlcltarlll8 
Fuente: Naylor y 
mies and 
the Firm, 
Vernon, 
Deeisions 
p. 285. 
Mieroeeono 
ModelS of 
Asl se podrl a experimentar con diferentes valores de 
ª y T, para analizar su Impacto en las ventas, sopesando 
luego dicho Impacto con algún criterio mediante el cual se 
combinara el beneficio proporcionado por 6stas con los 
costes de la polltica publicitaria. 
Esta discusión, sin embargo, no resuelve, como hemos 
anticipado, el problema de la obtención de la polltica de 
control óptima para un cada criterio dado. De los mHodos 
generales para abordar este problema nos ocuparemos en la 
sección siguiente. 
IV. HETODOS DE CARACTERIZACION DE CONTROLES 
DPTt10S 
La resolución del problema general de control óptimo 
12. 
planteado en la secci~n 11 8e puede llevar a cabo mediante 
la aplicacl~n de una de laa siguientes metodologlas: a) El 
CAlculo de Variaciones b) la aplicaci6n del Principio de 
Optlmalidad de R. Bellman, y c) La aplicaci6n del Principio 
de HAximo de lo S. Pontryagin. 
Puesto Que la obtenci6n V Justificacl6n rigurosa de las 
condiciones caracteriz adoras de los controles 6ptlmos que 
proporcionan cada uno de los anteriores enfoques es 
ex tr aordinariamente compleja y desbordarla los objetivos 
per seguido s en este trabajO, nos limitaremos a resumir 
'" brevemente sus aspectos mh destacados, de acuerdo la 
Que se suele plantear convencionalmente en la mayorla de los 
textos de car5cter intr oduc torio3 , con el fin de poder 
analizar luego su aplicabililidad y alcance en algunos 
mOdelos de control desarrollados en el marKeting. 
a) Cálculo de Variaciones 
La me'todologla de optimizaci6n representada por el 
CAlculo de Variaciones, que es el enfoque hi8t6ricamente más 
antiguo de los tres citados, se puede considerar una 
generallzaci6n de las condiciones necesarias de optimalidad 
de las funciones derivables al caso de funclon8/e6. 
Para ilustrarla e ons ide r araremo 8 el denominado 
problema e/Ss/co del eS/culo de VlIrlllcionel, el cual se 
plantea de la siguiente manera: 
(16) M'x 15 = 1 T 
to 
l[y(tl, y(t), tl dt, 
sujeto a: 
(19) y(tO) = YO 
y(T) = VI 
y en donde, por convenio: y (t) = 
La funci6n z se supone una. 
diferenciable de sus argumentos, 
y 1, son pa1'imetros dados. 
d Y (t) 
dt 
funci6n 
y 
13. 
continuamente 
T, y 
El problema (16 ) puede considerarse un caso especial 
del problema de control 6ptimo planteado en la secci6n 11, 
en el que hay una única variable de estado Yl(t) = y(t), 
y una única variable de control = y( tI, Que 
coincide simplemente con la derivada respecto al tiempo de 
al variable de estado. 
Si v"(t) denota la trayectoria 6ptima, mediante 
al consideración de trayectorias perturbadas alrededor 
de la anterior trayectoria, dadas por las expresiones: 
(20) y M(t) + T ~( tI, 
en donde fl (t) representa una funci6n arbitraria, bajo 
ciertas condiciones terminales, y T es un parámetro 
arbitrariament·e pequello, se puede demostrar (Intriligator 
1971, p. 310) que la funci6n ha de satisfacer 111 
3. Por ejemplo en el de H. 
367). 
D. Intriligator (1971, pp. 306-
14. 
siguiente ecuaci6n diferencial de segundo orden: 
az d [ :: ] (21) : O, ijy dt 
en donde el simbo lo 
" 
denota deriVaci6n parcial. 
fI la ecuaci6n se la denomina ecuaci6n de 
Fuler, en honor de su descubridor, y permitirla 
caracterizar a las trayectorias 6ptimaa y*(t) como sus 
soluciones. 
Esta ecuaci6n es generalizable al caso en que tanto 
y{t) como y(t) son funciones vectoriales, lo que amp I ia 
consider ablemente su ámbito de aplicaci6n. 
la 
b) 
El 
Principio de Optimalidad de 8e11man 
citado Principio de Optimalidad establece Que: 
- Una polltica 6ptima tiene la propiedad de que 
cualquiera que sea el estado inicial y la 
decisión (es decir el control), las resatntes 
decisiones que componen la polftlca 6ptima deben 
constituir a su vez una polltlca 6ptima respecto 
al estado resultante de la primera decis16n 
(Bellman 1957). 
La colecci6n de t6cnicaa matemlitlcaa que se deriVan de 
aplicaci6n del anterior PrinCipio se conocen bajo la 
denominaci6n de Programaci6n Dinlmica. 
111 cnn1rario que los problemas que se abordan mediante 
. · 
15. 
el Ciculo de Variaciones o el Principio de Hiximo de 
Pontryagin, no se puede decir que exista un problDmll 
de Programaci6n 
Hillier y lieberman (1967, pp. 243-244) han resumido 
los aspectos bisicos que caracterizan la aplicaci6n de la 
Programaci6n Din5mica 11 la resoluci6n de problemas de 
optimización en los siguientes: 
l. El problema a resolver puede dividirse en etapas, de 
manera que se requiere una decisi6n en cada etapa. 
Z. Cada etapa posee un determinado número de estados 
asociados a ell~ 
3. El efecto de la toma de una decisi6n en cada etapa 
es el de transformar el estado actual en otro estado 
de los asociados con la siguiente etapa. 
4. Dado un determinado estado actual, 
6ptima para las etapas siguientes es 
de la polltica adoptada en las etapas 
una polltica 
independiente 
previas. 
5. El procedimiento de soluc16n comienza mediante . la 
obtención de la pe' 1 Itica 6ptima para cada estado de 
la última etapa. 
6. Se puede plantear una relaci6n recursiva mediante la 
cual se puede identificar la polltica 6ptima para 
un estado respecto del cual queden n etapas por 
cubrir, considerando cada una de las pollticas ópti-
mas para cada estado respecto al cual queden (n-l) 
etapas por Cubrir. 
7. Empleando dicha relac16n recursiva, el procedimiento 
de soluci6n se desarrolla bacJa atris, etapa a 
etapa, de manera que en cada fase se determina la 
polltica óptima a partir de cada uno de los estados 
de la etapa, hasta que se lograrTa obtener la poll-
tica 6ptima en el momento en que el estado bajo 
considerac16n fuera precisamente el estado inicial. 
Como resultado de aplicar laa anteriores reglas !I un 
problem!l de control óptimo tal como el planteado en la 
seci6n 11, se obtendrfa (Intriligator 1971, p. 329) la 
16. 
siguiente ecuaci6n en derivadas parciales: 
ay 
• f(Y,X,t) ] 
at 
"Hix [¡(Y,X,t) + 
(X(t») 
(22) 
en donde: 
y 
= ( y 1 , • ••• Ym) , 
X = (X I , · ... Xn ) , y 
f = (f I , · .. , f m) , 
y representado p. el valor 6ptimo de p. 
A la ecuación (22) se la denomina fcuaci6n de 
8e/lman, y se puede interpretar como la E cuaci6n 
recursiva mediante la cual se determinartan el control y 
la trayectoria 6ptimos. 
cl Principio de Hiximo de Pontryagin 
Hediante este Principio se establecen uns condiciones 
necesarias de optimalidad para las trayectorias 6ptimas 
recurriendo a la definici6n de una funei6n auxiliar 
denominada la Hamiltonillnll. 
En cierto sentido se puede afirmar Que este Principio 
representa una generalizaci6n al caso din'mico de las 
condiciones de Kuhn-Tuclier (Naylor y Vernon, p. 1<19 y 
as.) del caso esUtico. 
Para plantear estas condiciones necesarias se define en 
17. 
primer lugar una nueva variable de estado 
mediante la ecuación: 
(23) y (t) = 
m+l 
de manera Que el problema de optimización se convertirla en 
el de optimizar la función: 
m+l 
(24) _ = 1: ei Yi(T). 
i = I 
con C¡ = O. para = l. .... m; y Cm.l = 1. 
En las condiciones anteriores, la función Hamiltonlana 
H se plantearla introduciendo m funcione $ ••• t 
satisfaciendo las siguientes ecuaciones: 
m 
(25) H= 1: Wifi' 
i = 1 
(26) 
OIIi -aH !1\ afi 
=- 1: \tIi = 
dt aYi i=l aYi 
para = 1. .... m; y finalmente. laa condiciones necesarias 
para Que la función objetivo _ tuviera un extremo (máximo ó 
mlnimo) se establecerTan por medio de las siguientes 
ecuaciones: 
aH 
(26) = O; J= t, ... , n. 
1-
18. 
En la siguiente secci6n mostraremos los resultados de 
la aplicaci6n de este Principio a los dos modelos de control 
del efecto publicitario discutidos en la secci6n 111. 
V. CONTROLES OPTlMOS DE LA EFICACIA PUBLICI-
URIA EN EL MARKETING 
Empezaremos discutiendo primeramente el control 6ptimo 
(6), (7) en el modelo definido mediante -las ecuaciones (5), 
y (8). 
Modelo Publicitario de Nerlove y "'rrolN 
Para obtener el control 6ptimo en este modelo, y 
de acuerdo con la metodologla propuesta por el Principio de 
Máximo, se formaría la funci!>n Hamiltoniana siguiente: 
(27) H = tI(G) - u + W [u - e Gl, 
en donde w representa la 
i n t r o d u c ¡d a • 
Imponiendo las condiciones 
que -se plantean mediante las 
demostrar (Sethi y TllOmpson 1981, 
6ptimo se deberTa de cumplir 
reputaci6n publicitaria G y 
variable (adjunta) 
necesarias de 
ecuaciones (26) 
p. 187 y $8,) 
que el cociente 
auxiliar 
optimalidad 
se podrla 
qUe en el 
entre la 
los ingresos por ventas, 
dados por pS, en d6nde p representarTa el precio de venta 
I -
19. 
unitari0 4, y serl a inversamente proporcional a la 
elasticidad del precio y a la suma del coste de oprtunidad 
marginal de la inversi6n, dado por el producto W (oc+e) y 
a la tasa de cambio de la contribuci6n potencial al 
beneficio de una unidad de reputaci6n, dada por (- W). 
Para los detalles de la obtenci6n de este resultado nos 
remitimos al texto de Sethi y Thompaon (1981), en el que se 
discute tambi6n una extensi6n no lineal del modelo. 
Hodelo Publicitario de Vida le y Wolfe 
Como se observa de la exposici6n que hemos desarrollado 
en la secci6n 111, la diferencia mlis importante que presenta 
este modelo con el de Nerlove-Arrow reside en la posibilidad 
de saturación del mer~ado" representada por la variable 
H. 
Además hay que señalar también que, tal como se ha 
introducido dicho modelo, no se ha planteado en tlirminos de 
la obtenci6n de un determinado control 6ptimo, pues no se ha 
introducido ninguna fun.ci6n objetivo, sino simplemente 11 
efctos de la experimentaci6n de diferentes polltics, 
publicitarias. 
Para replantearlo como 
4. El beneficio se supone 
p S(G) c(S), en donde 
un problema de 
planteado como 
c(S) representa 
control 6ptlmo 
la diferencia: 
el coste totaL 
20. 
Sethi (1973) propone introducir la siguiente funci6n 
objetivo: 
(28) ~ = J7 (nI-A) e-at dt, 
to 
en donde z representa la cuota de merclldo, es decir el 
cociente S IH, 11 denota las ventas miximas, correspondientes 
al 1 = 1, Y a denota como en el modelo de Nerlove-Arrow, el 
tipo de descuento unitario. 
Por otra parte se puede suponer I!Idemis que hay una cota 
superior Q, al gasto publicitario por, unidad de tiempo y que 
se pretende lograr en el instante terminal 7 una cuota de 
mercado ZT' 
Como muestran Sheti y Thompson las diferentes formas de 
las trayectorias 6ptimas dependen fundamentalmente de los 
valores de Q y 17 (1981, pp. 197 Y ss.). 
En particular, en el caso de que se pueda suponer Q = 
00, se demuestra, mediante la ap!icaci6n del Principio de 
Hiximo de Pontryagin, que la polTtica pUblicitaria 6ptima 
A(t) se mantiene constante durante cierto 6ublntervalo del 
in te r v a lo T]. 
Pero pues to Que la diacusi6n en detalle de la obtenci6n 
de las trayectorias 6ptimas es compleja, y nuestro objetivo 
en este trabajo se circunscribe a una introducci6n a las 
aplicaciones de la teorTa del control 6ptimo en el 
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marketing, terminamos aqul el an61isis de este modelo 
publicitario para discutir brevemente en la sección una 
panorimica general de dichas aplicaciones. 
VI. RESUMEN y CONCLUSIONES 
Aunque no con la amplitud de otras técnicas, a partir 
de los a 1'\ o 8 19608 han realizado numerosas aplicaciones de 
la Teorla del Control Optimo en la Ciencia de la Gestión, 
como lo prueban - textos tan representativos como loS de 
Bensoussan, Hurst y Naslund (1974), Tapiero (1977) y Sheti y 
Thompson (\981). 
Pero, sin embargo su aplicación en el Marketing ha sido 
escasa en relación a las aplicaciones en otras lireas como 
las de prOducción y finan: as. 
Como señalan Lilien y kotler (1983, p. 172), el empleo 
de la teor; a del control en el Marketing se ha circunscrito 
principalmente en las deciciones publicitarias. 
y por otra parte hay que decir también que dicha teorla 
se ha empleado ademh, primordialmente, para deducir la 
estructura te-órica de las pollticas óptimas, mis que con el 
objetivo de aproximarlas emp-lricamente. 
Por lo Que se refiere a las aplicaciones en publicidad 
ademAs de los dos modelos ya citados, de Nerlove-Arrow y 
Vidale-Wolfe, merecen citarse también 108 modelos dinAmicos 
, . 
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del tipo de Lanchester (Lilien y Ruzdic 1982), que. al 
contrario que los anteriores, introducen aspectos 
competitivos en la discusi6n de la fijaci6n de la spollticaa 
6ptimas. 
Sin embargo, se puede afirmar que, a la vista del 
desarrollo de las aplicaciones de la teorTa del control en 
la resoluci6n de problemas de gesti6n empresarial y de su 
potenciaci6n mediante el empleo de técnicas de simulaci6n 
(Coyle 1977) se ofrece un futuro prometedor a las 
posibilidades de esta metodologla en el apoyo a la toma de 
decisiones comerciales. 
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