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Abstrat
In ertain lasses of subharmoni funtions u on C distinguished
in terms of lower bounds for the Riesz measure of u, a sharp estimate
is obtained for the rate of approximation by funtions of the form
log |f(z)|, where f is an entire funtion. The results omplement and
generalize those reently obtained by Yu. Lyubarskii and Eu. Malin-
nikova.
1 Introdution
We use the standard notions of the subharmoni funtion theory [1℄. Let us
introdue some notation. Let Dz(t) = {ζ ∈ C : |ζ−z| < t}, z ∈ C, t > 0. For
a subharmoni funtion u in C we write B(r, u) = max{u(z) : |z| = r}, r > 0,
and dene the order ρ[u] by the equality ρ[u] = lim sup
r→+∞
logB(r, u)/ log r. Let
also µu denote the Riesz measure assoiated with the subharmoni funtion u,
m be the plane Lebesgue measure. The symbol C with indies stands for some
positive onstants. If u = log |f |, where f is an entire funtion with the zeros
{ak}, then µu =
∑
k
nkδ(z − ak), where nk is the multipliity of the zero ak,
δ(z−ak) is the Dira funtion onentrated at the point ak. However, the lass
of funtions subharmoni in C is broader than those of the form log |f |, where
f is an entire funtion. Sine it is often easier to onstrut a subharmoni
funtion rather than an entire one with desired asymptoti properties, a
natural problem arises of approximation of subharmoni funtions by the
logarithms of the moduli of entire funtions. Apparently, V. S. Azarin [2℄
was the rst to investigate this problem in the general form in the lass
of subharmoni in the plane funtions and of nite order of growth. The
results ited below have numerous appliations in the funtion theory and
the potential theory (see, e.g., [36℄).
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In 1985 R. S. Yulmukhametov [7℄ obtained the following remarkable re-
sult. For eah funtion u subharmoni in C and of order ρ ∈ (0,+∞), and
α > ρ there exist an entire funtion f and a set Eα ⊂ C suh that∣∣u(z)− log |f(z)|∣∣ 6 Cα log |z|, z →∞, z 6∈ Eα, (1.1)





ρ−α), (R→ +∞). In the speial ase when a sub-
harmoni funtion u is homogeneous log |z| in estimate (1.1) an be replaed
by O(1) [3, 8℄. An integral metri allows us to drop an exeptional set when
we approximate subharmoni funtions of nite order. Let ‖ · ‖q be the norm
in the spae Lq(0, 2pi),
Q(r, u) =

O(log r), r → +∞, ρ[u] < +∞,
O(log r + log n(r, u)), r → +∞,
r 6∈ E,mesE < +∞, ρ[u] = +∞.
A. A. Gol'dberg and M. O. Hirnyk have proved [9℄ that for an arbitrary
subharmoni funtion u there exists an entire funtion f suh that∥∥u(reiθ)− log |f(reiθ)|∥∥
q
= Q(r, u), r > 0, q > 0.
From the reent result of Yu. Lyubarskii and Eu. Malinnikova [10℄ it follows
that integrating of an approximation rate by the plane measure allows us
to drop the assumption that a subharmoni funtion u is of nite order of
growth and to obtain sharp estimates.
Theorem A [10℄. Let u(z) be a subharmoni funtion in C. Then, for eah





∣∣u(z)− log |f(z)|∣∣dm(z) < q logR, R > R0. (1.2)
An example onstruted in [10℄ shows that we annot take q < 1/2 in
estimate (1.2). In onnetion with Theorem A the following M. Sodin's
question, whih is a more preise form of Question 1 from [11, p. 315℄, is
known:
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Question. Given a subharmoni funtion u in C, do there exist an entire
funtion f and a onstant α ∈ [0, 1) suh that∫
|z|<R
∣∣u(z)− log |f(z)| − α log |z|∣∣ dm(z) = O(R2), R > R0. (1.3)
Remark 1. Question 1 from [11, p. 315℄ orresponds to the ase α = 0. The
mentioned example from [10℄ implies the negative answer to this question.
On the other hand, the restritions onto the Riesz measure from below
allow us to sharpen estimate (1.2).
Theorem B [10℄. Let u(z) be a subharmoni in C funtion. If, for some
R0 > 0 and q > 1
µu({z : R < |z| 6 qR}) > 1, R > R0, (1.4)






∣∣u(z)− log |f(z)|∣∣ dm(z) <∞.
In addition, for every ε > 0 there exists a set Eε ⊂ C suh that
lim sup
R→∞
m({z ∈ E : |z| < R})R−2 < ε
and
u(z)− log |f(z)| = O(1), z 6∈ Eε, z →∞. (1.5)
As we an notie, there is a gap between the statements of Theorems A
and B. The following question arises: how an one improve the estimate of
the left hand side of (1.2), whenever (1.4) fails to hold? The answer to this
question is given by Theorem 1.
Let Φ be the lass of slowly varying funtions ψ : [1,+∞)→ (1,+∞) (in
partiular, ψ(2r) ∼ ψ(r) for r → +∞).
Theorem 1. Let u be a subharmoni in C funtion, µ = µu. If for some
ψ ∈ Φ there exists a onstant R1 satisfying the ondition
(∀R > R1) : µ({z : R < |z| 6 Rψ(R)}) > 1, (1.6)
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then there exists an entire funtion f suh that (R > R1)∫
|z|<R
∣∣u(z)− log |f(z)|∣∣ dm(z) = O(R2 logψ(R)). (1.7)
Corollary 1. In the onditions of Theorem 1, for arbitrary ε > 0 there exist






and ∣∣u(z)− log |f(z)|∣∣ 6 Kε logψ(|z|), z 6∈ Eε. (1.9)
The following example demonstrates that estimate (1.7) is exat in the
lass of subharmoni funtions satisfying (1.6). This is indiated by Theo-
rem 2.
For ϕ ∈ Φ, let









where r0 = 2, rk+1 = rkϕ(rk), k ∈ N∪ {0}. Thus, µu satises ondition (1.6)
with ψ(x) = ϕ2(x).
Theorem 2. Let ψ ∈ Φ be suh that ψ(r) → +∞ (r → +∞). There exists
no entire funtion f for whih∫
|z|<R
∣∣uψ(z)− log |f(z)|∣∣ dm(z) = o(R2 logψ(R)), R→∞.
It follows from the proved Theorem 2′ that the answer to the formulated
above M. Sodin's question is negative. It was M. Hirnyk who pointed out




. Let σ be an arbitrary positive ontinuous, dened on [1,+∞)







. There is no entire
funtion f and onstant α ∈ [0, 1) for whih∫
|z|<R
∣∣uψ(z)− log |f(z)| − α log |z|∣∣ dm(z) = o(R2 logψ(R)), R→∞.
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dt for R→ +∞ is restrited






Remark 3. The author does not know whether it is possible to improve
estimate (1.8) of the exeptional set for (1.9). In [12℄ there are obtained the
sharp estimates of the exeptional set outside of whih relation (1.9) holds,
for some lass of subharmoni funtions satisfying some additional restrition
onto the Riesz measure.
2 Proof of Theorem 1
2.1. Partition of measures
It is appeared that in order to have a good approximation of a subharmoni
funtion by the logarithm of the modulus of an entire funtion we need a
good approximation of the orresponding Riesz measure by a disrete one.
The only restrition on Riesz' measure, dened on the Borel sets in the plane,
is niteness on the ompat sets. The following theorem on a partition of
measures is the prinipal step in proofs of the theorems ited above.
Theorem C. Let µ be a measure in R2 with ompat support, suppµ ⊂ Π,
and µ(Π) ∈ N, where Π is a square. Suppose, in addition, that for any line
L parallel to either side of the square Π, there is at most one point p ∈ L
suh that
0 < µ({p}) < 1 and µ(L \ {p}) = 0, (2.1)
Then there exist a system of retangles Πk ⊂ Π with sides parallel to the sides
of Π, and measures µk with the following properties:
1) suppµk ⊂ Πk;
2) µk(Πk) = 1,
∑
k µk = µ;
3) the interiors of the onvex hulls of the supports of µk are pairwise dis-
joint;
4) the ratio of length of the sides for retangles Πk lies in the interval
[1/3, 3];
5) eah point of the plane belongs to the interiors of at most 4 retan-
gles Πk.
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Theorem C was proved by R. S. Yulmukhametov [7, Theorem 1℄ for ab-
solutely ontinuous measures (i.e. ν suh that m(E) = 0 ⇒ ν(E) = 0). In
this ase ondition (2.1) holds automatially. As it is shown by D. Drasin [4,
Theorem 2.1℄, Yulmukhametov's proof works if we replae the ondition of
ontinuity by ondition (2.1). We an drop ondition (2.1) rotating the initial
square [4℄. Though it is noted in [10℄ that Theorem C is valid even without
hypothesis (2.1), the author does not know a proof of this fat. Moreover,
proving Theorem 2.1 [4℄ (a variant of Theorem C) ondition (2.1) is used es-
sentially. In this onnetion one should mention a note by A.F. Grishin and
S.V. Makarenko [13℄, where a two dimensional variant of Theorem C under
the ondition that the measure does not load lines parallel to the oordinate
axes.
Remark 4. In the proof of Theorem C [4℄ retangles Πk are obtained by
partition of given retangles, starting from Π, into smaller retangles in the
following way. Length of a smaller side of an initial retangle oinides with
length of a side of obtained retangle, and length of the other side of obtained
retangle is not less than a third part and not greater than two third parts
of length of the other side for the initial retangle. Thus the following form
of Theorem C, whih will be used, holds.
Theorem 3. Let µ be a measure in R2 with ompat support, suppµ ⊂ Π,
µ(Π) ∈ 2N, where Π is a retangle with the ratio b0/a0 = l0 ∈ [1,+∞) of
length a0, b0, (a0 6 b0) of the sides. If, in addition, ondition (2.1) holds,
then there exist a system of retangles Πk ⊂ Π with sides parallel to the sides
of Π and measures µk with the following properties:
1) suppµk ⊂ Πk;
2) µk(Πk) = 2,
∑
k µk = µ;
3) the interiors of the onvex hulls of the supports of µk are pairwise dis-
joint;
4) the ratio bk/ak of length ak, bk (ak 6 bk) of the sides for the retangle
Πk lies in the interval [1, l0], moreover, if lk > 3, then ak = a0;
5) eah point of the plane belongs to the interiors of at most 4 retan-
gles Πk.
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As it is noted in [3℄, the idea of partition into retangles with mass 2 is
due to A. F. Grishin. In order to apply Theorem 3 we need the following
lemma (see also Lemma 2.4 [4℄.)
Lemma 1. Let ν be a loally nite measure in C. Then in any neighborhood
of the origin there exists a point z′ with the following properties:
a) on eah line Lα going through z
′
there is at most one point ζα suh that
ν({ζα}) > 0, moreover ν(Lα \ {ζα}) = 0;
b) on eah irle Cρ with enter z
′
there exists at most one point ζρ suh
that ν({ζρ}) > 0, moreover ν(Cρ \ {ζρ}) = 0.
We give a simple example for illustration. Let ν(z) =
∑
n∈N δ(z − n).
Then ν(R) = +∞. We an take any point of the disk {z : |z| < 1} with an
nonzero imaginary part as z′.
Proof of Lemma 1. Let Bn = {z : 2n < |z| 6 2n+1}, n ∈ N, B0 = {z :
|z| 6 2} and νn = ν
∣∣
Bn
. Sine ν is a loally nite measure, νn(C) = νn(Bn) <
+∞. There is an at most ountable set ζnk of points suh that νn({ζnk}) > 0.




k{ζnk} is at most ountable. Given a pair of
points from E1 we onsider the straight line going through these points,
and the middle perpendiular to the segment onneting these points. All
these lines over some set A ⊂ C, m(A) = 0. Let z1 ∈ C \ A. By our
onstrution, an arbitrary straight line going through the point z1 ontains
at most one point with positive mass. The same is true for an arbitrary
irle with enter z1. We dene ν
′
n = νn −
∑
νn({ζ})>0
νn({ζ})δζ (n ∈ Z+),
δζ(z) = δ(z − ζ). Then, for any z ∈ C, we have ν ′n({z}) = 0 (n ∈ Z+). Sine
the intersetion of two dierent irles (straight lines) is empty or a point or
two points, and νn(C) < +∞, by ountable additivity of νn, there exists at
most ountable set of irles and straight lines with positive νn-measure. The
union Fn of all these straight lines and enters of irles has zero area. If now
z′ ∈ C\(A∪⋃n∈Z+ Fn), then for any n ∈ Z+ the measure νn of any irle with
enter z′ as well as that of a straight line going through z′ is equal to zero.
Hene, their ν-measure equals zero. Finally, by the ountable additivity of
the plane measure m(A ∪ ⋃n∈Z+ Fn) = m(A) +∑nm(Fn) = 0. Thus, any
point z′ ∈ (C \ (A∪⋃n∈Z+ Fn)) ∩ U where U is a given neighborhood of the
origin has required properties.
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Taking into aount the proved lemma one may assume that properties
a) and b) of Lemma 1 hold for the origin. We follow the sheme of the
proof from [10℄, assuming that ψ(x) ր +∞ (x → +∞), beause otherwise
Theorem 1 is equivalent to Theorem B. Without loss of generality, one may
assume that u(z) is harmoni in a neighborhood of z = 0. Otherwise, hoose
arbitrary a > 0 suh that n(a) 6 N 6 n(a + 0) for some N ∈ N and dene




that ν(D0(a)) = N . Then µ− ν ≡ 0 in D0(a) and, instead of u, we onsider
the funtion u˜(z) = u(z) − ∫
C
log |z − ζ | dν(ζ), and the quantity ∫
C
log |z −
ζ | dν(ζ)−N log |z| is bounded whenever z → +∞. Therefore, without loss of
generality we assume that R0 = sup{r > 0 : supp µ∩D0(r) = ∅} > 1. Dene
Ψ1(R) = Rψ(R), Ψn(R) = Ψ1(Ψn−1(R)) for n ∈ N, Ψ0(R) ≡ R, R > 1. We
dene by indution measures µ
(j)
k , j ∈ {1, 2, 3}, and a sequene (Rk), k ∈ N.
Suppose that µ
(j)
l is already dened for l < k, and Rl for l 6 k. Let















If µ−k (Qk) < 2, dene µ
(1)
k (Qk) ≡ 0, µ(2)k = µ−k , µ(3)k ≡ 0. If µ−k (Qk) > 2,




k , so that µ
(1)
k (Qk) = 2[µ
−
k (Qk)/2], where
[a] denotes the integer part of a. If µ
(2)
k (Qk) > 1, we dene µ
(3)
k (Qk) = 0 and
Rk+1 = Ψ1(Rk). Otherwise, let
Rk+1 = inf
{





k we mean the sum of the restrition of µ onto {ζ : Ψ1(Rk) < |ζ | <






k (C) = 1. By the onstrution, we have for all k ∈ N:
1) suppµ
(1)
k ⊂ Qk, µ(1)k (Qk) ∈ 2Z+;





k ) ⊂ {ζ : Rk 6 |ζ | 6 Rk+1};


















j ). From properties 3) and





∣∣ dµ(2)(ζ) is a subharmoni funtion in C. Let u1(z) = u(z)−u2(z).
Then µu1 = µ
(1)







∣∣u(z)− log |f(z)|∣∣ dm(z) = O(4n logψ(2n)), n→ +∞.
(2.2)
Indeed, let R ∈ [2n, 2n+1). Then from (2.2) it follows that∫
|z|<R

















2.2. Approximation of u2(z)
By the onstrution, µ(2)(C) = +∞. Dene Tn = sup{R > 0 : µ(2)(D0(R)) 6
5n}, An = {ζ : Tn 6 |ζ | 6 Tn+1}. Let (An, µn) be a partition of the measure
µ(2) suh that µ(2) =
∑+∞
k=1 µk, supp µn ⊂ An, µn(An) = 5. Dene rn by















From property 4) of the measures µ
(j)
k it follows that
Ψ1(Tn) 6 Tn+1 6 Ψ6(Tn). (2.3)























Here we make use the hoie of rk. Fix n ∈ N, and let 2n ∈ [TN , TN+1). Then




|∣∣ 6 2|z|/|ζ |, ∣∣log |1− z
rk
















4n = o(4n), n→∞. (2.5)
























If |ζ | > 2|z|, ζ ∈ AN+1, we have
∣∣log |1 − z
ζ
|∣∣ 6 log 2. Otherwise,
TN+1 6 |ζ | < 2|z| < 2n+2 6 4TN+1. Therefore, applying Fubini's theorem
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∣∣∣ log ∣∣∣1− ξ
η
∣∣∣∣∣∣ dm(ξ) dµN+1(TN+1η). (2.7)
However, elementary alulations demonstrate that for 1 6 η 6 4 we have∫
|ξ|62
∣∣∣ log ∣∣∣1− ξ
η
∣∣∣∣∣∣ dm(ξ) 6 C3.




∣∣∣ log ∣∣∣1− z
ζ
∣∣∣∣∣∣dµN+1(ζ) dm(z) = O(4n), n→ +∞. (2.8)
Similarly, for rN+1 > 2
n+2 > 2|z| we have ∣∣ log |1 − z/rN+1|∣∣ 6 log 2, other-
wise, TN+1 6 rN+1 < 2
n+2
, and onsequently (TN+1ξ = z),∫
2n6|z|62n+1








∣∣∣ log ∣∣∣1− ξ
η
∣∣∣∣∣∣ dm(ξ)) = O(4n), n→ +∞.
(2.9)
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Now, we are going to estimate the integral of |dN(z)| over the annulus {2n 6



























∣∣∣ log ∣∣∣z − ζ
ζ
∣∣∣∣∣∣ dm(z) dµN(ζ)
≡ IN,1 + IN,2 + IN,3 + IN,4.
Integrating by parts and taking into aount the relationship ϕ(x) = o(x)


























= (pi + o(1))
∫
2n−16|ζ|62n+2









ϕ(|ζ |) dm(z) dµn(ζ)
6 logψ(2n+1)4n+1piµN({2n−1 6 |ζ | 6 2n+2}) = O(4n logψ(2n)),
n→ +∞.
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In the expressions for IN,3 and IN,4 the relationships between ζ and z yield
respetively ∣∣∣ log ∣∣∣z − ζ
ζ













Therefore, IN,3 + IN,4 = O(4
n logψ(2n)) (n → +∞). In a similar way one
an obtain the estimate∫
2n6|z|62n+1
∣∣∣ log ∣∣∣1− z
rN
∣∣∣∣∣∣ dm(z) = O(4n logψ(2n)), n→ +∞.
Combining the estimates for IN,j , j ∈ {1, . . . , 4}, and the latter inequality,
we obtain ∫
2n6|z|62n+1




, n→ +∞. (2.10)








∣∣∣ log ∣∣∣1− ζ
z




Analogously as the integral of dN+1(z) was estimated, for |ζ | 6 |z|/2, ζ ∈






























∣∣∣ log ∣∣∣1− η
ξ
∣∣∣∣∣∣dm(TNξ) dµN−1(TNη) +O(4n)
= O(T 2N) +O(4
n) = O(4n), n→ +∞.
Finally, from (2.8)(2.10) and the latter relationship we obtain∫
2n6|z|62n+1
∣∣u2(z)− log |f2(z)|∣∣ dm(z) = O(4n logψ(2n)), n→ +∞. (2.11)
2.3. Approximation of the funtion u1(z).
Let us reall that Qk = {ζ : Rk 6 |ζ | 6 Rkψ(Rk)}, suppµ(1)k ⊂ Qk,
µ
(1)
k (Qk) ∈ 2Z+. Let
Pk = logQk = {s = σ + it : logRk 6 σ 6 logRk + logψ(Rk), 0 6 t < 2pi}.
Denote by lk the ratio of the larger side of the retangle Pk to the smaller
one. For k > k0 we have lk = logψ(Rk)/(2pi) > 1. We onsider the measure
µ
(1)
k . If µ
(1)
k ({p}) > 2 at some point p, we subtrat from this measure the
measure µ˜
(1)
k whih is equal to 2[µ
(1)





k is disrete, integer-valued, and nite on the ompata in C.
By the Weierstrass theorem, there exists an entire funtion f3 with zeros of
the orresponding multipliity on the support of the measure µ˜(1), whih is
the union of at most ountable set of isolated points. We have µlog |f3| = µ˜
(1)
.





µk({p}) < 2 at every point p ∈ Qk. Aording to the hoie of the origin, on
the rays emanating from it as well as on the irles entered at the origin,
there is at most one point p suh that 0 < µk({p}) < 2, and at the same time
the µk-measure of the remaining part of either ray or irle equals zero. Under
these onditions, the measures νk dened by the onditions dνk(s) = dµk(es),
s ∈ Pk, (i. e. νk(S) = µk(expS) for every Borel set S), satisfy the onditions
of Theorem 3 with Π = Pk, k ∈ N. Applying this theorem, we obtain a
system of retangles Pkm and measures νkm, 1 6 m 6 Nk, respetively. We
have νkm(Pkm) = 2, every point s ∈ {s : 0 6 | Im s| 6 2pi} belongs to
the interiors of at most four retangles Pkm. Enumerate (Pkm, νkm) by the
natural numbers, in arbitrary way. As the result, we obtain (P (k), ν(k)) with
ν(k)(P (k)) = 2, supp ν(k) ⊂ P (k); then also the rest of properties from the




l be the solutions of the
































2 + (2ωl − ω(1)l )2 = 2(ω(1)l − ωl)2 + 2ω2l .
Therefore, taking into aount (2.13), we obtain (j ∈ {1, 2})













∣∣∣ 12 6 diamP (l) ≡ dl.
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Sine ωl ∈ P (l), we obtain
sup
ω∈P (l)
|ω − ω(j)l | 6 2dl, j ∈ {1, 2}, sup
ω∈P (l)
|ω − ωl| 6 dl. (2.14)
Let ζ
(j)































log |1− ze−ω| − 1
2
log
∣∣∣1− ze−ω(1)l ∣∣∣− 1
2
log





In the assumption that series (2.15) absolutely onverges, we have to prove
that ∫
2n6|z|62n+1
|V (z)| dm(z) = O(4n logψ(2n)).
Let L+ be the set of ls for whih Q(l) ⊂ D0(2n−2), and L− for
whih Q(l) ⊂ {z : |z| > 2n+1}, L0 = N \ (L− ∪ L+). Denote
L(ω) = log(1 − ze−ω). For l ∈ L− ∪ L+, ω ∈ P (l), 2n 6 |z| 6
2n+1, the funtion L(ω) is analyti. We will need the following equali-
ties











L′′(s)(ω − s) ds











L′′′(s)(ω − s)2 ds. (2.16)
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es − z ds



















(|ω − ω(1)l |+
1
2




infs∈P (l) |es − z|
. (2.17)
Let l ∈ L−. The retangle P (l) is of the form {s = σ+ it : σ−l 6 σ 6 σ+l , 0 6
t−l 6 t 6 t
+
l 6 2pi}, i.e. the lengths of its sides are equal to σ+l − σ−l and
t+l − t−l . Let λl be the ratio of the maximal of these numbers to the minimal
one (λl > 1). Aording to ondition 4) of the statement of Theorem 3,
for λl > 3 we have t
+
l − t−l = 2pi, σ+l − σ−l = 2piλl. First, we estimate
|∆l(z)| for whih λl > 3. Then dl = 2pi
√


























e−s ds = e−σ
−











e−σ logψ(eσ) dσ. (2.18)
Sine ψ(x) is slowly varying, so is logψ(x), and onsequently
logψ(x2k+1) 6 (1 + ε) logψ(x2k) 6 (1 + ε)k+1 logψ(x), ε > 0, x > xε.
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Applying the obtained estimates and the fat that every point s belongs to


























1− ε . (2.19)





















We use (2.20) for the estimate of ∆l for l ∈ L+ with λl > 3. For the analyti





and z ∈ P (l), l ∈ L+ relationships (2.16) hold








|z| , l ∈ L
+.
Whene, using the estimate dl 6 logψ(2




















eσ dσ 6 C4 logψ(2
n−1). (2.21)
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For l ∈ L+ ∪ L−, it remains to estimate ∆l for whih 1 6 λl 6 3. Then
d2l ≍ m(P (l)), in partiular, dl 6 6pi. In this ase, following [10℄ and using













































































eσ dσ dt. (2.23)

















eσ dσ dt 6
8piC42
n−2
|z| = O(1). (2.24)
Now, let l ∈ L−, then |es − z| > eσ/2, and therefore, from (2.22) we obtain












e−σ dσ = 8pi|z|2−n−1 6 C6.
Taking into aount (2.19), (2.21), (2.24) and the latter estimate, we obtain∑
l∈L+∪L−
|∆l(z)| 6 C7 logψ(2n+1). (2.25)
Now, let l ∈ L0, i. e. Q(l) ∩ Gn 6= ∅, where Gn = {z : 2n−2 6 |z| 6
2n+1}. Among l ∈ L0, there are at most 8 suh that λl >
3. Indeed, for suh l we have Q(l) = {z : eσ−l 6 |z| 6
eσ
+
l } and σ+l − σ−l > 6pi, therefore, eσ
+
l − eσ−l > 2n−1(1 − e−6pi).
Sine the interiors of these Q(l) form at most 4-fold over, for ev-
ery l, exepting at most 4, we have eσ
−
l > 2n−1, and, exepting at
most 8, eσ
−
l > e6pi2n−1 > 2n+1, i.e. the intersetion with Gn is
empty.




|∆l(z)| dm(z) for l ∈ L0∗. If |ζ | > 3 · 2n (ζ ∈ Q(l), z ∈
Gn), then
∣∣ log |1 − z
ζ
|∣∣ 6 2|z|/|ζ | 6 3. Otherwise, we have |ζ | 6
3 · 2n, ∫
Dζ(2n)






∣∣∣ log ∣∣∣z − ζ
2n









τ dτ + sup
ζ∈Q(l)
∣∣∣ log ∣∣∣ζ2−n∣∣∣∣∣∣pi22n
6 pi24n−1 + C8 logψ(2





















































|z| + |ζ |




For l ∈ L0 \ L0∗ we have λl 6 3, i.e. all the orresponding P (l)s are almost
squares; therefore, we an apply the arguments from [10, e.g.℄ For Dl =
diamQ(l), under the ondition dist{z, Q(l)} > 4Dl, using the last equality




























(es − z)3 (ω
(2)




|ζ (1)l − z|3
6
D3l



















































































|∆l(z)| dm(z). From the denition of ∆(z)
and the equality log |ζ (1)l |+ log |ζ (2)l | =
∫
Q(l)













































































































τ dτ + pi(3Dl)
2 log 3
6 9(3pi log 3 + 1)D2l 6 C11m(Q
(l)).












Applying the latter inequality and (2.25) ompletes the proof of Theorem 1.
Using Chebyshev's inequality, from (2.2) one an easily obtain Corollary 1.
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3 Proof of Theorem 2
′
Suppose that σ satises the onditions of the theorem. Without loss of gener-








ψ ∈ Φ. Let uψ be dened by formula (1.10) with ϕ = ψ, ψ ∈ Φ. Suppose
that there exists an entire funtion f and a onstant α ∈ [0, 1) satisfying the
ondition ∫
|z|<R
∣∣uψ(z)− log |f(z)| − α log |z|∣∣ dm(z)
< εR2 logψ(R), R > Rε, (3.1)
for arbitrary ε > 0. Without loss of generality, one may assume that f(0) 6= 0.
Separating from uψ the term
1
2
log |1 − z/r1|, the ase α ∈ [1/2, 1) an be
redued to the ase α ∈ [0, 1/2). Therefore, we onsider the latter one in
details. Dene the ounting Nevanlinna harateristis of the Riesz masses












where n(r, f) is the number of zeros of f in D0(r). By the Jensen formula






iθ)− log |f(reiθ)| − α log r) dθ
= N(r, uψ)−N(r, f)− α log r − log |f(0)|.
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If R > R˜ε taking into aount slow varying of logψ(R) we obtain
2R∫
R






















This implies that on [R, 2R] there exists r∗ suh that for ε ∈ (0, 1/2)
|N(r∗, uψ)−N(r∗, f)− α log r∗| 6 2ε(1 + ε)
3
logψ(r∗) < ε logψ(r∗). (3.2)
We are going to derive from (3.2) the relationship
|n(r, uψ)− n(r, f)− α| 6 1
2
, r → +∞. (3.3)
Assume the ontrary. If (3.3) fails to hold, then there exists a sequene (τk),
τk → +∞ (k → +∞), suh that either i) n(τk, uψ) − n(τk, f) − α > 1/2 or
ii) n(τk, f)− n(τk, uψ) +α > 1/2 (k → +∞). Consider ase i). For arbitrary
t ∈ [τ˜k, τk], where τ˜kψ(τ˜k) = τk, we have n(t, uψ)−n(τk, uψ) > −1/2, therefore
n(t, uψ)− n(t, f)− α > n(τk, uψ)− n(τk, f)− α + n(t, uψ)− n(τk, uψ) > 0.
Sine n(t, uψ) − n(t, f) take the values equal to an integer multiple of 1/2,
we have
n(t, uψ)− n(t, f)− α > 1/2− α > 0, t ∈ [τ˜k, τk]. (3.4)
Choose tk ∈ [τ˜k, 2τ˜k], Tk ∈ [τk/2, τk] so that (3.2) hold for r∗ ∈ {tk, Tk}.
Then, by the denition of the funtion N(r, ·), applying (3.2) and (3.4), for
25
ε ∈ (0, 1/4− α/2) we obtain




n(t, uψ)− n(t, f)− α
t















logψ(tk) > ε logψ(Tk), k → +∞.
Therefore, ase i) is impossible. Similarly, in ase ii) we have n(t, f) −
n(t, uψ) + α > 0 for t ∈ [τk, τkψ(τk)], and onsequently n(t, f) − n(t, uψ) +
α > β, where β is a positive onstant. Choosing tk ∈ [τk, 2τk], Tk ∈
[τkψ(τk)/2, τkψ(τk)] satisfying (3.2) instead of r
∗
, and ε ∈ (0, β/2), similarly
as before, we obtain




n(t, f)− n(t, uψ) + α
t
dt− |N(tk, f)−N(tk, uψ) + α log tk|
> (β − ε) logψ(tk).
Therefore, ase ii) is also impossible. Thus, (3.3) holds.
Let ρk be the modulus of the k-th zero of f (the zeros are ordered by
non-dereasing of their moduli). Sine the jumps of n(t, f) take the natural
values and the jumps of n(t, uψ) the value
1
2
, relationship (3.3) is possible only
in the ase when, starting from some k0 ∈ N, between every two immediate
jump points ρk 6 ρk+1 of the funtion n(t, f), there are points rm, rm+1, in
partiular, ρk < ρk+1. We rst onsider the ase α = 0. If ρk < r2k−1,
then for r ∈ (ρk, r2k−1) we have n(r, f) − n(r, uψ) > k − (2k − 2)/2 = 1. If
ρk > r2k, then n(r, uψ)− n(r, f) > 1 for r ∈ (max{r2k, ρk−1}, ρk). Therefore,
r2k−1 6 ρk 6 r2k, starting from some k > k1. Thus,




, t ∈ [r2k−1, ρk)
−1
2
, t ∈ [ρk, r2k)
, k > k1.
26
If ρk ∈ [r2k−1,√r2k−1r2k], then hoosing r∗k ∈ [ρk, 2ρk], t∗k ∈ [r2k/2, r2k], for






























logψ(t∗k), k → +∞,
whih ontradits to (3.2). In the ase ρk ∈ [√r2k−1r2k, r2k] we hoose
r∗k ∈ [r2k−1, 2r2k−1], t∗k ∈ [ρk/2, ρk] satisfying (3.2). Taking into aount that
n(t, uψ) − n(t, f) = 1/2 for t ∈ [r∗k, t∗k], we again ome to the ontradition
with (3.2). Consequently, in the ase α = 0 the theorem is proved.
Now, let α ∈ (0, 1/2). Relationship (3.3) is possible only if the expression
under the modulus takes the values −α and 1
2
−α. Sine rk stritly inreases,
and the jump of n(r, uψ) equals
1
2
for r = rk and the jump n(r, f) equals 1
for r = ρk, we see that ρk = r2k, k > k2. Then also
n(t, uψ)− n(t, f) =
{
0, t ∈ [r2k, r2k+1),
1
2
, t ∈ [r2k+1, r2k+2)
, k > k2. (3.5)
Choosing t∗k ∈ [r2k−1, 2r2k−1], r∗k ∈ [r2k/2, r2k] satisfying (3.2), and taking into
aount (3.5), as above, we ome to a ontradition to (3.2). Therefore, there
exists no entire funtion f with property (3.1) for arbitrary α ∈ [0, 1/2), and
onsequently, for α ∈ [0, 1). Theorem 2′ is proved.
The proof of Theorem 2 literally repeats that of Theorem 2′ for α = 0,
with the distintion that ψ ∈ Φ is given by the ondition of the theorem. I
would like to thank to Professor O. Skaskiv who read the paper and made
valuable suggestion as well as another partiipants of the Lviv inter-university
seminar in the theory of analyti funtions for valuable omments that al-
lowed to improve the initial version of the paper. I am also indebted to the
Institute of Mathematis at the Jagellonian University for their hospitality
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