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MOTIVIC MULTIPLE ZETA VALUES AND THE BLOCK
FILTRATION
ADAM KEILTHY
Abstract. We extend the block filtration, defined by Brown based on the work of
Charlton, to all motivic multiple zeta values, and study relations compatible with this
filtration. We construct a Lie algebra describing relations among motivic multiple
zeta values modulo terms of lower block degree, proving Charlton’s cyclic insertion
conjecture in this structure, and showing the existence of a ‘block shuffle’ relation, a
dihedral symmetry, and differential relation.
1. Introduction
Consider the Tannakian category MT (Z) of mixed Tate motives over Spec(Z), with
Galois group GMT (Z). It is well known [8] that this group decomposes as a semidirect
product of the multiplicative group and a pro-unipotent group, whose graded Lie algebra
is non-canonically isomorphic to a free Lie algebra with generators in odd weight
gm ∼= Lie[σ3, σ5, . . .]
called the motivic Lie algebra. There exists a non-canonical injection i : {σ2k+1}k≥1 →
Q〈e0, e1〉, allowing us to consider elements of g
m as noncommutative polynomials. This
Lie algebra has ties to the Grothendieck-Teichmuller group [14], associators [9], and
multiple zeta values [3], and injects into Racinet’s double shuffle Lie algebra dmr0 [14].
This Lie algebra is known to be dual to (motivic) multiple zeta values, in the following
sense: in [11], Goncharov defines a bialgebra A of unipotent de Rham multiple zeta
values, arising from the fundamental groupoid of P \ {0, 1,∞}, which act as formal
analogues to multiple zeta values (modulo ζ(2)), endowed with a coproduct. Brown [3]
extends this definition to a comodule H over the graded ring of affine functions over
GMT (Z), called motivic multiple zeta values. This algebra, along with its coaction
∆ : H → A⊗H
encodes all motivic relations among multiple zeta values. We have that A = H/(ζm(2)),
where ζm(2) is the motivic analogue of ζ(2). Taking the Lie coalgebra of indecomposables
of A, we obtain the dual of gm.
Remark 1.1. We take our convention as identifying ei ↔
dz
z−i . As such, elements of g
m
describe relations among iterated integrals, rather than multiple zeta values. As such,
our results are ‘depth-signed’.
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From this, we can see that gm inherits two filtrations arising from filtrations on motivic
multiple zeta values. The multiple zeta value (MZV)
ζ(n1, . . . , nr) :=
∑
1≤k1<k2<···<kr
1
kn11 . . . k
nr
r
is said to have weight n1 + · · · + nr and depth r. Considering ζ instead as a function
Q〈e0, e1〉 → C via iterated integrals, as described in [15], we extend these notions to
Q〈e0, e1〉, where the weight |w| of a word w ∈ {e0, e1}
× is given by its length, and the
depth d(w) of w is the number of occurrences of e1. Thus we define
WnQ〈e0, e1〉 := 〈w : |w| ≤ n〉Q
DnQ〈e0, e1〉 := 〈w : d(w) ≤ n〉Q
These induce increasing filtrations on H and hence decreasing filtrations on gm, given
via its embedding into Q〈e0, e1〉 (viewed here as the graded dual of Q〈e0, e1〉) by
WnQ〈e0, e1〉 := 〈w : |w| ≥ n〉Q
DnQ〈e0, e1〉 := 〈w : d(w) ≥ n〉Q
It is known that weight is a grading for gm, but depth is not. In [4], Brown studies
the associated bigraded Lie algebra dg := grDg
m and its embedding into the linearised
double shuffle algebra ls. However, while he finds that the depth 1 part of σ2k+1 define
canonical representatives of σ2k+1 in dg→ Q〈e0, e1〉, there also exist relations in dg, and
hence ‘exceptional’ generators are needed. These relations are shown to have a some-
what mysterious connection to modular forms by Pollack [13], and this has been further
explored by Baumard and Schneps [1]. However, it is a computationally challenging
task, and suggests that ‘depth graded’ multiple zeta values may not be the most natural
choice of object to study.
In this paper, we propose an alternative graded analogue of MZVs, based on the work
of Charlton [7]. We go on to show that Charlton’s cyclic insertion conjecture holds in
this setting and additionally show a new family of ‘block shuffle’ relations hold.
2. The block filtration
In addition to the weight and depth filtrations, we will define a ‘block filtration’ on
(motivic) multiple zeta values, arising from the work of Charlton [7]. In his thesis,
Charlton defines the block decomposition of a word in two letters {x, y} as follows.
Begin by defining a word in {x, y} to be alternating if it is non empty and has no
subsequences of the form xx or yy. There are exactly two alternating words of any given
length: one beginning with x and one beginning with y. Charlton shows that every
non-empty word w ∈ {x, y}× can be written uniquely as a minimal concatenation of
alternating words. In particular, he defines the block decomposition w = w1w2 . . . wk as
the unique factorisation into alternating words such that the last letter of wi equals the
first letter of wi+1.
We can use this to define a degree function on words in two letters.
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Definition 2.1. Let w ∈ {x, y}× be a word of length n, given by w = a1 . . . an. Define
its block degree degB(w) to be one less than the number of alternating words in its block
decomposition. Equivalently, define
degB(w) := #{i : 1 ≤ i < n such that ai = ai+1}
Remark 2.2. Note that, unlike depth, the block degree of a word is preserved by the
duality anti-homomorphism mapping ei 7→ e1−i, induced by the automorphism z 7→ 1−z
of P1 \ {0, 1,∞}.
We can then define an increasing filtration on Q〈e0, e1〉 by
BnQ〈e0, e1〉 := 〈w : degB(w) ≤ n〉Q
which, following the suggestion of Brown [2], when restricted to a filtration on e1Q〈e0, e1〉e0
induces a filtration on motivic multiple zeta values
BnH := 〈ζ
m(w) : w = e1ue0, degB(w) ≤ n〉Q.
Brown goes on to show the following.
Proposition 2.3 (Brown). Let GdRMT (Z) denote the de Rham motivic Galois group of
the category MT (Z), and let UdRMT (Z) denote its unipotent radical. Then Bn is stable
under the action of GdRMT (Z), and U
dR
MT (Z) acts trivially on gr
BH. Equivalently
∆r(BnH) ⊂ O(U
dR
MT (Z))⊗ Bn−1H
where ∆r(x) := ∆(x)− x⊗ 1− 1⊗ x is the reduced coproduct.
Corollary 2.4 (Brown). The block filtration induces the level filtration on the subspace
spanned by the Hoffman motivic multiple zeta values ζm(n1, . . . , nr), with ni ∈ {2, 3},
where the level is the number of indices equal to 3.
Proof. The word corresponding to (n1, . . . , nr), with ni ∈ {2, 3} of level m has exactly
m occurrences of the subsequence e0e0 and none of e1e1. Therefore, its block degree is
exactly m. 
As a corollary to both this and Brown’s proof that the Hoffman motivic multiple zeta
values form a basis of H, we obtain the following.
Corollary 2.5 (Brown). Every element in BnH of weight N can be written uniquely as
a Q-linear combination of motivic Hoffman elements of weight N and level at most n.
Additionally ∑
m, n≥0
dim grBmHns
mtn =
1
1− t2 − st3
where Hn denotes the weight n piece of H.
However, trying to naively extend this filtration by
BnH = 〈ζ
m(w) : degB(w) ≤ n〉Q
we find that the associated graded grBH becomes nearly trivial. If we instead extend
the filtration as follows, we obtain a much more interesting structure.
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Definition 2.6. We define the block filtration of Q〈e0, e1〉 by
BnQ〈e0, e1〉 := 〈w : degB(e0we1) ≤ n〉Q.
This induces the block filtration of motivic multiple zeta values
BnH := 〈ζ
m(w) : degB(0w1) ≤ n〉Q.
This filtration agrees with our earlier definition if we restrict to w ∈ e1Q〈e0, e1〉e0, but
the associated graded remains interesting.
Proposition 2.7.
∆rBnH ⊂
n−1∑
k=1
BkH⊗ Bn−kH
Proof. We will in fact show a stronger statement, that ∆ is graded for block degree at
the level of words. Let I := 〈If(0;w; 1) : w ∈ {0, 1}×〉Q be the vector space spanned by
formal symbols, with natural projection
I → H,
If(0;w; 1) 7→ Im(0;w; 1)
and, similarly, a natural projection I → A.
Recall that the motivic coaction is given by the formula
∆Im(a0; a1, . . . , an; an+1) : =
∑
0=i0<i1<...<ik<ik+1=n+1
k∏
p=0
Ia(aip ; aip+1, . . . , aip+1−1; aip+1)⊗ I
m(a0; ai1 , . . . , aik ; an+1)
where 0 ≤ k ≤ n. The infinitesimal coactions are given by
D2r+1 : HN → L2r+1 ⊗HN−2r−1
Im(a0; a1, . . . ,aN ; aN+1) 7→
N−2r−1∑
p=0
Ia(ap; ap+1, . . . , ap+2r+1; ap+2r+2)⊗ I
m(a0; a1, . . . , ap, ap+2r+2, . . . , aN ; aN+1)
where Ia is taken to be its projection into L := A>0/A>0A>0. Note that these lift to
coactions I → I ⊗ I, by calculating these purely symbolically.
Define In := 〈I
f(0;w; 1) : degB(0w1) = n〉Q. It is sufficient to show that ∆In ⊂∑n
i=0 Ii ⊗ In−i, as the result follows upon composition with the necessary projections.
In fact, it suffices to show that
D2r+1In ⊂
n∑
i=0
Ii ⊗ In−i.
Now, consider If(0;w; 1), w a word in {0, 1} such that degB(0w1) = n. Then we can
decompose 0w1 = b1b2 . . . bn+1 into alternating blocks, and consider the action of D2n+1
on If(b1 . . . bn+1). All terms in D2n+1I
f(b1 . . . bn+1) will be of the form
If(x; b′′i bi+1 . . . b
′
i+j ; y)⊗ I
f(b1 . . . bi−1b
′
ixyb
′′
i+jbi+j+1 . . . bn+1)
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for some 1 ≤ i ≤ n+ 1, where bi = b
′
ixb
′′
i , bi+j = b
′
i+jyb
′′
i+j. For the left hand term to be
non-zero, we must have x 6= y, and so we see
degB(xb
′′
i bi+1 . . . b
′
i+jy) = j,
degB(b1 . . . b
′
ixyb
′′
i+j . . . bn+1) = n− j,
by counting the blocks. Thus, we get that the total block degree of any term in the
coproduct is n, and the result follows. 
Corollary 2.8. The block filtration on Q〈e0, e1〉 induces the coradical filtration on H.
Corollary 2.9. The (linearised) Ihara action ◦ : Q〈e0, e1〉 ⊗ Q〈e0, e1〉 → Q〈e0, e1〉 is
graded for block degree.
Proof. The Ihara action is dual to the motivic coaction. As this proof shows the coaction
to be, at the level of words, graded for block degree, the claim follows immediately. One
can also show this directly via the recursive formula [5] for the linearised Ihara action. 
We also recall a short observation due to Charlton [7].
Lemma 2.10. Let w = w1 . . . wn be a word in {0, 1}
× of length n, with degB(w) = b.
Then Im(w) = 0 if b ≡ w + 1 (mod 2).
Remark 2.11. This provides a natural analogue of the depth parity theorem [4].
Proposition 2.12. Suppose σ ∈ ls is of weight N and depth d. Then, if N and d are
of opposite parity, σ = 0. That is, there are no non-trivial solutions to the linearised
double shuffle equations with weight and depth of opposite parity.
With Proposition 3.5, we obtain a similar corollary to the final conclusion of the
following corollary.
Corollary 2.13. For a solution to the double shuffle equations mod products φ ∈ dmr0,
of weight N , the depth d + 1 6≡ N (mod 2) components are uniquely determined by the
lower depths. In particular, σ2n+1 is uniquely determined in depths 1 and 2.
Specifically, σ2n+1 is uniquely determined in block degree 1 and 2.
3. Block-graded multiple zeta values and an encoding of relations
As the block filtration is motivic and invariant under the duality arising from the
symmetry z 7→ 1 − z of P1 \ {0, 1,∞}, we can consider the associated graded algebra
grBA :=
⊕∞
n=0 BnA/Bn−1A. We follow the example of Brown’s depth graded multiple
zeta values [4].
Remark 3.1. In the following it is important to keep in mind that we are identifying
ei ↔
dz
z−i , and, as such, elements of g
m describe relations among iterated integrals, rather
than multiple zeta values. As such, our results are ‘depth signed’ compared to standard
notation.
Definition 3.2. Define BnQ〈e0, e1〉 := 〈w : degB(e0we1) ≥ n〉Q and define
grBg
m :=
∞⊕
n=0
Bngm/Bn+1gm
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where we identify Bngm/Bn+1gm with its image in BnQ〈e0, e1〉/B
n+1Q〈e0, e1〉, equipped
with the block graded Ihara bracket.
Definition 3.3. If degB(e0we1) = n, define I
b(0;w; 1) to be the image of Ia(0;w; 1) in
BnA/Bn−1A. Similarly, define I
bl(0;w; 1) to be the image of Il(0;w; 1) in BnL/Bn−1L.
Define ζb and ζbl similarly.
Definition 3.4. Fix an embedding of {σ3, σ5, . . .} →֒ Q〈e0, e1〉. We define the block
graded generators {p2k+1}k≥1 to be the image of the generators {σ2k+1}k≥1 of g
m in
B1Q〈e0, e1〉/B
2Q〈e0, e1〉. We define the bigraded Lie algebra bg to be the Lie algebra
generated by p2k+1 and the Ihara bracket.
One of the challenges in studying gm is that we have an ambiguity in our representation
of the generators: σ2k+1 is unique only up to addition of another element of weight 2k+1.
Its depth one part is canonical, so Brown’s depth graded Lie algebra avoids this issue.
We find similar success here.
Proposition 3.5. The generators p2k+1 of bg are canonical, i.e. independent of our
choice of embedding of generators {σ2k+1} →֒ Q〈e0, e1〉.
Proof. Let σ2k+1, σ
′
2k+1 ∈ Q〈e0, e1〉 be two choices of generator for g
m in weight 2k + 1.
We must have
σ2k+1 − σ
′
2k+1 ∈ {g
m, {gm, gm}}.
Corollary 2.9 tells us that the Ihara action is compatible with the block filtration, and
so
{gm, {gm, gm}} ⊂ B3gm
and therefore
p2k+1 − p
′
2k+1 = 0.

Note that we can still define a concept of depth on bg as before. We define the depth
of a word w to be d(w), and induce a decreasing filtration on bg via its embedding
bg →֒ Q〈e0, e1〉. It is interesting here that depth grading gives canonical generators in
depth 1, while block grading gives p2k+1 consisting only of terms of depth k or k + 1.
Lemma 3.6. p2k+1 contains only depth k and k + 1 terms.
Proof. Suppose w is a word of block degree 1 and weight 2k + 1. Then e0we1 has two
blocks and hence contains exactly one of e20 or e
2
1. In the first case, the number of e1
must be exactly half 2k + 1 − 1, i.e. k. In the second case, the number of e0 must
similarly be k and hence the number of e1 is k + 1. 
Theorem 3.7. bg is freely generated by {p2k+1}k≥1 as a Lie algebra.
Proof. We have a bijection between the generators of gm and of bg, and Corollary 2.9
tells us that the Ihara action is graded for block degree. Thus, we can write an element
{p2k1+1, {. . . , {p2kb−1+1, p2kb+1}, . . .}}
as the image of
{σ2k1+1, {. . . , {σ2kb−1+1, σ2kb+1}, . . .}}
6
in Bbgm/Bb+1gm. Hence, we have a relation in bg if and only if the corresponding sum of
terms is 0 in grBg
m. Indeed, we have an injective Lie algebra homomorphism bg →֒ grBg
m
induced by the bijection {σ2k+1}k≥1 ↔ {p2k+1}k≥1. Now, as grBg
m is dual to grBL, the
existence of relations in bg implies the existence of additional relations in grBL. To be
precise, we must have that
dim grBnLN < dim 〈I
l(w)|degB(w) = n, |w| = N〉Q.
Then, by the proof of Theorem 7.4 in [3], we know that the right hand side has is spanned
by {ζa(k1, . . . , kr)}, where ki ∈ {3, 2}, and ki = 3 exactly n times and k1+ · · ·+ kr = N .
In particular, it has a basis given by ζa(k1, . . . , kr) such that (k1, . . . , kr) is a Lyndon
word with respect to the order 3 < 2. This basis, called the Hoffman-Lyndon basis,
forms a spanning set for grBnLN . Thus,
dim grBnLN < dim 〈I
a(w)|degB(w) = n, |w| = N〉Q
which implies that there is a sum of Hoffman-Lyndon elements of weight N with n
threes that can be written as a sum of Hoffman-Lyndon elements of weight N with
fewer threes. However, the Hoffman-Lyndon elements of weight N form a basis of LN ,
and, so, no such relation can exist. Thus, we must have that L ≡ grBL as they have
equal dimensions, and hence, grBg
m ≡ gm. This implies grBg
m and bg are both freely
generated and isomorphic. 
Remark 3.8. While both Brown’s dg and our bg have canonical generators, Theorem
3.7 tells us that bg is free, while there exist relations in dg, and hence ‘exceptional’
generators are needed, first appearing in depth four. These relations are shown to
have a somewhat mysterious connection to modular forms by Pollack [13], and this has
been further explored by Baumard and Schneps [1]. However, it is a computationally
challenging task, and suggests that ‘depth graded’ multiple zeta values may not be the
most natural choice of object to study.
4. Polynomial representations
We now reframe this Lie algebra in terms of commutative polynomials, similarly to
Brown [5][6] and E´calle [10], as follows.
Recall that Charlton shows that every word w ∈ {e0, e1}
× can be written uniquely as
a sequence of alternating blocks [7]. In doing so, he establishes a bijection
bl : {e0, e1}
× \ {∅} → ∪∞n=1{0, 1} × N
n
w 7→ (ǫ; l1, l2 . . . , ln)
where ǫ defines the first letter of w, and l1, . . . , ln describe the length of the alternating
blocks.
Example 4.1.
e0e1e0e0e1e0e1e1 7→ (0; 3, 4, 1),
e1e1e0e1e0e1e1e0e0 7→ (1; 1, 5, 2, 1)
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We can use this to define a vector space isomorphism by
πbl : Q〈e0, e1〉 \ {Q · 1} →
∞⊕
n=1
x1Q[x1, . . . , xn]xn
w 7→ xl11 . . . x
ln
n
(4.1)
where bl(e0we1) = (0; l1, . . . , ln).
In this formulation, a word of block degree n and weight N ≥ 1 is represented by a
polynomial in n+1 variables of degree N+2. From this point on, we shall freely identify
elements of bg with their images under this isomorphism.
Proposition 4.2. The projections of the depth-signed σ2k+1 ∈ g
m onto their block degree
one part are given by
p2k+1(x1, x2) = q2k+1(x1, x2)− q2k+1(x2, x1)
where
q2k+1(x1, x2) =
k∑
i=1
[(
2k
2i
)
−
(
1−
1
22k
)(
2k
2k + 1− 2i
)]
x2i+11 x
2k+2−2i
2 − x1x
2k+2
2
and σ2k+1 have been normalised to correspond to
(−1)k
2 ζ(2k + 1).
Proof. We will compute the block degree 1 part of σ2k+1 consisting of terms containing
an e20. This will give q2k+1. That p2k+1(x1, x2) = q2k+1(x1, x2) − q2k+1(x2, x1) follows
from duality. In terms of e0, e1, we have
q2k+1 =
k∑
i=0
ci(e1e0)
ie0(e1e0)
k−i,
where ζm({2}i−1, 3, {2}k−i) = αciζ
m(2k + 1) (mod ζm(2)), for i > 0 and some α ∈ Q,
and c0 is obtained via shuffle regularisation [3].
Shuffle regularisation of e0e1 . . . e0 tells us that
c0 + 2
k∑
i=1
ci = 0.
Next, from the work of Zagier [16],
ζ({2}a, 3, {2}b) = 2
a+b+1∑
r=1
(−1)r
[(
2r
2a+ 2
)
− (1−
1
22r
)
(
2r
2b+ 1
)]
ζ({2}a+b−r+1)ζ(2r+1).
Brown then shows in [3] Theorem 4.3 that this lifts to an identity among motivic multiple
zeta values. Considered modulo ζm(2), we find
ζm({2}i−1, 3, {2}k−i) = 2(−1)k
[(
2k
2i
)
−
(
1−
1
22k
)(
2k
2k + 1− 2i
)]
ζm(2k + 1),
and thus, we can take ci =
[(
2k
2i
)
− (1− 1
22k
)
(
2k
2k+1−2i
)]
for i > 0. The result then
follows. 
Computing these sums explicitly, we obtain the following theorem.
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Theorem 4.3.
p2k+1(x1, x2) = x1x2(x1 − x2)
(
(1− 22k+1)(x1 + x2)
2k − (x1 − x2)
2k
22k
)
.
With this in mind, we can provide a characterisation of these generators in terms of
polynomial equations.
Corollary 4.4. The polynomial p2k+1(x1, x2) is, up to rescaling, the unique homoge-
neous polynomial p(x1, x2) of degree 2k + 3 such that
p(x1, 0) = p(0, x2) = p(x1, x2) + p(x2, x1) = 0,
and, defining r(x1, x2) :=
p(x1,x2)
x1x2(x1−x2)
, satisfying
r(0, x) = 2r(x,−x),
and (
∂
∂x1
)2
r(x1, x2) =
(
∂
∂x2
)2
r(x1, x2).
Proof. The condition p(x1, 0) = p(0, x2) = p(x1, x2) + p(x2, x1) = 0 suggests we can
write p(x1, x2) = x1x2(x1 − x2)r(x1, x2). Letting u = x1 + x2, and v = x1 − x2, we can
rewrite (
∂
∂x1
)2
r(x1, x2) =
(
∂
∂x2
)2
r(x1, x2)⇔
∂2r
∂u∂v
(u, v) = 0,
which has polynomial solution, homogeneous of degree (2k + 3)− 3 = 2k
r(u, v) = αu2k + βv2k
which is to say
r(x1, x2) = α(x1 + x2)
2k + β(x1 − x2)
2k.
Finally, the condition
r(0, x) = 2r(x,−x)
gives
(α+ β)x2k = 22k+1βx2k,
and hence
α = −(1− 22k+1)β,
giving the desired result. 
We can provide an exact polynomial formula for the Ihara action. Recall that we have
chosen gm to differ from Brown’s by sending e1 7→ −e1, and so this is only accurate for
‘depth-signed’ elements. We delay the proof of this until later.
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Theorem 4.5. For (depth-signed) elements of the motivic Lie algebra, the Ihara action
is given at the level of block-polynomials by
(f ◦ g)(x1, . . . , xm+n−1) = (−1)
(m+1)(n+1)
n∑
i=1
f(xi, xi+1, . . . , xi+m−1)
xi − xi+m−1
×
(
1
xi
g(x1, . . . , xi−1, xi, xi+m, . . . , xm+n−1)
−
1
xi+m−1
g(x1, . . . , xi−1, xi+m−1, . . . , xm+n−1)
)
.
(4.2)
5. Relations arising in the polynomial representation
We find several relations arising naturally in the polynomial representation which are
preserved by the Ihara action, and dual to relations in grBL. We start by once again
showing that duality is indeed preserved by our formula.
Proposition 5.1. For all f(x1, . . . , xn) ∈ bg,
f(x1, . . . , xn) = (−1)
n+1f(xn, . . . , x1).
Proof. It suffices to show that this holds for p2k+1, and that, if this holds for f, g ∈ bg,
then it holds for f ◦ g. The former holds by definition of p2k+1. To see the latter, note
that
(f ◦ g)(xm+n−1, . . . , x1) = (−1)
(m+1)(n+1)
n∑
i=1
f(xm+n−i, xm+n−i−1, . . . , xn+1−i)
x2m+n−i − x
2
n+1−i
×
(
(1 +
xn+1−i
xm+n−i
)g(xm+n−1, . . . , xm+n−i+1, xm+n−i, xn−i, . . . , x1)
− (1 +
xm+n−i
xn+1−i
)g(xm+n−1, . . . , xm+n−i+1, xn+1−i, . . . , x1)
)
= (−1)(m+1)(n+1)
n∑
i=1
(−1)m
f(xn+1−i, xn+2−1, . . . , xm+n−i)
x2n+1−i − x
2
m+n−i
×
(
(−1)n+1(1 +
xn+1−i
xm+n−i
)g(x1, . . . , xn−i, xm+n−i, xm+n−i, . . . , xm+n−1)
− (−1)n+1(1 +
xm+n−i
xn+1−i
)g(x1, . . . , xn+1−i, xm+n−i+1, . . . , xm+n−1)
)
= (−1)m+n(−1)(m+1)(n+1)
n∑
i=1
f(xn+1−i, xn+2−1, . . . , xm+n−i)
x2n+1−i − x
2
m+n−i
×
(
(1 +
xm+n−i
xn+1−i
)g(x1, . . . , xn+1−i, xm+n−i+1, . . . , xm+n−1)
− (1 +
xn+1−i
xm+n−i
)g(x1, . . . , xn−i, xm+n−i, xm+n−i, . . . , xm+n−1)
)
= (−1)m+n(f ◦ g)(x1, . . . , xm+n−1),
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and hence, the duality relation is preserved by the Ihara bracket. 
We can similarly prove Charlton’s cyclic insertion conjecture, up to terms of lower
block degree. While this has been verified in upcoming work due to Hirose-Sato, in this
formulation, it is merely a consequence of the Ihara action, allowing for a significantly
simpler proof. We will instead show that a more general relation holds, of which cyclic
insertion is a corollary. These are the ‘block shuffle’ relations.
Definition 5.2. For any 1 ≤ r ≤ n, define the shuffle set
Shn,r = {σ ∈ Sn|σ
−1(1) < . . . < σ−1(r);σ−1(r + 1) < . . . < σ−1(n)}.
Then, for any f ∈ Q[x1, . . . , xn], define
f(x1 . . . xrxr+1 . . . xn) :=
∑
σ∈Shn,r
f(xσ(1), xσ(2), . . . , xσ(n)).
Theorem 5.3. For any f(x1, . . . , xn) ∈ bg, and any 1 ≤ r < n, we have
f(x1x2 . . . xrxr+1 . . . xn) = 0.
Proof. For p2k+1, this is equivalent to p(x1, x2)+p(x2, x1) = 0, given by Proposition 5.1.
Then, as the Ihara action is associative, it in fact suffices to show that
(f ◦ g)(x1 . . . xrxr+1 . . . xn+1) = 0
for all f = p2k+1(x1, x2), g(x1, . . . , xn) ∈ bg.
We write (f ◦ g)(x1 . . . xrxr+1 . . . xn+1) as
∑
σ∈Shn+1,r
n∑
i=1
f(xσ(i), xσ(i+1))
xσ(i) − xσ(i+1)
×
(
g(xσ(1), . . . , xσ(i), xσ(i+2), . . . , xσ(n+1))
xσ(i)
−
g(xσ(1), . . . , xσ(i−1), xσ(i+1), . . . , xσ(n+1))
xσ(i+1)
)
.
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This sum splits as follows
∑
σ∈Shn+1,r
r−1∑
i=1
f(xσ(i), xσ(i+1))
xσ(i) − xσ(i+1)
×
(
g(xσ(1), . . . , xσ(i), xσ(i+2), . . . , xσ(n+1))
xσ(i)
−
g(xσ(1), . . . , xσ(i−1), xσ(i+1), . . . , xσ(n+1))
xσ(i+1)
)
+
∑
σ∈Shn+1,r
n∑
i=r+1
f(xσ(i), xσ(i+1))
xσ(i) − xσ(i+1)
×
(
g(xσ(1), . . . , xσ(i), xσ(i+2), . . . , xσ(n+1))
xσ(i)
−
g(xσ(1), . . . , xσ(i−1), xσ(i+1), . . . , xσ(n+1))
xσ(i+1)
)
+
∑
σ∈Shn+1,r
such that
{σ(r),σ(r+1)}6={r,r+1}
f(xσ(r), xσ(r+1))
xσ(r) − xσ(r+1)
×
(
g(xσ(1), . . . , xσ(r), xσ(r+2), . . . , xσ(n+1))
xσ(r)
−
g(xσ(1), . . . , xσ(r−1), xσ(r+1), . . . , xσ(n+1))
xσ(r+1)
)
.
Denote the first sum by A, the second by B, and the third by C. Now, this sum can
be written uniquely as
∑
1≤k<l≤n+1
f(xk, xl)
xk − xl
(
Gk,l
xk
−
Hk,l
xl
)
where Gk,l, Hk,l are polynomials related by swapping xk ↔ xl. We have 4 cases to
consider
(1) l ≤ r,
(2) k ≥ r + 1,
(3) k < r < r + 1 < l,
(4) k = r = l − 1.
In the first case, both A and B only contribute non-zero terms if l = k+1, while C only
contributes if l > k + 1. Thus, denoting by Φk(σ, i) the condition {σ(i) = k, σ(i+ 1) =
k + 1}, we have
Gk,k+1 =
∑
k≤i<r
∑
σ∈Shn+1,r
such that Φk(σ,i)
g(xσ(1), . . . , xσ(i−1), xk, xσ(i+2), . . . , xσ(n+1))
+
∑
i>r
∑
σ∈Shn+1,r
such that Φk(σ,i)
g(xσ(1), . . . , xσ(i−1), xk, xσ(i+2), . . . , xσ(n+1))
+
∑
σ∈Shn+1,r
such that Φk(σ,r)
g(xσ(1), . . . , xσ(i−1), xk, xσ(i+2), . . . , xσ(n+1)).
12
Let P (σ, r) denote the condition
{σ−1(1) < . . . < σ−1(r);σ−1(r + 1) < . . . < σ−1(n+ 1)}.
Then, this is a sum over the set of permutations
∪k≤i<r{σ|Φk(σ, i) and P (σ, r)}
⋃
∪i>r{σ|Φk(σ, i) and P (σ, r)}
which is clearly in bijection with a set of shuffles of [n+1]\{k+1}, and so the contribution
is 0 by induction.
Then, if l > k + 1, we find that the non-zero terms in
f(xk, xl)
xk − xl
(
Gk,l
xk
−
Hk,l
xl
)
due to permutations with σ(r) = k, σ(r + 1) = l cancel with those due to σ(r) =
l, σ(r + 1) = k. Thus, in this case,
f(xk, xl)
xk − xl
(
Gk,l
xk
−
Hk,l
xl
)
= 0.
The second case, k ≥ r + 1, is similar. In the third case, every term due to a
permutation with σ(i) = k, σ(i + 1) = l cancels with the term due to the permutation
τk,l ◦ σ, where τk,l is the transposition (k, l).
Finally, in the fourth case, our sum splits into a sum over the following sets
∪i<r{σ ∈ Shn+1,r|σ(i) = r, σ(i + 1) = r + 1},
∪i>r{σ ∈ Shn+1,r|σ(i) = r, σ(i + 1) = r + 1},
∪i<r{σ ∈ Shn+1,r|σ(i) = r + 1, σ(i+ 1) = r},
∪i>r{σ ∈ Shn+1,r|σ(i) = r + 1, σ(i+ 1) = r}.
All of these must be empty due to the order preserving property of shuffle permutations.
Thus,
(f ◦ g)(x1 . . . xrxr+1 . . . xn+1) = 0.

Corollary 5.4. For any finite sequence of integers l1, . . . , ln, and any 1 ≤ r < n, we
have ∑
σ∈Shn,r
Ibl((lσ(1), . . . , lσ(n)) = 0
when considered modulo products.
Proof. Using Theorem 3.7, we can consider bg as the dual Lie algebra to the graded
Lie coalgebra of indecomposables grBL, and hence, relations among the coefficients of
elements of bg induce relations among elements of grBL. Specifically, we define a Q-linear
pairing
〈Ibl(l1, . . . , ln)|x
k1
1 . . . x
km
m 〉 := δl1,k1 . . . δln,kn
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where Ibl(l1, . . . , ln) is the image of I
b(l1, . . . , ln) in grBL. We have that R is a relation
in grBL if and only if 〈R|f〉 = 0 for all f ∈ bg. Hence, as f(x1x2 . . . xrxr+1 . . . xn) = 0
for all f ∈ bg, we must have that∑
σ∈Shn,r
Ibl((lσ(1), . . . , lσ(n)) = 0.

Corollary 5.5 (Block graded cyclic insertion). The cyclic sum∑
σ∈Cn
Ibl(lσ(1), lσ(2), . . . , lσ(n)) = 0.
Proof. It suffices to show that∑
σ∈Cn
f(xσ(1), xσ(2), . . . , xσ(n)) = 0
for all f ∈ bg.
Suppose f ∈ bg. Then, Theorem 5.3 implies that the image of f under the following
vector space isomorphism
∞⊕
n=0
Q[x1, . . . , xn]
∼
−→ Q〈z1, z2, z3, . . .〉
xi11 x
i2
2 . . . x
in
n 7→ zi1zi2 . . . zin
(5.1)
lies in Lie[z1, z2, . . .]. In particular, the image lies in the span of elements of degree at
least 2. Now, we define a linear map C : Q〈z1, z2, . . .〉 → Q〈z1, z2, . . .〉 by
C(zi1zi2 . . . zin) =
∑
σ∈Cn
ziσ(1)ziσ(2) . . . ziσ(n)
for a word of length n. Thus, it suffices to show that C(Z) = 0 for all Z ∈ Lie[z1, z2, . . .]
of degree at least 2.
Note, for any monomials X, Y in {z1, z2, . . .} of degree k, n− k respectively, we have
[X,Y ] = XY − σ(XY ), for some σ ∈ Cn acting by cyclic rotations on words of length
n. Thus,
C([X,Y ]) = C(XY )− C(σ(XY )) = C(XY )− C(XY ) = 0
and so the image of any element of degree at least two in Lie[z1, z2, . . .] is zero, and hence∑
σ∈Cn
f(xσ(1), xσ(2), . . . , xσ(n)) = 0

Remark 5.6. As in this proof, it can be useful to consider bg as a subspace of the Hopf
Q〈z1, z2, z3, . . .〉, with the standard concatenation product, and a coproduct given by
∆zi = zi⊗ 1+1⊗ zi. For example, Theorem 5.3 implies elements of bg are primitive for
this coproduct, we immediately obtain Proposition 5.1 as a corollary, by considering the
antipode map, i.e. the antihomomorphism zi 7→ −zi. This is an idea explored further in
Section ??.
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6. Shuffle Regularisation
The double shuffle relations among iterated integrals are not, in general, compatible
with the block filtration. However, the regularisation relation obtained by shuffling with
an element of weight 1, does respect the block filtration.
Theorem 6.1. Let π1 : Q〈e0, e1〉 → Qe0 ⊕ Qe1 denote the projection map onto weight
1 , and let ∆ : Q〈e0, e1〉 → Q〈e0, e1〉 ⊗ Q〈e0, e1〉 be the coproduct defined by ∆(ei) =
ei ⊗ 1 + 1⊗ ei. The map ∆1 := (π1 ⊗ id)∆ is compatible with the block filtration:
∆1B
nQ〈e0, e1〉 ⊂ B
1Q〈e0, e1〉 ⊗ B
n−1Q〈e0, e1〉.
Proof. For w ∈ Q〈e0, e1〉 every term in ∆1(w) is of the form ei ⊗ w¯ for i ∈ {0, 1}, where
w¯ is obtained from w by omitting a letter. The left hand side is of block degree 1. The
right hand side is of higher block degree, if the omitted letter was internal to a block,
and of block degree 1 lower than w, if the omitted letter was at the beginning or end of
a block. 
Thus, we can take the associated graded map of ∆1.
Corollary 6.2. grB(∆1)(bg) = 0.
Proof. This follows from the work of Brown [3] and Racinet [14], as any element ψ ∈ gm
satisfies ∆(ψ) = 0. 
In low degree, we can translate this to a statement about elements of bg considered
as polynomials.
Example 6.3. For f(x1, x2) ∈ bg and g(x1, x2, x3) ∈ bg, we have
x
∂f
∂x1
(0, x) = f(x,−x),
yz
(
∂g
∂x1
(0, y, z) −
∂g
∂x1
(0, y,−z)
)
= y (g(y, z,−z) + g(−y, z,−z))
+ z (g(−y, y,−z) − g(−y, y, z)) ,
yz
(
∂g
∂x1
(0, y, z) +
∂g
∂x1
(0, y,−z) +
∂g
∂x2
(y, 0, z) +
∂g
∂x2
(y, 0,−z)
)
= y (g(y, z,−z) − g(−y, z,−z))
− z (g(−y, y,−z) + g(−y, y, z)) .
In order to better describe elements of bg, we use the following lemma to transform
our polynomial representation.
Lemma 6.4. For f(x1, x2, . . . , xn) ∈ bg, we can write
f(x1, . . . , xn) = x1 . . . xn(x1 − xn)r(x1, . . . , xn)
for some polynomial r ∈ Q[x1, . . . , xn].
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Proof. We induct on the number of variables. For n = 2, this follows from Theorem 4.3.
Now, suppose this factorisation holds for f(x1, x2), g(x1, . . . , xn) ∈ bg. We have
{f, g} =
n∑
i=1
f(xi, xi+1)
xi − xi+1
×
(
1
xi
g(x1, . . . , xi, xi+2 . . . , xn+1)−
1
xi+1
g(x1, . . . , xi−1, xi+1, . . . , xn+1)
)
− g(x1, . . . , xn)
(
1
x1
f(x1, xn+1)−
1
xn
f(xn, xn+1)
)
− g(x2, . . . , xn+1
(
1
x2
f(x1, x2)−
1
xn+1
f(x1, xn+1)
)
.
Applying our induction hypothesis, we find
{f, g} = x1 . . . xn+1rf (x1, x2)×
((x1 − xn+1)rg(x1, x3, . . . , xn+1)− (x2 − xn+1)rg(x2, . . . , xn+1))
+
n−1∑
i=2
x1 . . . xn+1(x1 − xn+1)rf (xi, xi+1)×
(rg(x1, . . . , xi, xi+2 . . . , xn+1)− rg(x1, . . . , xi−1, xi+1, . . . , xn+1))
+ x1 . . . xn+1rf (xn, xn+1)×
((x1 − xn)rg(x1, . . . , xn)− (x1 − xn+1)rg(x1, . . . , xn−1, xn+1))
− x1 . . . xn+1rg(x1, . . . , xn) ((x1 − xn+1)rf (x1, xn+1)− (xn − xn+1)rf (xn, xn+1))
− x1 . . . xn+1rg(x2, . . . , xn+1) ((x1 − x2)rf (x1, x2)− (x1 − xn+1)rf (x1, xn+1)) .
Considering only the terms not immediately divisible by x1 . . . xn+1(x1 − xn+1), we
reduce the problem to showing that
− x1 . . . xn+1(x2 − xn+1)rf (x1, x2)rg(x2, . . . , xn+1)
+ x1 . . . xn+1(x1 − xn)rf (xn, xn+1)rg(x1, . . . , xn)
+ x1 . . . xn+1(xn − xn+1)rf (xn, xn+1)rg(x1, . . . , xn)
− x1 . . . xn+1(x1 − x2)rf (x1, x2)rg(x2, . . . , xn+1)
= −x1 . . . xn+1(x1 − xn+1)rf (x1, x2)rg(x2, . . . , xn+1)
+ x1 . . . xn+1(x1 − xn+1)rf (xn, xn+1)rg(x1, . . . , xn)
is divisible by x1 . . . xn+1(x1 − xn+1). This is clear, so we are done.

Definition 6.5. For f(x1, . . . , xn) ∈ bg, define the reduced block polynomial to be
r(x1, . . . , xn) :=
f(x1, . . . , xn)
x1 . . . xn(x1 − xn)
.
Define rbg to be the bigraded Q-vector space of reduced block polynomials.
Remark 6.6. It may be useful to recall how the various degrees we assign to motivic
iterated integrals relate to the reduced block polynomials. A reduced block polynomial
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r(x1, x2, . . . , xn) of degree N corresponds to elements of weight N + n − 1 and block
degree n− 1.
7. The dihedral action
As an immediate corollary to Proposition 5.1 we obtain:
Lemma 7.1. For all r(x1, . . . , xn) ∈ rbg,
r(xn, . . . , x1) = (−1)
nr(x1, . . . , xn).
Definition 7.2. We define a Lie algebra structure on rbg via the Lie bracket
{r1, r2}(x1, . . . , xm+n−1) :=
{f1, f2}(x1, . . . , xm+n−1)
x1 . . . xm+n−1(x1 − xm+n−1)
for r1(x1, . . . , xm) =
f1(x1,...,xm)
x1...xm(x1−xm)
, r2(x1, . . . , xn) =
f2(x1,...,xn)
x1...xn(x1−xn)
∈ rbg. We call this the
reduced Ihara bracket. It produces a polynomial of degree deg(r1) + deg(r2).
We can explicitly compute this, and in the case of r1 = r1(x1, x2), we obtain a
particularly nice formula.
Proposition 7.3. For r(x1, x2), q(x1, . . . , xn−1) ∈ rbg, the reduced Ihara bracket is
given by
{r, q}(x1, . . . , xn) =
n∑
i=1
r(xi, xi+1)(q(x1, . . . , xi, xi+2, . . . , xn)−q(x1, . . . , xi−1, xi+1, . . . , xn))
where we consider indices modulo n.
Corollary 7.4.
r(x1, . . . , xn) = r(x2, . . . , xn, x1)
for r(x1, . . . , xn) ∈ rbg.
Proof. This follows from a simple induction argument, using Lemma 7.1 as our base
case, and the natural cyclic symmetry in Proposition 7.3. 
Remark 7.5. Corollary 5.5 follows as an immediate corollary to this invariance.
With this cyclic invariance, we can write down the general case of the reduced Ihara
bracket quite succinctly.
Corollary 7.6. For r(x1, . . . , xm), q(x1, . . . , xn) ∈ rbg, the reduced Ihara bracket is given
by
{r, q}(x1, . . . , xm+n−1) =
m+n−1∑
i=1
r(xi, . . . , xi+m−1) (q(xi+m, . . . , xm+n−1, x1, . . . , xi)
− q(xi+m−1, . . . , xm+n−1, x1, . . . , xi−1))
where the indices are considered modulo m+ n− 1.
Thus, we have an action of the dihedral group on rbg, restricting to either the trivial
or sign representation on the block graded parts.
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8. A differential relation
We additionally obtain a differential relation, generalising the differential relation
defining the generators of bg.
Definition 8.1. For n ≥ 2, define the differential operator
Dn : Q[x1, . . . , xn]→ Q[x1, . . . , xn]
by
Dn :=
∏
i1,...,in−1∈{0,1}
(
∂
∂x1
+ (−1)i1
∂
∂x2
+ · · ·+ (−1)in−1
∂
∂xn
)
.
Theorem 8.2.
Dnr(x1, . . . , xn) = 0
for all r(x1, . . . , xn) ∈ rbg.
Proof. We induct on n. For n = 2, this follows from Corollary 4.4. Suppose this holds
for q(x1, . . . , xn) ∈ rbg.
Next define
In := {M ∈Mn(µ2) | Mi,i = 1,
Mi+1,j
Mi,j
=
Mi+1,j+1
Mi,j+1
},
and
LM :=
n∑
i=1
M1,i
∂
∂xi
= ±
n∑
i=1
Mj,i
∂
∂xi
.
Note that Dn =
∏
M∈In
LM , and thus we have, for r(x1, x2), q(x1, . . . , xn) ∈ rbg,
Dn+1{r, q}(x1, . . . , xn+1) =
n∑
i=1
Dn+1(r(xi, xi+1)q(xi, xi+2, . . . , xi+n)− r(xi, xi+1)q(xi+1, xi+2, . . . , xi+n)
=
n∑
i=1
∑
S⊂In+1
(
∏
M∈S
LM )r(xi, xi+1)(
∏
M∈In+1\S
LM )q(xi, xi+2, . . . , xi+n)
−
n∑
i=1
∑
S⊂In+1
(
∏
M∈S
LM)r(xi, xi+1)(
∏
M∈In+1\S
LM )q(xi+1, xi+2, . . . , xi+n)
where we have used the cyclic invariance of rbg and considering indices modulo n+ 1.
Next denote by M [i1, . . . , ik] the submatrix of M obtained by restricting to rows and
columns i1, . . . , ik. We see that LMf(xi1 , . . . , xik) = LM [i1,...,ik]f(xi1 , . . . , xik).
Now, if {M [i, i + 1] | M ∈ S} = I2, then (
∏
M∈S LM )r(xi, xi+1) = 0. Otherwise, we
must have M [i, i + 1] =
(
1 1
1 1
)
for all M ∈ S, or M [i, i + 1] =
(
1 −1
−1 1
)
for all M ∈ S.
In the first case, we must have all M ∈ In+1 with M [i, i + 1] =
(
1 −1
−1 1
)
contained in
In+1 \ S. The second case is similar. In either case, this implies that
{M [i, i + 2, . . . , i+ n] | M ∈ In+1 \ S} = {M [i+ 1, . . . , i+ n] | In+1 \ S} = In
and so
(
∏
M∈In+1\S
LM )q(xi, xi+2, . . . , xi+n) = (
∏
M∈In+1\S
LM )q(xi+1, xi+2, . . . , xi+n) = 0
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Thus Dn+1{r, q}=0. 
Remark 8.3. Note that, in sufficiently high degree, r(x1, . . . , xn) ∈ kerDn is equivalent
to r(x1, . . . , xn) ∈
∑
M∈In
kerLM . This second condition clearly holds for n = 2, and
can easily be shown to be preserved by the Ihara bracket. Hence, we can equivalently
state Theorem 8.2 as the following:
r(x1, . . . , xn) ∈
∑
M∈In
kerLM for all r(x1, . . . , xn) ∈ rbg.
Remark 8.4. We have shown that, in block degree 1, bg is isomorphic as a vector
space to the bigraded vector space of homogeneous polynomials satisfying Theorem 5.3,
Example 6.3, Lemma 6.4, and whose reduced forms satisfy Corollary 7.4 and Theorem
8.2. Note also that, as all these properties are preserved by the Ihara bracket, bg is a Lie
subalgebra of the Lie algebra of homogeneous polynomials satisfying these properties.
However, in block degree b, and weight w, we can only show that the dimension of
the bigraded piece of the vector space of homogeneous polynomials satisfying these
constraints is bounded above by Cwb−1 for some constant C.
9. Deriving the Ihara action formula
For elements of the double shuffle Lie algebra, the (linearised) Ihara action is given
by the following [6]:
Proposition 9.1. For σ ∈ Lie[e0, e1], u ∈ {e0, e1}
×, the linearised Ihara action is given
recursively by
(9.1) σ ◦ en0e1u := e
n
0σe1u− e
n
0e1σ
∗u+ en0e1(σ ◦ u)
where (a1 . . . an)
∗ := (−1)nan . . . a1.
Translating the linearised Ihara action into the language of commutative variables,
we find the following.
Theorem 9.2. Let f(x1, . . . , xm) be the image of the block degree m − 1 part of σ ∈
Lie[e0, e1], and g ∈ Q[x1, . . . , xn]. Then the linearised Ihara action is given by
(f ◦ g)(x1, . . . , xm+n−1) =
n∑
i=1
(−1)(m+1)(i−1)
f(xi, xi+1, . . . , xi+m−1)
x2i − x
2
i+m−1
×
(
(1 + (−1)m+1
xi+m−1
xi
)g(x¯1, . . . , x¯i, xi+m, . . . , xm+n−1)
−(1 + (−1)m+1
xi
xi+m−1
)g(x¯1, . . . , x¯i−1, xi+m−1, . . . , xm+n−1)
)
where we define x¯i := (−1)
m+1xi.
Proof. We start by writing, for u = u1 . . . un ∈ {e0, e1}
×,
σ ◦ u1 . . . un = ǫ0σu1 . . . un +
n∑
i=1
ǫiu1 . . . uiσui+1 . . . un
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where ǫi ∈ {0,±1} for each i. We first claim that ǫi = 0 if ui = ui+1. We take here
u0 = e0 and un+1 = e1.
If ui = ui+1 = e0, then our recursive formula (9.1) shows ǫi = 0, as σ does not ‘insert’
between adjacent e0. If ui = ui+1 = e1, then our recursion gives us terms of the form
· · ·+u1 . . . ui−1e1σ
∗e1ui+2 . . . un+u1 . . . ui−1e1σe1ui+2 . . . un+u1 . . . ui−1e1e1σ
∗ui+2 . . . un+· · ·
As, for σ ∈ Lie[e0, e1], σ + σ
∗ = 0, the terms corresponding to u1 . . . uiσui+1 . . . un
cancel, giving us that ǫi = 0. Hence, our block-polynomial formula will consist of a sum
over the blocks of u, each corresponding to the insertion of σ into a single block.
We will induct on the number of blocks in u. If u consists of a single block, u = (e1e0)
k,
and
σ ◦ u = σ(e1e0)
k + e1σ
∗e0(e1e0)
k−1 + e1e0σ(e1e0)
k−2 + e1e0e1σ
∗e0(e1e0)
k−3 + . . .
=
k∑
i=0
[(e1e0)
iσ(e1e0)
k−i + (e1e0)
ie1σ
∗e0(e1e0)
k−1−i].
Letting f(x1, . . . , xm) be the polynomial representing the block degree n part of σ
and g(x1) = x
2k+2
1 be the polynomial representing u, this is equivalent to the statement
that
(f ◦ g)(x1, . . . , xm) =
k∑
i=0
(
x1
xm
)2i
f(x1, . . . , xm)g(xm)
x2m
+ (−1)m+1
x1
xm
k−1∑
i=0
(
x1
xm
)2i
f(x1, . . . , xm)g(m)
x2m
=
f(x1, . . . , xm)
x21 − x
2
m
(
(
x1
xm
)2k+2 − 1 + (−1)m+1(
x1
xm
)2k+1 − (−1)m+1
x1
xm
)
g(xm)
=
f(x1, . . . , xm)
x21 − x
2
m
(
g(x1)− g(xm) + (−1)
m+1 xm
x1
g(x1)− (−1)
m+1 x1
xm
g(xm)
)
,
which is precisely the result given by the formula.
Now suppose our formula is correct for words consisting of n− 1 blocks, and let e0ue1
be a word consisting of n blocks, i.e. e0ue1 = b1 . . . bn, represented by the monomial
g(x1, . . . , xn). As we have merely appended a block onto the end of a word, the first
n − 2 terms of (f ◦ g) will be given by our formula, by our induction hypothesis. To
see this, consider (f ◦ galt), where galt is the polynomial corresponding to the word
e0ualte1 = b1 . . . b
′
n−1. Here b
′
n−1 is the smallest block extending bn−1 and ending on e1.
The Ihara action of any σ ∈ Lie[e0, e1] on u and ualt will produce terms that are identical
upon swapping bn−1bn ↔ b
′
n−1 up to those terms in which σ inserts into bn−1bn. Indeed,
they will agree under this swapping until we consider terms in which σ inserts beyond
the end of bn−1. Thus, it suffices to show that the formula holds for a word e0ue1 = b1b2
of block degree 1.
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We have 2 cases: the repeated letter in e0ue1 is e0, or it is e1. In the first case,
u = (e1e0)
ke0(e1e0)
l and
σ ◦ u =
k∑
i=0
(e1e0)
iσ(e1e0)
k−ie0(e1e0)
l +
k−1∑
i=0
(e1e0)
ie1σ
∗e0(e1e0)
k−1−ie0(e1e0)
l
+
l∑
i=0
(e1e0)
ke0(e1e0)
iσ(e1e0)
l−i +
l−1∑
i=0
(e1e0)
ke0(e1e0)
ie1σ
∗e0(e1e0)
l−1−i
In terms of commutative polynomials, after summing the geometric series, we obtain
(f ◦ g)(x1, . . . , xm+1) =
f(x1, . . . , xm)
x21 − x
2
m
(
(
x1
xm
)2k − 1 + (−1)m+1(
x1
xm
)2k+1 − (−1)m+1
x1
xm
)
g(xm, xm+1)
+
f(x2, . . . , xm+1)
x22 − x
2
m+1
(
(
x2
xm+1
)2l+2 − 1 + (−1)m+1(
x2
xm+1
)2l+1 − (−1)m+1
x2
xm+1
)
g(x1, xm+1).
Simplifying, and noting that g(x1, x2) = x
2k+1
1 x
2l+2
2 , we obtain
(f ◦ g)(x1, . . . , xm+1) =
f(x1, . . . , xm)
x21 − x
2
m
(
xm
x1
g(x1, xm + 1)− g(xm, xm + 1)
+(−1)m+1g(x1, xm+1)− (−1)
m+1 x1
xm
g(xm, xm+1)
)
+
f(x2, . . . , xm+1)
x22 − x
2
m+1
(
g(x1, x2)− g(x1, xm+1)
+(−1)m+1
xm+1
x2
g(x1, x2)− (−1)
m+1 x2
xm+1
g(x1, xm+1)
)
.
Considering parity, and defining x¯i := (−1)
m+1xi, we can rewrite this as
(f ◦ g)(x1, . . . , xm+1) = (−1)
(0)(m+1) f(x1, . . . , xm)
x21 − x
2
m
(
g(x¯1, xm+1) + (−1)
m+1 xm
x1
g(x¯1, xm+1)
−g(xm, xm+1) + (−1)
m+1 xm
xm+1
g(xm, xm+1)
)
+ (−1)m+1
f(x2, . . . , xm+1)
x22 − x
2
m+1
(
g(x¯1, x¯2)− (−1)
m+1 xm+1
x2
g(x¯1, x¯2)
−g(x¯1, xm+1) + (−1)
m+1 x2
xm+1
g(x¯1, xm+1)
)
giving the desired formula. The second case follows similarly.
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Hence, our general formula is (f ◦ g)(x1, . . . , xm+n−1) = A±B ± C, where
A =
n−2∑
i=1
(−1)(m+1)(i−1)
f(xi, xi+1, . . . , xi+m−1)
x2i − x
2
i+m−1
×
(
(1 + (−1)m+1
xi+m−1
xi
)g(x¯1, . . . , x¯i, xi+m, . . . , xm+n−1)
−(1 + (−1)m+1
xi
xi+m−1
)g(x¯1, . . . , x¯i−1, xi+m−1, . . . , xm+n−1)
)
,
B = (−1)(m+1)(n−2)
f(xn−1, . . . , xm+n−2)
x2n−1 − x
2
n+m−2
×
(
(1 + (−1)m+1
xn+m−2
xn−1
)g(x¯1, . . . , x¯n−1, xm+n−1)
−(1 + (−1)m+1
xn−1
xn+m−2
)g(x¯1, . . . , x¯n−2, xn+m−2, xm+n−1)
)
,
C = (−1)(m+1)(n−1)
f(xn, . . . , xm+n−1)
x2n − x
”
m+n−1
×
(
(1 + (−1)m+1
xn+m−1
xn
)g(x¯1, . . . , x¯n)
−(1 + (−1)m+1
xn
xn+m−1
)g(x¯1, . . . , x¯n−1, xm+n−1)
)
,
and the signs of B and C agree. To fix this sign, we need only to consider the
sign of the term corresponding to ( xn−1
xm+n−2
)2 f(xn−1,...,xm+n−2)g(x1,...,xn−2,xm+n−2,xm+n−1)
x2m+n−2
.
This corresponds to inserting σ after the first two letters of the (n − 1)th block. The
sign will be positive if this block starts with an e1 and must have the same sign as
(−1)m+1 otherwise. Let g(x1, . . . , xn) = x
d1
1 . . . x
dn
n . Then by Lemma 2.10 the (n − 1)
th
block starts with e0 if d1 + . . . + dn−2 ≡ n − 2 (mod 2), and e1 otherwise. Thus, the
sign of the term corresponding to ( xn−1
xm+n−2
)2 f(xn−1,...,xm+n−2)g(x1,...,xn−2,xm+n−2,xm+n−1)
x2m+n−2
is
(−1)(m−1)(1+d1+...+dn−2−n+2). Comparing this with our formula, we see that the final
two terms must appear with a positive sign, giving the desired result.

To obtain (4.2), we must translate this across into the ‘depth-signed’ convention.
Specifically, we must find the action of the map e1 7→ −e1 in terms of commutative
variables.
Lemma 9.3. The automorphism Q〈e0, e1〉 → Q〈e0, e1〉 given by e1 7→ −e1, is equivalent
under the isomorphism (4.1) to the map
Q[x1, . . . , xn]→ Q[x1, . . . , xn]
f(x1, . . . , xn) 7→ (−1)
⌈ l
2
⌉f(−x1, x2, . . . , (−1)
nxn)
(9.2)
for f a homogeneous polynomial of degree l + 2.
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Proof. Note that it suffices to show that, for a word w of length l and depth d, with
πbl(w) = x
d1
1 . . . x
dn
n , this congruence holds
d ≡ ⌈
l
2
⌉+ d1 + d3 + · · · (mod 2).
We will induct on the number of blocks in e0we1. If e0we1 consists of a single block,
then e0we1 = (e0e1)
l
2
+1, and so d = l2 , and d1 = l + 2. Thus the result holds.
Suppose the result holds for w such that e0we1 consists of n blocks. Let e0we1 =
w′wdn+1 be a word of length l+2 and depth d+1,consisting of n+1 blocks, where wdn+1
is a single block of length dn+1 and w
′ is a word of length l′ and depth d′. Suppose
πbl(w) = x
d1
1 . . . x
dn
n x
dn+1
n+1 .
If l′ is even, then w′ = e0ue1 consists of n ≡ 1 (mod 2) blocks, and dn+1 must be odd.
So, by induction,
d′ − 1 ≡
l′ − 2
2
+
∑
1≤2i+1≤n
d2i+1 (mod 2).
Thus
d = d′ + ⌈
dn+1
2
⌉ − 1
≡
l′ − 2
2
+
∑
1≤2i+1≤n
d2i+1 (mod 2) + ⌈
dn+1
2
⌉ (mod 2)
≡ ⌈
l′ + dn+1 − 2
2
⌉+
∑
1≤2i+1≤n+1
d2i+1 (mod 2)
≡ ⌈
l
2
⌉+
∑
1≤2i+1≤n+1
d2i+1 (mod 2),
and so the result holds. Similar considerations for l′ odd prove the result in general. 
Applying this transformation, and simplifying, we obtain Proposition 4.5, giving the
formula
(f ◦ g)(x1, . . . , xm+n−1) =
n∑
i=1
f(xi, . . . , xi+m−1)
xi − xi+m−1
(
1
xi
g(x1, . . . , xi, xi+m, . . . , xm+n−1)
−
1
xi+m−1
g(x1, . . . , xi−1, xi+m−1, . . . , xm+n−1)
)
.
10. Further Remarks
As bg is a free Lie algebra, we have a non-canonical isomorphism gm ∼= bg, and hence,
we should be able to lift relations such as cyclic insertion and the block shuffle relations
to gm . One would hope that we could follow the example of Brown in [5], in which he lifts
solutions from ls to dmr0, but it is as yet unclear how this should work. Progress on this
has been made by Hirose and Sato [12], who provide an ungraded version of the block
shuffle relations, but it is an area ripe for further consideration. Then, as the collection of
relations presented in this paper, alongside block graded double shuffle relations, should
completely describe all relations among block graded motivic multiple zeta values, a
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successful lifting of these relations could provide a complete description of all relations
among motivic multiple zeta values, and give an approach to tackling questions about
the completeness of the associator and double shuffle relations. The construction of
genuine relations, and the connection between these block graded relations and known
relations is explored further in the author’s doctoral thesis.
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