We performed two-color three-pulse photon echo peak shift experiments on Nile blue in ethylene glycol and acetonitrile to determine the role of solvent dynamics in correlated spectral motion. The system was pumped near the absorption maximum and the correlation between the initial state and the final state was probed at a number of wavelengths, from the absorption maximum to the fluorescence maximum. In addition to solvent dynamics, we found that strongly coupled intramolecular vibrations generated correlations between different spectral regions. The inertial solvent response was found for both solvents to have a time scale on the order of 100-145 fs. This response contributed half of the solvent interaction strength for acetonitrile, but less than a third for ethylene glycol. Several diffusive time scales were observed: 500 fs and 2.5 ps for acetonitrile, and 1, 15, and 100 ps for ethylene glycol. A single description of the solvation dynamics was insufficient to quantitatively describe the dynamics at all probe wavelengths, which could indicate different dynamics in the ground and excited states or the presence of an additional contribution to the signal from the excited-state absorption.
I. INTRODUCTION
Two-color three-pulse photon echo peak shift spectroscopy ͑2C3PEPS͒ is a powerful tool for understanding complex systems. [1] [2] [3] [4] [5] As with other echo spectroscopies, 2C3PEPS provides information about how transition frequencies fluctuate relative to the ensemble, but it is unique in selecting a subensemble that interacts in two selected spectral regions. The ability to examine correlations in transition frequencies in two different spectral regions has application to many systems, including those with multiple electronic states accessible from the same ground state, as well as those which undergo dynamics that move the transition frequency from one region to another.
2C3PEPS was originally proposed 1 to study strongly coupled exciton dimers, because the mixing of the monomer excited electronic states which results in two new exciton states leads to correlation in the transition frequencies of the states. 1 Any dynamical change of either chromophore's transition frequency moves both exciton transition frequencies in the same direction, and thus two-color peak shift can extract the degree of mixing of the states. Intriguing results have already been obtained in experiments on phthalocyanine dimers with complicated electronic interactions. 4 Any system which has two dipole-allowed transitions from the ground state could be similarly examined for correlation in the transition frequencies.
2C3PEPS also promises to provide insight into systems which undergo a spectral shift after excitation, such as energy transfer, 2 proton transfer, electron transfer, isomerization, or the simplest spectral shift, solvation. Studying this last spectral shift is important because solvation is a major subcomponent of all other systems of interest. Solvation provides the energy and momentum for these systems to overcome potential barriers and then allows dissipation of that energy and momentum once the barrier is crossed; it allows coupling of states and thus reactive channels that would not occur in isolated molecules. 6 At the same time, solvation can mask much of the dynamics in these systems, and failure to properly model the effect of solvation will compromise interpretation of data on more complicated systems. For example, recent studies have raised the question of whether there is a breakdown of linear response during solvation. 7, 8 In this paper we describe experiments, preformed with two independently tunable colors, on the laser dye Nile blue in two solvents, ethylene glycol and acetonitrile. Nile blue was chosen because it has been studied using multiple ultrafast techniques [9] [10] [11] [12] [13] [14] [15] [16] and because extensive vibrational data based on resonance Raman spectroscopy are available. 17 We chose two different solvents to allow us to separate and understand the intermolecular and intramolecular contributions to the peak shift, which will be crucial to interpreting data in other applications of 2C3PEPS. For example, one important idea we tested is whether the vibrational modes can cause correlation in different spectral regions, which has been suggested but not shown experimentally.
width at half maximum ͑FWHM͒ of ϳ15 nm. The output of one optical parametric amplifier ͑OPA͒ was centered at 640 nm and the output of the other was tuned between 625 and 678 nm. Specifically, experiments were performed with the probe pulse centered at 625, 640, 653, 660, 664, 672, and 678 nm. Optical filters were used to select a specific desired pulse color and bandwidth, and a pair of F2 prisms was used after each OPA for pulse compression. The pulses had bandwidths of 10-12 nm and durations of ϳ50 fs ͑nearly transform limited͒. The use of filters allowed better spectral control, eliminated undesired spectral overlap, and aided in dayto-day reproducibility in spectral shape. Figure 1 shows the experimental absorption and emission spectra of Nile blue in ethylene glycol and the simulated absorption spectrum. It also shows the spectra of some of the laser pulses used in the experiments. Pumping Nile blue at 640 nm provided the best compromise between pumping to the red of the absorption peak and leaving part of the absorption band available for two-color probing. Since the pump pulse frequency was fixed, all detunings listed in this paper are given as the pump minus the probe frequency. The probing pulses were placed at selected frequencies from slightly above the absorption peak to slightly below the fluorescence peak. The pulse energy at the sample was less than 3 nJ/ pulse. To prevent distortion of the echo signal due to the thermal and saturation effects, pulse power was lowered until the echo shapes did not change upon further decrease. Nile blue was dissolved in acetonitrile or ethylene glycol and flowed at room temperature through a 100-m quartz cell.
In the two-color photon echo interferometer the three pulses are arranged in an equilateral triangle geometry and focused onto the sample with a 20-cm focal length singlet lens. The three pulses with momentum vectors k 1 , k 2 , and k 3 interact with the sample; the subscripts distinguish the momentum vectors of the pulses, and do not correspond to their order in the experiment. The two pulses with momentum vectors k 1 and k 2 are set to the pump wavelength. The k 3 pulse is set to the probe wavelength. There are three time periods: an initial coherence ͑͒, a population ͑T͒, and a final coherence ͑t͒. Time-integrated echo profiles are measured as a function of the coherence time ͑the period between the first two pulses͒ for fixed values of the population time ͑the period between pulses two and three͒. The peak shift is the coherence time which gives the maximum signal, as determined by fitting to a single Gaussian function. 3, 12 An important experimental detail for two-color experiments is the determination of the zero population time T =0. In one-color experiments, this can be done by autocorrelations between different pulse pairs, or by collecting twopulse echoes, which are symmetric around zero, for different pulse pairs. These timings can be further checked after the experiment by comparing peak shifts generated for negative population times with those at positive times. This technique can yield a population time accuracy of ϳ1 fs. For two-color experiments, cross correlations between beams of different colors lead to an error in the time zero because the two beams experience different indices of refraction as they pass through the sample cell window before reaching the sample. Also, two-color, two-pulse echoes are not observed ͑or are extremely weak͒ because they require the signal to be generated at a third spectral frequency which is often not resonant with the electronic transitions. We found that time zero can be determined to within 10 fs by comparing the rises of the transient grating signals ͑which were collected prior to each echo experiment͒.
The pulse sequence is very important for the peak shift measurement. The pulse sequence k 1 , k 2 , and k 3 produces an echo-dominated ͑rephasing͒ signal, while the pulse sequence k 2 , k 1 , and k 3 produces a free-induction-decay ͑FID, or nonrephasing͒ signal. This distinction is depicted in Fig. 2 using the Feynman diagrams corresponding to each of the pulse sequences. For the diagram corresponding to the first pulse sequence, the phase of the final coherence is the complex conjugate of the first coherence, allowing echo generation in the phase-matched direction −k 1 + k 2 + k 3 , if the system has rephasing capability. For the other diagram, the phase is the same for both coherence periods, meaning that only FID is possible even if the system has rephasing capability.
In our experiments, we measure two types of peak shift corresponding to these two-pulse sequences. Type-1 peak shift corresponds to the first pulse ordering and emphasizes the rephasing ͑echo͒ contribution to the signal; type-2 peak shift emphasizes the nonrephasing ͑free-induction decay͒ contribution to the signal. The difference peak shift is obtained by subtracting the type-2 from the type-1 peak shift. 3 FIG. 1. Experimental ͑solid͒ and simulated ͑heavy dotted͒ normalized absorption spectra and fluorescence spectra ͑dashed͒ for Nile blue in acetonitrile, and spectra of the pump ͑solid͒ and probe ͑dotted͒ laser pulses used in the experiments. The simulated absorption spectrum was calculated using the transition frequency correlation function M͑t͒, as described in Sec. II.
FIG. 2.
Representative Feynman diagrams describing pulse orderings and time definitions for the type-1 and 2 photon echo peak shifts.
For a system with no rephasing capability, both types of peak shift will yield the same result, and the difference peak shift will be zero. If the system does have rephasing capability, there will be a distinction between the two types, and the difference peak shift will be nonzero.
In practice, we collect signals in the two phase-matched directions −k 1 + k 2 + k 3 and +k 1 − k 2 + k 3 . This allows us to collect a type-1 peak shift in one of the directions and type-2 in the other; we then switch the order of the first two pulses, and collect type-1 and type-2 signals on opposite detectors. The two type-1 and the two type-2 measurements are mirror images of each other around zero coherence time. Collecting data in this way allows the zero coherence time to be determined more accurately throughout the experiment.
An important reason for using the difference peak shift rather than only the type-1 peak shift for two-color experiments is the pulse overlap effect, which can lead to a type-1 ͑traditional͒ peak shift at short times even in the absence of rephasing capability in the system. 3 During this time, pathways corresponding to every pulse ordering could potentially contribute to the signal; however, Feynman paths do not exist for every ordering, and some pathways have a much stronger effect than others. For example, there are no Feynman paths in which the k 1 pulse can interact last, which effectively increases the type-1 peak shift. Also pulse orderings where the first two interactions are with the same color produce far more signal than those in which the colors of the first two interactions differ, effectively eliminating pathways in which k 2 interacts last and increasing the type-2 peak shift. In each case the type-1 or type-2 peak shift is increased by a similar effect, and this, along with the fact that the pulses have similar temporal profiles, is why subtracting the type-2 from the type-1 peak shift ͑resulting in the difference peak shift͒ helps remove the peak shift caused by the overlap effect. The difference peak shift contains only the peak shift due the system's preference to generate signal from rephasing pathways over nonrephasing pathways. Figure 3 shows the representative type-1, type-2, and difference peak shifts for Nile blue in acetonitrile. The type-1 and type-2 traces are noisier than the standard one-color peak shift measurements. One-color experiments use the data collected from the two phase-matched directions to produce a very accurate peak shift from a single scan. Any drift in the coherence time is canceled by comparing the two simultaneously recorded traces. The two-color experiment also collects data in two phase-matched directions, but it requires two scans to generate the type-1 and type-2 peak shifts. During each of these two scans, a type-1 signal is produced in one phase-matched direction while a type-2 signal is produced in the other. Any drift in the coherence time that occurs between the two scans appears in the data. The difference peak shift removes these errors because it incorporates data from both phased-matched directions for both scans. The correspondence of the high-frequency noise-much shorter than the pulse duration-in both the type-1 and type-2 peak shifts in Fig. 3 means that it will cancel when type-2 is subtracted from type-1 to create the difference peak shift.
We simulate our spectroscopic signals using nonlinear optical response functions, which describe the response of our sample to the electric fields. A number of response functions contribute to the signal, and each of them corresponds to a Feynman diagram, two of which are shown in Fig. 2 . The response functions can be calculated from the transition frequency correlation function M͑t͒ which contains all relevant system dynamics. 18, 19 The M͑t͒ contains components describing the inertial and diffusive solvation responses and the intramolecular vibrational modes of the system. Mathematically, these can be modeled as a sum of Gaussian, exponential, and damped cosine components. The parameters of the Gaussian and exponential modes ͑the inertial and diffusive solvation responses͒ are time scales and couplings, and the parameters for the cosines ͑intramolecular vibrational modes͒ are frequencies, couplings, and phases. Once an initial M͑t͒ is created, response functions-and subsequently optical signals-can be calculated, including absorption, pump probe, transient grating, and one-and two-color peak shifts. Simulations are compared to experimental data; the M͑t͒ is then refined iteratively until a single set of parameters gives the best possible fit for all of the various experimental signals.
The vibrational parameters used in simulations of our data were taken from resonance Raman measurements performed by Lawless and Mathies; 17 the phases for the modes were set to zero. The overall coupling to all intramolecular vibrations was scaled up slightly to better match the red edge of the absorption spectra. Solvent parameters were based on the literature, 13, 20, 21 and modified to self-consistently fit our experimental data ͑the absorption and peak shift signals͒. The parameters for the M͑t͒ used in simulations for both solvents are given in Table I . We refined our parameters for the acetonitrile data using the two experimental peak shift traces: the one-color type-1 peak shift and the two-color difference peak shift at a detuning of 310 cm −1 . For both of these parameter sets, the time scales of the solvent modes and the frequencies of the vibrations is the same, but the couplings of the various modes is different. As we describe in Sec. IV, the one-color and two-color data are best fit with a different allocations of coupling to the various modes. The other input parameters for our simulations are the pulse characteristics, including pulse length, frequency, and chirp. These are incorporated in the expression for the electric field. The temporal profile for the electric field of each pulse can be written as E͑t͒ = A͑t͒exp͓i 0 t − i͑t͔͒ + c.c., where A͑t͒ is the pulse envelope and ͑t͒ is the phase. 22 When ͑t͒ is expanded to third order, this expression becomes
where E is the full width at half maximum of the pulse envelope, 0 is the center frequency of the pulse, and B, C, and D are the quadratic, cubic, and quartic spectral phase factors. When B is the only nonzero phase parameter, the pulse is linearly chirped, meaning the instantaneous frequency varies linearly in time ͓the chirp is positive ͑nega-tive͒ when the frequency increases ͑decreases͒ with time, corresponding to B Ͻ 0 ͑B Ͼ 0͔͒. For the simulations in which we incorporated chirp, all pulses were assigned an equal positive or negative linear chirp.
III. RESULTS
Full difference peak shift surfaces, as a function of detuning from the pump pulse at 640 nm, are presented in Figs. 4͑A͒ and 4͑C͒ for acetonitrile and ethylene glycol, respectively. At zero detuning the difference peak shift is replaced by twice the type-1 peak shift because the type-2 peak shift is poorly behaved in this region; at long times, the difference peak shift approximately converges to twice the type-1 peak shift. The most striking feature in these surfaces is the presence at short population times of two strongly positive re- gions separated by a region of near-zero difference peak shift. This feature appears in both solvents, indicating that its origin is intramolecular. Figure 4 also shows the rapid response of the system. The regions of the near-zero initial difference peak shift ͑detunings of −350 and 400 cm −1 ͒ rise in under 200 fs to match values similar to those found at that population time in the one-color region, approximately 4 fs in both solvents. At a detuning of 850 cm −1 , the difference peak shift again starts near zero but rises to a value of only approximately 2 fs. We found that the shape of the experimental difference peak shift at each detuning was quite reproducible, but that the uncertainty in the absolute value of the difference peak shift is approximately plus or minus 1 fs.
Figures 4͑B͒ and 4͑D͒ show our simulations of the difference peak shift surfaces in the two solvents using nonlinear optical response functions and the transition frequency correlation function M͑t͒, as described in Sec. II. The results of the simulations give qualitatively good agreement with the experimental surfaces. The simulations were carried out so that the center frequencies of the electric fields matched the center frequencies of the pulses in the experiment; however, we found that the difference peak shift is much less sensitive to the position of the pump pulse within the absorption band than to the detuning between the pump and probe frequencies. The short-time behavior was least well fit by our simulations. For the one-color case, the short-time behavior consists of a very fast decay, whose time scale and shape must be matched. For the two-color case at detunings other than those near 590 cm −1 , the short-time behavior consists of a fast rise from near zero followed by a smaller-amplitude fast decay before decaying on the longer time scales; the shape and size of this feature must be fit. Near a detuning of 590 cm −1 , the difference peak shift curves have the same qualitative shape as in the one-color case. Figure 5 provides slices of the peak shifts and difference peak shift for both solvents for three different probe wavelengths. Both solvents show a very similar general structure. The one-color peak shift experiments show a fast initial decay followed by decay on several time scales from hundreds of femtoseconds to picoseconds. The two-color difference peak shifts at a detuning of 310 cm −1 have an initial value near zero, rise on a sub-200-fs time scale to their maximum, then decay on several time scales. Acetonitrile shows a more pronounced contribution from the fast ͑sub-200 fs͒ component, which causes the difference peak shift to both rise to its maximum and then decay significantly by 200 fs. Acetonitrile also shows additional decay on a subpicosecond time scale not seen in ethylene glycol. At a detuning of 560 cm −1 , there is a strong positive initial peak shift which decays to approximately half its value on a time scale similar to the rise of the 310-cm −1 data; it then decays on multiple time scales. FIG. 4 . ͑Color͒. Difference two-color peak shift plotted vs time and pumpprobe detuning. Top row shows experimental ͑A͒ and simulated ͑B͒ results for Nile blue in acetonitrile; bottom row shows experimental ͑C͒ and simulated ͑D͒ results for Nile blue in ethylene glycol. Simulations were carried out using parameter sets ac,1 ͑acetonitrile͒ and eg ͑ethylene glycol͒ from Table I . The scale shown in ͑A͒ also applies to ͑C͒; the scale shown in ͑B͒ also applies to ͑D͒.
IV. DISCUSSION

A. Origin and characteristics of 2C3PEPS signals
The one-color photon echo peak shift is well known to track to electronic frequency correlation function ͗␦␦͑t͒͘. 23 The two-color difference peak shift also tracks a correlation function ͗␦ pr ͑t͒␦ pu ͘ where the subscripts pu and pr correspond to interactions with the pump and probe beams, respectively. It is similar in form to that of the onecolor experiment but describes how different spectral regions are correlated at different times and has a number of unique properties.
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To understand how this correlation function relates to the two-color difference peak shift, it is important to note that the only molecules which contribute to the correlation in the difference peak shift signal are those which interact with all three pulses. Thus, correlations are probed only for the subensemble whose spectra match the pump and probe pulse spectra at the appropriate times. At very short population times ͑a few femtoseconds, or in other words shorter than the experimental time resolution͒, the subensemble is determined by mechanisms which allow molecules to interact in multiple spectral regions on the time scale of the pulse duration. This contribution is labeled the homogeneous response. Near zero population time, the existence of a twocolor four-wave mixing signal, as well as the rephasing capability of the system, depends on the homogeneous line broadening mechanism. If such a mechanism exists, there is a possibility of correlation between these spectral regions at short times. A molecular mechanism for such a spectral feature is the vibronic progression of a displaced intramolecular mode. The presence of vibrational degrees of freedom does not guarantee correlation, however. In systems where a large number of modes couple weakly to the electronic transition, each frequency in the pump region is mapped to many points in the probe region by different vibronic progressions and combinations of multiple progressions, averaging away the correlation. Thus, despite the presence of intramolecular modes, the spectral regions are uncorrelated at short times, leading to a free-induction-decay signal and a difference peak shift of zero. Intermolecular ͑solute-solvent͒ modes fall into this category since they are essentially a continuously distributed collection of weakly coupled modes.
As time passes, various processes move molecules which interacted initially with the pump beam to the spectral region of the probe; the contributions which allow one molecule to interact with both spectral regions at different times constitute the inhomogeneous response. A population-based two-color experiment would be sensitive only to the time dependence of this spectral shift. In contrast, two-color difference peak shift is sensitive to the dynamics of the shift. The correlation function depends on whether this spectral motion conserves or randomizes the spectral distribution, with greater conservation corresponding to larger values for the correlation function; the two possibilities are displayed visually in Fig. 6 . Thus, the difference peak shift gives a measure of the probability of interband memory transfer. As the system continues to evolve, whatever memory that was conserved during the shift is destroyed by diffusional relaxation, which causes changes in the liquid structure that lead to decay in the correlation function and the difference peak shift.
It is useful to think of the total correlation function as the sum of homogeneous and inhomogeneous contributions which are given time-dependent weights, as shown in Eq. ͑2͒: 3 ͗␦ pr ͑t͒␦ pu ͘ Ϸ P hom ͑t͒͗␦ pr ͑t͒␦ pu ͘ hom + P inhom ͑t͒͗␦ pr ͑t͒␦ pu ͘ inhom . ͑2͒
P hom ͑t͒ and P inhom ͑t͒ are the time-dependent amplitudes of the homogeneous and inhomogeneous contributions to the total correlation function. The homogeneous contribution dictates the response initially and the inhomogeneous contri- bution dominates after a short time. The time-dependent weights reflect how the subensemble which generates the difference peak shift signal changes with time.
A general functional form for these correlation functions is the following:
͑3͒
Here abs is the distribution function for the transition energy ͑the absorption spectrum͒ in the equilibrium ground state and W͑ ͉ E͒ is a filtering function for the electric field E. As defined below, N͑t͒ is a normalization function for the overall interaction between the pump and probe regions, and ͗͘ pu and ͗͑t͒͘ pr are the mean frequencies of the systems pumped initially and probed at time t:
P͑ 2 ; t ͉ 1 ͒ is the conditional probability that the transition energy of the system is 2 at time t when the system is initially prepared with a transition energy of 1 . The expression used to describe this conditional probability distribution depends on the mechanism of broadening. One formulation of the conditional probability is the following: [24] [25] [26] [27] 
͑7͒
In this equation, ⌬ 2 ϵ͗␦͑0͒ 2 ͘ is the coupling strength and is related to the reorganization energy via the relationship ⌬ 2 =2kT, and ͗͘ is the ensemble average value of the transition frequency in the equilibrium ground state. For the form of the conditional probability shown in Eq. ͑7͒, at zero time, P͑ 2 ;0͉ 1 ͒ = ␦͑ 1 − 2 ͒, so only the inhomogeneous contribution to the signal, as described above, should be described by the use of Eqs. ͑7͒ with ͑3͒. It is possible to create a conditional probability distribution to represent the homogeneous contribution which is not a delta function at t =0, but in this case it is necessary to note that 1 , 2 , or both may represent interactions with vibrationally excited states.
For intermolecular modes the correlation function is expected to be near zero for the reasons described previously. 3 In systems where the homogeneous portion of the correlation function is zero, meaning the correlation function has purely inhomogeneous contributions, the correlation function calculated with Eqs. ͑7͒ and ͑3͒ can be expected to be a good description of the difference peak shift. This is exactly the case for Nile blue when the detuning between pump and probe pulses is set to 310 cm −1 . The difference peak shift and the correlation function calculated using Eqs. ͑7͒ and ͑3͒ for this detuning are plotted in Fig. 7͑A͒ . The M͑t͒ used for the conditional probability is the same as that used for the response-function-based numerical simulations described in Sec. II.
Near this detuning in Nile blue, there are a number of relatively weak vibrational modes which, as described above, interfere to destroy any homogeneous correlation at short times, leading to zero ͑or very small͒ difference peak shift at short times. Because the homogeneous correlation is zero for this detuning, the fact that Eq. ͑7͒ leaves out homogeneous contributions does not greatly weaken the similarity to the difference peak shift. At longer times, the inhomogeneous processes described above which lead to an increase then decrease in the correlation function lead to the same shape in the difference peak shift.
As discussed above, Eqs. ͑7͒ and ͑3͒ should only be used to describe the inhomogeneous contribution to the signal; thus, when the homogeneous contribution to the difference peak shift signal is not zero, Eqs. ͑7͒ and ͑3͒ do not generate a correlation function that matches the difference peak shift. This is the case for Nile blue at pump-probe detunings near 590 cm −1 . Nile blue has a very strongly coupled vibration which correlates parts of the spectrum separated by its frequency, leading to a nonzero two-color difference peak shift for detunings which match that frequency, even at zero population time.
In order to use conditional probabilities and Eq. ͑3͒ to describe the difference peak shift in the presence of a strongly coupled vibration, we made an ad hoc modification of the conditional probability given in Eq. ͑7͒. Our modification attempts to incorporate the mixing of information present at time zero in systems with a strongly coupled vibration. This ad hoc conditional probability is the sum of four terms. The first term is the same as Eq. ͑7͒. The second term replaces the numerator of the exponential term with
This term corresponds to the case where 1 is a transition between the ground electronic state and the ground vibrational level in the excited electronic state, while 2 is a transition between the ground electronic state and the first excited vibrational level in the excited electronic state. Adding this term to the conditional probability takes into account that, in the case of a strongly coupled vibrational mode, there is some probability of both of these transitions occurring at all times ͑even at time zero͒. The final two terms consider the cases where 1 corresponds to a transition to the excited vibrational level and 2 corresponds to a transition to the ground vibrational level. The agreement between the simulated difference peak shift and Eq. ͑3͒ using this ad hoc conditional probability is shown in Fig. 7͑B͒ , for the cases of a pump-probe detuning equal to the vibrational frequency. For this ad hoc model, when the detuning matches the vibrational frequency, both the difference peak shift and the correlation function have their maximum values at zero time. Of course, when the detuning differs significantly from the vibrational frequency, the correlation function more closely resembles that calculated without the ad hoc modifications. This model is not proposed as a replacement for the full response function-based calculations presented in Fig. 4 , but it does provide an intuitive description of the physical processes involved. Such a model may be useful in describing difference peak shift data for systems were full numerical treatment in the response function formalism is not practical.
B. Solvation
Up to this point, we have not specified what specific processes are responsible for the inhomogeneous contribution to the signal. A number of processes can contribute, including electron and energy transfer and isomerization. In the case of Nile blue, it is solvation that moves population from the pump to the probe region of the spectrum, and causes the diffusive relaxation which eventually drives the correlation function and the difference peak shift to zero. In this section, we examine the molecular processes underlying solvation in more detail, and discuss the ways in which the two-color difference peak shift contributes to our understanding of solvation.
The solvation of electronically excited chromophores has been studied extensively for several decades both experimentally and theoretically. 7, 19, 21, 23, [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] The modern understanding of solvation appeared once the resolution of ultrafast laser systems reached the femtosecond time scale and the speed of computers was sufficient to carry out meaningful molecular-dynamics simulations on these systems. These advances led to two major conclusions. First, it was confirmed that linear-response theory describes the relaxation dynamics of most systems. 28, 31, 36 Only systems with specific chromophore-solvent interactions which are very different for the ground and excited states-for example, when there are strong hydrogen bonds-deviate appreciably from the predictions of linear response. 7 The validity of linear response is important because it allows the use of transition frequency correlation functions to describe the dynamics on both the ground and excited states to explain peak shift experiments. Second, it was found that all chromophores have two solvation time scales: a fast component, labeled the inertial response, characterized by a rapid Gaussian decay with time scales between 25 and 200 fs; and slower components, labeled the diffusive response, characterized by exponential relaxation on a picosecond time scale. 28, 30, 31, 35, 37, 39 The diffusive response is conceptually simple-it represents long-range restructuring of the solvent which occurs in picoseconds or slower-but additional description is necessary to clarify the nature of the inertial component. The inertial response has been described as the free streaming of molecules. At the moment of electronic excitation, each solvent molecule has some translational and rotational velocity. Immediately following the electronic excitation of the solute, each solvent molecule continues motion with essentially this same velocity. The movement of the many individual solvent molecules leads to interactions that sum to yield a strong effect on the transition frequency. Because it is these initial velocities that lead to the change in the transition frequency, and they are independent of the different solute-solvent intermolecular forces associated with the change in solute from ground to excited state, the time scale of this inertial component is independent of this change in intermolecular forces which are the driving force of solvation. While this result may seem strange, it has a well-known parallel in basic chemistry: In a system in equilibrium between two states, the free-energy difference between the two states determines the equilibrium concentration, but the rate for reaching equilibrium is independent of this free-energy difference, and instead depends on the height of the barrier between the two states.
Muino and Callis carried out a simulation which demonstrates how the initial rotational motions drive dissipation in the excited state. 37 In their simulation, a solute molecule was equilibrated in a bath of water solvent molecules. The simulation was stopped at a given point, and then carried on from that point in two ways: first, continuing with the solute in the ground state and, second, instantaneously moving the solute to its excited state. They found that after a period approximately equal to the Gaussian time constant, the trajectories for the two cases were almost superimposable, but that the deviation of the water dipoles between the two trajectories corresponded to a significant redshift for the excited-state trajectory. This indicates that while the initial rotational velocities of the solvent molecules powers the relaxation dynamics, the intermolecular forces still play a role in directing them. Stratt and Cho point out that the intermolecular forces are also important in determining the initial configuration of the solute and solvent in this type of simulation. 40 In addition, they emphasize that while the initial transition frequency correlation function may be independent of intermolecular forces, other measures of solvation do depend on them; one example is the Stokes shift, which depends on the intermolecular forces, albeit as only a scaling factor.
The time scale of this Gaussian component can be determined with greater accuracy using 2C3PEPS, as noted in previous experiments. 3 There are substantial discrepancies in these time scales in the literature for the two solvents we studied, acetonitrile and ethylene glycol. Some of these are undoubtedly caused by the use of different probe molecules; molecular-dynamics simulations have shown that the relative magnitude of the fast response is substantially larger-80% vs 40% for a monopolar charge versus a quadropolar charge. Figure 8 shows a series of simulations with this Gaussian time scale varied for Nile blue in acetonitrile. The changes in one-color peak shift with this time scale are relatively subtle; in addition, the fit of the simulations to the data at the shortest times is not good ͑the simulations begin at a much higher value͒, making it difficult to choose which trace is the best fit. The changes in the two-color difference peak shift simulations upon changing the time scale are more dramatic. The time scale that best fits the data lies between 100 and 145 fs.
Attempts to simulate the difference peak shift have led us to a better understanding of other aspects of solvation. Through extensive numerical simulations we have not found it possible to quantitatively fit the entire difference peak shift surface using a single M͑t͒. Figure 9 compares the results using two sets of M͑t͒ parameters, one optimized for the one-color case and the other for a detuning of 310 cm −1 ; the specific parameters used are given in Table I . We used a Gaussian component of 130 fs, which is intermediate between those of the values displayed in Fig. 8 ͑100 and 145 fs͒. The difference peak shift for two-color and the type-1 peak shift for one-color are shown using each parameter set. The time scales for the one-and two-color parameter sets are not different, but the coupling strengths assigned to the various modes are different. The discrepancy between the best-fit parameters could stem from the fact that the model used in the simulations assumes the same dynamics for the groundand excited-state pathways, whereas in reality the two states could have different dynamics. One-color peak shift experiments are more sensitive to the dynamics of the ground-state hole while two-color peak shift, when detuned to lower energy, will be more sensitive to the excited state.
There is some confusion in the literature about whether this difference in dynamics for the two states constitutes a breakdown of linear-response theory. If the Onsager regression hypothesis is used as the definition for linear response, then the relaxation to equilibrium in either the excited or ground states follows the same dynamics as fluctuations about equilibrium within that state, and thus the observed difference in dynamics would not require any deviation from linear response. While the ground-and excited-state dynamics should be quite similar, even if they are different, the system dynamics within either electronic state will follow linear response with respect to the displacement along the solvent coordinate for that state. Using the above definition for the linear-response theory is different from saying that the equilibrium transition frequency correlation function determines the dynamics of the relaxation, either for the system or for the transition frequency removed from equilibrium. The distinction is clear for systems where the ground-and excited-state potential energies as a function of solvent coordinate have different curvatures. In this case, the transition frequency will be a nonlinear function of the solvent coordinate. Thus, if the system follows the linear-response dynamics in the solvent coordinate ͑according to the Onsager definition͒, this will appear as a nonlinear response in the transition frequency to the extent that the transition frequency is a nonlinear function of the solvent coordinate.
These points are illustrated in Fig. 10 . In Fig. 10͑A͒ , the ground-and excited-state potentials for the solvation coordinate are given as identical displaced harmonic wells. The dynamics within each of these potentials is linear because of the linear restoring force associated with harmonic potentials. The energy between the two states is also a linear function of the solvation coordinate. In the case of Fig. 10͑B͒ , the displaced harmonic wells now have different force constants. The dynamics in each well will still be linear since both have a linear restoring force, but they will be different from each other. The energy gap between the two states is now a quadratic function of the solvation coordinate. In this case, the transition frequency will not have a linear response, although linear responses still govern the system. In Fig. 10͑C͒, non-FIG. 8 . Panel A: One-color type-1 peak shift ͑solid line͒ for Nile blue in acetonitrile and simulations using the parameter set ac,1 from Table I . Panel B: Two-color difference peak shift ͑solid line͒ at a detuning of 310 cm −1 for Nile blue in acetonitrile and simulations using the parameter set ac,2 from Table I . In each panel, the simulations were carried out for two values of the fast Gaussian time scale, 100 fs ͑dotted line͒ and 145 fs ͑dashed line͒.
FIG. 9. Left panel:
One-color type-1 peak shift ͑solid line͒ for Nile blue in acetonitrile and simulations. Right panel: Two-color difference peak shift ͑solid line͒ at a detuning of 310 cm −1 for Nile blue in acetonitrile and simulations. In both cases, simulations were carried out using the parameter sets ac,1 ͑dashed line͒ and ac,2 ͑dotted line͒ from Table I . These parameter sets use the same vibrational and solvent modes, but with different allocations of coupling to those modes; ac,1 parameters were optimized for the one-color type-1 peak shift and ac,2 parameters were optimized for the two-color difference peak shift at 310 cm −1 .
linear dynamics will appear in the excited state because the potential is anharmonic. In this case there is a total breakdown of linear response in the excited state; this case is interesting but very difficult to verify because the fundamental measure for these dynamics is the energy gap, which can be a nonlinear function of the solvation coordinate even without nonlinear dynamics. Another potential cause of the difference in the optimum parameter sets for the one-and two-color difference peak shifts is the presence of additional excited states. A twodimensional optical heterodyne experiment done on Nile blue in acetonitrile at 595 nm shows a contribution from an excited-state absorption feature at short times 16 which distorts the measured signal significantly. A large number of additional parameters were needed by the authors to describe this state, including two additional correlation functions ͑one for the new state relative to the ground state, and one for the new state relative to the first excited state͒, the transition frequency for the new state, and the relative transition dipole moment for the new transition. Their simulations best fit the data when the S 0 − S 1 and S 0 − S 2 energy gaps were partially correlated. 16 Since the equilibrium transition frequency and the spectral shape for this additional state are different from the lowest transition, the existence of this state is likely to complicate the comparison of echoes at different detunings. A third possibility for the disparity in the fitting parameters for the one-and two-color cases is that the temporal structure of the probe pulses can change as it is detuned. While care was taken to minimize the pulse duration for each experiment, the pulse were generally 10%-20% longer than the transform limit. The same pump pulses were used throughout the experiment, but different chirp on the probe pulses at different wavelengths may have affected the measured difference peak shifts. The effect of chirp on the surfaces was simulated as described in Sec. II, and is displayed in Fig. 11 . In the panels shown, all pulses were assumed to have either positive or negative equal linear chirp; it is apparent that whether the chirp is positive or negative, it causes Table I and pulses with no chirp ͓it is identical to Fig. 4͑D͔͒ . Panels B and C show simulations with the same parameters, but for pulses with positive and negative linear chirp, respectively. Panel D shows simulated results with parameters similar to eg from Table I , but with the strongly coupled vibrational mode at 590 cm −1 removed and its coupling allocated to the remaining vibrational modes. the surface to appear skewed. This does not match the experimental surfaces, so it is unlikely that there was uniform chirp for all probe pulses. Because we did not measure the chirp for each pulse at each detuning, we do not use chirp as a fitting parameter.
A final aspect of solvation that can be verified using 2C3PEPS is whether the solvation is due to two groups of molecules with different relaxation times or a single group which is solvated on two time scales. This cannot be easily determined from one-color peak shift or from fluorescence Stokes shift measurements, but it is apparent in two-color difference peak shift experiments like those illustrated in the second panel of Fig. 5 that the latter case is true. Without the fast mode acting to move individual molecules from the pump region to the probe region, the remaining slow dynamics would not appear in the signal, but with only the fast mode the difference peak shift would quickly drop to zero after rising to its maximum value. The two-color difference peak shift is not signal intensity dependent, and its value after the fast rise represents the transition frequency correlation function for those molecules which have reached the probe region, independent of how many molecules this represents. The molecules which reach the probe region due to the fast dynamics can retain considerable memory of their initial transition frequency. The two-color difference peak shift displays ͑at least͒ two time scales, confirming that the molecules in the sample are solvated on multiple time scales.
C. Incorporating vibrations in simulations
In simulations in the literature and by us, the simulated one-color type-1 peak shift is significantly larger than the experimental value at small population times. 13, 15, 21, 23 In the case of two-color difference peak shift, our simulated difference peak shift begins at large negative values rather than near zero, where the experimental trace begins, and this affects the shape of the rise and decay of the signal we are attempting to fit.
We believe that the source of the discrepancy in the fit for both the one-and two-color cases may stem from the strong vibration at 590 cm −1 . The negative difference peak shift when the vibration is included represents strong anticorrelation, and arises from the interaction of two signal sources. The first comes from the set of chromophores whose transition frequencies are between the pump and probe pulses such that the fundamental transition frequency of these molecules can interact with both the pump and the probe pulses. The second is the set of molecules which have their base transition frequency on one side of the pump spectrum, but the vibrational frequency corresponds to a frequency to the far side of the probe spectrum. The first group of molecules thus interacts on the red side of the pump center and the blue of the probe center. The second group interacts on the blue of the pump center and the red of the probe center. The two transitions for both groups now lie on opposite sides of the average pump and probe frequencies, leading to anticorrelation in the system. This strong anticorrelation at these detunings is not seen in experiments; the experimental difference peak shift starts very near to zero, indicating no correlation.
We removed the 590 cm −1 vibration from the simulations in an attempt to determine its impact throughout the detuning range. The coupling associated with this mode was redistributed to the remaining modes by evenly increasing their couplings by approximately 20%. The results of this simulation are shown in Fig. 11͑D͒ . The removal of this mode has a large impact on the difference peak shift for detunings between 0 and 590 cm −1 . One change is that for short population times, the difference peak shifts in that region are significantly closer to zero than when the vibration is included. A more prominent change in the simulated difference peak shift surface is the disappearance of the side band near 590 cm −1 . A similar side band at −590 cm −1 ͑out-side of the scale of Fig. 11͒ also disappears from the simulated difference peak shift when the 590 cm −1 mode is removed. This strong vibrational mode, then, has a strong influence on the difference peak shift throughout the detuning range of our experiment.
For all M͑t͒ parameter sets that reproduced the absorption spectrum and the other major features of the peak shift, the amplitudes of the oscillations in the simulated type-1 peak shift were larger than in our experimental data. This was most pronounced for simulations and experiments with shorter pulses ͑30 fs, data not shown͒. Other simulations in the literature seem to have encountered similar problems in fitting Nile blue peak shift data. 13, 15 Nagasawa et al. attempted several different remedies for this problem by varying different parameters ͑0-0 transition frequency, coupling strength͒, but found no satisfactory set within the theoretical frame work. 15 The difficulty in matching the vibrational amplitudes could indicate that the vibrational frequencies of Nile blue are not the same in the ground and excited states. This could be caused by anharmonicity in the excited state, or by rotation of the vibrational coordinates in the excited state ͑the Duchinsky effect͒, either of which would lead to different vibrational potentials and frequencies in the ground and excited states, and thus to nonlinear coupling of those modes. Resonance Raman experiments can be sensitive to the effects of Duchinsky rotations and different ground and excited vibrational frequencies, but the extraction of these parameters is limited to much smaller systems with wellassigned vibrational modes. 41, 42 These effects generally appear as combination bands and overtones, respectively, in resonance Raman experiments. Clearly, it is not trivial to differentiate between a weakly displaced fundamental, an overtone, and a combination band without knowledge of the fundamental frequencies. Another complication in using the resonance Raman data for Nile blue in our simulations is that the resonance Raman data were taken at frequencies of 3000 cm −1 above the absorption peak. This could affect the accuracy of the estimated displacements. Another possible source of the error in the simulations' vibrational amplitudes is its phenomenological treatment of vibrational dephasing and relaxation.
Ohta et al. examined the influence of chirp on the strength of beats in peak shift experiments. 13 They found that for simulations containing identical chirp for all three pulses, positive chirp reduced the amplitude of the oscillations, while negative chirp increased the amplitude. Our simulations confirm this, but because our simulated oscillations were too large at all detunings, we concluded that chirp is not the major source of discrepancy between simulations and experiment. Figure 4 incorporates data from one uphill experiment, with the probe slightly to the blue of the absorption maximum. The result in this region agrees with the simulation and is nearly symmetric with the result for a similar downhill detuning. Differences between the uphill and downhill signals are expected because they contain different contributions from the ground-and excited-state pathways. The downhill experiment favors the excited-state response while the uphill favors the ground-state response. It should be noted that when the system is pumped near the 0-0 transition, the vibrational structure of the ground state provides the vibrational levels which can carry the coupling at short times when the downhill experiment is performed, while the excited state provides them for the uphill experiment. It might therefore be possible to examine the differences between the vibrational structure of the ground and excited states by placing the pump pulse at the 0-0 transition and comparing the response of the uphill and downhill experiments of the same detuning. Our current theoretical model uses identical vibrational structure for the ground and excited states, and includes vibrational relaxation and wave-packet dephasing purely phenomenologically, by exponentially damping the oscillating functions in the M͑t͒. A detailed examination of the possible differences between the uphill and downhill signals would require pumping the red edge of the absorption band, which would greatly reduce the measured signal. Pumping in this region would allow a broader range of uphill detunings before probing the blue side of the absorption maximum, which has been shown in one-color peak shift to cause problems due to excessive vibrational excitation.
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V. CONCLUSION
Using the simple system of Nile blue in dilute solution, we have developed a framework for understanding 2C3PEPS experiments that is transferable to studies of more complex systems. We have shown that 2C3PEPS gives information on the dynamics of systems undergoing spectral shifts, and reveals which regions of the spectrum are strongly correlated. Differences between simulated one-and two-color peak shifts and experiment indicate that the dynamics in the ground and excited states are not identical; this is also supported by the nonmirror symmetry of the absorption and fluorescence spectra.
The experiments on this simple system are qualitatively described by our simulations over a large range of frequencies, after a transient time on the order of the pulse duration. The discrepancies between experimental and simulated twocolor difference peak shifts at short time are similar to those seen in one-color peak shift experiments. The simulations consistently overstate the correlations observed during pulse overlap. The importance of the vibrational structure of the chromophore is seen in the effects of a single strongly coupled intramolecular mode. The vibronic progression associated with this mode correlates well-separated regions of the spectra. The strong presence of this correlation in the experiment emphasizes the importance of the molecular structure to all echo-type spectroscopies. For example, a strongly coupled vibration could produce a structured cross peak in two-dimensional electronic spectroscopy.
Armed with this level of understanding we can consider applications to more challenging systems. One system of interest for future work is an energy-transfer system in a disordered environment. Theoretical work on such a system 2 found that the initial and final transition frequencies become correlated progressively at short times because energytransfer rates depend on the energy gap between the donor and acceptor. The mechanism of spectral motion selects from the ensemble energy-transfer pairs with specific transition frequencies for fast transfer. At short times, energy transfer occurs predominantly for these pairs, and the correlation this yields is seen by the 2C3PEPS experiment. At longer times, the degree of measured correlation decays as all the energytransfer pairs, including those with slow rates, contribute to the signal. Information about the inhomogeneity and mechanism of transfer rates can be extracted from the 2C3PEPS data.
Other processes in which spectral shifts occur and which could be studied by 2C3PEPS include reactive systems undergoing isomerization, proton transfer, and electron transfer. Few methods exist to follow the detailed dynamics of these systems as the initially excited ensemble moves from reactant to product. One can easily imagine systems in which the disorder in initial solvent distribution allows certain molecules to undergo an extremely rapid reaction while others do not react until after a change in their solvent environment. Because the initial solvent distribution around a chromophore determines its excitation energy, 2C3PEPS will be sensitive to this solvent-dependent heterogeneity in rates. The experiment could be performed at several frequencies between the reactant and product spectra, yielding information about the transition region. One example of such a system is one that moves from a locally excited to a chargetransfer state.
