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ABSTRACT 
 
Previous studies of bilingual speakers have shown a strong relationship between 
phonological short-term memory and vocabulary learning, particularly serial order short-term 
memory. This study tested the hypothesis of phonological short-term memory in predicting the 
acquisition of expert vocabulary in bilingual adults of Cantonese and English. Twenty 
undergraduate students were recruited and different  behavioural tests were administered to 
investigate their extant vocabulary knowledge in both languages and their phonological short-
term memory abilities. Two phases of data collection were involved in this study: tests of 
phonological memory, cognitive abilities and lexical decision were carried out in Phase 1; where 
in Phase 2, lexical decision task was re-tested to measure the change in their vocabulary learning 
overtime. It has been found that extant vocabulary knowledge and phonological short-term 
memory are good predictors of vocabulary learning. The results also give evidence to the idea of 
a shared lexico-semantic process in both languages.  
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INTRODUCTION 
 In the past decade, different studies have reported evidence of an association between 
verbal short-term memory (STM1) and vocabulary acquisition. Verbal STM has been found to be 
a critical determinant of vocabulary acquisition in both bilingual and monolingual populations 
(Majerus et al., 2008a). Specifically, it has been found that performance of serial order STM 
tasks differentiates high proficiency bilinguals from low proficiency bilinguals in behavioural 
and brain imaging studies (Majerus, et al., 2008a). Some studies link vocabulary acquisition with 
the involvement of executive control, more explicitly, attentional focalisation towards serial 
order STM tasks (Klingebiel, 2010) while others associate vocabulary acquisition with long-term 
phonological knowledge (Majerus, et al., 2008b). Despite extensive research, the exact 
relationship between verbal STM and vocabulary learning is subject to debate. The aim of the 
present study is to investigate the effect of verbal STM capacity on second language (L2) 
proficiency in adult bilingual speakers of Cantonese and English.  
 Recent behavioural studies have identified two types of verbal STM: item identity - the 
storage of phonological, orthographical or semantic properties of the verbal stimulus; and serial 
order - the storage of serial position in which each word or letter/character is presented in STM 
memory tasks. Take as an example learning a simple sequence of numbers on a digit span task. 
Performance on this task requires memory for the identity of the digits as well as the order in 
which the items are presented. This basic dissociation is assumed in current models of STM 
particularly computational models of vocabulary acquisition (Gupta, 1996). Recent imaging 
studies have located the right intraparietal sulcus (IPS) as a locus for serial order STM processes. 
                                                          
1
 Please refer to the Abbreviation page for the complete list of short-forms. 
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These studies assume that the processing (encoding and retrieval) of item and order information 
are distinctive at both behavioural and neurological levels.  
 A now widely accepted model of verbal STM is Baddeley and Hitch`s (1974) working 
memory (WM) model. The WM model assumes a role of the phonological loop in maintaining 
verbally coded information, and that the cognitive processes of encoding, rehearsal, maintenance 
and engagement of executive control are essential to learning language. In 2000, Baddeley 
proposed a revised WM model, allowing new information to be manipulated, maintained and 
utilised over time.  According to Burgess and Hitch`s (1999) connectionist model, item repetition 
is important in vocabulary acquisition, and the role of the phonological loop is to connect 
memory for serial order and new word learning. Gupta`s (1996) computational model explained 
the relationship between verbal STM and language processing, by assuming that lexical 
knowledge in long-term memory (LTM) would influence new word learning.  Related studies 
have focused on vocabulary acquisition in bilingual populations. Cheung (1996) found an 
association between L2 vocabulary acquisition and non-word repetition with native Chinese 
speaking children, suggesting that non-lexical verbal STM interacts with extant knowledge of 
phonological lexical forms stored in LTM. Thorn and Gathercole (1999) found that vocabulary 
acquisition depended on the interaction between verbal STM and language knowledge in LTM. 
Majerus et al. (2008b) showed that French vocabulary acquisition in native English speakers is 
also dependent on verbal STM memory capacity but - very specifically - on performance in tasks 
measuring the capacity of memory for serial order independently of lexical knowledge in French. 
 Using fMRI, Majerus et al. (2006) showed that the left IPS was activated in both order 
and item STM conditions, suggesting a possible role of attentional control on both types of tasks. 
Therefore, to study the independent role of item and order STM on vocabulary acquisition, the 
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attentional component engaged on memory tasks must be controlled in studies of the relationship 
between memory for serial order and vocabulary acquisition. Focal attentional control was 
matched in memory for serial order and item identity tasks in another fMRI study, Majerus, et al. 
(2008a). They found that high proficiency bilinguals activate the right IPS to a greater extent 
than the low proficiency bilinguals on serial order memory tasks and that the neural network of 
low proficiency bilinguals was less specialised and less differentiated. This finding was 
concurrent with the behavioural study of Majerus, et al. (2008b), where both serial order STM 
capacity and phonological knowledge independently and simultaneously predict new word 
learning capacity. These findings are compatible with the results of Smythe, et al (2003) who 
reported that children learning alphabetical scripts with poor literacy acquisition perform worse 
in non-word repetition tasks.  
 Previous studies of verbal STM and vocabulary acquisition with adults have examined 
this relationship with speakers who are monolingual or bilingual speakers of Indo-European 
languages (Majerus, 2008a; Majerus, 2008b; Klingebiel, 2010). No study has yet investigated 
vocabulary acquisition in native Chinese speaking bilinguals who are learning vocabulary in 
English. Although different studies have shown that the capacity of serial order STM is a major 
determinant of new word learning in native and second languages, an investigation of bilinguals 
speaking Cantonese and English should be able to test this relationship when there are very few 
linguistic similarities between the native and second languages. The primary aim of this study, is 
to investigate the relationship between memory for item identity and serial order STM capacity 
in predicting the acquisition of novel words in bilingual Cantonese-English speaking adults. To 
do this, a new paradigm is devised whereby the acquisition of an expert vocabulary in English is 
investigated as the dependent variable (DV) to explore the role of order and item STM on 
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vocabulary acquisition in bilingual speakers. The relationship between the acquisition of expert 
vocabularies and verbal STM capacities in the native language of these participants will also be 
investigated as a control over possible differences in extant lexical knowledge the native and 
second language. 
It is hypothesised that the acquisition of low frequency expert vocabulary (novel words) 
in Cantonese and English depends on the capacity of verbal STM performance in Cantonese and 
English respectively. From this hypothesis, four different predictions will be tested in this study: 
1. Item STM predicts the learning of low frequency expert words in both languages; 
2. Serial order STM predicts the learning of low frequency expert words in both 
languages; 
3. Vocabulary knowledge of Cantonese predicts learning of Cantonese expert words; 
4. Vocabulary knowledge of English predicts learning of English expert words. 
 
METHODS 
Participants 
Twenty-one participants (five male; sixteen female) were volunteers recruited from the 
first year cohort in the 2011-2012 intake in the Division of Speech and Hearing Sciences at the 
University of Hong Kong. All were native Cantonese-speaking students aged between eighteen 
and nineteen. Inclusion criteria were: (1) speak Cantonese as the first language; (2) no history of 
neurological disorders or neuro-developmental delays; (3) normal auditory and visual acuity; and 
(4) normal language development with no learning difficulties. All participants started learning 
English no later than six years old with at least twelve years experience using English as a 
second language.  
7 
 
 
 
Design 
The independent variables (IV) are: general cognitive measures (Digit-symbol matching, 
digit-letter matching, English word puzzle, CPM), memory measures (digit span and word span 
in Cantonese and English, spatial span, item and order STM in Cantonese and English, recall of 
word-nonword minimal pairs), and vocabulary knowledge (BPVS, PPVT, productive phonology 
in Cantonese and English). The dependent variable is performance in LD1 and LD2 tasks in 
Cantonese and English.  
Procedure 
All tests administered were behavioural tests. Participants’ responses were recorded in 
written form by the clinician on-line. Predictions were tested with a series of cognitive tests 
including standardised tests of language, memory and attention; recording participants’ lexical 
knowledge in L1 and L2; general cognitive abilities; performance on serial order and item 
identity STM tasks and ability to learn low frequency expert vocabularies at different times of 
their school year. Different tasks were designed to measure the participants’ item and serial order 
STM, general cognitive abilities and vocabulary learning in both Cantonese and English. 
Participants were recruited on a volunteer-basis and most tests were administered individually. 
Pilot testing was carried out in October 2010 with one participant. Pilot testing included the 
preliminary test items (a total of fifteen tests in Cantonese and English). After the analysis of the 
results from the pilot testing, modifications were made in test items and each test was redesigned 
in both Cantonese and English to compare the participants’ performance in these two languages. 
After modification, a total of twenty-five tests were prepared for the experiment proper.  
There were two phases of data collection in the experiment, Phase 1 from November, 
2010 to January, 2011 and Phase 2 in March, 2011. In order to investigate the participants’ 
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vocabulary learning ability, tests of low-frequency expert vocabulary lexical decision (LD) in 
Cantonese and English were tested repeatedly and comparisons made within each participant.  
In Phase 1, each participant was tested individually in a quiet room in a seventy-minute 
session and group session with other participants in a quiet classroom in a thirty-minute session. 
In Phase 2, all participants were tested as a group in a quiet classroom in a five-minute session. 
Participants were each given a written consent form prior to inclusion in the study. The study 
was approved by the Research Ethics Committee of the Faculty of Education in October, 2010.  
Methods and Materials 
Tasks used in Phase 1 are summarised in Table 1:  
Table 1 - Summary of Behavioural Tests 
Task Measures 
General Cognitive Measures 
Raven’s standard progressive 
matrices (CPM) (extract)2  
General non-verbal cognitive abilities 
Digit-symbol matching  Sustained attention 
Digit-letter matching Sustained attention 
English word puzzle Sustained attention 
Vocabulary Knowledge Measures 
Self-rating questionnaire on English 
proficiency 
Inventory of English learning experience and self-rated 
English proficiency (age of onset of learning English, 
duration of English (years), English exposure other than 
in school (years), self-rated English proficiency and 
sentence processing proficiency) 
Divergent naming in Cantonese and 
English  
Cantonese and English productive phonology rating 
(experimenter-rated on a 5-point scale) 
                                                          
2
 Assumed all participants are undergraduate students at the University of Hong Kong, from the Division 
of Speech and Hearing Sciences, therefore the sample is fairly homogeneous and thus, they should all 
have an appropriate and equivalent level of intelligence. 
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Convergent naming in Cantonese in 
distant categories  
General semantic processing abilities in Cantonese and 
English 
British Picture Vocabulary Scale 
(BPVS) 
English passive vocabulary knowledge 
Peabody Picture Vocabulary Test 
(PPVT) 
Cantonese passive vocabulary performance (the PPVT 
was translated to a Cantonese version for testing) 
Lexical decision of low-frequency 
expert vocabulary in Cantonese and 
English (LD1) 
Lexical decision in Cantonese and English (word-
nonword minimal pairs) (baseline for measuring 
vocabulary learning) 
STM Measures 
Word-span of disyllabic 
concrete words in Cantonese 
and English 
Ability to recall auditorily presented sequences of 
increasing length containing words of unpredictable 
semantic category in Cantonese and English 
Digit-span in Cantonese and 
English 
Ability to recall auditorily presented digit sequences of 
increasing length in Cantonese and English 
Corsi-block tapping (Non-
verbal spatial-span) 
Ability to recall visuo-spatial sequences of increasing length 
performed by the experimenter on a set of blocks fixed on a 
plastic base 
Recall of word-nonword pairs Ability to recall auditorily presented word pairs of English-
like nonwords and unfamiliar Cantonese words3 
Item STM Task in Cantonese 
and English 
 [Refer to Appendix I] 
Ability to identify auditorily presented sequence of four 
Cantonese/ English words (the encoding phase will consist 
of the auditory sequential presentation of four Cantonese/ 
English disyllabic, concrete words, followed by a 
maintenance phase of 3000ms. The retrieval phase will 
consist of an array of two Cantonese/ English words 
presented auditorily sequentially. Participants will need to 
indicate if the probe words are identical to the words on the 
memory list, twice the same probe word will be presented) 
                                                          
3
 It is hypothesised that this task will show that the participants will differ with respect to learning 
capacities for new word forms according to different L2 proficiency.  
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Order STM Task in Cantonese 
and English 
Ability to recall the sequence of auditorily presented 
sequence of four Cantonese/ English words (to indicate 
whether the probe word presented first has occurred before 
the second word, relative to the order of presentation of the 
two words in the memory list) 
Vocabulary learning ability was assessed using a word-nonword minimal pair lexical 
decision task, tested repeatedly in two phases of data collection. A low-frequency disyllabic 
expert word vocabulary of Cantonese and English was devised from the study materials of the 
BSc Speech and Hearing Sciences programme. Expert words e.g. presbycusis were extracted and 
minimal pairs of non-words differing in lexical tone in Cantonese and differing in one phoneme 
in English were created according to the phonotactic constraints of Cantonese and English. A 
total of twenty pairs were presented to the participants (ten Cantonese and ten English) in a 
random order and they were asked to decide which words were real, the complete word list is 
presented in Appendix II. As it was of particular interest to investigate how different adult 
bilingual speakers would learn new vocabulary in both L1 and L2 over time to control for 
possible differences in lexical knowledge across L1 and L2, thus novel lexical items were used to 
investigate the participants’ vocabulary acquisition in both languages.  
In the second data collection, lexical decision of low-frequency expert vocabulary in 
Cantonese and English was re-tested (LD2). These results were compared with first testing to 
produce a lexical decision difference (LDD) score, which indicated the participants’ ability to 
learn expert vocabularies within a short period of time. A post-hoc transformation of the LDD 
scores was carried out due to occurrence of worse performance in some participants. A constant 
was added to each score in order to retain the magnitude of vocabulary learning in the statistical 
analysis. 
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Memory Tasks 
The Cantonese words for the order and item tasks were pseudo-randomly sampled from a pool of 
sixty disyllabic concrete words used in a primary school textbook. This pool consisted of thirty 
pairs of Cantonese disyllabic words that differed by a single lexical tone, forming thirty minimal 
word pairs. Thirty trials were constructed for each STM condition. The different trials were 
presented in pseudo-random order. Before the start of a new trial, a brief instruction would 
appear on the centre of the screen informing the participant what type of information he/she had 
to retain. A three-trial practice session for each condition was implemented prior to starting the 
experiment. Please refer to Appendix I for an example for each condition. Some participants were 
then invited for Phase 2, a second data collection session held in March, 2011. The English 
words for the order and item lists were adopted from the study of Majerus et. al., (2008b), from a 
pool of twenty-five disyllabic, concrete minimal word-pairs differing by a single phoneme. 
Please refer to Appendix II for the list of word-pairs used in this task. The procedure for the 
English tasks was equivalent with that of the Cantonese tasks.  
 
RESULTS 
 Descriptive statistical analyses were carried out to find the mean and standard deviation 
of the participants’ performance in each test. Out of the twenty three tests administered, there 
were a total of five tests that have a standard deviation larger than two, including: productive 
phonology English, CPM, digit-symbol matching, BPVS and word puzzle English, indicating a 
range of differences of the abilities of the participants in these tasks. Please refer to Appendix III 
for the complete descriptive statistics table. As observed from the raw scores of LD1 and LD2 
Cantonese (CLD1 and CLD2), a possible ceiling effect emerged, indicating that the participants 
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were highly competent and that the task lacked sensitivity. The LD1 and LD2 scores of English 
(ELD1 and ELD2) were more varied, indicating a range of existing vocabulary knowledge 
among the participants, suggesting that they are bilingual speakers of varied proficiencies, with 
some participants showing an increased in vocabulary knowledge of expert English words, while 
some showing a regressed vocabulary knowledge. Overall speaking, the participants were 
competent bilingual speakers with relatively fluent L2 proficiency. 
 Pearson’s r product-moment correlation coefficients, bivariate with two-tailed analysis 
were carried out on all tests (p=0.05). The statistically significant results are summarised in 
Table 2: 
Table 2 – Summary of Correlational Analysis Between Different Tests 
Test 1 Test 2 Pearson’s r Sig.  
LD1 Cantonese LD2 Cantonese 0.542 (p=0.05) 0.014 
PPVT Cantonese 0.540 (p=0.05) 0.014 
LD1 English LD2 English 0.515 (p=0.05) 0.020 
LDD English -0.537 (p=0.05) 0.015 
Word-nonword Recall  0.475 (p=0.05) 0.034 
LD2 Cantonese Prod Phonology 
Cantonese 
0.509 (p=0.05) 0.022 
LD1 Cantonese 0.542 (p=0.05) 0.014 
LDD Cantonese 0.680 (p=0.01) 0.001 
BPVS English -0.446 (p=0.05) 0.049 
PPVT Cantonese 0.671 (p=0.01) 0.001 
LD2 English  LD1 English 0.515 (p=0.05) 0.020 
LDD Cantonese LD2 Cantonese 0.680 (p=0.01) 0.001 
LDD English LD1 English -0.537 (p=0.05) 0.015 
Digit Symbol Matching 0.563 (p=0.01) 0.010 
Order STM Cantonese Item STM English 0.538 (p=0.05) 0.014 
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Order STM English 0.457 (p=0.05) 0.043 
Item STM English Order STM Cantonese 0.538 (p=0.05) 0.014 
Order STM English Prod Phonology 
Cantonese 
-0.511 (p=0.05) 0.021 
Order STM Cantonese 0.457 (p=0.05) 0.043 
Prod Phonology 
Cantonese 
LD2 Cantonese 0.509 (p=0.05) 0.022 
Order STM English -0.511 (p=0.05) 0.021 
Prod Phonology English CPM 0.446 (p=0.05) 0.049 
CPM Prod Phonology English 0.446 (p=0.05) 0.049 
Word span Cantonese 0.447 (p=0.05) 0.048 
Word puzzle 0.472 (p=0.05) 0.036 
Word span Cantonese CPM 0.447 (p=0.05) 0.048 
Digit Symbol Matching LDD English 0.563 (p=0.01) 0.010 
Word Puzzle English CPM 0.472 (p=0.05) 0.036 
Word-nonword Recall  LD1 English 0.475 (p=0.05) 0.034 
Word-word Recall  0.501 (p=0.05) 0.024 
Word-word Recall  Word-nonword Recall  0.501 (p=0.05) 0.024 
BPVS English LD2 Cantonese -0.446 (p=0.05) 0.049 
PPVT Cantonese LD1 Cantonese 0.540 (p=0.05) 0.014 
LD 2 Cantonese 0.671 (p=0.01) 0.001 
Tests of predictions 
As observed from the Table2, it can be concluded that performance across tests and items are 
highly correlated. Given this multi-colinearity, these correlations were further tested using 
multiple regression analysis. For the complete correlation table, please refer to Appendix IV. A 
total of six stepwise multiple regression analysis were carried out to investigate the possible 
predictors of lexical decision performance in Cantonese and English. The dependent variables 
were lexical decision performance in English (ELD1 and ELD2), Cantonese (CLD1 and CLD2) 
and difference scores for English (ELDD) and Cantonese (CLDD). Predictor variables included: 
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Ravens Progressive Colour Matrices (CPM), digit-symbol matching, digit-letter matching, word 
puzzle English, digit span in Cantonese and English, word span in Cantonese and English, spatial 
span, BPVS, PPVT, productive phonology in Cantonese and English, word-nonword recall, item 
and order STM in Cantonese and English. Since the aim of this study is to investigate the 
predictors of vocabulary learning in L1 and L2, only the lexical decision task scores were 
analysed using multiple regression. Results are summarised as follows: 
For the criterion variable of LD1 Cantonese (CLD1), a significant model emerged: adjusted 
R2=0.252; F=7.416, p=0.014. The significant predictor variable is shown in Table 3:  
Table 3 – Multiple regression of CLD1 
Predictor Variable Beta p 
Cantonese Passive Vocabulary Score (PPVT) 0.540 0.0140 
For the criterion variable of LD2 Cantonese (CLD2), three significant models emerged: 1) 
adjusted R2=0.420; F=14.777, p=0.001; 2) adjusted R2=0.642; F=18.035, p<0.0001; 3) adjusted 
R2=0.715; F=16.864, p<0.0001. The significant predictor variables are shown in Table 4: 
Table 4 – Multiple regression of CLD2 
Model Predictor Variable Beta p 
1 Cantonese Passive Vocabulary Score (PPVT) 0.671 0.001 
2 Cantonese Passive Vocabulary Score (PPVT) 0.701 <0.0001 
Item STM Cantonese 0.479 0.003 
3 Cantonese Passive Vocabulary Score (PPVT) 0.666 <0.0001 
Item STM Cantonese 0.355 0.018 
Productive Phonology Cantonese 0.310 0.035 
As the results from CLD1 and CLD2 are highly reliable, it is clear that extant Cantonese 
vocabulary knowledge measured by PPVT is the best predictor of lexical decision performance 
with low frequency expert vocabulary in Cantonese. Productive phonology in Cantonese and 
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item STM in Cantonese are also products of vocabulary knowledge, both predict lexical decision 
performance with low frequency expert vocabulary in Cantonese.  
For the criterion variable of LDD Cantonese, no significant model emerged, no doubt 
because of ceiling effects. 
For the criterion variable of ELD1, a significant model emerged: adjusted R2=0.183; 
F=5.243, p=0.034. The significant predictor is shown in Table 5: 
Table 5 – Multiple regression of ELD1 
Predictor Variable Beta p 
Word-nonword Recall 0.475 0.034 
As word-nonword recall is a product of non-lexical verbal short-term memory, the results 
suggest that performance on non-lexical verbal STM is a good predictor of lexical decision 
performance with low frequency expert vocabulary in English.  
For the criterion variable of LD2 English, no significant model emerged, again, very 
likely due to ceiling effect. 
For the criterion variable of LDD English, four significant models emerged: 1) adjusted 
R2=0.279; F=8.341, p=0.010; 2) adjusted R2=0.449; F=8,733, p=0.002; 3) adjusted R2=0.581; 
F=9.795, p=0.001; 4) adjusted R2=0.661; F=10.241, p<0.0001. Significant predictor variables 
are shown in Table 6: 
Table 6 – Multiple regression of ELDD 
Model Predictor Variable Beta p 
1 Digit-symbol matching 0.563 0.010 
2 Digit-symbol matching 0.752 0.001 
Productive Phonology English -0.475 0.020 
3 Digit-symbol matching 0.692 0.001 
Productive Phonology English -0.577 0.003 
CLD1 -0.400 0.022 
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4 Digit-symbol matching 0.824 <0.0001 
Productive Phonology English -0.668 0.001 
CLD1 -0.353 0.027 
Word-word recall -0.320 0.046 
The LDD score represents the best available, although not ideal measure of new L2 vocabulary 
learning ability. These results show that tasks requiring general cognitive and memory abilities 
(digit-symbol matching and word-word recall) are good predictors of vocabulary learning in L2. 
Productive phonology in English, which is a product of extant lexical knowledge in English, is a 
significant predictor of L2 vocabulary learning. LD1 Cantonese is another good predictor of 
vocabulary learning of L2, suggesting a possible relationship between vocabulary learning in L1 
and L2. For the complete multiple regression table, please refer to Appendix V. 
Additional Analyses of Language Effects 
To interpret the different pattern of results observed in the regression analyses for learning 
English and Cantonese words, it was necessary to examine the differences in performance in 
each language. Since the number of test items on the Cantonese and English STM tasks were 
different, a paired sample t-test was carried out to investigate differences in percentage accuracy 
on each test in each language for each participant. The results are shown in Table 7:  
Table 7 – Paired-sample t-test of verbal STM conditions 
Pair Correlation Sig. (2-tailed paired sample) 
Item STM Cantonese – Item STM English -0.364 <0.0001 
Order STM Cantonese – Order STM English 0.475 <0.0001 
[For the complete paired-sample t-test table, please refer to Appendix VI] 
The results show that performance on the item and order STM tasks in Cantonese and English is 
not equivalent, with p < 0.05 in both pairs. This suggests that the participants performed 
statistically differently in a different language. Since it had been assumed that participants would 
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perform equally in the STM tasks in both languages, it cannot be inferred that the different 
pattern of predictor variables is independent of task difficulty. Specifically, performance on 
memory tasks in English is weaker than Cantonese. Therefore, it can be hypothesised that 
language is at least one confounding variable affecting the participants’ performances in the item 
and order STM tasks, which would significantly reduce the power of inferences allowed by these 
results. 
The effect of language was not expected but is of interest. One theoretical issue that is 
raised by the effect of language on memory tasks is whether this effect is observed on other tasks 
used in the experiment. Since most of the tasks were carried out in both L1 and L2, post-hoc 
analyses were used to test some interesting patterns that are observed in the results. For example 
another post-hoc paired-sample t-test was carried out to compare performance on digit-span, 
word-span and productive phonology in L1 and L2 of each participant. The results are 
summarised in Table 8: 
Table 8 – Paired-sample t-test of Cantonese and English Memory and  
Vocabulary Knowledge Tasks 
Pair Correlation Sig. (2-tailed paired 
sample) 
Digit-span Cantonese – Digit-span English 0.320 <0.0001 
Word-span Cantonese – Word-span English 0.015 0.057 
Prod-Phonology Cantonese – Prod-
Phonology English 
0.340 <0.0001 
[For the complete paired-sample t-test table, please refer to Appendix VII] 
There were significant differences between digit span and productive phonology performance 
observed in English and Cantonese, both with p<0.05. Given the within-participant design, the 
results show that performance on digit span and productive phonology is language dependent. 
The differences in productive phonology scores in Cantonese and English demonstrates that the 
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participants are more proficient in Cantonese than English – an unsurprising result given the 
cohort tested. The more interesting finding is the difference in digit span performance between 
L1 and L2 with no difference in word span between languages. Some researchers have argued 
that better digit span performance in Cantonese than English reflects a language difference. Digit 
span requires the participants to remember the individual digit items and then the serial order in 
which the digits were presented. Baddeley, Eysenck and Anderson (2009) argued that recalling 
digit sequences in a less familiar language is more difficult than in a familiar language. This 
present findings are consistent with the findings in that experiment.  
 
DISCUSSION 
Verbal Short-term Memory 
The results support the hypothesis that vocabulary acquisition depends on verbal STM. 
However, our original assumption of the investigation of item and serial order STM has not been 
valid. The statistical analyses found no support for the predictions that item STM and serial order 
STM would explain the learning of expert words in both languages. These results are difficult to 
interpret because of the effect of language on performance in both memory tasks and will not be 
discussed further. 
Despite the invalid findings for item and serial order STM, striking results have been 
observed for verbal STM as a whole in relation with vocabulary acquisition. Word-nonword 
recall is the best predictor of lexical decision in English, according to multiple regression 
analysis (Table 5 & 6). Word-nonword recall involves paired associate learning based on 
information that is presented auditorily and is in part non-lexical. Verbal STM is essential in 
completing this task, as the retention of the phonological information is needed to associate and 
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learn the word-nonword pair, before it can be recalled. This task is language independent 
because the word-nonword pairs were made up of a Cantonese character paired with an English-
like nonword, no language knowledge is involved. This finding suggests that non-lexical verbal 
STM in English predicts vocabulary learning in English. As English is the second language and 
is very different in linguistic structure when compared to Cantonese (L1), this finding is 
consistent with several previous studies (Klingebiel, 2010; Majerus et al., 2008b; Masoura & 
Gathercole, 2005), that phonological STM plays a crucial role in the learning of new words in a 
second language, which in turn supports the development of that language in long-term memory, 
that is, new vocabulary knowledge. However, since the participants recruited in this experiment 
have been learning English for more than twelve years and most of them have substantial 
vocabulary knowledge in English and are highly selected and competent bilingual speakers, the 
present result is striking. Baddeley (2000) suggested that only the initial stages of vocabulary 
learning of a new language depend on phonological STM, whereas in the later stages, vocabulary 
acquisition would be dependent on existing vocabulary knowledge in long term memory. As 
recall of nonwords cannot rely on extant vocabulary knowledge in long term memory, it is likely 
that phonological verbal STM as well as extant vocabulary knowledge in English plays a role in 
the acquisition of  expert words in a second language.  
Although the results could not allow us to investigate the relationship of item and serial 
order STM with vocabulary learning, some striking results were found concerning verbal STM 
as a whole in relation with vocabulary learning. Therefore, the original hypothesis of acquisition 
of novel words in first and second language would depend on the capacity of verbal STM in 
these two languages, has been supported. However, our predictions regarding item and serial 
order STM with novel word learning have not been supported. 
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Vocabulary Knowledge 
Different statistical analyses showed that vocabulary knowledge of Cantonese (L1) predicts 
learning of Cantonese expert words and vocabulary knowledge of English (L2) predicts the 
learning of English expert words. This is clear evidence that extant vocabulary has significant 
impact on the learning of new words in both languages, which is compatible with the model of 
word learning first proposed by Gupta (1997). According to the multiple regression analysis 
(Table 3 & 4), passive vocabulary scores (PPVT) and productive phonology scores in Cantonese 
were the best predictors of performance on the lexical decision task in Cantonese (CLD1 & 
CLD2). As both passive vocabulary and productive phonology scores reflect Cantonese 
vocabulary knowledge, it can be concluded that extant vocabulary knowledge of Cantonese 
supports the learning of new Cantonese vocabulary. This finding is compatible with the results 
from Majerus et al. (2008b), testing English and French bilingual adults, whereby extant 
phonological knowledge, particularly phonotactic measures could predict new word learning in a 
second language. They argued that with increased vocabulary knowledge, the segmentation of 
phonological representations are increased, thus the acquisition of new phonological 
representations is supported. Cantonese is an orthographical tonal language, where nine lexical 
tones each carries heavy semantic loading. It could then be hypothesised that Cantonese 
vocabulary acquisition would also rely heavily on an individual’s ability to associate 
phonological tonal input with the extant vocabulary knowledge, in order to acquire the new 
vocabulary represented by a unique phonological representation. However, the role of verbal 
STM could not be ignored, since it is exactly the individual’s ability to temporarily store 
phonological information, that allows him/her to associate different phonological representations 
(especially lexical tone in Cantonese) with extant vocabulary knowledge. It can then be 
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concluded that both verbal STM and extant vocabulary knowledge are essential to predicting an 
individual’s ability to learn novel vocabulary. 
 According to another multiple regression analysis (Table 6), productive phonology in 
English has been found to be a good predictor for the lexical decision task in English. Productive 
phonology in English represents the existing English vocabulary knowledge in these participants, 
with better vocabulary knowledge, they would be more capable in producing different English 
vocabulary in this task. It has been found to be associated with vocabulary learning in English, 
which is their second language. These results again, support the findings of Majerus, et al., 
(2008b) and Masoura and Gathercole, (2005), which showed a strong relationship between 
extant English (L2) vocabulary knowledge and English (L2) word learning. 
 The above results give good evidence in supporting the original hypothesis. It is clear that 
predictions 3 (vocabulary knowledge of Cantonese predicts learning of Cantonese expert words) 
and 4 (vocabulary knowledge of English predicts learning of English expert words), have been 
strongly evidenced by different findings in this study.  
Attention 
Digit-symbol matching task is a measure of general cognitive ability of attention, which is 
needed to assist in better learning (Gathercole, et al., 1999). It has been found in the imaging 
study of Majerus, et al., (2006), that attentional control of the left intraparietal sulcus plays a role 
in different verbal STM tasks, suggesting that attention would be assisting language learners in 
the encoding and maintenance of the temporarily presented auditory information needed in new 
word learning.  
Multiple Lexicon for First and Second Language 
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Other than verbal STM and vocabulary knowledge in first and second language, interesting 
patterns have been observed when analysing the performance of the participants on tasks in 
Cantonese and English. According to multiple analysis (Table 6), lexical decision in Cantonese 
(CLD1) has been found to be a good predictor of vocabulary learning in English. This indicates 
that the vocabulary learning ability in first language can predict the learning ability in second 
language. This is somehow consistent with the findings in the study of Majerus et al., (2008b), 
that the presence of multiple lexicon indicates that phonological STM is connected to the 
lexicons of first and second languages in bilingual speakers, which supports the learning in new 
vocabulary in both languages. In the imaging study of Chee et al., (2000), the neuro-network of 
character, word and picture semantic processing was investigated. It has been found that Chinese 
character and English word semantic processing share great similarities, and that the semantic 
processing of English words and Chinese characters involves obligatory phonological processing, 
(Chee et al, 2000), which gives evidence to the idea of the supporting role of phonological STM 
in vocabulary learning. This finding leads to inspiring indication that my original prediction of 
item and order STM predicts word learning in first and second languages: that phonological 
STM as a whole predicts learning in them. If bilingual speakers have a common phonological 
process that is essential to the learning of vocabulary, will there be a common semantic process 
that allow them to store the words of both languages that represent the same semantic 
representation? 
According to the imagining study of Chee et al, (2000), a colocalisation of activation in the 
left perisylvian cortex has been identified for Chinese characters and English words, and a 
proposal of a common lexico-semantic processing that is independent of script, was raised in 
fluent bilinguals. In this study, all participants have been learning English (L2) for more than 
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twelve years and are relatively fluent bilinguals. It could be possible that the more proficient 
bilinguals in the participants would be able to associate the semantic representations of the words 
in both Cantonese and English to be recalled in the lexical decision task as well as the verbal 
STM tasks with higher efficiency, thus the recalling of the phonological representation would be 
relatively easier, resulting in their better performance in these tasks. According to the multiple 
regression of lexical decision difference in English (ELDD), lexical decision task in Cantonese 
(CLD1) representing lexical knowledge, is built up by the learning through phonological STM, is 
a good predictor of English lexical decision. Both lexical decision of Cantonese (L1) and English 
(L2) have been found to rely heavily on the phonological STM as well. Referring back to Table 
8, it can be observed that word-span in Cantonese and English were not language dependent, 
while digit span and productive phonology were language dependent. From this observation, it is 
likely that the participants, being relatively fluent bilinguals, were able to associate different 
words in Cantonese and English to a common semantic process, and then recall different target 
words in the task with the assistance of faster access through both languages. If the participants 
have larger extant vocabulary knowledge, their semantic association would be stronger in both 
Cantonese and English, leading to better performance in word span in both languages, and vice 
versa. Therefore, it can be concluded that extant vocabulary knowledge could predict vocabulary 
learning in both languages, supporting my latter predictions. It is likely that there is a 
relationship between a common phonological process and semantic process for first and second 
languages in fluent bilinguals, future studies should investigate this hypothesis further. However, 
this idea has not been supported by the results in item and order STM tasks in Cantonese and 
English in this study. The paired-sample t-test showed that there is a significant difference  in the 
participants’ performance in Cantonese and English, being more capable in Cantonese tasks, 
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which is their native language. This phenomenon will be further explained in latter parts of the 
discussion.  
To summarise the above findings, further research should be targeting at the investigation 
on lexico-semantic and phonological processing of fluent bilingual speakers, especially on how 
different lexicons could be activated and accessed by first and second languages. Nevertheless, 
these findings give positive and supportive evidence on the hypothesis of phonological STM as 
being a determinant factor for vocabulary acquisition. 
Limitations 
This study aimed to investigate the relationship between vocabulary learning in 
Cantonese and English with the verbal STM of both languages. However, due to the emergence 
of a possible confounding effect of language on performance in the verbal STM tasks, the 
present results must be interpreted with caution, as significant differences have been found 
between the participants’ performance in Cantonese and English in item and order STM tasks 
(Table 7). It is possible that the items used in the Cantonese memory tests were highly frequent 
and familiar to the participants and the targets used in the English tests were less frequent and 
less familiar to the participants, resulting in a difference in task difficulty between Cantonese and 
English. Furthermore, Cantonese is the participants’ mother-tongue, which makes serial recall 
easier than in English, a language that the participants were less familiar with, (Chincotta & 
Hoosain, 1995). According to Thorn and Gathercole (2001), immediate recall for phonological 
segments that have been encountered frequently is superior to those that are not, allowing 
possible reconstruction of the decayed phonological information.  
One possible source of error in this experiment is the lack of sensitivity of measurement 
expert vocabulary learning. Due to the time-constraint and limited manpower for data collection, 
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the first data collection session was spread over a two-month period, resulting in a time-gap of 
around thirty days before the second data collection session. It is recommended that this time-
gap be extended to at least two months, allowing enough time for participants to be exposed to 
the different expert vocabularies and to acquire the target vocabulary before the second testing. 
With the shortened time-gap, participants may not have enough time to establish and consolidate 
their vocabulary knowledge. Moreover, judging from the results of the first lexical decision task 
testing, the participants scored an average of 80% accuracy or above, indicating a possible 
ceiling effect on performance, reducing the ability to measure vocabulary learning over time. 
The task design was unable to improve the sensitivity of the test, since the participants were 
exposed to a word-nonword minimal pair and they were given two choices to make for each trial, 
resulting in 50-50% chance level in getting the correct answer without actually judging the words.  
Lastly, it was observed that the participants would react differently in some trials, when 
they heard a Cantonese nonword. It is hypothesised that the participants found the difference in 
lexical tone of the nonword particularly prominent and unreal, allowing them to be able to 
identify the nonword without the actual knowledge of the expert word. Therefore, this test might 
be measuring nonword identification, instead of expert word learning. 
Due to the limited resources and time in this study, it is suggested that future study to 
further investigate the ability for highly competent bilingual speakers to learn new vocabulary in 
both first and second languages, in relation to both verbal STM and their existing vocabulary 
knowledge, especially in languages differing significantly in phonological representations, e.g. 
Cantonese and English or Mandarin and English. Further investigation could also be made on the 
idea of interactions between different lexicons of different languages and verbal STM: would 
bilingual speakers with better verbal STM abilities have better vocabulary knowledge in both 
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first and second languages, when compared with those that have less competent verbal STM 
abilities? The working mechanisms between language proficiency and memory in bilingual or 
even multilingual speakers remains to be an extensive area for further research. 
 
CONCLUSION 
Summarising different findings in this study, it can be concluded that verbal STM is a 
significant predictor of expert word vocabulary learning, which is consistent with the previous 
findings of the working memory mechanism in bilingual speakers from Masoura and Gathercole, 
(2005), Klingebiel, (2010), and Majerus, et al., (2008a) and (2008b). However, the findings 
confirm that existing vocabulary knowledge is also a predictor of vocabulary learning, which is 
consistent with the model proposed by Gupta (1997), Baddeley and Gathercole (1993). The 
power of the present results to support these models comes from the design, which found an 
effect of verbal STM on expert vocabulary knowledge in both native and non-native languages 
even when confounding variables such as IQ, attention, proficiency in the second language and 
other effects are first explained in the multiple regression analyses. One confounding variable 
that did emerge was an unexpected effect of language on performance in some verbal memory 
tasks including a simple digit span task. It is therefore important for models of new vocabulary 
acquisition in a second language to explain the effect of a language on cognitive performance.   
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Abbreviations 
 
Short form Expanded form 
BPVS British Passive Vocabulary Scale 
CLD1 First lexical decision test in Cantonese 
CLD2 Second lexical decision test in Cantonese 
CLDD Difference in lexical decision scores in Cantonese 
CPM Raven's Progressive Colour Matrices 
DV Dependent variable 
ELD1 First lexical decision test in English 
ELD1 Second lexical decision test in English 
ELDD Difference in lexical decision scores in English 
fMRI Functional magnetic resonance imaging 
IPS Intra-parietal sulcus 
IV Independent variable 
L1 First language 
L2 Second langauge 
LD1 First lexical decision test 
LD2 Second lexical decision test 
LDD Difference in lexical decision scores 
LTM Long-term memory 
PPVT Peabody Picture Vocabulary Test 
STM Short-term memory 
WM Working memory 
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Appendix I –Verbal STM Tasks 
 
 Item 
Condition 
Example Order 
Condition 
Example 
Cantonese Total of 
30 
minimal 
word-
nonword 
pairs 
「請記住以下詞語: 
老師/ 香港/ 孩子/ 天空」 
 
「請問:  
香江/香江  
有冇出現過？」 
Total of 
30 
minimal 
word-
nonword 
pairs 
「請記住以下次序:  
衣裳/ 松鼠/ 馬路/ 婦人」 
 
「請問:  
馬路/ 衣裳  
次序一唔一樣？」 
 
English Total of 
25 
minimal 
word-
nonword 
pairs 
“Please remember the following words:  
LOTUS/BARON/ARREST/CARBON” 
 
“Did 
 LOCUS/BARON  
appear in the previous sequence?” 
Total of 
25 
minimal 
word-
nonword 
pairs 
“Please remember the following 
sequence: 
BATON/CANTER/NOVICE/B
ANTER” 
 
“Did  
CANTER/BATON  
appear in the same order as the 
previous sequence?” 
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Appendix II – Word-pairs Used In Lexical Decision 
 
Trial no. First Second 
1 Preterm Pretorm 
2 Inname Innate 
3 Broci Broca 
4 Syntax Myntax 
5 Margon Jargon 
6 Babble Tabble 
7 Discourse Hiscourse 
8 Morpheme Morteme 
9 Formant Pormant 
10 Dagus Vagus 
11 補語 煲語 
12 瘜肉 食肉 
13 吞言 吞嚥 
14 復項 復康 
15 遲緩 似緩 
16 經攣 痙攣 
17 梗塞 羹塞 
18 幾能 肌能 
19 喉癌 后癌 
20 哼聲 幸聲 
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Appendix III – Descriptive Statistics Results 
 
 N Minimum Maximum Mean 
Std. 
Deviation 
SelfRQuestionnaire 20 5.00 13.00 7.5000 1.96013 
ProdPhonoC 20 5.00 13.00 8.5000 1.73205 
ProdPhonoE 20 10.00 20.00 16.3500 2.90689 
LD1can 20 7.00 10.00 9.0000 .91766 
LD1eng 20 7.00 10.00 8.9500 1.05006 
LD2can 20 5.00 10.00 9.2500 1.16416 
LD2eng 20 7.00 10.00 9.0000 .97333 
LDdiffC 20 .00 4.00 2.3000 1.03110 
LDdiffE 20 1.00 4.00 2.0000 1.02598 
CPM 20 20.00 34.00 29.1500 3.85630 
WspanC 20 2.00 7.00 5.7000 1.52523 
WspanE 20 3.00 7.00 4.9000 .91191 
DspanC 20 6.00 10.00 9.4000 1.14248 
DspanE 20 5.00 10.00 7.4000 1.69830 
LetterDmatching 20 5.00 9.00 7.1000 1.25237 
DsymMatching 20 23.00 68.00 53.7000 10.48357 
WpuzzleE 20 2.00 10.00 4.3500 2.25424 
WnwRecallE 20 1.00 4.00 2.9500 .94451 
WwRecallC 20 1.00 4.00 2.7000 1.30182 
BPVSeng 20 13.00 30.00 22.0000 3.44887 
PPVTcan 20 17.00 22.00 20.3000 1.38031 
IstmC 20 .90 1.00 .9745 .03502 
OstmC 20 .90 1.00 .9820 .03334 
IstmE 20 .56 .88 .8020 .07838 
OstmE 20 .68 1.00 .9000 .08559 
Valid N (listwise) 20         
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Appendix IV – Correlation Analysis Results 
   
ProdP
honoC 
ProdP
honoE 
LD1ca
n 
LD1en
g 
LD2ca
n 
LD2en
g 
LDdiff
C 
LDdiff
E CPM 
Wspa
nC 
Wspa
nE 
Dspan
C 
Dspan
E 
Letter
Dmatc
hing 
Dsym
Match
ing 
Wpuzz
leE 
WnwR
ecallE 
WwRe
callC 
BPVSe
ng 
PPVTc
an IstmC OstmC IstmE OstmE 
Pro
dPh
ono
C 
  
  
Pearson 
Correlati
on 
1 .340 .199 .275 .509* -.031 .383 -.296 .256 .359 .067 .213 .322 -.073 .049 .290 -.016 .443 -.159 .088 .395 -.319 -.318 -.511* 
Sig. (2-
tailed) 
  .143 .401 .241 .022 .896 .095 .205 .276 .121 .780 .368 .166 .760 .837 .215 .946 .050 .504 .712 .085 .170 .172 .021 
N 
20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Pro
dPh
ono
E 
  
  
Pearson 
Correlati
on 
.340 1 -.316 .334 -.229 .112 -.037 -.176 .446* .084 -.125 -.282 .066 -.082 .397 .261 -.127 -.166 .063 -.408 .196 -.187 -.012 -.106 
Sig. (2-
tailed) 
.143   .175 .151 .331 .639 .877 .457 .049 .724 .599 .228 .782 .730 .083 .266 .592 .486 .792 .074 .408 .430 .958 .657 
N 
20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
LD1
can 
  
  
Pearson 
Correlati
on 
.199 -.316 1 -.055 .542* -.412 -.222 -.391 -.059 .000 .000 .050 -.169 .092 -.252 -.229 -.243 .132 -.349 .540* .278 -.069 -.293 .000 
Sig. (2-
tailed) 
.401 .175   .819 .014 .071 .346 .088 .803 1.000 1.000 .834 .477 .701 .284 .331 .302 .579 .131 .014 .235 .773 .210 1.000 
N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
LD1
eng 
Pearson 
Correlati
on 
.275 .334 -.055 1 -.161 .515* -.131 -.537* -.089 .023 .159 -.158 -.077 -.156 -.389 -.192 .475* -.012 -.029 -.243 .021 -.162 -.152 -.410 
  Sig. (2-
tailed) 
.241 .151 .819   .496 .020 .581 .015 .709 .923 .502 .506 .748 .511 .090 .417 .034 .961 .903 .301 .931 .494 .522 .073 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
LD2
can 
Pearson 
Correlati
on 
.509* -.229 .542* -.161 1 -.325 .680** -.176 .062 .400 -.074 .356 .053 -.199 -.170 .085 .012 .399 -.446* .671** .436 .068 -.236 -.285 
  Sig. (2-
tailed) 
.022 .331 .014 .496   .162 .001 .457 .797 .080 .755 .123 .824 .401 .473 .721 .960 .081 .049 .001 .055 .776 .315 .223 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
LD2
eng 
Pearson 
Correlati
on 
-.031 .112 -.412 .515* -.325 1 .000 .422 -.210 .000 .000 -.047 .064 .130 .057 -.048 .401 -.125 .345 -.313 -.247 -.049 -.055 -.227 
  Sig. (2-
tailed) 
.896 .639 .071 .020 .162   1.000 .064 .373 1.000 1.000 .843 .790 .586 .812 .841 .080 .601 .136 .178 .294 .839 .817 .335 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
LDdi
ffC 
Pearson 
Correlati
on 
.383 -.037 -.222 -.131 .680** .000 1 .100 .134 .428 -.134 .340 .138 -.269 -.079 .269 .178 .267 -.148 .340 .281 .012 -.164 -.358 
  Sig. (2-
tailed) 
.095 .877 .346 .581 .001 1.000   .676 .574 .060 .572 .143 .561 .251 .741 .251 .452 .256 .533 .142 .229 .959 .489 .121 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
LDdi
ffE 
Pearson 
Correlati
on 
-.296 -.176 -.391 -.537* -.176 .422 .100 1 -.120 .000 -.113 .135 .211 .246 .563** .182 -.054 -.039 .312 -.111 -.293 .246 .262 .240 
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  Sig. (2-
tailed) 
.205 .457 .088 .015 .457 .064 .676   .615 1.000 .637 .571 .371 .296 .010 .442 .820 .869 .180 .640 .210 .295 .265 .309 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
CP
M 
Pearson 
Correlati
on 
.256 .446* -.059 -.089 .062 -.210 .134 -.120 1 .447* .169 -.122 .207 .226 .232 .472* -.330 .020 .055 .199 .108 -.207 -.161 .220 
  Sig. (2-
tailed) 
.276 .049 .803 .709 .797 .373 .574 .615   .048 .476 .609 .380 .339 .326 .036 .155 .934 .817 .401 .651 .381 .497 .351 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Wsp
anC 
Pearson 
Correlati
on 
.359 .084 .000 .023 .400 .000 .428 .000 .447* 1 .015 -.079 .211 -.424 .024 .338 -.084 .297 -.260 .295 .184 .116 -.224 .048 
  Sig. (2-
tailed) 
.121 .724 1.000 .923 .080 1.000 .060 1.000 .048   .949 .742 .371 .062 .921 .145 .725 .204 .268 .207 .437 .626 .343 .839 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Wsp
anE 
Pearson 
Correlati
on 
.067 -.125 .000 .159 -.074 .000 -.134 -.113 .169 .015 1 .242 .163 .332 -.014 -.033 .177 .372 -.234 -.184 .180 .301 .239 .162 
  Sig. (2-
tailed) 
.780 .599 1.000 .502 .755 1.000 .572 .637 .476 .949   .303 .492 .153 .952 .889 .455 .106 .320 .437 .448 .197 .311 .495 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Dsp
anC 
Pearson 
Correlati
on 
.213 -.282 .050 -.158 .356 -.047 .340 .135 -.122 -.079 .242 1 .320 .302 -.016 -.180 .312 .368 .094 .087 .045 .351 .108 -.065 
  Sig. (2-
tailed) 
.368 .228 .834 .506 .123 .843 .143 .571 .609 .742 .303   .169 .196 .947 .448 .180 .110 .695 .716 .851 .129 .650 .787 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Dsp
anE 
Pearson 
Correlati
on 
.322 .066 -.169 -.077 .053 .064 .138 .211 .207 .211 .163 .320 1 .203 -.005 .195 -.020 .057 -.144 -.166 -.014 .097 -.117 .159 
  Sig. (2-
tailed) 
.166 .782 .477 .748 .824 .790 .561 .371 .380 .371 .492 .169   .391 .984 .409 .934 .811 .545 .484 .953 .685 .623 .502 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Lett
erD
mat
chin
g 
Pearson 
Correlati
on -.073 -.082 .092 -.156 -.199 .130 -.269 .246 .226 -.424 .332 .302 .203 1 .143 .136 -.085 -.045 .305 -.171 .049 -.169 -.045 .275 
  Sig. (2-
tailed) 
.760 .730 .701 .511 .401 .586 .251 .296 .339 .062 .153 .196 .391   .548 .567 .723 .850 .192 .472 .837 .477 .850 .241 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Dsy
mM
atch
ing 
Pearson 
Correlati
on 
.049 .397 -.252 -.389 -.170 .057 -.079 .563** .232 .024 -.014 -.016 -.005 .143 1 .341 -.092 .263 .360 -.110 -.025 .232 .380 .160 
  Sig. (2-
tailed) 
.837 .083 .284 .090 .473 .812 .741 .010 .326 .921 .952 .947 .984 .548   .141 .700 .263 .119 .645 .917 .325 .098 .502 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Wp
uzzl
eE 
Pearson 
Correlati
on 
.290 .261 -.229 -.192 .085 -.048 .269 .182 .472* .338 -.033 -.180 .195 .136 .341 1 -.164 .325 .122 .066 .332 -.353 -.028 .049 
  Sig. (2-
tailed) 
.215 .266 .331 .417 .721 .841 .251 .442 .036 .145 .889 .448 .409 .567 .141   .489 .163 .609 .782 .152 .127 .907 .837 
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  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Wn
wRe
callE 
Pearson 
Correlati
on 
-.016 -.127 -.243 .475* .012 .401 .178 -.054 -.330 -.084 .177 .312 -.020 -.085 -.092 -.164 1 .501* .275 -.109 -.088 .321 .400 -.221 
  Sig. (2-
tailed) 
.946 .592 .302 .034 .960 .080 .452 .820 .155 .725 .455 .180 .934 .723 .700 .489   .024 .241 .647 .711 .168 .081 .348 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Ww
Rec
allC 
Pearson 
Correlati
on 
.443 -.166 .132 -.012 .399 -.125 .267 -.039 .020 .297 .372 .368 .057 -.045 .263 .325 .501* 1 .094 .170 .389 .233 .254 -.076 
  Sig. (2-
tailed) 
.050 .486 .579 .961 .081 .601 .256 .869 .934 .204 .106 .110 .811 .850 .263 .163 .024   .694 .474 .090 .323 .280 .751 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
BPV
Sen
g 
Pearson 
Correlati
on 
-.159 .063 -.349 -.029 -.446* .345 -.148 .312 .055 -.260 -.234 .094 -.144 .305 .360 .122 .275 .094 1 -.133 -.301 -.284 .016 -.078 
  Sig. (2-
tailed) 
.504 .792 .131 .903 .049 .136 .533 .180 .817 .268 .320 .695 .545 .192 .119 .609 .241 .694   .577 .198 .225 .948 .742 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
PPV
Tca
n 
Pearson 
Correlati
on 
.088 -.408 .540* -.243 .671** -.313 .340 -.111 .199 .295 -.184 .087 -.166 -.171 -.110 .066 -.109 .170 -.133 1 -.062 -.037 -.220 -.214 
  Sig. (2-
tailed) 
.712 .074 .014 .301 .001 .178 .142 .640 .401 .207 .437 .716 .484 .472 .645 .782 .647 .474 .577   .795 .878 .352 .365 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Istm
C 
Pearson 
Correlati
on 
.395 .196 .278 .021 .436 -.247 .281 -.293 .108 .184 .180 .045 -.014 .049 -.025 .332 -.088 .389 -.301 -.062 1 -.049 -.364 .144 
  Sig. (2-
tailed) 
.085 .408 .235 .931 .055 .294 .229 .210 .651 .437 .448 .851 .953 .837 .917 .152 .711 .090 .198 .795   .838 .115 .545 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Ost
mC 
Pearson 
Correlati
on 
-.319 -.187 -.069 -.162 .068 -.049 .012 .246 -.207 .116 .301 .351 .097 -.169 .232 -.353 .321 .233 -.284 -.037 -.049 1 .538* .457* 
  Sig. (2-
tailed) 
.170 .430 .773 .494 .776 .839 .959 .295 .381 .626 .197 .129 .685 .477 .325 .127 .168 .323 .225 .878 .838   .014 .043 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Istm
E 
Pearson 
Correlati
on 
-.318 -.012 -.293 -.152 -.236 -.055 -.164 .262 -.161 -.224 .239 .108 -.117 -.045 .380 -.028 .400 .254 .016 -.220 -.364 .538* 1 .157 
  Sig. (2-
tailed) 
.172 .958 .210 .522 .315 .817 .489 .265 .497 .343 .311 .650 .623 .850 .098 .907 .081 .280 .948 .352 .115 .014   .509 
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
Ost
mE 
Pearson 
Correlati
on 
-.511* -.106 .000 -.410 -.285 -.227 -.358 .240 .220 .048 .162 -.065 .159 .275 .160 .049 -.221 -.076 -.078 -.214 .144 .457* .157 1 
  Sig. (2-
tailed) 
.021 .657 1.000 .073 .223 .335 .121 .309 .351 .839 .495 .787 .502 .241 .502 .837 .348 .751 .742 .365 .545 .043 .509   
  N 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
*  Correlation is significant at the 0.05 level (2-tailed). 
**  Correlation is significant at the 0.01 level (2-tailed).
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Appendix V – Multiple Regression Analysis Results 
Regression of DV: LD1 Cantonese 
Variables Entered/Removed(a) 
 
Model 
Variables 
Entered 
Variables 
Removed Method 
1 
PPVTcan . 
Stepwise (Criteria: Probability-of-F-to-
enter <= .050, Probability-of-F-to-
remove >= .100). 
a  Dependent Variable: LD1can 
 
Model Summary 
 
Model R R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate 
1 
.540(a) .292 .252 .79343 
a  Predictors: (Constant), PPVTcan 
 
ANOVA(b) 
 
Model  
Sum of 
Squares df 
Mean 
Square F Sig. 
1 Regression 4.669 1 4.669 7.416 .014(a) 
 Residual 11.331 18 .630   
 Total 16.000 19    
a  Predictors: (Constant), PPVTcan 
b  Dependent Variable: LD1can 
 
Coefficients(a) 
 
Model  Unstandardized Coefficients 
Standardized 
Coefficients t Sig. 
  B Std. Error Beta   
1 (Constant) 1.710 2.683  .637 .532 
 PPVTcan 
.359 .132 .540 2.723 .014 
a  Dependent Variable: LD1can 
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Appendix V con’t. – Multiple Regression Analysis Results 
Regression of DV: LD2 Cantonese 
Model 
Variables 
Entered 
Variables 
Removed Method 
1 PPVTcan . Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
2 IstmC . Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
3 ProdPhon
oC . 
Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
a  Dependent Variable: LD2can 
Model R R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate 
1 .671(a) .451 .420 .88634 
2 .824(b) .680 .642 .69656 
3 .872(c) .760 .715 .62183 
a  Predictors: (Constant), PPVTcan 
b  Predictors: (Constant), PPVTcan, IstmC 
c  Predictors: (Constant), PPVTcan, IstmC, ProdPhonoC 
ANOVA(d) 
Model  
Sum of 
Squares df 
Mean 
Square F Sig. 
1 Regression 11.609 1 11.609 14.777 .001(a) 
 Residual 14.141 18 .786   
 Total 25.750 19    
2 Regression 17.502 2 8.751 18.035 .000(b) 
 Residual 8.248 17 .485   
 Total 25.750 19    
3 Regression 19.563 3 6.521 16.864 .000(c) 
 Residual 6.187 16 .387   
 Total 25.750 19    
a  Predictors: (Constant), PPVTcan 
b  Predictors: (Constant), PPVTcan, IstmC 
c  Predictors: (Constant), PPVTcan, IstmC, ProdPhonoC 
d  Dependent Variable: LD2can 
Model  Unstandardized Coefficients 
Standardized 
Coefficients t Sig. 
  B Std. Error Beta   
1 (Constant) 
-2.246 2.997  -.749 .463 
 PPVTcan 
.566 .147 .671 3.844 .001 
2 (Constant) -18.284 5.170  -3.537 .003 
 PPVTcan .591 .116 .701 5.098 .000 
 IstmC 15.935 4.573 .479 3.485 .003 
3 (Constant) 
-15.416 4.779  -3.225 .005 
 PPVTcan 
.562 .104 .666 5.384 .000 
 IstmC 11.789 4.460 .355 2.643 .018 
 ProdPhono
C .209 .090 .310 2.309 .035 
a  Dependent Variable: LD2can 
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Appendix V con’t. – Multiple Regression Analysis Results 
Regression of DV: LDD Cantonese 
 
Variables Entered/Removed(a) 
 
a  Dependent Variable: LDdiffC 
 
Regression of DV: LD1 English 
 
Model 
Variables 
Entered 
Variables 
Removed Method 
1 
WnwRecal
lE . 
Stepwise (Criteria: Probability-of-F-to-enter <= .050, 
Probability-of-F-to-remove >= .100). 
a  Dependent Variable: LD1eng 
 
Model R R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate 
1 
.475(a) .226 .183 .94939 
a  Predictors: (Constant), WnwRecallE 
ANOVA(b) 
 
Model  
Sum of 
Squares df 
Mean 
Square F Sig. 
1 Regression 4.726 1 4.726 5.243 .034(a) 
 Residual 16.224 18 .901   
 Total 20.950 19    
a  Predictors: (Constant), WnwRecallE 
b  Dependent Variable: LD1eng 
Coefficients(a) 
 
Model  Unstandardized Coefficients 
Standardized 
Coefficients t Sig. 
  B Std. Error Beta   
1 (Constant) 7.392 .713  10.373 .000 
 WnwRecallE 
.528 .231 .475 2.290 .034 
a  Dependent Variable: LD1eng 
 
Regression of DV: LD2 English 
Variables Entered/Removed(a) 
 
a  Dependent Variable: LD2eng 
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Appendix V con’t. – Multiple Regression Analysis Results 
  
Regression of DV: LDD English 
 
Model 
Variables 
Entered 
Variables 
Removed Method 
1 DsymMatc
hing . 
Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
2 ProdPhon
oE . 
Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
3 
LD1can . Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
4 WwRecall
C . 
Stepwise (Criteria: Probability-of-F-to-enter <= .050, Probability-of-F-to-
remove >= .100). 
a  Dependent Variable: LDdiffE 
 
Model R R Square 
Adjusted 
R Square 
Std. Error of 
the Estimate 
1 
.563(a) .317 .279 .87136 
2 .712(b) .507 .449 .76176 
3 
.805(c) .647 .581 .66382 
4 
.856(d) .732 .661 .59780 
a  Predictors: (Constant), DsymMatching 
b  Predictors: (Constant), DsymMatching, ProdPhonoE 
c  Predictors: (Constant), DsymMatching, ProdPhonoE, LD1can 
d  Predictors: (Constant), DsymMatching, ProdPhonoE, LD1can, WwRecallC 
 
ANOVA(e) 
 
Model  
Sum of 
Squares df 
Mean 
Square F Sig. 
1 Regression 6.333 1 6.333 8.341 .010(a) 
 Residual 13.667 18 .759   
 Total 20.000 19    
2 Regression 10.135 2 5.068 8.733 .002(b) 
 Residual 9.865 17 .580   
 Total 20.000 19    
3 Regression 12.949 3 4.316 9.795 .001(c) 
 Residual 7.051 16 .441   
 Total 20.000 19    
4 Regression 14.640 4 3.660 10.241 .000(d) 
 Residual 5.360 15 .357   
 Total 20.000 19    
a  Predictors: (Constant), DsymMatching 
b  Predictors: (Constant), DsymMatching, ProdPhonoE 
c  Predictors: (Constant), DsymMatching, ProdPhonoE, LD1can 
d  Predictors: (Constant), DsymMatching, ProdPhonoE, LD1can, WwRecallC 
e  Dependent Variable: LDdiffE 
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Appendix V con’t. – Multiple Regression Analysis Results 
 
 
Coefficients(a) 
 
Model  Unstandardized Coefficients 
Standardized 
Coefficients t Sig. 
  B Std. Error Beta   
1 (Constant) 
-.957 1.042  -.918 .371 
 DsymMatchin
g .055 .019 .563 2.888 .010 
2 (Constant) .792 1.139  .695 .496 
 DsymMatchin
g .074 .018 .752 4.049 .001 
 ProdPhonoE -.168 .066 -.475 -2.560 .020 
3 (Constant) 5.718 2.187  2.614 .019 
 DsymMatchin
g .068 .016 .692 4.231 .001 
 ProdPhonoE 
-.204 .059 -.577 -3.463 .003 
 LD1can -.447 .177 -.400 -2.527 .022 
4 (Constant) 5.756 1.970  2.922 .011 
 DsymMatchin
g .081 .016 .824 5.172 .000 
 ProdPhonoE 
-.236 .055 -.668 -4.287 .001 
 LD1can 
-.394 .161 -.353 -2.449 .027 
 WwRecallC 
-.252 .116 -.320 -2.175 .046 
a  Dependent Variable: LDdiffE 
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Appendix VI – Paired-sample t-test of STM conditions 
Paired Samples Statistics 
 
  Mean N Std. Deviation 
Std. Error 
Mean 
Pair 1 IstmC .9745 20 .03502 .00783 
  IstmE .8020 20 .07838 .01753 
Pair 2 OstmC 
.9820 20 .03334 .00746 
  OstmE 
.9000 20 .08559 .01914 
 
Paired Samples Correlations 
 
  N Correlation Sig. 
Pair 1 IstmC & IstmE 20 -.364 .115 
Pair 2 OstmC & OstmE 20 .457 .043 
 
Paired Samples Test 
 
  
Paired Differences 
t df Sig. (2-tailed) Mean Std. Deviation 
Std. Error 
Mean 
95% Confidence 
Interval of the 
Difference 
Lower Upper 
Pair 1 IstmC - IstmE 
.17250 .09678 .02164 .12720 .21780 7.971 19 .000 
Pair 2 OstmC - OstmE 
.08200 .07634 .01707 .04627 .11773 4.804 19 .000 
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Appendix VII – Paired-sample t-test of Cantonese and English Memory and Vocabulary 
Knowledge Tasks 
Paired Samples Statistics 
 
 Mean N Std. Deviation 
Std. Error 
Mean 
Pair 1 DspanC 9.4000 20 1.14248 .25547 
DspanE 7.4000 20 1.69830 .37975 
Pair 2 WspanC 5.7000 20 1.52523 .34105 
WspanE 4.9000 20 .91191 .20391 
Pair 3 ProdPhonoC 8.5000 20 1.73205 .38730 
ProdPhonoE 16.3500 20 2.90689 .65000 
 
Paired Samples Correlations 
 
 N Correlation Sig. 
Pair 1 DspanC & DspanE 20 .320 .169 
Pair 2 WspanC & WspanE 20 .015 .949 
Pair 3 ProdPhonoC & 
ProdPhonoE 20 .340 .143 
 
Paired Samples Test 
 
 Paired Differences t df 
Sig. (2-
tailed) 
 Mean 
Std. 
Deviation 
Std. Error 
Mean 
95% Confidence 
Interval of the 
Difference    
    Lower Upper    
Pair 1 DspanC - 
DspanE 2.00000 1.71679 .38389 1.19652 
2.8034
8 5.210 19 .000 
Pair 2 WspanC - 
WspanE .80000 1.76516 .39470 -.02612 
1.6261
2 2.027 19 .057 
Pair 3 ProdPhon
oC - 
ProdPhon
oE 
-7.85000 2.83354 .63360 -9.17614 
-
6.5238
6 
-
12.390 19 .000 
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