We investigate a new class of nonlinear control systems of O.D.E., which are not feedback linearizable in general. Our class is a generalization of the well-known feedback linearizable systems, and moreover it is a generalization of the triangular (or pure-feedback) forms studied before. The definition of our class is global, and coordinate-free, which is why the problem of the equivalence is solved for our class in the whole state space at the very beginning. The goal of this paper is to prove the global controllability of our nonlinear systems. We propose to treat our class as a new canonical form which is a nonlinear global analog of the Brunovsky canonical form on the one hand, and is a global and coordinate-free generalization of the triangular form on the other hand.
Introduction.
One of the most important problems in the nonlinear control theory is the problem of classification of nonlinear control systems of O.D.E., i.e., that of finding the transformation of a nonlinear control system into its simplest canonical form along with finding such canonical forms by using some invariants which do not depend on the choice of local coordinates. Beginning with [12] , [11] , a complete theory of feedback linearization was created - [5] , [36] , [22] , [9] , [10] , [6] , [26] , etc. However, even some simple mechanical systems do not satisfy the Respondek-Jakubczyk-Hunt-Su-Meyer conditions; in addition, the concept of feedback linearization is essentially local. This inspired many authors to further investigations and to attempts to generalize the feedback linearization theory.
One possible approach, which is is very popular and has various applications, is the concept of differential flatness [8] . However, this notion is as local as that of feedback linearization, and moreover no general criterion of differential flatness has been obtained.
t → x(t) ofẋ = v(x) with x(0) = x 0 . Of course, for each t ∈ I the map x → Φ For every fixed t ∈ I, every x in a neighborhood of x 0 , and every ξ ∈ T M x by (Φ t v ) * ξ we denote the image of ξ under the tangent map of the diffeomorphism y → Φ t v (y) at point x. (Actually, (Φ t v ) * ξ depends on two arguments ξ and x, and we should write (Φ t v ) * (x, ξ), in general, but in our case it will be always clear at which point x ∈ M we consider the tangent map, which is why we write (Φ t v ) * ξ without any ambiguity.) In addition, if V is a vector space, then, for A ⊂ V, and B ⊂ V, we denote by A + B the set {x + y | x ∈ A, y ∈ B} (in our situation V will be T M x for some smooth manifold M and some x ∈ M).
If ∆(·) is a smooth integrable distribution on M, (which means that the dimension dim ∆(x) equals k ≤ n for some fixed k = 1, ..., n, and for all x ∈ M, and ∆(·) is involutive at each point x ∈ M) then, for each x 0 ∈ M, we can consider its orbit, or the maximal integral manifold M ∆ (x 0 ) defined as the set of all points y ∈ M given by
with arbitrary N ≥ 1, arbitrary t i ∈ R, i = 1, ..., N, and arbitrary smooth vector fields v i (·) such that, for every i = 1, ..., N, and every x ∈ D v i we have v i (x) ∈ ∆(x). Also we will use a more brief form of (1):
with T = (t 1 , ..., t N ), v = (v 1 , ..., v N ). 
Main result.
We consider a control systemẋ = a(x) + β(x, u)b(x)
with states x ∈ M, and controls u ∈ R 1 , where M is a simply connected manifold, a(·), b(·), are smooth vector fields (of class C n+1 at least) on M, and β(·, ·) is a smooth (of class C n+1 ) scalar function on M. Next we suppose that M = R n just to make the arguments clearer, however our technique works for arbitrary simply connected manifold M. We assume that a(·), b(·), and β(·, ·) satisfy the following conditions (A) For each x ∈ M, we have b(x) = 0, and β(x, R 1 ) = R 1 . In other words, the set
(Of course, the distribution x → ∆ 0 (x) is integrable in the whole M, and, for each x 0 ∈M, the corresponding maximal integral manifold of ∆ 0 (·) is the (maximal) trajectory
is of rank k for every x∈M, and is involutive at each x∈M.
We require that, for each
we mentioned before.) We emphasize that, for each fixed x 0 , we obtain ∆ k (x 0 ) in (4) by taking all admissible
Let us remark that conditions (A), (B1), (B2) are global analog of the conditions from [12] , [11] .
If a smooth systemẋ = f (x, u) is locally feedback equivalent to the triangular form, then (see [16] ) f (·, ·) have (locally) the form (3): f (x, u) = a(x) + β(x, u)b(x) with some smooth vector fields a(·), b(·), b(x) = 0 and with some smooth scalar function β(·, ·), regardless of whether this triangular form satisfies the regularity conditions | ∂f i ∂x i+1 | = 0, or we deal with the singular case.
Furthermore, any triangular system
such that f i are smooth, and f i (x 1 , ..., x i , R 1 ) = R 1 , for all i = 1, ..., n and all (x 1 , ..., x i ) ∈ R i (see [20] ) satisfies our conditions (A),(B1),(B2)
Conversely, assume that system (3) satisfies (A),(B1),(B2). Pick any x 0 ∈ M, and let 
iff, for each k = 0, ..., n−2, the set ϕ −1 (D k ) with
with small enough U(x 0 ), iff
Remark 3.1. It is easy to prove that, if coordinates ζ i =ϕ i (x) are canonical for (3) in a neighborhood of some x 0 ∈M, then, (locally!) in some neighborhood of x 0 , this change of coordinates ζ i =ϕ i (x) brings the dynamics of (3) to the following triangular from
where g n (ζ) =0 in some neighborhood of ϕ(x 0 ) (but, of course the regularity conditions | ∂f i ∂ζ i+1 | = 0 do not hold, in general). However, this is true only locally, as we can learn from the following example.
Example 3.1 Consider the vector fields v 1 (·) and
For each N ∈ Z, the map given by
[×R (we do not solve the corresponding differetial equations explicitely just because the solution can not be written out as a combination of standard functions). Fix any z 1 > 0. Denote by A(z 1 ) ∈ R 2 the intersection of
} × R; then from the symmetry of the curve
} × R we obtain that there is a unique solution (z 2 (z 1 ),z 1 (z 1 )) of (Φz
and there is a unique solution (z *
), and
(in addition, the image of the curve R ∋ z 2 → (Φ
Similarly, for any fixed z 1 < 0, there is a unique solution (ẑ 2 (z 1 ),ẑ 1 (z 1 )) of the equation (Φẑ
(Of course, for z 1 < 0, and for the left half-plane, we could write the equalitites which are similar to (8), but we omit that).
By definition, we put
and consider the triangular system
with states (z 1 , z 2 ) ∈ R 2 and controls u ∈ R 1 , where f 1 (z 1 , z 2 ) is given by
is well-defined in ]−π, π[×R, and satisfies conditions (A), (B1), (B2). Finally, using the maps φ 1 (·), φ −1 (·), and the above-mentioned symmetry (see (7) , (8) , (9)), we can easily extend vector fields A(·) and B(·) onto ]−2π, +2π[×R, then onto ]−3π, +3π[×R, and eventually onto R × R so that (A), (B1), (B2) hold in R 2 . Of course, system (11) is not globally feedback equivalent to a triangular system of form (6) in the whole R 2 (for instance, because it is globally equivalent to (10) in ] − π, π[×R). On the other hand, system (11) satisfies conditions (A), (B1), (B2) in the whole R 2 by the construction.
Our main result is as follows. 
and satisfy conditions (A),(B1),(B2). Then system (3) is globally controllable (in the whole
The goal of this paper is to prove theorem 3.1.
4. The reduction of the main result to a "back-stepping" procedure.
As we see from example 3.1, system (3) is not globally feedback equivalent to a system from [20] in general, which is why the technique developed in [19] , [20] should be at least revised essentially. However, if we want to follow this pattern, we must first pick a point (x * , u * ) ∈ M × R 1 around which system (3) is regular, and (locally!) feedback linearizable.
Using conditions (A), and (B), we easily get the existence of a point 
.., ϕ n (t, x)) defines canonical coordinates for system (3) in the corresponding neighborhood
2) z(·), and ϕ(·, ·) satisfy the equalities
(For p=1, (13) has the form
, and a
G⊂I×M of the curve {(t, y(t))∈I×M | t∈I} such that 4) For each fixed t∈I, the map x →(ψ 1 (t, x), ..., ψ n (t, x)) defines canonical coordinates for system (3) in the neighborhood
5) y(·) and ψ(·, ·) satisfy the equalities
6) y(t 1 ) = x * , y(T )=x T , and
Let us show that theorem 4.1 implies theorem 3.1. Indeed, for p = 1, the construction of z(·), and ϕ(·, ·) such that conditions 1),2),3) of theorem 4.1 hold is straightforward. Let ζ=φ(x) (ζ i =φ i (x), i = 1, ..., n) be any canonical coordinates for system (3) in a neighborhood of x * , and let (6) be the dynamics of (3) in the coordinates (ζ 1 , ..., ζ n ). Given an arbitrary x T ∈M, pick any z(·)∈C
Since the definition of the Lie derivative does not depend on local coordinates, the condition
.., n), and does not depend on the choice of canonical coordinates around x * . Therefore, we can easily choose z(·) ∈ C 1 (I; M)
such that the condition
holds along with the equalities z(t 1 )=x * , z(T )=x T from the very beginning. Then z(·) satisfies condition 3) with p=1
for every function (t, x) → ϕ(t, x) ∈ R n defined in a neighborhood of {(t, z(t)) | t∈I}, and satisfying conditions 1),2) of theorem 4.1. In order to construct ϕ(·, ·), consider vector fields
.., n−1. (Since M is simply connected, it is orientable as well as ∆ i (·), i = 0, ..., n−1, and such vector fields do exist). Then, for each ξ∈M, the map
.., n) defines canonical coordinates (t 1 , ..., t n ) for system (3) in some neighborhood U(ξ) of ξ. Taking into account that φ(ξ, ξ) = 0 for all x∈M, we obtain that the map x → ϕ(t, x) defined by ϕ(t, x)=φ(z(t), x) in some neighborhood of {(t, z(t)) | t∈I} and the curve z(·) ∈ C 1 (I; M) satisfy conditions 1), 2), 3) of theorem 4.1 with p=1. Then, using theorem 4.1, and induction over p = 1, 2, ..., n−1, we get the existence of a curve y(·)∈C 1 (I; M) and a map x →ψ(t,
) | t∈I} such that conditions 4), 5), 6) of theorem 4.1 hold with p=n−1, which implies, in particular that y(t 1 )=x * , y(T )=x T , and
Since (ψ 1 (t, ·), ..., ψ n (t, ·)) are canonical coordinates in some neighborhood of y(t) for each t∈I, we obtain from condition (A):
Therefore, (15) implies that
Then using a modification of the well-known Filippov lemma, condition (A), and (16) (a similar argument can be found in [17] ), we get the existence of u(·)∈L ∞ (I; R 1 ) such that
a. e. on I, which yields
Since the Jakoby matrix ∂ψ(t,y(t)) ∂x is invertible for every t∈I, the last equality is equivalent toẏ (t) = a(y(t)) + β(y(t), u(t))b(y(t)), a. e. on I.
. The proof of the fact that x 0 can be steered into x * in time J = [t 0 , t 1 ] is similar. Thus our main goal is to prove theorem 4.1.
Proof of theorem 4.1.
Next we always treat M as R n , and always write R n instead of M just to simplify the notation, and to make the arguments clearer. For every ε > 0, every ζ∈R p , and every x∈R n , we denote by B ε (ζ), and Ω ε (x) the open balls in R p and in R n respectively given by B ε (ζ) := {ζ∈R p | |ζ−ζ| < ε}; Ω ε (x) := {x∈R n | |x−x| < ε}, where | · | is the standard norm generated by the standard scalar products of R p and R n respectively.
Take an arbitrary p∈{1, ..., n−1}, and an arbitrary x T ∈R n . Assume that a curve z(·)∈C 1 (I; R n ), and a map (t, x) → ϕ(t, x)=(ϕ 1 (t, x), ..., ϕ n (t, x)) ∈ R n , which is of class
.., n) be some fixed canonical coordinates for system (3) in some small neighborhood U(x * )⊂W (x * ) of x * , where W (x * ) is defined in (12) (for instance, we may put φ(x) := ϕ(t 1 , x) -see conditions 1), 3) of theorem 4.1), and let (6) be the dynamics of (3) in the local coordinates (ζ 1 , ..., ζ n ) (in the neighborhood U(x * ). Choose σ > 0 (σ < T −t 1 ) such that z(t)∈U(x * ) for all t ∈ [t 1 , t 1 +σ], and put by definition D := φ(U(x * ));
Without loss of generality, we assume that
with some σ k >0, k=1, ..., n, and that every integral manifold of each
By the construction (see conditions 2), and 3) of theorem 4.1), we havė
-see (12) . Therefore, there exist σ ∈]0, σ[ and
andζ *
for all t ∈ [t 1 , t 1 +σ], we denote by t → η(t,ζ p+1 (·)) the (maximal) trajectory of the pdimensional control systeṁ
(with states (ζ 1 , ..., ζ p )) with the control ζ p+1 (·)=ζ p+1 (·), and with the initial condition (12) ), the linearization of (19) 
with states (χ 1 , ..., χ p )∈R p and controls χ p+1 ∈R 1 is completely controllable; therefore there For every λ = (λ 1 , ..., λ p )∈R p , we define w λ (·) as follows w λ (t) :
, for all t∈[t 1 , t 1 +σ], and, therefore, the trajectory t →η(t, w λ (·)) is well-defined on [t 1 , t 1 +σ] for all λ from some small neighborhood of 0∈R
, and all λ in this neighborhood of 0∈R p ; and the map λ → F (λ) given by
is well-defined in this neighborhood of λ=0∈R p .
Furthermore, from (C 2 ), we get 
Fix any ε 2 > 0 such that Ω ε 2 (z(t)) ⊂ E t for all t ∈ I,
where E t was defined in condition 1) of theorem 4.1, and
Lemma 5.1. There are a curve y(·) ∈ C 1 ([t 1 +σ, T ], R n ), and a map (t, x) → ψ(t, x)=(ψ 1 (t, x) , ..., ψ n (t, x))∈R n of class t, x) , ..., ψ n (t, x)) defines canonical coordinates for system (3) in the neighborhoodG t := {x ∈ R n | (t, x) ∈G} of y(t).
2) y(·) and ψ(·, ·) satisfy the equalities
3) y(T ) = x T , and y(t 1 +σ) ∈ Ω ε 2 (z(t 1 + σ)).
The proof of lemma 5.1 is given below in section 6. (Of course, it is based on condition (B), and on definition 3.1).
Let us assume that lemma 5.1 is already proved. This allows us to complete the proof of theorem 4.1 as follows. Put ζ(t) := φ(y(t)),ζ i (t) := φ i (y(t)), i = 1, ..., n, t ∈ [t 1 +σ, t 1 +σ],
whereσ∈]σ, σ] is such that y(t) ∈ U(x * ), whenever t∈[t 1 +σ, t 1 +σ]. Then, we obtain from (23) and from condition 3) of lemma 5.1
Using (21), and the standard argument based on the Gronwall-Bellmann lemma, and on the Brouwer fixed point theorem -see [24] (and [19] , [20] for our case) we get the existence of a controlŵ(·) of class
λ j w j (·)) is well-defined for all λ ∈ B ε (0), and B ε 1 2 (η(t 1 +σ, w(·))) ⊂F (B ε (0)).
Then we obtain from condition (C 4 ) and from (25) (see [19] , [20] ) that there exists
is given byŵ λ * (t):=ŵ(t)+ p j=1 λ * j w j (t), t ∈ [t 1 , t 1 +σ]. Let us define y(t), and ζ(t) := φ(y(t)) on [t 1 , t 1 +σ] as follows: by definition, put
in addition, let ζ p+2 (·), ...,ζ n (·) be any functions of class
and such that
and then put:
Thus, we have constructed y(·) of class C 1 (I; R 1 ) such that conditions 4), 5), 6) of theorem 4.1 hold with every canonical coordinate functions ψ j (t, y), j = 1, ..., n. Indeed, the inclusion y(·) ∈ C 1 (I; R n ) follows from (24), from (30) , and from (27), (26) (in addition, we take into account that
by (C 1 ), (C 3 ), and by (26) , and that
by the construction). Conditions 4), and 5) of theorem 4.1 follow from conditions 1), and 2) of lemma 5.1 respectively (by the construction, (14) is true for all t ∈ [t 1 , t 1 +σ], and we can easily construct the appropriate ψ(t, x) for all t ∈ I following the argument from section 4). The equality y(T ) = x T follows from condition 3) of lemma 5.1; the equality y(t 1 ) = x * follows from the definition of ζ(·) : indeed, by the definition of η(t, v(·)), we have
conditions (C 3 ), and (C 1 ) yield ζ p+1 (t 1 ) =ŵ λ * (t 1 ) = ζ * p+1 ; taking into account (28), we obtain ζ(t 1 ) = (ζ * 1 , ..., ζ * n ) = ζ * , which implies that y(t 1 ) = φ −1 (ζ(t 1 )) = φ −1 (ζ * ) = x * . Finally, we obtain from (C 3 ), and from (C 1 )
which yields:
(because the definition of the Lie derivative does not depend on coordinates). Therefore, y(·), and ψ(·, ·) satisfy condition 6) of theorem 4.1 as well. The proof of theorem 4.1 is complete.
Proof of lemma 5.1.
Consider the following control system of ordinary differential equations
(If p = 1, then the first row is empty by definition) with states x∈R n , (t, x)∈E, and controls v∈R 1 . Since the Jakoby matrix ∂ϕ ∂x (t, x) is invertible for all (t, x)∈E (see condition 1) of theorem 4.1), we can rewrite (31) in its standard forṁ
where ̥(·, ·, ·) is given by
. . .
Given (τ,x) ∈ E and v(·)∈L ∞ (I; R 1 ), denote by t →x(t, τ,x, v(·)) the maximal trajectory of system (31) with the control v(·) and with the initial condition x(τ, τ,x, v(·)) =x (of course, (t, x(t, τ,x, v(·))) ∈ E for all admissible t). In addition, if v = v(t, x) is a feedback control, which can be time-varying, and even discontinuous, defined in some open subset E ⊂ E, in general, and if (τ,x) ∈Ẽ, then we denote by t → x(t, τ,x, v(·, ·)) the (maximal) trajectory of (31) such that x(τ, τ,x, v(·, ·)) =x as well (if this trajectory is well-defined). From conditions 2) and 3) of theorem 4.1, it follows that
and then, using the Gronwall-Bellmann lemma, we get the existence of δ > 0 such that the trajectory t → x(t, T, x T , v(·)) of system (32) is well-defined for all t∈I, and
for all t∈I,
for every v(·) ∈ L ∞ (I; R 1 ) where ε 2 > 0 was defined in (23) .
By definition, put:
of the form
each of which belongs to
.., N), and N finite sequences of numbers µ i ={µ
is well-defined, and
where v i (t, x), i = 1, ..., N are given by
and satisfy the conditions
with δ defined in (36) .
(According to the definition of the diffeomorphisms Φ
k=1 which was given in section 2, we have: Φ
First we assume that lemma 6.1 is already proved, and prove lemma 5.1. The proof of lemma 6.1, in turn, is based on condition (B) for system (3) and is given in Appendix (we point out that it is a modification of the proofs of lemmas 3.4, and 3.1.1 from [20] ; in particular, condition (B) allows us to find v i (t, x) given by (41), and satisfying (42)). Let x(·) be a curve from lemma 6.1. To make the proof of lemma 5.1 clearer, we assume that
k=1 consists of one element only, and then, to simplify the notation, we put µ i := µ (36), and taking into account (38)-(40), and condition 2) of lemma 6.1, we get
. Without loss of generality, we assume that τ * N 0 +1 =t 1 +σ; otherwise, with slight abuse of notation, we put by definition τ * N 0 +1 :=t 1 +σ, whereas τ * i , i=1, ..., N 0 are the same (the terminal point of the curve y(·) mentioned in lemma 5.1 is t 1 +σ, and, therefore, we should deal with [t 1 +σ, T ] instead of [t 1 , T ] in this section).
Take any ε 3 > 0 such that ε 3 < ε 2 2
. For any τ ≤t in [t 1 +σ, T ], we put by definition:
[ can be chosen such that Γ in (44) satisfies the conditions
Put σ 0 := min{ 
and such that the feedback control v κ (t, x) given by
satisfies the condition
where M is given by
For instance, given κ={σ i }
Let us remark that our vector field ν κ (t) is actually time-varying only around the moments of switching τ * i , which allows us to construct the smooth feedback control (50). If each ν i were a sequence of vector fields {ν
k=1 , we would have to take into account each switching from ν k i (·) to ν k+1 i (·). The above-mentioned convex combinations would become more complicated, but the idea would be the same.
To simplify the notation, put ν κ (t) := ν κ (t, ·).
Lemma 6.2 There exists κ={σ
such that the corresponding trajectory t → x κ (t) := x(t, T, x T , v κ (·, ·)) of system (31) with the (smooth) feedback control v κ (·, ·) given by (50) and with the "initial" condition x κ (T ) = x T is well-defined for all t ∈ [t 1 +σ, T ], and satisfies the condition
(which implies (t, x κ (t))) ∈ Γ, whenever t ∈ [t 1 +σ, T ]). To prove lemma 6.2, we just note that
and v κ (t, x) = v(t, x), whenever t∈
, where
with v i (t, x) defined in (41). In addition,
Therefore, if σ i > 0 are small enough, then t →x κ (t) is well-defined on [t 1 +σ, T ], and x κ (·) − x(·) C(I;R n ) is small enough, which can be proved by the standard argument based on the Gronwall-Bellmann lemma. The proof of lemma 6.2 is complete.
Finally, we put: µ(t):=µ κ (t), ν(t):=ν κ (t), t∈[t 1 +σ, T ], with µ κ (t), ν κ (t) from lemma 6.2, and
ν(t) (Ω ε 3 (x κ (t))) (56) Let us show that y(·) defined by (55) satisfies conditions 1),2),3) of lemma 5.1. Indeed, taking into account that x κ (t) = Φ µ(t) ν(t) (y(t)), we obtain from (55), and from (31):
By the construction, ν(t) ∈ ∆ n−p−1 , for all t; therefore
for every admissible y and t. In addition, from (A),(B) it follows that
Therefore, we get from (57), (58)
Combining this with (58), (31) , (50), (55) we obtain that the last equality holds for j = p as well. On the other hand, by the definition ofψ j (t, y), the obtained equalities
are equivalent to ∂ψ j ∂y (t, y(t))ẏ(t) = ∂ψ j ∂y (t, y(t))a(y(t)), j = 1, ..., p.
Finally, by the construction, µ(T ) = 0, which yields y(T ) = Φ
and µ(t 1 +σ) = 0, which yields: y(t 1 +σ) = Φ −µ(t 1 +σ) ν(t 1 +σ) (x κ (t 1 +σ)) = x κ (t 1 +σ). Combining this with (43) and (53), we obtain: y(t 1 +σ) ∈ Ω ε 2 (z(t 1 +σ)), which yields condition 3) of lemma 5.1. Let (t, x) → ψ(t, x) = (ψ 1 (t, x) , ..., ψ n (t, x)) ∈ R n be any map
T ]} such that, for every fixed t ∈ I, we have ψ(t, y(t)) = 0, and the map x → (ψ 1 (t, x), ..., ψ n (t, x)) defines canonical coordinates for system (3) in the neighborhoodG t := {z ∈ R n | (t, z)∈G} of y(t 
.., n are any vector fields on R n such that ∆ i (x) = span{ω n−i (x), ω n−i+1 (x), ..., ω n (x)} for all x∈R n , i=0, ..., n−1. This map is a local diffeomorphism in some neighborhood of t i =0, i=1, ..., n, and the inverse map x → ψ(t, x) defines canonical coordinates in a neighborhood of y(t) for every fixed t ∈ [t 1 +σ, T ], and satisfies the condition ψ(t, y(t)) = 0 ∈ R n , t ∈ [t 1 +σ, T ]).
Then, since the definition of the Lie derivative is coordinate-free, we obtain from (59)
which yields conditions 1), and 2) of lemma 5. ν m(l) (x)) whenever (t, x) ∈ T m(l) ,
and then we define the following (discontinuous!) feedback control v = v(t, x) in Σ := l 0 l=1 Σ l for system (31) v(t, x) := v l (t, x) whenever (t, x) ∈ Σ l , l = 1, ..., l 0 .
Then, the following statement holds. Lemma 7.1 There are a unique trajectory x(·) ∈ C(I; R n ) of system (31) t, x(t)) ∈ T and |v(t, x(t))| < δ
for all t ∈ I.
2) For every j=1,...,N we obtain (t, x(t)) ∈ Σ l j ;ẋ(t) = ̥(t, x(t), v(t, x(t))) for all t∈]τ * j+1 , τ * j [
where ̥ is defined in (33) , and Θ l (·), ϑ l (·) are given in the definition of Σ l .
Proof of lemma 7.1. We will prove the existence and the uniqueness of x(·) and the corresponding {Σ l i } N i=1 by the induction over i=1, ..., N. In addition, we will prove (by induction on i=1, ..., N) that the trajectory x(·) and the functions (t, x) →s l (t, x) , and (t, x) →t l (t, x), given by s l (t, x) = t − ϑ l (x), t l (t, x) = t − Θ l (x), (t, x) ∈ R × R n (72) satisfy the conditions 3(t − τ ) 2 ≥ s l (t, x(t)) − s l (τ, x(τ )) ≥ t − τ 2 ; 3(t − τ ) 2 ≥ t l (t, x(t)) − t l (τ, x(τ )) ≥ ≥ t − τ 2 for all t > τ, {t, τ } ⊂ [τ * i , T ], l = 1, ..., l 0 .
For i = 1, we put by definition: τ * i = τ * 1 = T. At this stage, we have empty set of l j , Σ l j , and empty set of equalities (70), (71), (73), j=1, ..., i−1, and the algorithm for getting l 1 , Σ l 1 , and τ * 2 is the same as in the general case i≥1, which we consider now. Assume that, for some i ≥ 1, there are a unique sequence {l j } 
