Responses of surface and underground scintillation detectors of Yakutsk array are calculated for showers initiated by primary particles with energy E 0 ≥ 10 17 eV within the frameworks of QGSJet01d, QGSJet-II-04, SIBYLL-2.1 and EPOS-LHC hadron interaction models. A new estimation of E 0 is obtained with the use of various methods. The resulting energy is lower compared to the obtained with earlier method by factor ∼ 1.33.
I. INTRODUCTION
Energy spectrum of ultra-high energy cosmic rays (UHECR), cosmic rays (CR) with E 0 ≥ 10 17 eV energy, is one of the main links in the chain of complex problems associated with understanding the nature of primary particles with such energy. Mechanisms of their production and acceleration in astrophysical sources and various effects they experience during the propagation in the Universe have direct effect on the observed primary CR spectrum.
Recently, a significant progress has been achieved in interpretation of its structural features in the ultra-high energy domain. The black-body cutoff at E 0 ∼ 6 × 10 19 eV predicted by Greisen [1] and Zatsepin and Kuz'min [2] (the GZK cutoff) has been confirmed [3, 4] , thus pointing at extragalactic origin of the most energetic CR particles. The second knee (at ∼ 10 17 eV) and the ankle (at ∼ 10 18 eV) are commonly associated with a transition between galactic and extragalactic CR components; and though its exact location on the energy scale is not known precisely, there are plenty of theoretical scenarios compatible with existing experimental observations (e.g. [5] [6] [7] ).
tered with detectors of the same type placed below the ground level, in order to prevent electromagnetic contamination by creating a shield with 1 ×sec θ GeV threshold. Cherenkov light emitted by EAS charged particles is recorded with integral Cherenkov detectors based on the FEU-49 photomultiplier tube.
Cherenkov component carries information about ∼ 80 % of primary energy dissipated in the atmosphere and, thus, enables to determine E 0 with calorimetric method [15] [16] [17] [18] [19] . This method defines the E 0 as a sum of energies of all EAS components and connects it with experimentally measured value ρ s,600 (it will be discussed in greater detail in Section III).
Originally, it was introduced in [20] for energies ∼ 10 15 eV. In Yakutsk experiment it was applied to showers with E 0 ≃ (1.0 − 100) × 10 17 eV at zenith angles θ ≤ 45
• [15, 16] and resulted in the following approximation for primary energy reconstruction:
where x 0 = 1020 g/cm 2 , ρ s,600 (θ) is the density of charged particles (m −2 ) measured by SSDs at the distance R = 600 m from shower axis and λ ρ is attenuation length. Later, the relations (1) and (3) were changed slightly (see [17] [18] [19] ):
λ ρ = (450 ± 44) + (32 ± 15) · log 10 ρ s,600 (0
The intensity of the CR energy spectrum estimated with the use of (4) turned out to be significantly higher than the world data (see e.g. [21] ). In [22] estimation of E 0 for Yakutsk data was presented obtained for primary protons within the framework of QGSJet01 model, which was 1.6 times lower than (4). Here we consider energy calibration of registered showers based on modern CORSIKA code (version 6.7370) [23] .
II. LATERAL DISTRIBUTION OF THE DETECTOR SIGNAL
Basic EAS parameters measured in Yakutsk experiment (arrival direction, coordinates of the shower axis, primary energy) are reconstructed with lateral distribution function (LDF) of all particles (electrons, muons and high-energy photons) which are registered by SSDs. These particles pass through a multilayer shield consisting of snow, iron, wood and aluminium (total thickness amounts to ∼ 2.5 g/cm 2 ) and then -through a 5 cm thick scintillator (with the density ∼ 1.06 g/cm 3 ). The energy deposit in a scintillator ∆E s (R) is proportional to the number of particles passed though a detector and is measured in relative units:
where E 1 = 11.75 MeV, which is the energy released in a scintillator during the passage of a vertical relativistic muon (the response unit).
Scintillation detectors are calibrated and controlled with the use of amplitude density spectra from background cosmic particles [24] . Herewith, the integral spectra of two types are used. First one -a spectrum from a single detector, which is controlled by a nearby detector mounted in the same station (the so-called "spectrum of double coincidence" with the frequency ≃ (2 − 3) s −1 ). Second one -uncontrolled spectrum with the frequency ∼ 200 s −1 , which is used to calibrate muon detectors. Both spectra are described by a power law:
where values of η for both spectra were obtained experimentally. For spectrum of the first type η = 1.7 and for spectrum of the second type η = 3.1. ρ = U/U 1 -particle density measured in units of signal amplitude U 1 from a reference detector during the passage of a vertical relativistic cosmic muon. The procedure of calibration and control consists of continual monitoring of the U 1 value in all detectors by periodical measurements of their density spectra. The procedure is performed once a two days. Spectra of double coincidence are collected for 2 hours, uncontrolled spectra -for 30 minutes.
Within the framework of models QGSJet01d [25] , QGSJet-II-04 [26] , SIBYLL-2.1 [27] and EPOS-LHC [28] we calculated LDF of the SDD response in showers, initiated by primary protons and iron nuclei with energies 10 17.0 − 10 19.5 eV arriving at different zenith angles. FLUKA package [29, 30] was chosen for treatment of lower energy interactions.
At first, the response u m (ǫ, θ) from a single particle of a type m (where m is electron, muon or gamma-photon) with energy ǫ was calculated. During the calculation, all the main precesses occurring in the detector during energy release/consumption with corresponding cross-sections were put into consideration: ionization and bremsstrahlung -for charged particles; pair production and delta-electrons from Compton effect -for gamma-photons. Then the development of air shower was simulated with CORSIKA code. For each set of primary parameters (mass of primary particle, its energy and incident zenith angle) 500 showers were simulated. In order to speed-up the simulation, the "thin-sampling" mechanism, introduced in [31] , was activated in the CORSIKA code [23, 32] . The thinning level ǫ th. = ǫ min /E 0 , controlling the minimal energy of secondary particles ǫ min treated by CORSIKA, was defined in the interval 3.16 · 10 −6 , 10 −5 and weight limit of secondary particles w max -in the interval 10 4 , 3.16 · 10 6 , depending on the primary energy. This was done in order to limit the growth of artificial fluctuations induced by thin-sampling in showers with lower energies.
During conversion to density, the number of particles was calculated in the detector of a given area. Resulting showers were averaged together and mean energy spectra d m (ǫ, R, θ) were calculated for all particle types in intervals (log 10 R j , log 10 R j + 0.04). The signal (6) at a distance R was defined as a sum of responses: where I m -the number of particles of a type m hitting a detector at a distance R.
On Fig.1 the dependence of the value log 10 (ρ s,600 (0
protons (open circles) and iron nuclei (black circles) as predicted by QGSJet01d model.
They satisfy the relation:
Other models -QGSJet-II-04, SIBYLL-2.1 and EPOS-LHC -give the following estimations correspondingly:
Averaging over all models gives the dependence:
which resulted in a lower estimated value of E 0 by factor 1.20 when compared to (1) and by
when compared to (4).
Zenith-angular dependences of log 10 (ρ s,600 (θ)/E 0 ) according to QGSJet01d model are shown on Fig.2 . They satisfy a linear dependency with λ ρ = 415 ± 15 g/cm 2 at any composition of primary CR when sec θ is lesser than:
where a = 1.26 and b = 0.077. In the case of protons the relation (14) is agreeable for inclined showers with a = 1.477, at E 0 = 10 19 eV, with attenuation length λ ρ = 415 g/cm 2 and for θ ≤ 50
• . In other cases the dependency is more complex.
III. CALORIMETRIC METHOD
We considered the energy balance starting from the example of experimental data from [15, 16] . Earlier, these data had provided a basis for the calorimetric method of [16] . E 0 estimation adopted for the Yakutsk array. The observables and main components constituting the primary energy are given in Tables I and II 
where E γ is energy of gamma-photons on observation level, E ion. -summary ionization losses of all electrons and positrons. It is proportional to the total flux F of Cherenkov 10.190 radiation in the atmosphere:
where k (eV/photon eV −1 ) is the scaling factor:
On Fig.3 , the dependence of the scaling factor (17) from the path from x max to observation level (x obs. = x 0 × sec θ g/cm 2 ) is shown. The flux F is determined with respect to its attenuation by factor 1.15 due to Rayleigh scattering in clean atmosphere and degradation of the relative transparency in sampling events [15, 16] by factor 1.1. It is given for radiation interval 1 eV: where F obs. is the flux measured in experiment with integral Cherenkov light detectors and ∆ǫ = 12400
Here λ 1 = 3000Å, λ 2 = 8000Å. The energy E el. is the amount of primary energy carried by electrons and positrons to the observation level. It was estimated by integrating the differential energy deposit over the cascade curve N e (x) below the observation level x obs. :
where λ N ≃ 240 g/cm 2 . N e (x obs. ) is the number of electrons at observational level, which was determined from the relation:
where N s (x obs. ) and N µ (x obs. ) are mean values of the total number of responses from all particles and muons with 1 GeV threshold, obtained by integrating of experimentally measured corresponding LDFs [15, 16] . The ratio 1.8 accounts the difference between the numbers of muons measured by SSDs and underground detectors with 1 GeV threshold. It was derived from earlier calculations [16] and is roughly agreeable with present simulation.
Energy of muons was measured experimentally:
where E 1µ = 10.6 GeV, which is the mean energy of a single muon.
From the data given in Table II , averaged over all models, the summary value E i +E el. +E µ amounts to ≃ 93 % from primary energy. The rest of it (∆E) is not controlled by the array. It includes energy of neutrinos, energy transferred to nuclei in various reactions and ionization losses of muons and hadrons in the atmosphere. In [15, 16] this value was obtained from earlier calculations and is roughly consistent with predictions obtained with CORSIKA.
IV. DISCUSSION
Summary values of all constituents are given in the rightmost column of the Table II. The value E 0 = 1.173 × 10 18 eV in the "experiment" column exceeds the mean value E 0 = 0.997 × 10 18 eV obtained in simulation by factor ≃ 1.177. This difference is a result of overestimation of the scaling factor k, occurred in [15, 16] , where it was determined as k = 3.7 × 10 4 eV/photon eV −1 , while simulation with CORSIKA gave k = 3.157 × 10 4 eV/photon eV −1 .
The new estimation of primary energy obtained with the use of calorimetric method described above is given in the bottom row of the Table II. The value E 0 = 1.019 × 10 18 eV was determined with corrected values E i = k · F , E 1µ = 10.3 GeV and ∆E. It is shown on Fig.4 together with other data from [16] with black circles. White circles represent the data from [17, 18] reprocessed with the revised values of F and E ion. with the account of the adjusted atmosphere transparency and with introduction of a new scaling factor k (see Fig.3 ). Solid line represents the dependency:
which describes all the experimental data when ρ s,600 (18.2 • ) is converted to vertical with the use of (2) with λ ρ = 415 g/cm 2 . Dotted and dashed lines reflect the relations (11) and (12) FIG. 4 . Energy E 0 reconstructed from the parameter ρ s,600 (θ) in showers with cos θ = 0.95. Symbols represent the data given in [16] and [17, 18] reprocessed with the new calorimetric estimation.
Solid line represents the best fit to all data.
which signify limits of the interval containing predictions of all the abovementioned models.
The closest to experiment are QGSJet-II-04 and EPOS-LHC though one cannot exclude the credibility of two others.
On Fig.5 the CR energy spectra are shown measured by modern giant EAS arrays. Circles and squares (showers selected by master triangles with 500 m and 1000 m sides correspondingly) represent the data of the Yakutsk experiment [33] . Energy E 0 , estimated with the use of expressions (4) and (5), are shown with red symbols; open symbols represent the same data with energy estimated according to (23) ; green symbols -according to (13) . Black triangles represent TA SD data [34] , blue triangles -PAO [35] .
V. CONCLUSION
Application of the CORSIKA code to the Yakutsk EAS array data provided an opportunity to critically examine the experiment's energy calibration which for a long time has been a subject of debates and controversy among our colleagues from other world EAS arrays. This became possible thanks to the availability of modern EAS development models to a wide range of researchers. With these models we have managed to calculate the responses of scintillation detectors and obtain a set of probable estimations for primary energy (9) (10) (11) (12) . Calculations have revealed, that in relations (1) and (4) the energy dissipated in the atmosphere in the form of electromagnetic component, was overestimated by (12 − 17)% depending on the shower maximum x max (see Fig.3 ). This was made worse in (4) due to underestimation of the atmosphere transparency by ≃ 17%. The new calorimetry (23) has lead to a lower estimated value of E 0 in comparison with (4) by factor ≃ 1.33 and in decreased intensity of the CR energy spectrum measured on the Yakutsk EAS array (see Fig.5 ).
Independent techniques of E 0 estimation from SSD LDFs (13) and with the use of calorimetric method (23) gave close results, which agree with simulations within (10 − 15)%. At E 0 ≥ 8 × 10 18 eV they do not contradict the TA data [34] and consistently point at the steepening of the primary CR spectrum in the region of extreme energies (E 0 ≥ 3×10 19 eV).
This steepening does not contradict to GZK cutoff but, probably, has a different astrophysical reason. As for the difference in spectral intensities at E 0 ≤ 8 × 10 18 eV, it could have other reasons. Probably, it is the effect of systematical errors in primary energy reconstruc-tion techniques adopted by different experiments. But one cannot exclude that the said difference is caused by geographical locations of arrays observing different regions of the sky.
In [13] such a correlation had been noticed. Our current plan is to continue the elaboration of E 0 estimation at the Yakutsk array with a more detailed analysis of the Cherenkov light data.
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