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RIEMANN-ROCH FOR EQUIVARIANT K-THEORY
AMALENDU KRISHNA
Abstract. The goal of this paper is to prove the equivariant version of Bloch’s
Riemann-Roch isomorphism between the higher algebraic K-theory and the
higher Chow groups of smooth varieties. We show that for a linear algebraic
group G acting on a smooth variety X , although there is no Chern character
map from the equivariant K-groups to equivariant higher Chow groups, there is
indeed such a map KGi (X)⊗R(G)R̂(G)
ch
−→ CH∗
G
(X, i)⊗S(G)Ŝ(G) with rational
coefficients, which is an isomorphism. This implies the Riemann-Roch isomor-
phism K̂G
i
(X)
bτ
G
X−−→ ̂CH∗
G
(X, i). The case i = 0 provides a stronger form of the
Riemann-Roch theorem of Edidin and Graham (cf. [6]).
1. Introduction
A variety in this paper will mean a reduced, connected and separated scheme of
finite type with an ample line bundle over a field k. This base field k will be fixed
throughout this paper. Let G be a linear algebraic group over k acting on such
a variety X . Recall that this action on X is said to be linear if X admits a G-
equivariant ample line bundle, a condition which is always satisfied if X is normal
(cf. [26, Theorem 2.5] for G connected and [27, 5.7] for G general). All G-actions
in this paper will be assumed to be linear. For i ≥ 0, let KGi (X) (resp. G
G
i (X))
denote the ith homotopy group of the K-theory spectrum of G-equivariant vector
bundles (resp. coherent sheaves) on X . The G-equivariant higher Chow groups
CH∗G(X, i) of X were defined by Edidin and Graham (cf. [7], also see below for
more detail) as the ordinary higher Chow groups of the quotient space X
G
× U ,
where U is an open subscheme of a representation of G on which the action of G
is free, and its complement is of sufficiently high codimension.
It has been known for a long time that in the non-equivariant case, there is a
Riemann-Roch isomorphism G0(X)Q → CH
∗ (X, 0)Q (cf. [11]). It is an impor-
tant question to know if there are functorial Chern character and Riemann-Roch
maps from K-theory spaces to a given cohomology theory, and if these maps are
isomorphisms with rational coefficients. It was proved by Bloch (cf. [2, Theo-
rem 9.1]) that for a quasi-projective variety X , there are Riemann-Roch maps
Gi(X) → CH
∗(X, i) which are isomorphisms with rational coefficients. It then
follows that if X is smooth, the Chern character maps Ki(X)Q → CH
∗(X, i)Q
defined by Gillet in [12] are also isomorphisms.
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In this paper, we address the question of extending this result to the equivariant
setting. It is not difficult to see however that unlike in the non-equivariant case,
one can not expect such an isomorphism between the equivariant K-groups and
higher Chow groups without perturbing them in some way. For example, for a finite
cyclic group G of order m, one knows that KG0 (k)Q is a Q-vector space of rank
m, while CH∗G(X, 0)Q is a Q-vector space of rank 1. This makes the equivariant
Riemann-Roch problem more subtle than the ordinary one.
For finite group actions, the structure of GG(X) was analysed in [37]. The case
that G acts on a smooth variety X with finite stabilizers was treated in [32] and
[33]. In this case, one shows that GG(X)Q splits as a product from which one can
deduce the equivariant Riemann-Roch for CH∗G (X, 0).
The situation is much more subtle when the stabilizers are not finite. Edidin
and Graham proved the following fact. Denote by R(G) the ring of representations
of G, tensored with Q; call IG ⊂ R(G) the ideal of virtual representations of rank
zero.
Theorem 1.1 (Edidin-Graham, [6]). Let X be a separated algebraic space, and let
ĜG0 (X) denote the IG-adic completion of the R(G)-module G
G
0 (X)Q. Then there is
a Riemann-Roch map
τ̂GX : Ĝ
G
0 (X)→
∞∏
j=0
CHjG(X, 0)Q,
which is an isomorphism.
Now, one can ask, first, if the completions of Edidin-Graham at the G0-level
is the minimal perturbation one requires to define and prove Riemann-Roch iso-
morphisms in the equivariant setting, and second, if such isomorphisms could be
established also for the higher equivariant K-groups. Our goal in this paper is to
answer these two questions, in the particular case that X is smooth. We show that
the difference between the equivariant and the non-equivariant cases occurs already
at the level of K0 of the base field: once this difference is taken into account, one
can define and prove the Riemann-Roch and Chern character isomorphisms for
equivariant higher K-theory just like Bloch’s theorem in the non-equivariant case.
We set up some notations before we state our main result. For a linear algebraic
group G over k as above, let R(G) denote the ring of virtual representations of G
and let IG be the ideal of the rank zero virtual representations, i.e., IG is the kernel
of the rank map R(G)→ Z. It is easy to see that R(G) is same as the Grothendieck
groupKG0 (k). Let R̂(G) denote the completion of the ring R(G) with respect to the
ideal IG. Let S(G) denote the equivariant Chow ring CH
∗
G(k, 0) =
⊕
j≥0CH
j
G(k, 0)
and let JG denote the irrelevant ideal
⊕
j≥1CH
j
G(k, 0). Let Ŝ(G) denote the JG-
adic completion of S(G). We shall call IG and JG as the augmentation ideals of
the rings R(G) and S(G) respectively, conforming to the notations already in use
in the literature. Let ÎG (resp. ĴG) denote the extension of IG (resp. JG) in the
completion R̂(G) (resp. Ŝ(G)).
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For a variety X with a G-action, put
CH∗G(X, i) =
⊕
j≥0
CHjG(X, i) for i ≥ 0.
It is known (cf. [7]) that the term on the right is an infinite sum in general.
For any such variety X , GGi (X) and K
G
i (X) are K
G
0 (X)-modules and hence the
ring homomorphism R(G) → KG0 (X) makes G
G
i (X) and K
G
i (X) R(G)-modules.
Moreover, for any G-equivariant map f : X → Y , the pull-back map f ∗ : KGi (Y )→
KGi (X) is R(G)-linear, and the projection formula (cf. [15, Ex. II.8.3]) implies that
so is the push-forward map if f is proper. At the level of equivariant higher Chow
groups, the smoothness of the classifying stack BG implies that there is an action
of CH∗G(k, 0) on CH
∗
G(X, i) (cf. [2, Proposition 5.5]) and this makes the latter an
S(G)-module. As in the case of K-groups, any G-equivariant map f : X → Y
induces an S(G)-linear pull-back map on the equivariant higher Chow groups if
Y is smooth, and an S(G)-linear push-forward map if f is proper (cf. [2, 5.8]).
For a G-variety X , let ĜGi (X) denote the IG-adic completion of the R(G)-module
GGi (X), and let
̂CH∗G(X, i) denote the JG-adic completion of the S(G)-module
CH∗G(X, i). Finally, we recall that if X is smooth, then there is a poincare´ duality
isomorphism of spectra KG(X)
∼=
−→ GG(X) (cf. [27, Theorem 1.8]). All the K-
theory and Chow groups in this paper (except in Section 2) will be tensored with
Q. We now state our main result.
Theorem 1.2. Let X be a smooth variety with a G-action. Then for any i ≥ 0,
there are Chern character maps
(1.1) c˜h
G
X : K
G
i (X)⊗R(G)R̂(G) −→ CH
∗
G(X, i)⊗S(G)Ŝ(G)
(1.2) ĉh
G
X : K̂
G
i (X) −→
̂CH∗G(X, i)
and a commutative diagram
(1.3) KGi (X)⊗R(G)R̂(G)
fch
G
X
//
uGX

CH∗G(X, i)⊗S(G)Ŝ(G)
uGX

K̂Gi (X) cchGX
// ̂CH∗G(X, i)
such that the horizontal maps are isomorphisms and the vertical maps are injective.
Moreover, these Chern character maps commute with the pull-back maps on K-
groups and higher Chow groups of smooth G-varieties, and with products.
Corollary 1.3. Let X be a smooth variety with a G-action. Then for every i ≥ 0,
there is a Riemann-Roch isomorphism
τ̂GX : K̂
G
i (X)
∼=
−→ ̂CH∗G(X, i).
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This result is the correct generalization of the Riemann-Roch theorem of Edidin
and Graham [6] to the higher K-theory. In fact for i = 0, one knows (cf. [13,
Proposition 2.1], [4, Corollary 2.3]) that the JG-adic and the graded filtrations
induce the same topology on CH∗G (X, 0). Hence the natural map
̂CH∗G(X, i)→
∞∏
j=0
CHjG(X, 0) is an isomorphism. In particular, the main result of Edidin and Graham
[6] is a special case of Corollary 1.3.
For actions with finite stabilizers, the above results can be further refined to
give the following stronger form which is strikingly similar to the Bloch’s non-
equivariant Riemann-Roch theorem. For i = 0, the Riemann-Roch in this form
was conjectured by Vistoli (cf. [36]) and proved (without the surjectivity assertion)
by Edidin and Graham (cf. [6, Corollary 5.2]).
Theorem 1.4. Let G act on a (possibly singular) variety X with finite stabilizers.
Assume that X is either smooth or, the stack [X/G] has a coarse moduli scheme.
Then for i ≥ 0, the Riemann-Roch map of Theorem 9.1 induces a map
GGi (X)
τGX−→ CH∗G(X, i),
which is surjective, and α ∈ Ker
(
τGX
)
if and only if there exists a virtual represen-
tation ǫ ∈ R(G) of non-zero rank such that ǫα = 0.
We make a few remarks on the above results. First of all, our results seem to be
best possible form of equivariant Riemann-Roch Theorem one could possibly hope
for. This is because it is unavoidable to tensor the left and the right sides of 1.1
with R̂(G) and Ŝ(G) respectively, as can be seen even at the level of finite group
actions.
The ring R(G)Q has in general infinitely many maximal ideals, besides the aug-
mentation ideal IG. For any maximal ideal m, let R̂(G)m denote the m-adic com-
pletion of R(G)Q, and let G˜
G
i (X)m denote the tensor product G
G
i (X)⊗R(G)R̂(G)m.
Then the results of this paper give a description of the group G˜Gi (X)IG in terms
of equivariant higher Chow groups. One would like to give a similar description of
G˜Gi (X)m, for any given maximal ideal m. This will be the subject of a forthcoming
sequel to this paper.
We end this section with a brief description of the contents of the various sections
of this paper. We review the definitions and various properties of the equivariant
higher Chow groups in the next section. The main result here is a self intersection
formula for the higher Chow groups. This formula is crucial for the decomposition
theorem of equivariant higher Chow groups of varieties with an action of a diago-
nalizable group. In Section 3, we prove various reduction techniques for describing
the equivariant higher Chow groups for action of arbitrary groups in terms of the
higher Chow groups for action of tori. We also prove a decomposition theorem for
the equivariant higher Chow groups of a G-variety X when certain subgroup of G
acts trivially on X . Section 4 is devoted to the description and comparison of var-
ious completions of the S(G)-modules CH∗G (X, ·) for a G-variety X . In Section 5,
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we study the notion of cohomological rigidity, which is then used to construct vari-
ous specialization maps between the equivariant higher Chow groups, analogous to
the specialization maps in equivariant K-theory in [34]. In the following section, we
prove our main decomposition theorem (Theorem 6.3) for the equivariant higher
Chow groups for action of diagonalizable groups. This is one of the crucial steps
in proving Theorem 1.2 for diagonalizable groups. In Section 7, we construct our
main objects of study, the equivariant Chern character and Riemann-Roch maps.
We also prove various properties of these maps which are useful in proving our
main results. Our approach to the proof of our main result is to eventually reduce
it to the case when the underlying group acts either with finite stabilizers or with
a constant dimension of stabilizers. Sections 8 and 9 are devoted to proving our
results in these cases for the action of diagonalizable groups. In Section 10, we
prove our main result for actions of diagonalizable groups. Section 11 is devoted
to proving some results for relating the equivariant K-groups and higher Chow
groups for actions of any linear algebraic groups with these groups for actions of
diagonalizable groups. We finally prove the above stated results in the last section
of the paper. We also give an application of the above Riemann-Roch theorems to
the equivariant K-theory.
2. Equivariant Higher Chow Groups
Unlike the case of the rest of this paper, all the groups in this section will be
considered with integral coefficients. We begin with a brief review of the equivari-
ant higher Chow groups from [7] and their main properties, especially those which
will be used repeatedly in this paper. Our main result in this section is the self in-
tersection formula for the higher Chow groups of smooth varieties. The analogous
formula for the higher K-theory was proved by Thomason (cf. [28, Theorem 3.1]).
Surprisingly, this formula for the higher Chow groups has still been unknown. The
equivariant version of this formula will be crucial in proving our decomposition
Theorem 6.3 for the equivariant higher Chow groups of smooth varieties with an
action of a diagonalizable group.
Let G be a linear algebraic group and let X be an equidimensional variety over
k with a G-action. All representations of G in this paper will be finite dimensional.
The definition of equivariant higher Chow groups ofX needs one to consider certain
kind of mixed spaces which in general may not be a scheme even if the original
space is a scheme. The following well known (cf. [7, Proposition 23]) lemma shows
that this problem does not occur in our context and all the mixed spaces in this
paper are schemes with ample line bundles.
Lemma 2.1. Let H be a linear algebraic group acting freely and linearly on a
k-variety U such that the quotient U/H exists as a quasi-projective variety. Let X
be a k-variety with a linear action of H. Then the mixed quotient X
H
× U exists for
the diagonal action of H on X×U and is quasi-projective. Moreover, this quotient
is smooth if both U and X are so. In particular, if H is a closed subgroup of a
linear algebraic group G and X is a k-variety with a linear action of H, then the
quotient G
H
× X is a quasi-projective scheme.
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Proof. It is already shown in [7, Proposition 23] using [9, Proposition 7.1] that the
quotient X
H
× U is a scheme. Moreover, as U/H is quasi-projective, [9, Proposi-
tion 7.1] in fact shows that X
H
× U is also quasi-projective. The similar conclusion
about G
H
× X follows from the first case by taking U = G and by observing that
G/H is a smooth quasi-projective scheme (cf. [3, Theorem 6.8]). The assertion
about the smoothness is clear since X ×U → X
H
× U is a principal H-bundle. 
For any integer j ≥ 0, let V be a representation of G and let U be a G-invariant
open subset of V such that the codimension of the complement V −U in V is larger
than j, and G acts freely on U such that the quotient U/G is a quasi-projective
scheme. Such a pair (V, U) will be called a good pair for theG-action corresponding
to j. It is easy to see that a good pair always exists (cf. [7, Lemma 9]). Let XG
denote the quotient X
G
× U of the product X×U by the diagonal action of G which
is free. We define the equivariant higher Chow group CHjG(X, i) as the homology
group Hi (Z(XG, ·)), where Z(XG, ·) is the Bloch’s cycle complex of the variety
XG. It is known (loc. cit.) that this definition of CH
j
G(X, i) is independent of
the choice of a good pair (V, U) for the G-action. One should also observe that
CHjG(X, i) may be non-zero for infinitely many values of j, a crucial change from
the non-equivariant higher Chow groups. The following result summarizes most
of the essential properties of the equivariant higher Chow groups that will be used
in this paper. Let VG denote the category of G-varieties with G-equivariant maps
and let VSG denote the full subcategory of smooth G-varieties.
Proposition 2.2. The equivariant higher Chow groups as defined above satisfy the
following properties.
(i) Functoriality : Covariance for proper maps and contravariance for flat maps.
Moreover, if f : X → Y is a morphism in VG with Y in V
S
G, then there is a pull-
back map f ∗ : CH∗G(Y, i)→ CH
∗
G(X, i).
(ii) Homotopy : If f : X → Y is an equivariant vector bundle, then f ∗ :
CH∗G(Y, i)
∼=
−→ CH∗G(X, i).
(iii) Localization : If Y ⊂ X is of pure codimension d with complement U , then
there is a long exact localization sequence
· · · → CH∗−dG (Y, i)→ CH
∗
G(X, i)→ CH
∗
G(U, i)→ CH
∗−d
G (Y, i− 1)→ · · · .
(iv) Exterior product : There is a natural product map
CHjG(X, i)⊗CH
j′
G(Y, i
′)→ CHj+j
′
G (X × Y, i+ i
′).
Moreover, if f : X → Y is such that Y ∈ VSG, then there is a pull-back via the graph
map Γf : X → X × Y , which makes CH
∗
G(Y, ·) a bigraded ring and CH
∗
G(X, ·) a
module over this ring.
(v) Chern classes : For any G-equivariant vector bundle of rank r, there are
equivariant Chern classes cGl (E) : CH
j
G(X, i)→ CH
j+l
G (X, i) for 1 ≤ l ≤ r, having
the same functoriality properties as in the non-equivariant case.
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(vi) Projection formula : For a proper map f : X → Y in VG with Y ∈ V
S
G, one
has for x ∈ CH∗G(X, ·), y ∈ CH
∗
G(Y, ·), f∗ (x · f
∗(y)) = f∗(x) · y.
(vii) Free action : If G acts freely on X with quotient Y , then there is a natural
isomorphism CH∗G(X, i)
∼=
−→ CH∗(Y, i).
Proof. Since the equivariant higher Chow groups of X are defined in terms of the
the higher Chow groups of XG, the proposition (except possibly the last property)
can be easily deduced from the similar results for the non-equivariant higher Chow
groups as in [2] and the techniques of loc. cit.. We therefore skip the proof.
For the last property, fix j ≥ 0 and choose a good pair (V, U) for the G-action
corresponding to j. Since G acts freely on X , it acts likewise also on X × V with
quotient, say XV . Then XG is an open subset of XV and XV → Y is a locally
trivial V -fibration, which implies that the map CHj (Y, i) → CHj (XV , i) is an
isomorphism by the homotopy invariance. On the other hand, the pull-back map
CHj (XV , i)→ CH
j (XG, i) = CH
j
G (X, i) is an isomorphism by the property (iii)
as j is sufficiently large. 
IfX is not equidimensional, then one defines the equivariant higher Chow groups
CHGj (X, i) as CHj+l−g(XG, i), where XG is formed from an l-dimensional represen-
tation V such that V −U has sufficiently high codimension and g is the dimension
of G. The groups CHGj (X, i) enjoy many of the properties stated above and in
particular, one has the localization sequence as above even if the closed subscheme
Y ⊂ is not equidimensional (cf. [loc. cit., Proposition 5]). It is easy to see that
CHGj (X, i)
∼= CH
d−j
G (X, i) if X is equidimensional of dimension d.
We next recall that the Chern classes cGl (E) of an equivariant vector bundle E,
as described in Proposition 2.2 above, live in the operational Chow groups Al(XG).
IfX is in VSG however, this operational Chow group is isomorphic to the equivariant
Chow group CH lG(X, 0) and the action of c
G
l (E) on CH
∗
G(X, ·) then coincides with
the intersection product in the ring CH∗G(X, ·).
Finally, we recall from loc. cit. that if H ⊂ G is a closed subgroup and if (V, U)
is a good pair, then for X ∈ VG, the natural map of quotients X
H
× U → X
G
× U
is a G/H-principal bundle and hence there is a natural restriction map
(2.1) rGH : CH
∗
G (X, ·)→ CH
∗
H (X, ·) .
Taking H = {1}, and using the homotopy invariance and the localization sequence,
one gets a natural map
(2.2) rGX : CH
∗
G (X, ·)→ CH
∗ (X, ·) .
Moreover, as rGX is the pull-back under a flat map, it commutes (cf. Proposition 2.2)
with the pull-back for any flat map, and with the push-forward for any proper map
in VG. We remark here that although the definition of r
G
H uses a good pair (V, U)
for any given j ≥ 0, it is easy to check from the homotopy invariance that rGH is
independent of the choice of the good pair (V, U).
As mentioned before, our main goal in this section is to prove a self-intersection
formula for the ordinary and equivariant higher Chow groups. Our main technical
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tool to prove this is the deformation to the normal cone method. Since this tech-
nique will be used several times in this paper, we briefly recall the construction
from [11, Chapter 5] for our as well as reader’s convenience. Let X be a smooth
variety over k and let Y
f
→֒ X be a smooth closed subscheme of codimension d ≥ 1.
Let M˜ be the blow-up of X×P1 along Y ×∞. Then BlY (X) is a closed subscheme
of M˜ and one denotes its complement by M . There is a natural map π : M → P1
such that π−1(A1) ∼= X ×A1 with π the projection map and π−1(∞) ∼= X ′, where
X ′ is the total space of the normal bundle NY/X of Y in X . One also gets the
following diagram, where all the squares and the triangles commute.
(2.3) Y
i0
//
u′
##G
GG
GG
GG
GG
f

Y × P1
pY
rr
F

Y
i∞
oo
f ′

Y × A1
F ′

j′
99rrrrrrrrrr
X
h
//
u
##H
HH
HH
HH
HH
M X ′
i
oo
X × A1
j
99rrrrrrrrrrr
In this diagram, all the vertical arrows are the closed embeddings, i0 and i∞ are the
obvious inclusions of Y in Y ×P1 along the specified points, i and j are inclusions
of the inverse images of ∞ and A1 respectively under the map π, u and f ′ are
are zero section embeddings and pY is the projection map. In particular, one has
pY ◦ i0 = pY ◦ i∞ = idY .
We also make the observation here that in case X is a G-variety and Y is G-
invariant, then by letting G act trivially on P1 and diagonally on X × P1, one
gets a natural action of G on M , and all the spaces in the above diagram become
G-spaces and all the morphisms become G-equivariant. This observation will be
used later on in this paper.
We shall need the following result about the higher Chow groups which is an
easy consequence of Bloch’s moving lemma.
Lemma 2.3. Let
W
i′
//
j′

Y
j

Z
i
// X
be a fiber diagram of closed immersions such that X and Y are smooth. Then one
has i∗ ◦ j∗ = j
′
∗ ◦ i
′∗ : CH∗(Y, ·)→ CH∗(Z, ·).
Proof. Since X and Y are smooth, we can assume them to be equidimensional.
Let ZpZW (Y, ·)
iY
→֒ Zp(Y, ·) be the subcomplex which is generated by cycles on
Y × ∆· which intersect all faces of Z × ∆· and W × ∆· properly. Similarly, let
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ZpZ(X, ·)
iX
→֒ Zp(X, ·) be the subcomplex generated by cycles on X × ∆· which
intersect all faces of Z × ∆· properly. Then iX and iY are quasi-isomorphisms
by the moving lemma (cf. [21, Theorem 1.10]). However, if V ∈ ZpZW (Y, ·) is an
irreducible cycle in Y ×∆n, then the conclusion of the lemma is checked easily. 
Lemma 2.4. Consider the diagram 2.3 and let y ∈ CH∗(Y,m). Then there exists
z ∈ CH∗(M,m) such that f∗(y) = h
∗(z) and f ′∗(y) = i
∗(z).
Proof. Put y˜ = p∗Y (y) and z = F∗(y˜). Then
f∗(y) = f∗ ((pY ◦ i0)
∗(x))
= f∗ ◦ i
∗
0 ◦ p
∗
Y (y) = f∗ ◦ i
∗
0 (y˜)
= f∗ ◦ u
′∗ ◦ j′∗ (y˜)
= u∗ ◦ F ′∗ (j
′∗ (y˜)) (by Lemma 2.3)
= u∗ ◦ j∗ ◦ F∗ (y˜) (since j is an open immersion)
= h∗ ◦ F∗ (y˜) = h
∗(z).
Similarly,
f ′∗(y) = f
′
∗ ((pY ◦ i∞)
∗(x))
= f ′∗ ◦ i
∗
∞ ◦ p
∗
Y (y) = f
′
∗ ◦ i
∗
∞ (y˜)
= i∗ ◦ F∗ (y˜) (by Lemma 2.3)
= i∗(z).

Theorem 2.5 (Self-intersection Formula). Let Y
f
→֒ X be a closed immersion
of smooth varieties of codimension d ≥ 1, and let NY/X be the normal bundle of Y
in X. Then one has for every y ∈ CH∗(Y, ·), f ∗ ◦ f∗(y) = cd
(
NY/X
)
· y.
Proof. We first consider the case when X
p
−→ Y is a vector bundle of rank d and f
is the zero section embedding so that p ◦ f = idY . In that case, we have
f ∗ ◦ f∗(y) = f
∗ ◦ f∗ (f
∗ ◦ p∗(y))
= f ∗ (f∗(1) · p
∗(y)) (by Proposition 2.2 (vi))
= f ∗ (f∗(1)) · (f
∗ ◦ p∗(y))
= f ∗ (f∗(1)) · y
= cd
(
NY/X
)
· y,
where the last equality follows from the self-intersection formula for Fulton’s Chow
groups (cf. [11, Corollary 6.3]). This proves the theorem in the case of zero section
embedding.
Now let Y →֒ X be as in the theorem. We consider the deformation to the
normal cone diagram 2.3, and choose z ∈ CH∗(M, ·) as in Lemma 2.4. Then we
have
f ∗ ◦ f∗(y) = f
∗ ◦ h∗ (z) = i0
∗ ◦ F ∗(z)
= i∗∞ ◦ F
∗(z) = f ′∗ ◦ i∗(z)
= cd
(
NY/X′
)
· y (by the case of vector bundle above)
= cd
(
NY/X
)
· y.
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This completes the proof of the theorem. 
Corollary 2.6. Let G be a linear algebraic group over k and let Y
f
→֒ X be a closed
immersion of codimension d ≥ 1 in VSG. Then one has for every y ∈ CH
∗
G(Y, ·),
f ∗ ◦ f∗(y) = c
G
d
(
NY/X
)
· y.
Proof. Fix i, j ≥ 0 and choose and good pair (V, U) for n ≫ j + d. We can
then identify CHpG(X, i) with CH
p(XG, i) (and same for Y ) for p ≤ n. We can
also identify cGd (E) with cd(EG) for any equivariant vector bundle E on Y (cf.
[7, Section 2.4]). Now the proof of the corollary would follow straightaway from
Theorem 2.5, once we show that
(
NY/X
)
G
is the normal bundle of YG in XG. But
this follows immediately from the elementary fact that if G acts freely on a smooth
variety Z and W is a smooth closed and G-invariant subvariety of Z with normal
bundle N , then G acts freely on N , and moreover, N/G is the normal bundle of
W/G in Z/G. We leave the proof of this fact to the reader. 
3. Reduction techniques For Equivariant Higher Chow Groups
One of the important tools in the equivariant geometry is the technique of re-
ducing the study of varieties with action of an arbitrary linear algebraic groups
to the reductive and then to the diagonalizable groups. In order to successfully
apply this technique in practice, one often needs to know how certain invariants of
varieties with an action of a group G are related to these invariants for the actions
of various subgroups or quotients of G. In this section, we establish some basic
results in this direction about the equivariant higher Chow groups. We recall here
our convention that an abelian group A in the rest of this paper will actually mean
the group A⊗ZQ.
Although many of the results that follow hold also with the integral coefficients,
we shall not need them in that form.
Proposition 3.1 (Morita isomorphism). Let H be a normal subgroup of a linear
algebraic group G and let F = G/H. Let f : X → Y be a G-equivariant morphism
of G-varieties which is an H-torsor for the restricted action. Then for every i, j ≥
0, the map f induces an isomorphism of the equivariant higher Chow groups
CHjF (Y, i)
f∗
−→ CHjG (X, i) .
Proof. We first observe from [25, Corollary 12.2.2] that F is also a linear algebraic
group over the given ground field k. Now, since f is an H-torsor, it is clear that G
acts on Y via F . Fix j ≥ 0 and choose a good pair (V, U) for the F -action on Y
corresponding to j. Then V is also a representation of G in which U is G-invariant.
In particular, G acts on X × U via the diagonal action, which is easily seen to be
free since H acts freely on X and F acts freely on U . By the same reason, we see
that X×U → Y ×U is G-equivariant which is a principal H-bundle. This in turn
implis that the map (X × U)/G→ YF is an isomorphism and hence we get
(3.1) CHjF (Y, i)
∼= CHj (YF , i)
f∗
−→ CHj ((X × U)/G, i) .
On the other hand, we have
CHjG (X, i)
∼= CH
j
G (X × V, i)
∼= CH
j
G (X × U, i)
∼= CHj ((X × U)/G, i) ,
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where the first isomorphism is due to the homotopy invariance, the second follows
from the localization property (cf. Proposition 2.2, (iii)) as j is sufficiently large,
and the third isomorphism follows from Proposition 2.2, (vii). The proof of the
proposition now follows by combining this with 3.1. 
Corollary 3.2 (cf. [6]). Let H ⊂ G be a closed subgroup and let X ∈ VH . Then
for any i, j ≥ 0, there is a natural isomorphism
(3.2) CHjG
(
G
H
× X, i
)
∼=
−→ CHjH (X, i) .
Proof. Define an action of H ×G on G×X by
(h, g) · (g′, x) =
(
gg′h−1, hx
)
,
and an action ofH×G onX by (h, g)·x = hx. Then the projection mapG×X
p
−→ X
is (H ×G)-equivariant which is a G-torsor. Hence by Proposition 3.1, the natural
map CHjH (X, i)
p∗
−→ CHjH×G (G×X, i). On the other hand, the projection map
G × X → G
H
× X is (H ×G)-equivariant which is an H-torsor. Hence we get
an isomorphism CHjG
(
G
H
× X, i
)
∼=
−→ CHjH×G (G×X, i). The corollary follows by
combining these two isomorphisms.

Theorem 3.3. Let G be a connected and reductive group over k. Let B be a Borel
subgroup of G containing a maximal torus T over k. Then the restriction maps
(3.3) CH∗B (X, ·)
rBT−→ CH∗T (X, ·) ,
(3.4) CH∗G (X, ·)
rGT−→ CH∗T (X, ·)
are respectively isomorphism and split monomorphism. Moreover, this splitting is
natural for morphisms in VG. In particular, if H is any closed subgroup of G, then
then there is a split injective map
(3.5) CH∗H (X, ·)
rGT−→ CH∗T
(
G
H
× X, ·
)
Proof. We first prove 3.3. By Corollary 3.2, we only need to show that
(3.6) CH∗B
(
B
T
× X, ·
)
∼= CH∗T (X, ·) .
By [5, XXII, 5.9.5], there exists a characteristic filtration Bu = U0 ⊇ U1 ⊇ · · · ⊇
Un = {1} of the unipotent radical B
u of B such that Ui−1/Ui is a vector group,
each Ui is normal in B and TUi = T ⋉ Ui. Moreover, this filtration also implies
that for each i, the natural map B/BUi → B/TUi−1 is a torsor under the vector
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bundle Ui−1/Ui×B/TUi−1 on B/TUi−1. Hence, the homotopy invariance gives an
isomorphism
CH∗B (B/TUi−1 ×X, ·)
∼=
−→ CH∗B (B/TUi ×X, ·) .
Composing these isomorphisms successively for i = 1, · · · , n, we get
CH∗B (X, ·)
∼=
−→ CH∗B (B/T ×X, ·) .
The isomorphism of B-varieties B
T
× X ∼= B/T × X (cf. Corollary 3.2) now
proves 3.6 and hence 3.3.
To prove 3.4, we can apply 3.3 to reduce to showing that the map CH∗G (X, ·)→
CH∗B (X, ·) is a naturally split monomorphism. By 3.2, there is an isomorphism
CH∗B (X, ·)
∼= CH∗G
(
G
B
× X, ·
)
. Moreover, there is an isomorphism of G-varieties
G
B
× X ∼= G/B × X . Thus it suffices to show for the flat and proper map f :
G/B × X → X that f ∗ is split by the map f∗. Using the projection formula of
Proposition 2.2, it suffices to show that f∗(1) = 1. But this follows directly from
[19, Theorem 2.1]. Finally, 3.5 follows from 3.4 and Corollary 3.2. 
Proposition 3.4. Let H be a possibly non-reductive group over k. Assume that
H has a Levi decomposition H = L⋉Hu such that Hu is split over k (e.g., when
k is of characteristic zero). Then the restriction map
(3.7) CH∗H (X, ·)
rHL−→ CH∗L (X, ·) ,
is an isomorphism.
Proof. Since the unipotent radical of H is split over k, the proof is exactly same as
in the proof of 3.3, where we just have to replace B and T by H and L respectively.

Remark 3.5. We point out here that though we have assumed all abelian groups
to be tensored with Q in this and the latter sections, the readers can check from
the proofs that the results of this section so far, remain true with the integral
coefficients.
A consequence of Theorem 3.3 is that the equivariant higher Chow groups for the
action of a connected reductive group G are subgroups of the equivariant higher
Chow groups for the action of a maximal torus of G. In our next result, we prove
a refinement of this by giving an explicit description of these subgroups. This is
a generalization of the analogous result Proposition 6 of [7] to equivariant higher
Chow groups. We begin with following result about the non-equivariant higher
Chow groups.
Lemma 3.6. If L is a linear variety over k and X = Y × L, then the exterior
product map
CH∗(Y, ·)⊗CH∗(k,·)CH
∗(L, ·)→ CH∗(X, ·)
is an isomorphism of CH∗(k, ·)-modules.
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Proof. We prove by the induction on the dimension of L. If L is 0-dimensional,
there is nothing to prove. So we assume that dim(L) ≥ 1 and that the lemma holds
for all linear varieties of dimension less than the dimension of L. Put CH∗(k) =⊕
i≥0CH
∗(k, i).
Since L is linear, there exists an open dense subset U ⊂ L such that U ∼= An
for some n and L′ = L − U is a linear variety of dimension less than that of L.
Moreover, the localization sequence
0→ CH∗(L′, ·)→ CH∗(L, ·)→ CH∗(U, ·)→ 0
is split exact (cf. [18]). In particular, this sequence remains exact after tensoring
with CH∗(Y, ·), and we get a diagram of localization exact sequences
0 // CH∗(Y, ·)⊗CH∗(L′, ·) //

CH∗(Y, ·)⊗CH∗(L, ·) //

CH∗(Y, ·)⊗CH∗(U, ·) //

0
// CH∗(Y × L′, ·)
i∗
// CH∗(Y × L, ·)
j∗
// CH∗(Y × U, ·) // ,
where the tensor product in the top row is over the ring CH∗(k). The left vertical
arrow is an isomorphism by induction, and the right vertical arrow is an isomor-
phism by the homotopy invariance. In particular, j∗ is surjective in all indices.
We conclude that i∗ is injective in all indices and the middle vertical arrow is an
isomorphism. 
Recall that a connected and reductive group G over k is said to be split, if it
contains a split maximal torus T over k such that G is given by a root datum
relative to T . One knows that every connected and reductive group containing a
split maximal torus is split (cf. [5, Chapter XXII, Proposition 2.1]). In such a case,
the normalizer N of T in G and all its connected components are defined over k
and the quotient N/T is the Weyl group W of the corresponding root datum.
Lemma 3.7. Let G be a connected reductive group and let T be a split maximal
torus of G contained in a Borel subgroup B. Put H = G/N , where N is the
normalizer of T in G. Then any e´tale locally trivial H-fibration f : X → Y
induces an isomorphism of higher Chow groups
f ∗ : CH∗(Y, ·)
∼=
−→ CH∗(X, ·).
Proof. We prove the lemma in several steps. In the first step, we show that the
natural map
(3.8) CH∗(k, ·)→ CH∗(H, ·)
is an isomorphism.
Since N is a closed subgroup of G defined over k, it follows from [25, Theo-
rem 12.2.1] that the quotient H is defined over k. If W denotes the Weyl group of
G, then the fibration sequence
0→W → G/T → H → 0
together with Corollary 8.3 give an isomorphism
(3.9) CH∗(H, ·) ∼= (CH∗ (G/T, ·))
W .
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Moreover, the characteristic filtration Bu = U0 ⊇ U1 ⊇ · · · ⊇ Un = {1} of the
unipotent radical Bu of B (cf. proof of Theorem 3.3) has the property that the map
G/TUi → G/TUi−1 is a torsor for the vector group Ui−1/Ui for 0 ≤ i ≤ n. The ho-
motopy invariance then implies that the map CH∗ (G/TUi−1, ·)→ CH
∗ (G/TUi, ·)
is an isomorphism. Using this isomorphism for i = 0, · · · , n, we get an isomorphism
CH∗(H, ·) ∼= (CH∗ (G/T, ·))
W ∼= (CH∗ (G/B, ·))
W .
However, as G/B is a linear variety, the natural map
CH∗ (G/B, 0)⊗QCH
∗ (k, ·)→ CH∗ (G/B, ·)
is an isomorphism (cf. [18]). In particular, we get
CH∗(H, ·) ∼= (CH∗ (G/B, ·))
W ∼= (CH∗ (G/B, 0))
W⊗QCH
∗ (k, ·) .
The proof of 3.8 now follows using the isomorphism (CH∗ (G/B, 0))W ∼= Q (loc.
cit.).
Now we consider the case when X = Y ×H and f is the projection map. Since
G/T × Y is a principal W -bundle over H × Y = X , the same argument as above
shows that there is an isomorphism
CH∗ (X, ·) ∼= CH∗ (G/B × Y, i)
W ∼= CH∗ (G/B, ·)
W⊗CH∗(k,·)CH
∗ (Y, ·) ∼= CH∗ (Y, ·) ,
where the second isomorphism follows from Lemma 3.6 and the last isomorphism
follows from 3.9 followed by 3.8. We finally prove the lemma by the Noetherian
induction on Y . We can assume Y to be reduced. If Y is 0-dimensional, then the
lemma follows from 3.8. So we assume that dim(Y ) ≥ 1 and the lemma holds for
when f is restricted to all proper closed subvarieties of Y .
Since f is e´tale locally trivial, there is an e´tale cover π : Y ′ → Y such that
X ′ = X×Y Y
′ is isomorphic to H×Y ′ and the pull-back of f to X ′ is the projection
map f ′ : X×Y Y
′ → Y ′. Moreover, as π is dominant and generically finite, there
exists an open set U ⊂ Y such that πU : U
′ = π−1(U) → U is finite and e´tale.
Letting XU = f
−1(U), we thus get a fiber square
X ′U
pi′U

f ′U
// U ′
piU

XU fU
// U
where X ′U = H × U
′ and f ′U is the projection map. Since πU is finite e´tale and fU
is smooth, we get a commutative diagram (cf. Proposition 2.2)
CH∗ (U, ·)
pi∗U
//
f∗U

CH∗ (U ′, ·)
piU∗
//
f ′∗U

CH∗ (U, ·)
f∗U

CH∗ (XU , ·)
pi′∗U
// CH∗ (X ′U , ·) pi′U∗
// CH∗ (XU , ·)
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and the projection formula implies that πU∗ ◦ π
∗
U and π
′
U∗ ◦ π
′∗
U are both multipli-
cation by the degree of πU . On the other hand, we have just shown above that the
middle vertical arrow is an isomorphism. Hence f ∗U is also an isomorphism.
Now we let Z = Y −U and put XZ = f
−1(Z). This gives the following commu-
tative diagram of fibration sequences of cycle complexes.
Zj (Z, ·) //
f∗Z

Zj (Y, ·) //
f∗

Zj (U, ·)
f∗U

Zj (XZ , ·) // Z
j (X, ·) // Zj (XU , ·)
We have just now shown that f ∗U is a quasi-isomorphism. The left vertical arrow
is a quasi-isomorphism by the Noetherian induction. We conclude that the middle
vertical arrow is also a quasi-isomorphism. 
The following theorem is an analogue of a result of Merkurjev (cf. [22, Proposi-
tion 8]) about the equivariant K-theory. However, this result for the equivariant
higher Chow groups has an advantage over Merkurjev’s theorem in that it holds for
the action of any split reductive group (though with rational coefficients) whereas
[22, Proposition 8] is known only for the groups whose derived subgroups are simply
connected, e.g., GLn(k).
Theorem 3.8. Let G be a connected and split reductive group and let T be a split
maximal torus of G. Then for any X ∈ VG, the natural map of S(T )-modules
CH∗G (X, ·)⊗S(G)S(T )→ CH
∗
T (X, ·)
is an isomorphism.
Proof. It is easy to see using the rules of the intersection product that the above
map is S(T )-linear, where the S(T )-module structure on the left is given by the
extension of scalars. So we only need to prove that this map is an isomorphism of
abelian groups. Let N denote the normalizer of T in G and let W = N/T be the
Weyl group. If (V, U) is good pair for the action of G, then XN → XG is an e´tale
locally trivial G/N -fibration. Hence it follows from Lemma 3.7 that the map
(3.10) CH∗G (X, ·)→ CH
∗
N (X, ·)
is an isomorphism. In particular, we have S(G) ∼= S(N). Thus we only need to
show that the natural map
(3.11) CH∗N (X, ·)⊗S(N)S(T )→ CH
∗
T (X, ·)
is an isomorphism.
We give the Weyl group W a reduced induced scheme structure and let r be the
cardinality ofW . Then CH∗ (W, 0) ∼= CH∗ (k, 0)
⊕r ∼= Qr with a basis {u1, · · · , ur}.
It suffices then to prove that if (V, U) is a good pair for the action of N such that
it acts freely on Y = X × U and if Y/T
f
−→ Y/N is the flat map, then the natural
map
(3.12) CH∗ (Y/N, ·)⊗QCH
∗ (W, 0)
ef∗
−→ CH∗ (Y/T, ·)
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(a1, · · · , ar) 7→
r
Σ
i=1
f ∗(ai)
is an isomorphism. For, this would imply that S(N)⊗QCH
∗ (W, 0)
∼=
−→ S(T ) and
CH∗N (X, ·)⊗QCH
∗ (W, 0) ∼= CH∗T (X, ·). But the left term of this isomorphism is
same as(
CH∗N (X, ·)⊗S(N)S(N)
)
⊗QCH
∗ (W, 0) ∼= CH∗N (X, ·)⊗S(N)S(T ).
In order to prove 3.12, let Z = Y/N and Z ′ = Y/T . Since Z ′
f
−→ Z is a principal
W -bundle, one has a fiber diagram
Z ′ ×W
pi
//
pi

Z ′
f

Z ′
f
// Z
This gives a commutative diagram
CH∗ (Z, ·)⊗CH∗ (W, 0)
f∗⊗id
//
f˜∗

CH∗ (Z ′, ·)⊗CH∗ (W, 0)
pi∗

f∗⊗id
// CH∗ (Z, ·)⊗CH∗ (W, 0)
f˜∗

CH∗ (Z ′, ·)
pi∗
// CH∗ (Z ′ ×W, ·)
pi∗
// CH∗ (Z ′, ·)
where the tensor product in the top row is over Q. The right (and the left)
vertical map is given by f˜ ∗ (a1, · · · , ar) =
r
Σ
i=1
f ∗(ai) and so is the middle vertical
map. Moreover, the composite horizontal arrows are identity. Hence f˜ ∗ is an
isomorphism as it is a retract of the middle vertical arrow, which is clearly an
isomorphism. This proves 3.12 and hence the theorem. 
Corollary 3.9. Let G be a connected and split reductive group and let T be a split
maximal torus of G with the Weyl group W . Then for any X ∈ VG, the restriction
map rGT induces an isomorphism
CH∗G (X, ·)
∼=
−→ (CH∗T (X, ·))
W .
Proof. This follows directly by taking the Weyl group invariants on the both sides
of the isomorphism in Theorem 3.8 and then using the isomorphism S(G) = S(T )W
(cf. [7, Proposition 6]). 
We end this section with the following structure theorem for the equivariant
higher Chow groups of a variety with the action of a diagonalizable group on which
certain subgroup acts trivially. An analogous result for the equivariant K-theory
for the torus action was proved by Thomason (cf. [29, Lemma 5.6]).
Theorem 3.10. Let T be a split diagonalizable group and let X ∈ VT . Let H be a
connected closed subgroup of T which acts trivially on X. Then there is a natural
isomorphism
CH∗T/H (X, ·)⊗QS(H)
iTH−→ CH∗T (X, ·) .
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Proof. Put T ′ = T/H . Since H is a torus, we can choose a decomposition (not
necessarily canonical) T = H×T ′. Fix an integer j ≥ 0 and let (V, U) and (V ′, U ′)
be good pairs for the actions of H and T ′ respectively corresponding to j as in [7,
Example 3.1]. Thus U is a product of punctured affine spaces and U/H = (Pn)r
for some n ≫ 0, where r = rank(H). Then (VT , UT ) with VT = V × V
′ and
UT = U × U
′, is a good pair for j for the action of T . Note that CHjT (X, ·) does
not depend on the choice of the decomposition of T since it does not depend on
the choice of the good pair (VT , UT ). Now we have
XT = (X × U × U
′) /(H × T ′) = (X × U ′)
T ′
× U/H = XT ′ × (P
n)r,
where the second equality holds since H acts trivially on X × U ′ and the third
equality holds because T ′ acts trivially on U . We now apply the projective bundle
formula for the non-equivariant higher Chow groups to conclude that the map⊕
p+q=j
CHp (XT ′, ·)⊗QCH
q ((Pn)r, 0)→ CHj (XT , ·)
is an isomorphism. However, CHp (XT ′, ·) ∼= CH
p
T ′ (X, ·) for all p ≤ j and
CHj (XT , ·) ∼= CH
j
T (X, ·). This finishes the proof. 
4. Completions Of Equivariant Higher Chow Groups
Let G be a linear algebraic group. Recall that the Chow ring S(G) of G is the
graded ring CH∗G (k, 0) =
∞⊕
j=0
CHjG (k, 0), and Ŝ(G) is the JG-adic completion of
S(G), where JG is the augmentation ideal of cycles of positive codimension. For
X ∈ VG, we can define various completions of the graded S(G)-module CH
∗
G (X, ·).
Our objective in this section is to analyze the relation between these completions.
Our main ingredient for this analysis is the following general algebraic result.
Let R0 be a commutative Noetherian ring and let R =
∞⊕
j=0
Rj be a finitely
generated graded R0-algebra. Let I =
∞⊕
j=1
Rj be the irrelevant ideal of R. Let
M =
∞⊕
j=0
Mj be a graded R-module which need not be finitely generated. Put
M i =
∞⊕
j=i
Mj for i ≥ 0. Then M
· defines a filtration of M by R-submodules. We
shall call this the filtration of M by grading. Let R̂ be the I-adic completion of R.
Associated to M , we define the following three modules.
M˜ = M⊗RR̂ (the weak completion of M)
M̂ = M̂I (the I − adic completion of M)
M = the completion defined by the filtration M ·
(the graded completion ofM).
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Note that M is an R̂-submodule of the product
∞∏
i=0
M/M i and the natural map
(4.1)
∞∏
i=0
Mi −→
∞∏
i=0
M/M i
(mi) 7→ ((m0, · · · , mi−1))
identifies
∞∏
i=0
Mi with M . Moreover, the map M → M is the natural embedding
of the direct sum into the direct product. All the above completions of M are
R̂-modules and there are natural maps
(4.2) M // M˜
φM
//
ψM
55M̂
θM
// M,
where φM and θM (hence their composite ψM) are R̂-linear.
Proposition 4.1. For the graded ring R, the following hold.
(i) The graded completion is an exact functor on the category of graded R-modules.
(ii) φM is an isomorphism if M is finitely generated graded R-module.
(iii) θM is an isomorphism if M is generated as R-module by a (possibly infinite)
set S of homogeneous elements of bounded degree.
(iv) ψM (hence φM) is injective for any graded R-module M .
(v) ψM need not be surjective for any graded R-module M .
Proof. To prove (i), we note that a sequence
0→ M ′ → M →M ′′ → 0
of graded R-linear maps is exact if and only if
0→M ′j →Mj →M
′′
j → 0
is exact sequence of R0-modules for every j ≥ 0. Equivalently, the sequence
0→
∞∏
j=0
M ′j →
∞∏
j=0
Mj →
∞∏
j=0
M ′′j → 0
is exact, which proves (i). The part (ii) is obvious since R is Noetherian.
For (iii), it suffices to show that the I-adic filtration and the filtration by grading
give the same topology on M . We already have I iM ⊆ M i for every i ≥ 0. So we
need to prove that for given n ≥ 1, one has M i ⊆ InM for all i ≫ 0. Since R is
a finitely generated R0-algebra, we can assume that there exists a finite set T of
homogeneous elements of positive degree in R which generate R as an R0-algebra.
Let N denote the maximum of the bounded degrees of the sets S and T , and the
cardinality of T . It suffices then to show that
(4.3) M i ⊆ InM for i ≥ N ′ = (N2n + 1)N.
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So let m ∈ Mj with j ≥ i ≥ N
′ and write m =
r
Σ
u=0
aumu with deg(mu) ≤ N .
Then for every u, we must have j = deg(au) + deg(mu) ≥ N
′, which implies that
deg(au) ≥ N
′ − deg(mu) ≥ N
′ −N = N2n. This shows that
M i ⊆ R≥N2nM.
Thus it suffices to show that R≥N2n ⊆ I
n in order to prove 4.3. So let a ∈ Rj with
j ≥ N2n and write a = at11 · · · a
tr
r with au ∈ T . We need to show that
r
Σ
u=1
tu ≥ n
(which would imply that a ∈ In). However, otherwise we would get
N2n ≤ j =
r
Σ
u=1
deg(au)tu <
r
Σ
u=1
Nn ≤ N2n,
which is absurd. This proves (iii).
To prove (iv), let M be a graded R-module. Then there exists a direct system
{Mλ} of finitely generated graded R-submodules of M such that lim−→
λ
Mλ
∼=
−→ M ,
which in turn gives lim
−→
λ
(
Mλ⊗RR̂
)
∼=
−→ M⊗RR̂. This gives us a commutative dia-
gram
lim−→
λ
(
Mλ⊗RR̂
)
//

lim−→
λ
Mλ

M⊗RR̂
ψM
// M.
The top horizontal arrow is an isomorphism by the parts (ii) and (iii) of the
proposition. We have just seen that the left vertical arrow is an isomorphism. The
right vertical arrow is injective by using the exactness of the graded completion
and the direct limit functors, plus the fact that each Mλ →֒M . Hence the bottom
horizontal arrow must be injective.
To see (v), takeM = RN. Then it is easy to check that M˜ =
(
∞∏
j=0
Rj
)N
whereas
M =
∞∏
j=0
Rj
N. Hence ψM is not surjective. 
We need a few intermediate results before we give our first application of Propo-
sition 4.1 to the equivariant higher Chow groups.
Lemma 4.2. Let G be a linear algebraic group over k such that the unipotent
radical RuG is defined over k. Let L = G/RuG be the reductive quotient of G.
Then there are natural isomorphisms R(L)
∼=
−→ R(G) and S(L)
∼=
−→ S(G).
Proof. Since RuG is defined over k, it follows from [25, Corollary 12.2.2] that the
reductive quotient L is also defined over k. Let V be an irreducible representation
of G. Then the fixed point theorem (cf. [17, Theorem 17.5]) implies that if
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the unipotent radical RuG acts non-trivially on V , then the invariance subspace
W ⊂ V is non-zero. Moreover, W is then G-invariant which contradicts the
irreducibility of V . We conclude that RuG acts trivially on V . Since R(G) is a
free abelian group on the set of irreducible representations of G, we see that the
map R(L)→ R(G) must be an isomorphism.
For proving the corresponding isomorphism of the Chow rings, we fix any j ≥ 0
and choose good pairs (V1, U1) and (V2, U2) for G and L respectively, and let G act
on V = V1⊕V2 diagonally where it acts on V2 via L. Then (V1×V2, U1×U2) is a good
pair for G. Moreover, the G-equivariant projection map U1×U2 → U2 induces the
map on quotients (U1 × U2)/G→ U2/G = U2/L. This gives the pull-back map on
Chow groups CHjL (k, i) = CH
j (U2/L, i) → CH
j ((U1 × U2)/G, i) = CH
j
G (k, i).
This gives the natural map S(L)→ S(G). To show that this is an isomorphism, we
use the isomorphism R(L)
∼=
−→ R(G) shown above and the following commutative
diagram of completions (cf. [6, Lemma 3.2]).
R̂(L) //

∏
j≥0
CHjL(k)

S(L)

oo
R̂(G) //
∏
j≥0
CHjG(k) S(L)oo
The horizontal arrows in the left square are ring isomorphisms by Theorem 1.1
and we have shown above that the left vertical arrow is an isomorphism of rings.
Thus the middle vertical arrow is also an isomorphism. The horizontal arrows in
the right square are clearly injective. We conclude from this that the right vertical
arrow is injective. On the other hand, the isomorphism of the middle vertical
arrow and the natural surjection
∏
j≥0
CHjG(k) ։ CH
j
G(k) implies that the map
CHjL(k)→ CH
j
G(k) is surjective for each j ≥ 0 and hence, the map S(L)→ S(G)
is also surjective and consequently an isomorphism. 
Remark 4.3. We remark here that isomorphism of S(L)→ S(G) in characteristic
zero follows directly from Proposition 3.4. The above indirect argument is given to
take care of the positive characteristic case when G might not have Levi subgroups.
Lemma 4.4. Let G be a linear algebraic group acting on a quasi-projective variety
X over k. Let l/k be a finite extension of k and let CH∗G (Xl, i) denote the equi-
variant higher Chow groups for the action of the group Gl on Xl. Then there are
natural maps CH∗G (X, i) → CH
∗
G (Xl, i) → CH
∗
G (X, i) such that the composite
map is multiplication by the degree [l : k] of the field extension.
Proof. Fix j ≥ 0 and let (V, U) be a good pair for the G-action corresponding to
j. Since the map U → U/G is a principal G-bundle of quasi-projective k-schemes,
we see that Ul → (U/G)l is a principal Gl-bundle. In particular, (Vl, Ul) is a good
pair for the Gl-action. Similarly, the principal G-bundle X×U → XG implies that
Xl×lUl → (XG)l is a principal Gl-bundle, which shows that the mixed quotient
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Xl
Gl
× Ul is isomorphic to (XG)l. Using this, we get
(4.4) CHjG (Xl, i)
∼= CHj
(
Xl
Gl
× Ul, i
)
∼= CHj ((XG)l, i) .
Let π : (XG)l → XG denote the natural finite map. Then the flatness of π implies
that there are pull-back and push-forward maps CHj (XG, i)
pi∗
−→ CHj ((XG)l, i)
pi∗−→
CHj (XG, i) such that π∗ ◦ π
∗ is multiplication by [l : k] by [2, Corollary 1.4]. The
proof is completed by combining this with the isomorphism in 4.4. 
Remark 4.5. It is easy to see from the above proof that if l/k is a Galois extension
in Lemma 4.4, then CH∗G (X, i) is in fact the Galois invariant of CH
∗
G (Xl, i) under
π∗ and π∗ is just the trace map. This follows for example, from [14, Lemma 8.4]
and the non-equivariant Riemann-Roch isomorphism of [2].
We next present the following two elementary results in commutative algebra
which are useful in describing when a subring of a Noetherian ring is also Noe-
therian. Recall that if B is a commutative ring containing a subring A, then one
says that A is a pure subring of B, if for any A-module M , the natural map
M →M⊗AB is injective. One example of pure subrings which often occurs is the
case when A is a retract of B as an A-module. It is known that pure subrings share
many good properties of the ambient ring. We mention here one such property
that will be useful in this paper.
Lemma 4.6. Let R be a Noetherian ring, B a finitely generated R-algebra, and A
a pure R-subalgebra of B. Then A is finitely generated over R.
Proof. Cf. [16, Theorem 1]. 
Lemma 4.7. Let R ⊂ S be an inclusion of commutative rings such that R is
Noetherian and S is finitely generated as R-algebra. Let G be a finite group of
R-algebra automorphisms of S. Then the ring of invariants SG is also a finitely
generated R-algebra, and hence Noetherian.
Proof. By [1, Proposition 7.8], one only needs to show that S is integral over SG.
So let s ∈ S and put
f(s) =
∏
σ∈G
(s− σ(s)) .
Then f(s) is clearly zero (take σ = 1 on the right). On the other hand, it is easy
to see that f(s) is a monic polynomial in s of degree equal to the cardinality of G
and with coefficients in SG. 
Let G be a linear algebraic group over k and letX ∈ VG. In the rest of this paper,
we shall follow the notations for the various completions defined in the beginning
of this section for the ring S(G) and the graded S(G)-module CH∗G (X, ·).
Corollary 4.8. Let G and X ∈ VG be as above. Then the natural maps of Ŝ(G)-
modules
˜CH∗G (X, ·)→
̂CH∗G (X, ·) and
˜CH∗G (X, ·)→ CH
∗
G (X, ·)
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are injective.
Proof. By Proposition 4.1, we only need to show that S(G) is a finitely gener-
ated Q (= S(G)0)-algebra. Now, there is a finite extension l/k such that all the
connected components of algebraic group Gl are defined over l, the identity com-
ponent G0l is split and its unipotent radical Ru (G
0
l ) is also defined and split over
l. By applying Lemma 4.4 to X = Spec(k), we see that there are pull-back and
push-forward maps S(G) → S(Gl) → S(G) such that the composite map is mul-
tiplication by the degree [l : k]. Moreover, the commutativity of the intersection
product with the pull-back, and the projection formula (cf. Proposition 2.2) show
that these maps are S(G)-linear. We conclude that S(G) is a retract of S(Gl) as
an S(G)-module, and hence a pure Q-subalgebra. By Lemma 4.6, it suffices to
show that S(Gl) is a finitely generated Q-algebra. Hence we can assume that G
has all the properties described in the beginning of the proof.
Using Corollary 8.3 and Lemma 4.7, we can assume that G is connected. By
Lemma 4.2, we can further assume that G is reductive. Since G is split, we can
now use Corollary 3.9 and Lemma 4.7 once again to reduce to the case when G is a
split torus. But then S(G) is known to be a finitely generated polynomial algebra
over Q. 
5. Cohomological Rigidity And Specializations
Let G be a split diagonalizable group over k acting on a smooth varietyX . Recall
(cf. [25, 13.2.5]) that all the diagonalizable subgroups of G are defined and split
over k. The equivariant K-theory of X for the G-action was studied by Vezzosi
and Vistoli in [34]. Their main result (Theorem 1) is to show how to reconstruct
the K-theory ring of X in terms of the equivariant K-theory of the loci where the
stabilizers have constant dimension. In the next two sections, we use the ideas of
Vezzosi-Vistoli to prove an analogous decomposition theorem for the equivariant
higher Chow groups of X for the G-action. This theorem and its compatibility
with the corresponding result for K-theory will be crucial in the proof of the main
results of this paper. Like in the case of K-theory (loc. cit.), this decomposition
can also be used to compute the equivariant higher Chow groups of many varieties
with an action of the group G such as the toric varieties. This section is concerned
with the study of cohomological rigidity and the construction of the specialization
maps in equivariant higher Chow groups. For the rest of this section and the next,
the group G will always denote a split diagonalizable group and the varieties will
be assumed to be smooth with G-action. We have seen (cf. Proposition 2.2) that
for such a variety X , CH∗G (X, ·) is a bigraged ring which is an algebra over the
ring CH∗G (k, ·). We denote the full equivariant Chow ring
⊕
j,i≥0
CHjG (X, i) of X in
short by CH∗G (X).
5.1. Cohomological rigidity.
Definition 5.1. Let Y ⊂ X be a smooth and G-invariant closed subvariety of
codimension d ≥ 1 and let NY/X denote the normal bundle of Y in X . We say
that Y is cohomologically rigid inside X if cGd
(
NY/X
)
is a not a zero-divisor in the
ring CH∗G (Y ).
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As one observes, this definition has any reasonable meaning only in the equi-
variant setting, since every element of positive degree in the non-equivariant Chow
ring is nilpotent. The importance of cohomological rigidity for the equivariant
higher Chow groups comes from the following analogue of the K-theory splitting
theorem (Proposition 4.3) of loc. cit..
Proposition 5.2. Let Y be a smooth and G-invariant closed subvariety of X of
codimension d ≥ 1. Assume that Y is cohomologically rigid inside X, and put
U = X − Y . Let Y
i
→֒ X and U
j
→֒ X be the inclusion maps. Then
(i) The localization sequence
0→ CH∗G(Y )
i∗−→ CH∗G(X)
j∗
−→ CH∗G(U)→ 0
is exact.
(ii) The restriction ring homomorphisms
CH∗G(X)
(i∗,j∗)
−→ CH∗G(Y )× CH
∗
G(U)
give an isomorphism of rings
CH∗G(X)
∼=
−→ CH∗G(Y ) ×
˜CH∗G(Y )
CH∗G(U),
where ˜CH∗G(Y ) = CH
∗
G(Y )/
(
cGd
(
NY/X
))
, and the maps
CH∗G(Y )→
˜CH∗G(Y ), CH
∗
G(U)→
˜CH∗G(Y )
are respectively, the natural surjection and the map
CH∗G(U) =
CH∗G(X)
i∗ (CH∗G(Y ))
i∗
−→
CH∗G(Y )
cGd
(
NY/X
) = ˜CH∗G(Y ),
which is well-defined by Corollary 2.6.
Proof. The part (i) follows directly from Corollary 2.6 and the definition of co-
homological rigidity. Since i∗ and j∗ are ring homomorphisms, the proof of the
second part follows directly from the first part and [loc. cit., Lemma 4.4]. 
To apply the above result in our context, we need to have some sufficient con-
ditions for checking the cohomological rigidity in specific examples. We first have
the following elementary result.
Lemma 5.3. Let A be a ring which is a Q-algebra. Then an element of the form td,
where t =
r
Σ
j=1
ajtij ∈ A[t1, · · · , tn], is not a zero-divisor for every d ≥ 1, whenever
aj ∈ Q for all j and aj 6= 0 for some j.
Proof. We can assume that aj 6= 0 ∀j. We prove by induction on n. For n = 1, it
is obvious. So we assume that the lemma holds for all n′ ≤ n− 1 and n ≥ 2.
If r = 1, then also the lemma is again obvious. So we assume r ≥ 2. Let
t = (t1, · · · , tn), and let f(t) = f0(t) + · · · + fp(t) be a polynomial such that
each fi is homogeneous of degree di such that 0 ≤ d0 < · · · < dp. If f(t) 6= 0
and tdf(t) = 0, then using the fact that td is homogeneous, it is easy to see that
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tdfq(t) = 0, where dq is the largest integer such that fq 6= 0. Thus we can assume
that f(t) 6= 0 is homogeneous of degree, say p.
Let f(t) = b1f1 + · · · + bmfm be the unique representation of f(t) as an A-
linear combination of linearly independent monomials fi’s of homogeneous degree
p. Let s ≥ 0 be the largest integer such that ts1 divides each fi. Then t
df(t) =
tdts1 (b1f
′
1 + · · ·+ bmf
′
m), where some f
′
j, say f
′
1 is not divisible by t1. Now by r = 1
case, tdf(t) = 0 implies that tdf ′(t) = 0, where f ′(t) =
m
Σ
j=1
bjf
′
j . For any element
g ∈ A[t1, · · · , tn], let g¯ denote its image in the quotient A[t2, · · · , tn]. Then we get
t¯df¯ ′ = 0 in A[t2, · · · , tn]. However, r ≥ 2 implies that t¯ 6= 0 and f¯ ′1 6= 0 by our
choice. By induction on n, this leads to a contradiction. 
Proposition 5.4. Let G be a split diagonalizable group acting on a smooth variety
X and let E be a G-equivariant vector bundle of rank d on X. Assume that there
is a subtorus T ⊂ G of positive rank which acts trivially on X, such that in the
eigenspace decomposition of E with respect to T , the submodule corresponding to
the trivial character is zero. Then cGd (E) is not a zero-divisor in CH
∗
G (X).
Proof. By [29, Lemma 5.6], E has a unique direct sum decomposition
E =
r⊕
i=1
Eχi⊗χi,
where we choose a splitting G = D × T , and Eχi’s are D-bundles and χi’s are
1-dimensional representations of T . This decomposition is via the functor
BunDX × Rep(T )→ Bun
G
X
(F, ρ) 7→ p∗1(F )⊗p
∗
2(ρ),
where p1 : D × T → D and p2 : D × T → T are the projections.
Since rank(E) = d, we have by theWhitney sum formula, cGd (E) =
r∏
i=1
cGdi (Eχi⊗χi),
where di = rank(Ei). Thus we can assume that E = Eχ⊗χ, where χ is not a trivial
character by our assumption. In particular, if Lχ is the corresponding line bundle
in PicT (k), then
(5.1) cT1 (Lχ) = t =
p
Σ
i=1
niti ∈ Q[t1, · · · , tn]
with ni 6= 0 for some i. By neglecting those i for which the coefficients ni’s are
zero, we can assume that ni 6= 0 ∀i. Now we have
cGd (E) = c
G
d (p
∗
1 (Eχ)⊗p
∗
2 (Lχ))
=
d
Σ
i=0
cGd−i (p
∗
1 (Eχ)) ·
(
cG1 (p
∗
2 (Lχ))
)i
=
d
Σ
i=0
p∗1
(
cDd−i (Eχ)
)
· p∗2
((
cT1 (Lχ)
)i)
=
d
Σ
i=0
αit
i,
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where αi ∈ CH
∗
D (X) and c
G
d (E) ∈ CH
∗
G (X)
∼= CH∗D (X)⊗S(T ) (cf. Theo-
rem 3.10) and the second equality holds by [11, Remark 3.2.3]. Furthermore, one
has αd = p
∗
1
(
cD0 (Eχ)
)
= 1. Thus we get cGd (E) = t
d+αd−1t
d−1+· · ·+α1t+α0 = g(t).
We need to show that g(t) is not a zero divisor in CH∗D (X) [t1, · · · , tn]. So
suppose f(t) is a non-zero polynomial such that g(t)f(t) = 0, and let f ′(t) be the
homogeneous part of f(t) of largest degree which is not zero. By comparing the
homogeneous parts, it is easy to see that g(t)f(t) = 0 only if tdf ′(t) = 0. But this
is a contradiction since t satisfies the condition of Lemma 5.3 by 5.1, and hence is
not a zero-divisor. 
Let G be a split diagonalizable group as above and let X ∈ VSG. Following the
notations of [34], for any s ≥ 0, we let X≤s ⊂ X be the open subset of points whose
stabilizers have dimension at most s. We shall often write X≤s−1 also as X<s. Let
Xs = X≤s −X<s denote the locally closed subset of X , where the stabilizers have
dimension exactly s. We think of Xs as a subspace of X with the reduced induced
structure. It is clear that X≤s and Xs are G-invariant subspaces of X . Let Ns
denote the normal bundle of Xs in X≤s, and let N
0
s denote the complement of
the 0-section in Ns. Then G clearly acts on Ns. The following result of loc. cit.
describes some properties of these subspaces which will be useful to us in what
follows.
Proposition 5.5 ([34]). Let s be non-zero integer.
(i) There exists a finite number of s-dimensional subtori T1, · · · , Tr in G such that
Xs is the disjoint union of the fixed point spaces X
Tj
≤s.
(ii) Xs is smooth locally closed subvariety of X.
(iii) N0s = (Ns)<s.
Proof. See [loc. cit., Proposition 2.2]. 
Remark 5.6. We mention here that although the above proposition has been stated
for the smooth varieties, the part (i) of the proposition holds also when X is
not necessarily smooth, since the proof only uses Thomason’s generic e´tale slice
theorem [27, Proposition 4.10] which holds very generally.
We have the following important application of Proposition 5.4.
Corollary 5.7. For s ≥ 1, Xs is cohomologically rigid inside X≤s.
Proof. Let ds be the codimension of Xs in X≤s. We need to show that c
G
ds
(Ns) is
not a zero-divisor in CH∗G(Xs). By Proposition 5.4, it suffices to show that there
exists a subtorus T in G of positive rank which acts trivially on Xs, such that in the
eigenspace decomposition of Ns with respect to T , the submodule corresponding
to the trivial character is zero. But this follows directly from the parts (i) and (iii)
of Proposition 5.5 and the fact that s ≥ 1 (see [loc. cit., Proposition 4.6]). 
5.2. Specialization maps. Let G and X be as above, and let n be the dimen-
sion of G. As seen above, there is a filtration of X by G-invariant open subsets
∅ = X≤−1 ⊂ X≤0 ⊂ · · · ⊂ X≤n = X . In particular, G acts on X≤0 with finite
stabilizers, and the toral component of G acts trivially on Xn. We fix 1 ≤ s ≤ n
and let Xs
fs
→֒ X≤s and X<s
gs
→֒ X≤s denote the closed and the open embeddings
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respectively. Let π : Ms → P1 be the deformation to the normal cone for the
embedding fs as in Section 2. We have already observed there that for the trivial
action of G on P1, Ms has a natural G-action. Moreover, the deformation dia-
gram 2.3 is a diagram of smooth G-spaces. For 0 ≤ t ≤ s, we shall often denote
the open subspace (Ms)≤t ofMs by Ms,≤t. The terms like Ms,t and Ms,<t (and also
for Ns) will have similar meaning in what follows. Since G acts trivially on P1, it
acts on Ms fiberwise, and one has Ns = π
−1(∞) and
Ms,≤t ∩Ns = Ns,≤t; Ms,t ∩Ns = Ns,t.(5.2)
Ms,≤t ∩ π
−1(A1) = X≤t × A
1; Ms,t ∩ π
−1(A1) = Xt × A
1(5.3)
Ms,≤t ∩ π
−1(∞) = Ns,≤t; Ms,t ∩ π
−1(∞) = Ns,t.(5.4)
Let Ns,≤t
is,≤t
→֒ Ms,≤t and X≤t × A1
js,≤t
→֒ Ms,≤t denote the obvious closed and open
embeddings. We define is,t and js,t similarly. Let Ns,t
ηs,t
→֒ Ns,≤t and Ms,t
δs,t
→֒ Ms,≤t
denote the other closed embeddings. One has a commutative diagram
(5.5) X≤t
g≤t
//
fs,≤t

X≤t × A1
js,≤t
//

Ms,≤t

X≤s
g0,≤s
// X≤s × A1
j≤s
// Ms // X≤s × P1 // X≤s,
where g≤t is the 0-section embedding, and the composite of all the maps in the
bottom row is identity. This gives us the following diagram of equivariant higher
Chow groups, where all squares commute (cf. Proposition 2.2).
(5.6) CH∗G (Ns,t)
is,t∗
//
ηs,t∗

CH∗G (Ms,t)
j∗s,t
//
δs,t∗

CH∗G (Xt × A
1)
g∗t
//
ft∗

CH∗G (Xt)
ft∗

CH∗G (Ns,≤t)
is,≤t∗
// CH∗G (Ms,≤t)
j∗s,≤t
// CH∗G (Xs,≤t × A
1)
g∗
≤t
// CH∗G (X≤t)
Since the last horizontal maps in both rows are natural isomorphisms by the ho-
motopy invariance, we shall often identify the last two terms in both rows and use
j∗s,≤t and (js,≤t ◦ g≤t)
∗ interchangeably.
Theorem 5.8. The maps j∗s,≤t and j
∗
s,t are surjective and there are ring homomor-
phisms
Sp
≤t
X,s : CH
∗
G (X≤t)→ CH
∗
G (Ns,≤t) ;
Sp
t
X,s : CH
∗
G (Xt)→ CH
∗
G (Ns,t)
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such that i∗s,≤t = Sp
≤t
X,s ◦ j
∗
s,≤t and i
∗
s,t = Sp
t
X,s ◦ j
∗
s,t. Moreover, both the squares in
the diagram
(5.7) CH∗G (X≤t)
f∗t
//
Sp
≤t
X,s

CH∗G (Xt)
Sp
t
X,s

ft∗
// CH∗G (X≤t)
Sp
≤t
X,s

CH∗G (Ns,≤t) η∗s,t
// CH∗G (Ns,t) ηs,t∗
// CH∗G (Ns,≤t)
commute.
Proof. Using the results of this section and the previous ones, one can prove this
theorem along the lines of the proof of the analogous result [loc. cit., Theorem 3.2]
for K-theory as given in [35]. However, it is not at all clear from the construction
of the specialization maps in [35] that these maps have good functorial properties,
and if they are ring homomorphisms. In particular, it is not clear if these maps
will have the compatibility properties with the Chern character and Riemann-
Roch maps from the equivariant K-groups to higher Chow groups. We give here
a more direct and functorial construction of the specialization maps, which works
both for the K-theory as well as the higher Chow groups, and the proof of various
compatibilities of these maps then becomes essentially obvious. We give here the
construction of these maps for the higher Chow groups. The same construction
works also for the K-theory without any change.
First of all, using Corollary 5.7 and Proposition 5.2, we see that for 1 ≤ s ≤ n
and 0 ≤ t ≤ s, the map CH∗G (X≤s)→ CH
∗
G (X≤t) is surjective. We now consider
the commutative diagram
CH∗G (Ms)
j∗
≤s
//

CH∗G (X≤s)

CH∗G (Ms,≤t)
j∗s,≤t
// CH∗G (X≤t) .
Since the composite map in the bottom row of 5.5 is identity, we see by the homo-
topy invariance that j∗≤s is surjective. Thus j
∗
s,≤t is also surjective. Applying this
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surjectivity for j∗s,≤t and j
∗
s,≤t−1, we obtain the following commutative diagram
(5.8) 0

0

0

0 // CH∗G (Ns,t)
is,t∗
//
ηs,t∗

CH∗G (Ms,t)
j∗s,t
//
δs,t∗

CH∗G (Xt)
//
ft∗

0
0 // CH∗G (Ns,≤t)
is,≤t∗
//

CH∗G (Ms,≤t)
j∗s,≤t
//

CH∗G (X≤t) //

0
0 // CH∗G (Ns,≤t−1)
is,≤t−1∗
//

CH∗G (Ms,≤t−1)
j∗s,≤t−1
//

CH∗G (X≤t−1)
//

0
0 0 0
such that the second and the third rows are exact. All the columns are exact by
Corollary 5.7 and Proposition 5.2. We conclude that the localization sequence of
the top row is also exact. This proves the surjectivity part of the theorem.
Next we note from 5.2 that Ns,≤t and Ns,t are the principal Cartier divisors on
Ms,≤t and Ms,t respectively. We conclude from Theorem 2.5 that the composites
i∗s,≤t ◦ is,≤t∗ and i
∗
s,t ◦ is,t∗ are zero. The above diagram now automatically defines
the specializations Sp
≤t
X,s and Sp
t
X,s and gives the desired factorization of i
∗
s,≤t and
i∗s,t. Since i
∗
s,t and j
∗
s,t are ring homomorphisms, and since the latter is surjective as
shown in 5.8, we deduce that Sp
t
X,s is also a ring homomorphism. The map Sp
≤t
X,s
is a ring homomorphism for the same reason.
We are now left with the proof of the commutativity of 5.7. To prove that the
right square commutes, we consider the following diagram.
(5.9) CH∗G (Ms,t)
j∗s,t
&& &&N
NN
NN
NN
NN
NN
δs,t∗
//
i∗s,t

CH∗G (Ms,≤t)
j∗s,≤t
'' ''O
OO
OO
OO
OO
OO
i∗s,≤t

CH∗G (Xt)
Sp
t
X,sxxp
pp
pp
pp
pp
pp
ft∗
// CH∗G (X≤t)
Sp
≤t
X,swwo
oo
oo
oo
oo
oo
CH∗G (Ns,t)
ηs,t∗
// CH∗G (Ns,≤t)
It is easy to check that Ns,≤t and Ms,t are Tor-independent over Ms,≤t and hence
the back face of the above diagram commutes by Lemma 5.9. The upper face
commutes by diagram 5.8. Since j∗s,t is surjective, a diagram chase shows that the
lower face also commutes, which is what we needed to prove.
Finally, since we have shown that ηs,t∗ is injective, and the right square com-
mutes, it now suffices to show that the composite square in 5.7 commutes in order
to show that the left square commutes.
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By the projection formula, the composite maps ft∗ ◦ f
∗
t and ηs,t∗ ◦ η
∗
s,t are multi-
plication by ft∗(1) and ηs,t∗(1) respectively. Since Sp
≤t
X,s and Sp
t
X,s are ring homo-
morphisms, it suffices to show that
Sp
≤t
X,s
(
ft∗ ◦ j
∗
s,t(1)
)
= Sp
≤t
X,s (ft∗(1)) = ηs,t∗(1).
But this follows directly from the commutativity of the right square. 
Lemma 5.9. Let G be a linear algebraic group and let
W
i′
//
j′

Y
j

Z
i
// X
be a fiber diagram of closed immersions of G-varieties such that X and Y are
smooth. Then one has i∗ ◦ j∗ = j
′
∗ ◦ i
′∗ : CH∗G (Y, ·)→ CH
∗
G (Z, ·).
Proof. By choosing a good pair (V, U) for the G-action and then considering the
appropriate mixed quotients, we can reduce to proving the lemma for the non-
equivariant higher Chow groups. But this is shown in Lemma 2.3. 
6. Decomposition Theorem For Equivariant Higher Chow Groups
We use the specialization maps to prove a decomposition theorem for the equi-
variant higher Chow groups of X ∈ VSG, where G is a split diagonalizable group.
We continue with the notations of the previous section.
Proposition 6.1. The restriction maps
CH∗G (X≤s)
(f∗s ,g
∗
s )−→ CH∗G (Xs)× CH
∗
G (X<s)
define an isomorphism of rings
CH∗G (X≤s)
∼=
−→ CH∗G (Xs) ×
CH∗G(N
0
s )
CH∗G (X<s) ,
where CH∗G (Xs)
η∗s,≤s−1
−−−−→ CH∗G (N
0
s ) is the pull-back
CH∗G (Xs)
∼=
−→ CH∗G (Ns)→ CH
∗
G
(
N0s
)
and
CH∗G (X<s)
Sp
≤s−1
X,s
−→ CH∗G (Ns,≤s−1) = CH
∗
G
(
N0s
)
is the specialization map of Theorem 5.8.
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Proof. We only need to identify the pull-back and the specialization maps with the
appropriate maps of Proposition 5.2. In the diagram
0 // CH∗G (Xs)
fs,∞∗
//
cGds ''
NN
NN
NN
NN
NN
N
CH∗G (Ns)
η∗s,≤s−1
//
f∗s,∞

CH∗G (N
0
s )
// 0
CH∗G (Xs)
where fs,∞ : Xs → Ns is the 0-section embedding, the top sequence is exact, and
the lower triangle commutes by Corollary 2.6. Since f ∗s,∞ is an isomorphism, this
immediately identifies the pull-back map of the proposition with the quotient map
CH∗G (Xs)→
CH∗G(Xs)
(cGds(Ns))
.
Next we consider the following diagram.
CH∗G (X≤s)
Sp
≤s
X,s

f∗s,≤s−1
// // CH∗G (X<s)
Sp
≤s−1
X,s

CH∗G (Ns)
//
f∗s,∞

CH∗G (N
0
s )
CH∗G (Xs)
η∗s,≤s−1
77oooooooooooo
Since the top horizontal arrow in the above diagram is surjective, we only need
to show that Sp
≤s−1
X,s ◦ f
∗
s,≤s−1 = η
∗
s,≤s−1 ◦ f
∗
s in order to identify Sp
≤s−1
X,s with the
map j∗ of Proposition 5.2. It is clear from the diagram 5.8 and the definition of
the specialization maps that the top square above commutes. We have just shown
above that the lower triangle also commutes. This reduces us to showing that
(6.1) f ∗s,∞ ◦ Sp
≤s
X,s = f
∗
s .
If Xs × P1
Fs−→ Ms denotes the embedding (cf. 2.3), then for x ∈ CH
∗
G (X≤s), we
can write x = j∗≤s(y) by Theorem 5.8. Then
f ∗s,∞ ◦ Sp
≤s
X,s ◦ j
∗
≤s(y) = f
∗
s,∞ ◦ i
∗
s,≤s(y) = g
∗
∞,≤s ◦ F
∗
s (y) = g
∗
0,≤s ◦ F
∗
s (y)
= f ∗s ◦ j
∗
≤s(y) = f
∗
s (x),
where the second inequality follows from Lemma 5.9. This proves 6.1 and the
proposition. 
We need the following algebraic result before we prove the main result of this
section. Let A be a Q-algebra (not necessarily commutative). For any linear form
f(t) =
n
Σ
i=1
aiti in A[t1, · · · , tn] such that ai ∈ Q for each i, let c(f) denote the vector
(a1, · · · , an) ∈ Qn consisting of the coefficients of the form f .
RIEMANN-ROCH FOR EQUIVARIANT K-THEORY 31
Lemma 6.2. Let A be as above and let S = {f1, · · · , fs} be a set of linear forms
in A[t1, · · · , tn] such that the vectors {c(f1), · · · , c(fs)} are linearly independent in
Qn. Let
γj =
dj
Σ
i=0
mjif
i
j
such that mjdj ∈ Q
∗ for 1 ≤ j ≤ s, and mjj′ ∈ Z(A) for all j, j
′. Then one has
(γ1 · · · γs) =
s⋂
j=1
(γj)
as ideals in A[t1, · · · , tn].
Proof. Using a simple induction, it suffices to show that for j 6= j′, the relation
γj|qγj′ implies that γj|q. So we can assume S = {f1, f2}. Extend {c(f1), c(f2)} to
a basis B of Qn. Applying the linear automorphism of A[t1, · · · , tn] given by the
invertible matrix B, we can assume that fj = tj for j = 1, 2. Now the proof follows
along the same lines as the proof of Lemma 4.9 of [34]. We skip the details. 
Theorem 6.3. Let G be a split diagonalizable group of dimension n and let X ∈
VSG. The ring homomorphism
CH∗G (X) −→
n∏
s=0
CH∗G (Xs)
is injective. Moreover, its image consists of the n-tuples (αs) in the product with
the property that for each s = 1, · · · , n, the pull-back of αs ∈ CH
∗
G (Xs) in
CH∗G (Ns,s−1) is same as Sp
s−1
X,s (αs−1) ∈ CH
∗
G (Ns,s−1). In other words, there is
a ring isomorphism
CH∗G (X)
∼=
−→ CH∗G (Xn) ×
CH∗G(Nn,n−1)
CH∗G (Xn−1) ×
CH∗G(Nn−1,n−2)
· · · ×
CH∗G(N1,0)
CH∗G (X0) .
Proof. We prove by the induction on the largest integer s such that Xs 6= ∅.
If s = 0, there is nothing to prove. If s > 0, we have by induction
(6.2) CH∗G (X<s)
∼=
−→ CH∗G (Xs−1) ×
CH∗G(Ns−1,s−2)
· · · ×
CH∗G(N1,0)
CH∗G (X0) .
Using this and Proposition 6.1, it suffices to show that if αs ∈ CH
∗
G (Xs) and if
α<s ∈ CH
∗
G (X<s) with the restriction αs−1 ∈ CH
∗
G (Xs−1) are such that αs 7→
α0s ∈ CH
∗
G (N
0
s ) and αs 7→ αs,s−1 ∈ CH
∗
G (Ns−1,s−2), then
Sp
≤s−1
X,s (α<s) = α
0
s iff Sp
s−1
X,s (αs−1) = αs,s−1.
Using the commutativity of the left square in Theorem 5.8, this is reduced to
showing that the restriction map CH∗G (N
0
s )→ CH
∗
G (Ns−1,s−2) is injective.
To prove this, we first use Proposition 5.5 to assume that the toral component T
of the isotropy groups of the points ofXs is fixed, and choose a splitting G = D×T .
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Now, following the proof of the analogous result for K-theory (cf. [34, Theo-
rem 4.5]), we can write
Ns = E =
q⊕
i=1
Ei and Ns,s−1 =
∐
i
E0i ,
where each Ei is of the form
⊕
Emjχi⊗mjχi, such that for i 6= j, χi and χj are
linearly independent characters of T , and E0i is embedded in E by setting all the
other components equal to zero. Let di = rank(Ei).
Now we see from Proposition 6.1 that
Ker (CH∗G (Xs)→ CH
∗
G (Ns,s−1)) =
⋂
i
(
cGdi(Ei)
)
and
Ker
(
CH∗G (Xs)→ CH
∗
G
(
N0s
))
=
(
cGds(Ns)
)
with ds = Σdi.
Putting γi = c
G
di
(Ei) and γ = c
G
ds
(Ns), we are then reduced to showing that
(6.3) (γ) =
(∏
i
γi
)
=
⋂
i
(γi)
in CH∗D (Xs) [t1, · · · , ts].
However, we have seen in the proof of Proposition 5.4 that each γi is of the form
γi = u
di
i + α
i
di−1
ui
di−1 + · · ·+ αi1ui + α
i
0,
where αij ∈ CH
∗
D (Xs, 0) ⊂ Z (CH
∗
D (Xs)) and ui = c
T
1 (Lχi) =
s
Σ
j=1
bijtj 6= 0 in
Q[t1, · · · , ts]. Moreover, the linear independence of χi’s implies that the vectors
{c(u1), · · · , c(uq)} are linearly independent. We now apply Lemma 6.2 to conclude
the proof of 6.3 and hence the theorem. 
7. Equivariant Chern Character And Riemann-Roch Maps
The equivariant Riemann-Roch map for the Grothendieck group of equivariant
coherent sheaves on a variety has been constructed by Edidin and Graham in [6]. In
this section, we construct these maps for the higher equivariantK-theory and study
their properties. Following the techniques of Gillet (cf. [12]) for the construction
of the Riemann-Roch maps, we first define the equivariant Chern character map
for the smooth varieties, and then use this Chern character to define the Riemann-
Roch for all varieties. Recall from Section 1 that for any G-variety X , ĜGi (X)
denotes the IG-adic completion of the R(G)-module G
G
i (X), where IG is the ideal
of virtual representations of G of rank zero in the representation ring R(G). We
shall follow the notations of Section 4 for the various completions of R(G) and
S(G)-modules in the rest of this paper. In particular, K˜Gi (X) will denote the
weak completion KGi (X)⊗R(G)R̂(G). For a map f : Y → X in VG, we make the
RIEMANN-ROCH FOR EQUIVARIANT K-THEORY 33
convention in this paper that the induced pull-back (or push-forward) map on K-
theory will be denoted by f ∗ (f∗), and the map on the higher Chow groups will be
denoted by f¯ ∗ (f¯∗).
Proposition 7.1. Let G be a linear algebraic group and let X ∈ VSG. Then for
every i ≥ 0, there is a Chern character map
chGX : K
G
i (X) −→
∏
j
CHjG (X, i) = CH
∗
G (X, i)
with the following properties.
(i) chG is a contravariant functor from VSG to VecQ.
(ii) For α ∈ KG0 (X) and x ∈ K
G
i (X), one has ch
G
X(αx) = ch
G
X(α) · ch
G
X(x), where
the CH∗G (X, 0)-module structure on CH
∗
G (X, i) is induced by the intersection prod-
uct.
(iii) chGX factors through the IG-adic completion
K̂Gi (X)
cch
G
X−→ CH∗G (X, i).
(iv) If G acts freely on X, then chGX coincides with the non-equivariant Chern char-
acter map chX/G under the identifications K
G
i (X) = Ki(X/G) and CH
∗
G (X, i) =
CH∗ (X/G, i) (cf. Proposition 2.2).
Proof. In order to define chGX , it suffices to define the component
(
chGX(x)
)
j
of
chGX(x) in CH
j
G (X, i) for every j ≥ 0, whenever x ∈ K
G
i (X). So we fix j ≥ 0 and
choose a good pair (V, U) for G corresponding to j. Let πUX : X × U → X be
the projection map, which is flat. We define
(
chGX(x)
)
j
to be the jth component
of the composite map
KGX(X)
pi∗UX−−→ KGX×U (X × U)
∼=
−→ Ki(XG)
chXG−−−→ CH∗ (XG, i) ,
where chXG : Ki(XG)→ CH
∗ (XG, i) is the non-equivariant Chern character map
of Bloch and Gillet (cf. [12, Definition 2.34], [2, Section 7]). The proof of the
independence of the above definition of the choice of the good pair (V, U) is same
as the proof of Proposition 3.1 in [6], using the fact that the non-equivariant K-
theory and higher Chow groups satisfy the homotopy invariance property.
To prove the contravariance property of chG, we can again reduce to the non-
equivariant case as above, where this is already known (cf. [12], see also [10,
Theorem 1.10]). The same argument also proves (ii) as the non-equivariant Chern
character is known to be a ring isomorphism (loc. cit.).
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To prove (iii), we have chGk (IG) ⊂
∏
j≥1
CHjG (k, 0) by [6, 3.1], and hence
chGX
(
InGK
G
i (X)
)
⊂
∏
j≥n
CHjG (X, i) by (ii). This gives a map of inverse systems
(7.1)
KGi (X)
InGK
G
i (X)
chGX−−→
∏
j
CHjG (X, i)∏
j≥n
CHjG (X, i)
.
Taking the inverse limits both sides and using 4.1, we get the required map in
(iii). The last assertion follows directly from the construction of chGX above and
by applying the contavariance property of the non-equivariant Chern character for
the natural map XG → X/G. 
For a G-variety X which is not necessarily smooth, we define (cf. [7, 2.6]) the
equivariant operational Chow groupsAjG(X) as operations c(Y → X) : CH
j′
G (Y, ·)→
CHj+j
′
G (Y, ·) for any map Y → X in VG, satisfying the same properties as in the
non-equivariant case. If E is an equivariant vector bundle of rank r on X , then
for any map Y
f
−→ X , we can apply Proposition 2.2(v), to get the Chern class
operations cGj (f
∗(E)) : CHj
′
G (Y, ·)→ CH
j+j′
G (Y, ·) and hence elements in A
j
G(X).
This defines the Chern character
(7.2) ch
G
X : K
G
0 (X) −→
∞∏
j=0
AjG(X)
which is a ring homomorphism and the Todd class
TdGX(E) =
r∏
j=1
xj
1− e−xj
where {x1, · · · , xr} are the Chern roots of E (cf. [6, 3.1]). The Todd class of E is
an invertible element of
∞∏
j=0
AjG(X). Let mX denote the maximal ideal of the ring
KG0 (X) consisting of the isomorphism classes of the vector bundles of virtual rank
zero. The Chern character ch
G
X has the following important property that will be
useful to us.
Proposition 7.2. Let G be a linear algebraic group and let X ∈ VG. Then the
map ch
G
X factors through the localization
KG0 (X)mX
ch
G
X−−→
∞∏
j=0
AjG(X).
Proof. If X is smooth, this follows from [6, Theorem 4.1, Theorem 6.1]. Now
suppose that X is not necessarily smooth. We need to show that for any element
α ∈ KG0 (X) which is not in mX , the image of ch
G
X(α) is an invertible element
RIEMANN-ROCH FOR EQUIVARIANT K-THEORY 35
of
∞∏
j=0
AjG(X). Before we show this, we observe that K
G
0 (X) has a canonical
decomposition
(7.3) KG0 (X) = Q⊕mX
as a Q-vector space. Given any α ∈ KG0 (X), we can use Lemma 7.3 below to get
a G-equivariant embedding X
i
→֒ M such that M is smooth and α = i∗(β) for
some β ∈ KG0 (M). Now the contravariance property of ch
G
gives a commutative
diagram
KG0 (M)
ch
G
M
//
i∗

∞∏
j=0
AjG(M)
i
∗

KG0 (X)
ch
G
X
//
∞∏
j=0
AjG(X)
Since i∗ is a ring homomorphism which preserves the rank, we see from 7.3 that
if α /∈ mX , then β is also not in mM and hence ch
G
M(β) is a unit in
∞∏
j=0
AjG(M) by
the smooth case. Hence ch
G
(α) = i
∗
◦ chGM (β) is a unit in
∞∏
j=0
AjG(X). 
Lemma 7.3. For any X ∈ VG and α ∈ K
G
0 (X), there is an equivariant closed
embedding X
i
→֒ M with M ∈ VSG and a class β ∈ K
G
0 (M) such that α = i
∗(β).
Proof. Since KG0 (X) is the group of isomorphism classes of equivariant vector bun-
dles, we can reduce the problem to α being a finite collection of vector bundles.
Then by the diagonal embedding of X into a product of smooth varieties, we re-
duce the problem to the case when α is an equivariant vector bundle E of rank
r.
Since G acts linearly on X , there is an equivariant closed embedding X
f
−→ Y
with Y smooth. Put E ′ = f∗(E). Then by [30], there is a G-equivariant vector
bundle F on Y and an equivariant surjection F ։ E ′. Let M be the Grassman
bundle of rank r quotient bundles of F on Y and let M
p
−→ Y be the projection
map. Let Q denote the universal quotient bundle of rank r on M . It is now easy
to see that the action of G on Y and F induces a natural G-action on M such that
p is a G-equivariant map and Q is a G-equivariant bundle on M . The universal
property of the Grassman bundle then implies that the map f factors through
a map X
i
−→ M such that E = i∗(Q). Clearly, M is smooth and i is a closed
embedding. 
The following property of the non-equivariant Riemann-Roch map τX : Gi(X)→
CH∗ (X, i) (cf. [2, 7.4]) will be used frequently in the construction of these maps
in the equivariant setting.
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Lemma 7.4. Let f : Y → X be a morphism of varieties such that either
(i) f is a vector bundle morphism X, or
(ii) X and Y are smooth and f is an l.c.i. morphism.
Then one has τY ◦ f
∗ = TdY (Tf ) ·
(
f¯ ∗ ◦ τX
)
.
Proof. First suppose X is not necessarily smooth and Y is a vector bundle over
X . Choose a finite open covering U of X such that the restriction of f on every
U ∈ U is trivial. Since the Riemann-Roch map commutes with the restriction to
open covers (cf. [12, Theorem 4.1]), we get a commutative diagram
Gi(X) //
τX

Hˇ (U ,K)
τU

CH∗ (X, i) // Hˇ (U , CH(−, i)) ,
where the terms on the right are the Cˇech cohomology of the sheaves of K-groups
and Chow groups for the cover U . The horizontal maps are isomorphisms by the
Mayer-Vietoris property of K-theory and higher Chow groups. Thus it suffices to
prove the desired result for the open subsets in U . Hence we can assume that f
is a trivial bundle, which can be further assumed to be of rank one by induction.
Thus we have Y = X × A1 and f is the projection map. Put Y˜ = X × P1 and
let f˜ : Y˜ → X be the projection and j : Y → Y˜ the inclusion. Now we apply the
isomorphisms Gi(Y ) = Gi(X)⊗G0(P1), CH∗ (Y, i) = CH∗ (X, i)⊗CH∗ (P1, 0) and
the proof of the Riemann-Roch theorem for the map P1X → X (cf. [12, Lemma 4.4])
to get
τeY ◦ f˜
∗(a) = τeY (a⊗ 1) = τX(a)⊗ τP1(1)
= τX(a)⊗ Td (P1) = (1⊗ Td (P1)) · (τX(a)⊗ 1)
= Td
(
T ef
)
· (τX(a)⊗ 1) = Td
(
T ef
)
·
(
f˜
∗
◦ τX(a)
)
.
Finally, we have
τY ◦ f
∗ = τY ◦ j
∗ ◦ f˜ ∗ = j¯∗ ◦ τeY ◦ f˜
∗ = j¯∗ ◦ f˜
∗
◦ τX = f¯
∗ ◦ τX .
This proves the part (i).
Now suppose X and Y are smooth and f is an l.c.i. morphism. Then we have
τY ◦ f
∗ = (chY ◦ f
∗) · Td(Y ) =
(
f¯ ∗ ◦ chX
)
· Td(Y )
=
(
f¯ ∗ ◦ chX
)
· [Td (f ∗(X)) · Td (Tf)] = f¯
∗ (chX · Td(X)) · Td (Tf )
=
(
f¯ ∗ ◦ τX
)
· Td (Tf )

Theorem 7.5. Let G be a linear algebraic group and let X ∈ VG. Then there is a
Riemann-Roch map
(7.4) τGX : G
G
i (X)→ CH
∗
G (X, i)
which satisfies the following properties.
(i) τG is covariant for proper maps in VG.
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(ii) For α ∈ KG0 (X) and x ∈ G
G
i (X), one has τ
G
X (αx) = ch
G
X(α) · τ
G
X (x), with
respect to the KG0 (X)-module structure on G
G
i (X).
(iii) τGX factors through the IG-adic completion
(7.5) ĜGi (X)
bτGX−→ CH∗G (X, i).
(iv) For a morphism f : Y → X in VG such that f is either an equivariant
vector bundle morphism, or it is an equivariant l.c.i. morphism in VSG, one has
τGY ◦ f
∗ = TdGY (Tf) ·
(
f¯ ∗ ◦ τGX
)
. If j : U → X is a G-equivariant open immersion,
then τGU ◦ j
∗ = j¯∗ ◦ τGX .
(v) If G acts freely on X, then τGX coincides with the non-equivariant Riemann-
Roch map τX/G under the identifications G
G
i (X) = Gi(X/G) and CH
∗
G (X, i) =
CH∗ (X/G, i).
Proof. As in the case of Chern character, we need to define each component of τGX
in the product
∏
j≥0
CHjG (X, i). So we fix x ∈ G
G
i (X) and j ≥ 0 and choose a good
pair (V, U) for G corresponding to j. Let πUX : X × U → X be the projection
map, and consider the diagram
GGX(X)
pi∗UX
//

GGX×U (X × U)
∼=
// Gi(XG)
τXG

CH∗G (X, i) CH
∗ (XG, i)?
_oo
where τXG : Gi(X/G) → CH
∗ (XG, i) is the non-equivariant Riemann-Roch map
(cf. [2, 7.4]) of Bloch and Gillet. We define
(7.6) τGX (x) =
τXG ◦ π
∗
UX(x)
TdXG (EV )
,
where EV is the vector bundle X
G
× (U × V )→ X
G
× U = XG.
The proof that the above definition is independent of the choice of the good pair
(V, U) follows exactly along the lines of the proof of [6, Proposition 31.1]. The only
extra ingredient we need in our case is Lemma 7.4.
The properties (ii) and (iii) follow directly from the definition of τG and the
analogous properties of the non-equivariant Riemann-Roch map (cf. [12, Theo-
rem 4.1]). The proof of property (iii) is same as the proof of the corresponding
property of the equivariant Chern character map in Proposition 7.1. The property
(iv) follows from the corresponding non-equivariant result in Lemma 7.4. The
statement about open immersion follows from the analogous property of the non-
equivariant Riemann-Roch (cf. [12, Theorem 4.1]). The proof of property (v) is
the same as the proof of Proposition 7.1 (iv). 
Corollary 7.6. The Riemann-Roch map factors through the localization
τGX : G
G
i (X)mX → CH
∗
G (X, i).
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Proof. We have seen that ch
G
X is a ring homomorphism. Moreover, it follows from
Theorem 7.5 (ii) that τGX is K
G
0 (X)-linear. Thus it suffices to show that any
element α ∈ KG0 (X) which is not in mX , acts as a unit in CH
∗
G (X, i). But this
follows immediately from Proposition 7.2. 
8. Riemann-Roch For Finite Group Actions
In this section, we review the equivariant K-theory for finite group actions and
prove our Riemann-Roch isomorphism in this case. As remarked before, such an
isomorphism can also be obtained using the study of equivariant K-theory for finite
group actions in [37]. Let G be a finite group and let X be an equidimensional
G-variety. Let p : X → Y = X/G be the quotient for the G-action. Note that
this quotient always exists and is quasi-projective because we are dealing with the
linear actions on quasi-projetcive varieties. Let Zj (X, ·) denote the cycle complex
of codimension j cycles on X . Then G acts on Zj (X, ·) by letting it act on an
irreducible cycle σ ∈ Zj (X, n) by
(g, σ) 7→ µ∗g(σ)
and extending this linearly to all of σ ∈ Zj (X, n). Note that G here acts onX×∆n
via the diagonal action for the trivial action of ∆n. In particular, the action of G
on Zj (X, ·) commutes with the boundary maps, and we get an action of G on the
complex Zj (X, ·). Let ZjG (X, ·) denote the subcomplex of invariant cycles, and let
dG denote the restriction of the differential d of the complex Zj (X, ·) to ZjG (X, ·).
Put
C˜H
j
G (X, i) = Hi
(
ZjG (X, ·)
)
for i ≥ 0.
This gives a natural map
(8.1) C˜H
j
G (X, ·)
δGX−→
(
CHj (X, ·)
)G
.
Lemma 8.1. There are canonical isomorphisms
CHj (Y, ·)
p∗
−→ C˜H
j
G (X, ·)
δGX−→
(
CHj (X, ·)
)G
.
Proof. Let V ⊂ Y × ∆n be an irreducible cycle intersecting all faces of Y × ∆n
properly and let V = p−1(V ). Then V → V is a finite morphism. Moreover, the
trivial action of G on ∆n implies that p−1 (V ∩ Y ×∆m) = V ∩ X × ∆m for all
m ≤ n. Hence H defines a cycle on X × ∆n which is clearly G-invariant. This
gives a natural map Zj (Y, ·)
p∗
−→ ZjG (X, ·). To show that p
∗ is an isomorphism of
complexes, we need to give a unique representation for every cycle σ ∈ ZjG (X, ·)
in terms of image of p∗. Now we can write σ as
σ = ΣajVj − Σa
′
jV
′
j , with aj , a
′
j > 0.
Then it is easy to see that both the sums on the right are G-invariant. Hence can
assume that σ = ΣajVj with aj > 0. Since Vj’ are irreducible, σ is G-invariant if
and only if it is of the form ΣbjHj , where each Hj is of the form Σ
g∈G
gH˜j where
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H˜j is an irreducible cycle. Taking Wj = p
(
H˜j
)
, it is then easy to see that
σ = Σajp
−1(Wj) = p
−1 (δ), where Wj’s (and hence δ) are uniquely determined by
σ.
We now show that δGX is an isomorphism. The injectivity is proved by defining
the trace map Zj (X, ·)
tr
−→ ZjG (X, ·)
(8.2) tr(x) =
1
|G|
Σ
g∈G
µ∗g(x),
and checking that tr ◦ δGX is the identity map on the homology. Thus we need to
prove the surjectivity of δGX . So let x ∈ Z
j (X, n) be such that dn(x) = 0 and
x − gx ∈ Image(dn+1) ∀ g ∈ G (since x ∈ (CH
j (X, n))
G
). Putting xg = x − gx,
we get
x =
1
|G|
Σ
g∈G
x =
1
|G|
Σ
g∈G
gx+
1
|G|
Σ
g∈G
xg = tr(x) + y,
where y = 1
|G|
Σ
g∈G
xg ∈ Image(dn+1). Since dn(x) = 0, it is easy to check that
dGn (tr(x)) = 0 and x = δ
G
X (tr(x)). 
Corollary 8.2. There are canonical isomorphisms
(8.3) CH∗G (X, ·)→
(
CHj (X, ·)
)G p∗
←− CH∗ (Y, ·) .
In particular, the natural maps
(8.4) CH∗G (X, ·)→
˜CH∗G (X, ·)→
̂CH∗G (X, ·)→ CH
∗
G (X, ·)
are all isomorphisms.
Proof. To prove 8.3, we only need to prove the first isomorphism. So fix j ≥ 0 and
choose a good pair (V, U) for the G-action corresponding to j. Then we get the
canonical isomorphisms
CHjG (X, ·)
∼=
−→ CHj (XG, ·)
∼=
−→
(
CHj (X × U, ·)
)G
,
where the second map is isomorphism by Lemma 8.1. On the other hand we have
natural G-equivariant maps
CHj (X, ·)→ CHj (X × V, ·)→ CHj (X × U, ·) .
The first map is an isomorphism by the homotopy invariance and the second map
is isomorphism by the localization sequence since (V, U) is a good pair. Taking the
G-invariants both sides, we conclude the proof.
The isomorphism of the last and the composite of all maps in 8.4 follows from
the isomorphisms in 8.3, which implies that the JG-adic filtration and the filtration
by grading on CHjG (X, ·) are nilpotent. The isomorphism of the first map (hence
the second map) now follows from Corollary 4.8. 
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Corollary 8.3. Let G be a linear algebraic group over k such that all its irreducible
components are also defined over k. Let G0 denote the identity component of
G and let H = G/G0. Let X be a quasi-projective k-variety with a G-action.
Then the finite group H naturally acts on CH∗G0 (X, i) such that
(
CH∗G0 (X, i)
)H ∼=
CH∗G (X, i).
Proof. We first observe that since all the components of G are defined over k,
H is a finite constant group. Fix j ≥ 0 and choose a good pair (V, U) for the
G-action on X . Then this is also a good pair for the G0-action on X . More-
over, H naturally acts on the mixed quotient X
G0
× U such that the correspond-
ing quotient is X
G
× U . Hence by Lemma 8.1, H acts on CHj
(
X
G0
× U, i
)
such that
(
CHj
(
X
G0
× U, i
))H
∼= CHj
(
X
G
× U, i
)
. The corollary now fol-
lows from the isomorphisms CHjG0 (X, i)
∼= CHj
(
X
G0
× U, i
)
and CHjG (X, i)
∼=
CHj
(
X
G
× U, i
)
. 
For a finite group G acting on X , let σ : G×X → X denote the action map. It
is then clear that σ is finite and e´tale. Put αX = σ∗ ([OG×X ]) ∈ K
G
0 (X).
Lemma 8.4. For G and X as above, one has τGG×X ◦ σ
∗ = σ¯∗ ◦ τGX .
Proof. We embedX equivariantly into a smoothG-varietyM . By Corollary 8.3, we
can choose a good pair (V, U) for the G-action such that CH∗G (X, ·) = CH
∗ (XG, ·)
and same for M . Then as in the proof of Theorem 7.5 (iv), we are reduced to
proving the non-equivariant version of the lemma for the induced map of quotients
G
G
× (X × U)
f
−→ X
G
× U which is also finite and e´tale. Note that G
G
× (X × U) ∼=
X × U and the map f is the quotient map for the free action of G on X × U .
Letting M × U
q
−→ M
G
× U denote the corresponding map for M , our problem is
reduced to proving that for a fiber diagram
(8.5) Y
i
//
p

Z
q

S
j
// W
of varieties such that the bottom arrow is the closed embedding of quotients for
a free action of a finite group G on the top arrow, which is an equivariant closed
embedding, one has τY ◦ p
∗ = p¯∗ ◦ τS.
Before we prove this, we recall the construction of the Riemann-Roch map from
[2]. Given any variety X , we first embed X
i
→֒ M with M smooth. Let U denote
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the complement of X in M . Then there is a diagram of homotopy fibration of
spectra
(8.6) G(X)
i∗
// G(M)
j∗
//
chM

G(U)
chU

HX i∗
// HM
j∗
// HU ,
where the terms on the bottom arrow are spectra whose homotopy groups give the
higher Chow groups (cf. [10, Theorem 1.10]). Since this is a diagram of homotopy
fibrations and the right square commutes, we get an induced Chern character with
support chMX : G(X) → HX . Then one defines the Riemann-Roch map for X on
the homotopy groups by τX(x) = Td(i
∗TM) · ch
M
X (x). This is independent of M .
Coming back to the proof of 8.5, we first claim that p∗ ◦ p
∗ = |G|id. But the
projection formula reduces this to showing that p∗(1) = |G|. By the Riemann-
Roch theorem (cf. [2]), it suffices to show that p¯∗ ◦ τY (1) = |G|τS(1). Using the
above construction of the Riemann-Roch map, we have
p¯∗ ◦ τY (1) = p¯∗ [chY (1)¯i
∗ (Td(Z))]
= p¯∗ ◦ i¯
∗ (Td(Z))
= p¯∗ ◦ i¯
∗ ◦ q¯∗ (Td(W ))
= p¯∗ ◦ p¯
∗ ◦ j¯∗ (Td(W ))
= |G|τS(1),
where the third equality holds because q is a finite and e´tale map of smooth
varieties. This proves the claim.
Now for any a ∈ Gi(S), we have
p¯∗ ◦ τS(a) = p¯
∗ ◦ τS
(
1
|G|
p∗ ◦ p
∗(a)
)
= 1
|G|
(p¯∗ ◦ τS ◦ p∗ ◦ p
∗(a))
= 1
|G|
(p¯∗ ◦ p¯∗ ◦ τY ◦ p
∗(a))
= tr (τY ◦ p
∗(a))
= τY ◦ p
∗ (tr(a))
= τY ◦ p
∗(a).
Here, the first equality follows from the above claim. The fourth equality occurs
because of the fact that for any irreducible cycle V ∈ Z∗ (Y, n), one has p¯∗◦p¯∗(V ) =
Σ
g∈G
µ∗(V ) = |G|tr(V ). Finally, the last equality holds because G acts trivially on
S. This completes the proof of the lemma. 
Theorem 8.5. ForX ∈ VG as above, the Riemann-Roch map G
G
i (X)
τGX−→ CH∗G (X, i)
is surjective. Moreover, for any x ∈ GGi (X), one has τ
G
X (x) = 0 if and only if
αX · x = 0.
Proof. Before we begin the proof, we note that τGX maps G
G
i (X) into CH
∗
G (X, i),
but we can now replace the latter by CH∗G (X, i) using Corollary 8.3.
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To show the surjectivity of τGX , we consider the following diagram
GGi (G×X)
σ∗

τG×X
// CH∗G (G×X, i)
σ∗

GGi (X) τGX
// CH∗G (X, i)
which commutes by Theorem 7.5. Since G acts freely on G × X , we can apply
Theorem 7.5 and the non-equivariant Riemann-Roch (cf. [2, Theorem 9.1] to
conclude that the top horizontal arrow is an isomorphism. Moreover, as σ is finite
and e´tale, we have σ∗ ◦ σ
∗ = |G|id. In particular, σ∗ is surjective and hence so is
τGX .
To prove the remaining part of the theorem, we first show that if G acts freely on
X , then αX is an invertible element ofK
G
0 (X). Let X
p
−→ Y = X/G be the quotient
map. Then KG0 (X)
∼= K0(Y ) and αX = p∗ ([OX ]). Now the assertion follows from
the fact that K0(Y ) has a canonical decomposition K0(Y ) = K˜0(Y ) ⊕ Q, where
K˜0(Y ) is nilpotent and αX has positive rank.
Now suppose x ∈ GGi (X) is such that τ
G
X (x) = 0. Then by Lemma 8.4, we get
τGG×X ◦σ
∗(x) = 0, which in turn implies that σ∗(x) = 0 as τGG×X is an isomorphism.
Composing this with σ∗ and applying the projection formula, we get αX · x = 0.
Conversely, αX · x = 0 implies that σ
∗ (αX) · σ
∗(x) = σ∗ (αX · x) = 0. But we
have just shown that σ∗ (αX) = αG×X is a unit in K
G
0 (G×X). So we must have
σ∗(x) = 0. Composing this with τGG×X and applying Lemma 8.4, we conclude that
σ∗ ◦ τGX (x) = 0. This in turn gives σ∗ ◦σ
∗ ◦ τGX (x) = 0 and hence |G|τ
G
X (x) = 0. 
Corollary 8.6. Let G be a finite group and let X ∈ VG. Then
(i) The maps
G˜Gi (X)→ Ĝ
G
i (X)→ Ĝ
G
i (X)mX ← G
G
i (X)mX
are all isomorphisms.
(ii) The Riemann-Roch map τGX induces isomorphism
G˜Gi (X)
eτGX−→
∼=
CH∗G (X, i) .
(iii) If X is smooth, then the Chern character map in Proposition 7.1 induces an
isomorphism
K˜Gi (X)
fch
G
X−→
∼=
CH∗G (X, i) .
Proof. First we note that αX is a unit in K
G
0 (X)mX and so it acts as a unit on
GGi (X)mX . It then follows from Corollary 7.6 and Theorem 8.5 that τ
G
X induces an
isomorphism
(8.7) GGi (X)mX
∼=
−→ CH∗G (X, i) .
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To prove the isomorphism of the second and the third arrows in (i), it suffices
to show that the mX -adic filtration on G
G
i (X) is nilpotent. But we have seen
in the proof of Proposition 7.2 that ch
G
X (m
n
X) ⊂
∏
j≥n
AjG(X) for every n ≥ 1.
We conclude from Corollary 8.3 that mnXCH
∗
G (X, i) = 0 for n ≫ 0 and hence
from 8.7, we get mnXG
G
i (X)mX = 0 for n ≫ 0. To prove the isomorphism for the
first arrow in (i), we note from [37, Theorem 1] that R(G) = IG × (R(G)/IG),
where IG is a finite product of fields. This implies that I
n
G = IG for all n and hence
G˜Gi (X)
∼= GGi (X)/IG
∼= ĜGi (X). The part (ii) now follows directly from the part
(i) and 8.7.
If X is smooth, then Corollary 8.3 implies that there is a good pair (V, U)
for the G-action such that CH∗G (X, ·) = CH
∗ (XG, ·). Now we see from the the
construction of the non-equivariant Riemann-Roch map in the proof of Lemma 8.4,
and its equivariant construction in 7.6 that
(8.8) τGX =
Td(XG)
Td(EV )
chGX .
Now the isomorphism of c˜h
G
X follows from (ii) and the fact that the Todd classes
are invertible elements in CH∗ (XG, 0). 
9. Riemann-Roch Isomorphism For Action With Finite Stabilizers
As was mentioned in the beginning, our approach to the proof of Theorem 1.2
is to eventually reduce the problem to the case when the underlying group acts
either with finite stabilizers or with a constant dimension of stabilizers. In the
case of action with finite stabilizers, we shall in fact prove the following stronger
version of Theorem 1.2, where we do not assume that the given variety is smooth.
The equivariant K-theory of smooth varieties for actions with finite stabilizers was
studied before in [32] and [33]. The main result of [33] is a decomposition of the
equivariant K-theory from which one can deduce the Riemann-Roch isomorphism.
Our approach in this case is focussed more on directly constructing a Riemann-
Roch isomorphism between the equivariant K-theory and higher Chow groups,
without relying on the results of Toe¨n and Vezzosi-Vistoli. Moreover, we prove
this in a form which will be most suitable for us in the proof of our main result of
this paper.
Theorem 9.1. Let G be a linear algebraic group acting on a (possibly singular)
variety X. If G acts with finite stabilizers, then the Riemann-Roch map of 7.5
gives rise to a commutative diagram
(9.1) GGi (X)⊗R(G)R̂(G)
eτGX
//
uGX

CH∗G(X, i)⊗S(G)Ŝ(G)
uGX

ĜGi (X) bτGX
// ̂CH∗G(X, i),
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where all the maps are isomorphisms. If G is a diagonalizable group, then the
horizontal maps are isomorphisms and the vertical maps injective, even when it
acts on X with a fixed dimension of stabilizers.
In this section, we study the Chern character and the Riemann-Roch maps for
the torus action with finite stabilizers, and prove Theorem 9.1 in this special case.
We begin with the following general result.
Proposition 9.2. Let G be a linear algebraic group acting on a variety X with
finite stabilizers. Then for any i ≥ 0, one has CHjG (X, i) = 0 for j ≫ 0. In
particular, the natural maps
CH∗G (X, i)→
˜CH∗G (X, i)→
̂CH∗G (X, i)→ CH
∗
G (X, i)
are all isomorphisms.
Proof. We only need to prove the first assertion. The remaining part then follows
exactly in the same way as the proof of Corollary 8.2. We embed G as a closed
subgroup of GLn for some n. Then GLn acts naturally on the quotient GLn
G
× X ,
and this action is with finite stabilizers if and only if G-action on X is with finite
stabilizers (cf. [6, Section 5]). By Corollary 3.2, we can assume that G is the
general linear group and hence a connected and split reductive group. We can now
use Corollary 3.9 to reduce to the case when G is a split torus T .
Now, by Thomason’s generic slice Theorem (cf. [31, Proposition 4.10]), there
exists a non-empty T -invariant open subset U ⊂ X and a diagonalizable subgroup
T1 ⊂ T with quotient T/T1 = T2 such that T acts on U via T2, which in turn acts
freely on U such that there is a T -equivariant isomorphism
U
∼=
−→ U/T × T2 ∼= U/T
T1
× T.
Since T acts on U with finite stabilizers, T1 must be a finite diagonalizable group.
Now we apply the Morita isomorphism of Corollary 3.2 to get
CH∗T (U, i)
∼= CH∗T
(
U/T
T1
× T, i
)
∼= CH∗T1 (U/T, i) .
Since T1 acts trivially on U/T , we now apply Theorem 3.10 to get
(9.2) CH∗T (U, i)
∼= CH∗ (U/T, i)⊗QS(T1).
Since CHj (U/T, i) = 0 for j ≫ 0 and since T1 is a finite group, we must have
CHjT (U, i) = 0 for j ≫ 0. Now we apply the Noetherian induction and the
localization sequence (cf. Proposition 2.2) to conclude that CHjT (X, i) = 0 for
j ≫ 0. 
Lemma 9.3. Let G and X be as in Proposition 9.2. Then the natural map
GGi (X)IG → Ĝ
G
i (X)
is an isomorphism.
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Proof. This is a straightforward generalization of [6, Proposition 5.1] to higher
K-theory and we only give the main steps. We only need to show that
InGG
G
i (X)IG = 0 for n≫ 0.
By embedding G into GLn and using the Morita equivalence (cf. [27, Theo-
rem 1.10])
(9.3) GGLni
(
GLn
G
× X
)
∼=
−→ GGi (X),
we can reduce to the G = GLn case. In this case, we use the Merkurjev’s isomor-
phism (cf. [22, Proposition 8.1])
GGi (X)⊗R(G)R(T )
∼=
−→ GTi (X)
to reduce to the case of G = T a torus.
Now, we can use Thomason’s generic slice Theorem as above and then [29,
Lemma 5.6] to get a non-empty T -invariant open subset U ⊂ X and a finite
subgroup T1 ⊂ T such that there is a T -equivariant isomorphism U
∼=
−→ U/T
T1
× T
and
GTi (U)
∼=
−→ Gi(U/T )⊗QR(T1).
Since T1 is finite, we have IT1R(T1) = 0 by [37, Theorem 1], and hence ITG
T
i (U) =
0. Now the corresponding result for GTi (X) follows from the Noetherian induction
and the localization sequence in the equivariant K-theory (cf. [27, Theorem 1.5]).

Theorem 9.4. Let G be a diagonalizable group acting on a variety X with finite
stabilizers. Then τGX induces the following commutative diagram where all maps
are isomorphisms.
(9.4) G˜Gi (X)
uGX

eτGX
// ˜CH∗G (X, i)
uGX

ĜGi (X) bτGX
// ̂CH∗G (X, i)
If X is smooth, then the Chern character map of Proposition 7.1 induces an iso-
morphism
K˜Gi (X)
fch
G
X−−→ ˜CH∗G (X, i).
Proof. We see from Proposition 9.2 that the map ĜGi (X)
bτGX−→ CH∗G (X, i) actually
lifts to a map ĜGi (X)
bτGX−→ ̂CH∗G (X, i). The proposition also shows that the map
uGX is an isomorphism. This automatically gives a natural map τ˜
G
X as in the above
diagram, which is functorial in X and which makes the diagram commute.
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As in the proof of Lemma 9.3, we can choose a non-empty G-invariant open sub-
set U ⊂ X and a finite subgroup T1 ⊂ G such that G
G
i (U)
∼=
−→ Gi(U/G)⊗QR(T1),
which in particular gives
GGi (U)⊗R(G)R̂(G)
∼=
−→ Gi(U/G)⊗Q
(
R(T1)⊗R(G)R̂(G)
)
.
Since the natural map R(G)→ R(T1) is finite, we have
R(T1)⊗R(G)R̂(G)
∼=
−→ R̂(T1)G
∼=
−→ R̂(T1),
where the last equality follows from [6, Corollary 6.1]. Thus we get an isomorphism
(9.5) GGi (U)⊗R(G)R̂(G)
∼=
−→ Gi(U/G)⊗QR̂(T1).
Similarly, we use 9.2 and [6, Theorem 6.1 (b)] to get an isomorphism
(9.6) CH∗G (U, i)⊗S(G)Ŝ(G)
∼=
−→ CH∗ (U/G, i)⊗QŜ(T1)
and a commutative diagram
(9.7) GGi (U)⊗R(G)R̂(G)
eτGU

∼=
// Gi(U/G)⊗QR̂(T1)
τU/G⊗τ
G
k

CH∗G (U, i)⊗S(G)Ŝ(G) ∼=
// CH∗ (U/G, i)⊗QŜ(T1).
The map τU/G is an isomorphism by the non-equivariant Riemann-Roch (cf. [2,
Theorem 9.1]) and τGk is an isomorphism by Theorem 1.1. In particular, the right
vertical map is an isomorphism and hence so is the left vertical map.
To prove the isomorphism of τ˜GX , we let Y = X − U and consider the diagram
of localization sequences
G˜Gi+1(U)
//
eτGU

G˜Gi (Y )
//
eτGY

G˜Gi (X)
//
eτGX

G˜Gi (U)
//
eτGU

G˜Gi−1(Y )
eτGY

˜CH∗G (U, i+ 1)
// ˜CH∗G (Y, i)
// ˜CH∗G (X, i)
// ˜CH∗G (U, i)
// ˜CH∗G (Y, i− 1)
which commutes by Theorem 7.5. The rows are exact since R̂(G) and Ŝ(G) are
flat over R(G) and S(G) respectively. The map τ˜GY is an isomorphism by the
Noetherian induction, and we have shown above that τ˜GU is an isomorphism. We
conclude from 5-lemma that τ˜GX is also an isomorphism.
To show that uGX is an isomorphism, the natural maps G
G
i (X)IG → G˜
G
i (X) →
ĜGi (X) and Lemma 9.3 imply that u
G
X is surjective. It is injective because we have
just shown that τ̂GX ◦ u
G
X = u
G
X ◦ τ˜
G
X is an isomorphism. Finally, the isomorphism
of τ̂GX now follows since all other maps in 9.4 are isomorphisms.
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If X is smooth, we can use Proposition 9.2 to choose a good pair (V, U) for
the G-action such that CH∗G (X, i)
∼= CH∗ (XG, i). The rest of the argument is
exactly the same as the proof of the corresponding result for finite group actions
in Corollary 8.6. 
10. Proofs Of Theorem 1.2 For Diagonalizable Groups
In this section, we prove Theorem 1.2 for the action of diagonalizable groups
on smooth varieties. We first deal with the case when a diagonalizable group G
acts on a variety (possibly singular) X such that the stabilizers have a constant
dimension.
Proposition 10.1. Let G be a split diagonalizable group and let X ∈ VG be such
that the stabilizers of all points of X have a constant dimension. Then Theorem 1.2
and Theorem 9.1 hold.
Proof. Using Proposition 5.5 and Remark 5.6, we can assume that there exists a
subtorus T ⊂ G such that T acts trivially on X and H = G/T acts on X with
finite stabilizers. We have then
(10.1)
G˜Gi (X)
∼= GGi (X)⊗R(G)R̂(G)
∼=
(
GHi (X)⊗QR(T )
)
⊗R(G)R̂(G)
∼= GHi (X)⊗R(H)
(
(R(H)⊗QR(T ))⊗R(G)
(
R̂(H)⊗QR̂(T )
))
∼= GHi (X)⊗R(H)
(
R(G)⊗R(G)
(
R̂(H)⊗QR̂(T )
))
∼=
(
GHi (X)⊗R(H)R̂(H)
)
⊗QR̂(T )
∼= G˜Hi (X)⊗QR̂(T ),
where the second isomorphism and the isomorphism R(G) ∼= R(T )⊗QR(H) follow
from [29, Lemma 5.6]. We can similarly use Theorem 3.10 to get
(10.2) ˜CH∗G (X, i)
∼=
−→ ˜CH∗H (X, i)⊗QŜ(T ).
First we assume X ∈ VSG and prove Theorem 1.2. Since the construction of
the equivariant Chern character (cf. Proposition 7.1) at the individual factors of
CH∗G (X, i) is given by the non-equivariant Chern character on a mixed quotient,
we have a commutative diagram
(10.3) K˜Hi (X)⊗QR̂(T )
∼=
//
fch
H
X⊗
fch
T
k

K˜Gi (X)
uGX
//

K̂Gi (X)
cch
G
X

˜CH∗H (X, i)⊗QŜ(T ) ∼=
// ˜CH∗H (X, i)
 
uGX
// CH∗H (X, i),
where the map uGX is injective by Corollary 4.8. The left vertical map is an iso-
morphism by Theorem 9.4 and Theorem 1.1. The first arrow in both the rows are
isomorphisms by 10.1 and 10.2. This automatically induces the middle vertical
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arrow c˜h
G
X , which is an isomorphism and makes both the squares commute. This
also implies that uGX is injective. This proves Theorem 1.2. The proof of The-
orem 9.1 follows exactly the same way by replacing the Chern character by the
Riemann-Roch map, since Theorem 9.4 holds even when X is singular. 
Theorem 10.2. Let G be diagonalizable group and let X ∈ VSG. Then the Chern
character map chGX induces an isomorphism
K˜Gi (X)
fch
G
X−−→ ˜CH∗G (X, i)
such that the diagram
(10.4) KGi (X)⊗R(G)R̂(G)
fch
G
X
//
uGX

CH∗G(X, i)⊗S(G)Ŝ(G)
uGX

K̂Gi (X) cchGX
// CH∗H (X, i)
commutes.
Proof. In the rest of this section, we shall use the terms and the notations of
Sections 5 and 6 freely without explaining them again. Let s ≥ 0 be the largest
integer such that Xs 6= ∅. We prove the theorem by induction on s. If s = 0,
then G acts on X with finite stabilizers in which case the result is already proved
in Theorem 9.4. So we assume that s ≥ 1. Let Xs
fs
→֒ X and X<s
gs
→֒ X be the
inclusions of closed and open sets as before. Since G acts on Xs with constant
dimension of stabilizers, the result holds for Xs by Proposition 10.1. This also
holds for X<s and N
0
s by induction on s (since N
0
s = (Ns)<s). Thus we have the
maps c˜h
G
X<s such that ĉh
G
X<s ◦ u
G
X<s = u
G
X<s ◦ c˜h
G
X<s and similarly for Xs and N
0
s .
We now consider the following diagram.
(10.5)
K˜Gi (X)
(g∗s ,f
∗
s )
//
!!

˜KGi (X<s)⊕ K˜
G
i (Xs)
Sp≤s−1X,s −η
∗
s,≤s−1
//
fch
G
X<s
⊕fch
G
Xs

K˜Gi (N
0
s )
fch
G
N0s

˜CH∗G (X, i)
(g∗s ,f
∗
s)
//
 _
uGX

˜CH∗G (X<s, i)⊕
˜CH∗G (Xs, i)
Sp
≤s−1
X,s −η
∗
s,≤s−1
//
 _
uGX<s
⊕uGXs

˜CH∗G (N
0
s , i) _
uG
N0s

CH∗G (X, i)
(g∗s ,f
∗
s)
// CH∗G (X<s, i)⊕ CH
∗
G (Xs, i)
Sp
≤s−1
X,s −η
∗
s,≤s−1
// CH∗G (N
0
s , i),
where the curved downward arrow on the left is ĉh
G
X ◦ u
G
X . The composite square
on the left commutes by the contravariance of the Chern character. The lower
right square clearly commutes. We show that the upper right square commutes.
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For this, it suffices to show separately that
(10.6) (i) c˜h
G
N0s
◦η∗s,≤s−1 = η
∗
s,≤s−1◦ c˜h
G
Xs and (ii) c˜h
G
N0s
◦Sp≤s−1X,s = Sp
≤s−1
X,s ◦ c˜h
G
X<s .
But η∗s,≤s−1 is the composite of pull-backs
K˜Gi (Xs)
f
∗
s,∞
−−→ K˜Gi (Ns)→ K˜
G
i (N
0
s ),
where the last map is the pull-back to an open subset. The same factorization
holds for the higher Chow groups as well. Hence (i) follows directly from the
contravariance of the Chern character. To prove (ii), we consider the diagram
˜KGi (Ms,≤s−1)
j∗s,≤s−1
// //
fch
G
Ms,≤s−1

˜KGi (X<s)
Sp≤s−1X,s
//
fch
G
X<s

K˜Gi (N
0
s )
fch
G
N0s

˜CH∗G (Ms,≤s−1, i)
j
∗
s,≤s−1
// // CH∗G (X<s, i)
Sp
≤s−1
X,s
// CH∗G (N
0
s , i).
The left square is a pull-back diagram and hence commutes. The composite top
horizontal arrow is just the pull-back i∗s,≤s−1 and the composite bottom horizontal
arrow is i
∗
s,≤s−1 (cf. Diagram 5.9). Hence the composite square commutes. The
map j∗s,≤s−1 is surjective from the K-rigidity (cf. [34, Proposition 4.3, Proposi-
tion 4.6]). It follows that the right square also commutes, which proves 10.6. Hence
we have shown that all the completed squares in the diagram 10.5 commute.
Now, the top row in the diagram 10.5 is exact with the first map injective
by [34, Proposition 4.7] and the fact that R̂(T ) is flat over R(T ). The same
conclusion holds for the middle row by Proposition 6.1. The bottom row is exact
with the first map injective by Proposition 6.1 and Proposition 4.1. It follows from
a diagram chase that there exists a unique map c˜h
G
X : K˜
G
i (X)→
˜CH∗G (X, i) such
that the upper left square commutes. The injectivity of (g∗s, f
∗
s) now shows that
ĉh
G
X ◦ u
G
X = u
G
X ◦ c˜h
G
X . This proves the theorem. 
11. Reduction Steps For Arbitrary Groups
In this section, we establish some reduction steps for deducing the proofs of our
main results for an arbitrary group from the case of diagonalizable groups. We
first do this for G = GLn.
Proposition 11.1. Let G be a linear algebraic group and let X ∈ VG. Suppose
that Theorem 1.2 (resp. Theorem 9.1) holds when G is a diagonalizable group.
Then Theorem 1.2 (resp. Theorem 9.1) also holds when G = GLn.
Proof. We first prove the assertion for Theorem 1.2. The other case is similar and
we shall indicate the specific changes. So let T be a split maximal torus of G = GLn
and W the Weyl group. Then by Corollary 3.9, W acts on CH∗T (X, ·) as graded
automorphisms and CHjG (X, i) =
(
CHjT (X, i)
)W
for every i, j ≥ 0. In particular,
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W acts on CH∗T (X, i) and CH
∗
G (X, i) =
(
CH∗T (X, i)
)W
. Since W acts through
the pull-backs, we see that it acts on Ŝ(T ) as Ŝ(G)-algebra automorphisms and
on CH∗T (X, i) as Ŝ(G)-linear maps. We also have the trace maps (cf. 8.2)
CH∗G (X, i) →֒ CH
∗
T (X, i)
tr
−→ CH∗G (X, i)
such that the composite is identity. Letting W act on CH∗T (X, i)⊗S(G)Ŝ(T ) diag-
onally, we get natural maps
(11.1)
CH∗G (X, i)⊗S(G)Ŝ(G)→ CH
∗
T (X, i)⊗S(G)Ŝ(T )
tr
−→ CH∗G (X, i)⊗S(G)Ŝ(G)
such that the composite is identity. We note here that since S(T ) and S(G) are
polynomial algebras, the JT -adic and the graded filtrations on S(T ) coincide, and
similarly for S(G). In particular, the maps Ŝ(T ) → CH∗T (k, 0) and Ŝ(G) →
CH∗G (k, 0) are isomorphisms.
Since W preserves the graded filtration of CH∗T (X, i), it preserves the augmen-
tation ideal JT of S(T ). Moreover, as W acts as an S(G)-algebra on S(T ), we see
that W preserves all powers of JG and hence the JG-adic filtration of CH
∗
T (X, i).
Since W clearly preserves the JG-adic filtration on S(T ) and since this filtration
induces the same topology on S(T ) as the JT -adic filtration (cf. [6, Theorem 6.1]),
we see that the maps
CH∗T (X, i) ⊗
S(G)
S(T )→ CH∗T (X, i) ⊗
S(G)
S(T )
J jGS(T )
→
CH∗T (X, i)
J jTCH
∗
T (X, i)
→
CH∗T (X, i)
CH≥jT (X, i)
are all W -equivariant. We conclude that the composite map
(11.2) CH∗T (X, i)⊗S(G)Ŝ(T )
wGX
//
** **TT
TTT
TTT
TTT
TTT
TT
CH∗T (X, i)
CH∗T (X, i)⊗S(T )Ŝ(T )
(

66llllllllllllll
is W -equivariant, where the slanted downward arrow is the natural surjection and
the upward arrow is injective by Corollary 4.8. We now have the following diagram.
CH∗G (X, i)⊗S(G)Ŝ(G)
  //
 _
uGX

CH∗T (X, i)⊗S(G)Ŝ(T )
tr
// //
wGX

CH∗G (X, i)⊗S(G)Ŝ(G) _
uGX

CH∗G (X, i)
  // CH∗T (X, i) tr
// // CH∗G (X, i)
The left square clearly commutes since W acts trivially on the terms in the left col-
umn. Since wGX isW -equivariant and u
G
X is its restriction on CH
∗
G (X, i)⊗S(G)Ŝ(G),
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the right square also commutes. Since both the composite horizontal arrows are
identity, we get the natural maps
(11.3)
CH∗G (X, i)
CH∗G (X, i)⊗S(G)Ŝ(G)
→֒
CH∗T (X, i)
CH∗T (X, i)⊗S(G)Ŝ(T )
tr
−→
CH∗G (X, i)
CH∗G (X, i)⊗S(G)Ŝ(G)
such that the composite is identity. Moreover, the middle term is same as
CH∗T (X,i)
˜CH∗T (X,i)
by 11.2. We now consider the following diagram.
(11.4) K˜Gi (X)
uGX

//

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
˜CH∗G (X, i) _
uGX


<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
K̂Gi (X)
cch
G
X
//

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
CH∗G (X, i)

<
<
<<
<
<
<<
<
<<
<
<
<<
<
<<
<
<
<
K˜Ti (X) _
uTX

fch
T
X
// ˜CH∗T (X, i) _
uTX

K̂Ti (X) cchTX
// CH∗T (X, i)
All the completed faces of the above diagram commute and the map c˜h
T
X is an
isomorphism by our assumption about the torus action. We want to show that
the dotted arrow can be completed by the map c˜h
G
X such that the back face (and
hence all faces) of the cube commutes. Using 11.3 and a diagram chase, we see
that it suffices to show that the image of the composite map
K˜Gi (X)
cch
G
X◦u
G
X−−−−→ CH∗G (X, i)→ CH
∗
T (X, i)
lies in ˜CH∗T (X, i). But this follows directly from the commutativity of all com-
pleted squares in the above diagram.
It remains now to show that c˜h
G
X is an isomorphism. We first note that the
completed arrows in the above diagram are R̂(G)-linear via the isomorphism of the
rings R̂(G)
∼=
−→ Ŝ(G). In particular, c˜h
G
X is R̂(G)-linear. Moreover, R̂(T )
∼= Ŝ(T )
is faithfully flat over R̂(G) ∼= Ŝ(G). Thus it suffices to show that c˜h
G
X⊗R̂(G)R̂(T )
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is an isomorphism. However, we have the following commutative diagram.
(11.5)
K˜Gi (X)⊗R̂(G)R̂(T )
∼=

fch
G
X⊗
fch
G
k
// ˜CH∗G (X, i)⊗Ŝ(G)Ŝ(T )
∼=

KGi (X)⊗R(G)R̂(T )
∼=

CH∗G (X, i)⊗S(G)Ŝ(T )
∼=
(
KGi (X)⊗R(G)R(T )
)
⊗R(T )R̂(T )
ψGT

(
CH∗G (X, i)⊗S(G)S(T )
)
⊗S(T )Ŝ(T )
φGT

KTi (X)⊗R(T )R̂(T )
fch
T
X⊗
fch
T
k
// CH∗T (X, i)⊗S(T )Ŝ(T )
The map ψGT is an isomorphism by [22, Proposition 8] and φ
G
T is an isomorphism by
Theorem 3.8. The bottom horizontal arrow is an isomorphism by our assumption.
We conclude that the top horizontal arrow is also an isomorphism.
For the proof of Theorem 9.1 for G = GLn, we first observe that 11.3 is general
and it holds for any reductive group G with a split maximal torus T and any
X ∈ VG by Corollary 3.9. Hence we can consider the same diagram as 11.4
with K-groups replaced by G-groups and the Chern character replaced by the
equivariant Riemann-Roch of Theorem 7.5 to get the desired map τ˜GX . Then all
the maps in the diagram are R̂(G)-linear by Theorem 7.5 (ii). Since G acts with
finite stabilizers, so does T and hence τ˜TX is an isomorphism by Proposition 10.1.
Moreover, as [22, Proposition 8] also holds for the G-theory, the same argument
as above shows that τ˜GX is an isomorphism. 
We need the following finiteness results for the maps of the equivariant Chow
rings and the completions of the representation rings for generalizing Proposi-
tion 11.1 to any linear algebraic group. For compact Lie groups and complex
algebraic groups, Lemma 11.3 follows from the stronger results of Segal (cf. [23])
and Edidin-Graham (cf. [8, Proposition 2.3]).
Lemma 11.2. Let G be a linear algebraic group and let H ⊂ G be a closed sub-
group. Then the restriction map S(G) → S(H) is finite. In particular, S(G) is
Noetherian.
Proof. We first assume that G is a diagonalizable group and H ⊂ G is a subtorus.
Then we have an isomorphism R(G) ∼= R(H)⊗QR(G/H) by [29, Lemma 5.6] and
the natural map R(G)→ R(H) is surjective and hence finite. In general, we embed
G inside some GLn to get the maps R(GLn) → R(G) → R(H). Hence we can
assume that G = GLn.
There is a finite extension l/k such that all the connected components of the
algebraic group Hl are defined over l, the identity component H
0
l is split and
its unipotent radical Ru (H
0
l ) is also defined and split over l. Moreover, there is
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maximal torus T of Gl such that T ∩Hl = T
′ is a split maximal torus of Hl. We
now consider the following commutative diagram.
(11.6) S(G)
∼=
//

S(Gl) //

S(T )

S(H) // S(Hl) // S(T
′)
We have shown above that the right vertical arrow is finite. The first horizontal
arrow on the top is an isomorphism since G = GLn (cf [6, Section 3.2]), and the
second horizontal arrow on the top is finite by Corollary 3.9. In particular, S(T ′)
is finite over S(G). To see that the middle vertical arrow is finite, we can use
Lemma 4.2 and Corollary 8.3 to assume that Hl is connected and split reductive
with split maximal torus T ′. In that case, it follows from Corollary 3.9 and the
fact that S(G) is Noetherian. Finally, we conclude from Lemma 4.4 that S(H)
is an S(G)-submodule of S(Hl) and hence finite over S(G). The claim about the
Noetherian property follows from this finiteness result and the fact that S(GLn)
is Noetherian. 
Lemma 11.3. Let G be a linear algebraic group and let H ⊂ G be a closed sub-
group. Then the restriction maps R(H)⊗R(G)R̂(G)
rGH−→ R̂(H) and S(H)⊗S(G)Ŝ(G)
rGH−→ Ŝ(H) are isomorphisms of Q-algebras.
Proof. Let R̂(H)G and Ŝ(H)G denote the IG-adic completion of R(H) and JG-adic
completion of S(H) respectively. Then we have R̂(H)G
∼=
−→ R̂(H) and Ŝ(H)G
∼=
−→
Ŝ(H) by [6, Theorem 6.1]. The isomorphism of the map S(H)⊗S(G)Ŝ(G)
rGH−→ Ŝ(H)
now follows directly from Lemma 11.2. We consider the following commutative
diagram.
(11.7) R(G) //

R̂(G)

R̂(G)
cch
G
k
//

Ŝ(G)

R(H) // R(H)⊗R(G)R̂(G)
// R̂(H)G
//
∼=

Ŝ(H)G
∼=

R̂(H)
cch
H
k
// Ŝ(H)
Since ĉh
G
k and ĉh
H
k are ring isomorphisms by Theorem 1.1, we conclude that there
exists a unique isomorphism R̂(H)G
cch
H
k−−→ Ŝ(H)G such that the above diagram
commutes. We have shown that Ŝ(H)G
∼= S(H)⊗S(G)Ŝ(G), and the latter is then
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finite over Ŝ(G). Now we conclude from the above diagram that R̂(H)G is finite
over R̂(G).
Using the indicated isomorphisms of rings in the above diagram, we need to
show that the composite map R(H)⊗R(G)R̂(G)
φGH−→ Ŝ(H)G in the middle row is an
isomorphism, in order to prove the proposition. We have now the natural maps
R(H)⊗R(G)R̂(G)→ K
G
0 (G/H)⊗R(G)R̂(G)
fch
G
G/H
−−−→ CH∗G (G/H, 0)⊗S(G)Ŝ(G).
The first map is an isomorphism by the Morita equivalence [6, Proposition 3.2]
and the second map is an isomorphism by Theorem 10.2 and Proposition 11.1.
However, the last term is same as CH∗H (k, 0)⊗S(G)Ŝ(G)
∼= S(H)⊗S(G)Ŝ(G) by [6,
Proposition 3.2], and we have seen above that the latter term is same as Ŝ(H)G.
This proves the lemma. 
Proposition 11.4. Let G be a linear algebraic group and let X ∈ VG. Suppose
that Theorem 1.2 (resp. Theorem 9.1) holds when G is a diagonalizable group.
Then Theorem 1.2 (resp. Theorem 9.1) holds for any G.
Proof. As in the proof of Proposition 11.1, we first prove the assertion for The-
orem 1.2. The other case is similar and we shall indicate the specific changes.
Choosing an embedding G →֒ GLn as a closed subgroup and using [27, Theo-
rem 1.10] and Corollary 3.2 above, we have natural isomorphisms
GGLni
(
GLn
G
× X
)
∼=
−→ GGi (X) and
CH∗GLn
(
GLn
G
× X, i
)
∼=
−→ CH∗G (X, i) .
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Putting X˜ = GLn
G
× X and replacing the G-groups by K-groups (as X is smooth),
we get the following commutative diagram.
KGi (X)⊗R(G)
(
R(G)⊗R(GLn)R̂(GLn)
)
∼=
//
rGLnG

KGLni (X˜)⊗R(GLn)R̂(GLn)
fch
GLn
eX

CH∗GLn
(
X˜, i
)
⊗S(GLn)Ŝ(GLn)

CH∗G (X, i)⊗S(GLn)Ŝ(GLn)
∼=

CH∗G (X, i)⊗S(G)
(
S(G)⊗S(GLn)Ŝ(GLn)
)
rGLnG

KGi (X)⊗R(G)R̂(G)
uGX

fch
G
X
// CH∗G (X, i)⊗S(G)Ŝ(G) _
uGX

K̂Gi (X) cchGX
// CH∗G (X, i)
The top horizontal map is the composite
KGi (X)⊗R(G)
(
R(G)⊗R(GLn)R̂(GLn)
)
∼=
−→ KGi (X)⊗R(GLn)R̂(GLn)
∼=
−→ KGLni (X˜)⊗R(GLn)R̂(GLn).
The second vertical arrow on the right is an isomorphism as mentioned above. The
maps rGLnG on both sides are isomorphisms by Lemma 11.3, c˜h
GLn
eX is an isomor-
phism by Proposition 11.1 and uGX is injective by Corollary 4.8. We conclude that
the map ĉh
G
X ◦ u
G
X factors through a map c˜h
G
X which is an isomorphism.
To deduce Theorem 9.1 from the case of diagonalizable groups, we use the same
diagram as above for G-groups and the same changes as in the proof of the theorem
for GLn in Proposition 11.1, and observe that if G acts on X with finite stabilizers,
then so does GLn on X˜ . 
12. Proof Of The main result and consequences
Our strategy to prove Theorem 1.2 and Theorem 9.1 is to use the results of the
previous section to reduce the proofs to the case of diagonalizable groups.
Proof of Theorem 1.2: The existence of c˜h
G
X and its isomorphism follows from
Theorem 10.2 and Proposition 11.4. We have moreover seen from the construction
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of the equivariant Chern character in Proposition 7.1 that R̂(G)
cch
G
k−−→ Ŝ(G) is an
isomorphism of rings and c˜h
G
X is R̂(G)-linear under this isomorphism. Taking the
ÎG-completion of the top row in the diagram 1.3 under the isomorphism ÎG ∼=
ĴG, we see that the isomorphism c˜h
G
k induces the isomorphism of completions
K̂Gi (X)
cch
G
k−−→ ̂CH∗G (X, i).
Finally, the map uGX is injective by Corollary 4.8. Hence u
G
X is also injective. 
Proof of Corollary 1.3: The ring homomorphism K̂G0 (X)
cch
G
X−−→ ̂CH∗G (X, 0) is
an isomorphism by Theorem 1.1. Moreover, the map τ̂GX is a K̂
G
0 (X)-linear un-
der the above isomorphism by Theorem 7.5. Since the Todd classes of the vector
bundles are invertible elements of ̂CH∗G (X, 0), we see from the construction of
the Riemann-Roch map in Theorem 7.5 that there is an invertible element βX in
K̂G0 (X) such that τ̂
G
X = β · ĉh
G
X . The corollary now follows from Theorem 1.2. 
Proof of Theorem 9.1: If a diagonalizable group acts with a fixed dimen-
sion of stabilizers, then this is proved in Proposition 10.1. If any linear algebraic
group G acts on X with finite stabilizers, then τ˜GX is an isomorphism by the case of
diagonalizable groups and Proposition 11.4. Since τ˜GX is an R̂(G)-linear (cf. The-
orem 7.5), the isomorphism of ĜGi (X)
bτGk−→ ̂CH∗G (X, i) follows exactly in the same
way as the isomorphism of ĉh
G
X in the proof of Theorem 1.2.
To prove the isomorphism of vertical arrows in the diagram 9.1, we first see that
the map uGX is an isomorphism by Proposition 9.2. This implies then that u
G
X is
injective. On the other hand, the natural maps GGi (X)IG → G˜
G
i (X)
uGX−→ ĜGi (X)
and Lemma 9.3 imply that uGX is surjective. 
Proof of Theorem 1.4: For any X ∈ VG, we have the natural maps
GGi (X)→ G
G
i (X)IG
eτGX−→ ˜CH∗G (X, i)← CH
∗
G (X, i) ,
where the last map is an isomorphism by Proposition 9.2 and τ˜GX is an isomor-
phism by Theorem 9.1. This gives the desired lifting of the Riemann-Roch map
GGi (X)
τGX−→ CH∗G (X, i) such that Ker
(
τGX
)
has the desired property.
For the surjectivity of τGX , we first prove the case when X is smooth. By [24,
Theorem 6.1], there is a finite G-equivariant cover f : X ′ → X such that X ′ is
normal and G acts freely on X ′. In particular, X ′ is quasi-projective and the G-
action on X ′ is linear (cf. [9, Proposition 7.1]). We claim that for any i, j ≥ 0, the
map CHjG(X
′, i)
f∗
−→ CHjG(X, i) is surjective. To see this, choose a representation
V of G and a G-invariant open subset U of V such that G acts freely on U and the
codimension of V − U is larger than j. Then the induced map f˜ : X ′G → XG is a
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finite map of quasi-projective schemes (loc. cit.) such thatXG is smooth. Hence by
[2, Theorem 4.1 and 5.8], there is a pull-back map f˜ ∗ : CHj(XG, i)→ CH
j(X ′G, i)
such that f˜∗ ◦ f˜∗ is the multiplication by the degree of f˜ , which proves the claim.
Now let Y ′ = X ′/G and consider the following Riemann-Roch diagram.
GGi (X
′)
τG
X′
//
f∗

CH∗G(X
′, i)
f¯∗

GGi (X) τGX
// CH∗G(X, i)
Note that likeX ′G andXG, Y
′ is also quasi-projective. Moreover, one hasGGi (X
′) ∼=
Gi(Y ′) and CH∗G(X
′, i) ∼= CH∗(Y ′, i). In particular, we conclude from the Bloch’s
non-equivariant Riemann-Roch Theorem that the top horizontal arrow is an iso-
morphism. We have just shown above that the right vertical map is surjective. We
conclude that the bottom horizontal map must be surjective.
If X is singular and the stack [X/G] has a coarse moduli scheme, then by [20,
Theorem 1], there a X ′ ∈ VG and finite flat G-equivariant map f : X
′ → X such
that G acts freely on X ′. As f is finite and flat, we have maps f˜ ∗ : CHj(XG, i)→
CHj(X ′G, i) and f˜∗ : CH
j(X ′G, i)→ CH
j(XG, i) such that f˜∗ ◦ f˜∗ is the multiplica-
tion by the degree of f˜ by the same reason. The same argument as in the smooth
case above now proves that τGX is surjective. 
As another application of our Riemann-Roch isomorphisms to the equivariantK-
theory, we can prove the following partial generalization of [22, Proposition 8] from
simply connected to arbitrary reductive groups. For simply connected reductive
groups, Merkurjev’s result is stronger in that his result holds with the integral
coefficients. But the main advantage of the following result is that it does not
assume anything about G. It will turn out in the forthcoming sequel that it may
not be necessary to complete the ring R(T ) in the corollary below.
Corollary 12.1. Let G be a connected and split reductive group and let T be a
split maximal torus of G. Then for any smooth variety X with G-action and for
any i ≥ 0, the natural map
KGi (X)⊗R(G)R̂(T )
ηGT−→ KTi (X)⊗R(T )R̂(T )
is an isomorphism. For actions with finite stabilizers, ηGT is an isomorphism even
if X is not smooth.
Proof. We first note that there is an R̂(G)-linear isomorphism
KGi (X)⊗R(G)R̂(T )
∼=
−→ K˜Gi (X)⊗R̂(G)R̂(T ).
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Thus we need to show that the natural map K˜Gi (X)⊗R̂(G)R̂(T ) → K˜
T
i (X) is an
isomorphism. For this, we consider the following commutative diagram.
K˜Gi (X)⊗R̂(G)R̂(T )
//

K˜Ti (X)

˜CH∗G (X, i)⊗Ŝ(G)Ŝ(T )
// ˜CH∗T (X, i)
The vertical maps are isomorphisms by Theorem 1.2. So we need to show that the
bottom horizontal map is an isomorphism. However, we have isomorphism
˜CH∗G (X, i)⊗Ŝ(G)Ŝ(T )
∼= CH∗G (X, i)⊗S(G)
(
Ŝ(G)⊗
Ŝ(G)
Ŝ(T )
)
∼=
(
CH∗G (X, i)⊗S(G)S(T )
)
⊗S(T )Ŝ(T ).
But the last term is naturally isomorphic to CH∗T (X, i)⊗S(T )Ŝ(T ) =
˜CH∗T (X, i)
by Theorem 3.8. This proves the corollary when X is smooth. The same proof also
applies when X is not smooth and G acts with finite stabilizers by Theorem 9.1
since our extra ingredient Theorem 3.8 holds for all X ∈ VG. 
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