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Molecular dynamics simulations have been performed to study equilibrium and dynamical aspects
of solvation of excess electrons in supercritical ammonia along the T5450 K isotherm. The interval
of supercritical densities investigated spans from typically dense liquid down to dilute vapor
ambients. Equilibrium aspects of solvation were analyzed using combined path integral-molecular
dynamics techniques. The transition from localized to quasifree states, described in terms of the
isomorphic electron-polymer spatial extent, was observed at approximately one fourth of the triple
point density, a value somewhat higher than that recently reported for supercritical water @D. Laria
and M. Skaf, J. Phys. Chem. A 106, 8066 ~2002!#. The density of electronic eigenstates shows
typically one s- and three p-like bound states that gradually lose their symmetry characteristics as
the density lowers. The computed ground state absorption spectrum exhibits redshifts in the
absorption bands as the density decreases; these shifts are much larger than those reported by pulse
radiolysis experiments. By performing adiabatic dynamics, we also investigate mechanisms for
solvent relaxation at high and intermediate supercritical densities following a vertical excitation of
the electron. © 2003 American Institute of Physics. @DOI: 10.1063/1.1601215#
I. INTRODUCTION
Chemical reactivity in supercritical polar environments
represents the subject of a wealth of ongoing research work
due to its important technological applications.1–3 The main
reasons for this interest reside in the profound changes that
take place in many physicochemical properties of these sys-
tems, compared to what is normally perceived at more con-
ventional conditions. At supercritical temperatures, large dis-
placements in chemical equilibria4 and solvation-induced
modifications in the reaction rates by several orders of
magnitude5 are not uncommon, a fact that reveals the impor-
tance of the reactant complex-solvent coupling as a key fac-
tor determining the channels that drive the dynamics of the
reactive processes.
Microscopic aspects of polar solvation may be examined
by a wide variety of molecular solutes. Excess electrons pro-
vide an excellent example of very sensible probes to gain
direct experimental information about the changes that oper-
ate in the structure of a solvent to host a negatively charged
solute. Given the inherently quantum nature of the electron,
its solvation normally exhibit well differentiated characteris-
tics from what is usually encountered in cases of simpler,
classical, anionic solutes. Most notably, is the existence of
the electronic localization phenomenon, reflected in the dra-
matic drop that appears in the electronic drift mobility.6,7
From a microscopic point of view, the transition from delo-
calized to localized states is usually described in terms of the
spatial confinement of the electronic density within a solvent
cavity, whose average shape fluctuations can normally be
inferred from the analysis of the position and line shape of
the electron absorption band.8–10 Moreover, time resolved
spectroscopy experiments11–13 open new venues for acquir-
ing detailed information on the relevant time scales involved
in the solvation dynamics as well.
The subject of the present paper deals with equilibrium
and dynamical aspects of the electronic states in supercritical
ammonia ~SCA!. In a much broader context, the analysis of
electronic states in supercritical environments—including
polar and nonpolar ambients, such as the case of noble
gases14—is particularly appropriate to investigate density ef-
fects on the electronic localization, since it allows sweeping
the whole fluid density range without worrying about the
occurrence of liquid–gas phase transitions in the host fluid.
In the specific case of electron solvation in SCA, the subject
has received considerable attention in recent times. Experi-
mental results for the electron mobility in SCA at tempera-
tures fifty degrees above the critical one (Tca5405 K) sug-
gest a transition from delocalized to localized states in the
density range of approximately 0.02 times the normal liquid
density. Interestingly, in this thermal regime the drift mobil-
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ity also exhibits a nonmonotonic density dependence, with a
minimum located slightly below the critical density.7,15,16
These changes contrast sharply with the apparently much
weaker sensitivity of the position of the main absorption
peak in a wide density interval of supercritical states.8,9 From
the theoretical point of view, computer simulations have
been conducted to analyze details of the electronic states in
bulk ambients17–20 at lower temperatures and
nanoclusters21,22 as well. In this work, we extend these pre-
vious studies to higher temperatures and lower solvent den-
sities, applying combined path integral-molecular dynamics
~PIMD! simulation techniques. We are interested not only in
equilibrium characteristics of the excess electron solvation
but we also make a first exploratory analysis of the early
stages of the solvation dynamics that follows a vertical pho-
toexcitation of the solute using the adiabatic approximation
for the quantum electronic dynamics.
In a related context, we recently examined electronic
solvation in supercritical water ~SCW!.23 Our simulation ex-
periments found that at temperatures slightly above the criti-
cal one (Tcw5647 K), the localization transition in water,
expressed in terms of the spatial extent of the electron, takes
place in a density range roughly between one and two tenths
of the triple point density. This value is substantially higher
than that previously estimated from mobility measurements
at nearly critical conditions.6 Moreover, we also found that,
similarly to what is found at lower temperatures,19 the broad
absorption spectrum at supercritical conditions comprises
transitions from an s-ground state into three p-like excited
states, exhibiting a considerable redshift as we move to
lower densities, somewhat larger than that found in
experiments.24
Yet, for the particular case of the electronic solvation in
ammonia, we anticipate several differences from what we
have already observed in supercritical aqueous scenarios:
First, compared to what is found in water, changes in tem-
perature and density seem to promote less dramatic disrup-
tions in the intermolecular spatial correlations of ammonia.
Neutron diffraction25 and computer simulation experiments26
performed for supercritical ammonia show only a weak loss
of structure in the site–site correlation functions, especially
those pertaining to N–H pairs. Secondly, the differences in
the critical temperatures of both fluids should lead to more
important quantum thermal effects on the electron solvation
for the case of ammonia. In view of the fact that the solva-
tion of excess electrons results from a complex interplay be-
tween a variety of phenomena, including: ~i! packing effects
and specific intermolecular connectivity of the host fluid, ~ii!
thermal quantum fluctuations, and ~iii! the specific character-
istics of the coupling between the electron and the solvent
response, the simulation analysis presented here is expected
to provide further insights into the microscopic nature of
these systems.
The organization of this work is as follows: In Sec. II,
we present details of the model and the simulation method-
ology. Equilibrium results from the PIMD runs and dynami-
cal information about the response of a selected supercritical
states are presented in Sec. III. The main conclusion are left
for Sec. IV.
II. METHODS AND MODEL
A. Path integral MD
The systems under investigation consists of a quantum
electron coupled to a classical bath containing Na5216 am-
monia molecules. Equilibrium properties of the excess elec-
tron solvation have been investigated using Feynman’s path
integral formulation of quantum statistical mechanics.27
Within this formalism, the canonical partition function of the
system, Q, is written as
Q}E d$R%exp~2bVcl@$R%#!E flE D@r~ t !#
3exp~2S@r~ t !,$R%#!, ~1!
where Vcl@$R%# denotes the potential energy for the classical
particles with coordinates $R%; r(t) is the electron position at
the imaginary time t; and D@r(t)# represents the path inte-
gral. The action functional S@r(t),$R%# is given by
S@r~ t !,$R%#5
1
b\ E0
b\
dtF12 mer˙2~ t !1Ves@r~ t !,$R%#G ,
~2!
where me is the electron mass and Ves@r(t),$R%# represents
the coupling between the electron and solvent molecules.
The rest of the symbols retain their usual meaning. Intermo-
lecular interactions between ammonia particles included in
Vcl were described using the four site model of Impey et al.28
For the electron–solvent interactions, Ves , we adopted the
pseudopotential proposed by Sprik et al.17 In its simplest
form, this local pseudopotential incorporates only bare Cou-
lomb contributions between the electron and the solvent
sites, while short range repulsions due to exchange forces
and polarizability terms are both neglected. Although more
elaborate model potentials exist in the literature,29,30 at this
stage we did not investigate further possible effects from
repulsions and/or polarizability contributions. The incorpora-
tion of the former is surely not crucial to provide a reason-
able description even in high density polar environments,
where the sole incorporation of Coulomb forces seems ad-
equate to describe the main features of solvated
electrons.17–20 On the other hand, contributions from polar-
izability effects in highly packed liquid ammonia seem to be
of some relevance but not a key ingredient,30 although we do
not discard that the situation may change considerably in
density regimes where the distance between neighboring sol-
vent molecules is larger than the thermal wavelength of the
electron.
At present, there exist well tested algorithms to sample
thermal fluctuations of the electron path according to the
action given in Eq. ~2! in an efficient way. The methodolo-
gies rely on the isomorphism31 established between the sta-
tistical mechanics of the quantum electron path and that of a
classical cyclic polymer containing P pseudoparticles
~‘‘beads’’! with coordinates ri . For a finite value of P, the
quantum partition function in Eq. ~1! reduces to that of a
classical system interacting with an effective potential given
by
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Veff5Vcl1
Pme
2~b\!2
(
i51
P
~ri2ri11!
21
1
P (i51
P
Ves@$ri%,$R%# .
~3!
To sample configuration space we implemented a combined
path integral-molecular dynamics ~PIMD! algorithm that in-
cludes a reversible, multiple time scale integrator of New-
ton’s equations of motion and the staging ansatz.32
To simulate canonical dynamics, chains of three Nose´–
Hoover thermostats set at T5450 K were coupled to each
Cartesian coordinate of the electron polymer. The classical
bath was also coupled to an identical thermostat chain. This
thermal regime—which is roughly 10% above the experi-
mental critical temperature of ammonia—was deliberately
chosen so as to establish a correspondence with our recent
PIMD study of supercritical water performed at a similar
reduced temperature.23 Similarly, we investigated the super-
critical density interval 0.033 g cm23<ra<0.72 g cm23,
(rca50.236 g cm23), which spans from highly packed down
to low density gaseous ambients. A few test runs were also
performed at low temperature, at the experimental ammonia
triple point: r t
a50.723 g cm23, Tt
a5260.5 K. Two different
time steps were used: Dt51022 fs to integrate the classical
bath variables and dt5Dt/3 to evolve the rest of the fast
dynamical variables ~including the thermostats!. The number
of beads and staging masses were set to P51000 and j21
549, respectively. The masses of the electron pseudopar-
ticles were taken to be equal to the electron mass, while the
rest of the classical particles were assigned masses equal to
1022 times their actual values. The masses of the thermostat
chains attached to the electronic degrees of freedom were set
equal to Qestage5b\2/P and Qeend5 jQestage for the stage and
end beads, respectively. The masses of the chain of thermo-
stats coupled to the classical particles were taken as Q1
5Ncl /(bvLJ) and Qi5Q1 /Ncl (i52,3), where Ncl is the
number of classical degrees of freedom in the system and
vLJ is the frequency at the minimum of the nitrogen–
nitrogen Lennard-Jones interaction in ammonia. Constraints
imposed on the intramolecular distances and on the particle
positions were handled with the SHAKE algorithm.33 All
simulations included an equilibration period of approxi-
mately 105Dt , followed by trajectories of typical length
5 – 103105Dt used to evaluate the statistical properties of
the system.
B. Adiabatic dynamics
Dynamical information about the electronic states was
extracted from a second set of simulations, performed using
a quantum adiabatic dynamics scheme. The electronic wave
functions was expressed in terms of 163 plane waves, uni-
formly distributed over the spatial extent of the simulation
box. For a given configuration of the classical bath, electron
eigenvalues $en% and eigenfunctions $cn% were computed by
means of the block Lanczos procedure combined with the
split operator fast Fourier transform techniques described in
Ref. 34. Quantum forces acting of the classical particles were
computed using the Hellmann–Feynman expression,
Fi
q52„Rien~$R%!. ~4!
In this equation, Fi
q represents the contribution to the force
acting on the ith particle due to the presence of the quantum
electron. We explicitly indicated that the eigenstates ~labeled
n! are dependent on the specific solvent configuration con-
sidered. The time step for these simulation runs was set to
0.1 fs.
In all cases, Lennard-Jones interactions were cut at half
the simulation box length, while long ranged interactions de-
rived from the different Coulomb terms were handled by
Ewald sum techniques,35,36 assuming the presence of a uni-
form neutralizing background.
Information about dynamical responses of spectroscopic
relevance, can be conveniently extracted by performing non-
equilibrium, relaxation runs. In the present case, these simu-
lation experiments basically consisted in performing an ini-
tial equilibrium trajectory, in which the quantum forces on
the classical particles were taken with the electron occupying
the instantaneous ground state e0($RN%). From this trajec-
tory, solvent configurations separated by 2 ps intervals were
adopted as initial conditions for relaxation trajectories, dur-
ing which quantum forces were taken according to Eq. ~4!,
with the system propagated in the presence of the electron in
its ~instantaneous! first excited state. These trajectories were
used to compute nonequilibrium response functions SO(t)
for different relevant observables O(t), namely,
SO~ t !5^O~ t !&ne, ~5!
where ^fl&ne denotes an average sampled from the distribu-
tion of nonequilibrium initial conditions and the time origin
was set to coincide with the electronic excitation.
III. RESULTS
A. Equilibrium solvation
The extent of the electron localization in the different
supercritical environments can be conveniently probed by
analyzing the behavior of the correlation length of the elec-
tron polymer R5R~b\/2!, where R2(t) is defined by
R2~ t2t8!5^ur~ t !2r~ t8!u2&; 0<t2t8<b\ . ~6!
Solvated electrons in water and ammonia in the vicinity of
their corresponding triple points are known to be localized
and characterized by length scales R of similar order of the
size of a solvent molecule, i.e., intermediate between 3 and 4
Å.17,37 On the other hand, and for the particular case of low
density, steamlike, aqueous supercritical ambients, say rw
,0.1 g cm23, the correlation function R(t) looks similar to
that corresponding to a Gaussian, noninteracting polymer,
with the longest correlation length comparable to lDB , the
electron de Broglie thermal wavelength.23
In Fig. 1 we present results for R in SCA, at T*
51.10. We have also included results for SCW along the
same ~reduced temperature! isotherm. In order to facilitate
the comparison between results from the two fluids, it is
convenient to scale all temperatures and densities by the cor-
responding critical (T*5T/Tc) and triple point (r*5r/r t)
values, respectively. The sharp drop to practically half of its
ideal, i.e., noninteracting, r50, value within a narrow den-
sity interval along with a change in the slope of the curve,
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reveal that the onset of the electronic localization in SCA, as
reflected by the polymer size, takes place at ra*’0.25. Com-
parison with the curve for SCW, where the transition takes
place at rw*’0.15, shows that polarization fluctuations in the
latter fluid are more ‘‘effective’’ in promoting electronic lo-
calization. This feature can be simply understood in view of
the stronger polar character of bulk water compared to
ammonia,38 and the larger length scales describing the quan-
tum thermal fluctuations of the electron: lDB(T5450 K)
.18 Å and lDB(T5650 K).14 Å. Consequently, both ef-
fects should lead to weaker electron–solvent Coulomb cou-
pling. As a result, the actual size of the electron–polymer in
SCA is, in all cases, much larger than in SCW. A similar
observation holds when comparing results of electronic sizes
in the two fluids at their corresponding triple points, indi-
cated by the arrows in Fig. 1.
The analysis of electron centroid–solvent spatial corre-
lation provides complementary information about the char-
acteristics of the electronic delocalization. The electron cen-
troid is defined as rc5(1/b\)*0b\r(t)dt . In Fig. 2 we
present results for different solvent–centroid pair correlation
function gca(r), ~a5N,H!,
gca~r !5
1
4pr2ra
K (
i51
Na
d~ urc2Ri
au2r !L , ~7!
where Ri
a denotes the coordinate of site a in the ith ammonia
molecule and ra the corresponding site density. Compared to
the spatial correlations at the triple point ~dashed lines!, the
profiles for high density, supercritical states ~empty symbols!
show a moderate loss of structure in the close vicinity of the
electron centroid, where a first solvation shell is still percep-
tible. A reduction in density leads to more dramatic changes
since, for example, at ra*50.05, one obtains featureless pro-
files ~solid lines! that monotonously approach their limiting,
gca51, value within a distance interval of ’5–6 Å away
from the electron centroid. The ammonia profiles should be
contrasted to those for SCW at the same reduced density—
upper set of curves in Fig. 2 ~filled symbols!—where the
effective electron–solvent coupling is still strong enough to
promote a considerable enhancement of the local solvent
density fields around the quantum solute. For ammonia, in
FIG. 1. Correlation length for the electron-polymer along the T*51.10
isotherm for supercritical ammonia ~solid line, squares! and supercritical
water ~dashed line, circles!. The arrows indicate the correlation lengths for
solvated electrons at the corresponding triple points of the two fluids.
FIG. 2. Centroid–solvent pair correlation functions for different SCA states
at T*51.10. Top curves: gcN(r); bottom curves: gcH(r). r*50.05: solid
lines; r*51: open circles. Also shown are the profiles for electron–solvent
correlation at the triple point ~dashed lines!, and for SCW ~r*50.1 and
T*51.10; black circles!. The arrows indicate the coordination numbers at
selected distances and the shaded area represents the electron spatial extent
expressed in terms R/2, at the lowest density.
FIG. 3. Density of bound electronic states for different densities along the
T*51.1 isotherm. ~a! ra*50.35; ~b! ra*50.5; ~c! ra*51.0. Also shown are
the results for the triple point ~d!. Solid lines correspond to the ground
states. Thin lines correspond to the first, second, and third quasidegenerate
excited states.
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contrast, the electron appears too diffuse ~R’10 Å! and is
not able to promote any relevant ‘‘clustering’’ of solvent par-
ticles in its immediate vicinity.
The analysis of the coordination numbers expressed in
terms of the running integrals of the different gca(r), pro-
vides an idea of the extent of electron tunneling into spatial
domains of the solvent. The coordination numbers at differ-
ent distances from the electron centroid are indicated by ar-
rows in Fig. 2. At the lowest density considered, there is
typically two hydrogen atoms within a distance r from the
electron centroid comparable to the gyration radius of the
polymer, approximated by ’R/2 ~see Fig. 2!.
B. Density of states and absorption spectra
Figure 3 shows results for D(E), the electron density of
states defined as
D~E !5K (
e i,0
d~e i2E !L . ~8!
The profiles were constructed by diagonalizing the electronic
Schro¨dinger equation for 200 statistically independent sol-
vent configurations, obtained along the PIMD run. Results
are shown for the ground state ~solid lines! and the three
lowest lying excited states ~dashed lines!. The corresponding
density of states for ra*50.35, 0.5, and 1 along with results
at the triple point are depicted in panels ~a!–~d!. The profiles
reveal that the main effects of lowering the solvent density
are reflected in a gradual shift in the position of the ground
state distribution towards higher energies, while the distribu-
tions for the three excited states remain practically un-
changed. A comparison between panels ~c! and ~d! shows
that, as T* goes from 1.10 to 1.0, there is only a slight
broadening in the distribution of ground state energies due to
larger shape fluctuations in the electron trapping cavities.
This indicates that temperature effects are much less impor-
tant than density effects upon D(E). The physical picture
that emerges from these observations suggests a reduction in
the energy gaps due to the larger box length at lower densi-
ties, which seems consistent with a simple picture of a quan-
tum particle in a fluctuating soft box model.
Similarly to what has been found at subcritical condi-
tions using a set of mobile Gaussian basis,19 the low lying
bound states at supercritical conditions correspond to a
ground s-like state and three, quasidegenerate, somewhat
more delocalized excited states, with p-like characteristics. A
more vivid picture of the overall shape of the electronic den-
sities can be acquired from Fig. 4, where we present a series
of two-dimensional projections r˜ l (l50,1),
r˜ l~x j ,xk!5E uc lu2dxi , ~9!
where (xi ,x j ,xk) are the three principal axis of the simula-
tion box. At a first glance, the gross features of the symmetry
characteristics of the ground and first excited states in high
density environments are self-evident: Most noteworthy, is a
nearly Gaussian-type profile for the ground electronic state,
and the clear presence of a nodal plane in the first excited
state. However, as we move to lower densities, the shape of
the electron wave functions become more distorted prevent-
ing a clear characterization in terms of their symmetry prop-
erties.
The ground state absorption spectra, I(v), at four super-
critical densities computed within the Franck–Condon ap-
proximation, namely,
I~E !}E~12e2bE!K (
i.0,e i,0
u^c0umˆuc i&u2d~e i2e02E !L ,
~10!
are presented in Fig. 5, where we have also included results
for the triple point. Compared to the experimental data,8 the
position of the maximum at the latter conditions is slightly
blue shifted ~;0.2 eV!, as has been noted elsewhere.19 Any-
how, the overall simulated line shape is rather asymmetric in
accordance with the experimental result, although its high
energy branch is somewhat less developed. Consistently with
the behavior exhibited by the density of states ~Fig. 3!, tem-
perature alone does not lead to significant changes in the
absorption band. Similar features have also been found in
FIG. 4. Two-dimensional projections r˜ i ~in Å22! of the ground and first
excited electronic state for solvated electrons in SCA. Panels ~a! and ~b!
correspond to ra*51; panels ~c! and ~d! correspond to ra*50.05. Box
lengths are expressed in Å.
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simulations of hot and supercritical water, including compu-
tations performed with a polarizable electron–solvent
pseudopotential.39 At lower densities (ra*<0.5), however,
the maxima of our simulated spectra present redshifts much
larger than those experimentally reported at similar thermo-
dynamic conditions,9,10 where very broad absorption bands
for solvated electrons in the 0.1–0.2 eV region are reported
for 0.15&ra*&0.7 along the T*51.05 isotherm. In prin-
ciple, the insensitivity of the position of absorption maxima
in a broad density interval found in the experiments could be
interpreted as the absence of any relevant modifications of
the solvent density fields in the close vicinity of the solute. In
other words, at low densities, the electron–solvent coupling
would induce a considerable ‘‘clustering’’ of the solvent
around the electron, that would experience practically no
modifications as the density lowers. As we mentioned in pre-
vious paragraphs, this interpretation clashes with the results
of our simulations, which do not show evidences of any rel-
evant solvent clustering around the electron. At this point,
one could envisage several possible reasons for the lack of
accordance. Perhaps the first one to be considered is the
crude description of the electron–solvent pseudopotential
and most notably, the absence of polarizability contributions
that would eventually promote a stronger solvent–electron
coupling in the low density regime. Anyhow, we anticipate
that the presence of ‘‘clustering’’ or the explicit inclusion of
polarization fluctuations in the electron–solvent coupling are
likely to be insufficient to explain the weak dependence of
position of the maximum of the absorption spectrum; results
for SCW using a much more elaborate electron–solvent
pseudopotential do show considerable ‘‘clustering’’ and yet,
similar redshifts to those presented here still persist in the
low density region. As such, the limitations of our model
Hamiltonian remains an open question that certainly de-
serves deeper investigations.
C. Solvation dynamics upon electronic excitation
Our dynamical description of the solvation will be re-
stricted to the relaxation process that follows a vertical exci-
tation of the excess electron, within the adiabatic quantum
dynamics approximation. To gain a preliminary insight on
the problem, it will be instructive to briefly address the char-
acteristics of the time evolution of a couple of relevant ob-
servables. Figure 6 contains dynamical information about the
electron size and the four lowest lying adiabatic states at two
SCA densities, following the promotion of the electron at t
50 from the equilibrium ground state to the first excited
state. The electron size was estimated as
s1
25^c1u~r2r¯1!2uc1& , ~11!
with r¯15^c1uruc1&. In the top panel, we observe that during
the first 20–30 fs from the excitation, the spatial extent of
electronic density presents a sudden drop—barely percep-
tible in the high density case—before reversing its initial
trend towards more extended states. After ’200–300 fs, the
electronic wave functions at both densities have already lev-
eled off to their asymptotic values, resulting in final spreads
intermediate between 20% and 40% larger that the corre-
sponding initial values. The resulting degree of electronic
delocalization upon excitation is rather large, and, in both
cases, exceeds largely the average distance between solvent
particles ;ra
21/3
. A similar nonmonotonic behavior was also
detected in the time evolution of the instantaneous eigen-
states ~middle and bottom panels of Fig. 6!, with the excep-
tion of the ground state ~long-dashed curves!, which shift to
FIG. 5. Electron absorption spectra for different densities at T*51.1 iso-
therm. ra*50.075 ~dashed lines!; ra*50.35 ~solid lines!; ra*50.5 ~dotted–
dashed lines!; ra*51 ~open circles!. Also shown results for the triple point
~black circles!. The inset shows the density dependence of the absorption
maxima in the low density interval investigated. Diamonds: this work;
circles: Refs. 9 and 10.
FIG. 6. Top panel: Relaxations for the electron size; ra*51 ~black circles!;
ra*50.3 ~open circles!. Middle (ra*51) and bottom (ra*50.3) panels: dy-
namical history of the adiabatic electronic eigenstates. The results corre-
spond to supercritical states and the electron was promoted from the equi-
librium ground state to the first excited state at t50.
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higher values of energy more abruptly,40,41 reducing the en-
ergy gap with the occupied first excited states to nearly 0.25
and 0.15 eV, for high and low density supercritical states,
respectively. These observations are consistent with the
physical picture according to which the dynamics of the sol-
vent during the earliest stages of the solvation are governed
by the momenta prevailing before the excitation of the probe,
thus exhibiting ‘‘ballistic’’ or inertial characteristics. This
leads to the sudden moderate contraction of the electronic
density, followed by a subsequent gradual charge delocaliza-
tion that takes place within a time interval of 200–330 fs.
The latter change results from the weakening of the effective
solvent–electron coupling as the solvent modifies its original
solvation structure to accommodate now a much more dif-
fuse ‘‘anion.’’ Incidentally, within this interpretation, one can
also argue that such a less favorable electron solvation
should be counterbalanced by a stabilization of the solvent–
solvent interactions. Unfortunately, given the disparity be-
tween the magnitudes of the electron–solvent and solvent–
solvent energy contributions, our simulation experiments
were not sufficiently accurate to confirm this assertion.
The fact that the energy gap between the ground and the
first excited electronic states reduces considerably upon
excitation—becoming, in fact, comparable to the nuclear
thermal energy fluctuations—reveals that the excited state
dynamics is expected to be influenced by nonadiabatic ef-
fects. Moreover, previous studies of solvation dynamics of
excess electrons in water at room temperature did show that
the nonadiabatic decay rate is inversely proportional to the
magnitude of the energy gap and that the average lifetime of
the excited electronic state before decaying to the ground
state in aqueous ambients is intermediate between 500 fs and
1 ps.40,41 Consequently, since these time scales are similar to
those observed for the relaxation of the adiabatic states
shown in Fig. 6, the validity of our adiabatic dynamical de-
scription for periods beyond these values will only be mar-
ginally satisfied. Moreover, the fact that the solvent response
decays a sizable portion within the first few hundreds of
femtoseconds suggests that a more detailed analysis of the
solvation dynamics should be performed including the pos-
sibility of coupling with the intramolecular motions. Al-
though this is certainly a reasonable assumption, specially in
view of the magnitude of the totally symmetric bending fre-
quency of ammonia (nb5932 cm21),42 previous results on
the electronic solvation response of water at ambient condi-
tions show that the relaxation chanels involving intramolecu-
lar modes of the solvent contribute mildly to the
response.36,40,43,44
Bearing these caveats in mind, we now turn the analysis
of the relaxation of the observable of spectroscopic rel-
evance, namely, the normalized nonequilibrium response
function for the solvent energy gap, SE(t), defined as
SE~ t !5
^DE~ t !2DE~‘!&ne
^DE~0 !2DE~‘!&ne
, ~12!
where DE5e1(t)2e0(t) represents the instantaneous elec-
tronic energy gap. In Fig. 7 we depict results for SE(t) at the
supercritical densities corresponding to those shown in Fig.
6. The high density curve exhibits a clear bimodal character:
a Gaussian-type initial decay accounting for a sizable frac-
tion ~;40%–50%! of the total decay, followed by a much
slower, diffusive tail that accounts for the manifold of slow
processes, mainly rotational and spatial diffusive motions,
that drive the long time response of the solvent. Notice, how-
ever, that this bimodal character is much less prominent at
lower densities, and that the response practically vanishes
after a sharp decay lasting ;100 fs. In order to obtain esti-
mates for the time scales involved in the initial relaxation,
we have fitted the t,100 fs portions of the simulated SE(t)
by a simple Gaussian: SE(t)’exp@2 12(vst)2#; vs represents
the solvation frequency, normally an equilibrium quantity
that determines the width or the initial curvature of the re-
sponse. The short time behavior of both curves shown in Fig.
7 can be equally well reproduced by assuming vs
.27– 30 fs21. Interestingly, this characteristic solvation fre-
quency appears to be related to the average squared free
rotation frequency,45
vs
2’asv f
2
, ~13!
where
v f
25
2kBT
Ieff
. ~14!
In this equation, Ieff represents a weighted sum of the prin-
cipal moments of inertia of the ammonia molecule. Invoking
simple continuum models for solvation, Maroncelli et al.46
found that the factor as can be expressed in terms of the
molecular dipole m, the bulk dielectric constant, and state
parameters,
as5
4prm2
3kBT
S 12 1e D
21
. ~15!
For the supercritical states of ammonia considered here,
as
1/2v f is intermediate between 25 and 40 fs21,47 values that
are comparable to the fitted value for vs mentioned above.
Although we will not claim here that the simple physical
arguments that lead to Eqs. ~13!–~15! should remain valid
for the more complex case of the solvation of a highly quan-
tum object in supercritical environments, it is interesting to
verify that our preliminary results suggest the persistence of
a certain level of correspondence between the two character-
FIG. 7. Normalized nonequilibrium response function for the solvent energy
gap at two different supercritical densities of ammonia.
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istic frequencies—a fact that has also been proved to hold for
the case of solvation of simple anionic species in SCW.48
The results presented in Figs. 6 and 7 reveal faster re-
laxation and near absence of diffusional contributions at low
density supercritical environments. In order to investigate the
differences in the mechanisms through which the systems
relax, we present in Fig. 8 results for the two limiting, t50
and t5‘ , equilibrium spatial correlations between the center
of the excited electronic distribution, r¯1 , and the solvent’s
Nitrogen site. Although, at high densities, one expects con-
siderable rearrangements in the solvent spatial distribution
around the solute due to the gross symmetry changes in the
electronic wave function, the t50 distribution can be prac-
tically superimposed to that corresponding to t5‘ , by sim-
ply operating a negative, 0.5 Å shift in the radial coordinate
~upper panel!. On the other hand, at low densities, the
changes in the two limiting distributions are much less pro-
nounced, and are to be found at long range. Given the ob-
served differences in the spatial correlations, we are led to
believe that the slow portions of the relaxations at high den-
sities can be ascribed to the approaching of the solvent mol-
ecules towards the center of the electronic charge. Finally,
and more importantly, notice that the shift towards smaller
distances in the excited gr¯1N(r) function—a fact that in prin-
ciple could be interpreted as a sign of a more confined
solute—contrasts the particle-in-a-box interpretation of the
reduction of the energy gap, discussed earlier in connection
to the time evolution of s1 . This indicates that the localiza-
tion mechanism for excited electrons in supercritical ammo-
nia is mainly driven by the polarization fluctuations that pre-
vails in these environments, with only minor contributions
from short ranged, excluded volume effects, arising from
electron–solvent exchange forces.
IV. SUMMARY AND CONCLUDING REMARKS
We have presented path integral and plane-waves adia-
batic MD simulations studies of a quantum excess electron
solvated in supercritical ammonia covering a wide range of
densities from diluted vaporlike ambients to the triple point
density along the 450 K isotherm (T*51.10). The PIMD
analysis of the equilibrium correlation length for the
electron–polymer locates the transition from localized to
quasifree electronic states around one fourth of the ammo-
nia’s triple point density. Overall, solvated electron size is
larger in supercritical ammonia than in supercritical water at
similar reduced thermodynamic states because of the stron-
ger polarity of water. This observation agrees with experi-
mental evidence.
Analysis of the wave function for the bound states shows
a ground s-like state and three, quasidegenerate excited states
with p-like characteristics. For low density ambients
~r*<0.35! the energy gap between the two lowest lying
states is comparable to the nuclear thermal energy fluctua-
tions, suggesting that nonadiabatic effects may be relevant to
the dynamical features of the electronic states. The ground
state absorption spectrum computed at different solvent den-
sities exhibits an asymmetric line shape consistent with ex-
perimental observations. However, the maximum of the com-
puted spectrum presents considerably stronger redshifts with
decreasing density than the experimental data.
The solvation dynamics subsequent to the electron pho-
toexcitation to the first excited state has been studied within
the adiabatic approximation for the time evolution of the
electronic states at two reduced densities ~r*50.35 and 1.0!
and T*51.10. The solvation responses present a bimodal
decay consisting of an initial fast Gaussian-type relaxation
followed by a diffusive regime. At low density, the role of
diffusive components seem to be marginal. These features
are interpreted in the light of the dynamical history of the
eigenstate energies and electron size following the sudden
excitation, and the electron centroid–solvent radial distribu-
tion function.
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