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A random-phase-assisted ray-tracing technique 
for wireless channel modeling 
Houtao Zhu1, Jun-ichi Takada1, Kiyomichi Araki2, and Takehiko Kobayashi3 
department of Electrical and Electronic Engineering, Tokyo Institute of Technology 
2-12-1 O-okayama, Meguro-ku, Tokyo 152-8552, JAPAN 
3YRP Mobile Telecommunications Key Technology Research Laboratories Co., Ltd 
Abstract— A random-phase-assisted ray-tracing 
technique for predicting spatio-temporal wireless 
channel parameters is presented. A two dimensional- 
three dimensional (2D-3D) hybrid ray-tracing algo- 
rithm is implemented in code for the prediction 
of channel parameters in outdoor micro- and pico- 
cellular urban environments. Meanwhile, a Random 
Phase Approach (RPA) is applied in the ray-tracing 
algorithm. The application of the RPA is intended 
for two purposes: 1) to account for the effects of in- 
accurate antenna positions; 2) to predict the range of 
short-term fading fluctuation. Several measurements 
carried out in pico-cell environments confirm the cal- 
culation accuracy of this technique. It was found that 
measured fluctuation of path-loss and delay profiles 
are almost fully confined within the 90% confidence 
interval, proving that the approach can account for 
the effects mentioned above. In addition, the conven- 
tional verification of path-loss and delay profiles pre- 
dicted by ray tracing was extended to include the ver- 
ification of angle-of-arrival (AOA). The demonstrated 
calculation accuracy in spatial and temporal domain 
confirms the applicability of authors' technique to an- 
alyze system performance in real environments. 
I. INTRODUCTION 
Recently, ray-tracing methods have become pop- 
ular approaches applied in prediction of cell cover- 
age in wireless networks [l]-[3] and even proposed 
for deterministic channel modeling [4]. In fact, ray 
tracing combines computer graphics techniques and 
numerical electromagnetic computation techniques 
(e.g., Uniform Theory of Diffraction (UTD)) to- 
gether. Current ray-tracing methods mainly focus 
on predicting path loss or delay spread in microcell 
and picocell environments [l]-[3][5]-[9]. However, 
the fast progress of spatio-temporal signal processing 
techniques (e.g., smart antenna) for next-generation 
wireless systems has demanded an accurate predic- 
tion of channel parameters not only temporally but 
also spatially for system performance evaluation. 
Verification of predicting spatio-temporal channel 
parameters from ray tracing, however, has not been 
fully completed. There are few verifications reported 
in the literature. In addition, a number of disadvan- 
tages inherent in existing ray-tracing methods frus- 
trate people who use them. For example, although 
3D ray-launching methods [1][5][7] launch rays from 
an icosahedron, they are launched with unequal sep- 
arating angles that can cause deterioration in the ac- 
curacy of a calculation. Alternatively, image meth- 
ods [3] [6] [8] [9] normally require a substantial amount 
of memory to establish high-order image sources. A 
disadvantage of ray tracing is that phases of rays 
can not be correctly predicted due to inaccurate co- 
ordinates of buildings and antenna positions. These 
phase errors can cause inaccurate results when the 
rays are summed in vector forms [1]. 
Therefore, the RPA [10] [11] is applied in authors' 
code to address the phase-error problem by assum- 
ing the rays have random phases. With this assump- 
tion, the statistical distribution of signal strength at 
each location (for path-loss prediction) and at each 
sampling instant (for delay-profile prediction) can 
be derived analytically. With this distribution, the 
phase-error problem can be mitigated by choosing 
a local mean value obtained from the distribution. 
Besides this effect, it was also found that the fluc- 
tuation range of fast-fading signal levels and delay 
profiles can be accurately predicted with the RPA. 
This range is impossible to predict with the conven- 
tional ray-tracing codes. In this paper, the RPA 
is incorporated with a 2D-3D hybrid ray-tracing 
method [12] to be proposed for predicting spatio- 
temporal channel parameters in outdoor micro- and 
pico-cellular environments. 
The organization of this paper is as follows: Sec- 
tion 2 presents the detailed ray-tracing algorithm 
and the RPA. Section 3 describes the measurement 
and comparison of ray-tracing results with measure- 
ment data in: 1) path-loss, 2) delay profiles and 3) 
azimuth-delay profiles. Finally, section 4 draws con- 
clusions on this ray-tracing technique. 
II. 2D-3D HYBRID RAY-TRACING METHOD 
The purpose of the authors' ray-tracing code is 
to predict spatio-temporal channel parameters in 
micro- and pico-cellular environments. The follow- 
ing assumptions are made : 
• Transmitting  antenna  heights  are  below  the 
rooftops of surrounding buildings 
• The ground is smooth and flat. 
• Walls  of buildings  are  perpendicular  to  the 
ground. 
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Input CCUI-based) 
. Building database 
. *X*x., Rx position 
. Antenna directivity (expansion coefficient file) 
, EJlectric parameters of object» 
,  Carrier frequency 
. "Volume bounding specification 
. Roughness of" objects 
. Max. orders of" reflection    and diffraction 
Ray-tracer main code 
1> Ray-tracing 
2) Blectromagnetic calculation. 
3) Rand.om-ph.ase processing 
Output 
X. 3D illustration of received rays (VRML) 
2. Path-loss (mean/median, fluatuation range> 
3. Delay-profile Cmean/median, fluctuation range) ■A. Azimuth-delay profile  
Fig. 1.    Block diagram of the authors' ray-tracing 
code 
The main body of the authors' 2D-3D hybrid ray- 
tracing code can be divided into three parts: 1) Ray 
tracing, 2) Electromagnetic wave calculation, and 
3) Random-phase processing (Fig. 1). Ray tracing 
traces rays from transmitter to receiver as efficiently 
as possible to find detailed ray paths. Electromag- 
netic wave calculation uses electromagnetic wave the- 
ory to calculate theoretical values in a realistic envi- 
ronment. The RPA is then applied to calculate the 
local mean or median value and a confidence interval 
which corresponds to the fluctuation range of fading. 
A. Ray-Tracing Formulation 
The 2D-3D hybrid ray-tracing method [12] is based 
on the ray-launching idea [5], which regards the 
transmitter as being a point source that launches 
rays in every direction. In the authors' approach, 
rays are launched in a 2-dimensional horizontal plane 
with equal angle separation. The location of the re- 
flection and diffraction points and the formulation of 
reflected and diffracted rays are carried out based on 
Geometrical Optics (GO), Snell's Law of Reflection, 
and Keller's Law of Diffraction[13]. 
1.1 Determination of the ray path 
When vertical walls are only considered, 2D trac- 
ing gives correct 3D results. The locations of reflec- 
tion points are determined by simple line and line 
intersection in a 2-dimensional coordinate system. 
Since the incident angle should be equal to the reflec- 
tion angle (the Law of Reflection), the reflected ray 
vector is determined by the following simple vector 
calculation [14]: 
kr = ki - 2 (n • ki)h (1) 
where 
fer : unit vector of the reflected ray 
Building corners are checked by setting up capture 
circles to determine diffraction points [5]. As the in- 
cident angle (the angle between the incident ray and 
the edge of a building wall) is equal to the diffraction 
angle (the angle between the diffracted ray and the 
edge of a building wall), if we virtually unfold the 
incident plane and diffraction plane into one plane, 
the incident ray and the diffracted ray are actually 
in a straight line. After determining the intersection 
points, the ray paths are established by geometrically 
calculating the heights of intersection points. The 
height hk of the fcth reflection or diffraction point is 
obtained as: 
hk 




fei : unit vector of the incident ray 
h : unit vector of the surface normal 
Ltk '■ 2D ray path length from the transmitter to 
the intersection point 
Ltr • 2D ray path length from the transmitter to 
the receiver 
ht : the height of the transmitter 
hr : the height of the receiver 
As each ray path generates a pair of rays (one with 
ground-reflection and one without), ground-reflected 
rays are formed by searching the ground-reflection 
point in the previous ray path. The ray path length 
from the transmitter to the ground-reflection point 
Ltg is calculated by: 
*•-££ <3) 
The ground-reflection point is formed along the ray 
path, and the heights of other intersection points are 
adjusted by the Eq. (3). Finally, the heights of inter- 
section points are compared with the heights of the 
buildings. If one of the intersection points is higher 
than the building, the ray path does not exist. 
The capture circle [5] is set up to determine 
whether the ray reaches each building corner and 
receiving point or not. The circle radius is de- 
fined as 0.5 • a ■ L, where a is the angle separation, 
and L is the whole length of the ray path between 
the source and the capture circle. Although cal- 
culation accuracy is improved when launching-angle 
separation is smaller, computational time increases. 
There is a tradeoff between accuracy and compu- 
tational time with regard to launching-angle separa- 
tion. In the authors' experiences, a 0.1° to 1° launch- 
ing angle separation is sufficient for pico-cells (0.1°— 
0.5° for 60 x 60 m2) and micro-cells (0.5°— 1° for 
600 x 600 m2). In addition to the ray reaching the 
receiving point, ray tracing is terminated if one of 
the following three conditions is met: 
1. The signal level of the ray is below the threshold 
value, 
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2. The intersection order of the ray exceeds the 
user-specified maximum reflection and diffrac- 
tion number, 
3. The ray leaves the whole area. 
1.2 Application of ray-acceleration techniques 
To decrease computational time, a series of ray- 
acceleration techniques [14] is used in the authors' 
ray-tracing code. These are: 
1. Back-face Culling 
Since most of the computational time is spent 
on intersection checks, the authors' main inten- 
tion is to reduce intersection-check times. The 
dot product of the normal vector of a surface 
(building wall) with the launching ray vector is 
used to determine if the wall is invisible to the 
launching ray (back-face). If the dot product is 
greater than zero, the building face is invisible 
to the launching ray and it does not need to be 
checked for an intersection. 
2. Volume Bounding 
The volume bounding technique is used to re- 
duce the number of buildings required for an 
intersection-check. An area is divided into sev- 
eral rectangular sub-areas (bounding volume) 
and users specify the size of the bounding vol- 
ume. When the bounding volume intersected by 
the ray is determined, the buildings in that vol- 
ume are checked for an intersection. Without 
this technique, every building in the area would 
have to be checked. Computational time would 
then be dramatically increased. 
3. Partition Vector 
The authors propose Partition Vector (PV) 
as a simple but effective technique for ray- 
acceleration. The ray vector is bounded with 
two partition vectors: unit vectors that start 
from the end point of the current ray vector and 
can be directed along positive/negative x or y- 
axis direction. A bounding area formed by using 
two partition vectors in one bounding volume is 
shown in Fig. 2. If the coordinates of one of the 
building's corners are confined in the bounding 
area, this building then qualifies for an intersec- 
tion check. 
B.  Theoretical Calculation 
The authors' ray-tracing code allows the user to 
specify the positions of the transmitter and the re- 
ceiver, the electrical parameters (conductivity and 
permittivity) of every building and ground plane, 
and carrier frequency and the vector field directiv- 
ity of antennas. Since in real environments building 
walls may not be smooth, the roughness of reflecting 
surfaces can be specified by the standard deviation 
of the surface height with respect to the mean sur- 
face height. The randomness of the surface height is 
Fig. 2.       Application of partition vectors in one 
bounding volume 
assumed to be modeled by a Gaussian distribution. 
2.1 Field calculation 
The rotation of the polarization vector is consid- 
ered for each reflection and diffraction event. The 
dyadic reflection and diffraction coefficients [15] are 
used for the field calculation. At reflection and di- 
ffraction points, the electric field components in the 
global coordinate system EXIVJZ are first resolved into 
parallel and perpendicular components (with respect 
to the incidence plane) and multiplied by correspond- 
ing reflection/diffraction coefficients. After the cal- 
culation, the polarization components are resolved 
again to EXiVtZ in the global Cartesian coordinate 
system. The average rough-surface reflection co- 
efficient [16] and the heuristic dielectric wedge di- 
ffraction coefficient [17] from UTD are used for the 
calculation of reflection and diffraction loss. 
The received electric field at the receiving antenna 






ER = — ■ RroughC jkd 
Once-diffracted rays 
E{ 
E\) = — ■ Rrough ' D -= s' 
s' '"""       V s(s' + s) 
Twice-diffracted rays[l] 





ss"(s' + s + s") 
o-jk(s+s'+s") (7) 
where 
EQ :  emitted electric field observed at the unit 
distance 
d : propagation path length 
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s' : path length from the source to the first di- 
ffracting wedge 
s : path length from the first diffracting wedge to 
the receiver (for once-diffracted rays) or to the 
second diffracting wedge (for twice-diffracted 
rays) 
s" : path length from the second diffracting wedge 
to the receiver 
Rrough '■ dyadic reflection coefficient of the rough 
surface 
D : dyadic diffraction coefficient of the dielectric 
wedge 
The total field strength at any receiving point 
is contributed by reflected, diffracted and multi- 
ple reflected/-diffracted signals due to the multipath 
phenomena. This is calculated by the determinis- 
tic linear superposition of all single contributions as 
follows: 
Etaba = YtEi = YtEie-tS* (8) 
i=l «=1 
where 
e : unit vector of polarization for i-th arrival ray 
Ei : amplitude of i-th arrival ray (\Ei\) 
(j>i : phase of i-th arrival ray 
and <fo is given as follows: 
<t>i = Ipi - kdi (9) 
where 
ipi : phase shift caused by interaction with obsta- 
cles 
di : propagation path length of i-th arrival ray 
In the authors' approach, <j>i is assumed to be ran- 
dom. A statistical superposition of single contribu- 
tions to calculate the total field strength is therefore 
adopted. 
2.2 Calculation of the vector antenna pattern 
Normally, the antenna radiation pattern used in 
ray tracing is approximated by the E and H plane 
patterns [18] or applied by a 3D radiation pattern 
stored in the computer [6]. The former is accurate 
only near the antenna main beam. The latter wastes 
computer memory. In the authors' approach, far- 
field pattern functions Ksmn(6,4>) and the expansion 
coefficient Q8mn [19] express the field directivity pat- 
tern of the antenna. The index s distinguishes the 
two modes: s = 1 denotes TE mode and s = 2 de- 
notes TM mode. The indices m and n indicate the 
mode numbers of the wave functions in the <j> and 0 
directions respectively. 
Since the radiating power of the antenna is given 
by: 
1 
the transmitting power can be normalized to a 0 dB 
gain and the vector directivity function is obtained 
as: 
2~ismn QsmnK-amn(v,<p) D{e,4>) = (ii) 
V Z-iamn \Qsmn\ 
Therefore, if the field pattern of an arbitrary an- 
tenna is given, the expansion coefficient is obtained 
by the following equation: 
Q. 
-f Ja E KmndSl (12) 
r = oZ.mJQs (10) 
The expansion coefficient is stored as a look-up ta- 
ble in the computer. Finally, the emitted field is 
calculated according to the Eq. (11) and resolved 
into EX}VtZ components from spherical coordinates 
in the global coordinate system. The use of the far- 
field pattern function has some advantages. First, it 
strictly satisfies Maxwell's equations and is therefore 
widely used in spherical near-field antenna measure- 
ments [19]. Second, the mode number of the func- 
tion, sufficient to the expansion, is limited and pro- 
portional to the antenna size. This can reduce the 
need for computer memory to store antenna patt- 
erns. 
C. Random-Phase Processing 
The conventional power-summing approach [20] 
sums up the power of each individual ray to obtain 
the total signal level by assuming that the incoming 
rays are incoherent. However, this approach can not 
indicate the fluctuation range of the signal level or 
demonstrate the fading phenomena. Alternatively, 
the phase-summing approach [20] calculates the to- 
tal signal level from the sum of individual complex 
rays. Fast variation (multipath fading) of the sig- 
nal can be observed in the total signal level. How- 
ever, the calculation is quite possibly corrupted by 
the phase errors of some rays. This approach re- 
quires a sufficiently large observation window to ob- 
tain the statistical parameters of the signal fluctua- 
tion [20]. Since the statistical parameters are calcu- 
lated from a number of sampling points inside this 
window, it is definitely a time-consuming approach. 
In the authors' approach, the idea of random phase 
ray-tracing [10] [11] is adopted to model the level of 
fluctuation due to the coherent interaction among 
different rays. 
Since the building database and the positions of 
the antennas may not be accurate in the order of 
wavelength, a phase error is introduced into each 
ray. This may dramatically deteriorate the accuracy 
of the ray-tracing results. As the total field at the 
receiving point is expressed in Eq. (8), the ampli- 
tude At is predicted deterministically from ray trac- 
ing and the phase <j>i is then assumed to be random. 
The cumulative probability of the total field strength 
(fading statistics) at the receiving point can be de- 
rived by the characteristic function method and is 
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given as [21]: 
P(\E\) = 2|i?| A  g(7n/JQ   j R m (13) 
where 
7„ : the n-th root of zeroth-order Bessel function 
Ji(.) : the first order Bessel function. 
and 
where 
*(*) = exp (-£y^) • fl MAix)       (14) 
a   : receiver noise power 
At : the amplitude of the tth ray 
and R is an upper limit parameter, as sufficiently 
large as possible and chosen as [22]: 
R = Y^Ai + 5v (15) 
t=i 
With the amplitudes of received rays predicted 
from ray tracing, the cumulative probability and 
the corresponding amplitude |i?| can be determined 
from above equations. The total field strength cor- 
responding to the cumulative probability from 5% to 
95% is selected as the confidence interval. The pre- 
diction error of ray-tracing approaches, caused by 
incorrect phases, can be improved by using the local 
mean calculated by the RPA. By incorporating the 
RPA into the ray-tracing method, it provides an in- 
sight into the fading mechanism and also a specific 
range, within which the signal level will fluctuate. 
The RPA can also be applied to predict the fluctu- 
ation range of delay profiles [23]. The band-limited 
delay profiles are obtained by convolving the channel 
impulse response predicted from ray tracing with a 
channel filter. In fact, these delay profiles are sam- 
pled and the sampling interval is decided by the sys- 
tem bandwidth. At each sampling instant, the in- 
teraction between different impulses occurs due to 
convolution, which can be represented as: 
h(nTs) = ]T Aie^'Pin - nTs) (16) 
where 
Ts : symbol duration or chip duration 
P(i) : impulse response of the channel filter 
Correspondingly, the RPA can be applied here by 
assuming <f>i is random. 
III. FIELD MEASUREMENT AND COMPARISON 
RESULTS 
This ray-tracing code is designed in object ori- 
ented programming paradigm and implemented by 
Mu    MI   iuitim*»mnam*m»m»i**m»uu MM  tat 
Fig. 3.   GUI interface of the ray-tracing code 
J\#$3MB> 
./DATABASE.«* 
Fig. 4.   3D illustration of the received rays in VRML 
using the C++ computer language. In order to help 
the user to enter parameters, a user-friendly Graphic 
User Interface (GUI) is also implemented with the 
Tcl/Tk computer language as seen in Fig 3. After 
calculation, the incoming rays at the desired receiv- 
ing point are illustrated in 3D graphics by using the 
Virtual Reality Modeling Language (VRML) as seen 
in Fig. 4. The program was compiled by using the 
GCC public domain C++ compiler and then run at 
a Sun Ultra-Sparc workstation. It can also work on 
a Intel Pentium processor running at 166 MHz and 
equipped with 32 MByte memory. Borland C++ is 
used to compile the program on the PC. 
The accuracy of the code is verified by comparing 
the calculation result with measurement. The mea- 
suring environments are shown in Fig. 5 and Fig. 6. 
Both measurement sites are typical pico-cell cases 
with areas under 60 x 60 square meters. Since it 
is very difficult to verify the calculation accuracy of 
ray tracing in AOA, a good starting point is to com- 
pare ray-tracing results with measurement in pico- 
cell environments. The Tokyo Institute of Technol- 
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Fig. 6.    Delay-profile measurement environment in 
YRP 
ogy (TIT) measurement environment is rather sim- 
ple and the Yokosuka Research Park (YRP) mea- 
surement environment is quite complex with mixed 
heights of buildings and a nearby hill. A metal pil- 
lar and doors are indicated by a square black box 
and thin black boxes. The heights of a car, build- 
ings and antennas are also shown in the figure. The 
electrical parameters [24] used for the calculation of 
ray-tracing in all environments are listed in Table I. 
The other simulation parameters are listed in Ta- 
ble II. In different environments the results were 
checked iteratively by changing the order of reflec- 
TABLE I 
ELECTRICAL PARAMETERS USED IN RAY-TRACING 
£f a [S/m| 
building wall 5.5 0.023 
ground plane 15.0 0.005 
metal - oo 
hill 3.5 0.01 
TABLE II 
SIMULATION PARAMETERS USED IN RAY-TRACING 
TIT YRP 
Carrier frequency [Hz] 
Tx height [m] 
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Fig. 7.   Comparison of fast-fading variation of signal 
level between ray tracing and measurement 
tions and diffractions. It was found that the results 
converged with the above order of reflections and di- 
ffractions in different environments. The measure- 
ments of path loss, delay profile, and AOA were car- 
ried out and compared with the ray-tracing results. 
A. Path Loss 
During the measurement, the transmitter moved 
from the line-of-sight (LOS) area to the non-LOS 
(NLOS) area while the receiver was put in a fixed 
position. The transmitter antenna was connected to 
a signal generator and 1.28 GHz CW signal of 10 
dBm transmitted. A spectrum analyzer measured 
the received signal level. The whole moving range 
was 7.5 m and the transmitter moved at a step of 10 
cm, which was nearly equal to 0.5A of the CW signal. 
Figure 7 shows the measured fast-fading pattern 
of signal level with the calculated ray-tracing result. 
The level deviation of the fast-fading signal can be 
observed at around 15 dB in the NLOS region. Fig- 
ure 8 shows a local mean calculated over 1-meter 
range with the moving-average method for compari- 
son. The local mean predicted from the RPA is also 
shown there. The improvement of accuracy by using 
the RPA can be seen in the NLOS region. That is 
because the result is more sensitive to phase-errors in 
the NLOS region. The underestimated result in the 
NLOS due to phase-errors can be improved by us- 
ing local mean predicted from the RPA. Meanwhile, 
with the RPA, a 90% confidence interval is calculated 
as seen in Fig. 9. Almost all of the measurement 
data fell into this confidence interval. That proves 
that the RPA can predict the fluctuation range of 
the fast-fading signal. 
B. Delay Profile 
The delay profile measurement is carried out in 
another pico-cellular environment as shown in Fig. 6. 
A delay profile measurement system utilizing pseudo 
noise (PN) code [25] is used here. A 8.45 GHz spread- 
spectrum signal with the rate of 50 Mchips/s was 
transmitted. The whole dynamic range is above 60 
dB (2047 chips of PN length) and the whole band- 
width of this system is 100 MHz. The receiving an- 
tenna is moved at 8 x 8 grid points with a 0.4A sep- 
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Fig. 8.  Comparison of mean signal level between ray 
tracing and measurement 
Confidence interval from RPA 
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Fig. 9.   Comparison of fading-fluctuation range be- 
tween ray tracing and measurement 
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Fig. 10.  Comparison of median delay profile between 
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Fig. 11.   Comparison of fluctuated delay profiles be- 
tween ray tracing and measurement 
aration distance between grids. Since the scattering 
effects of a small hill near the receiving point can 
not be neglected, it is modeled as a tall rectangular 
obstacle. The effects of metal doors and pillars are 
also modeled in the ray-tracing process. 
The delay profiles corresponding to 5%, 50% and 
95% cumulative probabilities are extracted from all 
64 measured delay profiles. Alternatively, the delay 
profiles corresponding to 5%, 50% and 95% cumula- 
tive probabilities derived from the random phase ap- 
proach are then compared with measurement results. 
Figure 10 shows a high level of agreement between 
the median delay profiles of ray tracing and measure- 
ment. Especially, there is an almost 100% overlap of 
the peaks of direct wave, second arrival waves, third 
arrival waves in the graph. The over-estimation of 
ray tracing is observed at around 260 ns. This may 
be caused by inaccurate approximation of electrical 
parameters because the signal level is still strong en- 
ough after the ray traveled 78 meters. Figure 11 
shows that the fluctuation range of measured delay 
profiles in this small area (about 4A x 4A) are almost 
totally confined within the 90% confidence interval 
calculated by the RPA. It proves that the RPA can 
predict an accurate short-term fluctuation range of 
delay profiles. In other words, the effects of inaccu- 
rate antenna positions (4A in this case) can be also 
addressed. 
C. Azimuth-Delay Profile 
In this measurement, the measurement setup is the 
same as that described in the section III-2. To obtain 
a synthetic aperture, the receiving antenna is moved 
at 8 x 8 grid points with a 0.4A separation distance 
of grids. A 8 x 8 2-dimensional array antenna sys- 
tem is therefore simulated. An azimuth-delay power 
profile (beam-forming pattern) of this antenna sys- 
tem is calculated and compared with the correspond- 
ing ray-tracing result. The ray-tracing result is first 
transformed into the band-limited response in the 
delay domain and then convolved with the antenna 
pattern to generate the beam-forming pattern. 
These azimuth-delay profiles are plotted in contour 
figures. Figure 12 plots the measurement data. Fig- 
ure 13 shows the ray-tracing result. From these two 
graphs, a good agreement can be observed at direct 
waves (at around 200 degrees) and back-reflection 
waves (at 340 degrees). At these directions, the first, 
the second and the third arrival waves (for 200 de- 
grees only) are all separated around 70 ns. Some an- 
gle deviations of the second and third arrival waves 
are also observed. These phenomena are all accu- 
rately predicted by ray tracing. However, the arrival 
waves between 40 degrees to 120 degrees are not pre- 
dicted by ray tracing. Among these directions, there 
is almost an open space, because the hill is quite far 
away. Since they almost arrived at the same delay 
time as the direct waves, they can be understood as 
the local scattered waves by the nearby equipments. 
Overall, the authors' ray-tracing tool showed a 
high level of accuracy and was fully verified with re- 
gard to the path loss, the delay profiles and the angle 
of arrival. 
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Fig. 12.  Contour plot of the measured azimuth-delay 
profile 
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Fig. 13.  Contour plot of the predicted azimuth-delay 
profile from ray tracing 
IV. CONCLUSION 
This paper described a random-phase-assisted ray- 
tracing technique, which is designed for predicting 
spatio-temporal channel parameters. The main pur- 
pose of this technique is to provide an accurate pre- 
diction tool for deterministic wireless channel mod- 
eling. The RPA is applied in ray-tracing to give sta- 
tistically correct results in the calculation of path 
loss and delay profiles. It was also found that the 
RPA could predict an accurate fading-fluctuation 
range of signal level and delay profiles. These advan- 
tages can not be achieved with the conventional ray- 
tracing codes. In addition to those, the authors also 
verified the prediction accuracy of the ray-tracing 
method with respect to angles. The further verifica- 
tion of this technique in micro-cellular environments 
has been continued [26] and will be submitted as ano- 
ther paper. The authors are continuing their efforts 
to launch a full-functional ray-tracing code both for 
channel modeling and network planning. 
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ABSTRACT 
The exponential growth in mobile communications is followed by the development of new generations 
of Personal Communication Systems (PCS). Numerous research activities and papers have been 
published on PCS but only a few deal with the Electromagnetic Interference (EMI) affecting those 
systems. This paper presents a realistic worst case analysis and computation of the PCS intrasystem 
interference effects on open site nanocell scenarios. The operation range is up to 200m, usually under 
Line of Sight (LOS) propagation conditions where intrasystem interfering signals are maximum. 
Analysis and computation results are provided for a typical second generation cordless PCS CT-2 
telephone (telepoint) operating in the 900 MHz frequency band. The computations show that for most 
cases of nanocell open site, intrasystem interference can be neglected, except for a few cases of single 
tone spurious. The good performances is due to PCS advanced Digital Signal Processing (DSP) 
technology advantages using Adaptive Power Control (APC) to optimize transmitter power requirements 
and to Dynamic Channel Assignment (DCA) electing the best signal to noise and interference channel 
available. 
I. Introduction 
The exponential growth in mobile communications has led to the development of numerous new 
Short Range Distance (SRD) systems which are coming into widespread commercial use [1]. The interest 
in investigating the Personal Communication System immunity to interference, especially for spectrum 
utilization purposes has increased significantly [2]. Thus this paper investigates the intrasystem mutual 
interference effects in PCS cells operating in open sites (outdoor conditions). A nanocell network 
represents a cell under open site propagation conditions with a maximum operation range of 200 
meters, in comparison with the significantly wider operation ranges of common cellular radio systems 
[3,4]. 
Figure 1 shows an open site nanocell radio system, where some wireless users operate simultaneously 
at a radius of up to 200m from a common base station connected by wires to a central telephone network. 
Hence, the problem of mutual radio intrasystem interference between the users' and the base stations' 
radio becomes an important issue [5,6]. Improving PCS system operation quality requires an analysis and 
computation of Signal to Noise and of Interference to Noise Ratios (SNR), (SIR) and bit error rate 
probability for the influent mutual interference sources. This analysis is important especially for PCS 
open site scenarios where the base and handset antennas are usually in Line of Sight (LOS) Free Space 
1054-4887 ©2000 ACES 
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(FS) propagation conditions, [7] and the interfering power levels are significantly higher than for indoor 
situations [3; 8]. 
The analysis and computation method described provides a means to reduce interference effects by 
improving site management criteria and system mitigation techniques. Quantitative computations 
introduced for the expected desired signal and interference power levels are correct for CT-2 PCS systems 
operating under an open site nanocell scenario. A CT-2 Common Air Interface (CAI) telepoint system 
was used as an example, which represents a typical PCS of the second generation [9]. The CT-2 is one of 
the earliest digital PCS systems introduced using efficient DSP techniques discussed in the following 
chapters. However, the CT-2 system, first introduced in the United Kingdom, is still very popular in 
several Far East countries. For instance, the September 1998 (P. 161) edition of the IEEE Communication 
Magazine mention that for South Korea , in spite of the great success of CDMA technology, there are still 
more than 400,000 subscribers using the CT-2 system in the frequency range of 910 to 914 MHz. The 
analysis and computation method presented for intra-system interference can also be applied to the Digital 
European Cordless Telecommunication (DECT) system which is used extensively in Europe and in 
several other countries in the world or any present or future PCS under nano-cell propagation conditions. 
In this paper the desired received power level computation for an outdoor nanocell system is introduced 
in Section. II, followed by the main intrasystem mutual interference sources analysis and computation 
given in Section III. Section IV and Appendix A provide the main conclusions of the investigations. 
II. Nanocell system receiver desired power levels 
A CT-2 PCS telepoint system, was chosen for demonstrating the receiver desired power level 
computation method [3, 4, 5, 7] required to achieve the desired signal to noise and interference ratio and 
error probability. The desired power level at the victim receiver preamplifier following the antenna input 
as shown in (Figure 2) is calculated using the well known Friis equation for Line of Sight (LOS) Free 
Space (FS) Propagation conditions. 
'  Ä f   ,  V 
P=P,.G,.G, /•"/• 4ml i 
where & = — (2) 
In r0 
//iwV 
and Afe = 
And 
or more convenient for radio system specialists in logarithmic units, 
(3) 
PR=PT + GT-AB+GR-AFS (4) 
where 
PR - is the received input power level in dBm 
PT -   is the transmitter output power level in dBm 
AB - is the additional equipment front end losses including the human body (1 to 2 dB) in the 900 MHz 
frequency band 
h - is the headset height (about 1.5m) 
GT - is the transmitter antenna gain (appx. 3 dBi maximum) 
GR - is the receiver antenna gain in dBi (appx. 2 dBi maximum 
AFS - is the free space propagation dispersion loss in dB [7] and is computed as 
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(4mif V 
AFS = 10 • log ^^    = -27..5 + 201ogf0 + 201og d (5) 
V   c    ) 
where c is the velocity of light, f0 is the carrier frequency in MHz and d is the separation distance in 
meters between the system transmitter and receiver antennas as shown in Fig. 2. Required system 
transmitter and receiver parameters are presented in Appendix A. The scenario for free space propagation 
loss conditions is introduced in Figure 2. In the case of line of sight conditions, no complex near field 
propagation effects will occur. For our scenario, the minimum distance d between all system handset 
antennas and the base station is df > 3X, which exceeds 3m, and for the non-directive monopulse or heliax 
antennas that are used for headsets, the distance is less than lm at of 900MHz. Therefore, for a distance of 
df > 3m, simple far field propagation conditions are certainly valid [11; 12]. 
Flat earth approximation is applied and if LOS path clearance occurs, the free space propagation 
equation is valid. The path clearance depends on the 1st Fresnel zone clearance or obstruction as shown in 
Figure 2. From propagation principles the classical Friis equation can be applied when dispersion 
attenuation is proportional to the square of the distance if more than 60% of the 1st Fresnel zone ellipsoid 
is clear of obstacles [7; 13]. 
The 1st Fresnel zone radius FZR     is given by 
F_=17.3j— (6) 
:(D 
where the distances d, and FZR   , are in meters and the frequency, f0, is in MHz. The maximum radius 
d 
of the 1st Fresnel zone is located at — and h m is the antenna height at half distance between the base and 
handset positions as shown in Figure 2. Most cases of open site nanocell PCS under LOS propagation 
conditions, will be characterized by the clearance of more than 60 % of the 1st Fresnel zone [7]. Therefore 
for our scenario the free space propagation equation usually applies resulting in a propagation loss, AFS 
[8]. 
For f o= 900 MHz, equation (5) yields : 
AFS«31.6 + 201og(d) (7) 
The propagation dispersion loss shown in equation (7) for different operation distances and antenna 
height are presented in Table 1; hb and hh are the median height of the base station and the portable CT-2 
antennas, respectively. The results of PR in dBm for PT = 10 dBm, are also included. At distances less 
than 100 m the applied Adaptive Power Control (APC) mechanism decreases PT to less than 4 dBm [4]. 
For the quasi LOS open site nanocell scenario the desired receiver power is Rician statistically distributed 
and the initial SNR is high [15,16]. The received signal level must exceed the receiver input noise level 
in order to achieve an acceptable error probability. 
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Table 1 : Worst case desired power levels and path clearance for typical open site scenarios 










Path clearance of the 





3 1.2 200 2.10 4.1 more than 60% 77.5 -65 
5 1.5 200 3.25 4.1 more than 80% 77.5 -65 
7 1.8 200 4.40 4.1 complete clearance 77.5 -65 
3 1.2 100 2.10 2.9 more than 80% 71.5 -59 
5 1.5 100 3.25 2.9 complete clearance 71.5 -59 
3 1.2 50 2.10 2.05 complete clearance 65.5 -53 
The equivalent receiver input noise  Pn at ambient temperature conditions is: 
P„=K-Ta-Br-Fr (8) 
where KTa ~ -174(dBm/Hz) at room ambient temperature, Br is the receiver IF bandwidth in Hz, the 
specified receiver internal noise figure Fr (worst case of 10 dB [5]), and Bn = 84 kHz. Thus, the receiver 
input noise power level in logarithmic units is: 
pn =-174(dBm/Hz) + 101og(84-103)+10 = -114.8dBm (9) 
Median values of the average ambient noise figure Fa above the K ■ Ta ■ Br power level expected near 
the ground as function of the radio frequency range can be obtained from Consultative Committee 
International Radio (CCIR) graphs [17].  For 900 MHz , in suburban areas, we obtain FA-AdB and in 
urban areas FA ~15dB   or FA= antilog 1.5 ~31.6 [7; 17]. 
The equivalent system noise figure is equal to: 
F   = F +s F req        rr ^ ^a1 a (10) 
where sa represents the antenna efficiency, which is around 0.5 [20].     Hence, FEq *F, &\0dBm 
suburban areas, and in urban areas FEq = 101og(l0 + 0.5 • 31.6)^14. ldB . Using a Non-coherent Binary 
Frequency Shift Keying (NCFSK) modulation technique, a BERoflO-3 or less required a SNR >1 ldB 
and when fading is added a SNR>16dB [11; 18]. Thus, the received power level input PR required to 
achieve BER<10~3 is, from equations 9 and 10, PR ]> - 98 dBm in suburban areas and PR ^ 94 dBm in 
urban areas [18]. 
III. Main intrasystem mutual interference sources 
The main mutual intrasystem interference sources shown in Figure 3 affecting the PCS system are : 
adjacent linear interference, receiver and transmitter intermodulation (IM), single tone spurious (STS) 
and desensitization. A discussion and computation of these interference sources effects are presented in 
this section. 
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1. Intrasystem adjacent linear interference effects 
For several handsets operating simultaneously at the same PCS site, cochannel and adjacent channel 
interference is excluded due to the system receiver dynamic channel selection process [6;9]. When a 
handset operates on a frequency, f0, a proximate adjacent channel f0 ± A/ cannot be attributed to a new 
handset if the new base receiver spurious input power, PR   exceeds -89 dBm.  As the  signal from the 
operating handset transmitter contributes to PR , several adjacent channels   will not be allocated. The 
number can be obtained from the system transmitter power spectrum response, presented in Figure 4 and 
from the distance d between the operating handset transceiver and the base station antennas. 
2. Receiver intermodulation (IM) power level 
IM product frequencies may penetrate the selective Intermediate Frequency (IF) filters and disturb 
PCS system operation [14]. Any 2nd or other even order IM products at frequencies |ft ± f2| cannot affect 
the system receivers due to the PCS system selectivity and the narrow frequency band from 891 to 895 
MHz. If the interfering frequencies are fi= 892 MHz and f2= 893 MHz, the 2nd order IM frequencies are 1 
MHz, and 1785 MHz which are not in the receiver passband. The 3rd order IM products, however, may 
affect the receiver. A realistic worst case scenario for 3rd order receiver IM is when the victim receiver is 
tuned to f0 = 894.0Afflz, for instance. At distances for d > 3m when two handsets are transmitting 
simultaneously at adjacent channel frequencies f= (f0 -A/) and f2 = (f0 -2A/), the preamplifier 
nearest 3rd IM output frequency products are equal to the desired frequency 
f/M^f.-fWo ÖD 
ffl#32=2f2-f1=f0-3Af (12) 
This interfering signal will reach the detector stage directly without any filtering frequency dependant 
attenuation. The scenario results in a most proximate IM adjacent channel frequency of Af= 0.3MHz 
due to the system dynamic channel selection process. The interfering preamplifier power level input PRi 
in logarithmic units, is equal to 
PRi=PTr + GT-AFS+GR-As, (13) 
if we refer to equation (4) where 
A,=AB + A¥. (14) 
Thus, the frequency of worst case interfering signal near to the base station is where PT < OdBm due to 
the system DSP power control process.   AFS~A\dB   from equations (4) and (7), as dmin = 3m, 
AB = 2dB,  GT +GR = 5dBi and Akf - 5dB. Therefore the realistic worst case receiver pre-selector 
filter circuit input power level obtained is Pm < - 43dBm. 
The second worst case interfering frequency is: f2 = (f0 - 0.6) MHz and PRi2 = SSdBm because 
of the filter attenuation A,    * ~ \5dB at the second adjacent channel for a 0.6 MHz frequency interval. 
The 3rd order M product highest power level at the preamplifier stage output can be computed from 
the following equation [10;20]. 
PIMu=3Pfl-2PIP3-APi (15) 
-140 ACES  JOURNAL, VOL. 15, NO. 3, NOV. 2000 SI: OEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
where Pr, = PRu and P/2 = PRi2 represent the two interfering worst case power levels at the input of the 
victim receiver. APj = P,, - P/2 and P^ = -22dBm is the receiver specified 3rd order intercept point 
power level  [6,7]. Thus, the computed interfering   PIMi~-\00dBm   and P,M3,   ~-115  dBm are 
significantly lower than the desired power level around -65 dBm as shown in Table 1. Therefore the 
PM    products will not disturb the CT-2 receiver    operation and only can cause tedious, not real, 
interference when the desired signal is absent. The higher odd order IM products that can produce in- 
band IM interference to the victim Rx, especially the 5th order, generate significantly less PIMS power 
level than the 3rd order. Thus, their interfering effects can also be neglected [14]. 
3. Transmitter intermodulation product power levels 
Transmitter IM products are due to the simultaneous operation of two or more transmitters. Signals 
radiated by the two transmitters' antennas may cause co-channel or adjacent channel interference to a 
system receiver tuned to the IM product frequencies generated in the transmitters [14]. A typical 
transmitter IM scenario is presented in Figure 5. 
For the realistic worst case scenario of a base station transmitter Tx radiating at frequency fx 
simultaneously with a mobile handset transmitter at frequency f2. The minimal distance between the 
two handset transmitter antennas is also dr = 3m and the minimal frequency interval Af between the 
two transmitters exceeds 0.3 MHz. If, for realistic worst case conditions we choose the base and the 
handset frequencies /, = 893.0MHz and f2 =893.3MHz, using equation (11) and (12) , the 3rd 
power IM product frequencies in the base station transmitter are   fm   = 892.7 MHz at a higher power 
level and fxm = 893.6M//z at a lower power level. 
From the transmitter IM scenario shown in Figure 5   Pf = Pf = OdBm  due to the base adaptive 
power control process  AFS =41<f5at  d = 3m  from the handset as shown from equation 7 when 
Pfl2^-4\dBm and the specified power amplifier 3rd order intercept point PIPj =30dBm.   We can 
compute the 3rd order IM products at the power amplifier output of the 1st base station transmitter [16; 19] 
using the following equations [7, 14]. 
PtM3h=2(P/,-PIP3) + P/u (16) 
and 
Therefore PM  _-lOldBm_andPm   = -\42dBm. These low power levels are still further attenuated 
by the transmitter Tx output antenna filter and adaptative circuits and their interfering effects are 
negligible. A second worst case scenario occurs when two handsets are operating far from the base 
antenna but at a distance d < 200m and a minimal distance of dr = 3m between the handsets' antennas 
as shown in Figure 6. In this case PT = lOdBm due to the large distance from the base station. 
Pfl2 =Pf2 =l0mW,Pfn =\0-4l~-3\dBm and from equations 16 and 17,   PIM3h< -71dBm and 
PIM3<^ -112 dBm at the transmitter output. The worst case co-channel interference to a neighboring 
receiver with a minimum AFS=41 dB and PRn<-153dBm, which effect can also be neglected, will result in 
PRih<-112 dBm. The transmitter 2nd and higher order IM products can all be neglected due to the 
selectivity of the transmitter output circuits described in Figure 4 [14]. Therefore transmitter IM product 
interference will not affect the open site nanocell CT-2 system. 
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4. Single tone spurious effects 
Single Tone Spurious (STS) effects are inherent in superheterodyne receivers because of the nonlinear 
behavior of the mixers and frequency converters, where output frequency mixing includes the difference 
and the sum of the RF input frequency f0 with  the LO frequency fL   and  the N harmonic spurious 
products of f0 beating with the |M| harmonic products of fL where: 
W=l±M'i+Mo| (18) 
If the spurious power levels generated exceed the receiver sensitivity threshold-to-interference level, 
disturbances may occur. Disturbances can, therefore, occur from each external interfering signal or its 
harmonics which reach the receiver mixer and result in a beating product frequency that is not sufficiently 
attenuated by the selective IF filters [7]. 
Receiver front-end selective circuits, also contribute in attenuating part of the STS interfering signals, 
especially the disturbing image frequency to a reduced power level sufficiently below the receiver 
detection sensitivity threshold [21]. A prohibited list that includes all potentially disturbing input signal 
frequencies to avoid can be obtained from the receiver front end circuits parameters and the system 
operational scenarios [7], by using a special computer program [21]. 
In the absence of desired transmitter signals, mixing products from an interfering STS signal may 
cause tedious disturbances  which will not degrade performances but may be annoying to system users 
only because it will not affect significantly the y^ + j   when the desired received signal is present [7, 
10]. 
5. Desensitization effects computation 
The minimal realistic distance between the handset transmitter and the base receiver antennas is 
d = 3m. Thus from equation (4) the propagation dispersion loss is only , AFS = 41 dB as shown 
previously. The handset transmitter power level is very low PT < OdBm, due to the Common Air 
Interface (CAI) dynamic adaptive power control [5]. 
From equation 10 when the specified system Rx threshold power level is PRs = -WdBm, the 
required As is around 
AslPT+GT-AFS+GR-PRS (19) 
Therefore in the realistic worst case As > 53dB and the most proximate adjacent channel which provide 
sufficient frequency attenuation A is from the Transmitter spectrum response of Figure 4, 
(f0±0.3)MHz. 
At this frequency interval , the low interfering power level PRS at the victim Rx is not sufficient to 
desensitize the preamplifier (characterized by PldBG  « -35dBm) and the following active stages [7]. 
Therefore the victim base receiver will operate in linear characteristics conditions. The interfering signal 
will not affect the receiver selective IF circuits due to an additional frequency attenuation Af exceeding 
40 dB. Thus, direct adjacent channel interference effects are negligible [12]. From the reciprocal 
principle which can be applied in case of linear systems [16;21] the second transmitter interference 
effects to the operating receiver are also negligible. A second worst case scenario occurs when two 
handsets are operating far from the base antenna but at a distance d < 200m and a minimal distance of 
dr = 3m between the handsets'antennas as shown in Figure 6. In this case PT = lOdBm due to the 
large distance from the base station. From Table 1 results, the base station receiver power input level is 
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P « -65dBm. From equation (13) As > 24dB and the base Rx dynamic channel selection process may 
choose in this case even the 1st adjacent channel at frequency (f0 ±0.\)MHz. The worst case path is 
between the two handset antennas where the adjacent channel spurious interference power level PRS at 
the second handset receiver can be computed from equations (16) and (17). Using the scenario 
parameters PT = lOdBm, AFS = 41 do, A, * 36dB, Akf ~2dB and GT = GR ^OdBi [7] we obtain 
PRS~-6SdBm. 
In this realistic worst case scenario the victim handset receiver will not be desensitized at all at these 
relatively low power levels and the receiver frequency attenuation to the 1st adjacent frequency signal is 
exceeding 30dB. The result is an interfering power level PRS less than -98 dBm which is significantly 
lower than the desired power level of - 65dBm shown in Table 1. Therefore even for these realistic 
worst case conditions the transmitter power level will not desensitize the receiver front end active stages. 
These interfering signals are strongly attenuated by the receiver IF selective filters and therefore will have 
no effect on the CT-2 outdoor system operation. 
6. Additional intrasystem mutual interference sources 
Effects of the additional co-channel mutual interference sources, shown in Figure 3, can be neglected 
due to the system transmitter harmonics and receiver local oscillator (LO) spurious signals frequencies 
that fall outside the band of 891 to 895 MHz. The receiver is always operated in its linear characteristics 
zone excited by input power level below the PldBc upper dynamic range limit. Thus, AM to PM distortion 
effects can be neglected due to sufficient linearity of the transmitter and receiver described previously 
[6;21]. 
The transmitter non-harmonic broadband noise power level PBN is specified as less than -70dBc 
[5]. The worst case interfering distance of 3m produces a minimum dispersion loss of AFSm.n = 41dB 
between the antennas. Therefore, even for the highest interfering transmitter output power level 
(PTmax = 10dBm), the broadband noise power level PBNr at the victim receiver input will be around- 
101 dBm just below the -1 OOdBm, threshold limit which will not affect the desired signal reception. 
Thus, the transmitter non-harmonic broadband P BN effects and the other minor sources of intrasystem 
interference presented in Figure 3 can always be neglected. In the analyses of the system intrasystem 
interference effects two handset were considered . The assumption is based on the fact that the total 
number of available channels is only 40, without considering the frequency reuse effect from neighboring 
CT-2 nanocells, in order to avoid harmful cochannel interference between cells. The probability that more 
than 2 persons are using their headset simultaneously at an LOS distance of less than 3 m is very low. 
Furthermore, under LOS propagation condition between handsets, if a third or more simultaneous users 
are   operating   at   a   distance   further   than   10   m,   the   dispersion   attenuation   will   be   at   least 
201og(lO/3)~lld5 higher without considering the filtering effect of the victim receiver on the remote 
interfering signal. Dynamic channel allocation via DSP techniques can add at least 36 dB more 
attenuation from the frequency differences of additional users. 
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IV. Conclusions 
In this paper the intrasystem interference effects for an outdoor nanocell CT-2 system have been 
analyzed and computed and the equations presented can be included in a computer program for 
simulation of interference power levels compared to the desired signals in order to predict system 
performance. 
Themain conclusions are: 
1. System CAI adaptive power control [5,10] enables operation at very low transmitter power levels of 
-lOdBm to 0 dBm for horizontal distances of about 70 m from the base station antenna. This can 
increase to a maximum of 10 dBm at a cell maximum operational distance of 200 m. This power 
control mechanism significantly decreases the risk and effects of non-linear intrasystem interference. 
2. The PCS system receiver dynamic channel selection process [7,10] reduces harmful linear cochannel 
and adjacent channel interference effects, even in case of near collocation situations. 
3. Realistic worst case receiver EVI power levels [20] are very low and their effects can be neglected due 
to cosited low transmitter power levels and relatively high system receiver dynamic range. Even the 
most harmful receiver 3rd order M power level of PIM3h < -95dBm , as computed in section III.2, can 
be neglected. 
4. Realistic worst case transmitter 3rd order IM power levels of (PIM}h ^ -lOldBm) [12] are still lower 
than receiver IM. This is due to the linearity and high intercept point power level of the power 
amplifier stage. This IM product and all other IM products of lower power levels generated in the 
transmitter can also be neglected. 
5. There is no risk of receiver desensitization [13,20], even for a realistic worst case distance separation 
of 3 m between two handsets as computed in section III.5. 
6. The effects of all non-linear cochannel, adjacent channel and out of band intrasystem interference 
sources, presented in Figure 4, can be neglected except the Single Tone Spurious (STS) effects 
discussed in section III.4. 
7. STS interference frequencies and realistic worst case power levels can be computed using semi- 
empirical methods [21]. The number of potentially disturbing frequencies in the list are very few for 
the CT-2 system, which is useful for frequency management purposes. A list of forbidden STS 
spurious spot frequency which are potentially harmfully to the system receiver can be provided. These 
interference effects can still be significantly reduced or even avoided by modifying receiver front end 
parameters using simple semi-empirical optimization and simulation methods, but this solution may be 
practical only for the next generation of PCS receivers [20]. 
The pico-cell PCS indoor interference effects analysis and computation are different than those of 
outdoor scenarios [22] and will be presented in a following paper. However, due to indoor obstructions 
and shadowing, the effect of intrasystem interference will be reduced. The effects of intersystem 
interference on nano-cell and pico-cell   will also be presented in a following paper. 
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APPENDIX 
Table 2: Required CT-2 transmitter's and receiver's specified parameters 
Tx parameters Tvpical values 





Maximum Power level PT=10mW 
Power Control Variation -\0 < PT <\0dBm 
Encoding Technique ADPCM (32kbit/s) 
Frequency peak deviation (14.4-25.2) kHz 
Output frequency response 
(see figure 4) 
\-36dBm\M\>\00kHz 
T
    \-70dBm\Af\> 500kHz 
Power Amplifier Linearity 
Power Amplifier Intercept. Point 
Class A linear amplifier. 
PIP3=30dBm 
Receiver parameters Tvpical values 
Sensitivity 
psen = -94dBm for BER of 10~3 
Noise Figure FR = 9 dB; for worst case 10 dB 
Front End Third Order Intercept Point PIP3 = -22dBm 
Desensitization power level Pdes < -35dBm 
Antenna characteristics & 
dimensions 
Headset whip 1.2 < hhandset < 1.8m 
Base station: Vertical monopole 
3 < hbase < 7m 
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Designing Embedded Antennas for Bluetooth Protocol 
Ray Perez 
Jet Propulsion Laboratory 
California Institute of Technology 
Abstract 
In the near future, all kinds of portable devices ranging from laptops, PDAs, to cellular 
phones will be capable of communicating and inter-operate with each other using a new 
wireless technology networking protocol known as bluetooth. There are however, several 
hurdles that must be overcomed . One of these hurdles is to provide a communication link 
that mostly interference free. The design of an appropriate antenna is important in 
providing a good communication between devices. In this paper we present the outline of 
an embedded antenna using the method of moments. This work is also extended to 
address generally other design issues in bluetooth technology that can be address using 
computational electromagnetic. 
Introduction. 
One of the hottest technologies in the wireless world in bluetooth [1-2]. The bluetooth 
standard was created by the Swedish telecommunications equipment manufacturer 
Ericsson. Named after the Danish King Harald II, who received the nickname "bluetooth" 
when he unified Denmark and Norway in the 10th century. The bluetooth standard is pose 
to be the standard for inter-device communications for short-range RF networking in the 
wireless medium. About 1800 companies are already members of the bluetooth 
consortium, with more to follow. Bluetooth is intended to provide an energy saving, safe 
(i.e no known adverse bioelectromagnetic effects), and low cost RF technology in order 
to eliminate wire connection over short distances. Bluetooth can be integrated in almost 
all kinds of electronic data-communications devices and can communicate among each 
other without a line-of-sight connection. 
A bluetooth devices consists of a baseband controller and an RF section. The controller 
has an interface to the host system (e.g. laptop, PDA, cellular phone, desktop PC...). 
Bluetooth works in the industrial, scientific, and medical (ISM) frequency band between 
2.402 and 2.480 GHz and uses a frequency hopping mechanism, where 1600 frequency 
changes occur every second. A single bluetooth connection uses 79 different frequencies 
with a channel separation of 1 MHz. The frequency hopping of bluetooth is necessary to 
provide a higher level of security against eavesdropping and to minimize interference. 
Interference is an issue because the bluetooth operating frequencies fall within that of 
microwave oven and other radio services close to the ISM band. Bluetooth also uses 
forward correction which limits the impact of random noise on long distance links. 
Whenever interference occur on a specific frequency, this frequency isn't assigned during 
frequency hopping, and hence a minimization of interference effects. In most cases for 
such situations, the antenna will be implemented by assigning a short segment of 
conducting track on a PC board. 
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The maximum transmission for bluetooth is 1 mW which is enough to communicate up to 
a distance of 10 m. Most likely however, consumers envision communication at much 
larger distances. An output of power of about 100 mW is needed to communicate up to 
100 m. In the receiving end, the bluetooth describes a sensitivity of-70 dBm working 
with an IF of 1 MHz. The bluetooth architecture can handle up to 8 devices and can 
communicate using what is called the "Piconet". Within 2 seconds, individual bluetooth 
controllers inside the Piconet identify themselves by using a unique 48-bit serial number. 
The first device that has been identified takes control of the master function. Several 
Piconets operating with individual hopping algorithms can communicate within a larger 
multiple Piconet environment known as a scatternet. Bluetooth works with shorter data 
packets. The full duplex data rate within a scatternet that has 10 fully loaded independent 
Piconets is more than 6 Mbits/s. 
The baseband controller prepares the data for transmission and also controls the entire 
procedure. When voice data is transmitted, bluetooth works with a transmission rate of 64 
kbits/s in a synchronous mode. Every single data packet is transmitted at another hopping 
frequency and a data packet is assigned to a single time slot. Data can be transmitted 
asynchronously at net data rates of 721 kbits/s upstream and 57.6 kbits/s downstream, or 
synchronously at 432.6 kbits/s in both directions. Bluetooth supports the transmission on 
one synchronous data channel and three synchronous voice channels. Furthermore, it can 
support one asynchronous data and one synchronous voice audio data within a single 
channel. Voice channels use the continuous variable slope delta modulation voice coding 
scheme which is highly robust. 
Bluetooth at Work. 
The entire connection is mastered by the link controller (see Figure 1) which is an 
integral part of the baseband IC. The controller takes cares of the protocol and link access 
routines. Every 1.28 seconds the Piconet "listen" for any signal. If a signal is detected, 
the bluetooth module will look for the communication partner on 32 individual assigned 
frequencies. The next step is assigning the master module by using a page message if the 
address of the communications partner is known. If the communications partners is not 
known, an address inquiry is followed by a page message that will be sent out. At the 
beginning of the paging mode, the master sends out 16 identical page telegrams on 16 
different hopping frequencies. If no answer is received, then the master resends its page 
telegrams. The telegrams will sent 16 different hopping frequencies. The maximum time 
delay a master needs in order to finally contact is about 2.56 sec. 
The inquiry telegram is used in order to identify bluetooth devices which are nearby and 
with known addresses. The inquiry message is very similar to a page message. However, 
it can demand an additional routine whenever answers from several devices need to be 
collected. If no data is transmitted, a Piconet master can assign its slaves to operate in the 
"hold" mode to conserve energy. In this mode an internal timer circuits keeps on 
working. The master can assign all slaves to operate in the hold mode when it wants to 
set up a scatternet with an adjacent Piconet. On the side, slaves can request the master to 
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allow them to change to the hold mode. When any kind of data communications is 


























Figure 1. The Bluetooth Sample Architecture. 
In Figure 2 the design is more advanced since we have integrated the power amp and 
baseband processing within a single RF IC and the link controller is implemented using 
digital signal processing (DSP). 
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Figure 2. Advance Bluetooth Architecture 
PEREZ: DESIGNING EMBEDDED ANTENNAS FOR BLUETOOTH PROTOCOL 155 
Antenna Design for Bluetooth Technology. 
An important component in the bluetooth technology is the design of the antenna. 
Bluetooth is intended for many kinds of devices such as portable devices (PDA, 
cellular/PCS phones, laptops) and desk top devices (PC, printers, ..etc) which means that 
antennas must come in different shapes and sizes to accommodate the type of technology. 
For example, in a cellular phone the bluetooth antenna must be small (smaller than the 
whip antenna used in most cellular phones) and inserted within the electronics of the 
phone in order to minimize the complexity of dealing with dual antennas and dual 
electronics for the phone. In larger devices, such as in a PC, a bluetooth antenna can be 
easily inserted externally at many possible locations. 
Another important characteristic on bluetooth antennas is that an effort must be made to 
provide an omnidirectional azimuth pattern, since a communication link must often been 
establish among devices that are not on a direct line of sight (e.g one device can be in the 
kitchen and the other can be in the living room of a home). In residential homes, doppler 
and delay spread of the signals are minimal and can be considered as a slowly varying 
Rician flat-fading channel where all effective multipaths arrive within the information 
signal [3]. 
In this paper we address an embedded bluetooth antenna for small portable devices. We 
have extended the design to include not only an antenna for bluetooth electronics but also 
for a PCS (1.85 -1.99 GHz) mobile device electronics. The design in shown in Figure 3. 
The antennas are microstrip dipoles embedded in a dielectric substrate. The dipoles are 
XIA antennas. The dielectric is of low loss with sr =2.42 and a very low loss-tangent. The 
embedded antennas within the dielectric frame form a "chip" that can be "plugged-in" 
into a metal ground plane as shown in the figure. The ground plane should also be around 
XIA as a minimum. If it is too large, the radiation pattern becomes somewhat multi-lobe, 
but that is not necessarily a bad thing for an omnidirectional antenna. If the ground plane 
is much smaller than XI A, then the tuning becomes more difficult and the overall 
performance of the antenna decreases. For example, that is indeed the case with pager 
antennas. Pager antennas are very much inefficient since the size of pagers are 
significantly smaller than their operational wavelength. Pager companies make up for this 
inefficiency by increasing the base station power. 
It was decided to make the ground plane somewhat higher than the XIA. The bluetooth 
electronics with its own antenna and ground plane can then be "fitted" within another 
wireless device such as a PCS device as illustrated in Figure 3. The ground plane of the 
PCS wireless device (not necessarily a phone) can either be separate or connected to the 
bluetooth ground plane. In some cases it may be OK to use one large ground plane for 
both the PCS and bluetooth electronics and antennas. 
The analysis and design for both, the PCS and Bluetooth antennas was done using the 
method of moments in the code NEC. The microstrip design of the dipoles was converted 
into equivalent round wires with the same surface areas using well known analytical 
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expressions. The modeling rules of NEC for properly using the method of moments in 
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PCS Phone Electronics 
Figure 3. Design of bluetooth and PCS embedded antennas for personal wireless devices 
The dielectric material was not ignored, even though it was a low-loss dielectric. The 
dielectric material was accounted for by putting a "sleeve" of the dielectric around the 
round wire. The thickness of the sleeve of dielectric was obtained by known equivalence 
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transformations of a dielectric slab into a cylinder. The ground plane was also modeled in 
NEC using perfectly conducting patch surfaces. 
The calculation of the electric fields were performed in an azimuth manner and 
normalized at 1 meter so as to calculate the antenna patterns. The results of these 












Figure 4. Antenna pattern for PCS and bluetooth antennas, both measured and calculated 
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Some measured VSWR is shown in Figure 5. 
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Abstract - Small printed antennas are becoming one 
of the most popular designs in personal wireless 
communications systems. In this paper, the 
characterization and iesign of a novel printed 
tapered meander line antenna are presented using 
the finite difference time domain technique. 
Experimental verifications are applied to ensure the 
effectiveness of the numerical model, and excellent 
agreement is found between numerical analysis and 
prototype measurements. A new design of this 
antenna features an operating frequency of 2.55 
GHz with a 230 MHz bandwidth, which supports 
future generations of mobile communication 
systems. 
I.       Introduction 
With the advancements of modern integrated circuit 
technologies, personal communication systems (PCS) 
feature light weight, small size, high frequency 
operation, and high transmission efficiency. Mobile 
antenna design is one of the major tasks in PCS 
designs, which requires easy integration with the 
interior circuitry. One of the most widely used wireless 
communications systems is the global system for 
mobile (GSM) communications, which operates at 890- 
915 MHz for uplink and 935-960 MHz for downlink 
[12]. The new generation of personal communication 
systems, such as digital communication systems (DCS) 
1800 [12], operates at 1.710-1.785 GHz for uplink and 
1.805-1.880 GHz for downlink. Another widely 
adopted telecommunication system for PCS is the code 
division multiple access (CDMA) system, which 
operates at 1.8 to 2.0 GHz. Furthermore, recent designs 
of indoor cordless phones and modems for wireless 
local area networks (WLAN), operating at 2.4 GHz of 
the industrial, scientific, and medical (ISM) band 
applications, are also available in the market. Therefore, 
antennas for current and future generation of personal 
communication systems are designed to operate at a 
single or dual frequencies in the range from 0.9 GHz to 
2.5 GHz. New types of printed meander line antennas 
have been recently investigated by several authors [1- 
7]. Detailed studies and empirical formulae of the 
effects of trace width, segment lengths, and ground 
plane size of meander line antennas can be found in [8 
and 9]. 
In this paper, studies of the characteristics of a novel 
tapered meander line antenna [7], using the finite 
difference time domain (FDTD) [10] techniques with 
Berenger's perfectly matched layers (PML) [11] 
absorbing boundaries are presented. The presented 
designs of the antenna shown in Figure 1, feature small 
dimensions (32 x 25 x 3.17 mm3), and approximately 
50 Q, input impedance with a dual printed sleeve tuner. 
The antenna is designed to operate at a single frequency 
within the 0.9-3.0 GHz range on a comparably small 
ground plane (59 x 25.4 mm2). The validation of the 
numerical analysis used in this investigation is made by 
computing the return loss of the tapered antenna and 
comparing it with measurements. Very good agreement 
is found using the developed FDTD code. Analysis and 
design based on this numerical model are thus 
performed. A wideband design is achieved by using a 
dual sleeve tuner [2, 6]. The antenna operating 
bandwidth is centered at 2.5 GHz with 230 MHz of 
bandwidth. This optimal design can be used for future 
generation of wireless phones or other current wireless 
applications operating around this frequency. 
II.      Design Approach 
The antennas considered in this study are shown in 
Figure 1. In Figure 1(a), a tapered meander line trace is 
printed on a 25-mm wide dielectric slab sitting on a 59 
x 25.4 mm2 perfectly conducting ground plane and 1 
mm trace width. The parameters el and e2 represent the 
lengths of the vertical and horizontal printed traces, 
respectively. The vertical segment length el = 2 mm, 
and the horizontal segment length e2 starts from 4 mm 
and ends at 15 mm (5 turns) or 17 mm (7 turns) with a 1 
mm increment for each horizontal segment. The 
corresponding vertical length Lm of the antennas are 25 
and 29 mm for 5 turns and 7 turns of tapered meander 
line traces, respectively. The distance between the edge 
of the dielectric slab and the edge of the ending 
segment of the meander line is set equal to el. The 
reason for modeling the meander line antenna on a 
small ground plane (59 x 25.4 mm2) is to simulate its 
performance when this antenna is placed on top of a 
PCS handset or in other wireless appliances with a 
1054-4887 ©2000 ACES 







Figure 1(a) An ascendant tapered meander line 
monopole with dual sleeves on a small 
ground plane. 
small effective ground plane. The main objective of this 
research is to design a meander line antenna with 50 Q 
input impedance at an operating frequency within 0.9 to 
3.0 GHz. The frequency range under study is extended 
from 0.9-3.0 GHz to 0.001-10.0 GHz for clearer 
observations of the resonance behavior of the antenna. 
A. FDTD Analysis 
The finite difference time domain (FDTD) technique 
is applied to model the antenna inside a 3-dimensional 
air chamber terminated with the artificial boundaries of 
Berenger's perfectly matched layers (PML) [11]. The 
PML is adopted to reduce the numerical reflection from 
the truncated boundaries of the finite problem space, 
which resembles an anechoic chamber for antenna 
measurements. Eight layers of PML are used in our 
numerical simulations. An array of voltage sources 
with a Gaussian waveform is placed between the 
ground plane and the edge of the first vertical segment 
of the trace line for excitation. In the numerical 
simulations, the maximum amplitude of the waveform 
was set to 1 Volt and the internal resistance of the 
source was 50 Q,. The width of the Gaussian waveform 
pulse is selected to provide reliable results up to 18 
GHz. The simulations are performed for 16,364 time 
steps with the time increment satisfying the Courant 
condition. The voltage is sampled between the antenna 
feed and ground plane, while the current is calculated 
by applying Ampere's law around the antenna feed, 
expressed as follows. 
V(t)=-JE(iJ,k,t)-dl=-^E(i,j,k,t)- dl (l.a) 
I(t)=-JH(i,j,k,t)-dl = -^H(i,j,k,t)-dl(^) 
After the transient voltages and currents are sampled, 
their frequency domain representation are calculated 
using discrete Fourier transform. Hence, the input 
impedance is obtained by applying 
Z(f) V(f) 
1(f) (2) 
The corresponding reflection coefficient of the antenna 
can be calculated as 
r(f) = ^IlZ^ (3) 
Z(f) + Rc 
Rc is the characteristic impedance of a transmission 
line, and is always chosen as 50 Q. in most RF and 
wireless communications systems. The return loss of 
the antenna is calculated using 20 log |r(/)|. The 
radiation intensity and directive gain of an antenna are 
defined by equations (4) and (5), respectively. 
U(8,</>) = 
Ee(e,<t>)[ +\E,{6,<I))\ 




vciQ d6 d<p 
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After the characteristics of the tapered meander 
monopole are analyzed, dual printed sleeves are 
employed in the design to enlarge the bandwidth and 
tune the input impedance toward 50 Q. Another tuning 
method using dual floating printed sleeves is studied, 
which can be also used to model the behavior of the 
dual sleeves that are not well grounded. 
B. Realization 
In order to verify the designs obtained from the 
numerical simulations, tapered meander line antennas 
with and without dual-sleeve tuners (as shown in Fig. 2) 
are built and measured. The thickness of the PCB used 
in building the prototypes of these antennas is one half 
of that used in the simulations for the optimal design. 
However, the experimental data based on these 
prototypes are compared with the simulation results of 
the same antenna configuration. To prevent bending of 
this thin dielectric substrate, the width is increased 2 
mm more on each side than the width specified in the 
previous section. The performance of this antenna is 
measured on a 1.5 x 2-m2 ground plane to avoid the 
influence  of the   scattered   fields  from  surrounding 
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objects. This ground plane is effective to simulate a 
semi-infinite ground plane in the frequency range of 
interest. The test is done using HP 85 IOC network 
analyzer, by measuring the return loss over a frequency 
Kb) 
1(c) 
Figure 1 Descendant tapered meander line antenna 
fed (b) centrally and (c) laterally. 
range up to 10 GHz. As shown in Fig. 2, there is a 43- 
mm coaxial cable connected to the fixture of the 
antenna that serves as an antenna feed. This coaxial 
cable is excluded in measurement results by applying 
port extension to compensate for the electrical length of 
the cable to establish a reference plane at the antenna 
feed, as determined by time domain reflectometry 
(TDR). 
After calibration, the analyzer is switched to time 
domain mode, and the antenna characterizations are 
measured in the time domain. To locate the starting 
plane of the antenna trace, the antenna is shorted to the 
ground at the feed point, which results in total reflection 
with 180 degrees out of phase. Therefore, by locating 
the reflection with magnitude of 1 and by measuring the 
time difference between this reflection spike and 
analyzer's reference plane, the information to translate 
the network analyzer reference to the apparent antenna 
reference plane is obtained. Therefore, the actual 
electrical delay can be determined by using one half of 
the time difference between the analyzer reference 
plane and the total reflection spike, which is 212.5 
picosecond for this antenna model. The one half factor 
is required because the analyzer presents time domain 
Figure 2 (a) The prototype of a tapered meander 
line monopole with el = 2 mm, e2 ranges 
from 3 mm to 17 mm, and a dielectric 
substrate width of 29 mm. 
Figure 2(b) The prototype of a dual-sleeve tapered 
meander line monopole with el = 2 mm, 
e2 ranges from 3 mm to 17 mm, and a 
dielectric substrate width of 29 mm. 
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reflectometry (TDR) data for twice the traveling time 
between source and load to detect this total reflection. 
The computed impedance for the taper meander line 
antenna placed on a semi-infinite ground plane can be 
obtained by computing half of the meander line dipole 
configuration impedance, which is analyzed using a cell 
size of 0.5 mm with 2 cells for modeling the source. 
III. Results 
The study begins with different ways of tapered 
meander line layouts. In addition to the tapered line in 
Figure 1(a), the other tapered meander line layout, 
descendant tapered meander line antennas, are shown in 
Figure 1(b) and (c), which are fed centrally and 
laterally, respectively. The return losses of these three 
different types of 5-turn taped meander line antennas 
are computed and plotted in Figure 3. From Figure 3, 
the ascendant type of taper meander monopole has a 
more desirable wideband characteristic and a better 
return loss as the frequency increases. Although the 
side-fed descendant meander line has a very wideband 
mode, the frequency is too high for PCS applications. 
Therefore, ascendant tapered meander line antennas are 
analyzed in this paper and simply referred to tapered 
meander line antennas. 
The first parameter of tapered meander line antennas 
under study is the effect of the vertical height LM (or 
number of turns) on the operating modes. Antennas 
with 5 and 7 turns of tapered meander traces are 
analyzed and results are plotted in Figure 4(a). From 
Figure 4(a), the first and third resonance of the 5-turn 
tapered meander line antenna occur at 1.9 GHz and 
3.98, respectively, which are too high for PCS dual 
band application. In addition, the resonant impedance is 
also too small. However, the 7-turn tapered meander 
line antenna has the first and the third resonance at 1.2 
GHz and 2.7 GHz, respectively, which may be tuned as 
a 50-Q. input impedance antenna for current wireless 
applications. Therefore, more turns of tapered meander 
line traces will reduce the operating frequency of the 
fundamental mode. As observed in Figure 4(a), the 
operating modes have not only wider bandwidth but 
also better return loss values as the frequency increases. 
This 7-turn tapered meander line antenna is also 
compared with two other types of trace configurations 
with the same trace length, a printed monopole and 
equal e2 (10-mm for the first 4 turns and 11-mm for the 
last 3 turns) meander line antenna. The reason to adopt 
the same trace length (161-mm) for all three antennas is 
to study the resonant characteristics caused by different 
ways of trace bending. As shown in Figure 4(b), the 
non-tapered meander line does not have the wideband 
characteristics like the tapered meander line. In 
addition, the printed monopole has a repetitive resonant 
pattern, but all the operation modes are narrow-band. 
To simplify the tuning design, the dual-sleeve method 
[2, 6] is adopted to improve the input impedance. 
Because the tapered line is not a uniform segment ratio 
trace, the optimal sleeve length / is not necessarily Vi of 
""■ Aic«ndtnlTlp6f 
„   _   - Centnl-FEDDescortdintTipar 










<r\fi\p .•■O" ~ -*' ~* ~ ~ - 
:        \: 
'        I-; ;   { 
I ;! 
! 
2 4 6 8 
Frequency (GHz) 
10 
Figure 3 The return losses of ascendant and 
descendant tapered meander line 
monopoles. 
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Figure 4(a) The return losses of 5-turn and 7-turn 
ascendant tapered meander line 
monopole 
LM, as suggested in [2]. Choosing a spacing of 1mm 
away from the longest horizontal segment, the effects 
of different sleeve length is observed in Figure 5(a). 
From Figure 5(a), the optimal sleeve length for the 
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lower frequency end is found when the sleeve is 24 
mm, 83 % of Lm. Since the optimal sleeve length is 
determined for the current antenna configuration, the 
following analysis is made to determine the best 
location for dual-sleeves. From Figure 5(b), the optimal 
return loss is found when the spacing between the 
longest segment and a sleeve is 3 mm (i.e., at the edge 
7 turns ol lapered meander line 
■ 7 turns ol meander line 
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Figure 4(b) The return loss comparisons of a 
meander line, a tapered meander line, 
and a monopole antenna with the same 
trace length (161mm). 
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Figure 5(a) Return loss of the tapered meander line 
monopole versus sleeve length. 
of the substrate. For this case the antenna operates at 
2.55 GHz with 230 MHz bandwidth, which is 
appropriate for future wideband mobile phones and 
current wireless ISM applications in the vicinity of this 
frequency. The input impedance at the operating 
frequency band of this optimal design is shown in 
Figure 5(c). Small reactance and 50-£2 resistance 







Figure 5(b) Return loss of the tapered meander line 
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Figure 5(c) Input impedance of the optimal tapered 
meander line monopole design with 24- 
mm sleeve and 3-mm away from the 
longest segment. 
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(c) 
Figure 6 The radiation directive gain on (a) xz plane 
(b) yz plane (c) xy plane at 2.55 GHz. 
are observed. The directive gain f this antenna is also 
computed and patterns in three different planes are 
shown in Figure 6. From Figure 6, this design has an 
omni-directional radiation pattern in the xy plane, 
which is very similar to that of a monopole antenna. 
From the results in Figures 5(b) and 6, this tapered 
meander line with dual 24-mm sleeves may be an 
optimal design for current wireless application. 
To analyze the case when the sleeve tuners are not 
connected to the ground, another study is conducted for 
dual floating printed lines, as shown in Figure 7(a). The 
lines are simulated by printed traces at the center of the 
tapered meander line trace. From Figure 7(b), the 
effects of floating traces are found to be trivial at 
frequencies below 5 GHz, but detectable above 5 GHz. 
From this study, the results indicate that the tuning 
effectiveness for this application is greatly reduced 








Figure 7(a) Tapered meander line monopole with 
dual floating lines. 
The designs of a tapered meander line antenna with and 
without dual 24-mm sleeves, as shown in Figure 2, are 
fabricated and measured. As shown in Figures 8 and 9, 
agreements are observed up to 10 GHz between the 
numerical and experimental results. The slight 
frequency shift in magnitude and phase differences at 
higher frequencies are mainly accounted by the 
different feeds used in the numerical and experimental 
methods and the conductor and dielectric losses at 
higher frequencies which are not considered in the 
FDTD simulation. From comparisons of results in 
Figures 8 and 9, the effectiveness of the numerical 
model and analyses are reassured. 
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 Without Sleeves 
■ Dual 3 mm Floating Lines 
■ Dual 7 mm Floating Lines 
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Figure 7(b) Return loss of the tapered meander line 
monopole versus floating line length. 
IV. Conclusions 
The reliability of the numerical analyses in this 
study is demonstrated by comparing FDTD simulations 
with test results of the prototype antennas. A detailed 
investigation for optimizing the operating frequncy and 
input impedance of a tapered meander line monopole 
antenna for wireless communication has been 
presented. The presented tapered meander line 
monopoles can be tuned for a broad bandwidth of 230 
MHz, operation at 2.55 GHz, and for a 50 Q input 
impedance using printed tuning sleeves, which is 
appropriate for support of current and future 
generations of wideband wireless communication 
systems. Optimal results for lower frequency 
applications, between 1 and 2 GHz, may be achieved by 
increasing the meander line trace segments or by 
employing other tuning methods. Future studies will be 
focused on finding simple tuning methods to tune the 
lower frequncy modes and the optimization of the 
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Figure 8 Comparison of the computed and 
measured (a) return loss (b) phase of the 
reflection coefficient of the prototyped 
tapered meander line monopole. 
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A COLE-COLE DIAGRAM REPRESENTATION OF MICROSTRIP STRUCTURE 
S. Malisuwan 
Department of Electrical Engineering 
Chulachomklao Royal Military Academy 
Nakhon-Nayok, Thailand 
Abatract—A method for analyzing the performance of a 
microstrip line using the concept of Cole-Cole diagram, is 
proposed. Analogous to dielectric relaxation considerations 
of Cole-Cole diagrams as applied to dielectric materials, a 
"reactive relaxation" concept is introduced to represent the 
frequency-dependent characteristics of a microstrip. Also, 
included in the algorithm are relevant considerations 
pertinent to the substrate dielectric and strip-line conductor 
losses. The dynamic permittivity of the microstrip structure 
(deduced via Cole-Cole diagram) leads to a convenient and 
modified Smith-chart representation that includes the 
frequency-dependent influence of the fringing field and the 
lossy characteristics of the line cohesively. The efficacy of 
the model is illustrated with an example concerning a 
microstrip patch antenna in ISM band. Relevant algorithms 
are useful in computer-aided designs (CADs). 
Indexing Terms—Cole-Cole diagram, Microstrip structure, 
Microstrip patch antenna, Modified Smith chart, CAD. 
1.    INTRODUCTION 
The microstrip line is one of the most popular types of 
planar transmission lines, primarily because it is easily 
integrated with other passive and active microwave devices. 
Relevant design equations in closed-form using semi- 
empirical strategies specifying the frequency-dependent, 
effective dielectric permittivity concept and dispersion 
characteristics of a microstrip line have been derived in the 
existing literature [l]-[7]. Although many computer-aided 
design (CAD) systems have been developed using such 
algorithms with built-in microstrip design capabilities, 
simple calculation methods for microstrip line parameters by 
hand-calculator and/or by personal computer are needed for 
preliminary design purposes, and/or for quick circuit 
evaluation purposes. Moreover, designers may need to 
observe the physical considerations of microstrip circuits on 
step-by-step basis. Therefore, many researchers are in search 
of simple methods, which are at the same time and sufficient 
to explain the physical aspects of microstrip circuits, 
precisely. 
In this research an approach that uses the Debye 
relation [8] is introduced to develop an "equivalent 
relaxation diagram" (analogous to the Cole-Cole diagram) 
that represents the frequency-dependent, lossy and lossless 
capacitive characteristics of a microstrip line structure. 
Further, the frequency-dependent, lossy characteristics of 
microstrip lines are addressed via Smith chart representation. 
Results based on the proposed model are compared with the 
available data in the literature in respect of a microstrip patch 
antenna. 
P.S. Neelakanta and V. Ungvichian 
Department of Electrical Engineering 
Florida Atlantic University 
Boca Raton, FL 33432, USA. 
2.    MICROSTRIP-BASED EQUIVALENT 
RELAXATION PROCESS 
The Debye relation on the relative complex 
permittivity of a material depicting the dielectric relaxation 








'm(a)-- l + 4^(eo/wr)2 _ 
1 + j2x(a>/a>r) 
(*,-o l+A^icojco,.)2 _ (lb) 
where co = 27if; f is the applied frequency; and, fr = l/tr 
where tr is the characteristic relaxation time of the dielectric 
material. Further, Sx and Ss are the relative permittivities 
of the material at very high (f -> <x>) and quasi-static (f -> 0) 
frequencies. 
The concept of dielectric relaxation can be 
analogously applied to characterize the frequency-dependent 
performance of a microstrip line. Hence, Kirschning and 
Jansen' frequency-dependent effective permittivity deduced 
for a microstrip [5] can be written in a Debye relation form 
as follows: 




\ + J{\I2K)(<»JCO) 
(2) 
l + Q(co,u) 
where u is the line-width to substrate-thickness ratio, 
(wA,)/(hA,); 8r is the dielectric constant of the substrate; 
seff(0, u) is the equivalent (relative) static permittivity; and 
Q(a>, u) is a dimension-dependent factor [5] and X, is the 
wavelength of operation. 
The frequency-dependent effective permittivity in 
Eqn. (2), it can be equated to the real part of Eqn. (lb) as 
follows. 
seff(Q,u)-er ss-e„ (3) 
£r + \ + Q(co,u) 1+ 4x2(a/cor)2 
This gives, Sr = Sx (4) 
seff(0,u) = Ss (5) 
o 
CO 
Now, an "imaginary part" of the equivalent 
permittivity of a microstrip system can be obtained by 
applying Eqns. (4)-(6) into the imaginary part of Eqn. (lb). 
Hence, the imaginary part of Cole-Cole expression for a 
microstrip system can be written as 
*» = 
(s^(0,u)-sr)^Q{w) (7) 
l + ß(a») 
Hence, the complex permittivity of microstrip system 
in compact form can be written as: 
1054-4887 ©2000 ACES 
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<(&)■ ■£.+■ 
^(0)- (8) 
\ + j(\l27T){CO0lco) 
By illustrating the relevant Debye relations via Cole- 
Cole diagrams, a lateral inversion as shown in Eqns. (la) and 
(8) can be noticed. That is, the material-based and 
microstrip-based Cole-Cole diagrams are laterally inverted in 
a mirror-image fashion as shown in Figs. 1 and 2. 
microstrip reduces when the (wA.)/(hA,) ratio increases. For 
example, about 10% reduction of this nonfringing energy is 
observed when the (w/A.)/(h/A.) ratio is increased from 1.0 to 
2.0 for both dielectric materials. The results also indicate that 
the extent of the energy confined within microstrip line 
without proliferation as fringe fields increases with the 
dielectric constant of the substrate. 
0 c,n(0,ii) E, 
"Effective dielectric constant" of a microstrip structure 
Fig. 1 Cole-Cole representation of reactive relaxation of a 
microstrip structure with u = (w/A)/(hA.) and 
ul <u2 <u3 
6oo                                           Esl      Es2      Es3 
Dielectric constant of a material   ^ 
Fig. 2 Cole-Cole diagram of Debye relaxation in a dielectric 
material with esl < ss2 < ss3 and Tr(ssi) < ^$2) < Trfe) 
Further, the maximum points of semi-circles in the 
Cole-Cole patterns correspond to maximum Debye loss in a 
lossy dielectric material; but, in respect of a microstrip 
system, these points can be regarded as to depict the 
maximum reactive (capacitive) energy confined within the 
microstrip structure. That is, pertinent to these maximum 
value points (A) in Fig. 1, it can be considered that the 
microstrip geometry holds the field within itself, rather 
letting it to fringe out. In material-based diagram (Fig. 2), it 
can be observed that loss in the material increases with 
dielectric constant. In contrast, in the microstrip-based 
diagram (Fig. 1), there is a reduction in the extent of energy 
confined when u = (wM,)/(hA.) ratio is increased. That is 
because, an increase in fringing field results in with 
decreasing substrate thickness. 
Considering the equivalent Cole-Cole diagram of the 
test microstrip depicted in Fig. 3, the simulation results 
reveal that the nonfringing part of the reactive energy in the 
0.5 





.   Mil/ 
B(iii)^ \\ 
A( ii/      / 
/      A0"'/ 
1 1              1 
\ 
Fig. 3 Cole-Cole diagram for the test microstrip structures 
curves A: alumina (er= 10.5) 
curves B: gallium arsenide (er= 12.5) 
(i) (wM.)/(hA.)= 1.0 (ii) {w/X)/(hJX) = 2.0 
(iii)(w/X)/(h/A.) = 4.0 
The equivalent Cole-Cole diagram for the microstrip 
line (Fig. 1) can be further modified to include the lossy 
attributions. That is, in the event that the stripline has a lossy 
substrate and/or when the metallic strip poses a conduction 
loss, the relevant considerations can be appropriately 
included in the Cole-Cole representation of Fig. 1. 
The conductor loss of the strip can be added as a lossy 
component into the imaginary part of the equivalent 
permittivity of the microstrip system. Considering the 
attenuation (in Np/m) due to the transmission along a 
microstrip conductor as specified in [3]: 
     Jseff (0, u) exp[- 12(Z0(0) / ,h> T \jtfjT,      (9) 
Zo(0)wJerc 
where aeff represents the effective loss constituent of the 
microstrip conductor and Z0(0) is the quasi-static 
characteristic impedance of the microstrip line in a 
homogeneous medium. Further, w is the line-width; ac is the 
conductivity of the microstrip line; r\0 is the intrinsic 
impedance of free-space (377 Q); and u0 is the permeability 
of free-space (4TIX10"7 H/m). 
This conductor-loss can be added as a lossy 
component into the imaginary part of the equivalent complex 
permittivity of the microstrip system. The attenuation (in 
Np/m) due to the transmission along the microstrip 
conductor can be specified as: 
where aCjeff represents the effective loss constituent of the 
microstrip conductor.  Equating Eqns.  (9) and (10), this 
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In corporating Eqn. (11) in the Cole-Cole expression, 
an imaginary part of the effective permittivity of the 
microstrip (-J£"c(co)) can be written as: 
_  .    " .^(0;»)exp[-2.4(Z0(0)/7o)°7J    (12) 
Lastly, the substrate loss (—je"d(co)) can be specified 
as -je"d(co) = -jad/o)E0sr where ad is the conductivity of the 
lossy substrate. Hence, the resultant equivalent Cole-Cole 
diagram representation of the microstrip system can be 
written as, 
s'{co) = e'u{co) - js"u{co) - js"c{co) - js'„{co) (13) 
Considering the equivalent Cole-Cole diagram of the 
test microstrip depicted in Fig. 4, the simulation results 
reveal that the nonfringing part of the reactive energy in the 
microstrip reduces as the (wA,)/(hA) ratio increases. For 
example, about 8% reduction of this nonfringing energy is 
observed when the {v//X)/(h/\) ratio is increased from 0.5 to 
1.0 for both dielectric substrate materials considered. As 
expected, the results also indicate that the extent of the 
energy confined within microstrip line (without proliferating 
as fringe fields) increases with the dielectric constant of the 
substrate; and, the reduction of energy can be observed when 
the substrate and conductor losses are included in the 
calculation. 
3.    FREQUENCY-DEPENDENT (LOSSY) 
MICROSTRIP LINE PERFORMANCE: COLE- 
COLE DIAGRAM BASED SMITH-CHART 
REPRESENTATION 
The Smith-chart is an impedance representation in a 
complex plane depicting a set of circles of constant 
resistance and partial circles of constant reactance. The 
standard Smith-chart is based on the static characteristic 
impedance (Z0) and does not include the frequency- 
dependent aspects of Z0. However, it can be modified to 
include lossy (frequency-dependent) considerations. In this 
section, the concept of microstrip-based Cole-Cole diagram 
(developed in the last section) is applied to construct a 
frequency-dependent (lossy) Smith-chart to analyze 
microstrip line characteristics. 
Before deriving the frequency-dependent Smith-chart 
relations, the capacitance parameter in microstrip-line system 
can be considered. The classical paralell-plate capacitor is 
shown in Fig. 5. From the geometry shown in Fig. 5, the 
capacitance per unit length of the structure can be expressed 
as [10]: 
1.4 
7. .5 8 3.5 9 9.5 10        10.5 
Real part of the effective dielectric 
pemittivity of the nicrostrip (£ ) 
11.5 
> 
Fig. 4 Cole-Cole diagrams of test microstrip structures 
cd = 0.5 S/m 
Curves A: Alumina (sr= 10.5) 
Curves B: Gallium arsenide (er= 12.5) 
(i) u = {w/X)/{h/X)= 0.5; (ii) u = (w/A)/(h/A.) = 1.0 
fA: 20-60 GHz and fB: 20-80 GHz 
 Lossless 
xxxx Lossy 
Fig. 5 A parallel-plate capacitor 
C = e^ h 
(14) 
A simple frequency-dependent capacitance of the 
parallel-plate capacitor can be modeled in terms of any 
frequency-dependent attributes of s. That is, 
co») = *.*»-£ O5) 
h 
where E* (co) is a complex permittivity equal to 
s'{m)-js\m). 
Therefore, 
C{co) = £o£'{co)^--j£oe"{cD)^-      (16) h h 
Referring   to   the   equivalent   Cole-Cole   diagram 
deduced for a parallel-plate microstrip line in Eqn. (13) is 
substituted into Eqn. (16). Hence, 
C(a) = C QW+ %(0) -./-[*»+«»+*»](17) 
,i+ß(*>)L 
where C = £0sr(w/h). 
For  simplicity,  the  coefficients  of Eqn.  (17)  are 
defined as follows: 
(18) 
A (to) 
—\ Q(co) + 
fvr (0) 1 
«(a) = —[«.») + «;(<») + «;<.»)]   (") 
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In   general,   the   characteristic 
transmission line is given by 
I R   +   j co L 
V G   +   jroC 
impedance   of   a 
(20) 
where R, L, G, C are per unit length quantities defined as 
follows: 
R = resistance per unit length in Q/m. 
L = inductance per unit length in H/m. 
G = conductance per unit length in S/m. 
C = capacitance per unit length in F/m. 
If G and C are neglected, the characteristic impedance 
can be written as: 
•■■VF 
To obtain the frequency-dependent characteristic 
impedance (Z0'(co)), the frequency-dependent capacitance 
(C(co)) of Eqn. (17) is substituted into the capacitance (C) in 
Eqn. (21). The resulting frequency-dependent characteristic 
impedance is then given by: 
Z'(a,)=   l L '= Z° (22) o((V>
    yc[A(a>)-jB(a>)]     jA{w)-jB{<o) 
Now, the frequency-dependent (lossy)  Smith-chart 
can be constructed by applying Z0'(co) in Eqn. (22) into the 
normalized terminal impedance expression following the 
procedure as that for a standard Smith-chart [11]. Hence, the 
resulting normalized terminal impedance z'L is given by 
Z,        ,        ., (Dimensionless)     (23) 
Z'0(m) 
= br + jbx 
where r and x are the normalized resistance and normalized 
reactance, respectively, and b = ^A(a>) - jB{a>) ■ 
Corresponding, the voltage reflection coefficient of 
present Smith chart can be expressed as: 
Z'L -1 (24) r' = r; + yr; 
or z, br  + jbx   = 
+ 1 
(i + r;) + JT;     (25) 
z,',(<y) "        (i-r;)-yr; 
Now,  the  desired  set  of equations  depicting  the 
modified Smith-chart are: 
, 2 
r - br 
\ + br 
1 
{X + brf 
and (r; -i): 




To illustrate the construction of the proposed 
frequency-dependent Smith-chart, a lossy microstrip 
structure is considered. It consists of a gallium arsenide 
substrate (sr = 12.5) with a 1.0 mm substrate-thickness (h), 
0.75 mm line-width (w) and design parameter (VX)/(hJX) = 
10.0. The proposed Smith-chart simulated is compared with 
a standard Smith-chart in Fig. 6. It can be seen that when the 
lossy characteristics (substrate loss, conductor loss, and 
frequency-dependent characteristic impedance of the 
microstrip line) are included in the calculation, the Smith- 
chart takes the form of a spiral. As well known in lossy 
transmission line theory that, when attenuation as a function 
of line-length is plotted on the Smith chart, it also takes the 
form of a spiral. 
Fig. 6 The frequency-dependent (lossy) Smith chart with 
sr= 12.5; h= 1 mm, w = 0.75 mm, ad = 0.05 S/m, 
(lA.)/(hA.) = 10.0 
  Proposed Smith chart 
Standard Smith chart 
4.    APPLICATION OF THE FREQUENCY- 
DEPENDENT SMITH-CHART CONSTRUCTED 
ON THE BASIS OF COLE-COLE DIAGRAM 
This chapter is devoted to illustrate the use of 
frequency-dependent Smith-chart considerations deduced 
(on the basis of Cole-Cole diagram principle) in 
characterizing microstrip lines. A microstrip patch antenna is 
considered as a test structure for analysis. 
A rectangular microstrip antenna shown in Fig. 7 is 
considered presently to study the frequency-dependent 
Smith-chart application deduced in the last section. The 
rectangular patch antenna in Fig. 7(a) is fed from a 
microstrip transmission line. 
Ground plane 
(a) 
. d. h 
Fig. 7 Rectangular microstrip patch antenna 
(a) Direct feed 
(b) Coax-feed 
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A microstrip antenna may be excited or 'fed' by 
different types of transmission lines, for example coaxial 
(Fig. 7(b)), microstrip, or coplanar. The radiating elements 
may be fed directly, with electrical continuity between the 
conductor of the transmission line and the conducting patch. 
On the other hand, the microstrip patch antenna fed by a 
transmission line behaves as a complex impedance Zin = (R + 
jX), which depends mainly on the geometry of the coupling 
between the transmission line and the antenna. For direct 
feed (Fig. 6.1(a)), the input impedance depends strongly on 
the point of contact with the patch. The input impedance 
expressions of the microstrip patch antenna used are from 
Abboud's model [12]. 
The input impedance of the structure shown in Fig. 
6.1 is given by [12] 
z(f)-- 
l + ßr21/"//*-/«//I 
■ + J XL- *Qr\flf*-fJf\ i + Q}\f/fi-f*/fY 
(28) 
where R is the resonant resistance including the influence of 
the fringing field at the edges of the patch; QT is the quality 
factor associated with system losses; / is the operating 







where £dyn is the dynamic permittivity. 
To take the effect of coax-feed probe (Fig. 7(b)) into 
account, it is necessary to modify the input impedance by an 





where c0 is the velocity of light in vacuum and d0 is the 
diameter of the probe.The detail in Eqn. (28) can be found in 
[12]. 
The flowchart of the method to calculate the input 
impedance of the rectangular microstrip antenna by utilizing 
the proposed model is shown in Fig. 8. 
Fig. 9 shows the input impedance for a patch antenna 
operating at about 2.22 GHz. The proposed model results are 
compared with the computed results in [12] and measured 
data of [14]. The results indicate that the proposed model 
gives results close to the experimental data. It can also be 
observed that the present results are better than those 
predicted in [12] especially at the higher frequency range. 
Also, at 2.22 GHz, the result from the proposed model is 
closer to the measured result [12] than that calculated by 
[12]. The reason is that, in the proposed model, the 
frequency-dependent characteristic impedance is more 
comprehensively addressed included in the algorithm so that 
possible errors in the high frequency are reduced. 
5. AN ANTENNA SYSTEM IN WIRELESS 
COMMUNICATION APPLICATIONS (2.45 GHz 
ISM BAND): DESIGN CONSIDERATIONS 
The Industrial, Scientific and Medical (ISM) 
frequency bands governed by Federal Communications 
Commission (FCC) Part 15 specifications have seen 
dramatic growth in recent years, particularly the 2.4000 to 
2.4835 GHz (ISM-2400) band. 
( SKKT ) 
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Fig. 8 Flowchart of input impedance calculation by using the 
proposed model 
Fig. 9 Input impedance of coax-fed microstrip patch antenna 
er = 2.5; Loss tangent = 0.002; h = 1.524 mm; d0= 1.27 mm; Z0 = 50 
Q; w = 68.58 mm; 1 = 41.40 mm; x0 = 0.0; mode (m = 0, n = 1) 
O Measured [14]        x Calculated [12]        • Proposed model 
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The present effort addresses the design of an antenna 
system for wireless communication applications, which 
operates in the 2.45 GHz (ISM) band. The input impedance 
of the antenna is based upon the proposed model in the 
Section 4. The design of the matching section for the antenna 
is followed the procedure in [15]. 
For the present design, the rectangular microstrip 
antenna has a substrate with dielectric constant (er) of 2.5 
and the antenna is a direct-feed type. The size of the patch is 
4.10 cm (w) x 4.14 cm (/) (w = 0.3350k; / = 0.3382k at/= 
2.45 GHz) and a thickness of h = 0.1524 cm (h = 0.0125A, at 
/ = 2.45 GHz). Fig. 10 shows the input impedances 
calculated as per the present model and that by the Abboud's 
model [12] for the patch operating at 2.45 GHz. The design 
of the matching section for the antenna will be the next step 
and is discussed in the following sections. 
0.13 -jO.71 
0.14-J0.725 
Fig. 11 Moving complex load impedance to a real 
impedance 
• Proposed model 
x Calculate [12] 
The broadband design can be achieved by using a set 
of cascaded quarter-wave transformer sections. Assuming, 
that two or more quarter-wave sections are connected in 
cascade to transform RR to Rin (Fig. 12), the problem is then 
to determine R'0, R", R'"0, namely, the characteristic 
impedances of these sections. A number of approaches have 
been proposed in the literature for this purpose. For example, 
Everitt [15] has suggested that the use of common 
logarithms of the impedance ratios at the junctions in the 
system with the coefficients of the binomial expansion 
(a+b)n, as indicated below: 
Fig. 10 The input impedance for a patch operating at 
2.45 GHz 
• Proposed model 
x Calculate [12] 
The quarter-wave transformer is a simple structure 
compatible for matching a real load impedance to a 
transmission line. An additional feature of the quarter-wave 
transformer is that it can be extended to multisection designs 
for broader bandwidths. A complex load impedance such as 
that indicated in Fig. 10 can always be transformed to a real 
part by using an appropriate length of transmission line 
between the load and the transformer as illustrated in Fig. 11. 
For the example under discussion, the line-length required to 
transform the complex impedance to the real values are 
1.236 cm (0.101A, at/= 2.45 GHz) and 1.102 cm (0.09k at/ 
= 2.45 GHz) for the proposed model and the Abboud's 
model, respectively. 
No. of XIA sections, n Logarithm of impedance ratio 
2 1  2  1 
3 13 3  1 
4 14 6 4 1 
For the present application, consider the design of a 
two-quarter-wave-section system. Reading from left to right 
in the inset of Fig. 12, the impedance ratios at the junctions 
are RRIR'0, R 'JR "0, and R"JR0. Since the number of sections, 
n, is equal to 2, 
That is, from left to right, the logarithms of the 
impedance ratios follow the rule 1 2 1 in accordance with the 
above table. Then, taking antilogarithms, 
R:~{RJ   [K 












The impedance at the junction of the two quarter- 
wave sections is 
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This transformation will now be used to design a 
double-section system for an over-all transformation ratio of 
RR '■ R0- 
Junctions 




Fig. 12 Two cascaded quarter-wave transformers 
terminated in a constant resistive load 
Consider the right-hand section, and normalized RR 




By Eqn. (35) the normalized input impedance should 
Rl 
(36b) 
Following the method of the last section, enter r 'r 
value on the Smith chart diagram, and rotate on a circle of 
constant S 'the appropriate fraction of a wavelength at each 
frequency. The values of z] are tabulated in Table 1. 
Now, Zj is the termination for the left-hand quarter- 
wave transformer in Fig. 12. To handle this section on the 
Smith-diagram, all quantities should be normalized with 
respect  to  R"0.   The   double  prime   will  indicate   these 
quantities; thus, 
R: R: R: R: 
(37) 
Since z" at each frequency and rotating toward the 
generator on a circle of constant S "the appropriate distance 
indicated in the table. Zin is determined by, 
R„ R: R„ R„ 
(38) 
From Fig. 13, it can be seen that, when the maximum 
standing wave ratio is stipulated as 2, the allowable 
bandwidth of the proposed model shows a greater value than 
that of the Abboud's model [12], to an extent of about 10%. 
A possible explanation is that A/// (bandwidth) is directly 
proportional to the loss of the system [16]. Therefore, when 
the frequency-dependent characteristic impedance is taken 
into the calculation, it is reflected in an increase of 
bandwidth calculated (using proposed model). The structure 
and dimension of the designed antenna is obtained in Fig. 14 







0.25        0.50       0.75 
r^      i— 
1.00       1.25       1.50       1.75 
Fig. 13 Comparison bandwidth between Abboud's model 
and proposed model with VSWR < 2.0 
Table 1 Calculation of z,„ for a quarter-wave transformer 
(Proposed model) 
f0 = 2.45 GHz, r', = 0.61, r)= 1.64, r'< = 0.37 r< 
flfo VX z> z"j 2 "in 2/n 
proposed 
model 
1.5 0.375 0.88-j 0.46 0.33-j 0.17 0.91-j 1.16 0.54 + j 0.66 
1.4 0.350 1.03-j 0.51 0.38-j 0.19 1.47-j 1.15 0.88+j 0.67 
1.3 0.325 1.20-j 0.51 0.44-J0.19 1.94-j 0.70 1.14+J0.39 
1.2 0.300 1.42-j 0.44 0.53-j 0.16 1.90-j 0.20 1.12 +j 0.12 
1.1 0.275 1.60-j 0.25 0.59 -j 0.09 1.70-j 0.02 1.02+j 0.02 
1.0 0.250 1.68 0.62 1.64 0.95 
0.9 0.225 1.60+j 0.25 0.59+j 0.09 1.70+j 0.02 1.00+j 0.01 
0.8 0.200 1.42+J0.44 0.53 +j 0.16 1.90 +j 0.20 1.10 +j 0.10 
0.7 0.175 1.20+j 0.51 0.44+j 0.19 1.94+j 0.70 1.15+j 0.37 
0.6 0.150 1.03 +j 0.51 0.38+j 0.19 1.47+j 1.15 0.87 +j 0.66 
0.5 0.125 0.88+j 0.46 0.33+j 0.17 0.91 +j 1.16 0.54+j 0.68 
Fig. 14 Antenna structure and double-wave-transformer 
174 ACES  JOURNAL, VOL 15, NO, 3, NOV.   2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
Table 2 Comparison between Abboud's model and proposed 






































h (GHz) 1.764 1.960 10.00 
6.   CONCLUSIONS 
The use of frequency-dependent Smith-chart deduced 
via microstrip-based Cole-Cole diagram representation is 
proved to be a method representing the frequency-dependent 
characteristics of microstrip lines. The present study 
demonstrates the feasibility of a cohesive presentation of the 
dispersion (lossy and lossless) characteristics of a microstrip 
structure via Cole-Cole diagram format, which is compatible 
for CAD efforts. 
In summary, the technique described in this chapter 
offers a strategy of portraying the frequency-dependent 
characteristics of microstrip structures via a modified Smith- 
chart representation. Further, as far as the author knows of, 
this is the first attempt in depicting the dispersion 
characteristics of a microstrip line via Cole-Cole diagram 
format. 
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Enhancement of Numerical Computation 
Methods Useful for Radio Communication 
Antenna Systems 
H. Matzner*, N. Amir? U. Mahlab*and J. Gavan*, Fellow IEEE 
Abstract 
The radiation from a flanged parallel-plate waveguide is solved effi- 
ciently by the moment method, where the expansion functions contain 
the correct edge behavior of the fields. This computation method can 
be useful to optimize radiation of microwave transmitters and effi- 
ciency of receiver antenna and front end circuits. It is shown that 
three appropriate expansion functions are sufficient for an excellent 
accuracy and convergence rate of the solution. 
1    Introduction 
Several radio communication microwave systems use aperture antennas as 
waveguide apertures, slot arrays, horns, etc. The moment method (MM) is 
one of the most popular method for the calculation of the radiation related 
to this kind of antennas. In this paper we present an efficient selection of the 
MM expansion functions in order to investigate the accuracy of the required 
parameters necessary to improve efficiency of such antennas. We achieve 
a first step for accurate computation by solving the simple example of the 
radiation from a flanged parallel-plate waveguide. An accurate solution for 
the waveguide electromagnetic field components and reflection coefficient will 
enable optimum adaptation and efficiency with minimum of cut and try steps. 
The problem of radiation from a flanged parallel-plate waveguide has been 
solved by many authors [1-15]. An efficient MM solution has been offered by 
"Holon Academic Institute of Technology, 52 Golomb St., P.O.B. 305, Holon, Israel. 
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Figure 1: The geometry of the problem. A TEM wave is propagating in the 
z direction inside the flanged parallel-plate waveguide and scattered by the 
discontinuity. 
[15] ,where the dominant edge behavior of the fields is included in the MM 
expansion functions. It has been shown by [16], [17] that applying the MM 
with expansion functions that include the correct edge behavior of the fields 
improves the accuracy and convergence rate of the solution. In this paper 
we solve the problem of the transverse electromagnetic (TEM) case for the 
radiation from a flanged parallel-plate waveguide by applying the method 
used in [16], [17]. We compare also the results with the case where only the 
dominant behavior of the fields near the edges of the waveguide are included 
in the MM expansion functions [15]. 
2    Formulation of the Problem 
2.1    The Relevant Field Components 
The geometry of the waveguide is given in Fig. 1 
The distance between the plates is 2a and the center of the gap is at the 
coordinates origin. The TEM incident field is expressed by 
Ex = exp(-jkoz) (1) 
Hy = - exp(-jk0z) (2) 
where rj = 12Ü7T ohms and ko is the wave number. The TEM and trans- 
verse magnetic (TM) backward transverse fields are well known, and can be 
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expressed by [18] 
1   °° / mxx \ E
- = v^ ß*An cos \-r) exv(jßnz) (3) fto n=0 V  a  / 
Hv = ~ ~ E An cos (^r) eMJßnZ) (4) 
where 
_        ^kl - (mr/a)2,        k0 > nn/a 
—jj(mr/a)2 — fc(j,        nir/a > fco 
where the n — 0 term is connected to the TEM mode.   The electric field 
above the flange is given by 
E" = /    Ä(kx) exp(-jkxx) exp(-jyz)dkx (6) 
where 
(y fc0 — kx,        fco > kx . . 
"iy^i ~~ ^0)        ^x > fco 
Using 
we get 
H = -L V x E (8) 
1     r°o p 
ull   _      l    I     '        /c- 
y
 U/J, J-oo 7 
/°° k    ~ (7 + — )A(kx) exp(-jkxx) exp(-j>yz)dkx (9) 
-00
1    Z"00  fcn ~ 
- /     —A(kx)exp(-jkxx)exp(-j'yz)dkx 
T) J-00 7 
2.2    Moment Method Solution 
The tangential electric field on the gap is given by the moment expansion 
£fJ = E¥iW (10) 
where N is the number of expansion function taken to the calculation, and 
ej(x) = cat« (?£),        aj = {-1/3,1/3,5/3,...} (11) 
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It was shown in [16] ,[17] that the correct edge behavior of Ex near a sim- 
ilar 2-dimensional 90° conducting edge is given by air"1/3 + a2r1/3 + a3r5/3 + 
...where r is the distance of the field point from the edge and on are arbi- 
trary constants. It also has been shown that these e_,-(x) expansion functions 
exactly contain this edge power series behavior, that is, ej(x) contain all the 
terms of the edge power series, and do not contain terms which do not belong 
to the edge power series. We apply now the Galerkin MM version, that is, 
the set of the test functions the same as the set of the expansion functions. 
In order to write the final equation, the A^s and A(kx) terms are ex- 
tracted in terms of the o,-'s , and next we apply the boundary condition for 
the tangential magnetic field on the gap. Thus, the An's terms are extracted 
by 
1 + T-J2 Pn^n cos — = £ ajej(x) (12) fco n=o a        j=l 
using the orthogonality relation 
N 











o = Ö" S °Jeio _ l (15) 
aAn^ = Y.a&n (16) 
i=i 
where 
/   ej(x) cos f j dx (17) 




Ä(kx) exp(-jkxx)dkx = ^ a^x) (18) 
hence 
N 
2nA(kx) = '£ajej(kx) (19) 




The MM equation now obtained by equating Hy on the gap 
1 - J2 An cos ( ) = /    — Ä(kx) exp(-jkxx)dkx (21) f-fn \ a /     J-oo 7 n=0 v    u.    / -»  
Multiply each side by ei{x) and integrate over the aperture, we obtain 
r°° 1 
n=l —°°T' 








eio - $3 ( ~F 5Z aiei« ] e™    (23) 
n=\ \aPn j=l 
Finally, the MM linear system of eqautions is given by 
N 
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3    Main Results 





 fa^j0~1 (28) 
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in comparison with the results of [15]. For a single frequency point 2a/A = 0.8 
we present the following table: 
# funcs. |r| [is] arg(r) [deg][15] in (*) arg(r) [deg] (*) 
1 0.1463 112.01 0.167271 109.801 
2 0.0643 75.82 0.0644 75.7013 
3 0.06433 75.73 0.064322 75.7072 
4 0.06433 75.71 0.064322 75.7072 
5 0.06433 75.71 
Table 1: Comparison between the results of [15] (columns 2,3) for the 
amplitude and phase of the reflection coefficient, for 2a/A = 0.8, and our 
results (*) in columns 4,5. Column 1 is for the number of the expansion 
functions taken to the calculation. 
It is shown that the rate of convergence of the amplitude of the reflection 
coefficient in [15] is slightly better, but the rate of convergence of the phase 
and the overall rate of convergence is slightly better in our results. 
Now we show a graph (Fig. 2) of the amplitude of the reflection coefficient 
for a IA from zero to one, applying 3 expansion functions, in comparison to 
the results of [15]. It is shown that both results are in very good agreement. 
Finally a graph of the phase of the amplitude of the reflection coefficient 
is presented (Fig. 3), for a/X from zero to one, 3 expansion functions where 
applyed, and compared to the results of [15]. A very good agreement is 
observed. 
4    Conclusions 
The problem of the scattering of a TEM wave from the end of a flanged 
parallel-plate waveguide has been solved, where the MM expansion functions 
obey the correct edge behavior near the waveguide corners. It has been shown 
that the specific choice of the MM expansion functions in our work improves 
the accuracy and the rate of convergence of the solution, when compared to 
MM solutions for which the expansion functions only contain the dominant 
behavior of the field near the edges. The investigated computation method 
enable us to compute with accuracy the field components and the reflection 
coefficient required for antenna adaptation. 
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a  /  lambda 
Figure 2: Amplitude of the reflection coefficient [dB] as a function of a/A, 
where 2a is the distance between the planes of the waveguide and A is the 
wavelength. Solid line - our results with 3 MM expansion functions, squares 
- result of ref. [15]. 
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Figure 3: Phase of the reflection coefficient [deg] as a function of a/A, where 
la is the distance between the planes of the waveguide and A is the wave- 
length. Solid line - our results with 3 MM expansion functions, squares - 
result of ref. [15]. 
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5    Appendix 
ej0 is given by 
/""    / N ,      n fa     *./tfa\ ,      « oT [(1 + a7)/2] ej0 = £ ,,(,)* = 21 «**(-)* = 2-^L^L        (29) 




 n-Kx ra     „./7TX.       ri7rx , ,„„. 
/   eAx) cos ax — 2     cos J (—) cos dx        (30) J-a J a Jo v2a a 
=   4- r   cosa^(t)cos(2nt)<ft = 4-/c(ai)2n) 
7T JO 7T 
ej(fcz) is given by 
/a /-a Tf/j; 
ej(x)exp(-jkxx)dx = 2      cos"'(—) cos(hxx)dx   (31) 
-a ./o 2a 
=   4-/      cosaj (t) cos(fcx—£)d£ = 4-/c(o;,-,/i;x—) ir Jo n n 7T 
and Ic(a, k) is defined by 
/.(«,*) = ^crf(i)coB(*)* = r^/;nwtt + fcT      ^ 
[19]. 
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Abstract - In this paper, a new time-domain wave propagator (TDWP) that was recently introduced, is 
compared against a frequency-domain one that has been in use for more than a decade. The new time- 
domain wave propagator is built by a two-dimensional (2D) finite-difference time-domain (FDTD) 
algorithm. The frequency-domain wave propagator is the Split-step Parabolic Equation (SSPE), which is 
the solution of (one-way) wave equation in parabolic form. These two techniques can be both used for 
different kinds of 2D propagation problems. In this paper, ground wave problems, which are difficult to 
solve, have been taken into consideration in order to compare the methods and show their power. 
Assuming an azimuthal symmetry, ground wave propagation and surface and/or elevated ducts may be 
represented via transverse and/or longitudinal refractivity and boundary perturbations in 2D space. The 
2D propagation space extends from x=0 (bottom) to x->oo (top), vertically and from z-> -co (left) to z^> <x> 
(right), horizontally. Pulse propagation is simulated in TDWP and while a moving window escorts the 
transmitted waveform from one end to the other end within the FDTD computation space, time histories 
are accumulated at chosen observation points. Any vertical and/or horizontal field profile at a desired 
frequency is extracted by applying off-line discrete Fourier transformation (DFT). On the other hand, a 
given vertical field profile is longitudinally propagated by moving back and forth between the transverse 
spatial and wavenumber domains in SSPE. The results of TDWP and SSPE are compared on different 
ducting and anti-ducting refractivity profiles and their agreement is presented. 
I.       Introduction 
Today's communication systems as well as radars are mostly used within multi-area, multi-sensor, land- 
based, maritime and/or air-based integrated complex systems (such as an integrated maritime surveillance 
system or integrated early warning system against tactical ballistic missiles, etc.). The research towards 
development and, then, to the performance evaluations of such systems require powerful computer 
simulation tools and can only be done via these simulators. Some requirements related to current 
integrated system simulations are as follows: 
• Modeling of propagation characteristics and path loss predictions in integrated surveillance 
systems, where microwave as well as HF (high-frequency) radars are used, 
• Service planning, in rural and urban locations for mobile communication systems using both 
900MHz and 1.8GHz systems 
• Knowledge of propagation characteristics to overcome problems related to emerging radar 
technologies (HF and VHF radars). 
1054-4887 ©2000    ACES 
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All these simulations require the simulation of ground wave propagation through atmosphere over a 3D 
regional digitized terrain map. A service planner, site-engineer or the leader of a small military ground 
contingent needs to have access in real time to the propagation characteristics between any two selected 
points (e.g., a communication transmitter and receiver) including terrain profile, vegetation and 
atmospheric effects. It has been a continuing challenge to prepare a general chart or computer code to 
satisfy such requirements. 
Although all physical propagation problems are in three dimensions (3D), two dimensional (2D) 
approximations can be used if symmetry in one of the three dimensions exists or is assumed to exist. It is 
well accepted to solve atmospheric propagation problems in 2D for a broad frequency range because of 
the approximate azimuthal symmetry of earth. It is also common to use 2D solutions in some optical 
propagation problems (e.g. slab waveguide propagation solutions). Here, communication problems that 
involve atmospheric propagation are taken into account. 
Long range communication, which includes both ground and sky waves, is one of the most difficult and 
important propagation problems. Sky wave is mostly affected by the upper atmosphere (ionosphere), 
while ground wave propagation changes due to the lower and middle atmosphere (troposphere) 
characteristics as well as ground effects. In this paper, ground wave propagation that can be solved by 
split step parabolic equation (SSPE) and time domain wave propagator (TDWP), is taken into 
consideration. 
Ground waves have three components: direct waves, ground-reflected waves and surface waves. The 
model environment is a spherical earth with various ground characteristics, above which exists a radially 
inhomogeneous atmosphere. Having an excitation and observer anywhere on or above the ground, this 
model has served as a canonical problem. This problem is very complex and a full-wave, numerically 
computable analytical solution has not appeared yet. The physical characteristics of the propagation 
depend on many parameters, such as the operating frequency, medium parameters, transmitter and 
receiver locations and the geometry (boundary conditions, BC) between them. For example, the 
propagation is limited by the line-of-sight at microwaves because surface waves are almost negligible at 
these frequencies. On the other hand, beyond the horizon propagation is possible at HF (3-30MHz) and 
lower frequencies, because surface waves may reach ranges up to hundreds of kilometers in diffraction 
region. 
Ground wave propagation problem and available analytical approximate solutions have been outlined in 
[1] together with the hybridization of ray and mode methods. Some of analytical-numerical and pure 
numerical techniques have also been summarized in [1]. Surface and/or elevated-ducting effects of 
various transverse as well as longitudinal refractivity profiles have been investigated either analytically 
[2-5], or numerically [6-8]. 
Here, two different wave propagators, which simulate wave propagation in time and frequency domains, 
are taken into account. The first one, TDWP, has been recently introduced and is a general technique that 
can be applied to broad range of propagation problems [9]. It is based on a two-dimensional (2D) finite- 
difference time-domain [10] (FDTD) algorithm, where broad band pulse propagation is simulated and 
traced over long distances by a virtual rectangular window that circulates the FDTD space longitudinally 
back and forth until the range of interest is reached. The second one, SSPE, is the well-known split step 
parabolic equation technique, which is the solution of one-way wave equation in parabolic form [6-8]. In 
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Sec.II, FDTD based TDWP is briefly summarized. The classical SSPE wave propagator is outlined in 
Sec.III. Numerical examples are chosen to be the simulations of wave propagation through surface 
guiding and anti-guiding ducts and are presented in Sec.IV, where results of the two techniques are 
compared. Finally, the conclusions and future implementations that are needed are given in Sec.V. 
II.       The Time-domain Wave Propagator (TDWP) 
The 2D-FDTD wave propagation region and the FDTD computation space are pictured in Fig.l. The 
structure is assumed to have an azimuthal symmetry. The transverse (x) and longitudinal (z) field 
components are Ex, Hy and Ez, respectively, which models the classical 2D TMZ ground wave propagation 
over earth's surface, representing a vertical polarization problem. 
FDTD is based on the discretization of Maxwell' s two curl equations directly in time and spatial domains 
and dividing the volume of interest into very small identical blocks called Yee cells [10]. In 3D-FDTD, 
there are three electric and three magnetic field components in each Yee cell distinguished by (i,j,k) label. 
The time and spatial discretization steps are At and Ax, Ay, Az, respectively. Although field components 
in each cell are labeled with the same (i,j,k) numbers (such as Ex(i,j,k) or Hz(i,j,k)), their locations are 
different. There is also a At/2 time difference between E and H field components in the Yee cell. Any 
object may be simulated by the medium parameters permittivity 8 [F/m], permeability jj. [H/m] and 
conductivity or [S/m]. Although electric and magnetic field components are updated during the time 
simulation, voltages and currents in (i,j,k) cell may be obtained directly from Gauss and Faraday laws. 
Narrow and broad band responses may be readily obtained via FDTD simulations. Since its first 
introduction, other algorithms, such as free-space simulations (i.e., absorbing boundary simulations) and 
near-to-far field transformations have supported FDTD. Now, FDTD can be applied to variety of complex 
electromagnetic problems including radar cross-sectiön (RCS) prediction and antenna simulations [11,12], 
biomedical modeling [13] and planar microwave network analysis and electromagnetic compatibility 
(EMC) simulations [14]. 
In TDWP, the related iterative FDTD equations are 
O'.*)"E—E"x-\i,k)-        A[        [H";u\i,k)-H;-v\i,k-\)\ (1) 
e + aAt (e + oA^Az 
E"z{i,k) = —B-- Erl(Uk) + - ^—-[H;-U2(i,k)-H;-U2(i-l,k)} (2) 
s+aAt (e + o"A/)Ax 
At 




   [E"z-\i + \,k)-Enz-\i,k)\ 
H0Ax 
where i and k are the cell numbers in the x and z coordinates, respectively, and n tags the time step 
The time domain ground wave propagation over earth's surface is simulated in TDWP as follows: 
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• The propagation region (see Fig.la) is much larger than the FDTD computation space. Therefore, 
the FDTD computation space covers this region like a moving computation sub-region. 
• An Nx by Nz (number of transverse and longitudinal cells, respectively) FDTD computation space 
is terminated by perfectly matched layer (PML) blocks [15,16] from left (z-»-a>), right (z-»co) and 
(x—>oo) top. Any boundary condition (BC) can be simulated at x=0. For example, a perfectly 
electrical conductor (PEC) or a lossy ground termination may be used at the bottom. 
• Taking Nx = 500 and Nz = 500 (total of 250,000 FDTD cells) corresponds to a 50Xmin x50Xmin 
(A,min: minimum wavelength) space with a typical A,min/10 spatial discretization. 
• A source with a chosen spatial height distribution, and temporally pulsed so that it furnishes 
broadband information with a single simulation, is injected through the relevant field components. 
• One-way propagation is traced via a 2D rectangular window as shown in Fig. lb. The content of 
this propagation window is the pulse, which carries information related to the three wave 
components; direct, ground-reflected and surface waves. 
• This virtual propagation window moves from left to right in FDTD computation space and 
circulates back to the left when reaches the right most-end, which is the initial profile of the next 
FDTD computation space. The process and FDTD simulations repeat until the wave longitudinally 
propagates to a desired range. 
• Keeping in mind the number of FDTD cells traced during the circulation of the propagation 
window, the transverse and/or longitudinal propagation characteristics are obtained. 
Since TDWP is based on sliding the rectangular FDTD window along the propagation direction, it is 
defined for the flattened earth. But, the effects of the earth's curvature may easily be added via the relative 
permittivity er=n2(x,z), as done in analytical approximate formulations [1], by modifying the refractivity 
profile. The earth's curvature can be included by defining the height profile of refractive index at a given 
range as n=no+x/a (where a=6378km is the earth's radius and n0 is the refractive index value at the 
ground). This is valid when refractive index is constant. In real world, refractive index above the ground 
changes with both height and range. The change of refractive index with height is mostly dominant, since 
changes with range are relatively much slower. Therefore, only vertical refractive index profiles are of 
interest for most of the propagation cases. 
Because of the closeness of n to unity, it is customary to use the refractivity N defined as 
JV = («(x)-l)xl06. (4) 
N is dimensionless, but is measured in "N units" for convenience. N depends on the pressure P (mbar), 
the absolute temperature T(°K) and the partial pressure of water vapor e (mbar) as [17], 
N = 77.6- + 3.73 xlO5-^- (5) 
T T2 
which is valid in earth-troposphere waveguides and can be used in ground wave propagation modeling. 
Depending on the variation of P, T and e, various vertical refractivity profiles are defined. It has been 
found that refractivity gradient with respect to height is around -40Nunit/km (i.e., dN I dx =-40Nunit/km) 
190 ACES JOURNAL, VOL. 15, NO. 3, NOV 2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
after long period of measurements and observations around the world. This is accepted as standard 
atmosphere profile. 
If the refractive index were constant, radio waves would propagate in straight lines. Since n decreases 
with height (e.g., as in the standard atmosphere case), radio waves are bent downward towards the earth, 
so that the radio horizon lies further away than the optical horizon. 
In TDWP (and also in other wave propagators, such as SSPE) it is easy to include both the earth's 
curvature and the standard atmosphere condition at once by using n=n0+x/ae, where ac=4a/3=8504km is 
the effective earth's radius. 
In summary, n is either defined as n=n(x)+x/a, in order to take into account the effects of earth's curvature 
for all variations of atmospheric refractivity index, or equivalent fictitious medium is introduced, where N 
as defined in (4) is replaced by the modified refractivity M 
M = tf + -xl06=N + 157x (6) 
a 
with the height x given in kilometers [17]. N decreases by about 40Nunit/km while M increases by about 
117Nunit/km for standard atmosphere. Sub-refraction (super-refraction) occurs when the rate of change in 
N with respect to height (i.e., dN/dx) is less (more) than 40Nunit/km. 
The direct, ground-reflected and surface waves are traced in time domain, where wave fronts and their 
interferences (wave maxima and minima) appear as 2D images. A typical example is given in Fig.2 for a 
bilinear refractivity profile. Here, equi-amplitude contours are plotted as height versus range. A Gaussian 
altitude profile is fed as the initial field distribution inside a 500x500 FDTD computation space 
corresponding to 50mx50m physical space. The initial field distribution has a pulse character in time (i.e., 
first derivative of a Gaussian function with 200MHz bandwidth at 100MHz center frequency). A 500x250 
virtual window circulates 20 times as if the longitudinal number of cells in FDTD computation space is 
5000. Instant snapshots are taken at different simulation times and are plotted as the field profiles at 
different ranges. As shown in the figure, the wave propagates towards the ground and reflects back. The 
interference of direct and ground reflected waves as well as the surface waves are clearly observed in the 
figure. 
Time histories of the pulse propagation in Fig.2, accumulated at different ranges and along the source 
height (i.e., 25m above the ground) is shown in Fig.3. The four plots, arranged in two vertical columns, 
correspond to the 94ns time histories (i.e., signal vs. time) at four different ranges (noted on the top right 
of each plot). These plots also correspond to the signal accumulation at four ranges inside nine FDTD 
propagation windows. Since the scale in each plot is normalized to its maximum value in order to reveal 
the detailed pulse shapes along the entire trajectory, relative field strengths with respect to the first 
window are also included as dB values inside the boxes. At z=Zi=24m, only the initial pulse appears 
inside the 94ns FDTD propagation window because the delay of the signal caused by the path difference 
R1-R2 exceeds the window length. As the distance increases the path difference R1-R2 decreases and the 
ground-reflected pulse also appears inside the 94ns FDTD propagation window (see Figs.3b and 3c). 
Inside the last FDTD window (at Z4=223m) the direct and ground-reflected pulses are almost 
indistinguishable. The signal in the last window is 13dB weaker than the signal in the first window. 
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Frequency domain characteristics can easily be obtained from the FDTD simulations. For example, an 
altitude field distribution at a given range can be obtained as follows: 
• FDTD simulation is performed as explained above and propagation of waves is traced with the 
sliding rectangular window until the desired range. 
• Time domain propagation data is accumulated at a number of altitude points (L) at the desired range 
(as given in Fig.3). A 2D array is used to accumulate the transient responses for all altitude points 
at the desired range. 
• The accumulation continues until all the transients disappear at all altitude points and L different 
plots (each of which looks like the one shown in one of the windows of Fig.3) are obtained. 
• After the FDTD simulation, altitude field distribution at any frequency (within the content of the 
pulse) is obtained by applying off-line DFT analysis to time histories at each altitude point. 
Modeling ground wave propagation with TDWP needs careful parameter selection. First of all applying 
PML absorbing boundary simulators for backward as well as upward propagated waves is a challenging 
signal processing problem. Effective absorption within PML blocks depend on the number of PML layers 
and artificial PML medium parameters, which in turn depend on the wave phenomena inside the moving 
FDTD window. For a chosen number of PML blocks and artificial medium parameters, different degrees 
of absorption are obtained for surface guided, anti-guided, elevated ducted and/or rough surface scattered 
wave components. Therefore, one should be aware of possible induced wave components before the 
application of TDWP. This can also be obtained by visualizing the time domain propagation within the 
chosen scenario and by observing the real time pulse propagation. It should also be noted that, for long- 
range with dominant forward scattered propagation, the wave turns out to be plane (as expected in the far 
field), where the direction of propagation is parallel to the PML blocks, which is the worst case for PML 
absorbing boundary simulations and is a challenging problem. Nevertheless, TDWP with well-chosen 
PML parameters is an effective propagation simulator as presented in this paper. 
Secondly, the numerical dispersion effects should be taken into account when dealing with long-range 
propagation scenarios. The longer the range the more spatial dispersion. Since TDWP is based on the 
application of 2D moving FDTD window, simulation of two-way propagation together with surface- 
scattered waves is possible. Therefore, there are forward, backward and/or upward propagated wave 
components inside the sliding FDTD window. This requires an intelligent separation of forward 
propagated pulse from the backward and upward propagated pulses. This separation and spatial dispersion 
can be controlled by applying a dynamic FDTD window size instead of a fixed-one. 
III.    The Frequency-domain Wave Propagator (SSPE) 
SSPE is a frequency domain wave propagator, which is the solution of a parabolic type (PE) wave 
equation [6-8]. If the propagation medium is assumed to be homogeneous with the refractive index n, 
field components satisfy the 2D scalar wave equation. This is useful for mostly propagation in 
troposphere where the range and height variations of n is slow on the scale of wavelength. In order to 
solve 2D wave equation, a field function cp(z,x), which varies slowly in range for energy propagating at 
angles close to the paraxial direction, is taken into consideration [18]. 
u(z, x) - e',kz(p(z, x) (7) 
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where x and z are the height and range variables, respectively, and k is the free-space wavenumber. Then 
the 2D wave equation can be split into backward and forward propagating waves as 
du 
Tz 
-ik(l + Q)u        (backward) (8) 
du 
~dz 
= -ik(\ - Q)u       (forward) (9) 
where 
Q k2 dx' 
■ + n2(z,x) (10) 
is the pseudo-differential operator. The standard parabolic equation for forward propagation can be 
derived using first-order Taylor expansions of the square root and exponential functions [18], 
d2u     ... d2u       2    2     ,N       n 
—- + 2ik + k(n  -1)« = 0. 
8x2 dz 
(11) 
The solution of (11) with the help of Fourier transform is called SSPE, which is a one-way propagator that 
is valid under paraxial approximation (i.e., under weak longitudinal refractivity dependence or near axial 
propagation), where backscatter effects are omitted. The general solution of the SSPE technique is given 
as; 





where Az=z-z0, kx, FFT and FFT"1 correspond to range step size, transverse wavenumber, discrete (fast) 
Fourier and inverse discrete (fast) Fourier transforms, respectively. The standard PE technique is a 
narrow-angle propagation approximation because the error caused by using first-order Taylor expansions 
is based on the angle of the wave from the horizontal. Since higher order polynomial expansions of the 
square root results in instability [19,20], other types of approximations, which include Pade-(l.l) 
expansion are used in order to solve wide-angle propagation problems [21]. In this paper, standard PE 
solution, which is satisfactory for the examples, has been used. 
Since PE is an initial value problem, an initial transverse field distribution, u(z0,x) is injected and is 
longitudinally propagated through a medium defined by its refractive index profile n(z,x); then the 
transverse field profile u(z0+Az,x) at the next range step, is obtained. By multi-moving back and forth 
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between x and kx domains via FFT and inverse FFT the transverse field profile at any range may be 
obtained. 
The 2D SSPE propagation space is pictured in Fig.4. The implementation of the SSPE algorithm is as 
follows: 
• An altitude profile is injected into the SSPE wave propagator. A ID complex array is used to built 
the initial profile u(z0,xt), where x, (i=l, .., L, L is number of altitude points). This array contains 
amplitude and phase of the fields at each altitude (see Fig.4a). 
• SSPE can not handle the BC at the surface by itself. Dirichlet or Neumann type BCs can be satisfied 
by either extending initial vertical profile from [0-Xmax] to [-Xmax, Xmax], odd or even symmetric, or 
by applying SINE or COSINE FFT, respectively (see Fig.4b). In this paper, we use Neumann type 
BC that is required for a vertical polarization problem. 
• This initial profile is longitudinally propagated from z0 to zo+Az via eq.(12). The same complex 
array is used to store the altitude profile at the next range step. 
• Using the new altitude profile as the initial profile for the next step and applying SSPE propagator 
for the second time yield the altitude profile at the second range step z0+2Az (see Fig.4c). 
• The procedure is applied repeatedly until the propagator reaches the desired range ziast. 
• The transverse and longitudinal step sizes (Ax and Az, respectively) and maximum altitude Xmax are 
determined from the wave content and wavenumber requirements as well as sampling necessities 
and aliasing effects[6-8]. 
Two typical transverse refractivity profiles and SSPE propagation simulations through the ducts formed 
by these refractivity profiles are pictured in Fig.5. On top of the figure, a surface duct (i.e., a standard 
linearly decreasing refractivity over flat earth) and propagation of transmitted signal, which has a 
Gaussian height profile, is plotted. At the bottom, an elevated duct formed by a tri-linear vertical 
refractivity (over spherical earth) and its effect on propagation is plotted. As long as trapped within 
paraxial region, propagation through any duct formed by any transverse and/or longitudinal refractivity 
variation can be modeled via the SSPE propagator. 
Terrain implementation, which is important for propagation prediction, is not very difficult for SSPE 
algorithm. There are different types of terrain modeling and it is possible to choose the appropriate one for 
the problem. One of them is called as conformal mapping [18,22], which depends on the change of 
variables due to terrain height. If the terrain function is known, it is easy to apply this conformal mapping 
to the SSPE algorithm since only the second derivative of the function is required for terrain inclusion in 
refractive index. Generally, it is not possible to know the terrain function, instead, the ground height 
difference with range can be measured, therefore there exist only the terrain height for each range step. 
With the help of this knowledge, terrain can be represented as a sequence of linear segments. Then, the 
second derivative can be determined using second-order central difference formula with the range interval 
corresponding to the PE range step for the SSPE algorithm [18,22]. 
Another simple way of terrain modeling is called as staircase terrain modeling [18], where slope values 
are not required, only the terrain height for each range is needed. For staircase terrain, the field is 
propagated in the usual way on each segment of constant height, applying the boundary condition at the 
ground. When the terrain height changes, corner diffraction is ignored since paraxial approximation 
neglects backscatter so the field is simply set to zero on vertical terrain facets, which is suitable for the 
assumption that the ground does not support propagation [18]. Since the computation height is not 
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changed due to the terrain, there is no need for the modification of refractivity index gradient, therefore it 
is also easy to implement the staircase terrain modeling into the SSPE algorithm. 
IV.   Numerical Applications 
To check the validity of the new time-domain wave propagator and to make comparisons between TDWP 
and SSPE, a surface duct problem is taken into account. A linearly decreasing refractivity altitude profile 
(e.g., standard atmosphere without earth's curvature) corresponds to a surface duct over planar earth's 
surface. The earth's curvature may also be included as a perturbation in refractivity as explained in 
Section II. 
First, one-way propagation through a strongly trapping surface duct over flat earth is simulated with both 
TDWP and SSPE and the results are compared against each other. Same transverse (spatial) initial profile 
is fed into both TDWP and SSPE algorithms and the propagators are run for 500m. The TDWP is used 
once and broad band results are obtained. The SSPE propagator needs to be run separately for each 
frequency. Vertical field profiles at 500m away from the transmitter, which are obtained with both 
techniques are plotted in Fig.6 as propagation factors (I E/E0I) vs. height. A similar procedure is applied 
to calculate the propagation factor in both TDWP and SSPE techniques. Both algorithms are run twice. In 
the first runs, propagation over PEC ground is simulated. In the second runs, they are repeated in free- 
space and the propagation factors are obtained. A good agreement between the results of time and 
frequency domain wave propagators is clearly seen from the figure. 
A similar comparison is given in Fig.7 for range variation of vertical electric field component at a fixed 
altitude. In this case, time histories of propagation at various observation ranges at 25m fixed altitude are 
accumulated in TDWP and off-line DFT is then applied. SSPE calculates fields at all altitudes of all 
ranges, therefore, the calculation procedure does not change. In fact, higher range steps can be used in 
SSPE, but small steps are chosen for the comparison of range variations. The results agree quite well for 
both 100MHz (bottom) and 150MHz (top) frequency calculations. As seen from both Figs.6 and 7, 
interaction of direct and ground reflected wave components increases as the frequency increases. 
First calculations and comparisons presented above belong to surface duct over flat earth. The 
calculations are repeated when earth's curvature is taken into account. In both TDWP and SSPE 
techniques, propagation over spherical earth's surface can be modeled as a modification in vertical 
refractivity profile. Guiding over flat earth's surface is modeled by a negative vertical refractivity 
gradient. On the other hand, it becomes a positive refractivity gradient when the curvature is included. 
While waves are trapped over surface with negative vertical refractivity gradient, energy detaches from 
the surface (i.e., wave divergence occurs) for positive vertical refractivity gradient. 
In Fig.8, two typical SSPE results are pictured. Again, equi-amplitude contours are plotted as height 
versus range. The initial field profiles are normal modes [3,5] at 3MHz and 10MHz, where field maxima 
point the surface. They are the eigensolutions of 2D scalar Helmholtz wave equation with Neumann type 
BC at the surface (surface modes). Therefore, initial profiles simulate the surface coupling of transmitter 
energy. As SSPE proceeds, the detachment of the energy from the surface occurs, which is clearly 
observed in the figure. Although most of the energy detaches from the surface significant energy still 
follows the curvature of the earth through the shadow region up to 500km. Surface wave propagation at 
3MHz is more significant than at 10MHz. 
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This anti-guiding problem is also modeled via TDWP and similar detachment is observed in time domain. 
Time domain propagation over spherical earth's surface is plotted in Fig.9. As TDWP proceeds, the pulse 
detaches from the surface and energy over the surface diminishes with range. 
The results of TDWP and SSPE for this anti-guiding model are compared in Fig. 10. Here, propagation 
factor vs. height at three different frequencies at 500m range are shown. As clearly seen from the figure, 
the higher the frequency the stronger the wave detachment from the surface. The propagation factor just 
above the surface at 500m range is -22dB at 100MHz and reduces to -33dB at 200MHz. This means, 
when the frequency increases from 100MHz to 200MHz field amplitude just above the surface at the 
same range reduces by 11 dB. 
Finally, the terrain effects at HF frequencies are shown in Fig. 11 for three frequencies. At the top, a 
typical terrain model that can be accepted as two mountains with a valley in between is shown. At the 
bottom, range variations of the propagation factor are plotted for 5,15 and 30MHz. Here, to calculate the 
propagation factor SSPE is run twice and in the first run, propagation over PEC terrain is simulated. In the 
second run, it is repeated for PEC ground without terrain and the propagation factor, which includes only 
the terrain effects, is obtained. In fact, in order to simulate propagation for terrain at HF frequencies, 
mixed boundary conditions for ground should be applied. Here, Neumann boundary condition is used 
since our aim is to show only the terrain effect variations at different HF frequencies. As it is seen from 
the figure, the terrain affects propagation much more while frequency increases. 
The TDWP is computationally expensive, when compared to the SSPE propagator. Although the TDWP 
simulation time is much more than the other, the SSPE algorithm must be repeated for hundreds of times 
to give the broad band propagation information obtained with one TDWP run. It should be noted that, no 
parameter optimization or algorithmic arrangement has yet been done in TDWP algorithm. Its memory 
requirements and computation time will drastically be decreased when optimization is done and when the 
sliding window size is dynamically controlled. 
V.      Conclusions 
Two powerful propagators are taken into account in this paper. The SSPE has been in use for more than a 
decade and has successfully been applied to many one-way propagation problems including acoustics, 
electromagnetics and optics. On the other hand, TDWP has just been introduced [9] and applied to various 
electromagnetic ducting problems. A very similar FDTD based technique has also been used in analyzing 
VLF and LF propagation through earth - ionosphere waveguides [23]. 
The new time domain wave propagator, TDWP is very promising in dealing with various complex 
propagation problems. Since not restricted within paraxial region, TDWP seems to have more potential 
than SSPE in modeling propagation problems. Terrain effects and surface roughness as well as ground 
losses [24-25] can be modeled, where any kind of transverse and/or longitudinal refractivity profiles can 
be taken into account [26,27]. The technique may also be applied to vertical propagation [28] or any other 
waveguiding structures [29]. 
Although short-range calculations are performed in the numerical examples presented here, theoretically 
there is no altitude or range limitations or BC restrictions at the surface in TDWP applications. Long 
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computation times may be required for long range propagation simulations, which may be overcomed by 
using some intelligent algorithmic and/or parallel processing techniques. It should be noted that, signal 
processing aspects during TDWP application are very important. One should be aware of the necessity of: 
• monitoring the forward propagated and/or upward wave components and controlling its dispersion 
both in time and spatial domains, 
• separation  and  absorbing  of the  backward  and/or  upward  propagated  or  scattered  wave 
components, 
• absorbing surface scattered and/or anti-guiding or anti-ducting wave components, 
• taking care of numerical dispersion effects when long propagation regions are of interest, 
• extra caution in applying PML absorbing boundary simulations when long range propagation with 
dominant forward scattered wave component is of interest. 
Nevertheless, by adding decision-makers and parallel processing routines, TDWP may be able to simulate 
not only 2D but also 3D pulsed propagation, utilizing digital terrain data, which may include surface 
impedance variations. 
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Figure 1: (a) The 2D propagation space. Here, x and z are the transverse and longitudinal coordinates, 
respectively. A finite-sized FDTD computation space is used as if this region is covered by multi FDTD 
computation spaces, (b) Detailed sketch of one FDTD computation space. Left, right and top boundaries 
are terminated by PML blocks to simulate an open propagation region. The bottom is shown to be PEC in 
this example. A virtual propagation window, which is adjusted to contain the propagation of the initial 
pulse, slides from left-to-right inside this FDTD computation space. The final window of the current 
FDTD computation space will be the initial window of the next FDTD space. 
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Figure 2: Time-domain pulse propagation inside the sliding window at propagation ranges Z\, Z2, ..., Z6. 
th . Zi: 670th time step «50m range; Z2: 1570 time step «110m range; Z3: 2250 time step «155m range; Z4: 
2580th time step «180m range; Z5: 3070th time step «215m range; Z6: 4330th time step «305m range. The 
propagation region is characterized by a longitudinally homogeneous, bi-linear vertical refractive index 
profile with dn/dx=10"3 [n unit/m]. The vertical distribution of the source is Gaussian with spatial extent 
«15m and maximum at 25m height. The temporal distribution is a differentiated Gaussian pulse with 
200MHz bandwidth centered at 200MHz. 




(a) Z, =24m (c)Z3=173m 173m 
94ns 94ns 
Figure 3: Time histories of the pulse in Fig.2 observed at different ranges along the source height 25m 
above the surface. Four plots (from top to bottom, left to right) correspond to the FDTD propagation 
windows (signal vs. time) at four different ranges (indicated at the top right of each plot). The temporal 
extent of the FDTD window is 94ns. Each plot is normalized to its maximum signal strength and the 
relative dB levels are given inside the boxes. 
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Figure 4: (a) The 2D propagation space that extends from x=0 to x=Xmax vertically and from z-^ -oo to 
z_> oo horizontally, (b) Initial altitude profile of SSPE wave propagator at the range of z=z0. The Dirichlet 
or Neumann type boundary condition at the surface is satisfied by extending vertical profile odd or even 
symmetric with respect to x=0 axis. The initial field profile at z=z0 is u(z0,x). (c) The next altitude profile 
at z=z0+Az is u(z0+Az,x) and is obtained via a single SSPE run. Using u(z0+Az,x) at z=z0+Az as a new 
initial profile will give the profile u(z0+2Az,x) at z=z0+2Az via the second SSPE run. The desired altitude 
profile at z=ziast (ziast=z0+NAz, N number of consecutive SSPE runs) is u(z0+NAz,x) and is obtained after N 
consecutive SSPE runs. 
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Figure 5: Two typical SSPE simulations; (top) propagation through a surface duct formed by the 
standard atmosphere (i.e., linearly decreasing vertical refractivity) (bottom) propagation through an 
elevated duct formed by a tri-linear vertical refractivity profile. 
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Figure 6: Propagation factor |E/E0| vs. height computed via both TDWP and SSPE propagators at 500m 
away from the source (corresponding to the ranges of 250A,, 330A,, 415A, at 150MHz, 200MHz and 
250MHz, respectively). The vertical distribution of the source is Gaussian with spatial extent «15m and 
maximum at 25m height. The TDWP initial profile is a once-differentiated Gaussian pulse with 
bandwidth 200 MHz at center frequency 200 MHz; the SSPE propagator is run separately for each 
frequency. The propagation region is characterized by longitudinally homogeneous, linear vertical 
refractive index with dn/dx = -10"7 [n unit/m]. 
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Figure 7: Propagation factor |E/Eo| vs. range computed via both TDWP and SSPE at fixed altitude, for the 
same scenario explained in Fig. 6. Both the transmitter and observation altitudes are same and are equal to 
25m. Top: 150MHz, bottom: 100MHz. 























Figure 8: Wave detachment over earth's surface, under standard atmosphere approximation when earth's 
curvature is included (SSPE results). Top: 3MHz, bottom: 10MHz. 
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Figure 9: Wave detachment over earth's surface, under standard atmosphere approximation when earth's 
curvature is included (TDWP results with fictitious refractivity and curvature; the on-surface source is 
Gaussian with spatial extent of «15m and a once-differentiated Gaussian temporal profile with 200MHz 
bandwidth at 200MHz center frequency. The propagation region is characterized by longitudinally 
homogeneous, linear vertical refractive index with dn/dx =10"3 [n unit/m] 
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Figure 10: Propagation factor |E/Eo| vs. height computed via both TDWP and SSPE propagators at 500m 
away from the source (corresponding to the ranges of 166X, 250A, and 333A- at 100MHz, 150MHz and 
200MHz, respectively). On-surface source is Gaussian with spatial extent of «15m. In TDWP, a once- 
differentiated Gaussian temporal profile with 200MHz bandwidth at 200MHz center frequency is used. 
The SSPE propagator is run separately for each frequency. The propagation region is characterized by 
longitudinally homogeneous, linear vertical refractive index with dn/dx =10"3 [n unit/m]. 










Figure 11: (Top) A typical terrain model with two mountains and a valley lying between them. (Bottom) 
Propagation factor results for three frequencies 5,15 and 30MHz for this terrain type. Refractivity index 
for standard atmosphere that includes earth's curvature is used. 
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ABSTRACT 
In this paper an application for mobile communication of several ray-tracing techniques is 
presented. The techniques work in combination with deterministic propagation models based on 
GTD/UTD techniques. Several ray-tracing techniques are reviewed and some results applying one 
of them, the Angular Zeta Buffer (AZB) method for urban and indoor scenarios are shown, 
obtaining in all the cases good results comparing with measurements. 
1. INTRODUCTION 
For mobile communication, traditionally, propagation models based on empirical and semi- 
empirical models have been used. Several models for urban and rural environments have been developed 
and largely used [1]. However, when the traffic had increased the size of the cells has decreased 
(microcells, picocells) and these methods do not provide good predictions and deterministic models 
should be used. 
A model based on Geometric Optics (GO), on Geometrical Theory of Diffraction (GTD) and on 
Uniform Theory of Diffraction (UTD) is presented. This is a ray-based method, the electric field at the 
observation points is calculated as the coherent sum of the fields associated with the rays that reach the points. 
The propagation model requires a detailed information about the environment, which includes 
geometric and electromagnetic information of the obstacles, that are modeled by means of flat facets, each 
one of them with its own electromagnetic properties. In complex environments, like mobile communications 
scenarios, the principal difficulty of the GTD application is to solve ray-tracing. It consumes most of the 
simulation time. The shadowing problem is the most critical part of the ray tracing from a computational point 
of view. The problem is to determine if any facet of the model shadows a ray, that is the so-called intersection 
test. 
The ray tracing techniques have been developed in the last 30 year in the world of computer graphics 
for visualization of complex scenarios [2-3]. Some of the acceleration ray-tracing techniques used for 
computer graphics can be used in combination with UHF propagation models for the reduction of the number 
of intersection tests in mobile communications environments. They are the Space Volumetric Partitioning 
(SVP), the Binary Space Partitioning (BSP) and the Angular Z-Buffer (AZB). 
Some computer codes have been developed, using the propagation model and the AZB 
technique, for different environments. Computer codes FASPRO [4] and FASPRI [5] have been 
developed for the analysis of urban and indoor environments, respectively. This paper presents the 
electromagnetic basis of the application of GTD/UTD to the prediction of propagation in mobile 
communications implemented in those codes (Section 2) and a survey of the main ray-tracing acceleration 
techniques mentioned above showing the advantages of the AZB technique for our purposes (Section 3), 
whereas in [4] only the comparison between two ray tracing techniques were presented. Also, in Section 
4, a validation of the results of both codes, compared with measurements is shown. Finally, the 
conclusions are outlined in Section 5 
1054-4887 ©2000 ACES 
210 ACES JOURNAL, VOL. 15, NO. 3, NOV 2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
2. GTD/UTD APPROACH 
The electric field ET created at an observation point by a source will be approximated by: 
£r = I*, (1) 
i=i 
where E- represents the electric field due to each one of the ray-paths which connect the source with the 
observation: direct ray, reflected rays, diffracted rays, transmitted rays, reflected-diffracted rays, double- 
reflected rays, etc. 
Each E- term can be computed using the ray-tube formulation of GTD/UTD [6]: 
E(s) = E(s = OX P\Pi (A + s){p2 + s) 
exp(-jfi) (2) 
where 5 is distance to the reference point (s=0), E(s = 0) is the electric field at the reference point and 
/?, ,p2 are the principal radii of curvature of the wavefront associated with the ray at the reference point. 
jßis the free-space wavenumber. 
The GTD/UTD expression is valid for a finite number of rays that pass through the observation 
point. When s=-p, or s=-p2 the number of rays is infinite and the GTD does not give valid results. They 
are the caustics (see Figure 1). 
S=-Pi 
Caustic lines 
Figure 1. Astigmatic wavefront. 
To apply the expression seen above the incident field shall be ray-optical [6]. In the mobile 
communication context, the above condition is satisfied except in certain special cases. 
2.1. DIRECT FIELD 
The electric field due to the direct ray is evaluated considering that the caustic lines degenerate at 
the same point, so the wavefront is spherical, and this point is taken as the reference point. Then applying 
the expression (2) the direct field is given by: 
E{r,dJ) = E,(0J) expC-j'/tf r) (3) 
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where Et {0,0) can be obtained from the radiation pattern of the transmitter antenna E0 {0, (ß) : 
\TJPG 
(4) 
- 7 is the free space impedance 
- Pr is the power radiated by the transmitter 
- G is the gain of the transmitter antenna 
These expressions can be used when the observation point is in the far-field from the antenna, as 
is usual in mobile communications. 
2.2. REFLECTED FIELD 
When the environmental obstacles are flat facets and the GO is applicable, a more efficient way 
to compute the field contribution of the reflected rays can be used instead of the general expression of 
GTD for the reflected field calculation. The method consists in applying the Image Theory and the 
Fresnel reflection coefficients. 
Figure 2 shows a reflection case. The facet belongs to a body whose permittivity, conductance 
and permeability are defined by parameter s, crand /^respectively. 
Facet   (fi, o, fi) 
Figure 2. Transmitter antenna in front of a flat facet and definition of the image point, the reflection 
point and the incident angle. 
According to the Snell's law the incident ray is reflected in the specular direction. It can be 
observed that point P can be also obtained as the intersection between the straight line 10 and the facet, 
being the Image of the source point S. 
The reflected field at point P can be obtained from the incident field using the Fresnel reflection 
matrix T 
Er =TEl (5) 
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where E' can be obtained from the radiation pattern of the antenna considering an equivalent antenna at 
the image point I [7]. This expression can only be applied when E' and Er are resolved into their 
parallel and perpendicular components to the planes of incidence and reflection respectively. In this 




r. E[ (6) 
where fs and Fh are the so-called soft and hard reflection Fresnel coefficients [8] respectively. 
The Fresnel coefficients are given by: 
cos(#)—\j£r -sin   (0) 
cos(0)+^sr -sin   (0) 
(V) 
r4(*) = £r COS(#)- -4*,- sin
L{0) 
£r COS(#) + 4£r- sin2{0) 
(8) 
where 0 is the angle of incidence formed by the incident ray and the normal vector to the facet (see 
Figure 2). <?„ is the complex relative dielectric constant 
Thus it can be stated that the reflected field is equivalent to the direct field of an antenna whose 
radiation pattern is calculated as the image of the pattern of the transmitter antenna. 
2.3. EDGE-DIFFRACTED FIELD 
The field diffracted by an edge is given by [8] 
E\s) = E\Qd)D Pe 
s(4+s) 
-jßs (9) 
where E'(Qd) is the incident field at the diffraction point Qj, D is the diffraction coefficients matrix, 
and s is the distance between the observation point and the diffraction point. 
When the field is resolved into the parallel and the perpendicular components, the dyadic form of 
the diffraction coefficients can be expressed as: 





where Ds and Dh are the soft and hard diffraction coefficients, which can be obtained from the reflection 
coefficients given by: 
DsJ,= D1+D2+RStll(D3+D,) (11) 
where Db D2, D3 and D4 are the components of the diffraction coefficients [9]. 
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2.4. MULTIPLE-EFFECTS 
In complex environments such as urban and indoor scenarios, multiple effects must be included 
to give an accurate estimation of the field at the observation points. In microcells and picocells two or 
three interactions are sufficient to provide a good prediction, but in large cells, sometimes it is necessary 
to consider higher order field contributions. A multiple effect contribution can be obtained as a 
combination of simple effects. 
3. RAY TRACING TECHNIQUES 
In a mobile communications problem, the field is calculated at a large number of observation 
points (thousands or even greater). Considering a faceted model for an urban environment with Nf facets, 
Ne edges and N0 observation points, if a "brute force" method is used, the number of intersection tests are 
proportional to NoNf (Nj+N^ where X is the order prediction. 
A typical microcell can be modeled by a number of facets and edges of the order of magnitude of 
several hundreds, so the number of intersection tests required for the ray-tracing are incommensurate. For 
these cases, it is necessary to reduce this number using ray-tracing acceleration techniques. The efficiency 
of a GTD based tool depends highly on the ray tracing simulator. 
3.1. SPACE VOLUMETRIC PARTITIONING (SVP). 
One of the earliest techniques used to speed up the ray tracing was the Space Volumetric 
Partitioning (SVP). This technique is based on dividing the space in volumes called voxels. The voxels 
are cubes in the three directions of the space. A 2D example is shown in Figure 3. 
Figure 3. Example of space volumetric partitioning. 
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Once the space is divided, the facets that belong to each voxel are obtained, which are those that 
are totally or partially inside the volume. This information is loaded in the SVP matrix. The SVP matrix 


















Table 1. Voxels distribution of the facets of the model. 
When a shadowing test for a ray path source-observer is achieved, the voxel where the source 
lies is determined and all the facets loaded in the SVP matrix for this voxel are interrogated. If none of 
them shadows the ray, the facets contained in the next voxel that the ray crosses are considered for the 
intersection test. The procedure is repeated until a facet of the model shadows the ray or until the 
observation point is reached (in this case the ray is not shadowed and contributes to the total field). 
In Figure 4, two examples of rays are shown, one shadowed and the other not. The ray from the 
source (S) to the first observation point (Oi) crosses the voxels (3,2), (3,3) and (3,4). Therefore, the facets 
loaded in these voxels must be interrogated, that is to say, the facets 1, 3, 13, 14, 15, 16, 18, 19, 7, 8 and 
20 in that order. On the other hand, the ray which goes from S to the second observation point (02) 
crosses the voxels (3,2), (2,2), (2,1) and (1,1) and the facets 1, 3, 13, 14, 15, 17 and 23 should not be 
interrogated because this the ray is shadowed by facet number 23 
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Figure 4. Example of ray tracing for two observation point. 
The SVP algorithm is applied in the same way independently of the effect considered, because 
the source can be the transmitter antenna or a reflection, transmission or diffraction point and the observer 
can be an observation point or also a reflection, transmission or diffraction point. In this way the division 
in voxels is the same for all the effects. The only thing different is the number of paths to analyze: two if 
it is a simple effect, three if it is a double effect and so on. For example, for a reflection-diffraction, one 
starts from the transmitter antenna and questions the facets of all the voxels that the ray passes through 
until the reflection point is reached. Then the process is repeated from the reflection point to the 
diffraction point and finally from the diffraction point to the observation point. The SVP matrix only 
depends on the geometrical model not on the source position and the effect considered. 
3.2. BINARY SPACE PARTITIONING (BSP). 
The Binary Space Partitioning (BSP) [10] is a very effective technique, which takes into account 
the relationships between the facets of the model. For that, a BSP tree of the scene is generated: this is a 
binary tree, independent of the source and observer positions, which simplifies the number of facets to be 
interrogated to determine if the ray is or is not shadowed. 
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To generate the BSP tree of the model a facet of it is chosen as root and the space is divided in 
two regions: one formed by all the facets behind the root and the other by all which are in front of it. Each 
half-space will correspond with a tree branch. After that, the procedure is repeated for each branch, 
choosing any facet, dividing the space in two and forming other two tree branches. This procedure is 
repeated successively until only one facet hangs from each branch. 
As an example, the BSP tree of the 2D scenario of Figure 5 is going to be generated. The procedure 
is the following: facet 1 is taken as root, so the plane which contains this facet, divides the space in two 
halves, which correspond with the tree branches. The half in front of facet 1 (according to the outward normal 
vector) will be on the left of the tree and the half behind on the right. The process is repeated for the facets 5 
and 4 in such way that each one of the previous branches is divided again. Following the procedure 
recursively the binary tree is built. Figure 6 shows graphically the process. 
Depending on the facet chosen, different trees of the same scene can be created. The algorithm 
efficiency will depend on the tree structure. The optimum tree is that which uses the least number of 
divided facets and tree levels. Figure 7 shows another example of BSP tree for the scenario of Figure 5. 
Although the number of tree levels is 5 as in the previous one, this is a better tree than the other, because 
it does not divide any facet. The minimum number of tree levels in a scenario is int(log2 N) + 1 where 
Nis the number of facets. In the example the minimum number of levels would be 4. 
Figure 5. Scenario analysed. 
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Figure 6. Binary tree generation. 
Figure 7. Binary tree from facet 6. 
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To interrogate the tree, one starts from the source to the observation point and there are three 
possible situations: 
1) The source and the observation point are in front of the root facet: in this case the root facet 
and those which are behind it (right branch in the example) can not hide the ray. 
2) The source and the observation point are behind the root facet: in this case the root facet and 
the facets which are in front of it (left branch in the example) can't hide the ray. 
3) The source and the observation point are in different half-spaces: then the root facet can hide 
the ray and the intersection test must be done rigorously. 
In cases 1 and 2 all the facets placed in a half-space of the model are discarded and the analysis 
must be continued for other branch of the tree. 
As in the SVP algorithm, the BSP tree creation does not depend on the effect considered, only 
change the number of times that the tree must be questioned which will depend on the number of 
stretches of the ray, or, what is the same, on the effect is being treated. 
3.3. THE ANGULAR ZETA BUFFER (AZB) ALGORITHM 
The AZB technique has been developed by the authors. It is based on the Light Buffer technique 
[11] used for computer graphic design. The AZB has a lot of particular features that make it especially 
well suited for the UHF propagation problem, especially for the treatment of diffraction. The application 
of the algorithm is different for each coupling mechanism considered, as discussed in the following 
subsections. 
3.3.1 Application to direct rays 
For the direct ray case, the space is divided into spherical sectors from the source point called 
anxels. They are defined by the spherical coordinates theta (0) and phi (<j>) of a fixed coordinate system 
located on the source (see Figure 8). 
Anxel Phi region 
Theta region 
Figure 8. Anxel definition. 
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The anxel where each facet belongs is computed from the spherical coordinates of its vertices. 
Figure 9 shows a representation of the anxels in the 0<j> plane (AZB plane), with an example of facets that 
lie in each anxel 
A0 
360 
Figure 9. Facets' storage in the AZB plane. 
This information is stored in the so-called AZB matrix. It depends, exclusively, on the source 
point and on the environmental model. For each anxel the facets are arranged according to the distance to 
S. As an example, Figure 10 shows the simple 2-D outdoor scene of Figure 3 where a space partitioning 
in 12 anxels has been accomplished. Table 2 shows the storage of the facets in the AZB matrix. 
(4) 
V26    25\ 
V        24 
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/ \    <12> 
(8) 
(9) (10) (11) 
Figure 10. Example of a 2-D outdoor scene divided in 12 "anxels". 














Table 2. Facets storage in the AZB of the scene of Figure 14 
In outdoor scenes, only illuminated facets from the source are taken into account. To know if a facet 
is illuminated, the backface culling test is applied (see Figure 11) and the facets which are not illuminated are 
removed of the AZB matrix. For example, in anxel 1, facets 16,20 and 21 can be removed. Also, there can be 
facets shadowed by others closer to the source (eclipse shadowing). All the facets totally shadowed are 
removed from the AZB matrix. For example in anxel 2 facets 18, 21, 27, 28, 31, 32, 30, 33 and 34 are totally 
shadowed by facet 14. 
Facet not 
illuminated 
Figure 11. Application of the backface culling test. 
To make the shadowing test for a given observation point (O), this is located in the 
corresponding anxel by means of their spherical coordinates. Then the facets placed in the anxel with 
distance to S less than the distance S-0 are required. Figure 12 shows a case with two observation points. 
The point Oi is in anxel 1 and only the facets 14, 15, 18 and 19 are interrogated, because the others are 
not illuminated. In this case any facet does not obstruct the ray. The point 02 is in anxel 4, the intersection 
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test is made with facets 23 and 24 (the only ones illuminated in the anxel). It can be observed that the ray 
is shadowed by facet 23 
Figure 12. The shadowing test for two observation points. 
The reduction in the number of facets tested decreases with the number of anxels, that is to say, 
it depends on the values of A0 and A<j>. On the other hand, the number of regions is limited by the memory 
size available. 
3.3.2 Application to reflected rays 
The algorithm application is similar to the direct ray case taking, in this case, as sources the images 
(I) of the transmitter antenna (S) with respect to the directly illuminated facets. It is taking into account that 
each image only radiates in the reflection space (RS) (see Figure 13). Therefore, the space to divide in anxels 
is limited by the highest and lowest values of the spherical coordinates (0, <)>) of the reflecting facet 
vertices. 
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Reflecting facet 
Figure 13. Reflection space (RS) 
For the shadowing test, the first thing is to calculate if the observation point (O) is into the reflection 
space. If this condition is satisfied, it is found the anxel where this point is placed. Finally, the facets located 
on the anxel are tested orderly, following the same procedure as in the direct ray. The analysis of the incident 
ray (from S to the reflection point) is done using the AZB matrix of the direct field, taking the reflection point 
as the observation point. 
3.3.3. Application to edge diffracted rays 
Given a source (S) and an edge, the coordinates ß, a are used instead of the spherical coordinates 
0, (f). These coordinates are defined as follows: ß is the angle of the Keller's cone for a diffraction point 
and a is the angle formed by the diffracted ray and the first facet of the wedge (see Figure 14). So, the facet 
arrangement is accomplished in terms of these coordinates. For each source-edge pair the space where 
diffracted rays can exist is limited by the edge coordinates (ßmm , ßmin, amax, am]n) which fix the margins 





Figure 14. Definition of the ß and a angular parameters for the AZB of edge-diffraction 
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The facets of the environment are located in the anxels of the AZB rectangle by means of the edge 
coordinates of their vertices. This information is stored in the so-called AZB matrix of diffraction. Given an 
edge and an observation point, its edge coordinates (/?o, #0) are computed and, if they are into the rectangle 
margins, the anxel where the point lies is determined. Only the facets stored in the cell are considered in the 
test of the diffracted ray shadowing. If the diffracted ray is not hidden, the incident ray (source-diffraction 
point) is analyzed. To complete this task, the AZB matrix of the direct field is used, taking the diffraction 
point as the observation point. 
3.3.4 Application to multiple effects 
For multiple effects, the ray-tracing is made as a combination of the effects involved using the 
information of the corresponding AZB matrices. For instance, for reflection-diffraction, first the reflection 
and diffraction points are computed, and after this the intersection test for every path is made. For the 
diffraction the AZB matrices created from the edge are employed, for the reflection the AZB matrices of 
reflection are used, and, finally, for the incident ray the AZB matrices of direct ray are considered. 
3.4.  COMPARISON BETWEEN THE DIFFERENT ACCELERATION RAY- 
TRACING TECHNIQUES. 
The BSP technique is very efficient for 2D scenes where making the BSP tree is relatively easy. 
However for 3D scenarios this task is more complex, it being difficult to find an optimum tree. Often, the 
trees are very long and with lots of broken facets, resulting trees which are not useful for efficient analysis. 
The SVP method, for large scenes, needs a large number of voxels in order to load a low amount of 
facets per voxel. Also, when the source is far away from the observation point, the number of voxels that 
cross the ray is very high and, therefore, the amount of facets that are considered in the intersection test is 
enormous. In the example of Figure 3, it can be observed that the number of interrogated facets is, on average, 
less in the AZB method than in the SVP method. 
The SVP method has the advantage of the memory size required, because it only needs a matrix that 
depends only on the scene, whereas the AZB technique has to make a matrix by source (antenna, image, edge, 
etc). For high order effects, when the number of sources is very large and the number of observation points 
involved in the effect is very low, it is not efficient to create the AZB matrices. In these cases the SVP method 
can be combined with the AZB. 
The AZB technique has the advantage, with respect to the other methods, that it only load the facets 
not shadowed by illumination or by eclipse, because the space is divided taking the source as reference. This 
allows a reduction in the number of facets stored in each matrix. 
4. RESULTS 
In this section, validation of GTD/UTD approach using the AZB technique, is presented for two 
kinds of scenarios: an urban environment and an indoor environment. 
For the urban environment, a Manhattan scenario has been analyzed, as shown in Figure 15. For this 
case, three paths along three streets have been simulated and compared with measurements [12]. In Figure 15 
the antenna position and the three paths can be observed. Path 1 is along 51st Street (1200 m), path 2 is along 
Lexington Avenue (1300 m) and path 3 is along Third Avenue (1300 m). 
224 ACES JOURNAL, VOL. 15, NO. 3, NOV 2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
£i   mi 
PJftfSgS 
BfSfti Ijijfg 
tläffllil gilfelijl &'?&?. %'i& 
glliiiil W0SSM jR 
®P^t3i »'tf^Wf-i" 
MBSBftl «ifl KÜf 
Figure 15. Plant view of Manhattan scenario with antenna position (Tx) and paths 1,2 and 3 
analyzed (taken from [7]). 
This scenario has been modeled with 680 facets and 1,888 edges. The electric properties of the facets 
are: ^=15, /4-=l, and o=7 S/m. This environment has been simulated using a code called FASPRO, which has 
been developed by the authors. This code, based on GTD and on the AZB acceleration ray-tracing technique, 
allows analysis of propagation in outdoor environments. Prediction path loss results, compared with 
measurements, are shown in Figures 16 to 18. In the x-axis the distance in meters is represented, taking the 
source as reference. The mechanisms considered are first-order effects, second-order effects (except double 
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Figure 16. Comparison between measurements and computations of path 1 (taken from [7]). 
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Figure 18. Comparison between measurements and computations of path 3 (taken from 
[7]). 
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It can be observed that the agreement between measurements and simulation results is good for 
engineering purposes. Table 3 shows the CPU time necessary to analyze each path on a Pentium 333 MHz 
with 128 MB of RAM. It can be seen the high efficiency of the method. 
Caption Path Distance (m) Number of points Time 
1 1200 1200 5'44" 
2 1300 1300 5'58" 
3 1300 1300 6'01" 
Table 3. CPU time for the three paths in Manhattan. 
For the indoor environment, the office scenario shown in Figure 19 has been analyzed. 
Measurements were made and compared with simulation results. A code, called FASPRI, which has also 
been developed by the authors, has been used for the simulation. This code is based on GTD and on the AZB 
acceleration ray-tracing technique and has been designed to analyze the indoor propagation. The antenna 
position and orientation and the paths analyzed are shown in Figure 19. In the first path the measurements 
were made at 48 points. The path length is 20.1 m. The second path is 28.3m long and the measurements were 
done at 74 points. Path 3 is 20.3 m long and the measurements were made at 48 points. 
(1) 
Tx : D 
~l 
I    I 









Figure 19. Plan view of the indoor scenario analyzed with the antenna position and the 
paths to simulate. 
This scenario has been modeled with 175 facets. In the simulation all the facets have the same 
electric properties: ^.=4.44, /Jr=\.0, cr=0,08 S/m and the same width: 0.1m. The mechanisms considered 
were: simple effects, double effects, triple reflections, third-order effects involving one, two or three 
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transmissions and fourth-order effects involving two, three or four transmissions. Predictions compared with 
measurements are shown in Figures 20 to 22 (paths 1 to 3). 
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Figure 21. Comparison between measurements and computations of path 2 
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Figure 22. Comparison between measurements and computations of path 3 
Other measurements were made with the same antenna placed on the ceiling pointing to the floor. 
Figure 23 shows the new antenna position and the paths analyzed. Path 4 is 25.7 m long and the 
measurements were made at 68 points, whereas path 5 is 14.8 m long and the measurements were made at 21 
points. The same mechanisms were considered. Figures 24 (path 4) and 25 (path 5) show the comparison 
between these measurements and simulation results 
Figure 23. Plan view of the indoor scenario analyzed with the antenna position and the 
paths to simulate. 
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Figure 25. Comparison between measurements and computations of path 5 
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As in the outdoor case, predicted values are deemed reliable for engineering design. Table 4 shows 
the computation time necessary to obtain the results of each path in the same computer described above. It 
can be noticed that, on average, this method consumes 8" of CPU time for each point analyzed, what proves 
its efficiency. 
Caption Path Distance (m) Number of points Time 
1 20.1 48 5'45" 
2 34.7 74 9'34" 
3 20.3 48 5'51" 
4 25.7 68 8'42" 
5 14.8 21 2'33" 
Table 4. Computation time of the different paths in the indoor environment. 
5. CONCLUSIONS 
Some acceleration ray-tracing techniques have been presented for a propagation model based on 
GTD/UTD techniques for mobile communications. The Angular Z-Buffer method has been implemented, 
which allows the realization of the propagation model in a PC with low cost in time. This method has been 
validated with measurements for urban and indoor scenarios, obtaining good accuracy. 
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Abstract 
The feasibility of the multipath fingerprint method for wireless location finding in urban environments is 
examined using computational electromagnetics simulation. Fingerprints composed of time and angle of arrival data 
in urban environments are created using electromagnetic ray tracing. The fingerprints at specific locations within a 
simple four-by-four building model are studied to address issues including uniqueness of the fingerprints, 
repeatability due to environmental changes, and bandwidth limitations. A classifier based on template matching is 
also constructed using the simulation data from a 1-km city area of downtown Austin, Texas. Angle of Arrival 
(AOA) is found to be a stronger identifier than Time of Arrival (TOA). The classifier results demonstrate that good 
location-finding performance is achievable using both time of arrival and angle of arrival features. 
1. Introduction 
By October 2001, wireless callers to the emergency number 911 must be located within 125 meters of their 
actual positions, according to regulations contained in the Federal Communications Commission (FCC) Docket 94- 
102 [1, 2]. There are many other uses for wireless location finding including location-sensitive billing, intelligent 
transport systems (ITS), and electronic yellow pages [3-5]. However, the Docket 94-102 regulations have been the 
major impetus behind the strong recent interest in location finding. 
The best-known location finding methods are GPS (Global Position System), AOA, and TDOA (Time 
Difference of Arrival). Each of these solutions has advantages and disadvantages. GPS is a handset solution (i.e., 
modifications are made to the handset) that is well-tested and very accurate except in urban canyons where one or 
more of the necessary satellites are blocked [4, 6]. AOA and TDOA are network solutions (i.e., modifications are 
needed at the base stations only) that require two or three base stations to identify a location [6]. However, a direct 
line of sight (LOS) signal is needed at all base stations to properly locate a caller. Similar to the GPS solution, urban 
environments pose a problem to these methods since LOS is very uncommon and the propagation channels are 
dominated by multipath. 
One proposed method that can potentially work well in an urban setting is the multipath fingerprint method 
[7]. It is a network-based solution that actually takes advantage of the multipath information in the incoming signal 
to identify the location of the mobile user. It does not require a LOS signal and only uses one base station. The 
basic idea of the method is to extract the features of the multipath signals contained in the incoming call, including 
the parameters of angle of arrival (0), time delay (T), and signal strength (y). The bandwidth of the incoming signal 
is used to extract time delay. Angle of arrival is extracted by using an antenna array at the base station. The three 
parameters from all the multipath components of the signal are used to create a fingerprint that is compared to a 
database of fingerprints previously cataloged. Each fingerprint in the database corresponds to a known location. 
Thus, when a matching fingerprint is found in the database, the correct location is found as well (Figure 1). 
In this paper, we carry out a study to examine the feasibility of the multipath fingerprint method. The data 
for our study is based on channel data simulated by applying electromagnetic ray tracing to urban CAD models [8]. 
The ray-based simulation allows us to accurately extract the required parameters and to pinpoint the cause-and- 
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effect between the physical propagation mechanisms and the resulting features. We study the fingerprints in the 
database at specific locations within the urban environment to address issues including the uniqueness of the 
fingerprints, repeatability due to environmental changes, and bandwidth limitations. In addition, we construct a 
classifier based on template matching using the simulation data from a 1-km city area to more closely investigate the 
location-finding performance of the fingerprinting approach. 
This paper is organized as follows. Section 2 describes the ray tracing simulation used to generate the 
channel data and the methodology used to construct the simulation database. Section 3 describes results and 
findings from a simple four-by-four building model. In Section 4, we construct a classifier based on the simulation 
results generated using a CAD model of downtown Austin, Texas and evaluate the performance of the multipath 
fingerprint scheme. Discussions and conclusions are given in Section 5. 
2. Ray Tracing Simulation for Fingerprint Generation 
We first generate the necessary channel data for this study using a code called CPATCH, which is an 
electromagnetic ray tracer designed for telecommunications applications [9]. It calculates the coupling between 
transmitting and receiving antennas in a complex environment by using the shooting and bouncing ray (SBR) 
technique [10, 11]. Rays are shot in all angular directions from the transmitter location and traced according to the 
laws of geometrical optics as they bounce around in a CAD model description of the environment. The phase of the 
field along each ray is calculated by tracking the total distance traveled by the ray as well as the phase change due to 
reflections. The amplitude is computed by taking into consideration the antenna pattern, the divergence of the ray 
tube, field polarization and the materials used in the model. The field at the receiving antenna is then computed by 
summing the contributions from all the ray tubes that illuminate the receiver location. 
In actual implementation, a grid of receiver locations is first defined and each receiver location is updated 
as each ray is traced. Since only the receiver points within the ray tube are updated for each ray, the total 
computation time is essentially independent of the number of receiver points. The majority of the computation time 
is the ray tracing time. For a CAD model of an 8 x 10 block area of a city containing over 21,000 triangular facets, 
the simulation time is less than 10 minutes on a typical workstation. Channel characteristics simulated using this 
approach have been compared against measurement data in Austin, Texas and the results showed fairly good 
agreement between simulation and measurement [12]. 
The CPATCH methodology described above is well suited for calculating the channel data from a fixed 
transmitter to a large number of receiver locations. However, the problem at hand is to simulate the multipath 
fingerprints from handset transmission at multiple locations to a fixed base station receiver. In order to effectively 
simulate the fingerprint data needed in this study, we invoke reciprocity [13]. We first perform ray tracing from the 
base station assuming it is the transmitter. For each handset location, we find all the rays that contribute to that 
particular location. Then based on reciprocity, we assume those rays are also the ones that will reach the base 
station receiver if the handset is used as the transmitter. Next, the parameters needed to form a fingerprint are 
readily extracted from the information for each ray. The time of arrival is directly proportional to the total disance 
travel by the ray. The signal strength is proportional to the field strength of the ray. The angle of arrival at the base 
station is obtained from the ray direction with respect to the base station. Therefore, using only a one-time ray trace, 
we can obtain the needed multipath fingerprint information for all possible handset locations. 
3. Phenomenology Study of a Simple Model 
We first investigate the characteristic features of the fingerprints using a simple model consisting of 16 
buildings in a symmetrical four-by-four arrangement. The center frequency is chosen at 1.0 GHz. The buildings are 
identical with 30 meters in height, width, and length, and are placed 30 meters apart on a square grid (Figure 2a). 
All surfaces are assumed to be perfectly conducting. A base station antenna is placed in the middle of the model at a 
height of 15 meters above ground. Fingerprints are examined for each 30-meters-by-30-meters sector, located 
between each of the buildings (Figure 2b). To form the fingerprints within each sector, we collect 9 fingerprints 
from 9 mobile locations, each 10 meters apart. Fingerprints are formed from the angle of arrival, time delay, and 
signal strength data as calculated by CPATCH. The individual fingerprints from each of the 9 mobile locations are 
summed to form a fingerprint template (called Mx) for that sector. Data for a total of 65 sectors are generated. 
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Figure 3 shows the fingerprint templates from Sectors 5, 12, 19, and 26, which make up half of a typical 
LOS street. Each template on a LOS street has a unique feature, an arc from the LOS rays. The arc is centered 
around 90° in each of the four fingerprint templates shown. The arc gets narrower and is located at a larger time of 
arrival (TOA) as the location of the sector gets farther from the base station. Although not shown, the arc is shifted 
by 180° on the other side of the base station on the same street. In fact, it is found that angle of arrival (AOA) is the 
main distinguishing feature between different quadrants of the model. Although the model is perfectly symmetrical, 
each of the four quadrants has features that are 90° shifted from the quadrant next to it. 
The fingerprint templates from Sectors 3, 11, 17, and 25 are shown in Figure 4. These sectors make up half 
of the street immediately parallel to the LOS street from Figure 3. Sector 3 is the farthest from the base station. 
Each of the three most prominent features in Sector 3 can be seen in the other three sectors at the same AOA. The 
TOA, of course, decreases as the location of the sector gets closer to the base station. Finally, fingerprint templates 
from Sectors 1, 10, 15 and 24 (i.e., the street parallel to the previous two streets and farthest from the base station) 
have fewer features. This is due to the limitation of the simulation, as we have chosen to terminate the ray tracing 
for any ray that exceeds 5 bounces. For this reason, the outermost sectors have few features. In a larger 
environment (e.g. Austin, TX, which will be studied next), more bounces are included in the calculations to provide 
features in sectors farther from the base station. 
In order to examine the uniqueness of the fingerprints at different locations in this model, we calculate the 
correlation coefficient between the fingerprint templates from different sectors. For this calculation, we assume that 
the AOA is known on an absolute angular scale, while the time origin of the TOA is not known. In practice, the 
AOA will be extracted from an antenna array at the base station. Therefore, it is reasonable to assume that absolute 
AOA can be determined (e.g., using a circular array). However, the time origin of the TOA will not in general be 
known since the handset and base station are not synchronized with the precise time of call origination. We 
implement the correlation calculation using a one-dimensional Fourier transform along the TOA axis and use the 
peak value to give a measure of how well one fingerprint correlates with another. 
Figure 5a shows the correlation coefficient matrix for each fingerprint template with every other fingerprint 
template in the database. The correlation coefficient is normalized to take on a value between zero and one. The 
diagonal values of the correlation coefficient matrix are '1', since each fingerprint correlates perfectly with itself. 
The off-diagonal terms represent the possible confusion amongst the fingerprints. Figure 5b shows the center 9x9 
portion of the correlation matrix that corresponds to Sectors 29-37 along the horizontal LOS street. The block- 
diagonal structure can be understood since the templates along each side of the LOS street share the same arc feature 
shown in Figure 3a. Since the features on opposite sides of the LOS street are 180° off from each other, fingerprints 
on the same side of the street have a stronger correlation. The TOA information becomes the main distinguishing 
features in the templates for these sectors. Figure 5c shows the portion of the correlation matrix that corresponds to 
Sectors 15-23 along the next parallel street. The fingerprints farthest from the base station are most highly 
correlated since they contain the least amount of features and those features have similar AOA. 
Next, we study the effect of finite frequency bandwidth and array size on the correlation matrix. Contrary 
to the present simulation data, there are resolution limits due to frequency bandwidth and array size on how well the 
fingerprint features can be extracted in practice. The smaller the frequency bandwidth and the array size, the more 
difficult it is to resolve the TOA and AOA. Figure 6a is the correlation coefficient matrix of ten of the sectors 
(Sectors 34, 35, 36, 37, 41, 48, 49, 50, 51 and 55) in the lower right quadrant formed from the original simulation 
data. These ten fingerprint templates are low-pass filtered to correspond to a frequency bandwidth of 2.9MHz and 
an array size of 0.6m. Figure 6b is the correlation coefficient matrix of these ten templates after the low pass. As 
expected, the cross correlation levels increase, making the correct identification of fingerprints more difficult. 
Finally, we consider the fluctuation of the fingerprints due to changes in the environment. For this study, 
we examine the fingerprints with the addition of cars on the streets. The car CAD model is designed with 
specifications from a Ford Mustang Coupe and a Ford Escort Sedan [14]. Sixty-five fingerprint templates are 
created in the four-by-four model in the same locations as before, but by including 190 cars in the lower right-hand 
quadrant. The cars are placed in Sectors 34, 36, 41, 42, 48, 50, 55, and 56 to simulate parked cars along the 
buildings as well as traffic in the streets (Figure 7). A new set of correlation coefficients is calculated by comparing 
the new fingerprint templates with cars to the original template database without cars. Figures 8a to 8c show three 
examples of this comparison between the new correlation and the original correlation values for Sectors 34, 41 and 
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48, respectively. The dotted line is the new correlation between the fingerprint template with cars and the 65 
original fingerprint templates without cars. The solid line shows the original correlation values with no cars. These 
three sectors (34, 41 and 48) contain the most noticeable differences in the correlation coefficients. As can be seen, 
the addition of traffic causes very little change in the correlation. 
4.    Classifying Results in an Urban Setting 
To more directly investigate the location-finding performance of the multipath fingerprint approach, we 
construct a classifier based on template matching by using the simulation data at 1.0 GHz from a 1-km city area. 
We set out to determine the probability of correctly identifying the unknown handset location using its AOA-TOA 
fingerprint, when a database of known fingerprints is available. The urban area examined is based on a CAD model 
of the city of Austin, Texas, obtained from a local architectural firm (Figure 9). This model is significantly more 
complex than the four-by-four model studied in the last section. Since the requirement for wireless E-911 location 
finding is 125 meters, the downtown area is first divided into 7x8=56 sectors, as shown in Figure 10. Each sector is 
a square of size 125 m x 125 m. The base station is located at the intersection of Congress Avenue and 7 Street, in 
Sector 25. Fingerprints are calculated using CPATCH at multiple handset locations on the streets within each 
sector. On average, there are about 180 such locations within each sector. We denote each sample fingerprint by a 
2-D intensity image, Rk(m,n), where m is the TOA index and n is the AOA index. The resolution interval in the 
TOA dimension is chosen to be 800ns. This corresponds to a frequency bandwidth of 1.25 MHz, which is typical of 
a channel in a CDMA system. The resolution interval in the AOA dimension is chosen to be 5°. This corresponds 
to an array of dimension 12 wavelengths. The size of the resulting fingerprint images is 100x72. 
We randomly choose Z,=40 locations in a sector and form a template for the classification database by 
averaging the individual fingerprints. The template for sectary' is constructed simply as an average of the individual 
fingerprints: 
= 7lX(r Tj(m,n) =—2LiR-kCm,n) (1) 
Next, we define the match score between an individual fingerprint image R(m,n), and the template for sectary", 
Tj(m,n). Since the received signal amplitude changes dramatically with propagation distance, a correlation score is 
chosen instead of the mean squared error criterion. Our match score definition is [15-17]: 
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This match score is normalized by the signal energy so that it takes on values between zero and one. As has been 
discussed in the last section, the correlation process is only carried out in the TOA dimension due to the lack of a 
time reference. Note also that we apply a power transform (where / is the power transform parameter) to both the 
individual fingerprint and the template. Usually we choose / to be a small number (0.02) to emphasize the weaker 
features that might be important in the matching process. 
With the templates computed using in (1) and the correlation match score defined in (2), we set out to find 
the correct location-finding probability, Ptf, for the fingerprints generated in each sector. We experimentally 
determine P//for each sector by feeding a large number of test fingerprints to the template-matching process in (2). 
For each fingerprint tested, the sector with the highest match score is identified as the location of the handset. The 
forced decision rule is used, i.e., the sector with the highest match score is chosen no matter how low the score. 
Finally, after all the test fingerprints have been identified, we tally up the number of correct identifications relative 
to the total number of test fingerprints to arrive at Plf. 
Table 1 shows the results of the location finding for all 56 sectors in the downtown Austin area. Each 
block in the table denotes a sector. The first number is the index of the sector. The second number is the correct 
sector location-finding probability (Py).   We observe that for most of the sectors, Ptf is greater than 70%.   The 
236 ACES JOURNAL, VOL. 15, NO. 3, NOV.  2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
average P//for all sectors is 76%. However, for a few sectors it is below 30% (Sectors 48, 51, 55). Closer 
examination of the fingerprints in these sectors reveals that either there are fewer features within these sectors, or the 
features are similar to the adjacent sectors. We also compute the probability of successfully identifying either the 
correct sector or the sectors immediately adjacent to the correct sector. For those interior sectors, this includes 8 
adjacent sectors. For the border sectors, this includes either 5 or 3 (corners) adjacent sectors. This probability, Palf, 
is shown as the third number in each sector in Table 1. We observe that Palf is in general much higher than Plf, 
especially for those sectors where P,f is low. The average PaIf is found to be 92%. Therefore, when 
misidentifications occur in the classification process, the fingerprint locations tend to be misidentified in an adjacent 
sector. In practice, this is certainly not as detrimental as when the handset location is misidentified in a sector very 
far away from its true location. 
Next we investigate the relative importance of the AOA features and the TOA features. Table 2 shows the 
correct location finding probabilities obtained using AOA information only. For AOA-only processing, the 1-D 
fingerprints are matched against the 1-D templates, with the same set of parameters as the 2-D processing. The 
average probabilities of correct identification are found to be P,f= 60% and Palf= 80%. Table 3 shows the correct 
location finding probabilities obtained using TOA information only. In this case, a 1-D correlation operation with 
time-shift is applied in the matching process. The average probabilities of correct identification are found to be Plf= 
24% and Palf = 40%. Clearly, due to the lack of a time reference, the performance of the TOA-only classifier is 
much worse than that of the AOA-only classifier. The 2-D fingerprint processing results are significantly improved 
compared with 1-D processing results in either case. 
Lastly, we consider the effect of inaccuracies in the AOA and TOA positions on the performance of 
location finding. While in this simulation study we have assumed that the fingerprint features are readily available, 
in the actual implementation, the 2-D features must be extracted from the incoming handset signal prior to the 
classification process. The accuracy with which the AOA and TOA positions can be extracted from the incoming 
handset signal depends on, respectively, the size of the base station array and the frequency bandwidth of the signal. 
We simulate the inaccuracies by adding Gaussian jitters with standard deviation of one fourth of the resolution cell 
to the AOA and TOA positions of the individual test fingerprints. The templates in the database remain 
unperturbed. Table 4 shows the performance of the 2-D fingerprint classifier with corrupted features. The average 
probabilities of correct identification are found to be P,f= 71% and Palf= 88%. Compared to the results from Table 1 
{P,f= 76% and Palf= 92%), the performance of the corrupted data is only slightly worse than that of the uncorrupted 
data. This implies that the needed accuracy for the feature extraction algorithm should be on the order of one-half 
the Fourier resolution. This appears to be within the reach of parameter estimation algorithms such as MUSIC. 
5. Conclusions 
In this paper, we have applied computational electromagnetics simulation to examine the feasibility of the 
multipath fingerprint method as a wireless location-finding tool in urban areas. The electromagnetics simulation 
was carried out using ray tracing, which allowed us to accurately extract the time of arrival and angle of arrival 
features used to form the fingerprints. Results from a four-by-four building model showed that fingerprints are quite 
unique at various locations even in such a highly symmetrical environment. Repeatability was examined by 
simulating traffic in the simple model. Bandwidth effects were studied to show the effect due to frequency 
bandwidth and finite array size. In addition, we have constructed a classifier based on template matching using the 
simulation data from a 1-km city area of downtown Austin, Texas to more directly investigate the location-finding 
performance of the fingerprinting approach. AOA was shown to be a stronger identifier than TOA. The classifier 
results demonstrated that good location finding performance is achievable using both AOA and TOA features. Also 
studied was the effect of errors in the AOA and TOA features on the classifier performance. We believe that the 
main challenge in the implementation of such a system is how to reliably and accurately extract the AOA and TOA 
features from noisy, band-limited data. 
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Figure 1.  Multipath Fingerprint System. 
(a) Multipath components of the handset signal arriving at the base station. 
(b) Fingerprint created from parameters extracted from the incoming signal. 
(c) Existing Fingerprint database - each fingerprint is associated with a specific mobile location. 
The extracted fingerprint from the handset signal is compared to the database to find the best 
fingerprint match and thus the handset location. 
Figure 2. Four-by-four symmetrical building model. 
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Sector 5 Sector 12 Sector 19 Sector 26 
TOA (nanoseconds) 
Figure 3. Fingerprints for the sectors along the LOS street in the four-by-four symmetrical model. 
Sector 3 Sector 11 Sector 17 Sector 25 
Figure 4. Fingerprints for the sectors along the non-LOS parallel street in the four-by-four 
symmetrical model. 
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Figure 5a. Correlation coefficient matrix for all the fingerprints in the four-by-four model. 
LJ. 
Figure 5b. LOS street, Sectors 29-37       Figure 5c. Parallel Street, Sectors 15-23 
Figure 5. Correlation coefficient matrix for the four-by-four model. 
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Sectors 34, 35, 36, 37, 41. 48. 49, 50, 51 
Figure 6a. Correlation Coefficient Matrix for 
Mx34,35,36,37, 41,48, 49,50, 51,55 
assuming infinite AOA and TOA resolution 
Figure 6b. Correlation Coefficient Matrix with 
2.9 MHz bandwidth and array size 2\ 
Figure 6. Correlation coefficient matrix for the lower right-hand quadrant 
showing the effect of limited bandwidth and array size. 
4.5 m 
.75 m 
Figure 7. Car model and location of cars placed in the four-by-four model. 
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Figure 8a. Mx34 Figure 8b. Mx41 Figure 8c. Mx48 
Figure 8. Effect of cars on the correlation coefficient. 
Solid, Blue - original template without cars compared to database. 




Brazos San Jacinto       Trinity 6th St 7mSt 
Figure 9. CAD model of dowtown Austin, Texas. 
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Figure 10. Sectorization of dowtown Austin, Texas. 









































































































































































Table 1. Correct Location Finding Probability Using both TOA and AOA Information. 
The average values over all sectors are: Pi/=76%, Paif=92%. 









































































































































































Table 2. Correct Location Finding Probability Using AOA Information Only. 
The average values over all sectors are: P;/=60%, Pa//=80%. 
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1 2 3 4 5 6 7 
0.1 0.03 0.02 0.15 0.2 0.24 0.23 
0.1 0.11 0.09 0.15 0.34 0.3 0.25 
8 9 10 11 12 13 14 
0.22 0.24 0.12 0.02 0.52 0.18 0.21 
0.41 0.42 0.18 0.08 0.65 0.28 0.24 
15 16 17 18 19 20 21 
0.19 0.09 0.37 0.33 0.3 0.36 0.26 
0.29 0.31 0.42 0.45 0.49 0.4 0.39 
22 23 24 25 26 27 28 
0.33 0.06 0.09 0.51 0.41 0.3 0.52 
0.37 0.24 0.16 0.54 0.59 0.51 0.53 
29 30 31 32 33 34 35 
0.54 0.53 0.32 0.62 0.63 0.41 0.58 
0.59 0.61 0.42 0.67 0.7 0.6 0.67 
36 37 38 39 40 41 42 
0.07 0.12 0.24 0.08 0.37 0.21 0.26 
0.13 0.28 0.32 0.28 0.72 0.49 0.54 
43 44 45 46 47 48 49 
0.12 0.26 0.17 0.34 0.03 0.86 0.11 
0.15 0.52 0.32 0.36 0.51 0.87 0.76 
50 51 52 53 54 55 56 
0.06 0 0 0 0.09 0 0 
0.18 0.22 0.01 0 0.51 0.79 0.85 
Table 3. Correct Location Finding Probability Using TOA Information Only. 
The average values over all sectors are: Pi/=24%, Pa//=40%. 









































































































































































Table 4. Correct Location Finding Probability with Gaussian Random Jitter Applied to TOA and 
AOA Features in Measured Fingerprints. 
The average values over all sectors are: P//=71%, Pa//=88%. 
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NEW DESIGNS FOR DUAL BAND ANTENNAS FOR SATELLITE- 
MOBILE COMMUNICATIONS HANDSETS 
S. M. Daddish, R. A. Abd-Alhameed and P.S. Excell 
Department of Electronic and Electrical Engineering, 
University of Bradford, UK 
ABSTRACT: 
The design of dual-band antennas for hand-held terminals (HHT) to be used in personal 
communications via a satellite network (SPCN) is investigated. The quadrifilar helical antenna 
(QHA) is selected as the optimum design for further study and a new design for a QHA is derived 
and optimized using a standard Moment-Method program. A dual L-S band design with an input 
VSWR in its two operating bands of between 1 and 2 was developed, incorporating external 
shorted turns to achieve the desired passbands. The design of the required hybrid feed phasing 
network is derived. Experiments with physical realizations of the optimum designs showed good 
performance and confirmed the computational predictions. 
1. INTRODUCTION 
The Quadrifilar Helical Antenna (QHA) is an ingenious antenna invented by Kilgus [1] in the 
1970s. It consists of four coaxial helices rotated 90° with respect to each other (Fig. 1). The four 
helical elements are connected by short radial arms and are fed with identical signals, differing only 
by sequential 90° phase shifts (i.e. 0°, 90°, 180°, 270°). The analysis by Kilgus [1] for the resonant 
QHA (RQHA) is based on the assumption that the QHA consists of four helical and four radial 
parts. The analysis approach to the RQHA is based on the viewpoint that a QHA consists of two 
bifilar helices (BH) placed at 90° angular displacement and fed in phase quadrature. The radial 
segments at the distant end can be shorted or open circuited, giving only changes to the input 
impedance. 
This antenna has the useful property of producing a single main lobe from a structure of modest 
electrical size (i.e. that fits in an electrically small envelope). It is thus attractive for application in 
mobile satellite terminals. 
One of the major disadvantages of the QHA is the complex feed network that it requires. One 
approach is to feed each BH with the assistance of a balun, most configurations also needing a 90° 
phase shifter. The exceptions to this are the self-phased configuration and the Keen balun [2], 
which can provide the phase difference without a hybrid and with the use of only one balun. The 
other way is to feed each of the four helical elements separately, with appropriate phases, using 
three hybrids. This method does not require a balun to feed the QHA. 
1054-4887 ©2000    ACES 
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2. DESIGN PROCEDURE OF QHA AND HYBRID FEEDING NETWORK 
A quadrifilar helix that requires a separate phasing network at the input is known as an externally 
phased quadrifilar helix. Fig. 1 shows a quadrifilar helix fed from the bottom. This type of antenna 
requires a network creating the appropriate phases and matching the impedance of the elements to 
the coaxial feed line. A simple phasing network of 3 dB hybrids can be used to produce equal 
amplitude signals with quadrature phasing to the radiating elements. 
The radiating helical elements determine the pattern characteristics and the shape. The element 
dimensions have been empirically determined by many authors [3-5] to accord with satellite system 
specifications. The feeding direction relative to the main lobe can be arranged to be either forward- 
fire or backfire by changing the phase sequence of the elements. The axial ratio of the main beam 
radiation is controlled by the length and diameter of the helix, and the symmetry of the elements. 
The phasing circuit plays an important role in generating a shaped conical pattern, which is required 
for many mobile satellite system applications. The sense of the polarization is controlled by the 
winding direction of the helices. 
2.1 DUAL BAND DESIGN 
For dual-frequency operation, a single QHA is not feasible, because it is a resonant-type antenna 
and is inherently too narrow-band. Therefore, dual-band operation can only be achieved through the 
incorporation of two antennas into one structure by coaxially mounting them in either an enclosed 
(QHA-1 inside QHA-2) or a piggyback (QHA-1 on top of QHA-2) fashion [4,5]. For ease of 
manufacture and minimized antenna cross-section, the piggyback design was chosen. In addition, a 
third short external set of helices (QHA-3) was introduced to optimize the VSWR for the second 
operating frequency band by acting as a set of tapping windings. Table 1 shows the data for the 
forward-fire QHAs found to be optimal. 

















1 0.028 0.00089 0.007 1.25 0.035 0.0652 
2 0.068 0.00089 0-007 1.25 0.085 0.1012 
3 0.068 0.00089 0.007 top 
0.0105 bottom 
0.25 0.017 0.0217 
All the QHAs were designed for minimum VSWR (between 1 and 2) over the dual L and S band 
satellite-mobile frequency ranges (approximately 1.61-1.63 GHz and 2.47-2.5 GHz for SPCN 
services). The objectives were to achieve maximum power gain (greater than 5 dB [3]) and an axial 
ratio close to unity over elevation angles from zenith to ±60°. The handset is box-shaped and its 
height was kept constant at 14 cm (a typical value for current satellite-mobile handsets). To ease 
installation of the phasing network and subsequent testing, the dimensions of the top plate were 
taken to be 6cm x 6cm and the antenna was optimized with this. 
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The hybrid phasing networks for the QHA was constructed on high permittivity (er = 10.2) 
substrate for operation at 1.62 GHz and 2.48 GHz. The design was optimized for both bands 
subject to a VSWR<2. 
The simulation of the forward-fire QHA and handset for dual L/S bands was performed using NEC- 
WIN Pro [6], while the hybrid phasing network was designed using the Libra package [7]. A wire 
grid representation of the design is shown in Fig. 2. The handset box was represented by a mesh of 
18x8x8 wires, each being a single NEC segment; the radius of the wires was chosen in 
accordance with the equal-area rule. The QHAs were represented using the NEC GH (Geometry - 
Helix) command, the number of segments per single helix being 30, 30 and 3 for QHA-1, 2 and 3 
respectively. Four voltage sources are used for excitation; each one of them is placed at the 
attachment mode of each helix to the top of the box. The simulations were stable for two values of 
grid size in the handset box model and segment size in the helices and the run times were a few 
minutes per frequency when using a 400MHz Pentium-II computer with 256 Mbyte RAM. 
Although it is known that modeling of helices can sometimes cause stability problems with MoM 
programs, no such problems were experienced in this case. This is presumed to be due the 
relatively large pitch of the helices used, which thus avoided large values of mutual coupling 
between turns. 
3. RESULTS 
The computed axial ratio and power gain (at 1.620 GHz and 2.480 GHz) of the proposed antenna 
are shown in Figs. 3 and 4 respectively. The attenuation of the main beam (relative to boresight) at 
±60° is seen to be about 3dB at 1.620GHz and 7dB at 2.480GHz: the latter figure is rather high but 
manageable within a typical link budget. The axial ratio remains greater than 0.9 over the ±60° 
range at both frequencies. 
The prototype antenna was manufactured from copper wire, supported on acrylic struts distributed 
radially, at each turn, from a central acrylic rod (Fig. 5). The wires entered the copper case through 
separate SMA connectors. The hybrid phase networks were fabricated within the two bands of 
interest on substrate having sr = 10.2 and a thickness of 1.27 mm. The prototypes of the hybrids are 
shown in Fig. 5, with the dummy handset and prototype antenna. The measured performance of the 
hybrid phasing networks at 1.620 GHz and 2.480 GHz are given in Tables 2 and 3 respectively. 
Table 2: Measurement results for hybrid phasing network at 1.62 GHz. 








1 0 0 -6.27 -17.0 
2 90 88.9 -6.74 -18.2 
3 180 178.1 -6.09 -18.2 
4 270 268.2 -6.63 -18.5 
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Table 3: Measurement results for hybrid phasing network at 2.48 GHz. 








1 0 0 -6.05 -14.2 
2 90 89.2 -6.96 -15.5 
3 180 178.1 -6.38 -14.5 
4 270 268.8 -6.69 -15.4 
The results agree well with the desired values required for feeding. The small size of the hybrid 
phasing networks allowed them to be inserted easily inside the handset. The measured VSWR and 
the input impedance as a function of the frequency at the input of the hybrid networks when 
connected to the antenna within the handset are shown in Figs. 6 and 7 respectively. The results are 
quite encouraging and in line with the expected VSWR pass-bands. 
An initial measurement of axial ratios (Fig. 8) showed a degree of agreement with the predictions 
(Fig. 3), although there was some degradation, believed to be due to deficiencies in the test facility. 
CONCLUSIONS 
A dual-band quadrifilar helical antenna (QHA) was designed and analyzed. It consists of two sets 
of four coaxial helixes, each helix rotated 90° with respect to its neighbors in each set. The 
realization adopted in the present work used a bottom-fed (end fire) version for convenience in 
feeding. The helices were fed with a sequential phase difference of 90 degrees, with the sense of the 
phasing relative to the helix senses controlling whether the antenna radiates in forward-fire (end- 
fire) or back-fire mode. By using two sets of QH groups, combined in 'piggyback' fashion, plus a 
small additional set of QH matching stubs, it was possible to achieve good matching over the two 
desired operating bands (satellite-mobile allocations in the L and S bands). The computed results 
showed end-fire (zenith-directed) patterns for the two operating frequencies, having the desired 
beamwidth of around 120° and an axial ratio close to unity across the beam. The measured results 
showed good agreement with the theoretical predictions in the sense of minimum VSWR and 
matching to a 50Q source in the two operating bands. A preliminary measurement of axial ratio 
showed an encouraging degree of agreement with the predictions. 
MoM modeling using NEC was found to operate stably and reliably in this case, despite the 
adoption of multifilar helical antennas. This gives confidence in the use of this method for other 
electrically-small helical antennas, as are now popular in mobile communications handsets. 
However, incorporation of the interaction with the human head would be desirable, but thus would 
require a hybrid formulation with a differential-equation method, since use of MoM for large 
inhomogeneous dielectric volumes is not feasible. This has already been implemented for single 
helical antennas [8] and work on its extension to QHA handsets is in progress. 
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'X' 
i Radiating Elements 
Fig. 1   Conceptual phasing network for an end-fire QHA. 
254 ACES JOURNAL, VOL. 15, NO. 3, NOV. 2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
QHA3 
Fig. 2  Wire grid geometry model of dual band QHA and dummy handset, 
as used in NEC-WIN Pro. 
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Fig. 3   Axial Ratio over main beam (a) at 1.62 GHz; (b) at 2.48 GHz. 
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Fig. 4  Radiation Pattern Power Gain (a) at 1.62 GHz; (b) at 2.48 GHz. 
256 ACES JOURNAL, VOL. 15, NO. 3, NOV. 2000 SI: CEM TECHNIQUES IN WIRELESS COMMUNICATIONS 
1.62 GHz 
Fig. 5  Photographs of the QHA for dual L-S band, with dummy handset and hybrids. 
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Fig. 7   Smith chart for the input impedance and return loss of the antenna located at the input of a 
hybrid network (a) at 1.62 GHz; (b) at 2.48 GHz. 
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Fig. 8  Preliminary test results for axial ratios (a) at 1.62 GHz; (b) at 2.48 GHz. 
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