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Abstract
The problem of stability of large-scale systems in critical cases is investigated. New form of aggregation for essentially nonlinear
complex systems is suggested. With the help of this form the sufficient conditions of asymptotic stability are determined. The results
obtained are used for the stability analysis of complex systems by the nonlinear approximation and for the investigation of absolute
stability conditions for a certain class of nonlinear systems.
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1. Introduction
The main approach for the stability analysis of nonlinear systems is the Lyapunov direct method (the Lyapunov
functions method). By the use of this approach, the conditions of stability for many types of systems were obtained.
However, it should be noted that until now there are no general constructive methods for the construction of the
Lyapunov functions for nonlinear systems.
This problem is especially difficult for the systems of high dimension (for large-scale or complex systems). There-
fore for the stability analysis of such systems the composite-system method usually is used [1,7,22]. This method
consists of two steps:
(1) decomposition of complex system into the interconnected subsystems, stability investigation of isolated subsys-
tems and construction of the Lyapunov functions for them;
(2) aggregation of the Lyapunov functions obtained in the one scalar or vector Lyapunov function and construction
of an auxiliary system (comparison system) stability or instability of which provides the same property for the
initial complex system.
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These approaches are especially well developed for the construction of linear comparison systems [1,4,5,16]. How-
ever, application of linear comparison systems for the stability analysis of essentially nonlinear complex systems
yields, in general, “super-sufficient” stability conditions [1]. Various methods of decomposition and aggregation of
large-scale systems based on the construction of nonlinear comparison systems were suggested in [1,7,13,14,22]. In
particular, in [7,14] stability conditions of complex systems were obtained in terms of stability criterion of autonomous
Wazewskij’s systems [15]. Besides, the method of stability analysis was presented for the case when isolated subsys-
tems are neutrally stable [7]. In [22] the method of overlapping decomposition of nonlinear systems was suggested. In
the monographs [12,13] the conception of matrix-valued Lyapunov’s function was developed for the solution of the
wide class of stability theory problems.
Nevertheless, the problem of further development of decomposition and aggregation methods for large-scale sys-
tems remains an actual one. Its importance is caused by the fact that the stability conditions of complex systems,
obtained by the use of a comparison system, depends on the precision of estimation of the Lyapunov function deriva-
tive with respect to the system investigated. Therefore, by means of appropriate choice of aggregation form, one can
define more exactly the domain of system parameters values, guaranteeing stability of the programmed motion [7,14].
In the present paper, new aggregation form is suggested. This form is used for the construction of nonlinear com-
parison systems and for the determination of stability conditions for complex systems in critical cases.
2. Statement of the problem
Consider the system
x˙i = Fi (t,xi ) + Qi (t,x), i = 1, . . . ,m. (2.1)
Here xi ∈ Rni , x = (x∗1, . . . ,x∗m)∗, the vector functions Fi (t,xi ) and Qi (t,x) are defined and continuous in the domain
G = {(t,x): t  0, ‖x‖ < Δ} (0 < Δ  +∞, ‖ · ‖ is the Euclidean norm of a vector) and satisfy the conditions
Fi (t,0) = 0, Qi (t,0) = 0 for all t  0. Hence, the system considered has the zero solution.
System (2.1) describes the dynamics of complex system composed of m interconnected subsystems [1,7,22]. The
functions Fi (t,xi ) define the interior connections of subsystems while the functions Qi (t,x) characterize the interac-
tion between the subsystems.
Suppose that the zero solutions of isolated systems
x˙i = Fi (t,xi ), i = 1, . . . ,m,
are asymptotically stable. We will look for the conditions under which the zero solution of (2.1) is also asymptotically
stable.
One of the approaches for the determination of such conditions is based on using of the form of large-scale systems
aggregation suggested in [16]. According to this approach, it is assumed that for system (2.1) in the domain G there
exist the functions vi(t,xi ), Ωi(t,xi ), i = 1, . . . ,m, possessing the following properties:
(a) functions vi(t,xi ), Ωi(t,xi ) are positive definite;
(b) functions Ωi(t,xi ) are continuous, functions vi(t,xi ) are continuously differentiable, and vi(t,xi ) → 0 as
‖xi‖ → 0 uniformly with respect to t  0;
(c) the inequalities
v˙i |(2.1) Ωi(t,xi )
m∑
j=1
aijΩj (t,xj ), i = 1, . . . ,m,
are valid, where aij are constant coefficients, aij  0 for i = j .
It is known [7,22] that under these assumptions the system
y˙ = Ay, (2.2)
where y ∈ Rm, A = (aij )mi,j=1, may be considered as the comparison system for (2.1), and the asymptotic stability
of (2.2) implies the same property for the zero solution of (2.1).
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V (t,x) =
m∑
i=1
λivi(t,xi ). (2.3)
Here λ1, . . . , λm are positive constants.
Differentiating V (t,x) with respect to (2.1), one gets V˙ |(2.1) W(Ω), where
W(Ω) = 1
2
Ω∗(A∗Λ+ΛA)Ω, Ω = (Ω1, . . . ,Ωm)∗, Λ= diag{λ1, . . . , λm}.
Matrix A is the Metzler matrix [7,22]. Therefore [22], due to asymptotic stability of (2.2) there exist positive numbers
λ1, . . . , λm such that quadratic form W(Ω) is negative definite. Thus, function V (t,x) satisfies all the assumptions of
the Lyapunov asymptotic stability theorem [21].
However, it should be noted that the application of above approach for essentially nonlinear complex systems
yields, generally, “super-sufficient” stability conditions. The main goal of the present paper is to generalize the con-
sidered aggregation form to the nonlinear case.
3. New form of large-scale systems aggregation
We shall assume that for system (2.1) in the domain G there exist the functions vi(t,xi ), Ωi(t,xi ), i = 1, . . . ,m,
with the following properties:
(a) functions vi(t,xi ), Ωi(t,xi ) are positive definite;
(b) functions Ωi(t,xi ) are continuous, functions vi(t,xi ) are continuously differentiable, and vi(t,xi ) → 0 as
‖xi‖ → 0 uniformly with respect to t  0;
(c) the inequalities
v˙i |(2.1)  aiΩγi+μii + Ωγii
ki∑
j=1
bijΩ
α
(j)
i1
1 . . .Ω
α
(j)
im
m , i = 1, . . . ,m,
are valid, where ai < 0 and bij > 0 are constant coefficients, the exponents μi > 0, γi  0 and α(j)is  0 satisfy
the conditions
m∑
s=1
α
(j)
is
γs + μs 
μi
γi + μi , j = 1, . . . , ki, i = 1, . . . ,m. (3.1)
Theorem 3.1. If there exist positive numbers θ1, . . . , θm such that
aiθ
μi
i +
ki∑
j=1
bij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m < 0, i = 1, . . . ,m, (3.2)
then the zero solution of (2.1) is asymptotically stable.
Proof. Construct the Lyapunov function for system (2.1) in the form (2.3). For all (t,x) ∈ G we get
V˙ |(2.1) 
m∑
i=1
λiaiΩ
γi+μi
i +
m∑
i=1
λiΩ
γi
i
ki∑
j=1
bijΩ
α
(j)
i1
1 . . .Ω
α
(j)
im
m .
Thus, to prove asymptotic stability of the zero solution of (2.1) it is sufficient to show that one can choose positive
coefficients λ1, . . . , λm for the function
W˜ =
m∑
i=1
λiaiy
γi+μi
i +
m∑
i=1
λiy
γi
i
ki∑
j=1
bij y
α
(j)
i1
1 . . . y
α
(j)
im
m
to be negative definite in the nonnegative cone.
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one can construct, instead of W˜ , a new function Ŵ by setting bij = 0 for all such i and j . If there exist positive
coefficients λ1, . . . , λm for which Ŵ is negative definite, then for these values of λ1, . . . , λm function W˜ possesses
the same property [23]. Hence, we may assume, without loss of generality, that all the inequalities in (3.1) turn to
equalities.
Consider positive numbers θ1, . . . , θm, satisfying inequalities (3.2). Let us denote zi = yi/θi , ηi = θγii λi ,
i = 1, . . . ,m. Then function W˜ takes the form
W˜ =
m∑
i=1
ηi aˆiz
γi+μi
i +
m∑
i=1
ηiz
γi
i
ki∑
j=1
bˆij z
α
(j)
i1
1 . . . z
α
(j)
im
m .
Here aˆi = aiθμii , bˆij = bij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m , and aˆi +∑kij=1 bˆij < 0, i = 1, . . . ,m.
Let D = (dij )mi,j=1, where
dii = μiaˆi +
ki∑
j=1
bˆij α
(j)
ii , dis =
ks∑
j=1
bˆsj α
(j)
si for i = s.
Matrix D is the Metzler matrix.
It can be easily shown that the inequality D∗h < 0 possesses the solution h˜ = (1/(γ1 + μ1), . . . ,1/(γm + μm))∗.
Hence [22], there exists a positive solution η˜ = (η˜1, . . . , η˜m)∗ for the inequality Dη < 0.
By the use of Jensen inequality [9], one gets that the relations
W˜ 
m∑
i=1
η˜iγi
μi + γi z
μi+γi
i
(
aˆi +
ki∑
j=1
bˆij
)
+
m∑
i=1
z
μi+γi
i
μi + γi
m∑
s=1
dis η˜s −c
m∑
i=1
z
μi+γi
i
are valid for all z ∈ Rm. Here c is a positive constant and z = (z1, . . . , zm)∗. 
Remark 3.1. As is obvious from the proof of Theorem 3.1, if all the inequalities in system (3.1) are strict, then the
zero solution of (2.1) is asymptotically stable (verification of condition of the existence of positive solution for (3.2)
is unnecessary). Moreover, in the case of strict inequalities (3.1), the numbers θi = τ 1/(γi+μi), i = 1, . . . ,m, satisfy
system (3.2) for all sufficiently small values of τ > 0.
Remark 3.2. In the case where ki = m, γi = μi = α(j)ij = 1, α(j)is = 0 for s = j , i, j, s = 1, . . . ,m, the aggregation
form suggested in the present paper coincides with that one suggested in [16].
Remark 3.3. In the case where ki = m, γi = 0, μi = α(j)ij = 1, α(j)is = 0 for s = j , i, j, s = 1, . . . ,m, the aggregation
form suggested in the present paper coincides with that one considered in [7].
Next, let us show that the obtained results can be used for the stability analysis of essentially nonlinear complex
systems.
4. Stability of complex systems by nonlinear approximation
Suppose that system (2.1) is of the form
x˙i = Hi (xi ) +
ki∑
j=1
Rij (t,x), i = 1, . . . ,m. (4.1)
Here the elements of the vectors Hi (xi ) are continuously differentiable homogeneous functions of the orders μi  1,
the vector functions Rij (t,x) are continuous in the domain G and satisfy the inequalities∥∥Rij (t,x)∥∥ cij‖x1‖α(j)i1 . . .‖xm‖α(j)im , cij > 0, α(j)  0.is
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∑m
s=1 α
(j)
is > 0, j = 1, . . . , ki , i = 1, . . . ,m. Under this assumption, system (4.1) has the zero
solution.
In [2,10,20] the conditions for the asymptotic stability of the zero solution of (4.1) were obtained. Let us show that
the results of those papers may be strengthened by the use of the aggregation form suggested in the previous section.
Suppose that the zero solutions of the isolated systems
x˙i = Hi (xi ), i = 1, . . . ,m, (4.2)
are asymptotically stable. In this case, it is known [24] that for systems (4.2) there exist the Lyapunov functions vi(xi ),
i = 1, . . . ,m, possessing the following properties:
(a) functions vi(xi ) are continuously differentiable for all xi ∈ Rni ;
(b) functions vi(xi ) are positive homogeneous of the orders γi + 1;
(c) the inequalities
a1i‖xi‖γi+1  vi(xi ) a2i‖xi‖γi+1,∥∥∥∥∂vi∂xi
∥∥∥∥ a3i‖xi‖γi , (∂vi∂xi
)∗
Hi −a4i‖xi‖γi+μi
are valid for all xi ∈ Rni , where a1i , a2i , a3i , a4i are positive constants.
Remark 4.1. While constructing the Lyapunov functions v1(x1), . . . , vm(xm), one may take for γ1, . . . , γm the arbi-
trary positive numbers [24].
On differentiating vi(xi ) with respect to (4.1), we obtain that the estimations
v˙i |(4.1) −a4i‖xi‖γi+μi + a3i‖xi‖γi
ki∑
j=1
cij ‖x1‖α
(j)
i1 . . .‖xm‖α
(j)
im
hold for (t,x) ∈ G, i = 1, . . . ,m.
Suppose that for chosen values of the parameters γ1, . . . , γm conditions (3.1) are fulfilled. Applying Theorem 3.1
(here Ωi(t,xi ) = ‖xi‖, i = 1, . . . ,m), we get the validity of the following
Theorem 4.1. If there exist positive numbers θ1, . . . , θm, satisfying the inequalities
−a4iθμii + a3i
ki∑
j=1
cij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m < 0, i = 1, . . . ,m, (4.3)
then the zero solution of (4.1) is asymptotically stable.
Remark 4.2. Coefficients a3i , a4i in (4.3) depend, in general, on the chosen values of γ1, . . . , γm.
Remark 4.3. In [2,10,20] it was supposed that there exist positive constants γ1, . . . , γm under which all the inequalities
in (3.1) are strict. The approach suggested by A.A. Kosov [10] may be used also in the case where a part (or all) of
inequalities in (3.1) turn to equalities. However, for fixed values of γ1, . . . , γm, Theorem 4.1 provides one with the
more precise conditions of asymptotic stability in comparison with those obtained in [10]. On the other hand, for the
application of Kosov’s approach it is not necessary for the parameters γ1, . . . , γm to satisfy additional restrictions (3.1).
Remark 4.4. In the case where 0 < μi < 1, i = 1, . . . ,m, by the similar way the conditions of finite time stability [17]
for system (4.1) can be obtained.
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Consider now the system
x˙i = aifi(xi) +
ki∑
j=1
bijf
α
(j)
i1
1 (x1) . . . f
α
(j)
im
m (xm), i = 1, . . . ,m. (5.1)
Here xi ∈ R1, ai and bij are constant coefficients, scalar functions fi(xi) are defined and continuous for |xi | < Δ,
0 < Δ+∞, and possess the property xifi(xi) > 0 for xi = 0, the exponents α(j)is are nonnegative rationals with odd
denominators.
System (5.1) is a generalization of the following one
x˙i =
m∑
j=1
bij fj (xj ), i = 1, . . . ,m,
which is widely used in automatic control systems design [6,11,19].
Let the inequalities
∑m
s=1 α
(j)
is > 0, j = 1, . . . , ki , i = 1, . . . ,m, hold. The fulfilment of this assumption provides
the existence of the zero solution for system (5.1). Furthermore, we shall suppose that coefficients ai and bij satisfy
the conditions
ai < 0, bij > 0, j = 1, . . . , ki, i = 1, . . . ,m. (5.2)
For instance, inequalities (5.2) are valid if (5.1) is obtained as comparison system for a complex system [1,7,22].
Definition 5.1. System (5.1) is absolutely stable if the zero solution of this system is asymptotically stable for any
admissible functions f1(x1), . . . , fm(xm).
Let us investigate the conditions of absolute stability for (5.1).
In addition, we shall assume that one can choose positive rationals γ1, . . . , γm with odd numerators and denomina-
tors for the inequalities
m∑
s=1
α
(j)
is
γs + 1 
1
γi + 1 , j = 1, . . . , ki, i = 1, . . . ,m, (5.3)
to be fulfilled.
Definition 5.2. System (5.1) satisfies the Martynyuk–Obolenskij condition [15] (MO-condition) if there exist positive
numbers θ1, . . . , θm such that
aiθi +
ki∑
j=1
bij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m < 0, i = 1, . . . ,m. (5.4)
Theorem 5.1. System (5.1) is absolutely stable if and only if it satisfies the MO-condition.
Proof. Necessity. Let us note that in the case where fi(xi) are nondecreasing functions, (5.1) is Wazewskij’s sys-
tem [7]. In [15] the autonomous Wazewskij’s systems were treated. The criterion for the asymptotic stability in the
positive cone of the zero solution was obtained. Using this result, we get that the MO-condition is a necessary one for
system (5.1) to be absolutely stable.
Sufficiency. Choose the positive rationals γ1, . . . , γm with odd numerators and denominators, satisfying inequali-
ties (5.3). Consider the functions
vi(xi) =
xi∫
f
γi
i (τ ) dτ, i = 1, . . . ,m.0
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we arrive at
v˙i |(5.1)  aif γi+1i + |fi |γi
ki∑
j=1
bij |f1|α
(j)
i1 . . . |fm|α
(j)
im
for all ‖x‖ < Δ, where x = (x1, . . . , xm)∗. 
Applying Theorem 3.1 (here Ωi(xi) = |fi(xi)|, μi = 1, i = 1, . . . ,m), we get that the zero solution of (5.1) is
asymptotically stable.
Corollary 5.1. System (5.1) is absolutely stable if and only if for this system there exists the Lyapunov function of the
form
V (x) =
m∑
i=1
λi
xi∫
0
f
γi
i (τ ) dτ, (5.5)
satisfying the assumptions of the Lyapunov asymptotic stability theorem. Here λ1, . . . , λm are positive coefficients,
γ1, . . . , γm are positive rationals with odd numerators and denominators.
Remark 5.1. As is obvious from the proof of Theorem 5.1, while constructing the Lyapunov function (5.5), one may
take for γ1, . . . , γm the arbitrary positive rationals with odd numerators and denominators, satisfying inequalities (5.3).
Corollary 5.2. Let for system (5.1) the MO-condition is fulfilled. If there exist parameters γ1, . . . , γm values under
which all the inequalities in (5.3) turn to equalities, and
xi∫
0
f
γi
i (τ ) dτ → +∞ as |xi | → ∞, i = 1, . . . ,m,
then the zero solution of (5.1) is globally asymptotically stable.
Remark 5.2. In a similar way, the criterion for absolute stability can be obtained for the case when the inequalities
bij > 0 in (5.2) are replaced by those connecting coefficients bij and a basis ω1, . . . ,ωm [19]:
bijωiω
α
(j)
i1
1 . . .ω
α
(j)
im
m > 0, j = 1, . . . , ki , i = 1, . . . ,m. (5.6)
Here every constant ω1, . . . ,ωm takes either of the values +1 or −1.
Suppose now that for coefficients bij there is no such a basis ω1, . . . ,ωm that inequalities (5.6) are valid. Consider
the auxiliary system
x˙i = aifi(xi) +
ki∑
j=1
|bij |f α
(j)
i1
1 (x1) . . . f
α
(j)
im
m (xm), i = 1, . . . ,m. (5.7)
Corollary 5.3. If system (5.7) satisfies the MO-condition, then system (5.1) is absolutely stable.
However, it should be noted that Corollary 5.3 gives one only a sufficient condition for the absolute stability
of (5.1).
6. One more approach for the Lyapunov functions construction
Consider again system (5.1) with the coefficients ai and bij satisfying inequalities (5.2). Now we shall assume that
for the admissible functions fi(xi) the following additional conditions are fulfilled: fi(xi) are continuously differen-
tiable for |xi | < Δ, and f ′(xi) > 0 for 0 < |xi | < Δ, f ′(0) 0, i = 1, . . . ,m.i i
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V1(x) = max
i=1,...,m
(
fi(xi)
θi
)γi+1
. (6.1)
Here θ1, . . . , θm are positive constants and γ1, . . . , γm are positive rationals with odd numerators and denominators.
Function V1(x) is positive definite and continuous for ‖x‖ < Δ.
Denote by D+V1(x) the upper right Dini derivative of V1(x) with respect to (5.1) [21].
Theorem 6.1. System (5.1) is absolutely stable if and only if for this system there exists the Lyapunov function of the
form (6.1) such that the inequality
D+V1(x)W(x)
holds for ‖x‖ < H . Here H > 0 is a constant and W(x) is a negative definite function.
Proof. The sufficiency is obvious. Let us prove the necessity.
Suppose that (5.1) is absolutely stable. Then the MO-condition is fulfilled for this system. Let us take for the
parameters values γ1, . . . , γm and θ1, . . . , θm of the Lyapunov function (6.1) the solutions of systems (5.3) and (5.4)
correspondingly.
Let 0 < H < Δ. Consider a solution x(t) = (x1(t), . . . , xm(t))∗ of (5.1) and a tˆ  0, satisfying the condition
‖x(tˆ )‖ < H .
Find
B = max
i=1,...,m
(
fi(xi(tˆ ))
θi
)γi+1
.
Denote by A such a subset of {1, . . . ,m} that(
fi(xi(tˆ ))
θi
)γi+1
= B for i ∈ A,
(
fi(xi(tˆ ))
θi
)γi+1
< B for i /∈ A.
If positive constant H is sufficiently small, then for every i ∈ A the relations
d
dt
((
fi(xi(t))
θi
)γi+1)∣∣∣∣
t=tˆ
= γi + 1
θ
γi+1
i
f
γi
i
(
xi(tˆ )
)
f ′i
(
xi(tˆ )
)(
aifi
(
xi(tˆ )
)
+
ki∑
j=1
bij f
α
(j)
i1
1
(
x1(tˆ )
)
. . . f
α
(j)
im
m
(
xm(tˆ )
))
 γi + 1
θi
Bf ′i
(
xi(tˆ )
)(
aiθi +
ki∑
j=1
bij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m
)
are valid. Hence,
D+V1
(
x(tˆ )
)
 B max
i∈A
{
γi + 1
θi
f ′i
(
xi(tˆ )
)(
aiθi +
ki∑
j=1
bij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m
)}
.
By the use of this estimation, function W(x), satisfying the conditions of the theorem, can be easily constructed. 
Remark 6.1. Constant H and function W(x) in the statement of Theorem 6.1 depend, generally, on the chosen
admissible functions f1(x1), . . . , fm(xm).
Next, let us show that for the solution of some problems the using of the Lyapunov function of the form (6.1) is
more effective in comparison with the using of that one constructed by formula (5.5).
A.Yu. Aleksandrov, A.V. Platonov / J. Math. Anal. Appl. 342 (2008) 989–1002 997Suppose that coefficients ai and bij in system (5.1) are functions of t , defined and continuous for all t  0. Thus,
we shall consider the system
x˙i = ai(t)fi(xi) +
ki∑
j=1
bij (t)f
α
(j)
i1
1 (x1) . . . f
α
(j)
im
m (xm), i = 1, . . . ,m. (6.2)
Constructing the Lyapunov function for (6.2) in the form (5.5) and applying the approach, suggested in Section 5, one
can show the validity of the following
Theorem 6.2. Let ai(t)  a¯i , |bij (t)|  b¯ij for all t  0, where a¯i < 0 and b¯ij  0 are constants, and there exist
positive numbers θ1, . . . , θm such that
a¯iθi +
ki∑
j=1
b¯ij θ
α
(j)
i1
1 . . . θ
α
(j)
im
m < 0, i = 1, . . . ,m.
Then system (6.2) is absolutely stable.
On the other hand, by the use of the Lyapunov function (6.1), we get the validity of the
Theorem 6.3. Let there exist positive numbers η, θ1, . . . , θm such that
ai(t)θi +
ki∑
j=1
∣∣bij (t)∣∣θα(j)i11 . . . θα(j)imm < −η, i = 1, . . . ,m,
for all t  0. Then system (6.2) is absolutely stable.
In comparison with Theorem 6.2, Theorem 6.3 provides one with the more precise approximation of the domain
of absolute stability in parameters space.
Example 6.1. Suppose that system (6.2) is of the form{
x˙1 = (c + 2 sin t)f1(x1) + cos2 tf 32 (x2),
x˙2 = −f2(x2) + f 1/31 (x1),
(6.3)
where c is a constant.
The condition for the absolute stability of system (6.3) provided by Theorem 6.2 is: c < −3, while Theorem 6.3
yields: c < −2.
7. Conditions of the existence of positive solutions for the system of inequalities
In the previous sections it was shown that for the construction of the Lyapunov functions for (4.1) and (5.1) one
should choose positive numbers γ1, . . . , γm, satisfying systems of inequalities (3.1) and (5.3) respectively.
In the present section, we shall obtain the conditions for the existence of the required values of γ1, . . . , γm, and
create an algorithm for finding these numbers.
Consider system (3.1), where μi > 0, α(j)is  0, j = 1, . . . , ki , i, s = 1, . . . ,m. Denote hi = 1/(γi + μi),
i = 1, . . . ,m. Then inequalities (3.1) take the form
−μihi +
m∑
s=1
α
(j)
is hs  0, j = 1, . . . , ki, i = 1, . . . ,m. (7.1)
Suppose that there exists at least one couple of indices i, j with j ∈ {1, . . . , ki}, i ∈ {1, . . . ,m}, such that μi > α(j)ii .
In the opposite case, the problem of the existence of positive solutions for (7.1) is trivial.
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−μihi +
m∑
s=1
α
(j)
is hs = c(j)i , j = 1, . . . , ki, i = 1, . . . ,m, (7.2)
where c(j)i are nonnegative constants. This system may be splitted into m subsystems. Let us apply to (7.2) the modi-
fied Gaussian elimination procedure. On the ith step of this procedure each of the equations with negative coefficient
of hi in the ith subsystem is used for the elimination of hi from the (i + 1)th, etc., and mth subsystems. This results
in a new set of subsystems with (generally) the other number of equations than in the initial system.
One may assume, without loss of generality, that after the application of the above procedure we obtain the system
m∑
s=i
β
(j)
is hs = c˜(j)i , j = 1, . . . , qi, i = 1, . . . , r,
m∑
s=r+1
β
(j)
is hs = c˜(j)i , j = 1, . . . , qi, i = r + 1, . . . ,m. (7.3)
Here 1  r  m; c˜(j)i  0, j = 1, . . . , qi , i = 1, . . . ,m; β(j)is  0 for s = i + 1, . . . ,m, j = 1, . . . , qi , i = 1, . . . , r ;
β
(j)
is  0 for s = r + 1, . . . ,m, j = 1, . . . , qi , i = r + 1, . . . ,m; for every i ∈ {1, . . . , r} there exists at least one value
of j ∈ {1, . . . , qi} such that β(j)ii < 0.
Theorem 7.1. System (7.1) has a positive solution h˜ = (h˜1, . . . , h˜m)∗ if and only if r < m, and for all values of
i ∈ {1, . . . , r} and j ∈ {1, . . . , qi}, such that β(j)ii < 0, there exists at least one positive coefficient among β(j)ii+1, . . . , β(j)im .
Moreover, if in any equation of system (7.3) there exists at least one positive coefficient, then one can choose positive
numbers h˜1, . . . , h˜m under which all the inequalities in (7.1) become strict.
Proof. The necessity is obvious. Let us prove the sufficiency.
Consider system (7.3). Let h˜r+1, . . . , h˜m are arbitrary positive numbers, Bi = {j : j ∈ {1, . . . , qi}, β(j)ii < 0},
h˜i = min
j∈Bi
1
β
(j)
ii
(
εr+1−i −
m∑
s=i+1
β
(j)
is h˜s
)
, i = 1, . . . , r,
where ε is a nonnegative constant. If ε is sufficiently small, then h˜i > 0, i = 1, . . . ,m.
For chosen values of h˜1, . . . , h˜m the following conditions are fulfilled:
(1) c˜(j)1 = c(j)1 , j = 1, . . . , q1, and q1 = k1;
(2) for every i ∈ {2, . . . , r} and j ∈ {1, . . . , ki} there exists l ∈ {1, . . . , qi} such that
c˜
(l)
i = c(j)i +
i−1∑
s=1
d
(l)
is ε
r+1−s;
(3) for every i ∈ {r + 1, . . . ,m} and j ∈ {1, . . . , ki} there exists l ∈ {1, . . . , qi} such that
c˜
(l)
i = c(j)i +
r∑
s=1
d
(l)
is ε
r+1−s .
Here d(l)is are independent of ε nonnegative coefficients, whose values are determined under the application of the
modified Gaussian elimination procedure.
We have c˜(l)i  εr+1−i if β
(l)
ii < 0, and c˜
(l)
i  0 for the other values of indices i, l.
If in every equation of system (7.3) there exists at least one positive coefficient β(j)is , then c˜(l)i > 0, l = 1, . . . , qi ,
i = 1, . . . ,m. Therefore, for sufficiently small ε > 0, we get c(j)i > 0, j = 1, . . . , ki , i = 1, . . . ,m. In this case for
chosen numbers h˜1, . . . , h˜m all the inequalities in (7.1) are strict.
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chosen numbers h˜1, . . . , h˜m a part of inequalities (7.1) turn to equalities. 
Remark 7.1. The proof of Theorem 7.1 contains a constructive algorithm for finding a positive solution for (7.1).
Moreover, in the case where α(j)is are nonnegative rationals with odd denominators, using this algorithm, one can
choose h˜r+1, . . . , h˜m such that the numbers γ˜i = 1/h˜i − 1, i = 1, . . . ,m, become positive rationals with odd numera-
tors and denominators.
Definition 7.1. We shall say that the M̂O-condition is fulfilled for system (5.1) if for any δ > 0 there exist positive
numbers θ1, . . . , θm, satisfying inequalities (5.4), such that θi < δ, i = 1, . . . ,m.
Remark 7.2. Such form of the Martynyuk–Obolenskij condition was used in [3,14].
Corollary 7.1. If the M̂O-condition is fulfilled for (5.1), then system (5.3) possesses a positive solution.
Proof. Consider the system
−hi +
m∑
s=1
α
(j)
is hs = c(j)i , j = 1, . . . , ki, i = 1, . . . ,m, (7.4)
where c(j)i are nonnegative constants. Let us apply to (7.4) the modified Gaussian elimination procedure. This proce-
dure generates equivalent systems of linear equations with the coefficients changed in the similar way as the orders of
θ1, . . . , θm under the successive elimination of these variables from (5.4).
Since in any neighborhood of the origin (θ1, . . . , θm)∗ = (0, . . . ,0)∗ there exists a positive solution for system (5.4),
the above mentioned procedure reduces (7.4) to the form (7.3) with the coefficients β(j)is , satisfying the conditions of
Theorem 7.1. 
Remark 7.3. By the use of the stability criterion for the autonomous Wazewskij’s systems [15], it can be easily shown
that if (5.1) is absolutely stable, then the M̂O-condition is fulfilled for this system. Hence, it turns out the assumption
from Section 5, concerning the existence of positive rationals γ1, . . . , γm with odd numerators and denominators,
satisfying inequalities (5.3), was not imposed only by applied technique of the proof of Theorem 5.1. As a matter of
fact, this assumption is a necessary condition for (5.1) to be absolutely stable.
8. Stability conditions for the system composed from two interconnected oscillators
Let the system{
x¨1 + a1x˙ν11 + b1x1 = f1(t,x, x˙),
x¨2 + a2x˙ν22 + b2x2 = f2(t,x, x˙)
(8.1)
be given. Here x1, x2 ∈ R1, x = (x1, x2)∗; a1, a2, b1, b2 are positive constants; ν1  1 and ν2  1 are rationals with
odd numerators and denominators; the functions f1(t,x, x˙) and f2(t,x, x˙) are continuous for t  0, ‖x‖ < Δ, ‖x˙‖ < Δ
(Δ > 0 is a constant), and satisfy the inequalities∣∣f1(t,x, x˙)∣∣ β1(x22 + x˙22)α1/2, ∣∣f2(t,x, x˙)∣∣ β2(x21 + x˙21)α2/2,
where α1, α2, β1, β2 are positive constants. Thus, (8.1) possesses the zero solution.
System (8.1) describes the interaction between two nonlinear oscillators
x¨1 + a1x˙ν11 + b1x1 = 0,
x¨2 + a2x˙ν22 + b2x2 = 0. (8.2)
It is known [6,21] that the zero solutions of isolated Eqs. (8.2) are asymptotically stable. We are looking for the
conditions under which the zero solution of interconnected system (8.1) is also asymptotically stable.
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vi = 1
γi + 1
(
bi
x2i
2
+ x˙
2
i
2
+ ηixνii x˙i
)γi+1
,
where ηi > 0, γi  0, i = 1,2.
On differentiating these functions with respect to (8.1), we get
v˙i |(8.1) =
(
bi
x2i
2
+ x˙
2
i
2
+ ηixνii x˙i
)γi (−ai x˙νi+1i − ηibixνi+1i + ηiνixνi−1i x˙2i − ηiaixνii x˙νii
+ (x˙i + ηixνii )fi(t,x, x˙)), i = 1,2.
For sufficiently small values of Δ, η1, η2, there exist positive numbers cji (i = 1,2, j = 1,2,3,4) such that the
estimations
c1i
(
x2i + x˙2i
)
 bi
x2i
2
+ x˙
2
i
2
+ ηixνii x˙i  c2i
(
x2i + x˙2i
)
,∣∣x˙i + ηixνii ∣∣ c3i(x2i + x˙2i )1/2,
−ai x˙νi+1i − ηibixνi+1i + ηiνixνi−1i x˙2i − ηiaixνii x˙νii −c4i
(
x2i + x˙2i
)(νi+1)/2
are valid for ‖x‖ < Δ, ‖x˙‖ < Δ, i = 1,2.
Let us denote Ωi = (x2i + x˙2i )1/2, i = 1,2. Then we obtain the inequalities
v˙1|(8.1) −c41cγ111Ω2γ1+ν1+11 + β1c31cγ121Ω2γ1+11 Ωα12 ,
v˙2|(8.1) −c42cγ212Ω2γ2+ν2+12 + β2c32cγ222Ω2γ2+12 Ωα21 .
In this case, system (3.1) is of the form⎧⎪⎨⎪⎩
α1
2γ2 + ν2 + 1 
ν1
2γ1 + ν1 + 1 ,
α2
2γ1 + ν1 + 1 
ν2
2γ2 + ν2 + 1 .
(8.3)
If α1α2 > ν1ν2, then one can choose the parameters γ1 and γ2 values for inequalities (8.3) to be strict.
Assume, next, that α1α2 = ν1ν2. Then γ1 and γ2 should satisfy the equality
2γ2 + ν2 + 1 = α1
ν1
(2γ1 + ν1 + 1). (8.4)
Applying Theorem 3.1, we get the validity of the
Theorem 8.1. The zero solution of (8.1) is asymptotically stable if one of the following conditions is fulfilled:
(a) α1α2 > ν1ν2;
(b) α1α2 = ν1ν2 and
c41
β1c31
(
c42
β2c32
) ν1
α2
(
c11
c21
)γ1(c12
c22
) γ2ν1
α2
> 1 (8.5)
with γ1 and γ2 satisfying (8.4).
Remark 8.1. If α1α2 = ν1ν2, then the approximation of the asymptotic stability domain in parameters space, defined
by inequality (8.5), depends on the chosen values of γ1 and γ2. It can be easily shown that to obtain the most precise
approximation, we should take
γ1 = 0, γ2 = (α1 + α1/ν1 − ν2 − 1)/2 if α1 + α1/ν1 − ν2 − 1 0,
γ1 = (α2 + α2/ν2 − ν1 − 1)/2, γ2 = 0 if α1 + α1/ν1 − ν2 − 1 < 0.
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In the present paper, the new form of aggregation of large-scale systems is suggested. This form is a generalization
of those considered in [4,5,16]. In comparison with the known results, the approach suggested is more effective in the
case when the systems investigated are essentially nonlinear. Using this form, new stability conditions for the certain
classes of nonlinear complex systems are obtained.
In particular, the theorem on the stability of large-scale systems by the nonlinear approximation is proved. This
theorem, in general, provides one with the more precise stability conditions than those obtained in [2,10,20,23]. Be-
sides, it is shown that this aggregation form can be used for the stability analysis of equilibrium positions of nonlinear
mechanical systems. Moreover, the criterion of absolute stability for a class of nonlinear systems is established. It
should be noted that this criterion looks similar to that one for the asymptotic stability of autonomous Wazewskij’s
systems [15]. However, in comparison with the results of [15], in the present paper, it has been proved that the only
MO-condition is a sufficient one for the asymptotic stability of the zero solution of (5.1), i.e. the other assumptions
from [15] (concerning the uniqueness of solutions, isolation of the equilibrium position at the origin and nondecrease-
ment of the functions fi(xi)) are redundant.
By the appropriate choice of functions vi(t,xi ) and Ωi(t,xi ), i = 1, . . . ,m, the approach suggested can be extended
to the more wide classes of differential equations systems.
For instance, if the entries of the vectors Hi (xi ) = (Hi1(xi ), . . . ,Hini (xi ))∗ in (4.2) are generally homogeneous
functions [23] of the class (ξi1, . . . , ξini ) and of the orders σi + ξij correspondingly, j = 1, . . . , ni , i = 1, . . . ,m, the
functions Ω1(x1), . . . ,Ωm(xm) should be chosen in the form
Ωi(xi ) =
ni∑
j=1
|xij |1/ξij , i = 1, . . . ,m.
Here xi1, . . . , xini are the entries of the vector xi . In this case, by analogy with the proof of Theorem 4.1, the stability
conditions for large-scale systems by the generally homogeneous approximation can be obtained.
Moreover, the results of this paper can be used for the stability analysis of difference and time-delay systems in
critical cases.
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