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Abstrakt
Metody pro zarovna´n´ı r˚uzny´ch typ˚u bioinformaticky´ch sekvenc´ı jsou kl´ıcˇovou soucˇa´st´ı
vy´zkumu v te´to oblasti. U´lohy jsou cˇasoveˇ velmi na´rocˇne´, a proto ma´ smysl vytvorˇit hard-
warovou platformu pro urychlen´ı teˇchto vy´pocˇt˚u. C´ılem te´to pra´ce je navrzˇen´ı obecne´ ar-
chitektury zalozˇene´ na FPGA technologii, ktera´ doka´zˇe pracovat s neˇkolika r˚uzny´mi druhy
sekvenc´ı. Metody, ktere´ bude navrzˇena´ akceleracˇn´ı karta pouzˇ´ıvat budou prˇedevsˇ´ım dyna-
micke´ algoritmy Needleman-Wunsch a Smith-Waterman.
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Abstract
Methods for aproximate string matching of various sequences used in bioinformatics are
crucial part of development in this branch. Tasks are of very large time complexity and
therefore we want create a hardware platform for acceleration of these computations. Goal
of this work is to design a generalized architecture based on FPGA technology, which can
work with various types of sequences. Designed acceleration card will use especially dynamic
algorithms like Needleman-Wunsch and Smith-Waterman.
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Porovna´va´n´ı rˇeteˇzc˚u je d˚ulezˇite´ v mnoha oborech, zejme´na v bioinformatice jsou aplikace
zalozˇene´ na porovna´n´ı jedn´ım z pil´ıˇr˚u vy´zkumu. Je proto za´sadn´ı mı´t k dispozici co nej-
rychlejˇs´ı a co mozˇna´ nejprˇesneˇjˇs´ı aplikaci pro tyto u´koly. Take´ kv˚uli znacˇne´ rozsa´hlosti
zkoumany´ch dat.
Termı´nem ”porovna´va´n´ı“ v te´to pra´ci nen´ı mysˇleno klasicke´ pojet´ı tohoto termı´nu jako
zjiˇsteˇn´ı shodnosti (de´lky cˇi obsahu) mezi rˇeteˇzci, ale je t´ım mysˇlena mı´ra jejich podob-
nosti, prˇ´ıpadneˇ na´s zaj´ıma´ vymezen´ı oblasti, ve ktere´ jsou si rˇeteˇzce nejv´ıce podobne´.
Porovna´vat lze mezi sebou obecne´ sekvence, zameˇrˇ´ım se vsˇak hlavneˇ na sekvence vysky-
tuj´ıc´ı se v bioinformatice, ktere´ acˇ mohou by´t odliˇsny´ch druh˚u, metody jejich porovna´va´n´ı se
v za´kladu prˇ´ıliˇs neliˇs´ı. Vy´sledk˚u porovna´va´n´ı lze vyuzˇ´ıt prˇi zjiˇst’ova´n´ı struktury a vy´znamu
protein˚u (b´ılkovin), hleda´n´ı gen˚u s urcˇitou funkc´ı cˇi sledova´n´ı evolucˇn´ıho vy´voje.
Pro obecne´ sekvence maj´ı metody porovna´va´n´ı vyuzˇit´ı naprˇ. v textovy´ch databa´z´ıch,
kde mu˚zˇe by´t vznesen pozˇadavek na vyhleda´n´ı podle vzhledem podobny´ch cˇi zkomoleny´ch
kl´ıcˇ˚u. Dalˇs´ı uplatneˇn´ı mohou naj´ıt prˇi automaticke´ korekci text˚u.
Negativn´ı vlastnost´ı pouzˇ´ıvany´ch postup˚u pro porovna´va´n´ı je jejich vysoka´ slozˇitost
(zejme´na cˇasova´), proto existuj´ı jak postupy, ktere´ zpracova´vaj´ı proble´m ”hrubou silou“,
tak r˚uzne´ heuristicke´ metody pro urychlen´ı vy´pocˇtu. V pra´ci budou zpracova´ny ty prvn´ı





V te´to kapitole budou prˇedstaveny r˚uzne´ typy biologicky´ch sekvenc´ı, pro ktere´ se prova´d´ı
porovna´va´n´ı.
2.1.1 DNA/RNA
DNA je velmi slozˇita´ molekula, ktera´ nese genetickou informaci u zˇivy´ch organismu˚.
Struktura´lneˇ ma´ tvar pravotocˇive´ dvousˇroubovice. Skla´da´ se ze dvou sekvenc´ı nukleotid˚u,
ktere´ jsou spojeny vod´ıkovy´mi mu˚stky. Sekvence jsou v˚ucˇi sobeˇ anti-paralelneˇ sva´za´ny a ob-
sahuj´ı navza´jem komplementa´rn´ı informace (aby mohla by´t posloupnost nukleotid˚u nazva´na
”sekvenc´ı“ mus´ı mı´t de´lku alesponˇ 4).
Jednotlive´ nukleotidy se skla´daj´ı ze trˇ´ı slozˇek: fosfa´tu, deoxyribo´zy a nukleove´ ba´ze.
Pra´veˇ nukleove´ ba´ze jsou nositeli informace, a proto zaj´ımave´ pro aplikaci porovna´va´n´ı.
V DNA se v r˚uzny´ch kombinac´ıch vyskytuj´ı dveˇ skupiny ba´z´ı: purinove´ (adenin – A, guanin
– G) a pyrimidinove´ (thymin – T, cytosin – C). Mezi dveˇma vla´kny jsou vzˇdy spojeny
komplementa´rn´ı dvojice ba´z´ı: A–T, T–A cˇi C–G, G–C (dveˇma nebo trˇemi vod´ıkovy´mi
vazbami).
Geneticka´ informace obsazˇena´ v sekvenci je zapsana´ naprˇ. ...AATGCATGC ...
RNA je jako DNA nukleovou kyselinou, avsˇak s neˇkolika rozd´ıly. Prvn´ım je prˇ´ıtomnost
hydroxylovy´ch skupin, ktere´ cˇin´ı molekulu me´neˇ stabiln´ı. Nukleova´ ba´ze thymin je zde na-
hrazena uracilem – U. Ohledneˇ struktury, RNA netvorˇ´ı jako DNA velmi dlouhou dvousˇroubovici,
ale sp´ıˇse kratsˇ´ı jednoduche´ vla´kna. Jej´ı hlavn´ı funkc´ı je mimo jine´ okop´ırova´n´ı geneticke´
informace (genu) z DNA a fyzicky ji prˇene´st do mı´sta, kde po te´ dojde k jej´ımu prˇelozˇen´ı
na vy´sledny´ protein. Trˇ´ıda RNA, pomoc´ı ktere´ se realizuje tento prˇenos se oznacˇuje mRNA
(Messenger RNA).
DNA rˇeteˇzec (z prˇ´ıkladu vy´sˇe) by se v mRNA prˇenesl jako UUACGUACG (d´ıky komple-
menta´rnosti dvojic ba´z´ı a za´meˇneˇ thyminu na uracil).
2.1.2 Proteiny
(=b´ılkoviny) jsou vysoce slozˇite´ la´tky sesta´vaj´ıc´ı se z posloupnosti aminokyselin. Jsou pod-
statou (za´kladn´ı stavebn´ı la´tkou) vsˇech zˇivy´ch organismu˚. I jednoduchy´ protein obsahuje
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kolem 100 aminokyselin. Prima´rn´ı struktura proteinu je da´na porˇad´ım aminokyselin v pro-
teinove´m rˇeteˇzci.
Mezi zna´me´ proteiny zarˇazuji naprˇ. kolagen, kasein, hemoglobin, albumin, lepek . . .Mezi
trˇ´ıdu protein˚u patrˇ´ı i enzymy, hormony a imunoglobuliny. U neˇkolika vy´znacˇny´ch z nich
bylo uzˇ zjiˇsteˇno dokonce prˇesne´ slozˇen´ı.
Aminokyseliny. Celkem existuje 20 r˚uzny´ch aminokyselin (teˇchto 20 je jen specia´ln´ı
podtrˇ´ıdou vsˇech mozˇny´ch aminokyselin) a vsˇechny proteiny jsou jejich kombinac´ı. Molekuly
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Tabulka 2.1: Prˇehled aminokyselin
2.1.3 Triplety
Geneticky´ ko´d prˇedstavuje soubor pravidel, podle ktery´ch se geneticka´ informace ulozˇena´
v DNA (respektive RNA) prˇeva´d´ı na sekvenci aminokyselin (proteinovou strukturu). Kazˇda´
aminokyselina je pomoc´ı tohoto ko´du vyja´drˇena jako trojice (triplet) nukleovy´ch ba´z´ı DNA.
Triplety jsou te´zˇ nazy´va´ny RNA kodo´ny (angl. codons).
Existuj´ı 4 r˚uzne´ nukleove´ ba´ze, je celkem 43 = 64 kodo´n˚u. Jelikozˇ vsˇak uvazˇujeme pouze
20 r˚uzny´ch aminokyselin, rˇ´ıka´me zˇe geneticky´ ko´d je ”degenerovany´“ ⇒ z vytvorˇene´ho
proteinu nelze zpeˇtneˇ (jednoznacˇneˇ) z´ıskat p˚uvodn´ı podobu genu.
Pomoc´ı aminokyselin mu˚zˇeme vyja´drˇit sekvenci UUACGUACG jako: Leu/L Arg/R Thr/T
V tabulce je kromeˇ 20-ti standardn´ıch aminokyselin jesˇteˇ videˇt specia´ln´ı sekvence, tzv.
”stopkodo´ny“ (UAG, UGA a UAA). Slouzˇ´ı jako termina´ln´ı symboly sekvence.
5
2.pozice
U C A G
U UUU Phe/F UCU Ser/S UAU Tyr/Y UGU Cys/C
UUC Phe/F UCC Ser/S UAC Tyr/Y UGC Cys/C
UUA Leu/L UCA Ser/S UAA Ochre Stop UGA Opal Stop
UUG Leu/L Start UCG Ser/S UAG Amber Stop UGG Trp/W
C CUU Leu/L CCU Pro/P CAU His/H CGU Arg/R
CUC Leu/L CCC Pro/P CAC His/H CGC Arg/R
CUA Leu/L CCA Pro/P CAA Gln/Q CGA Arg/R
1. CUG Leu/L Start CCG Pro/P CAG Gln/Q CGG Arg/R
pozice A AUU Ile/I Start ACU Thr/T AAU Asn/N AGU Ser/S
AUC Ile/I ACC Thr/T AAC Asn/N AGC Ser/S
AUA Ile/I ACA Thr/T AAA Lys/K AGA Arg/R
AUG Met/M Start ACG Thr/T AAG Lys/K AGG Arg/R
G GUU Val/V GCU Ala/A GAU Asp/D GGU Gly/G
GUC Val/V GCC Ala/A GAC Asp/D GGC Gly/G
GUA Val/V GCA Ala/A GAA Glu/E GGA Gly/G
GUG Val/V Start GCG Ala/A GAG Glu/E GGG Gly/G
Tabulka 2.2: Prˇehled kodo´n˚u a jejich mapova´n´ı na aminokyseliny
Neˇktere´ aminokyseliny maj´ı jesˇteˇ dalˇs´ı funkci jako ”startkodo´ny“, ty naopak sekvenci
zahajuj´ı.
2.2 U´vod k vy´pocˇetn´ım metoda´m
V te´to kapitole budou rozvedeny neˇktere´ obecne´ termı´ny, ktere´ jsou v dalˇs´ı pra´ci zmı´neˇny.
2.2.1 Dynamicke´ programova´n´ı
veˇtsˇina prˇedstaveny´ch algoritmu˚ vyuzˇ´ıva´ metody ”dynamicke´ho programova´n´ı“. Je to pro-
gramovac´ı technika, ktera´ rˇesˇ´ı slozˇity´ proble´m rekurzivn´ım rozkla´da´n´ım na podproble´my
azˇ dokud je nelze vyrˇesˇit optima´lneˇ. Z teˇchto d´ılcˇ´ıch rˇesˇen´ı se pote´ slozˇ´ı celkovy´ vy´sledek.
Typicke´ proble´my, rˇesˇene´ touto technikou, jsou mimo jine´ ”proble´m batohu“ cˇi neˇktere´
grafove´ a optimalizacˇn´ı u´lohy.
2.2.2 Systolicke´ pole
je to specia´ln´ı architektura, ktera´ se sesta´va´ z velke´ho mnozˇstv´ı vy´pocˇetn´ıch jednotek spo-
jeny´ch do jedne´ velke´ struktury. Tato mu˚zˇe mı´t naprˇ. tvar linea´rn´ıho nebo dvourozmeˇrne´ho
pole. Existuj´ı vsˇak i sestaven´ı do hexagona´ln´ı struktury. Tato je zaj´ımava´ t´ım, zˇe je mozˇne´ ji
mapovat jako linea´rn´ı strukturu, do ktere´ data vstupuj´ı z protilehly´ch cˇa´st´ı (bidirectional).
Schematicke´ ilustrace jsou videˇt na obra´zku 2.1.
Systolicke´ algoritmy, ktere´ na teˇchto architektura´ch pracuj´ı jsou velice efektivn´ı d´ıky
masivn´ımu paralelismu a takte´zˇ d´ıky tomu, zˇe mezi bloky nen´ı potrˇeba vza´jemna´ komu-
nikace. Vy´pocˇetn´ı jednotka pouze zpracuje prˇedana´ data a posˇle je svy´m soused˚um. Tyto
algoritmy maj´ı dveˇ hlavn´ı cˇa´sti: definice vy´pocˇtu (zahrnuj´ıc´ı loka´ln´ı operace nad prˇedany´mi
6
Obra´zek 2.1: Ru˚zne´ typy systolicky´ch struktur
A T C G
A 1 0 0 0
T 0 1 0 0
C 0 0 1 0
G 0 0 0 1
Tabulka 2.3: Matice identity
daty) a definice datove´ho toku mezi jednotkami. Typicke´ u´lohy, na kde se tohoto sche´matu
vyuzˇ´ıva´ jsou naprˇ. maticove´ operace (na´soben´ı matic), rˇeteˇzcove´ operace a trˇeba LZ kom-
prese dat. Jsou publikova´ny pra´ce i na konstrukci obecny´ch na´sobicˇek. Jak bude uka´za´no
pozdeˇji systolicka´ architektura je vhodna´ pro u´lohy porovna´va´n´ı rˇeteˇzc˚u.
2.2.3 Porovna´vac´ı matice
Porovna´vac´ı matice, nebo te´zˇ ”substitucˇn´ı“ cˇi ”sko´rovac´ı“, jsou cˇastou implementac´ı po-
rovna´vac´ıch funkc´ı pro jednotlive´ znaky. Porovna´vac´ı funkce slouzˇ´ı k ohodnocen´ı shod-
nosti nebo za´meˇny (tzv. mutace) dvou vstupn´ıch znak˚u. Pouzˇ´ıvaj´ı se, kdyzˇ uzˇ se algo-
ritmus porovna´va´n´ı rˇeteˇzc˚u nespokoj´ı s obycˇejny´m testem shodnosti vstupn´ıch znak˚u.
V bioinformaticky´ch rˇeteˇzc´ıch je obvykle´, zˇe jednotlive´ mutace se vyskytuj´ı s r˚uzny´mi
pravdeˇpodobnostmi a toto by´va´ ve slozˇiteˇjˇs´ıch matic´ıch promı´tnuto. Dalˇs´ım hlediskem,
ktere´ prˇi konstrukci matic hraj´ı roli je rozsah vstupn´ı abecedy. Dveˇ hlavn´ı pouzˇ´ıvane´ abe-
cedy DNA a proteiny maj´ı 4, respektive 20 znak˚u. Pokud se sestav´ı kompletn´ı tabulka pro
vsˇechny kombinace znak˚u, budou mı´t matice 16 a 400 pol´ı, cozˇ je velky´ rozd´ıl v rozsahu.
Jejich pouzˇit´ı je znevy´hodneˇno vysˇsˇ´ı slozˇitost´ı a spotrˇebou syste´movy´ch prostrˇedk˚u
(hradla v hardwaru, pameˇt’ v softwaru). Matice mohou by´t implementova´ny bud’to jako
”pevne´“ (tzn. hodnoty v matici jsou trvale nastaveny), nebo uzˇivatelsky nastavitelne´ (to
prˇina´sˇ´ı dalˇs´ı na´roky na design syste´mu).
Nejjednodusˇsˇ´ı je ”matice identity“ 2.3, ktera´ shodu znak˚u ocenˇuje jedn´ım bodem, a ne-
shodnost nulou. Matici v te´to podobeˇ nema´ vy´znam implementovat - realizuje se jednodusˇe
”testem na shodnost“ s fixn´ım ohodnocen´ım.
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A C G T
A 2 0 -2 -3
C 0 1 -1 -1
G -2 -1 3 -2
T -3 -1 -2 2
Tabulka 2.4: Prˇ´ıklad matice podobnosti: asymetricka´
A T C G
A 1 -5 -5 -1
T -5 1 -1 -5
C -5 -1 1 -5
G -1 -5 -5 1
Tabulka 2.5: Prˇ´ıklad matice podobnosti: symetricka´
Hodnoty v matici se vhodneˇ nastav´ı v za´vislosti na prova´deˇne´ u´loze. Existuj´ı tak jak ma-
tice symetricke´ (naprˇ. porovna´n´ı znak˚u A s T da´va´ stejny´ vy´sledek jako opacˇna´ kombinace,
tedy T s A) tak asymetricke´ (za´lezˇ´ı na porˇad´ı porovna´vany´ch znak˚u, T → G 6= G → T ).
Ilustrace obou typ˚u jsou k videˇn´ı v tabulka´ch 2.4 a 2.5. Pro vyuzˇit´ı v praxi jsou mnohem
vy´hodneˇjˇs´ı symetricke´ matice, kv˚uli sve´ te´meˇrˇ polovicˇn´ı u´sporˇe prostoru. Nen´ı to prˇesna´
polovina, nebot’ hodnoty na diagona´le z˚usta´vaj´ı soucˇa´st´ı matice (ale lze ji odstranit za
prˇedpokladu, zˇe shodnost znak˚u bude zpracova´va´na oddeˇleneˇ, nebo bude shodnost ohod-
nocena konstantn´ı hodnotou pro vsˇechny znaky). U plny´ch proteinovy´ch matic tak lze
usporˇit azˇ 190 pameˇt’ovy´ch mı´st.
Prˇ´ıpadne´ u´spory na syste´movy´ch prostrˇedc´ıch prˇi pouzˇit´ı matic podobnosti by se dalo
dosa´hnout seskupen´ım znak˚u do skupin a matice by obsahovala ohodnocen´ı ne pro jednot-
live´ znaky, ale ohodnocen´ı pro celou skupinu. Pro DNA sekvence by se nab´ızela varianta




Tabulka 2.6: Upravena´ matice podobnosti pro skupiny vstupn´ıch znak˚u
Slozˇity´m matic´ım se rˇ´ıka´ ”parametrizovane´“. Jsou vyuzˇ´ıva´ny hlavneˇ pro proteinove´
rˇeteˇzce a jsou obvykle sestaveny pro urcˇite´ charakteristicke´ u´lohy, i kdyzˇ existuj´ı i v´ıce
univerza´ln´ı univerza´ln´ı typy.
Za´kladem pro jejich sestaven´ı je databa´ze rˇeteˇzc˚u. Pote´ se sleduje, jak cˇasto se v nich vy-
skytuj´ı mezi jednotlivy´mi znaky za´meˇny. Tyto jsou potom promı´tnuty do matice. Vy´sledek
mu˚zˇe by´t reprezentova´n i desetinny´mi cˇ´ısly, cozˇ nen´ı pro hardwarove´ rˇesˇen´ı idea´ln´ı a proto
se prˇeva´d´ı na celocˇ´ıselne´.
Existuj´ı dveˇ hlavn´ı trˇ´ıdy parametrizovany´ch matic:
• PAM — Jsou zalozˇeny na globa´ln´ım porovna´va´n´ı navza´jem podobny´ch proteinovy´ch
sekvenc´ı. PAM1 je matice postavena´ na srovna´n´ıch sekvenc´ı liˇs´ıc´ıch se o 1%. Vysˇsˇ´ı
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rˇa´dy PAM jsou odvozeny od PAM1. Cˇasto se vyskytuj´ı typy PAM100, PAM120 a
PAM250.
• BLOSUM — Tyto jsou sva´za´ny s loka´ln´ım porovna´va´n´ım. Vy´znacˇne´ jsou naprˇ. BLO-
SUM45, BLOSUM62, BLOSUM80. BLOSUM45 znamena´, zˇe byla vypocˇ´ıtana´ ze sek-
venc´ı neliˇs´ıc´ıch se v´ıce nezˇ o 45%. Z toho vyply´va´, zˇe pro porovna´va´n´ı velmi podobny´ch
sekvenc´ı se v´ıce hod´ı BLOSUM80.
2.3 Metody porovna´va´n´ı rˇeteˇzc˚u
Acˇkoliv jsou rˇeteˇzce popsane´ v prˇedchoz´ım odd´ılu odliˇsne´ co do vzhledu a jejich vy´znamu,
mohou by´t reprezentova´ny stejny´m zp˚usobem a t´ım pa´dem algoritmicky zpracova´va´ny teˇmi
samy´mi metodami (jen s drobny´mi zmeˇnami). Na vsˇech typech se d´ıky evolucˇn´ımu vlivu





Kazˇda´ takova´ modifikace rˇeteˇzce ma´ svou pravdeˇpodobnost vy´skytu a podle n´ı je j´ı prˇiˇrazena
urcˇita´ hodnota penalizace. Podstatou procesu porovna´n´ı je naj´ıt takovou sekvenci ope-
rac´ı (vlozˇen´ı, smaza´n´ı, mutace) aplikovany´ch na porovna´vany´ rˇeteˇzec, prˇi ktere´ z´ıska´me
druhy´. Pokud takova´ sekvence nen´ı jedna (a prˇi porovna´va´n´ı dlouhy´ch rˇeteˇzc˚u je jich velmi
mnoho), zaj´ıma´ na´s ta nejoptima´lneˇjˇs´ı z nich - celkove´ sko´re, dane´ souhrnem vsˇech pe-
nalizac´ı a bonus˚u za shodne´ cˇa´sti je nejprˇ´ızniveˇjˇs´ı. Spolecˇne´ sekvenci se rˇ´ıka´ ”zarovna´n´ı“
(alignment). Zarovna´n´ı se hleda´ bud’to na spolecˇny´ch podrˇeteˇzc´ıch, nebo na cele´ jejich de´lce.
Jako vy´sledek cˇasto postacˇ´ı i jen sko´re porovna´n´ı.
Existuje mnoho metod pro porovna´va´n´ı od jednoduchy´ch azˇ po sofistikovane´. Mezi
za´kladn´ı (a jednodusˇsˇ´ı) mu˚zˇeme zarˇadit naprˇ. Levenshteinovu vzda´lenost cˇ´ı Hammingovu
vzda´lenost. Tyto se ovsˇem prˇ´ıliˇs nehod´ı pro pouzˇit´ı v bioinformatice (avsˇak budou da´le
popsa´ny, nebot’ usnadn´ı pochopen´ı slozˇiteˇjˇs´ıch metod) a v te´to oblasti se vyuzˇ´ıvaj´ı hlavneˇ
postupy porovna´va´n´ı, ktere´ le´pe zohlednˇuj´ı jevy jako je vkla´da´n´ı nebo maza´n´ı znak˚u ze
sekvenc´ı. Budizˇ zde nazy´va´ny ”algoritmy pro porovna´n´ı s mezerami“.
Pozn. Ru˚zne´ metody budou demonstrova´ny na velmi kra´tky´ch dvojic´ıch DNA sekvenc´ı:
AATCTATA a AAGATA, prˇ´ıpadneˇ GCGA a CGGC.
2.3.1 Zarovna´va´n´ı bez mezer
Prˇi tomto postupu se oba dva rˇeteˇzce zarovna´vaj´ı jako celek (nesmı´ by´t nikterak ”roztrzˇeny“
na v´ıce cˇa´st´ı). Do celkove´ho sko´re se promı´ta´ pouze to, jestli si pra´veˇ porovna´vane´ znaky
z obou rˇeteˇzc˚u odpov´ıdaj´ı, cˇi nikoliv. Celkove´ sko´re pro zarovna´n´ı sekvenc´ı str1 a str2 je





sko´re shody, pokud str1i = str2i
sko´re neshody, pokud str1i 6= str2i (2.1)
kde n je de´lka te´ delˇs´ı ze sekvenc´ı str1 a str2. Sko´re shody a sko´re neshody mohou by´t
zvolene´ konstantn´ı hodnoty, nebo jsou definova´ny matic´ı, tzv. ”matic´ı podobnosti“.
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Tabulka 2.7: Levenshteinova vzda´lenost: inicializovana´ matice
Zde je uveden prˇ´ıklad vsˇech mozˇny´ch zarovna´n´ı demonstracˇn´ıch rˇeteˇzc˚u metodou ”bez
mezer“. Pro ohodnocen´ı byla pouzˇita matice 2.4 (s t´ım. zˇe prˇi porovna´n´ı znaku s pra´zdny´m




2 + 2− 2 + 0 + 2 + 2 + 0 + 0 = 6
0 + 2− 3 + 0− 3− 3− 3 + 0 = −10
0 + 0− 3 + 0− 2 + 2 + 2 + 2 = 1
(2.2)
Hammingova vzda´lenost
Velmi jednoduchy´ postup porovna´va´n´ı, ktery´ se aplikuje pouze na shodneˇ dlouhe´ rˇeteˇzce.
Vy´sledkem algoritmu je sko´re, ktere´ uda´va´ minima´ln´ı pocˇet za´meˇn znak˚u, ktere´ jsou potrˇeba
pro prˇeveden´ı z jednoho rˇeteˇzce na druhy´.
Uzˇ podmı´nka na stejnou de´lku vstupn´ıch rˇeteˇzc˚u ho tak vylucˇuje z pouzˇit´ı v bioinfor-
matice.
Levenshteinova vzda´lenost
Nebo te´zˇ ”editacˇn´ı vzda´lenost“. Je to algoritmus porovna´va´n´ı dvou rˇeteˇzc˚u, kde sko´re po-
rovna´n´ı je da´no minima´ln´ım pocˇtem operac´ı potrˇebny´ch pro prˇeveden´ı jednoho rˇeteˇzce
na druhy´. Mezi povolene´ operace patrˇ´ı vlozˇen´ı znaku, smaza´n´ı znaku cˇi jeho za´meˇna za
jiny´. Pokud je sko´re rovne´ nule, pak jsou oba rˇeteˇzce shodne´. Jde v podstateˇ o zobecneˇn´ı
Hammingovy vzda´lenosti.
Meˇjme matici A o velikostech (m + 1) × (n + 1). Vertika´ln´ı indexy je indexova´n jeden
z rˇeteˇzc˚u, horizonta´ln´ımi druhy´. Vzˇdy ale azˇ od pozice 1 (de´lka rˇeteˇzc˚u je m a n). Nulty´
rˇa´dek poprˇ. sloupec je vyhrazen pro inicializacˇn´ı hodnoty.
Da´le se cˇinnost algoritmu rˇ´ıd´ı na´sleduj´ıc´ım vztahem:
Am,n = minimum

Am−1,n + 1 //smaza´n´ı
Am,n−1 + 1 //vlozˇen´ı
Am−1,n−1 +
{
1 pokud str1m 6= str2n
0 pokud str1m = str2n
//za´meˇna
(2.3)
Postupneˇ (to jest rˇa´dek po rˇa´dku) se procha´z´ı tabulka a vyplnˇuj´ı se hodnoty podle
vzorce 2.3. Vy´sledkem je tabulka 2.8.
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A A T C T A T A
0 1 2 3 4 5 6 7 8
A 1 0 1 2 3 4 5 6 7
A 2 1 0 1 2 3 4 5 6
G 3 2 1 1 2 3 4 5 6
A 4 3 2 2 2 3 3 4 5
T 5 4 3 2 3 2 3 3 4
A 6 5 4 3 3 3 2 3 3
Tabulka 2.8: Levenshteinova vzda´lenost: vyplneˇna´ tabulka
A A T C T A T A
0 1 2 3 4 5 6 7 8
A 1 0 1 2 3 4 5 6 7
A 2 1 0QQk 1 2 3 4 5 6
G 3 2 1 1QQk 2ﬀ 3ﬀ 4 5 6
A 4 3 2 2 2 3 3QQk 4 5
T 5 4 3 2 3 2 3 3QQk 4
A 6 5 4 3 3 3 2 3 3QQk
Tabulka 2.9: Levenshteinova vzda´lenost: zarovna´n´ı
Cˇ´ıslo v prave´m doln´ım rohu rˇ´ıka´, zˇe rˇeteˇzce mezi sebou mu˚zˇeme prˇeve´st za pomoci
trˇ´ı operac´ı. Chceme-li dodatecˇneˇ veˇdeˇt, jake´ jsou to operace, mus´ıme proj´ıt tzv. ”zpeˇtnou
cestou“ na zacˇa´tek (do leve´ho horn´ıho rohu). K tomu je potrˇeba si v pr˚ubeˇhu vy´pocˇtu
u kazˇde´ bunˇky uchova´vat stav, ze ktere´ prˇedchoz´ı (leve´, horn´ı, leve´ horn´ı) bunˇky jsme
dostali vy´sledek. Pote´ mu˚zˇeme proj´ıt cestou a prˇitom sestavit posloupnost operac´ı.
V tabulce 2.9 je uvedena jedna z nich. V tomto prˇ´ıpadeˇ jsou max. 3 mozˇne´ (s t´ımto
ohodnocen´ım). z cest:
Seznam odpov´ıdaj´ıc´ıch operac´ı prˇi prˇevodu AATCTATA na AAGATA:
1. za´meˇna T → G
2. smaza´n´ı C
3. smaza´n´ı T
2.3.2 Zarovna´n´ı s mezerami
Mezery (anglicky ”gaps“) v sekvenc´ıch na´m umozˇnˇuj´ı rozdeˇlit sekvence na v´ıce cˇa´st´ı. Dı´ky
tomu mu˚zˇeme simulovat vlozˇen´ı nebo smaza´n´ı znaku ze sekvence. Tato rodina algoritmu˚
uzˇ je slozˇiteˇjˇs´ı.
Mezera se ve vy´pisu zarovna´n´ı oznacˇuje pomlcˇkou. Z pohledu jednoho rˇeteˇzce pomlcˇka
znamena´ smaza´n´ı, z pohledu druhe´ho prˇedstavuje toto mı´sto naopak vlozˇen´ı prˇ´ıslusˇne´ho
znaku. Proto se cˇasto prˇi porovna´va´n´ı podobneˇ dlouhy´ch rˇeteˇzc˚u neliˇs´ı penalizace za vlozˇen´ı
a smaza´n´ı.
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V na´sleduj´ıc´ım prˇ´ıkladeˇ mu˚zˇe v rˇeteˇzci doj´ıt celkem k 28-mi r˚uzny´m pozic´ım mezer,









pokuta mezery, pokud str1i = ’–’ nebo str2i = ’–’
sko´re shody, pokud nen´ı mezera a str1i = str2i
sko´re neshody, pokud nen´ı mezera a str1i 6= str2i
(2.5)
kde n je de´lka te´ delˇs´ı ze sekvenc´ı str1 a str2.
Pro prˇ´ıklad 2.4 uvedeny´ vy´sˇe si zvol´ıme konstanty: 2 pro shodu, 0 pro neshodu a -1 pro
smaza´n´ı cˇi vlozˇen´ı. Jednotliva´ sko´re budou vypadat jak ukazuje rovnice 2.6.
2 + 2 + 0− 1 + 0 + 0− 1 + 2 = 4
2 + 2− 1 + 0− 1 + 2 + 2 + 2 = 8
2 + 2− 1− 1 + 0 + 2 + 2 + 2 = 8
(2.6)
Tento postup ohodnocen´ı vsˇak nebere ohledy na skutecˇnou pravdeˇpodobnost, se kterou
se mezery vyskytuj´ı v rea´lne´m sveˇteˇ. Mezery totizˇ maj´ı tendenci se slucˇovat do delˇs´ıch
skupin, nezˇ se vyskytovat oddeˇleneˇ. Pokud je tento fakt vztazˇen k uvedeny´m prˇ´ıklad˚um,
pak z bioinformaticke´ho hlediska je 2. zarovna´n´ı mnohem nepravdeˇpodobneˇjˇs´ı nezˇ 1. a
3. prˇ´ıpad, v nichzˇ jsou mezery sloucˇeny do jedne´ delˇs´ı sekvence. Tento poznatek je te´zˇ
potrˇeba zohlednit v algoritmu. Byly proto vyvinuty komplexneˇjˇs´ı verze jezˇ budou uvedeny
v na´sleduj´ıc´ıch cˇa´stech.
2.3.3 Globa´ln´ı
Globa´ln´ı metoda znamena´, zˇe rˇeteˇzce se mezi sebou porovna´vaj´ı po cele´ jejich de´lce, z jed-
noho konce na druhy´ (end to end). Pro delˇs´ı porovna´vane´ rˇeteˇzce uzˇ nelze hrubou silou
zkousˇet vsˇechny mozˇne´ pozice mezer k nalezen´ı optima´ln´ıho sko´re (zarovna´n´ı). Meˇjme trˇeba
strˇedneˇ dlouhy´ rˇeteˇzec o 100 znac´ıch. Bude-li druhy´ rˇeteˇzec mı´t 98 znak˚u, mozˇnost´ı kam
umı´stit mezery bude 4950. Pokud vsˇak bude mı´t 95 znak˚u, ra´zem ma´me asi 55 milio´n˚u
mozˇnost´ı. Takovy´ rozsah u´lohy uzˇ je cˇasoveˇ neu´nosny´. Hlavn´ım prˇedstavitelem je metoda
Needleman-Wunsch.
Needleman-Wunsch algoritmus
Je to dynamicky´ algoritmus pocha´zej´ıc´ı ze 70. let, ktery´ garantuje nalezen´ı zarovna´n´ı s ma-
xima´ln´ım sko´re (pro aktua´ln´ı nastavena´ pravidla) v rozumne´m cˇase. Take´ pouzˇ´ıva´, jako
prˇedchoz´ı metody, pro vy´pocˇet dvourozmeˇrne´ho pole.
Na prˇedpise 2.8 je videˇt rekurzivn´ı pojet´ı algoritmu jako dynamicke´ metody.
S0,n = d ∗ n;
Sm,0 = d ∗m;
Sm,n = max(Am−1,n−1 + f(str1m,str2n), Am,n−1 + d,Am−1,n + d)
(2.7)
kde d prˇedstavuje penalizaci za mezeru a f(x,y) je sko´re z porovna´n´ı znak˚u v substitucˇn´ı
matici. Tento prˇedpis ale pracuje jen s jednoduchy´mi penalizacemi mezer.
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Tabulka 2.10: Needleman-Wunsch: inicializovana´ tabulka
Pokud se prˇep´ıˇse na sekvencˇn´ı, je obecny´ prˇedpis:
Sm,n = maximum

Sm−1,n − fmezera //smaza´n´ı
Sm,n−1 − fmezera //vlozˇen´ı
Sm−1,n−1 + fsubst(str1m, str2n) //porovna´n´ı znak˚u
(2.8)
kde fsubst(str1m, str2n) Prˇedstavuje funkce realizovanou substitucˇn´ı matic´ı. Vı´ce v cˇa´sti
2.2.3.
Pomoc´ı mezerove´ funkce fmezera se inicializuj´ı nulty´ sloupec a rˇa´dek porovna´vac´ı ta-
bulky. By´va´ definova´na r˚uzneˇ. Nejcˇasteˇji jako jednoducha´ fi = i ∗ p. Tedy vy´sˇe penalizace
za prˇida´n´ı mezery je po cele´ jej´ı de´lce shodna´.
Funkce ktera´ bere veˇtsˇ´ı ohledy na evolucˇn´ı hledisko mu˚zˇe vypadat:
fmezera =
{
pinit pokud de´lka mezery = 0
p ∗ de´lka mezery pokud jinak (2.9)
Mezerova´ funkce potrˇebuje v tomto prˇ´ıpadeˇ pro svou cˇinnost zada´n´ı dvou konstant —
pokutu za otevrˇen´ı mezery a pokutu za prˇida´n´ı znaku do mezery, prˇicˇemzˇ by meˇlo platit
|pinit| > |p|. Podobna´ pravidla se daj´ı aplikovat nejenom na otevrˇen´ı mezery, ale i jej´ı
uzavrˇen´ı.
Algoritmus pracuje na´sleduj´ıc´ım zp˚usobem: Nejprve se inicializuje tabulka 2.10 mezero-
vou funkc´ı (jednoducha´ verze s penalizac´ı -1 za vlozˇen´ı mezery). Postupneˇ se podle vzorce
2.8 vypln´ı pol´ıcˇka v tabulce 2.11 (pro porovna´n´ı znak˚u pouzˇita matice identity 2.3). Kazˇda´
bunˇka si pamatuje, ze ktere´ sousedn´ı bunˇky prˇevzala (a upravila) hodnotu. Vy´sledne´ sko´re
2 se nacha´z´ı v prave´m doln´ım rohu.
V posledn´ı (nepovinne´) fa´zi vy´pocˇtu se prova´d´ı ”zpeˇtna´ cesta“ skrze vyplneˇne´ pole, aby
se z´ıskalo ”graficke´ zarovna´n´ı“. Cesta nemus´ı by´t jen jedna — pokud je ale pozˇadova´no
zobrazen´ı v´ıce prˇ´ıpadny´ch zarovna´n´ı, mus´ı si algoritmus v kazˇde´m pol´ıcˇku pro pozdeˇjˇs´ı
zpeˇtny´ pr˚uchod ukla´dat ne jednu, ale idea´lneˇ vsˇechny smeˇry pol´ıcˇek, ze ktery´ch z´ıskala svou
hodnotu. Vı´ce smeˇr˚u se ukla´da´ pouze v prˇ´ıpadeˇ, zˇe neˇktere´ hodnoty (po prˇicˇten´ı penali-
zac´ı a bonus˚u) jezˇ pol´ıcˇko z´ıska´va´ od soused˚u jsou shodne´. To znamena´ zˇe kazˇde´ pol´ıcˇko
mu˚zˇe ulozˇit maxima´lneˇ 3 smeˇry. Prakticky se ale nevyskytuj´ı hardwarove´ implementace
umozˇnˇuj´ıc´ı prˇecˇten´ı vsˇech zarovna´n´ı. Zpeˇtne´ procha´zen´ı tabulkou zvysˇuje de´lku prova´deˇn´ı
na dvojna´sobek, nezˇ pouhe´ zjiˇsteˇn´ı sko´re, proto je volitelne´ (prˇi porovna´n´ı mnoha rˇeteˇzc˚u
se spokoj´ıme s vy´sledkem sko´re a pokud je ohodnocen´ı dostatecˇneˇ dobre´, vyzˇa´da´ se i cele´
zarovna´n´ı). Zarovna´n´ı se takte´zˇ beˇzˇneˇ nenacˇ´ıta´ pro velmi dlouhe´ sekvence (rˇa´doveˇ tis´ıce
znak˚u), ale pro kratsˇ´ı, kdy je urcˇeno pro grafickou reprezentaci vy´sledku.
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A C T C G
0 -1 -2 -3 -4 -5
A -1 1 0 -1 -2 -3
C -2 0 2 1 0 -1
A -3 -1 1 2 1 0
G -4 -2 0 1 2 2
T -5 -3 -1 1 1 2
A -6 -4 -2 0 1 1
G -7 -5 -3 -1 0 2
Tabulka 2.11: Needleman-Wunsch: vyplneˇna´ tabulka
A C T C G
0 -1 -2 -3 -4 -5
A -1 1QQk 0 -1 -2 -3
C -2 0 2QQk 1 0 -1
A -3 -1 1 6 2 1 0
G -4 -2 0 6 1 2 2
T -5 -3 -1 1QQk 1 2
A -6 -4 -2 0 1QQk 1
G -7 -5 -3 -1 0 2QQk
Tabulka 2.12: Needleman-Wunsch: zarovna´n´ı
Podle vybrane´ cesty z tabulky 2.12 se sestav´ı zarovna´n´ı obou sekvenc´ı. Smeˇr cesty
nahoru znamena´ pro rˇeteˇzec lezˇ´ıc´ı vodorovneˇ smaza´n´ı znaku, pohyb doleva vlozˇen´ı znaku





Loka´ln´ı porovna´va´n´ı je proces, ktery´ hleda´ mezi dveˇma sekvencemi jejich nejlepsˇ´ı spolecˇne´
podrˇeteˇzce. Nejsou to nutneˇ identicke´ podrˇeteˇzce (i ony mohou by´t rozdeˇleny mezerami).
Smith-Waterman algoritmus
Dynamicky´ algoritmus, vznikly´ v 80. letech. Tento algoritmus je v mnohe´m podobny´, v po-
sloupnosti prova´deˇny´ch krok˚u je stejny´, avsˇak v bioinformaticke´ praxi je vy´znamneˇjˇs´ı nezˇ
Needleman-Wunsch. Vı´ce hod´ı pro typickou aplikaci, kdy je ma´me pomeˇrneˇ kra´tkou sek-
venci (tzv. dotazovac´ı rˇeteˇzec) a potom velmi rozsa´hlou databa´zi bioinformaticky´ch dat.
Proble´m zn´ı: ”Nacha´z´ı se v databa´zi na´sˇ kra´tky´ vzorek (respektive bl´ızky´ vzorek)?“ Rˇ´ıd´ı se
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A A C C T A T A G C T
0 0 0 0 0 0 0 0 0 0 0 0
G 0 0 0 0 0 0 0 0 0 1 0 0
C 0 0 0 1 1 0 0 0 0 0 2 1
G 0 0 0 0 0 0 0 0 0 1 0 1
A 0 1 1 0 0 0 1 0 1 0 0 0
T 0 0 0 0 0 1QQk 0 2 1 0 0 1
A 0 1 1 0 0 0 2QQk 0 3 2 1 0
T 0 0 0 0 0 1 1 3QQk 2 2 1 2
A 0 1 1 0 0 0 2 2 4QQk 3 2 1





Am−1,n − fmezera //smaza´n´ı
Am,n−1 − fmezera //vlozˇen´ı
Am−1,n−1 + fsubst(str1m, str2n) //porovna´n´ı znak˚u
(2.11)
V proveden´ı se od Needleman-Wunsch algoritmu liˇs´ı v neˇkolika aspektech. Prˇedevsˇ´ım
nedovoluje d´ılcˇ´ım sko´re poklesnout pod nulu. Stale-li se tak, dojde k ”roztrzˇen´ı“ cesty, a
t´ım zaha´jen´ı nove´ho potencia´ln´ıho podrˇeteˇzce. Zaj´ımave´ oblasti se tak mohou vyskytnout
kdekoliv v tabulce. Takte´zˇ sko´re mu˚zˇe prˇi pr˚uchodu cestou jak klesat, tak si stoupat, proto
se prˇi zpeˇtne´m pr˚uchodu rˇ´ıd´ı jen pomoc´ı vektor˚u (ne pr˚uchod azˇ po nalezen´ı nuly). Po
vypocˇten´ı tabulky se nav´ıc mus´ı naj´ıt (nebo se pr˚ubeˇzˇneˇ uchova´va´) bunˇka, s nejvysˇsˇ´ım
sko´re — ta oznacˇuje konec nejlepsˇ´ıho zarovna´n´ı a odtud se prova´d´ı zpeˇtny´ pr˚uchod.
Je-li podrˇeteˇzc˚u se stejny´m vysoky´m sko´re v´ıce, za´lezˇ´ı na implementaci algoritmu, jak
se s faktem vyporˇa´da´. Vrac´ı bud’ jedno zvolene´ zarovna´n´ı, prˇedem dany´ maxima´ln´ı pocˇet
zarovna´n´ı cˇi vsˇechny (nejobt´ızˇneˇjˇs´ı).
Da´le se na zacˇa´tku neprova´d´ı inicializace pomoc´ı mezerove´ funkce, aby se tak nepe-
nalizovaly mezery na zacˇa´tku a konci podrˇeteˇzc˚u, docha´z´ı pouze k vynulova´n´ı prˇ´ıslusˇny´ch
pol´ıcˇek.
Ilustrace porovna´n´ı sekvenc´ı AACCTATAGCT a GCGATATA v tabulce 2.13 pouzˇ´ıva´ sko´re +1
pro shodu a shodneˇ -1 pro penalizaci mezery a neshodu.







Globa´ln´ı metoda veˇtsˇinou dobrˇe nezarovna´ dva pomeˇrneˇ de´lkoveˇ odliˇsne´ rˇeteˇzce. Bude do
neˇj vkla´dat prˇ´ıliˇs mnoho mezer, ktere´ degraduj´ı sko´re. A prˇitom mu˚zˇe existovat pomeˇrneˇ
dlouha´ spolecˇna´ sekvence, kterou algoritmus neodhal´ı.
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Vycha´z´ıme z prˇedpokladu, zˇe mezery, ktere´ jsou vlozˇeny na zacˇa´tku nebo na konci
rˇeteˇzce, veˇtsˇinou nemaj´ı biologicky´ vy´znam a plynou sp´ıˇse z nekompletnosti rˇeteˇzce.
Algoritmus Needleman-Wunsch jde snadno modifikovat, aby tyto druhy mezer nepena-
lizoval a namı´sto toho je vynechal. Na zacˇa´tku algoritmu se pouze neprovede inicializace
tabulky podle mezerove´ funkce. Postacˇ´ı vynulova´n´ı prˇ´ıslusˇny´ch pol´ıcˇek. Da´le je jesˇteˇ potrˇeba
prˇi vy´pocˇtu sledovat dosazˇen´ı posledn´ıho sloupce nebo rˇa´dku tabulky a pote´ uzˇ nemeˇnit
celkove´ sko´re pro zarovna´n´ı azˇ po dosazˇen´ı prave´ho doln´ıho rohu.
Takto vznikly´ algoritmus vsˇak svy´mi vlastnostmi neprˇekona´va´ plnohodnotny´ loka´ln´ı
Smith-Waterman˚uv algoritmus, nebot’ optima´lneˇ nezjist´ı zacˇa´tek a konec nejlepsˇ´ıho spolecˇne´ho
podrˇeteˇzce. Jeho vy´hodou je zejme´na snadne´ vytvorˇen´ı s jizˇ implementovane´ Needleman-
Wunsch metody.
2.3.6 FASTA
Je rychly´ loka´ln´ı heuristicky´ algoritmus, ktery´ pouzˇ´ıva´ vyhleda´vac´ı tabulku pro urychlen´ı
vy´pocˇtu. Citlivost metody a jeho rychlost jsou za´visle´ na de´lce slova v tabulce. Je sice me´neˇ
citliveˇjˇs´ı nezˇ Smith-Waterman, ale zato rychlejˇs´ı.
2.3.7 BLAST
Tak jako FASTA, je i tento algoritmus loka´ln´ı. Nab´ız´ı vsˇak jesˇteˇ vysˇsˇ´ı rychlost s pomeˇrneˇ
slusˇnou citlivost´ı. Pocha´z´ı z 90. let a pracuje tak, zˇe zpracova´vane´ rˇeteˇzce rozdeˇluje na
male´ u´seky fixn´ı de´lky a vyhleda´va´ takove´ podsekvence. Tyto dva algoritmy (a jejich cˇetne´
modifikace) jsou nejcˇasteˇji pouzˇ´ıvany´mi metodami pro pra´ci nad geneticky´mi databa´zemi.
Zejme´na pro jejich rychlost se beˇzˇneˇ pouzˇ´ıvaj´ı i jejich softwarove´ varianty.
2.4 Pouzˇ´ıvane´ hardwarove´ architektury
2.4.1 Vysoce optimalizovane´
Typickou hardwarovou realizac´ı u´lohy porovna´va´n´ı je specializovana´ aplikace funguj´ıc´ı podle
jednoho zvolene´ho algoritmu a zpracova´vaj´ıc´ı jeden vybrany´ typ vstupn´ıch dat (rˇeteˇzc˚u).
Pra´veˇ takova´ zarˇ´ızen´ı jsou nejcˇasteˇji vyuzˇ´ıva´ny pro vy´zkum a zpracova´n´ı bioinformaticky´ch
dat v rozsa´hly´ch databa´z´ıch vzork˚u. Jejich vy´hodou je samozrˇejmeˇ vysoka´ efektivita pro vy-
branou u´lohu, ale je s t´ım spojena i urcˇita´ omezenost prˇizp˚usobovat si zpracova´n´ı aktua´ln´ım
pozˇadavk˚um.
Cˇasto je u nich vyuzˇita specia´ln´ı optimalizace, ktera´ umozˇnˇuje pomoc´ı 1-bit informace
prˇeda´vat informace mezi vy´pocˇetn´ımi elementy. Do te´to rodiny patrˇ´ı rˇesˇen´ı popsane´ v [10]
a [4].
2.4.2 Architektury vyuzˇ´ıvaj´ıc´ı rekonfigurace
Vyuzˇ´ıva´ vlastnosti neˇktery´ch FPGA obvod˚u meˇnit za chodu svou konfiguraci (vnitrˇn´ı za-
pojen´ı). S u´speˇchem se j´ı pouzˇ´ıva´ naprˇ. pro zmeˇnu konstant pro penalizaci, nebo pro zmeˇnu
zapojen´ı cele´ cˇa´sti obvodu. Dynamicka´ rekonfigurace ma´ velky´ potencia´l, ale je obt´ızˇna´ na
vy´voj. Pro oblast porovna´va´n´ı rˇeteˇzc˚u se j´ı zaby´va´ pra´ce [1].
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2.4.3 Vla´knove´ zpracova´n´ı
Snazˇ´ı se o maxima´ln´ı vyuzˇit´ı cˇasu. Pokud naprˇ. v pr˚ubeˇhu vy´pocˇtu neˇktera´ jednotka ne-
pracuje, nebo cˇeka´ na vy´sledky, je snahou v tomto prˇ´ıstupu ji ”zameˇstnat“ jiny´m u´kolem.
Vla´kna vyuzˇ´ıvaj´ıc´ı rˇesˇen´ı tak mohou zpracova´vat v´ıce vstupn´ıch rˇeteˇzc˚u soucˇasneˇ. naprˇ.
Vı´ce v [9].
Zaj´ımavy´m prˇ´ıstupem prezentovany´m v [2] je doprˇedny´ spekulativn´ı vy´pocˇet za u´cˇelem
zkra´tit ”kritickou cestu“ a zvy´sˇit tak maxima´ln´ı frekvenci a propustnost. Kazˇda´ bunˇka
pos´ıla´ sousedovi upravene´ penalizace pro substituci, vlozˇen´ı a smaza´n´ı jesˇteˇ prˇed t´ım, nezˇ
je zjiˇsteˇno, ktera´ z nich je platna´. V dobeˇ, kdy je toto vypocˇteno, ma´ uzˇ soused prˇedpocˇ´ıtane´
sve´ trˇi hodnoty jen se mu ozna´mı´, ktera´ z nich je platna´. Tento prˇ´ıstup, jak je uvedeno,
zkracuje ”kritickou cestu“ 2,5x s t´ım, zˇe na´roky na syste´move´ prostrˇedky vzrostly jen o 20%.
2.4.4 Genericka´ architektura
Genericky navrzˇene´ obvody umı´ nastavovat sve´ parametry za beˇhu, a pokud jsou dobrˇe
navrzˇeny, postihnou celou sˇka´lu u´loh v jednom designu. Co z´ıska´vaj´ı na univerza´lnosti, to
naopak ztra´c´ı na vy´konu. Je potrˇeba naj´ıt rozumny´ kompromis. Jedna z obecny´ch archi-




3.1 Na´vrh vhodne´ architektury
Z prˇedchoz´ıho prˇehledu je videˇt, zˇe v porovna´vac´ıch aplikac´ıch ma´me na vy´beˇr z mnoha
postup˚u a ty lze nav´ıc jesˇteˇ ladit mnoha parametry. V na´vrhu mus´ı by´t zohledneˇno, zdali
chceme vytvorˇit obecnou architekturu podporuj´ıc´ı sˇiroke´ spektrum nastaven´ı a rezˇimu˚
cˇinnosti, nebo se spokoj´ıme s konkre´tn´ı aplikac´ı pro urcˇitou u´lohu.
Aplikace dbaj´ıc´ı o obecnost rˇesˇen´ı jsou omezeny v tom, zˇe maj´ı znacˇneˇ omezen prostor
pro optimalizaci a urychlova´n´ı. Na druhou stranu specializovane´ implementace mohou by´t (a
by´vaj´ı) kvalitneˇ vyladeˇny aby co nejv´ıce vyuzˇ´ıvaly vy´hod svy´ch platforem a dosahovaly tak
vysˇsˇ´ıch vy´kon˚u. Tyto prˇevysˇuj´ı vy´konnost softwarovy´ch implementac´ı prova´deˇny´ch naprˇ.
na PC i o neˇkolik rˇa´d˚u.
Co se ty´cˇe pouzˇ´ıvany´ch vy´pocˇetn´ıch platforem, existuj´ı r˚uzna´ rˇesˇen´ı. Pro tuto pra´ci
byla zvolena implementace na FPGA (jedna´ se o cˇip s programovatelny´mi hradlovy´mi poli)
akceleracˇn´ı karteˇ pro obecne´ pouzˇit´ı. Konkre´tneˇ typ s cˇipem Spartan3 od firmy Xilinx.
Z dalˇs´ıch uva´d´ım naprˇ. aplikace na ASIC cˇipech (obvody vyrobene´ na mı´ru podle na´vrhu
za´kazn´ıka), vy´pocˇetn´ı serverove´ clustery, nebo v´ıceprocesorove´ syste´my. FPGA prˇ´ıstup se
z te´to nab´ıdky jev´ı jako relativneˇ levne´, dostupne´ a prˇitom jako rozumneˇ vy´konne´ rˇesˇen´ı.
Materia´ly o dosud vytvorˇeny´ch aplikac´ıch zalozˇeny´ch na FPGA technologii uva´deˇj´ı, zˇe
prova´deˇj´ı sve´ vy´pocˇty neˇkolikra´t azˇ neˇkolik des´ıtek kra´t rychleji nezˇ softwarova´ rˇesˇen´ı.
3.2 Pozˇadavky na rˇesˇen´ı
Aplikace by meˇla umozˇnˇovat na zacˇa´tku nastaven´ı do vybrane´ konfigurace, od ktere´ se bude
odv´ıjet typ zada´vany´ch a vy´stupn´ıch dat.
Zpracova´vat se budou na´sleduj´ıc´ı typy sekvenc´ı:
• DNA/RNA sekvence (oba typy 4 r˚uzne´ znaky)
• Proteinove´ sekvence (20 r˚uzny´ch aminokyselin)
Podporovane´ rezˇimy cˇinnosti:
• Globa´ln´ı zarovna´n´ı sekvenc´ı (postaveno na Needleman-Wunsch algoritmu)
• Loka´ln´ı zarovna´n´ı (podle Smith-Waterman algoritmu)
Typ poskytovane´ho vy´sledku:
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1 : N 1 : 1
Obra´zek 3.1: Kardinalita a vztahy mezi funkcˇn´ımi bloky
• Celkove´ sko´re porovna´n´ı
• Vy´pis nejlepsˇ´ıho nalezene´ho zarovna´n´ı
• Prˇ´ıpadneˇ vy´pis v´ıce nalezeny´ch zarovna´n´ı
Take´ by meˇlo by´t umozˇneˇno uzˇivatelske´ nastaven´ı pravidel porovna´n´ı zvolene´ho druhu
sekvenc´ı: Toto zahrnuje hodnoty sko´re pro shodu prvk˚u v sekvenci, da´le pokutu za neshodu
prvk˚u (u DNA/RNA je zamy´sˇleno nastaven´ı pomoc´ı matice podobnosti). Penalizace pro
vlozˇen´ı cˇi smaza´n´ı prvku je reprezentova´na hodnotami parametr˚u jako jsou ”zaha´jen´ı me-
zery“, nebo ”pokracˇova´n´ı v mezerˇe“ (bodove´ postihova´n´ı mezer mu˚zˇe by´t rovneˇzˇ rˇ´ızeno
vhodnou funkc´ı).
Vhodne´ by bylo zarˇadit syste´m vyrovna´vac´ıch pameˇt´ı. Naprˇ. pro nacˇten´ı v´ıce po-
rovna´vany´ch sekvenc´ı. Umozˇnilo by se tak v jednom cˇase vkla´da´n´ı dat pro zpracova´n´ı
a v druhe´ fa´zi pouze nacˇ´ıta´n´ı vy´sledk˚u, prˇicˇemzˇ vy´pocˇet neusta´le prob´ıha´ azˇ do zpracova´n´ı
cele´ho obsahu pameˇti.
3.3 Sche´ma architektury
Prvn´ı na´stin pozˇadavk˚u na architekturu je videˇt na tomto sche´matu 3.1. Obra´zek zna´zornˇuje
obecne´ sche´ma a zejme´na vztahy mezi hlavn´ımi soucˇa´stmi aplikace. Steˇzˇejn´ı je fakt, zˇe hlavn´ı
vy´pocˇetn´ı s´ıla je soustrˇedeˇna v bunˇka´ch.
Vy´pocˇetn´ı bunˇky se chovaj´ı podle sve´ho nastaven´ı (globa´ln´ı, loka´ln´ı). Bunˇka jako
vstup dostane dva porovna´vane´ znaky a da´le trˇi cˇ´ısla ze sousedn´ıch buneˇk (prˇedstavuj´ıc´ı
jimi vypocˇtene´ sko´re). Z nich se podle nastaveny´ch pravidel z´ıska´ aktua´ln´ı sko´re. Potom se
mus´ı postarat o distribuci nove´ho sko´re jej´ım trˇem soused˚um. Distribuuj´ı se i oba vstupn´ı
znaky, ty ovsˇem jen dveˇma soused˚um (doprava a dol˚u).
Aby mohla bunˇka zpracova´vat sko´re, mus´ım mı´t prˇ´ıstup ke konfiguracˇn´ım dat˚um (hod-
noty penalizac´ı pro vkla´da´n´ı a maza´n´ı), nebo tu jsou prˇ´ımo ulozˇeny. O vlastn´ı porovna´n´ı
dvou znak˚u se stara´ jina´ cˇa´st.
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Obra´zek 3.2: Postup vy´pocˇtu v bunˇka´ch
Dalˇs´ım u´dajem, ktery´ si kazˇda´ bunˇka mus´ı pamatovat je, ktere´ ze trˇ´ı d´ılcˇ´ıch sko´re bylo
nakonec vybra´no pro vy´pocˇet aktua´ln´ıho sko´re. Te´to informace se vyuzˇije ve volitelne´ 2.
fa´zi vy´pocˇtu, kdy se prova´d´ı zpeˇtny´ pr˚uchod polem buneˇk a sestavuje se zarovna´n´ı.
Porovna´vac´ı pravidla. Tato jednotka pracuje spolecˇneˇ s bunˇkami — kazˇda´ obsahuje
jednu tuto jednotku. Dostane na vstup dva znaky a jako vy´sledek vrac´ı sko´re porovna´n´ı
(bunˇce neza´lezˇ´ı na informaci jestli znaky jsou nebo nejsou shodne´). Pro kazˇdy´ typ sekvenc´ı
existuj´ı odliˇsna´ sko´rovac´ı pravidla. Mohou mı´t podobu naprˇ. konstant (naprˇ. X — kdyzˇ
jsou znaky shodne´, Y — kdyzˇ nikoliv), komplexneˇjˇs´ı (avsˇak taky na´rocˇneˇjˇs´ı na prostor na
cˇipu) je matice podobnosti.
Rˇı´d´ıc´ı obvod dohl´ızˇ´ı na spra´vne´ cˇasova´n´ı vy´pocˇtu (podle de´lky vstupu), za´sobuje
bunˇky vstupn´ımi daty, spravuje pameˇt’ vy´sledk˚u a spousˇt´ı jednotlive´ fa´ze vy´pocˇtu. Obecneˇ
lze fa´ze vy´pocˇtu stanovit:
1. Celkova´ inicializace obvodu — uveden´ı do pocˇa´tecˇn´ıho stavu
2. Konfigurace — nastaven´ı do pozˇadovane´ho rezˇimu (typ vy´pocˇtu, druh zpracova´vany´ch
sekvenc´ı, parametry pro sko´rova´n´ı forma´t vy´sledk˚u, . . . ), stacˇ´ı ji udeˇlat jen jednou.
3. Inicializace tabulky podle mezerove´ funkce (pokud se provede pro celou de´lku tabulky,
nen´ı nutno opakovat azˇ do dalˇs´ı zmeˇny konfigurace)
4. Nacˇten´ı vstupn´ıch rˇeteˇzc˚u
5. Vy´pocˇet sko´re
6. Vy´pocˇet zarovna´n´ı (pokud je zapnuto)
7. Ulozˇen´ı vy´sledk˚u
3.4 Mozˇnosti urychlen´ı
Hardwarove´ rˇesˇen´ı porovna´va´n´ı slibuje oproti softwarove´mu znacˇne´ urychlen´ı. Jake´ jsou
tedy cesty k dosazˇen´ı co nejrychlejˇs´ıho vy´pocˇtu?
Vy´pocˇet tabulky trva´ v algoritmu nejveˇtsˇ´ı dobu a taky zmeˇna v prˇ´ıstupu prˇedstavuje
nejveˇtsˇ´ı zdroj urychlen´ı. Dı´ky datove´ za´vislosti jedne´ bunˇky pouze na trˇech vedlejˇs´ıch, se













Obra´zek 3.3: Hierarchie jednotek
rˇesˇen´ı s cˇasovou slozˇitost´ı pr˚uchodu tabulkou buneˇk O(m∗n) slozˇitost o trˇ´ıdu nizˇsˇ´ı: O(m+
n− 1). S vyuzˇit´ım hardwarove´ paralelizace se tak z kvadraticke´ prˇecha´z´ı na te´meˇrˇ linea´rn´ı
slozˇitost. Postup je zna´zorneˇn na obra´zku 3.2.
3.5 Design a jeho komponenty
Jako vy´pocˇetn´ı architektura byla zvolena systolicka´ struktura usporˇa´dana´ do linea´rn´ıho
pole. Jelikozˇ pouzˇ´ıvane´ algoritmy jsou prˇedepsa´ny pro dvourozmeˇrne´ pole, musel se na´vrh
odpov´ıdaj´ıc´ım zp˚usobem prˇetransformovat na jednorozmeˇrne´ – linea´rn´ı. Skla´da´ se z neˇkolika
soucˇa´st´ı, ktere´ budou na na´sleduj´ıc´ıch stra´nka´ch jednotliveˇ popsa´ny. Pu˚vodn´ı na´vrh dvou-
rozmeˇrne´ho pole je nast´ıneˇn v prˇ´ıloze.
3.5.1 Reprezentace znak˚u
Je v beˇzˇne´m bina´rn´ım ko´dova´n´ı. V architekturˇe nejsou definova´na pevna´ pravidla pro
prˇeklad znak˚u, proto je lze libovolneˇ stanovit, aby to vyhovovalo nastavene´ datove´ sˇ´ıˇrce.
Naprˇ. pro DNA: A = 0, C = 1, G = 2, T = 3 a podobneˇ pro proteiny.
3.5.2 Jednotka vyhodnocen´ı znak˚u
Oznacˇova´na jako CHAR RULE. V navrzˇene´ architekturˇe je vzˇdy implementova´na jako vy-
hleda´vac´ı RAM tabulka s datovou sˇ´ıˇrkou a kapacitou podle vstupn´ıch znak˚u. Tento prˇ´ıstup
ale rozhodneˇ nen´ı u´sporny´ k syste´movy´m prostrˇedk˚um FPGA cˇipu, protozˇe spotrˇebova´va´
mnoho komponent. Vy´hodou je, zˇe tabulka je plneˇ modifikovatelna´ za beˇhu a umozˇnˇuje tak
zmeˇnit strategii ohodnocova´n´ı.
V konfiguraci pro DNA rˇeteˇzce ma´ kapacitu 16 znak˚u. Pro proteiny s 20-ti r˚uzny´mi
znaky reprezentovany´mi na 5-ti bitech by to bylo uzˇ 25 ∗ 25 = 1024 pameˇt’ovy´ch mı´st. Pro
synte´zu byla alesponˇ provedena cˇa´stecˇna´ redukce prostoru, aby nebyl zaplneˇn cely´ (5+5)-ti
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bitovy´ adresovy´ prostor: celkova´ adresa do tabulky se skla´da´ ze dvou d´ılcˇ´ıch polozˇeny´ch za
sebe. V bina´rn´ı reprezentaci 10011|10011 = 627. Nemu˚zˇe se vyskytnout adresa vysˇsˇ´ı.
3.5.3 Vy´pocˇetn´ı bunˇka (element)
Hlavn´ı cˇa´st´ı navrzˇene´ho designu bunˇky je cˇtyrˇvstupovy´ prˇep´ınacˇ, ktery´ ma na vstupu hod-
noty ze trˇ´ı virtua´ln´ıch smeˇr˚u. Funkce MAX na jeho vy´stup prˇep´ına´ tu, prˇedstavuj´ıc´ı nejvysˇsˇ´ı
bonus (nejnizˇsˇ´ı penalizaci). Vy´stup funkce MAX je hodnota, ktera´ se uchova´va´ v za´sobn´ıku
pro prˇ´ıpadny´ pozdeˇjˇs´ı zpeˇtny´ pr˚uchod. Cˇtvrty´ vstup prˇedstavuje nulu, jak je prˇedepsa´no
v 2.11. Nula se zapocˇ´ıta´va´ v prˇ´ıpadeˇ Smith-Waterman algoritmu. Prˇepnut´ı do rezˇimu
Needleman-Wunsch je v ra´mci te´to jednotky realizova´no tak, zˇe prˇep´ınac´ı vodicˇ je spojen
s nejvy´znamneˇjˇs´ım bitem signa´lu ”nula“ a jeho logicka´ 1 zmeˇn´ı hodnotu v tomto signa´lu na
minima´ln´ı za´porne´ cˇ´ıslo na dane´ datove´ sˇ´ıˇrce. Vsˇechny porovna´n´ı a operace totizˇ prob´ıhaj´ı
ve zname´nkove´ aritmetice.
Obsahy registr˚u C M a C N znamenaj´ı penalizaci za vlozˇen´ı a smaza´n´ı znaku a jsou
nastavitelne´. Prˇicˇ´ıtaj´ı se kazˇdy´ cyklus k hodnota´m A M a A N prˇeda´vany´m ze sousedn´ıch
buneˇk. Jelikozˇ je bunˇka prˇetransformova´na z dvourozmeˇrne´ho prˇedpisu, je hodnota A M
prˇeda´va´na jako horn´ı soused pomoc´ı zpeˇtne´ vazby.
Bunˇka ma´ v po celou dobu vy´pocˇtu ulozˇen jeden znak z ”dotazovac´ıho rˇeteˇzce“, ktery´
tvorˇ´ı jeden ze vstup˚u do jednotky pro porovna´va´n´ı znak˚u. Druhy´ znak, ktery´ patrˇ´ı do jine´
sekvence znak˚u (databa´zova´ sekvence) se prˇeda´va´ kazˇdy´ cyklus mezi sousedy.
Specia´ln´ı (inicializacˇn´ı) registr A M je potrˇeba pouze pro prvn´ı krok vy´pocˇtu, kdy je
nastaven (a polem se da´le pohybuje) signa´l INIT, ktery´ obsah registru A M prˇivede na vstup
scˇ´ıtacˇky.
Jednotka je implementovana´ pouze s jednoduchou (linea´rn´ı) penalizac´ı mezer – nen´ı
definova´n zˇa´dny´ stav jestli uzˇ mezera byla v prˇedchoz´ım kroku vlozˇena cˇi nikoliv. Funkcˇnost
pro vylepsˇenou mezerovou penalizaci umozˇnˇuje rozdeˇlit penalizaci za mezeru na dveˇ slozˇky:
pokuta za otevrˇen´ı mezery a pokuta za pokracˇova´n´ı v mezerˇe. Ta prvn´ı z nich v te´to
jednoduche´ bunˇce chyb´ı a je to na sˇkodu Smith-Waterman algoritmu. Je potrˇeba prˇidat
jesˇteˇ dva dalˇs´ı registry G M a G N, kde budou ulozˇeny konstantn´ı (v dobeˇ vy´pocˇtu) pokuty
za otevrˇen´ı mezery. Da´le mus´ı by´t k dispozici jednobitove´ informace, z dvou sousedn´ıch
buneˇk, jestli u nich byla vlozˇena mezera. Na za´kladeˇ vstupn´ıch informac´ı zvol´ıme hodnotu
penalizace a vy´sledky prˇeda´me dalˇs´ım soused˚um.
3.5.4 Implementace maxima
Uvazˇovana´ funkce MAX se nacha´z´ı v kazˇde´ bunˇce, kde rozhoduje, ktera´ z (jizˇ upraveny´ch!)








Algoritmus prˇesneˇ nestanovuje pravidla, a tak je implementace volna´. Zde jsou uka´za´ny
dva r˚uzne´ prˇ´ıstupy a prˇ´ıklady vy´sledk˚u pro neˇ. Rozd´ıly mezi nimi se neuplatnˇuj´ı v prˇ´ıpadeˇ,
zˇe je pocˇ´ıta´no pouze sko´re podobnosti. Nasta´vaj´ı pro bunˇku, ktera´ si pamatuje jen jeden
smeˇr pro zpeˇtnou cestu a ma´ ”rozhodnout“ mezi v´ıce stejny´mi vstupy. Zpeˇtna´ cesta je tak




























Tabulka 3.1: Vy´sledna´ zarovna´n´ı pro rozd´ılne´ implementace funkce MAX
C G G A
0 -1 -2 -3 -4
C -1 1 0 -1 -2
G -2 0 2 1 0
C -3 -1 1 1 0
C -4 -2 0 0 -1
C G G A
0 -1 -2 -3 -4
C -1 1 0 -1 -2
G -2 0 2 1 0
C -3 -1 1 1 0
C -4 -2 0 0 -1
Obra´zek 3.5: Needleman-Wunsch, odliˇsne´ implementace maxima
comp <= comp2 when (comp2 >= comp1) else comp1;
comp1 <= sum_m when (sum_m >= zero) else zero;
comp2 <= sum_mn when (sum_mn >= sum_n) else sum_n;
comp <= comp2 when (comp2 > comp1) else comp1;
comp1 <= sum_m when (sum_m > zero) else zero;
comp2 <= sum_mn when (sum_mn > sum_n) else sum_n;
Zat´ımco prvn´ı cˇa´st VHDL ko´du ”preferuje“ vy´beˇr hodnoty sum mn, cozˇ je hodnota od
leve´ho horn´ıho souseda, druha´ da´va´ nejv´ıce prˇednost vy´beˇru signa´lu zero (jeho vy´znam
vysveˇtlen v 3.5.3). Prˇ´ıklady jsou provedeny na sekvenc´ıch CGCC a CGGA. Porovna´vac´ı matice
je 2.5, mezerova´ penalizace s pokutou -1 je linea´rn´ı. Vy´sledna´ zarovna´n´ı pro oba algoritmy
a implementace maxima jsou vypsa´ny v 3.1.
3.5.5 Jednotka zpracova´n´ı vy´sledk˚u
Toto nen´ı funkcˇn´ı blok nacha´zej´ıc´ı se na konci systolicke´ho pole, ny´brzˇ blok samostatny´
pro kazˇdou jednu bunˇku. Tato jednotka prˇeda´ spra´vny´ vy´sledek sousedske´ bunˇce podle
aktua´ln´ıho nastaven´ı. Mu˚zˇe pracovat v na´sleduj´ıc´ıch rezˇimech:
• Smith-Waterman: sousedovi prˇeda´va´ bud’to sve´ vypocˇtene´ sko´re S (a jeho index –
pozici v za´sobn´ıku), nebo sko´re MAX M (a index) sve´ho prˇedch˚udce. Podle toho, ktere´
je veˇtsˇ´ı.
24
C G G A
0 0 0 0 0
C 0 1 0 0 0
G 0 0 2 1 0
C 0 1 1 1 0
C 0 1 0 0 0
C G G A
0 0 0 0 0
C 0 1 0 0 0
G 0 0 2 1 0
C 0 1 1 1 0
C 0 1 0 0 0
Obra´zek 3.6: Smith-Waterman, odliˇsne´ implementace maxima
• Needleman-Wunsch: prˇeda´va´ da´le vzˇdy jen svoje sko´re a index (i kdyzˇ index ten-
tokra´t nen´ı potrˇeba pro dalˇs´ı zpracova´n´ı, protozˇe zaj´ımava´ je z hlediska vy´sledk˚u
pouze prava´ krajn´ı bunˇka).
• Prˇepos´ılacˇ: vzˇdy pos´ıla´ da´l hodnotu, kterou mu prˇedal soused. V tomto rezˇimu se
nacha´z´ı v prˇ´ıpadeˇ, zˇe bunˇka nen´ı soucˇa´st´ı dotazovac´ıho rˇeteˇzce a d´ıky n´ı se dostanou
vy´sledky aktivn´ıch buneˇk na pravy´ kraj k fina´ln´ımu zpracova´n´ı.
• Cˇten´ı za´sobn´ıku: signa´lem LOAD ALIGNMENT se vstup jednotky prˇepne k vy´stupu
za´sobn´ıku a v prˇ´ıˇst´ım cyklu bude cˇ´ıst z neˇj.
Sche´ma jednotky je k prozkouma´n´ı zde 3.7. Kromeˇ loka´ln´ıho signa´lu ACTIVE je jednotka
rˇ´ızena hlavneˇ globa´ln´ımi signa´ly, ktere´ umozˇnˇuj´ı okamzˇite´ prˇepnut´ı rezˇimu vsˇech buneˇk.
Naprˇ. DEACTIVATE zp˚usob´ı zmeˇnu mo´du na ”prˇepos´ılacˇ“ a spolu se signa´lem LOAD ALIGNMENT
mohou kompletneˇ (vyjma za´sobn´ıkovy´ch signa´l˚u) rˇ´ıdit nacˇ´ıta´n´ı zarovna´n´ı.
3.5.6 Vstupn´ı a vy´stupn´ı fronty
Slouzˇ´ı jako vyrovna´vac´ı pameˇt’ pro ulozˇen´ı nejen rˇeteˇzc˚u na zpracova´n´ı, ale i inicializacˇn´ıch
dat a vy´sledk˚u. Jedna z front je pouzˇita i jako intern´ı pro prˇeda´va´n´ı dat mezi sekvencerem
a jednotkou pro zpracova´n´ı fina´ln´ıho vy´sledku.
Nejpouzˇ´ıvaneˇjˇs´ı frontou je vstupn´ı (obra´zek 3.8). Pln´ı se ze strany pocˇ´ıtacˇove´ sbeˇrnice a
jej´ı vy´stup smeˇrˇuje prˇ´ımo k vy´pocˇetn´ım element˚um (tedy prˇesneˇji k nejleveˇjˇs´ımu elementu).
Umozˇnˇuje simulta´ln´ı cˇten´ı i za´pis. Obeˇ cˇinnosti jsou synchronizovane´ spolecˇny´m hodinovy´m
signa´lem. Jejich konstrukce umozˇnˇuje snadne´ zrˇeteˇzen´ı blok˚u, a t´ım navy´sˇen´ı kapacity.
Pro jej´ı implementaci je na karteˇ pouzˇita vestaveˇna´ blokova´ pameˇt’, konkre´tneˇ jej´ı dvou-
portova´ varianta. Kontroln´ı logika zahrnuje 2 cˇ´ıtacˇe uchova´vaj´ıc´ı adresu prvku na zacˇa´tku
fronty a adresu kam bude zapsa´n dalˇs´ı vlozˇeny´ prvek. Data se do pameˇti ukla´daj´ı cyklicky
(po prˇetecˇen´ı adresy se ukla´da´ opeˇt od zacˇa´tku). Aby se prˇi cyklicke´m za´pisu prˇedesˇlo
prˇepsa´n´ı platny´ch prvk˚u (nebo vra´cen´ı neplatny´ch prvk˚u), uchova´va´ se aktua´ln´ı pocˇet
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Obra´zek 3.9: Sche´ma fronty
a ”pra´zdnosti“ (EMPTY) fronty. Nejsou to jen signa´ly pro vneˇjˇs´ı pouzˇit´ı, ale pracuje se s nimi
i uvnitrˇ obvodu a d´ıky nim jsou osˇetrˇova´ny mezn´ı stavy. Sche´ma fronty je na obra´zku 3.9.
Aktivn´ı pomocny´ prˇ´ıznak HALF FULL indikuje polovinu (a v´ıce) zaplneˇne´ vstupn´ı pameˇti.
Umozˇnˇuje tak obsluzˇne´mu programu zjistit prˇiblizˇny´ stav fronty a prˇi poklesu pod jednu
polovinu rovnou (bez dalˇs´ıch dotaz˚u na stav) odeslat bezpecˇne´ mnozˇstv´ı (tj. minima´lneˇ polo-
vinu kapacity) dat do karty. Vy´znamneˇ se tak omezuje doba spotrˇebovana´ na ”pooling“, kdy
se obsluzˇny´ program opakovaneˇ dotazuje na stav fronty, protozˇe dotazy se mohou prova´deˇt
v delˇs´ıch intervalech. V te´to oblasti se prˇ´ımo nab´ız´ı potencia´ln´ı vylepsˇen´ı funkcˇnosti, a to
pouzˇit´ı prˇerusˇovac´ıho syste´mu PC: karta sama prˇi poklesu zaplneˇn´ı fronty pod polovinu
vysˇle pozˇadavek o dalˇs´ı data.
Vy´hodne´ by bylo mı´t frontu rˇ´ızenou dveˇma cˇasovy´mi dome´nami – dva hodinove´ signa´ly.
Jeden pro zapisovac´ı port a druhy´ pro cˇtec´ı. Bylo by tak mozˇne´ neza´visle zapisovat (a
cˇ´ıst) data r˚uzny´mi rychlostmi. Naprˇ. prˇi trvale´m odeb´ıra´n´ı dat z fronty, oveˇrˇit na straneˇ
obsluzˇne´ho pocˇ´ıtacˇe jej´ı stav a prˇ´ıpadneˇ ji rychle doplnit novy´mi daty. Bohuzˇel toto rˇesˇen´ı
klade velky´ d˚uraz na vza´jemnou synchroznizaci obou dome´n, a to v rˇ´ıd´ıc´ı cˇa´sti, ktera´ se
stara´ o prˇ´ıznaky ”plnosti“ nebo ”pra´zdnosti“.
Nab´ız´ı se ale snadneˇjˇs´ı rˇesˇen´ı zvy´sˇen´ı rychlosti za´pisu. Protozˇe na syste´move´ sbeˇrnici
(po n´ızˇ je akceleracˇn´ı karta spojena s pocˇ´ıtacˇem) se prˇena´sˇ´ı data obvykle v sˇ´ıˇrka´ch 32 nebo
64 bit˚u (PCI sbeˇrnice) a zpracova´vane´ znaky maj´ı sˇ´ıˇrku neˇkolikana´sobneˇ mensˇ´ı, je mozˇne´
do fronty zapisovat v plne´ sbeˇrnicove´ sˇ´ıˇrce neˇkolik znak˚u nara´z (vhodneˇ usporˇa´dany´ch, aby
se omezilo prˇedzpracova´n´ı na PC) a mezi frontu a systolicke´ pole zarˇadit jednotku, ktera´
je bude postupneˇ rozdeˇlovat.
3.5.7 Za´sobn´ıky d´ılcˇ´ıch vy´sledk˚u
Jsou urcˇeny k uchova´n´ı pr˚ubeˇzˇny´ch hodnot ”smeˇru“ beˇhem postupu vy´pocˇtu. Rˇ´ızen´ı za´sobn´ıku
je na rozd´ıl od vstupn´ı a vy´stupn´ı fronty navrzˇeno pro ovla´da´n´ı z jednoho mı´sta, tzn. uv-
nitrˇ vy´pocˇetn´ıho elementu. V modelu ma´ kazˇda´ bunˇka sv˚uj vlastn´ı za´sobn´ık a zajiˇst’uje
jeho plneˇn´ı i vyprazdnˇova´n´ı. Proto pro implementaci postacˇ´ı jednoportova´ blokova´ pameˇt’.














Obra´zek 3.10: Sche´ma za´sobn´ıku
v prˇ´ıpadeˇ za´pisu ukazuje na aktua´ln´ı volne´ pameˇt’ove´ mı´sto a v na´sleduj´ıc´ım cyklu dojde
k zapsa´n´ı hodnoty na neˇj. Za´sobn´ık nema´ ochranu proti prˇetecˇen´ı a zapisova´n´ı tak mu˚zˇe
prob´ıhat cirkula´rneˇ (k tomu dojde kdyzˇ je zpracova´vany´ databa´zovy´ rˇeteˇzec prˇ´ıliˇs dlouhy´)
C´ılove´ FPGA cˇipy bohuzˇel nedisponuj´ı takovy´m mnozˇstv´ım blokovy´ch pameˇt´ı (z jaky´ch
jsou synchronn´ı za´sobn´ıky postaveny), bylo od modelu 1:1 upusˇteˇno a za´sobn´ıky musej´ı by´t
sd´ılene´. Sd´ılen´ı za´sobn´ıku v´ıce bunˇkami je mozˇne´, protozˇe bunˇky produkuj´ı pouze dvoubi-
tovou informaci a datova´ sˇ´ıˇrka blokovy´ch pameˇt´ı mu˚zˇe by´t azˇ 36 bit˚u. Implementovat velke´
bloky pameˇti pomoc´ı distribuovane´ RAM nen´ı rˇesˇen´ım. Jednak je j´ı relativneˇ ma´lo, a nav´ıc
je tato distribuovana´ pameˇt’ potrˇeba pro jednotky porovna´va´n´ı znak˚u.
Rˇ´ızen´ı vsˇech spojeny´ch za´sobn´ık˚u je globa´ln´ı a prˇi vy´pocˇtu se do nich ukla´daj´ı soubeˇzˇneˇ
data vsˇech buneˇk. Ukla´daj´ı se tak informace o zarovna´n´ı vsˇech rˇeteˇzc˚u aktua´lneˇ procha´zej´ıc´ıch
polem. Spolecˇne´ rˇ´ızen´ı taky znamena´ soubeˇzˇne´ cˇten´ı vsˇech ulozˇeny´ch zarovna´n´ı – cˇ´ıst a
zpracova´vat ho je vsˇak komplikovane´ (avsˇak na te´to architekturˇe mozˇne´), zˇe bylo stano-
veno omezen´ı jen jednoho ukla´dane´ho a nacˇ´ıtane´ho zarovna´n´ı v cˇase. Kazˇdy´ novy´ rˇeteˇzec
vstupuj´ıc´ı do pole prˇedem ”vyresetuje“ za´sobn´ık a pak do neˇj ukla´da´ sve´ hodnoty. Pokud
ma´me po skoncˇen´ı ”sko´rovac´ı“ cˇa´sti algoritmu za´jem o nacˇten´ı zarovna´n´ı, nesmı´ by´t do
pole vysla´n uzˇ zˇa´dny´ dalˇs´ı rˇeteˇzec, dokud nen´ı zarovna´n´ı prˇecˇteno. T´ım se v tomto prˇ´ıpadeˇ
prˇiprav´ıme o mozˇnost rˇeteˇzen´ı vy´pocˇtu, ktery´ jinak v prvn´ı, sko´rovac´ı, p˚uli mu˚zˇe prob´ıhat.
Ilustrace ukla´da´n´ı na za´sobn´ık pro oba prˇ´ıstupy (za´sobn´ık samostatny´ a sd´ıleny´) je videˇt
na obra´zc´ıch 3.11 a 3.12. Vztahuje se k prˇ´ıkladu uvedene´mu na 3.5.
Jednodusˇsˇ´ı na proveden´ı nezˇ nast´ıneˇna´ komplikovana´ verze by bylo stanovit, zˇe za-
rovna´n´ı mohou by´t ve fronta´ch ukla´da´na ”za sebe“. Cozˇ znamena´, zˇe v jednom okamzˇiku
by sice mohl by´t v poli zpracova´va´n pouze jeden rˇeteˇzec, u neˇhozˇ ma´me za´jem o cele´ za-
rovna´n´ı, avsˇak vy´pocˇet sko´re ostatn´ıch by mohl nerusˇeneˇ prob´ıhat zrˇeteˇzeny´m zp˚usobem.
Zarovna´n´ı by se potom pro jednotlive´ rˇeteˇzce nacˇ´ıtalo ve zpeˇtne´m porˇad´ı. Sekvencer by si
mezit´ım musel pamatovat pozici (a prˇ´ıpadneˇ hodnotu) maxima vsˇech rˇeteˇzc˚u cˇekaj´ıc´ıch na
nacˇten´ı zarovna´n´ı.
Cˇten´ı zarovna´n´ı blokuje celou kapacitu pole, protozˇe se na transportu dat ze za´sobn´ık˚u
na konec pole pod´ıl´ı jednotky pro zpracova´n´ı vy´sledk˚u (kterou ma´ kazˇdy´ element) a ty
pos´ılaj´ı zarovna´n´ı po stejny´ch vodicˇ´ıch jako d´ılcˇ´ı maxima a indexy. Tomu by se sˇlo vy-
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Obra´zek 3.11: Ukla´da´n´ı zarovna´n´ı do samostatny´ch za´sobn´ıku
gika staraj´ıc´ı se jen o nacˇ´ıta´n´ı zarovna´n´ı. Realizova´no by to bylo pravdeˇpodobneˇ velmi
sˇiroky´m multiplexerem, nebo jejich stromem a na dlouhe´m poli by to spotrˇebovalo znacˇne´
syste´move´ prostrˇedky. Zrˇeteˇzeny´m nacˇ´ıta´n´ım zarovna´n´ı se zpeˇtny´ pr˚uchod sice zpomal´ı, ale
prˇedpokla´da´ se, zˇe tato u´loha nen´ı oproti hleda´n´ı sko´re a maxima tak moc vyuzˇ´ıva´na a ani se
neprova´d´ı pro tak dlouhe´ sekvence. Na druhou stranu se znovuvyuzˇ´ıva´ jizˇ implementovana´
struktura.
3.5.8 Systolicke´ pole
Ze sche´maticke´ho obra´zku 3.13 je videˇt, zˇe cele´ systolicke´ pole je slozˇeno s vedle sebe
pospojovany´ch vy´pocˇetn´ıch buneˇk. Kazˇda´ bunˇka ma´ na´sleduj´ıc´ı 4 hlavn´ı soucˇa´sti:
• Vy´pocˇetn´ı cˇa´st
• Jednotka pro zpracova´n´ı vy´sledk˚u
• Inicializacˇn´ı a rˇ´ıd´ıc´ı jednotka
• Za´sobn´ık
Cele´ pole je navrzˇeno tak, aby co nejv´ıce datovy´ch prˇenos˚u bylo realizova´no pouze mezi
sousedn´ımi bunˇkami. K teˇmto prˇenos˚um byla prˇida´na jedna spolecˇna´ sbeˇrnice DATA, ktera´
je urcˇena jako datovy´ vstup pro nastavitelne´ registry, a pokud nen´ı pra´veˇ pouzˇ´ıva´na prˇena´sˇ´ı






















CELL CELL CELL CELL
Obra´zek 3.12: Ukla´da´n´ı zarovna´n´ı do sd´ılene´ho za´sobn´ıku
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Obra´zek 3.13: Linea´rn´ı pole buneˇk
Inicializacˇn´ı a rˇ´ıd´ıc´ı jednotka prˇedstavuje prakticky jen uzel, kde jsou napojeny spolecˇne´
rˇ´ıd´ıc´ı vodicˇe vedouc´ı do ostatn´ıch jednotek. Vy´jimkou je signa´l ACTIVE, ktery´ odliˇsuje ”ak-
tivn´ı“ od ”prˇepos´ılac´ı“ bunˇky a tvorˇ´ı jej posloupnost registr˚u.
3.5.9 Inicializacˇn´ı soucˇa´sti
Tato cˇa´st popisuje, jak je systolicke´ pole inicializova´no a prˇipravova´no na vy´pocˇet. Inici-
alizace zahrnuje v´ıce procedur s r˚uznou slozˇitost´ı. Neˇktera´ nastaven´ı se mezi jednotlivy´mi
u´lohami mohou meˇnit cˇasto, neˇktera´ vydrzˇ´ı po celou dobu nemeˇnna´. U kazˇde´ procedury
je uveden postup a jej´ı cˇasova´ slozˇitost. Hodnota T prˇedstavuje dobu periody hlavn´ıho
hodinove´ho signa´lu.
1. Nastaven´ı konstant pro penalizace maza´n´ı a vkla´da´n´ı znaku C M a C N. Velmi
jednoduchy´ postup, nastav´ı se pozˇadovana´ hodnota na stejnojmennou bra´nu C M a
potvrd´ı se signa´lem SET C N aktivn´ım po dobu 2T. To same´ pro druhou konstantu.
V obvodu dojde k za´pisu do registr˚u v kazˇde´ bunˇce skrze spolecˇnou sbeˇrnici.
2. Dotazovac´ı sekvence se nacˇ´ıta´ ze vstupn´ı fronty, a prˇed zapocˇet´ım procedury jizˇ
mus´ı by´t zapsa´ny a to v porˇad´ı ”koncem naprˇed“. Pro na´sˇ pr˚uvodn´ı prˇ´ıklad vstupuje
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dotazovac´ı rˇeteˇzec CGCC do fronty v porˇad´ı nejprve C, C, G a nakonec C. Da´le se
mus´ı nastavit odpov´ıdaj´ıc´ı hodnota QUERY LENGTH podle de´lky sekvence. Pote´ uzˇ se
mu˚zˇe aktivovat signa´l SET QUERY na dobu nejme´neˇ (QUERY LENGTH+2)T. Znaky se
z fronty nacˇtou do pole a v dobeˇ, kdy jsou na spra´vne´m mı´steˇ se zap´ıˇs´ı do X M registr˚u
v bunˇka´ch. Spolu s daty jesˇteˇ polem putuje ACTIVE signa´l, ktery´m se nastav´ı prvn´ıch
QUERY LENGTH buneˇk jako aktivn´ıch a ostatn´ı jako ”prˇepos´ılacˇe“. Cele´ pole projde za
dobu (ELEMENTS+2)T, ale nen´ı nutne´ cˇekat azˇ se dostane na konec.
3. Hodnota registr˚u pro prvn´ı krok vy´pocˇtu. Nezˇ se pouzˇije tento proces, mus´ı by´t
nastaven registr C M a taky bra´na QUERY LENGTH. Tyto pameˇt’ove´ prvky jsou oznacˇeny
jako A M a jejich hodnota je prˇi vy´pocˇtu nacˇtena kazˇdou bunˇkou pouze jednou – na
zacˇa´tku. Nastaven´ım SET GAP PENALTY po dobu alesponˇ (N+1)T, obvod od 0 prˇicˇ´ıta´
C M a cˇ´ıslo zapisuje prˇes spolecˇnou sbeˇrnici do buneˇk. Jelikozˇ je prˇi ”probuzen´ı“ A M
registr˚u pouzˇit signa´l INIT postupujc´ı skrze pole, nesmı´ by´t v dobeˇ (ELEMENTS+1)T
spusˇteˇn zˇa´dny´ novy´ vy´pocˇet. Je to z d˚uvodu, zˇe na tento signa´l reaguje jednotka pro
ukla´da´n´ı fina´ln´ıho vy´sledku a ulozˇila by tak do fronty neplatny´ vy´sledek.
4. ”Ozna´men´ı“ o pouzˇit´ı metody Needleman-Wunsch cˇi Smith-Waterman se provede
pouhy´m nastaven´ım nebo vynulova´n´ım bitu SW NW. Po jednom hodinove´m cyklu se
zmeˇna projev´ı v cele´m obvodu.
5. Penalizace pro porovna´n´ı znak˚u, neboli nastaven´ı porovna´vac´ı matice. Je to nej-
zdlouhaveˇjˇs´ı procedura kv˚uli velikosti matice. Prˇ´ıstup k matici pro za´pis je pro kazˇde´
pol´ıcˇko zvla´sˇt’, ale adresa pol´ıcˇka se k matici mus´ı dostat stejny´m zp˚usobem jako znaky
prˇi vy´pocˇtu, tzn. sekvencˇneˇ. Za´pis do matice se deˇje pro QUERY LENGTH buneˇk za´rovenˇ.
Do fronty se nahraje adresa (znak, ktery´ prˇedstavuje adresu), a pote´ se vyuzˇije exis-
tuj´ıc´ı procedury SET QUERY s nastaveny´m doplnˇkovy´m bitem PENALTY WRITE MODE.
Ten zp˚usob´ı, zˇe z fronty je dokola cˇtena pouze jedina´ hodnota adresy a ta se zap´ıˇse
do X M registr˚u buneˇk jako prvn´ı cˇa´st adresy. Na´sleduj´ıc´ım krokem je nahra´n´ı druhe´
cˇa´sti adresy do fronty (fronta ovsˇem mu˚zˇe by´t prˇedem za´sobena) a spusˇteˇn´ı procesu
SET PENALTY s prˇedem definovanou hodnotou penalizace na bra´neˇ PENALTY. Druha´ ad-
resa procha´z´ı polem po stejny´ch vodicˇ´ıch a ve vhodne´m okamzˇiku dojde k zapsa´n´ı hod-
noty ze sbeˇrnice do porovna´vac´ı matice. Cˇasova´ na´rocˇnost obou krok˚u je 2*(N+2)T.
Vy´hodou ovsˇem je, zˇe pokud hodla´me zapsat do matice cely´ sloupec, prova´d´ı se
da´le uzˇ jen druha´ polovina postupu. Cˇasova´ spotrˇeba za´pisu sloupce do matice je
((N+2)+ROWS*(N+2))T. A nakonec pro celou matici COLS*((N+2)+ROWS*(N+2))T.
Pozn.: po modifikaci penalizacˇn´ıch hodnot se mus´ı opeˇt prove´st nastaven´ı dotazo-
vac´ıho rˇeteˇzce, nebot’ tento byl prˇedchoz´ım postupem prˇepsa´n.
3.5.10 Rˇı´zen´ı vy´pocˇtu
Na spra´vneˇ nacˇasovany´ pr˚ubeˇh vy´pocˇtu ”dohl´ızˇ´ı“ sekvencer. Je ovla´da´n vstupn´ım signa´lem
RUN. Po spra´vneˇ provedene´ inicializaci a nastaven´ı parametr˚u pro u´lohu se napln´ı vstupn´ı
fronta znaky ”databa´zove´ho rˇeteˇzce“ a ohla´s´ı se jeho de´lka na bra´nu DATABASE LENGTH.
Obvod po obdrzˇen´ı spousˇteˇc´ıho impulzu zkop´ıruje do ”prova´deˇc´ı“ fronty de´lku rˇeteˇzce, vy-
nuluje za´sobn´ıky a zacˇ´ına´ nacˇ´ıtat znaky z fronty do pole. Za´sobn´ıky jsou implicitneˇ zapnute´
pro za´pis zarovna´n´ı. Vy´pocˇet jednoho rˇeteˇzce trva´ (QUERY LENGTH+DATABASE LENGTH+1)T
a po minima´lneˇ tuto dobu mus´ı by´t aktivn´ı bit RUN. Po uplynut´ı te´to doby se mu˚zˇe zpra-
covat dalˇs´ı sekvence (pokud ovsˇem nepozˇadujeme z pra´veˇ prova´deˇne´ho rˇeteˇzce zarovna´n´ı)
a vyuzˇ´ıt tak vy´hody zrˇeteˇzen´ı vy´pocˇtu.
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X n0 X n1 ... ...
X m0 0,0 0,1 0,2 ...
X m1 1,0 1,1 1,2 ...
... 2,0 2,1 2,2 ...
... ... ... ... ...
cols
rows
Obra´zek 3.14: Sourˇadnice poskytovane´ jako vy´sledek Smith-Waterman algoritmem
Prova´deˇc´ı frontu cˇte na konci pole jednotka pro zpracova´n´ı fina´ln´ıho vy´sledku a podle
hodnoty si potom odpocˇ´ıta´, kdy prˇijde vy´sledek. Nejdrˇ´ıve vsˇak cˇeka´ na INIT pulz, ktery´m
je zaha´jen kazˇdy´ rˇeteˇzec. Da´le se postupuje podle metody. Prˇi jednodusˇsˇ´ım Needleman-
Wunsch algoritmu se pouze ve spra´vny´ cˇas zkop´ıruje do vy´stupn´ı fronty sko´re (pravy´ doln´ı
roh tabulky). Pokud se pocˇ´ıta´ podle Smith-Waterman algoritmu, mus´ı se z hodnot vy-
stupuj´ıc´ıch z pole urcˇit ta maxima´ln´ı a k n´ı prˇiˇradit sourˇadnice odpov´ıdaj´ıc´ı sourˇadnice.
Tato trojice je opeˇt zkop´ırova´na do fronty. Se´mantika poskytovane´ho vy´sledku je videˇt na
obra´zku 3.14.
Od doby zaha´jen´ı vy´pocˇtu se bude po (ELEMENTS+DATABASE LENGTH+3)T cyklech nacha´zet
sko´re ve vy´stupn´ı fronteˇ. Pokud nebyl mezit´ım zaha´jen jiny´ rˇeteˇzec, je pra´veˇ ted’ mozˇnost
z´ıskat zarovna´n´ı. Rˇ´ıd´ıc´ı signa´l GET ALIGNMENT spust´ı proceduru.
Vsˇechny bunˇky se nastav´ı do rezˇimu ”prˇepos´ılacˇ˚u“, Cˇten´ı ze za´sobn´ık˚u prob´ıha´ tak, zˇe
kazˇda´ bunˇka si z neˇj nacˇte jednu hodnotu do sve´ho vy´stupn´ıho registru v dalˇs´ıch cyklech
se data posouvaj´ı smeˇrem k jednotce pro zpracova´n´ı fina´ln´ıho vy´sledku umı´steˇne´ na konci
pole.
U´vodn´ım krokem je z´ıska´n´ı konce zarovna´n´ı. V metodeˇ Needleman-Wunsch se nacha´z´ı
v prave´m doln´ım rohu a nacˇte se proto po fixn´ım pocˇtu krok˚u. Algoritmus Smith-Waterman
mu˚zˇe mı´t maximum umı´steˇno kdekoliv v tabulce. Z prˇedchoz´ıch krok˚u ma´me ulozˇeny
sourˇadnice a podle nich si koncovou hodnotu nacˇteme. Pokud nen´ı umı´steˇna na vrcholu
za´sobn´ıku, vyb´ıraj´ı se rˇa´dky napra´zdno a hodnoty se ”zahazuj´ı“.
Da´le se uzˇ postupuje podle nacˇtene´ho u´daje. Naby´va´ 4 hodnot – 3 smeˇry a jedna nulova´
hodnota. Pokud je nacˇtena nula, zpeˇtny´ pr˚uchod koncˇ´ı. To same´ plat´ı i pro situaci, kdy
se dostaneme na okraj virtua´ln´ı tabulky se zarovna´n´ım. Na obra´zku 3.12 je st´ınova´n´ım
uka´za´no zarovna´n´ı a je z n´ı poznat, jak da´le prob´ıha´ nacˇ´ıta´n´ı podle vyznacˇeny´ch smeˇr˚u.
2 bitove´ smeˇry se stejneˇ jako maxima ukla´daj´ı do vy´stupn´ı fronty (kazˇda´ ze 4 soucˇa´st´ı





Synte´za do existuj´ıc´ıho FPGA obvodu probeˇhla pro 3 vybrane´ cˇipy. Trˇet´ı z nich byl vybra´n
zejme´na kv˚uli vy´konnostn´ımu srovna´n´ı s [3], jelikozˇ ma´ k zde implementovane´mu designu
nejbl´ızˇe (a samozrˇejmeˇ pouzˇ´ıva´ tento cˇip).
• Spartan3 XC3S200 (soucˇa´st sˇkoln´ı karty COMBO6)
• Spartan3 XC3S2000 (model s v´ıce programovatelny´mi hradly a veˇtsˇ´ı pameˇt´ı)
• Virtex-II Pro XC2VP30 (typ s modern´ımi prvky umozˇnˇuj´ıc´ı naprˇ. i umı´steˇn´ı procesor˚u
PowerPC na cˇipu, umozˇnˇuje dosa´hnout vysˇsˇ´ı frekvence nezˇ rˇada Spartan3)
Jejich za´kladn´ı parametry jsou uvedeny v tabulce 4.1.
Samotna´ synte´za prob´ıhala v softwaru Precision RTL Synthesis 2005 of firmy Mentor
Graphics. Jako omezen´ı (constraint) byla nastavena frekvence - 50 Mhz pro cˇipy Spartan3,
100 Mhz pak pro Virtex-II. Pro nastavene´ parametry byla spusˇteˇna vzˇdy v´ıcekra´t, aby se
zjistil maxima´ln´ı pocˇet vy´pocˇetn´ıch element˚u mozˇny´ch umı´stit na cˇip.
Globa´ln´ı genericke´ parametry implementovane´ho designu ovlivnˇuj´ıc´ı synte´zu jsou:
• Datova´ sˇ´ıˇrka znak˚u zpracova´vany´ch sekvenc´ı: 2 a 5 bit˚u
• Datova´ sˇ´ıˇrka ostatn´ıch dat (sko´re, penalizace, indexy): 6 – 16 bit˚u
• Pocˇet vy´pocˇetn´ıch element˚u - promeˇnny´
• Kapacita za´sobn´ık˚u (za´vis´ı take´ na jejich sˇ´ıˇrce): prˇi synte´ze z˚usta´vala fixn´ı – 28 slov
• Datova´ sˇ´ıˇrka za´sobn´ık˚u (cˇ´ım vysˇsˇ´ı, t´ım v´ıce element˚u sd´ıl´ı za´sobn´ık): pohybovala se
v rozmez´ı 2 – 32 bit˚u
• Kapacita vstupn´ı a vy´stupn´ı fronty: prˇi synte´ze fixneˇ 28 slov
Vy´konnost architektury je v tabulka´ch uva´deˇna v na´sobc´ıch jednotky CUPS (Cell Upda-
tes Per Second). Uda´va´ kolikra´t za jednotku cˇasu je obvod schopen zmeˇnit stav vy´pocˇetn´ıch
buneˇk. Je jednou z typicky´ch vlastnost´ı systolicky´ch struktur.
vy´konnost = ELEMENTS · fmax [CUPS] (4.1)
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Type Slices Block RAM [kb] Distributed RAM [kb]
XC3S200 1920 216 30
XC3S2000 20480 720 320
XC2VP30 13696 2448 428
Tabulka 4.1: Prˇehled za´kladn´ıch parametr˚u vybrany´ch FPGA obvod˚u
typ sekvence datova´ sˇ´ıˇrka pocˇet element˚u max. frekvence [MHz] vy´konnost [GCUPS]
DNA 6b 32 48,981 1,567
8b 26 47,787 1,242
protein 6b 6 48,112 0,289
8b 4 47,337 0.189
Tabulka 4.2: Synte´za pro cˇip Spartan XC3S200
typ sekvence datova´ sˇ´ıˇrka pocˇet element˚u max. frekvence [MHz] vy´konnost [GCUPS]
8b 296 44,020 13,029
DNA 10b 256 42,255 10,817
12b 212 40,719 8,632
8b 52 37,022 1,925
protein 10b 42 36,061 1,514
12b 36 34,988 1,260
16b 26 33,783 0,878
Tabulka 4.3: Synte´za pro cˇip Spartan XC3S2000
typ sekvence datova´ sˇ´ıˇrka pocˇet element˚u max. frekvence [MHz] vy´konnost [GCUPS]
8b 196 89,622 17,566
DNA 10b 154 83,640 12,881
12b 140 82,433 11,541
16b 108 77,991 8,423
8b 38 79,542 3,023
protein 10b 30 76,664 2,300
12b 26 73,828 1,920
16b 18 70,244 1,264
Tabulka 4.4: Synte´za pro cˇip Virtex XC2VP30
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Vysyntetizovane´ parametry byly porovna´ny s rˇesˇen´ım, ktere´ uva´d´ı [3]. Tato pra´ce byla
zvolena protozˇe ma´ k zde implementovane´mu designu nejbl´ızˇe svou obecnou funkcˇnost´ı.
Citovana´ pra´ce uva´d´ı, zˇe na stejne´m FPGA cˇipu Virtex-II Pro bylo dosazˇeno v DNA po-
rovna´va´n´ı vy´konnosti 7,5 GCUPS (pro porovna´va´n´ı znak˚u podle ”RAM table“) a pro pro-
teinove´ sekvence 2,23 GCUPS (tentokra´t podle ”Fixed table“). Nen´ı vsˇak uvedena datova´
sˇ´ıˇrka. Prˇesto, uva´deˇne´ vy´konnosti obou rˇesˇen´ı jsou si velmi bl´ızke´.
4.2 Mozˇna´ vylepsˇen´ı a dalˇs´ı vy´voj
Zde je uveden seznam c´ıl˚u na ktere´ je vhodne´ se zameˇrˇit prˇi dalˇs´ım zlepsˇova´n´ı architektury.
Vyply´va´ ze zjiˇsteˇn´ı ve fa´zi implementace a testova´n´ı, zˇe neˇktere´ cˇa´sti byly ne prˇ´ıliˇs dokonale
navrzˇeny, nebo se nepodarˇilo dodrzˇet cˇasovy´ rozvrh.
• Upravit vy´pocˇetn´ı bunˇku tak, aby umeˇla vyhodnocovat vstupn´ı data s vyuzˇit´ım vy-
lepsˇene´ mezerove´ penalizace. S t´ım souvis´ı i zmeˇny v inicializacˇn´ı cˇa´sti. Tato funkce
buneˇk je velmi d˚ulezˇita´ (a vyuzˇ´ıvana´) hlavneˇ pro Smith-Waterman algoritmus. Bohuzˇel
prvky, jezˇ je nutne´ prˇidat pro novou funkcˇnost zasahuj´ı do ”kriticke´ cesty“ a dojde
t´ım k urcˇite´mu zpomalen´ı vy´pocˇtu.
• V jednotce pro zpracova´n´ı znak˚u umozˇnit i jine´ zp˚usoby ohodnocen´ı: naprˇ. zada´n´ı
uzˇivatelske´ funkce, metoda nazy´vana´ ”IUPAC Wildcards“, slucˇova´n´ı skupin znak˚u a
prˇiˇrazen´ı jedne´ penalizace cele´ skupineˇ. Na´vrhy z tohoto bodu by mohly pomoci zbavit
se rozsa´hly´ch matic a t´ım pa´dem uvolnit syste´move´ prostrˇedky pro v´ıce vy´pocˇetn´ıch
jednotek.
• Za vstupn´ı frontu je dobre´ zarˇadit jednotku, ktera´ z n´ı vyb´ıra´ slova o sˇ´ıˇrce datove´
sbeˇrnice a rozdeˇluje je na znaky (ty maj´ı datovou sˇ´ıˇrku neˇkolikra´t mensˇ´ı). Znaky se
sekvencˇneˇ pos´ılaj´ı do systolicke´ho pole. S frontou je spjata i chybeˇj´ıc´ı funkce, ktera´
by zajistila pauzu v prˇi pra´zdne´ vstupn´ı fronteˇ prˇi beˇhu algoritmu.
• Zdokonalen´ı jednotky pro rˇ´ızen´ı vy´pocˇtu, aby byla schopna´ ukla´dat a posle´ze nacˇ´ıtat
zarovna´n´ı pro v´ıce rˇeteˇzc˚u. Take´ by meˇla poznat zˇe prˇedchoz´ı rˇeteˇzec byl zpracova´n
a sama zaha´jit dalˇs´ı (da´vkove´ zpravova´n´ı).
• Celkove´ zrychlen´ı zvy´sˇen´ı maxima´ln´ı operacˇn´ı frekvence naprˇ. pomoc´ı zrˇeteˇzen´ı vy´pocˇtu
v ra´mci buneˇk. Dalˇs´ı cestou k vysˇsˇ´ım vy´kon˚um by mohlo by´t v´ıcevla´knove´ zpracova´n´ı,
nebo i zmı´neˇne´ spekulativn´ı doprˇedne´ vy´pocˇty.





Byly nastudova´ny dostupne´ materia´ly zaby´vaj´ıc´ı se proble´mem porovna´va´n´ı DNA a protei-
novy´ch rˇeteˇzc˚u. Podle zada´n´ı jsem se sezna´mil nejen se soucˇasny´mi trendy, ale i historicky´mi
pokusy o rˇesˇen´ı zadane´ho proble´mu.
Na za´kladeˇ teˇchto znalost´ı byla navrzˇena genericka´ hardwarova´ architektura zalozˇena´
na systolicke´ strukturˇe prova´deˇj´ıc´ı zpracova´n´ı sekvenc´ı. Podle na´vrhu implementovana´ ar-
chitektura byla u´speˇsˇneˇ simulova´na a umı´ k vy´pocˇtu pouzˇ´ıt oba doporucˇene´ algoritmy
Smith-Waterman i Needleman-Wunsch.
Vy´sledne´ rˇesˇen´ı je velice flexibiln´ı co do schopnosti zpracova´vat r˚uzne´ u´lohy, ale v rych-
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Pokusneˇ bylo realizova´no funkcˇn´ı obvodove´ rˇesˇen´ı cele´ho dvourozmeˇrne´ho systolicke´ho pole.
Bylo vsˇak zjiˇsteˇno, zˇe to nen´ı prˇ´ıliˇs vhodna´ architektura z neˇkolika d˚uvod˚u. Nicme´neˇ byla
za´kladem pro implementaci linea´rn´ıho pole a poslouzˇila pro vyzkousˇen´ı r˚uzny´ch postup˚u.
• Vı´ce vza´jemny´ch spojen´ı mezi bunˇkami — slozˇiteˇjˇs´ı propojen´ı
• Je potrˇeba mnoho element˚u i pro zpracova´n´ı kra´tky´ch sekvenc´ı
• Nevyrˇesˇene´ rˇeteˇzen´ı u´loh
0 1 2 ...
8 9 10 ...
11 12 13 ...





























Obra´zek A.2: Jednoducha´ vy´pocˇetn´ı bunˇka pro dvourozmeˇrne´ systolicke´ pole
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