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We demonstrate uniqueness and local existence of the unknown coeflicient 
a = a(x) in the elliptic equation du - a(x) u = 0 in the quarter plane I > 0, y > 0 
which is subject to the boundary conditions ~(0, y)=/(y), u,(O, y) = g( y), and 
u(x, 0) = h(x). The proof consists of the derivation of an integral equation for a(x) 
utilizing transformations of Gelfand-Levitan type. 1’ 1987 Academic Press, Inc 
1. INTRODUCTION 
In this paper we shall consider the problem of finding the unknown coef- 
ficient a=a(x) and the unknown function u= u(x, y) such that the pair 
(a, U) satisfies 
Au-a(x)u=O, x > 0, y > 0, (1.1) 
4% Y) =&f(Y)? Y > 0, (1.2) 
Q-k Y) = ‘d Y)? y > 0, (1.3) 
4x, 0) = h(x), x > 0, (1.4) 
where A E (a’/ax”) + (8*/~Yy*) denotes the Laplacian in the variables x and 
y and where subscripted variables denote partial derivatives; e.g., 
u,~ z au/ax u,"= al/ax ay, etc. 
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DEFINITION. The pair of functions (a(x), u(x, y)) is a solution of 
( 1.1 )-( 1.4) provided that 
(i) a(x) is continuously differentiable on [0, co); 
(ii) u(x, y) is continuous for x 3 0, y 3 0; 
(iii) lim.,,, + u.(x,y) exists for O<y< co; 
(iv) ( 1.1 )-( 1.4) are satisfied. 
We shall denote by I the class of functions whose inverse Laplace trans- 
form is an L’(0, co) function; i.e., F(x) EZ if for some k(t)EL’(O, co), 
F(x) = jf e--“‘,%(t) dt. 
For more information about the class I, see Widder [S, p. 3173. 
Throughout this paper we shall assume the following: 
(A) The functions f‘ and g are such that f”’ E I and g” E Z, where 
prime denotes differentiation with respect o the independent variable y. 
(B) The function h is thrice continuously differentiable on [0, co), 
h(x) > 0, WI =.f(O), and h’(0) = g(0). 
We state now the main result of this paper. 
THEOREM. Under assumptions (A) and (B), there can exist at most one 
solution (a, u) to problem ( 1.1 )-( 1.4). For sufftciently small x, the solution 
(a, u) exists and depends continuously upon the data. Moreover, if it is 
known a priori that u(x) > 0, then over each compact subset of [0, 00) the 
coefficient u=u(x) depends continuously upon the data provided that 
f(y) z 0 and the data h and g satisfy assumption C stated in Section 4. 
Proof: (Outline) In Section 2 we derive an integral operator whose 
fixed points yield the unknown coefficient a = u(x). The derivation of the 
operator involves the mapping of solutions of Laplace’s equation in a one- 
to-one manner onto solutions of (1.1). This mapping is similar to the one 
developed by Colton [l] and bears a considerable resemblance to the 
Gelfand-Levitan transform of inverse Sti.irm-Liouville theory [2]. Our 
mapping preserves the Cauchy data (1.2) and (1.3) on x= 0. The data 
(1.4), u(x, 0)= h(x), is used to derive a non-linear Volterra integral 
equation of the second kind for a = a(x). 
We show in Section 3 that the integral operator is a contracting map of a 
closed convex subset of a Banach space into itself. The proof of the 
theorem is given in Section 4 using some techniques developed by Rundell 
C61. 
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For results and techniques used on inverse problems similar to the one 
considered here, we refer the reader to Linke [3], Pierce [S], and Rundell 
C&71. 
2. THE INTEGRAL OPERATOR 
Let 
Then, 
provided that 
4(x, y) = fom A(s) e-“-V cos(sx) ds, 
Gw, Y) =f( Y) 
x b 0, y > 0. (2.1) 
(2.2) 
(2.3) 
Thus, A(s) is identified as the inverse Laplace transform of f(y). Since 
f ‘I’ E I it follows that s3A(s) E L’(0, a). Hence, 4(x, y) satisfies 
Ac,b=O, x > 0, y > 0, (2.4) 
Gm.Y)=f(Yh Ody<oo, (2.5) 
cm, Y) = 09 06,v<m (2.6) 
We note that the function &(x) = 4(x, 0) is given by 
c&(x) = lo= A(s) cos(sx) ds, x>o (2.7) 
and is related in a unique manner to f ( y) via (2.3) and (2.7), which can be 
combined by elementary transform techniques into 
f(y)=$J; q&,(x)(x*+y*)-‘Ix. (2.8) 
In a similar manner, 
t/(x, y) = low B(s) eesy sin(sx) ds (2.9) 
409/126/2-3 
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satisfies 
A$=O, x > 0, y > 0, (2.10) 
km Y) = 0, o<y<co, (2.11) 
IcIAO> Y) =g(y), Ody<co, (2.12) 
where B(s) satisfies 
g(y) = lam d(s) e ~‘Y ds (2.13) 
and where g(y) and $Jx) = $(x, 0) are related by 
(2.14) 
Now let KC’) = K”‘(x, s; a), i= 1, 2, denote the classical solutions of the 
hyperbolic Goursat problems 
K.‘JJ = K,;;’ + a(x) K”‘, o<s,<x, (2.15) 
K”‘(x, x) = ; j; a(r) dr, 0 d x, (2.16) 
K:.‘J(x, 0) = 0, Kt2’(x, 0) = 0, 06x. (2.17) 
If we extend Kc’) into the region -x < s < 0 as an even function and Kc2’ as 
an odd function, then the functions Kc’) and Kc2’ satisfy the respective 
integral equations 
K(‘)(x, s) = 4 jix+s”2 u(r) dr + i f.‘es)‘2 a(r) dr 
0 
and 
(2.18) 
Kc2’(x, s) = t I’” + 2)‘2 u(r) dr + s/ 4~) K’*‘(v, 0 dv 4, (2.19) 
‘x - SW WXJ) 
where D(x, S) is the parallelogram bounded by the characteristic lines of 
slope f 1 through the origin and the characteristic lines of slope + 1 
through the point (x, s). 
Remark. The solutions Kc’) of (2.18) and (2.19) exist for continuous a. 
However, in this case the Kc’) possess only continuous first derivatives. 
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LEMMA 2.1. 1f u(x, y) satisfies 
4x, Y) = 0, Y) + ti(x, Y) + lx K”‘(x, s) #(s, Y) ds 
0 
+ j; K@‘( x, s) Il/(s, Y) 4 
where 4 satisfies (2.4)(2.6) and $ satisfies (2.10)-(2.12), then 
(2.20) 
Au-a(x)u=O, x > 0, y > 0, (2.21) 
40, Y) =f(y), Y a 0, (2.22) 
u,(o,Y)=g(Y), Y30. (2.23) 
Proof. The proof of (2.21) consists of computing the Laplacian of u by 
performing the indicated derivatives. In the integrals containing Kc!, 
i = 1, 2, we substitute K$i) + a(x) KC’) and integrate the terms containing K,Li) 
twice by parts. The result follows from (2.4)(2.6), (2.10)-(2.12), and 
(2.15)-(2.17). We refer the readers to Gelfand and Levitan [2, p. 2591 and 
Rundell [S, 61 for calculations analogous to these. 
We note that for f and g satisfying Assumption A the solutions of the 
Cauchy problem (2.21)-(2.23) must have the representation (2.20). This 
follows from the unicity of the solution of the Cauchy problem [4] 
(2.21)-(2.23). Thus, if we have a solution to problem (l.l)-(1.4), then 
u(x, y) has the representation (2.20) and from (1.4) we see that for 
4(x, 0) = 4o(x) and Hx, 0) = Il/o(x), 
0)=40(x) + Iclo(x) + 1; K(‘)(x, s; a) do(s) ds 
+ : K”‘( 
I x, s; a) $0(s) ds 
(2.24) 
which is a non-linear Volterra integral equation of the first kind for 
a = u(x). Likewise, if u= u(x) is a continuously differentiable solution of 
(2.24), then a = u(x) together with u = u(x, y) represented via (2.20) satisfy 
(1.1 t( 1.4). Thus, we have demonstrated the following result. 
LEMMA 2.2. Problem (1.1 t( 1.4) possesses a unique solution ifund only if 
the integral equation (2.24) possesses a unique continuously differentiable 
solution a = u(x). 
ProofI See the analysis preceding the statement of the lemma. 
Using h(0) =f(O) and h’(0) =g(O) of Assumption B together with (2.5), 
(2.6), (2.11), and (2.12), we can differentiate Eq. (2.24) twice and recover it 
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via the fundamental theorem of calculus. Considering the second derivative 
of Eq. (2.24), we substitute I$) + a(x) K”’ in place of K!jJ and integrate by 
parts twice the integrals containing I$). Utilizing (2.6), (2.1 l), (2.16), and 
(2.17), we obtain the Volterra integral equation of the second kind 
a(x) h(x) = h”(x) - {$6(x) + I);(X)} - jar K”‘(x, s; a) I,+;;(S) ds 
- 
s 
i K’*‘(x, s; a) I);(S) ds 
0 
(2.25) 
which is equivalent to the integral equation (2.24). 
We are able now to define our integral operator. 
DEFINITION. For a = a(x) continuous on 0 d x 6 b, let 
(Tu)(x) = h”(x) - {c&(x) + $6(x)} - j; K(‘)(x, s; a) c&(s) ds 
- 
I 
i K(*)(x, s; a) $;(s) ds li h(x), O<x<b. (2.26) 0 
Let C( [0, b]) denote the class of continuous functions on 0 <x < b. From 
the existence theory for the Goursat problem for hyperbolic partial 
differential equations the following result can easily be obtained. 
LEMMA 2.3. The operator T maps C( [0, b]) into itself: 
3. PROPERTIES OF THE INTEGRAL OPERATOR 
Set 
Ilfllh= sup If(x)1 
OGX<b 
(3.1) 
for any functionJ: Also, let 
(3.2) 
Since the domain D(x, s) is contained in the triangle {(q, 0: -q < 5 <‘I, 
Odqdx), it follows from (2.18), (2.19), (3.1), and (3.2) that for Odx<b, 
T”‘(x)db I/all,+2b llall~o~o~ T’(v) dv. (3.3) 
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From Gronwall’s inequality we see that for 0 6 x < 6, 
T@)(x) 6 b II a Ilb exp { 2xb II a II b}. 
Using (3.4) in (2.26), we obtain 
II TalI,dC,+bG, 
where 
and 
C,(b)= (llh”llcs+ IId;;llb+ llti;(ll,)Co~~~, IW)l)- I . . (3.6) 
C,(b, IIaIlh)= {IlbJlh+ IIIl/b:Il)ll~llhew{2~* l141b}~(o~~n,, 14x)1)-‘. . . 
(3.7) 
Now, we select a b, >O and let C, = 2C,(b,). Then, for any UE C([O, b]) 
such that IIull,6C,, we have for O<b<b,, 
II~uII,dC,(b,)+bC,(b,, C,). (3.8) 
Selecting 
O<b6C,(b,)lG(b~, C,) 
we see that 
II T4I,GC,. 
Hence, we have demonstrated the following result. 
(3.9) 
(3.10) 
LEMMA 3.1. For b > 0 and sufficiently small, T maps the closed convex 
set Kb= {a~ C([O, b]): [lull,< C,} into itself 
Proof See the analysis preceding the statement of the lemma. 
We study now the continuity of the map T. In order to estimate the con- 
tinuity of T, we must first study the continuous dependence of K”‘(x, s; a) 
upon a. Consider K’. Let ui E K,,, i = 1, 2. Then, from (2.18) we obtain 
K(‘)(x, s; aI) - K”‘(x, s; u2) 
s 
(x + s)/2 
I 
=5 {ul(r) - a2(r)l dr 
0 
+tj L-‘)‘* {al(r) - u,(r)} dr 
0 
+ L,s, ~,(rl){K”‘(~,i;~,)-K’*‘(1,i;~2))d~di. (3.11) 
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Setting 
and using (3.1)-(3.4), it follows that for 0 d x < b, 
(3.13) 
where 
C4 = 1 + b2C3 exp { 2b2C3}. (3.14) 
From Gronwall’s inequality we see that for 0 6 x 6 b, 
f(x)<b IIa,-a,(I,C,exp(2xbC,}. (3.15) 
Since the same estimate holds for {K’*‘(x, s; a,) - K*(x, s; a,)), we can 
summarize the preceding analysis in the following statement. 
LEMMA 3.2. For ui6Kh, i= 1, 2, -x<s<x, undO<x<b, 
1 K”‘(x, s; a,) - K”‘(x, s; u2)l 6 C5b II a, - u2 II,,, i= 1, 2, (3.16) 
where 
C5(b, C,) = { 1 + b2C3 exp(2b2C,}} exp{2b*C,}. (3.17) 
Proof. See the analysis preceding the statement of the lemma. 
Utilizing the results in Lemma 3.2, we estimate the continuity of T. For 
ui E Kb, i = 1, 2, we difference the expressions for Tu,(x) and obtain 
Tu,(x) - Tu,(x) = 
i 
-joy &(s)[K”‘(x, s; a,) - K”‘(x, s; a?)] ds 
+ jox t&(s)[K”‘(x, s; a,) - Kc2)(x, s; u2)] ds}/h(x). 
(3.18) 
From (3.18) we see that for 0 <b < b, , 
II TUI - Tdl,Q Cd* lla, -~2llc5r 
where 
(3.19) 
C,= Ol&bllbi+ llWlb,I Cdb,, C,)( min IW)l)-‘. (3.20) O<*<b, 
ELLIPTIC PARTIAL DIFFERENTIAL EQUATION 331 
Thus, we have demonstrated the following result: 
LEMMA 3.3. Let 0 < b < b,, 0 < b < C,(b,)/C,(b, , C,), and 0 < b < 
l/A, where C,, C,, and C6 are defined, respectively, by (3.6), (3.7), and 
(3.20) and where C, =2C,(b,). Then, the map T of the closed convex set 
Kb = (a E C( [0, 61): 11 a 11 b < C,} into itself is a contraction. 
Proof The result follows easily from the analysis preceding the 
statement of the lemma. 
We are ready now to demonstrate the theorem. 
4. PROOF OF THE THEOREM 
From Lemma 3.3 and the Banach contracting mapping theorem, it 
follows immediately that T possesses a unique fixed point a = a(x) for 
O<x 6 b, where b is sufficiently small. From Assumptions (A) and (B) the 
right-hand side of the equation a = Ta can be differentiated and its 
derivative is continuous on 0 <x < b. Thus, from Lemma 2.2, we see that 
problem (1.1 )-( 1.4) possesses a unique local solution. 
The analysis of Section 3 can be modified slightly to show that if a 
unique solution of a = Ta exists for 0 <x 6 6, then there exists a CJ > 0 
sufficiently small such that there exists a unique solution of a = Ta for 
0 G x d b + (T. Hence, we can assert that the solution is unique as far as it 
exists. 
The difficulty in demonstrating a global solution is the lack of a global a 
priori estimate of a(x). We consider now some circumstances under which 
such a global a priori estimate can be obtained. 
LEMMA 4.1. If a(x) > 0, then 
K”‘(x, s; a) 3 0, o<s<x. 
Proof. Considering the integral equation (2.18) for K’” we see that the 
kernel and the data are non-negative. Hence, K(l) ~0. Considering the 
representation for the Coursat problem for Kc2), we find again that the data 
and the kernel of that integral equation are non-negative. 
Now we define w(x, s) = Ki2)(x, s). Thus, Kc2) 3 0 and K”‘(x, 0) = 0 
imply that w(x, 0) = Ki2)(x, 0) > 0. From Eq. (2.15) and Kc2)(x, 0) = 0 we 
obtain w,(x, 0) = Kii)(x, 0) = 0. As w satisfies 
W xx = w,, + 4x1 w, o<s<x, (4.1) 
w(x, 0) 2 0, x > 0, (4.2) 
WAX, 0) = 0, x > 0, (4.3) 
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w(x, t) = &( w(x -s, 0) + w(x + s, 0) 
+  js,,,,, 4vr) w(v, 0 4 & (4.4) 
where d(x, t) is the triangle bounded by the line t = 0 and the characteristic 
lines through the point (x, s). Since the data term t{ w(x -3, 0) + 
w(x + s, 0)) is non-negative, we see that if the kernel a 2 0, then w(x, S) > 0 
for 0 6 s < x via Picard iteration. Thus, we have shown the following result. 
LEMMA 4.2. Zf u(x) 3 0, then 
0 < K”‘(x, s; a) 6 + jx u(r) dr. (4.5) 
0 
Proof: The inequality (4.5) follows immediately from w(x, s)= 
K”)(x s) > 0 and (2 16). 
‘We ’ consider now the case of f(y) = 0. The integral equation (2.25) 
becomes 
a(x) = h”(x) - t&(x)-j; Kc2’(x, s; a) $;l(s) d+(x). (4.6) 
At this point we introduce assumption 
(C) The function g is such that 1 $:(x)1 < C,x. The functon h is such that 
h(x) > C,x and 1 h”(x)1 < Cgx. 
Hence, we see that 
o < u(x) 6 I h"(X)1 I I 11/6(x)1 + \ h(x) - &j;(j;4++~ h(x) 
c, c, c,x x 
<c,+c,+4c, 0 I u(r) dr. (4.7) 
Thus, for 0 <x < b, we obtain 
0 6 u(x) d C,, + C,, b s,’ a(r) dr. (4.8) 
By Gronwall’s lemma, we see that 
O<a(x)<C,,exp{C,,b*}. (4.9) 
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Let 
Then, utilizing the results of Lemma 3.2 with C, replaced with C9 in C5. 
The continuous dependence of a= a(x) upon the data follows from the 
application of Gronwall’s lemma to 
h,(x) u,(x) -h*(X) u*(x) = h;(x) - /q(x) 
-G(x) + 4%2(x) 
- 
s 
.’ K’*‘(x, s; a,) I&(S) ds 
0 
+ j; P( x, 8; 4 ~43s) ds. (4.11) 
We note here that the continuous dependence is in terms of 
sup Ih,(x)-h*(x)1 I K(x) - &(x)1 sup 
O&x<b h,(x) ’ O<r<b 
h,(x) ’ 
and 
sup I $;;*@I - $;;l(X)l 
O<x<b h,(x) . 
These require that the data have certain asymptotic behavior at x = 0 in 
order that the norms be finite and tend to zero as h,(x), hi(x), and I&(X) 
tend, respectively, to h,(x), h;(x), and $;l,(x). We shall leave these details 
to the reader. 
While this concludes the proof of the theorem, we remark that the con- 
tinuous dependence here is in terms of @b: and I& which are determined by f 
and g, respectively. Consequently, there is more to be said about the actual 
continuous dependence estimates and numerical means for computing 
Q = a(x). We shall make this the subject of a future paper. 
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