Online variants of the Expectation Maximization (EM) algorithm have recently been proposed to perform parameter inference with large data sets or data streams, in independent latent models and in hidden Markov models. Nevertheless, the convergence properties of these algorithms remain an open problem at least in the hidden Markov case. This contribution deals with a new online EM algorithm that updates the parameter at some deterministic times. Some convergence results have been derived even in general latent models such as hidden Markov models. These properties rely on the assumption that some intermediate quantities are available in closed form or can be approximated by Monte Carlo methods when the Monte Carlo error vanishes rapidly enough. In this article, we propose an algorithm that approximates these quantities using Sequential Monte Carlo methods. The convergence of this algorithm and of an averaged version is established and their performance is illustrated through Monte Carlo experiments. 
INTRODUCTION
The Expectation Maximization (EM) algorithm is a well-known iterative algorithm to solve maximum likelihood estimation in incomplete data models, see Dempster et al. [1977] . Each iteration is decomposed into two steps: in the E-step the conditional expectation of the complete log-likelihood (log of the joint distribution of the hidden states and the observations) given the observations is computed; and the M-step updates the parameter estimate. The EM algorithm is mostly practicable if the model belongs to the curved exponential family, see McLachlan and Krishnan [1997, Section 1.5] and Cappé et al. [2005, Section 10 .1], so that we assume below that our model belongs to this family. Under mild regularity conditions, this algorithm is known to converge to the stationary points of the log-likelihood of the observations, see Wu [1983] . However, A hidden Markov model on X × Y is defined by an initial distribution χ on (X, X ) and two families of transition kernels. In this article, the transition kernels are parametrized by θ ∈ Θ, where Θ ⊆ R d θ is a compact set. In the sequel, the initial distribution χ on (X, X ) is assumed to be known and fixed. The parameter is estimated online in the maximum likelihood sense using a sequence of observations Y. Online maximum likelihood parameter inference algorithms were proposed either with a gradient approach or an EM approach. In the case of finite state-spaces HMM, Le Gland and Mevel [1997] proposed a recursive maximum likelihood procedure. The asymptotic properties of this algorithm have recently been addressed in Tadić [2010] . This algorithm has been adapted to general state-spaces HMM with SMC methods (see Doucet et al. [2010] ). The main drawback of gradient methods is the necessity to scale the gradient components. As an alternative to performing online inference in HMM, online EM based algorithms have been proposed for finite state-spaces (see Cappé [2011] ) or general state-spaces HMM (see Cappé [2009 ], Del Moral et al. [2010b and Le Corff and Fort [2011b] ). Del Moral et al. [2010b] proposed a SMC method giving encouraging experimental results. Nevertheless, it relies on a combination of stochastic approximations and SMC computations so that its analysis is quite challenging. In Le Corff and Fort [2011b] , the convergence of an online EM based algorithm is established. This algorithm requires either the exact computation of intermediate quantities (available explicitly only in finite state-spaces HMM or in linear Gaussian models) or the use of Monte Carlo methods to approximate these quantities. We propose to apply this algorithm to general models where these quantities are replaced by SMC approximations. We prove that the Monte Carlo error is controlled in such a way that the convergence properties of Le Corff and Fort [2011b] hold for the P-BOEM algorithms.
We now detail the model assumptions. Consider a family of transition kernels {m θ (x, x )dλ(x )} θ∈Θ on X × X , where X is a general state-space equipped with a countably generated σ-field X , and λ is a finite measure on (X, X ). Let {g θ (x, y)dν(y)} θ∈Θ be a family of transition kernels on X × Y, where Y is a general space endowed with a countably generated σ-field Y and ν is a measure on (Y, Y). Let Y = {Y t } t∈Z be the observation process defined on (Ω, P, F) and taking values in Y Z . The batch EM algorithm is an offline maximum likelihood procedure which iteratively produces parameter estimates using the complete data log-likelihood (log of the joint distribution of the observations and the states) and a fixed set of observations, see Dempster et al. [1977] . In the HMM context presented above, given T observations Y 1:T , the missing data x 0:T and a parameter θ, the complete data loglikelihood may be written as (up to the initial distribution χ which is assumed to be known)
where we use x r:t as a shorthand notation for the sequence (x r , . . . , x t ), r ≤ t. Each iteration of the batch EM algorithm is decomposed into two steps. The E-step computes, for all θ ∈ Θ, an expectation of the complete data log-likelihood under the conditional probability of the hidden states given the observations and the current parameter estimateθ. In the HMM context, due to the additive form of the complete data 
for any bounded function h, any θ ∈ Θ, any r < s ≤ t and any sequence y ∈ Y Z . Then, given the current value of the parameterθ, the E-step amounts to computing the quantity
for any θ ∈ Θ. The M-step sets the new parameter estimate as a maximum of this expectation over θ. The computation of θ → Q T (θ,θ) for any θ ∈ Θ is usually intractable except in the case of complete data likelihood belonging to the curved exponential family, see McLachlan and Krishnan [1997, Section 1.5] and Cappé et al. [2005, Section 10 .1]. Therefore, in the sequel, the following assumption is assumed to hold: 
Under A1, the quantity Q T (θ,θ) defined by (3) becomes
so that the definition of the function θ → Q T (θ,θ) requires the computation of an expectation 1
The M-step of the batch EM iteration amounts to computinḡ
This batch EM algorithm is designed for a fixed set of observations. A natural extension of this algorithm to the online context is to define a sequence of parameter estimates by
Unfortunately, the computation of Q t+1 (θ, θ t ) requires the whole set of observations to be stored and scanned for each estimation. For large data sets the computation cost of the E-step makes it intractable in this case. To overcome this difficulty, several online variants of the batch EM algorithm have been proposed, based on a recursive approximation of the function θ → Q t+1 (·, θ t ) (see Cappé [2009 ], Del Moral et al. [2010b , and Le Corff and Fort [2011b] ). In this article, we focus on the Block Online EM (BOEM) algorithm, see Le Corff and Fort [2011b] .
Particle Block Online EM (P-BOEM)
The BOEM algorithm, introduced in Le Corff and Fort [2011b] , is an online variant of the EM algorithm. The observations are processed sequentially per block and the parameter estimate is updated at the end of each block. Let {τ k } k≥1 be a sequence of positive integers denoting the length of the blocks and set
{T k } k≥1 are the deterministic times at which the parameter updates occur. Define, for all integers τ > 0 and T ≥ 0 and all θ ∈ Θ,
The quantityS The BOEM algorithm iteratively defines a sequence of parameter estimates {θ n } n≥0 as follows: given the current parameter estimate θ n ,
(ii) compute a candidate for the new value of the parameter:
To make the exposition easier, we assume that the initial distribution χ is the same on each block. The dependence ofS χ,T τ (θ, Y) on χ is thus dropped from the notation for better clarity.
The quantityS Tn τ n+1 (θ n , Y) is available in closed form only in the case of linear Gaussian models and HMM with finite state-spaces. In HMM with general state-spaces S Tn τ n+1 (θ n , Y) cannot be computed explicitly and we propose to compute an approximation ofS Tn τ n+1 (θ n , Y) using SMC algorithms thus yielding the Particle-BOEM (P-BOEM) algorithm. Different methods can be used to compute these approximations (see, e.g., Del Moral et al. [2010a Moral et al. [ , 2010b and Douc et al. [2011] ). We will discuss in Section 2.4 some SMC approximations that use the data sequentially.
Denote by S n (θ, Y) the SMC approximation ofS Tn τ n+1 (θ, Y) computed with N n+1 particles. The P-BOEM algorithm iteratively defines a sequence of parameter estimates {θ n } n≥0 as follows: given the current parameter estimate θ n , (i) compute the quantity S n (θ n , Y), (ii) compute a candidate for the new value of the parameter:
We give in Algorithm 1 lines 1 to 9 an algorithmic description of the P-BOEM algorithm. Note that the idea of processing the observations by blocks is proposed in McLachlan and Ng [2003] to fit a normal mixture model. The incremental EM algorithm discussed in McLachlan and Ng [2003] is an alternative to the batch EM algorithm for very large data sets. Contrary to our framework, in the algorithm proposed by McLachlan and Ng [2003] , the number of observations is fixed and the same observations are scanned several times.
Averaged Particle Block Online EM
Following the same lines as in Le Corff and Fort [2011b] , we propose to replace the P-BOEM sequence {θ n } n≥0 by an averaged sequence. This new sequence can be computed recursively, simultaneously with the P-BOEM sequence, and does not require additional storage of the data. The proposed averaged P-BOEM algorithm is defined as follows (see also lines 5 and 6 of Algorithm 1): the step (ii) of the P-BOEM algorithm presented in this section is followed by (iii) compute the quantity
(iv) define
We set Σ 0 = 0 so that
we will prove in Section 4.4 that the rate of convergence of the averaged sequence { θ n } n≥0 , computed from the averaged statistics { Σ n } n≥0 , is better than the non-averaged one. We will also observe this property in Section 3 by comparing the variability of the P-BOEM and the averaged P-BOEM sequences in numerical applications.
ALGORITHM 1: The P-BOEM and averaged P-BOEM algorithms
Output: {θn} n≥0 and { θn} n≥0 . Convergence of P-BOEM 2:7
The SMC Approximation Step
As the P-BOEM algorithm is an online algorithm, the SMC algorithm should use the data sequentially: no backward pass is allowed to browse all the data at the end of the block. Hence, the approximation is computed recursively within each block, each observation being used once and never stored. These SMC algorithms will be referred to as forward only SMC. We detail below a forward only SMC algorithm for the computation of S n (θ n , Y) which has been proposed by Cappé [2011] (see also Del Moral et al.
[2010b]). For notational convenience, the dependence on n is omitted. For block n, the algorithm below has to be applied with (τ ,
The key property is to observe that
where φ θ t is the filtering distribution at time t, and the functions R t,θ : X → S, 1 ≤ t ≤ τ , satisfy the equations
where B θ t denotes the backward smoothing kernel at time t
By convention, R 0,θ (x) = 0 and φ θ 0 = χ. A proof of the equalities (10) to (12) can be found in Cappé [2011] and Del Moral et al. [2010b] . Therefore, a careful reading of Eqs. (10) to (12) shows that, for an iterative particle approximation ofS 0 τ (θ, Y), it is sufficient to update from time t -1 to t
We describe below such an algorithm. An algorithmic description is also provided in Appendix A, Algorithm 2.
Given instrumental Markov transition kernels {q t (x, x ), t ≤ τ } on X × X and adjustment multipliers {υ t , t ≤ τ }, the procedure goes as follows:
of indices and particles are sampled independently conditionally to Y 1:t , θ and
from the instrumental distribution: If, for all x ∈ X, υ t (x) = 1 and if the kernels q t are chosen such that q t = m θ , lines 6-7 in Algorithm 2 are known as the Bootstrap filter. Other choices of q t and υ t can be made, see, for example, Cappé et al. [2005] .
APPLICATIONS TO BAYESIAN INVERSE PROBLEMS IN HIDDEN MARKOV MODELS

Stochastic Volatility Model
Consider the following stochastic volatility model:
where X 0 ∼ N 0, (1 -φ 2 ) -1 σ 2 and {U t } t≥0 and {V t } t≥0 are two sequences of independent and identically distributed standard Gaussian (random variable), independent from X 0 . We illustrate the convergence of the P-BOEM algorithms and discuss the choice of some design parameters such as the pair (τ n , N n ). Data are sampled using φ = 0.95, σ 2 = 0.1 and β 2 = 0.6; we estimate θ = φ, σ 2 , β 2 by applying the P-BOEM algorithm and its averaged version. All runs are started from φ = 0.1, σ 2 = 0.6 and β 2 = 2. Figure 1 displays the estimation of the three parameters as a function of the number of observations, over 50 independent Monte Carlo runs. The block-size sequence is of the form τ n ∝ n 1.2 . For the SMC step, we choose N n = 0.25 · τ n ; particles are sampled as described in Algorithm 2 (see Appendix A) with the bootstrap filter. For each parameter, Figure 1 displays the empirical median (bold line) and upper and lower quartiles (dotted line). The averaging procedure is started after 1500 observations. Both algorithms converge to the true values of the parameters and, once the averaging procedure is started, the variance of the estimation decreases (estimation of φ and β 2 ). The estimation of σ 2 shows that, if the averaging procedure is started with too few observations, the estimation can be slowed down.
We now discuss the role of the pairs (τ n , N n ). Roughly speaking (see Section 4 for a rigorous decomposition), τ controls the rate of convergence ofS
and N controls the error betweenS T τ (θ, Y) and its SMC approximation. We will show in Section 4 that lim n τ n = lim n N n = +∞ are part of some sufficient conditions for the P-BOEM algorithms to converge. We thus choose increasing sequences {τ n , N n } n≥1 . The role of τ n has been illustrated in Le Corff and Fort [2011b, Section 3] . Hence, in this illustration, we fix τ n and discuss the role of N n . Figure 2 compares the algorithms when applied with τ n ∝ n 1.1 and N n = √ τ n or N n = τ n . The empirical variance (over 50 independent Monte Carlo runs) of the estimation of β 2 is displayed, as a function of the number of blocks. First, Figure 2 illustrates the variance decrease provided by the averaged procedure, whatever the block size sequence. Moreover, increasing the number of particles per block improves the variance of the estimation given by the P-BOEM algorithm while the impact on the variance of the The averaging procedure is started after 1500 observations. The first 1000 observations are not displayed for better clarity.
averaged estimation is less important. On average, the variance is reduced by a factor of 3.0 for the P-BOEM algorithm and by a factor of 1.8 for its averaged version when the number of particles goes from N n = √ τ n to N n = τ n . These practical considerations illustrate the theoretical results derived in Section 4.4. Finally, we discuss the role of the initial distribution χ. In all these applications, we have the same distribution χ ≡ N 0, 1 -φ 2 -1 σ 2 at the beginning of each block.
We could choose a different distribution χ n for each block such as, for example, the filtering distribution at the end of the previous block. We have observed that this particular choice of χ n leads to the same behavior for both algorithms.
To end this section, the P-BOEM algorithm is compared to the Online EM algorithm outlined in Cappé [2011] and Del Moral et al. [2010b] . These algorithms rely on a combination of stochastic approximation and SMC methods. According to classical results on stochastic approximation, it is expected that the rate of convergence of the Online EM algorithm behaves like γ 1/2 n , where {γ n } n≥0 is the so-called step-size sequence. Hence, γ n in the Online EM algorithm is chosen such that γ n ∝ n -0.55 and the blocksize sequence in the P-BOEM algorithm such that τ n ∝ n 1.2 . The number of particles used in the Online EM algorithm is fixed and chosen so that the computational costs of both algorithms are similar. Provided that N n ∝ τ n in the P-BOEM algorithm, this leads to a choice of 70 particles for the Online EM algorithm. We report in Figure 3 , the estimation of φ and σ 2 for a Polyak-Ruppert averaged Online EM algorithm (see Polyak [1990] ) and the averaged P-BOEM algorithm as a function of the number of observations. The averaging procedure is started after about 1500 observations. As noted in Le Corff and Fort [2011b, Section 3] for a constant sequence {N n } n≥0 this figure shows that both algorithms behave similarly. For the estimation of φ and β 2 , the variance is smaller for the P-BOEM algorithm and the convergence is faster for the P-BOEM algorithm in the case of β 2 . Conclusions are different for the estimation of σ 2 : the variance is smaller for the P-BOEM algorithm but the Online EM algorithm Fig. 3 . Estimation of φ, σ 2 and β 2 with the averaged P-BOEM algorithm (left) and a Polyak-Ruppert averaged version of the Online EM algorithm (right) after 300, 1500, 5000, 10000, 20000, and 45000 observations. The averaging procedure is started after about 1000 observations (which corresponds to the 25th block for the P-BOEM algorithm).
converges a bit faster. The main advantage of the P-BOEM algorithm is that it relies on approximations that can be controlled in such a way that we are able to show that the limiting points of the P-BOEM algorithms are the stationary points of the limiting normalized log-likelihood of the observations.
Simultaneous Localization And Mapping
The Simultaneous Localization And Mapping (SLAM) problem arises when a mobile device wants to build a map of an unknown environment and, at the same time, has to estimate its position in this map. The common statistical approach for the SLAM problem is to introduce a state-space model. Many solutions have been proposed depending on the assumptions made on the transition and observation models, and on the map (see, e.g., Burgard et al. [2005] , Martinez-Cantin [2008] and Montemerlo et al. [2003] ). In Martinez-Cantin [2008] and Le Corff et al. [2011] , it is proposed to see the SLAM as an inference problem in HMM: the localization of the robot is the hidden state with Markovian dynamic, and the map is seen as an unknown parameter. Therefore, the mapping problem is answered by solving the inference task, and the localization problem is answered by approximating the conditional distribution of the hidden states given the observations. In this application, we consider a statistical model for a landmark-based SLAM problem for a bicycle manoeuvring on a plane surface.
be the robot position, where x t,1 and x t,2 are the robot's cartesian coordinates and x t,3 its orientation. At each time step, deterministic controls are sent to the robot so that it explores a given part of the environment. Controls are denoted by (v t , ψ t ) where ψ t stands for the robot's heading direction and v t its velocity. The robot position at time t, given its previous position at time t -1 and the noisy controls (v t ,ψ t ), can be written as
where (v t ,ψ t ) is a 2-dimensional Gaussian distribution with mean (v t , ψ t ) and known covariance matrix Q. In this contribution, we use the kinematic model of the front wheel of a bicycle (see, e.g., Bailey et al. [2006] ) where the function f in (14) is given by
where d t is the time period between two successive positions and B is the robot wheelbase. The 2-dimensional environment is represented by a set of landmarks θ def = {θ j } 1≤j≤q , θ j ∈ C being the position of the jth landmark. The total number of landmarks q and the association between observations and landmarks are assumed to be known.
At time t, the robot observes the distance and the angular position of all landmarks in its neighborhood; let c t ⊆ {1, · · · , q} be the set of observed landmarks at time t. It is assumed that the observations {y t,i } i∈ct are independent and satisfy
where h is defined by
and the noise vectors {δ t,i } t,i are independent and identically distribution Gaussian N (0, R). R is assumed to be known. The model presented in this section does not take into account all the issues arising in the SLAM problem (such as the association process, which is assumed to be known and the known covariance matrices). The aim is to prove that the BOEM algorithm and its averaged version have satisfying behavior even in the challenging framework described above. The observation and motion models are highly nonlinear and we show that the BOEM algorithm remains stable in this experiment. Several solutions have been proposed to solve the association problem (see, e.g., Burgard et al. [2005] for a solution based on the likelihood of the observations) and could be adapted to our case. We want to estimate θ = {θ j } q j=1 by applying the P-BOEM algorithms. In this article, we use simulated data. q = 15 landmarks are drawn in a square of size 45m x 45m. The robot path is sampled with a given set of controls. Using the true positions of all landmarks in the map and the true path of the robot (see the dots and the bold line In this model, the transition denoted by m θ does not depend on the map θ (see (14)) and the marginal likelihood g θ is such that the complete data likelihood does not belong to the curved exponential family:
Hence, in order to apply Algorithm 1, at the beginning of each block, g θ is approximated by a function depending on the current parameter estimate so that the resulting approximated model belongs to the curved exponential family (see Le Corff et al. [2011] ). As can be seen from (15), approximating the function κ κ κ → h(x, κ κ κ) by its first-order Taylor expansion at θ i leads to a quadratic approximation of g θ . This approach is commonly used in the SLAM framework to use the properties of linear Gaussian models (see, e.g., Burgard et al. [2005] ). As the landmarks are not observed all the time, we choose a slowly increasing sequence {τ n ∝ n 1.1 } n≥1 so that the number of updates is not too small (in this experiment, we have 60 updates for a total number of observations of 2000). As the total number of observations is not so large (the largest block is of length 60), the number of particles is chosen to be constant on each block: for all n ≥ 1, N n = 50. For the SMC step, we apply Algorithm 2 with the bootstrap filter.
For each run, the estimated path (equal to the weighted mean of the particles) and the estimated map at the end of the loop (T = 2000) are stored. Figure 4 represents the mean estimated path and the mean map over 50 independent Monte Carlo runs. It highlights the good performance of the P-BOEM algorithm in a more complex framework.
We also compare our algorithm to the marginal SLAM algorithm proposed by Martinez-Cantin [2008] . In this algorithm, the map is also modeled as a parameter to learn in a HMM model; SMC methods are used to estimate the map in the maximum likelihood sense. The Marginal SLAM algorithm is a gradient-based approach for solving the recursive maximum likelihood procedure. Note that, in the case of independent and identically distribution observations, [Titterington 1984] proposed to update the parameter estimate each time a new observation is available using a stochastic gradient approach. Figure 5 illustrates the estimation of the position of each landmark. The P-BOEM algorithm is applied using the same parameters as above and the marginal SLAM algorithm uses a sequence of step-size {γ n ∝ n -0.6 } n≥1 . We use the averaged version of the P-BOEM algorithm and a Polyak-Ruppert based averaging procedure for the marginal SLAM algorithm (see Polyak [1990] ). For each landmark the last estimation (at the end of the loop) of the position is stored for each of the 50 independent Monte Carlo runs. Figure 5 displays the distance between the estimated position and the true position for each landmark. In this experiment, the P-BOEM based SLAM algorithm outperforms the marginal SLAM algorithm.
CONVERGENCE OF THE PARTICLE BLOCK ONLINE EM ALGORITHMS
In this section, we analyze the limiting points of the P-BOEM algorithm. We prove in Theorem 4.3 that the P-BOEM algorithm has the same limit points as a so-called limiting EM algorithm, which defines a sequence {θ n } n≥0 by θ n+1 =θ S (θ n ) wherē S(θ) is the a.s. limit lim τ →+∞S T τ (θ, Y) (defined by (6)). As discussed in Le Corff and Fort [2011b, Section 4.3.] , the set of limit points of the limiting EM algorithm is the set of stationary points of the contrast function (θ), defined as the a.s. limit of the normalized log-likelihood of the observations, when T → +∞. The convergence result below on the P-BOEM algorithm requires two sets of assumptions: conditions A2 to A5 are the same as in Le Corff and Fort [2011b] and imply the convergence of the BOEM algorithm; assumptions A6 and A7 are introduced to control the Monte Carlo error.
Assumptions
Consider the following assumptions A2 There exist σ -and σ + such that for any x, x ∈ X 2 and any θ ∈ Θ,
For any sequence of r.v.
be σ-fields associated to Z. We also define the mixing coefficients by, see Davidson [1994] ,
where for any σ-algebras F and G,
For p > 0 and Z a R d -valued random variable measurable with respect to the σ-algebra F, set
A4 (a) Y is a stationary sequence such that there exist C ∈ [0, 1) and β ∈ (0, 1) satisfying, for any
A5
There exist c > 0 and a > 1 such that for all n ≥ 1, τ n = cn a .
Assumptions A2 to A5 are the same as in Le Corff and Fort [2011b] . A2, referred to as the strong mixing condition, is used to prove the uniform forgetting property of the initial condition of the filter, see, for example, Del Moral and Guionnet [1998] and Del Moral et al. [2003] . This assumption is easy to check in finite state-space HMM or when the state-space is compact when the Markov kernel m θ is sufficiently regular. As noted in Le Corff and Fort [2011b] , it can fail to hold in quite general situations. Nevertheless, the exponential forgetting property needed to ensure the convergence results could be checked under weaker assumptions (see Douc et al. [2009] for a Doeblin assumption). However, it would imply quite technical supplementary results out of the scope of this article. Examples of observation sequences satisfying A4 include, for example, stationary ψ-irreducible and positive recurrent Markov chains which are geometrically ergodic (see, e.g., Meyn and Tweedie [1993] for Markov chains theory).
We need to control the L p -mean error on each block betweenS Tn τ n+1 (θ n , Y) and its SMC approximation. This control is discussed in Section 4.2 when the SMC approximation is computed as described in Section 2.4. 
Lp-Error of the SMC Approximation
For each block n, denote by {υ t,n } t≤τ n+1 and {q t,n } t≤τ n+1 , respectively the adjustment multipliers and the instrumental kernels in the SMC propagation step (see (13)). For all y ∈ Y, define
Consider the following assumptions.
In the case of the Bootstrap filter, A6 holds (since v t,n = 1) and ω + (y) = sup θ∈Θ sup x∈X g θ (x, y). 
where S n (θ n , Y) is computed with the algorithm described in Section 2.4.
Asymptotic Behavior of the Particle Block Online EM Algorithms
Following Le Corff and Fort [2011b] , we address the convergence of the P-BOEM algorithm as the convergence of a perturbed version of the limiting EM recursion. The following result, which is proved in Le Corff and Fort [2011b, Theorem 4.1.] , shows that when τ is large, the BOEM statisticS T τ (θ, Y) is an approximation of a deterministic quantityS(θ); the limiting EM algorithm is the iterative procedure defined by θ n+1 = R(θ n ) where
the mappingθ is given by A1. holds. Assume A2 and A4(4) . For any θ ∈ Θ, there exists a P-integrable r.v.
Moreover, θ →S(θ) is continuous on Θ.
The asymptotic behavior of the limiting EM algorithm is addressed in Le Corff and Fort [2011b, Section 4.2] : the main ingredient is that the map R admits a positive and continuous Lyapunov function W with respect to the set 
This Lyapunov function is equal to exp( (θ)), where the contrast function (θ) is the (deterministic) limit of the normalized log-likelihood of the observations when T → +∞ (see Le Corff and Fort [2011c, Theorem 4.9] ). Theorem 4.3 establishes the convergence of the P-BOEM algorithm to the set L defined by (22). The proof of Theorem 4.3 is an application of Le Corff and Fort [2011b, Theorem 4.4 ]. An additional assumption on the number of particles per block is required to check [Le Corff and Fort 2011b, A6] (note indeed that A8 and Proposition 4.1 imply the condition in [Le Corff and Fort 2011b ] about the L p -control of the error).
A8
There exist c > 0 and d ≥ (a+1)/2a (where a is given by A5) such that, for all n ≥ 1, 
The assumption on W(L) made in Theorem 4.3 is in common use to prove the convergence of EM-based procedures or stochastic approximation algorithms. It is used in Wu [1983] to find the limit points of the classical EM algorithm. See also Delyon et al. [1999] and Fort and Moulines [2003] for the stability of the Monte Carlo EM algorithm and of a stochastic approximation of the EM algorithm. If W is sufficiently regular, Sard's theorem states that W(L) has Lebesgue measure 0 and hence has an empty interior.
Under the assumptions of Theorem 4.3, it can be proved that, along any converging P-BOEM sequence {θ n } n≥0 to θ in L, the averaged P-BOEM statistics { Σ n } n defined by (7) (see also (9)) converge toS(θ ), see Proposition 5.2. Sinceθ is continuous, the averaged P-BOEM sequence { θ n } n≥0 converges toθ(S(θ )) = R(θ ). Since θ ∈ L, R(θ ) = θ , showing that the averaged P-BOEM algorithm has the same limit points as the P-BOEM algorithm.
Rate of Convergence of the Particle Block Online EM Algorithms
In this section, we consider a converging P-BOEM sequence {θ n } n≥0 with limiting point θ ∈ L. It can be shown, as in Le Corff and Fort [2011c, Proposition 3.1] , that the convergence of the sequence {θ n } n≥0 is equivalent to the convergence of the sufficient statistics { S n (θ n , Y)} n≥0 : along any P-BOEM sequence converging to θ , this sequence of sufficient statistics converges to s =S(θ ). Let G : S → S be the limiting EM map defined on the space of sufficient statistics by
To that goal consider the following assumption.
A9 (a)S andθ are twice continuously differentiable on Θ and S. (b) sp(∇ s G(s )) ∈ (0, 1) where sp denotes the spectral radius.
We will use the following notation: for any sequence of random variables {Z n } n≥0 , write Z n = O Lp (1) if lim sup n Z n p < ∞; and Z n = O a.s (1) if sup n |Z n | < +∞ P -a.s. 
On the other hand, for the averaged sequence,
The proof of Theorem 4.4 is obtained by checking the assumptions of Le Corff and Fort [2011b, Theorem 5.1 and Theorem 5.2] .
Equation (24) shows that the error θ n -θ has a L p/2 -norm decreasing as τ -1/2 n . This result is obtained by assuming N n ∼ τ d n , with d ≥ (a + 1)/2a, which implies that the SMC error and the BOEM error are balanced. Unfortunately, such a rate is obtained after a total number of observations T n ; therefore, as discussed in Le Corff and Fort [2011b] , it is quite suboptimal. Equation (25) shows that the rate of convergence equal to the square root of the total number of observations up to block n, can be reached by using the averaged P-BOEM algorithm: the L p/2 -norm of the error θ n -θ has a rate of convergence proportional to T -1/2 n . Here again, note that since N n is chosen as in A8 the SMC error and the BOEM error are balanced.
PROOFS
For a function h, define osc(h) def = sup z,z |h(z) -h(z )|. 
We use S s (x, x ) as a shorthand notation for S(x, x , Y s ). Under A2 and A6, Propositions B.5., B.8., and B.9. in Appendix B of Le Corff and Fort [2011b] can be applied so that Hence, by A5, A8, and the Borel-Cantelli Lemma, S n (θ n , Y) -S(θ n ) -→ 0 , P -a.s.
The proof is concluded by applying the Cesaro Lemma.
APPENDIX A. DETAILED SMC ALGORITHM
In this appendix, we give a detailed description of the SMC algorithm used to compute sequentially the quantities S n (θ n , Y), n ≥ 0. This is the algorithm proposed by Cappé [2011] and Del Moral et al. [2010b] . At each time step, the weighted samples are produced using sequential importance sampling and sampling importance resampling steps. In Algorithm 2, the instrumental proposition kernel used to select and propagate the particles is π t (see (13) and Douc et al. [2011] , Doucet et al. [2001] and Liu [2001] for further details of this SMC step).
It is readily seen from the description in Algorithm 2 that the observations Y t are processed sequentially. 
