In nonparametric statistical problems, we wish to find an estimator of an unknown function f. We can split its error into bias and variance terms; Smirnov, Bickel and Rosenblatt have shown that, for a histogram or kernel estimate, the supremum norm of the variance term is asymptotically distributed as a Gumbel random variable. In the following, we prove a version of this result for estimators using compactly-supported wavelets, a popular tool in nonparametric statistics. Our result relies on an assumption on the nature of the wavelet, which must be verified by provably-good numerical approximations. We verify our assumption for Daubechies wavelets and symlets, with N = 6, . . . , 20 vanishing moments; larger values of N, and other wavelet bases, are easily checked, and we conjecture that our assumption holds also in those cases.
Introduction
In nonparametric statistical problems, such as density estimation, regression, or white noise, we wish to find an estimatef of an unknown function f (Tsybakov, 2009) . We can measure the accuracy of an estimatorf by its distance from f, f − f , where · is some norm on functions. We can then decompose the error into variance and bias terms,
where the bias term Ef −f is deterministic, and the variance term f −Ef we hope has an asymptotic distribution independent of f.
In density estimation, for the supremum norm on [0, 1], f ∞ := sup x∈ [0, 1] |f (x)|, the limiting distribution of a suitably scaled variance term is given by Smirnov (1950) for histograms, and in the classical paper of Bickel and Rosenblatt (1973) for kernel estimates. In both cases, as the sample size n tends to infinity, the variance term approaches a Gumbel distribution,
for known sequences A n , B n . This result has been of key importance for a variety of problems in nonparametric statistics.
Wavelets are an increasingly popular statistical tool, allowing a simple theoretical description of nonparametric problems, and a computationally efficient implementation of their solution. Giné and Nickl (2010) establish an equivalent of these Smirnov-Bickel-Rosenblatt theorems for certain wavelet estimators, using a result of Hüsler, Piterbarg, and Seleznjev (2003) on the convergence of cyclostationary Gaussian processes. Giné and Nickl describe the asymptotic distribution of the supremum, on increasing intervals, of the Gaussian process X(x) := K(x, t) dB t , where K is a wavelet projection kernel, and B a Brownian motion; they then link this result to the statistical problem considered above.
Their result holds only for wavelets satisfying certain analytic conditions, which the authors demonstrate are satisfied by Battle-Lemarié wavelets having N ≤ 4 vanishing moments; Giné, Güntürk, and Madych (2011) extend this to larger values of N. Past work has not, however, succeeded in establishing results for the most commonly used wavelets, such as Daubechies wavelets and symlets. These wavelets, unlike those of Battle and Lemarié, are compactly supported, allowing the most efficient implementation of statistical procedures. In the following, we demonstrate that the conditions of Giné and Nickl (2010) hold also in these cases, thereby proving a SmirnovBickel-Rosenblatt theorem for the most practically relevant wavelet bases.
We work primarily in the white noise model, but also discuss consequences for the density estimation and regression models. We consider wavelet bases both on R, and also on the interval, using the construction of Cohen et al. (1993) . In both cases, we show that the variance term again approaches a Gumbel distribution. We also extend a theorem of Hüsler et al. (2003) (as reported in Hüsler, 1999) , establishing a uniform convergene result for cyclostationary processes; this allows us to show that convergence to Gumbel occurs uniformly in large values of the level x. These results are used in Bull (2011) to construct adaptive confidence bands for nonparametric statistical problems, and are also of relevance to many other wavelet procedures.
To prove our results, we must first verify an assumption on the wavelet functions, which in general do not have an analytic form. We therefore make use of provably-accurate numerical approximations, given by Rioul (1992) ; these approximations also provide an efficient means of computing the constants in our results. We verify our assumption for Daubechies wavelets and symlets, having N = 6, . . . , 20 vanishing moments (Daubechies, 1992, §6.4) ; however, the numerical approximations can easily be applied to larger values of N, and other wavelet bases, and we conjecture that our assumption holds also in these cases.
We state our result in Section 2, and describe the necessary numerical approximations in Section 3. We give proofs in Appendix A, and source code in Appendix B.
Results
To begin, we will need ϕ and ψ, the scaling function and wavelet of an orthonormal multiresolution analysis on L 2 (R). (For an introduction to wavelets and their statistical applications, see Härdle et al., 1998.) We make the following assumptions on ϕ and ψ, which are satisfied, for example, by Daubechies wavelets and symlets, with N ≥ 6 vanishing moments (Daubechies, 1992, §6.1; Rioul, 1992, §14) . (ii) For N ∈ N, ψ has N vanishing moments:
(iii) ϕ is twice continuously differentiable.
We will consider wavelet bases on both R and [0, 1], constructed from ϕ and ψ. On R, we have an orthonormal basis of L 2 (R) given by
for some lower resolution level j 0 ∈ Z, j > j 0 , and k ∈ Z. On [0, 1], we can generate an orthonormal basis of L 2 ([0, 1]) using the construction of Cohen et al. (1993) (see also Chyzak et al., 2001) . We obtain basis functions
For k ∈ [N, 2 j −N ), these functions are given by (2.1). For other values of k, the basis functions are specially constructed, so as to form an orthonormal basis with desired smoothness properties. We will also need to make an assumption on the precise form of the scaling function ϕ. While this assumption is difficult to verify analytically, we will see in the following section it can be tested using provably good numerical approximations.
Given these assumptions, suppose we have an unknown function f, with empirical wavelet coefficients α k , β j,k ,
Suppose also that we observe the empirical wavelet coefficientŝ
where the ǫ j,k are i.i.d. N (0, σ 2 ). This is the case in the white noise model, where we observe the process
for a Brownian motion B. The empirical wavelet coefficientŝ
satisfy (2.2) with σ 2 = n −1 (Härdle et al., 1998, §10) . The model (2.2) also serves as a limiting approximation in density estimation and regression, which we return to later. The wavelet projection estimate of f, at resolution level j, is then 3) and define the quantities a(j) := 2 log(2)j,
We then have the following result on the distribution of the variance term.
Theorem 2.3. Let j n → ∞, γ 0 ∈ (0, 1), and either:
(i) for a wavelet basis on R,
, where γ n ∈ (0, γ 0 ), and
Then, as n → ∞,
While this result is stated for the white noise model, similar results hold also in density estimation and regression. In density estimation, f is a density, and we observe
This can be linked to the white noise model using Giné and Nickl (2010, §4.1) . In regression, we have independent observations
Regression is known to be asymptotically equivalent to white noise, as in Brown and Low (1996) . We can thus transfer our result also to these models.
Numerical approximations
To apply our result, we must first verify Assumption 2.2, which depends on the function ϕ and its derivatives. In general, ϕ has no explicit form, but we can approximate it numerically using the cascade algorithm. ϕ satisfies a two-scale relation,
and we can use these filter coefficients to compute an approximation to ϕ.
The functions f (0) j then converge to a limit function f defined by the u
k , and the f (n) j likewise converge to f (n) . The following theorem bounds the error in this approximation, and is a straightforward consequence of results in Rioul (1992) .
If also α (n) j > 0 for some j, and n > 0, then f is n-times-differentiable, and the f
Then, on I ∩ [1 − K, K):
j,k only for k ∈ J(j); and
(ii) the above results hold also for quantities α (n)
The function ϕ may be defined as the limit of this procedure (Daubechies, 1992, §6.5) . We may thus compute upper and lower bounds on ϕ and its derivatives. Note that, while we could obtain values of the derivatives by finite differencing, this would be numerically unstable, and lead to poor bounds; the above procedure provides good bounds on all derivatives of ϕ.
To verify Assumption 2.2, and to compute the constants σ 2 ϕ and υ ϕ , we must use these bounds to control the function σ 2 ϕ , and its derivatives. Doing so over the whole of [0, 1] requires memory exponential in j, which quickly becomes infeasible. However, once we have approximated σ 2 ϕ well enough to know that its maxima lie in some interval I, we can exploit the local nature of the cascade algorithm, and its bounds, to approximate σ 2 ϕ only over I. As the resolution j increases, so does the accuracy with which we can locate the maxima, ensuring our memory costs remain manageable.
In our implementation, we choose I to be the smallest interval containing all points t for which the bounds on σ 2 ϕ , and its derivative, are consistent with:
Note that to ensure efficiency, we must allow choices of I which wrap around the edges of [0, 1]; in other words, we must allow I to be any interval on the torus. If we find an interval I containing all maxima of σ 2 ϕ , with the property that σ ′′ ϕ ≤ −ε < 0 on I, we may conclude Assumption 2.2 is satisfied. We have thus described Algorithm 1.
To obtain high accuracy, the computation of the filter coefficients u k , and subsequent approximations, must be performed using variable-precision arithmetic; the rounding error in these computations must likewise be controlled with interval arithmetic. We satisfy these requirements by implementing the above algorithm in the computer algebra system Mathematica. For Daubechies wavelets and symlets, N = 6, . . . , 20, we find that Assumption 2.2 is indeed satisfied, and obtain accurate values of σ 2 ϕ and υ ϕ , given in Table 1 .
Algorithm 1 Verify assumption and compute constants
to ϕ (n) on I, n = 0, 1, 2 deduce bounds on (σ 2 ϕ ) (n) on I, n = 0, 1, 2 deduce bounds on σ 2 ϕ and υ ϕ I ← smallest interval known to contain all maxima of σ 2 
A Proofs
We will need the following result, which is a version of Theorem 1 in Hüsler (1999) . The result concerns the maxima of centred Gaussian processes whose variance functions are periodic; such processes are called cyclostationary. In Hüsler's original result, the maxima of a sequence of processes was shown to converge to a Gumbel random variable. In our result, we will specialise to a single process, and show this convergence occurs uniformly.
Lemma A.1. Let T = T (n) → ∞ as n → ∞. In the notation of Hüsler (1999) , let (A1)- (A3) and (B1)- (B4) hold, for a fixed process X n (t) = X(t), not depending on n. Further let α = β, and let Hüsler's condition (1) hold. Define
Then for any τ 0 > 0, we have
Proof. Our argument proceeds as in the proof of Theorem 1 in Hüsler (1999) . Without loss of generality, we may assume that σ n = 1. For τ ≤ τ 0 , u(τ ) ≥ u(τ 0 ) → ∞, and by definition
The approximation errors in parts (i) and (ii) of Hüsler's proof are thus O(g(S)τ ) and O(ρ c τ ) respectively. In part (iii), we note that
and term (5) is of order
In Hüsler's final display, we may thus write
As the process X(t) does not depend on n, the error in each of these approximations depends only on u = u(τ ), and the above limits hold as u → ∞. (This can be seen from the precise form of the errors, as given in Piterbarg and Seleznjev, 1994 , §3.1, and in Hüsler's proof.) Since u is decreasing in τ, the limits are therefore uniform in τ small.
Consider the function
are finite, and continuous in x, y and τ, so by the mean value inequality, for n large,
As the above limits are uniform in τ ≤ τ 0 , the result follows.
We now apply this result to a cyclostationary process, composed of scaling functions ϕ, which we can use to model the variance of estimatorsf (j n ).
Lemma A.2. Define the cyclostationary Gaussian process
For any γ 0 ∈ (0, 1), j n → ∞,
Proof. For fixed γ, the result is a consequence of Theorem 2 in Giné and Nickl (2010) ; the statement uniform over (0, γ 0 ] follows, replacing Theorem 1 of Hüsler (1999) in Giné and Nickl's proof with Lemma A.1. The conditions of Giné and Nickl's theorem are satisfied by Assumptions 2.1 and 2.2, as follows.
(i) X has almost-sure derivative
so is continuous. X ′ is also the mean square derivative:
which tends to 0 as h → 0, since the sum has finitely many non-zero terms.
(ii) For i = 0, 1, define functions f i (x) := x i on [0, 1], having wavelet expansions
in our wavelet basis on [0, 1], for some J ≥ j 0 , 2 J ≥ 6K. As ψ is twice continuously differentiable, and ϕ and ψ have compact support, by Corollary 5.5.4 in Daubechies (1992) , ψ has at least two vanishing moments. Thus β
and
so the vectors v(s), v(t) are linearly independent.
For s, t ∈ R, define
so by Cauchy-Schwarz,
If s, t ∈ [k − K, k + K] for some k ∈ Z, the same applies by cyclostationarity. If not, then as ϕ is supported on [1 − K, K], we have r X (s, t) = 0. However, for any t ∈ [0, 1], α 1 , v(
and by cyclostationarity the same holds for all t ∈ R. We thus again obtain
X (t) = 1, and this maximum is attained at a unique t 0 ∈ [0, 1). If t 0 ∈ (0, 1), this satisfies the conditions of the theorem directly; if not we may proceed as in Proposition 9 of Giné and Nickl (2010) . σ 2 ϕ is twice differentiable, We may now bound the variance off (j n ). We will show that the variance process is distributed as the process X from the above lemma, so can be controlled similarly.
Proof of Theorem 2.3. Let I n := [0, 2 jn ]. The process
is distributed as
∼ N (0, 1), so by an orthogonal change of basis, as
∼ N (0, 1).
In case (i), X n is distributed as the process X from Lemma A.2, so we are done.
In case (ii), set J n := [2K, 2 jn − 2K], and K n := I n \ J n . On J n , X n is distributed as the process X from Lemma A.2, and we have
with a constant C > 0 depending on ϕ. This term is o(γ n ), so the result follows by Lemma A.2, applied to the process X on J n .
B Source code
The following program implements Algorithm 1 in Mathematica 8 or above. Note that we bound υ ϕ by bounding the numerator and denominator of (2.3) separately over I. By (A.1), the numerator is positive; to bound υ ϕ inside (0, ∞), we must therefore bound σ ′′ ϕ below zero. To verify Assumption 2.2, it is thus sufficient that we establish a finite positive value of υ ϕ .
Main::usage = "Main[w, p, d, jmax, kmax] = bounds on the parameters sigma^2_phi and\n" <> "upsilon_phi for the Wavelet w, performing computations using p digits\n" <> "of accuracy, stopping once accurate to d digits, after jmax steps,\n" <> "after evaluating phi at 2^kmax locations simultaneously, or after\n" <> "the results become indeterminate due to lack of precision.\n\n" <> "Main [DaubechiesWavelet[6] 
