Stability of different modes of steady-state current transfer to cathodes of high-pressure arc discharges is investigated in the framework of the model of nonlinear surface heating. An eigenvalue problem governing perturbations has been formulated and its properties analysed. It is shown that the spectrum of this problem is real, therefore the change of stability can occur only at bifurcation points, in which different modes of steady-state current transfer join each other. Analytical expressions describing behaviour of the increment in the vicinity of bifurcation points have been derived. A general pattern of stability of the diffuse mode of current transfer to axially symmetric cathodes and of 3D spot modes branching off from the diffuse mode is established. Theoretical predictions are found to be in agreement with trends observed in the experiment and it is shown that the recently published comparison of the theory and the experiment on the spot mode needs to be revisited.
Introduction
Investigation of stability of stationary configurations is commonplace in most areas of physics, studies of stability of MHD-equilibria in high-temperature plasma physics being just one example. Studies of the stability of gas discharges in low-temperature plasma physics are less common and refer usually to the bulk of the discharge (see, e.g. books [1, 2] and references therein; one can mention [3] [4] [5] [6] [7] as examples of more recent works).
Investigation of stability is particularly important in cases where several steady-state configurations are possible and one needs to determine which one of them will be realized. This is the case, in particular, of current transfer from high-pressure arc plasmas to thermionic cathodes: it may occur in a diffuse mode, where the current is distributed over the front surface of the cathode in a more or less uniform way, or in a spot mode, where most of the current is localized in a small area (cathode spot). The diffuse mode is usually favourable for operation of cathodes of high-pressure arc devices, however it is difficult to be realized: this mode is frequently unstable and one of the spot modes occurs. Ensuring a stable diffuse mode represents a major problem for designers. Different modes of current transfer to cathodes of high-pressure arcs have been under intensive experimental and theoretical investigation for more than half a century; a review of early works can be found in [8] .
Considerable advances in the theory and modelling of diffuse and spot modes of current transfer from high-pressure arc plasmas to thermionic cathodes have been achieved in recent years; e.g. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The general pattern of currentvoltage characteristics (CVCs) of various modes was found to be rather complex [20] ; even the diffuse mode in some cases possesses an N-S-shaped CVC [22] .
By now, steady-state solutions describing different modes of direct current transfer have been found and are understood relatively well. However, this information is not yet sufficient for engineering practice: one needs to know which of the modes are stable under some or other particular conditions. Unfortunately, a self-consistent stability theory is absent. In [23] , results were cited of investigation of the stability of the diffuse mode on a cathode having the form of a right cylinder with an insulating lateral surface. In [9] , hypotheses concerning stability of different modes have been put forward on the basis of general trends typical for nonlinear dissipative systems. The authors of [18] used arguments stemming from Steenbeck's 'principle' of minimum voltage (power) for discharges with a fixed current. In [20] , a comparison with the experiment was considered and the conclusion was drawn that the available theoretical information on stability of different modes is insufficient for understanding the experiment, hence an accurate theory of stability of steady-state solutions is required.
Such a theory is the subject of the present paper. Also given is the bifurcation analysis of steady-state modes of current transfer, which is closely related to the issue of stability. In section 2, the possibility of investigation of stability in the framework of the model of nonlinear surface heating is analysed and the eigenvalue problem for infinitesimal perturbations formulated. General properties of solutions of the eigenvalue problem are analysed in section 3. Results of a mathematical treatment of stability of steady-state current transfer in the vicinity of bifurcation points are summarized in section 4. On the basis of these results, a general pattern of stability of the diffuse mode of current transfer to axially symmetric cathodes and of three-dimensional (3D) spot modes branching off from the diffuse mode is established in section 5. Concluding remarks are given in section 6. In order not to overload the body of the paper, most of the material of mathematical nature has been combined in three appendices: appendix A, in which a mathematical treatment of stability of steady-state current transfer in the vicinity of bifurcation points is given; appendix B, in which a solution describing 3D spot modes on an axially symmetric cathode in the vicinity of the bifurcation points at which these modes branch off from axially symmetric modes is found by means of the bifurcation theory; and appendix C, in which stability is analysed of 3D spot modes branching off from the diffuse mode.
The model
A self-consistent theoretical description of multiple modes of current transfer to thermionic cathodes may be obtained by finding non-unique solutions in the framework of the model of nonlinear surface heating: under certain conditions, this model allows different steady-state solutions to exist for the same arc current, one of these solutions describing the diffuse mode of current transfer and the others describing different spot modes [9] . This approach was validated by an extensive comparison with the experiment (e.g. [14, 17, 18, 21, [24] [25] [26] and references therein) and has become a widely accepted tool of modelling of interaction of high-pressure arc plasmas with thermionic cathodes. In particular, this model was used in the abovementioned investigations [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
The model of nonlinear surface heating for the steadystate case goes back to 1963 [27] ; a discussion with account of subsequent advances can be found, e.g. in [9, 28, 14] . (Some additional theoretical materials and a free online tool for simulation of axially symmetric modes of current transfer developed in the framework of this model can be found on the Internet [29] .) In this section, the model of nonlinear surface heating is briefly introduced with the aim of apply it to the investigation of stability.
Equation and boundary conditions
Let us consider a non-stationary temperature distribution in the body of a cathode made of a substance of a thermal 
where ψ = κ(T ) dT is the heat flux potential (for brevity, ψ will be referred to also as the temperature), t is time and χ = κ/ρc p is the thermal diffusivity of the cathode material. The base c of the cathode is maintained at a fixed temperature T c by external cooling; see figure 1. The rest of the cathode surface, h , is in contact with the plasma (or the cold gas) and exchanges energy with it and collects electric current. Densities of the energy flux and of the electric current to the current-collecting part of the cathode surface, h , are considered known functions of the local surface temperature T and of U the voltage drop across the near-cathode layer (which is constant along the current-collecting surface): q = q(T , U ), j = j (T , U). Then the boundary conditions for equation (1) read
Here n is the direction locally orthogonal to the cathode surface and oriented outwards, the reference temperature (the lower limit of integration) in the definition of the heat flux potential is set equal to T c . The total electric current to the cathode surface (the arc current) is given by the formula
Here and further the angular brackets denote the average value over h (the front and lateral surface of the cathode) and S h is area of the surface h .
While stability is investigated, one must specify a relation between perturbations of U and perturbations of I . This can be done by means of a model equation of external circuit:
where and ε are control parameters having the meaning of the external resistance (ballast) and of the electromotive force, respectively. Note that represents not only the ballast itself but also resistance of the arc column. The limiting case of small corresponds to a discharge with fixed near-cathode voltage drop and the limiting case of large corresponds to a currentcontrolled discharge. An equivalent form of this equation reads
where ω = S h .
Densities of energy flux and electric current from the plasma
Functions q = q(T , U ) and j = j (T , U) are found from a solution of the problem describing current transfer through the near-cathode plasma layer. In the present analysis, these functions have been evaluated with the use of the same model that was employed in [14] [15] [16] 20] (a summary of the model can be found on the Internet [29]). As an example, dependences of q and j on the surface temperature for the atmospheric-pressure argon plasma and a tungsten cathode are shown in figure 2 for two values of the near-cathode voltage drop. While actually solving the problem, the first argument of the functions q(T , U ) and j (T , U) should be replaced by the value of the local heat flux potential ψ; in other words, one should consider q = q(ψ, U ) and j = j (ψ, U). However, the dependences q(ψ, U ) and j (ψ, U) are qualitatively similar to the dependences q(T , U ) and j (T , U) illustrated in figure 2.
In the following, it will be convenient to make use of the following feature of the functions q(ψ, U ) and j (ψ, U): the ratio ∂q ∂U / ∂j ∂ψ depends on the temperature rather weakly, especially in the range of (relatively) low surface temperatures of around 3000 K which is of the most interest for this work (such temperatures are typical for the falling section of the CVC of the diffuse mode of current transfer). This feature can be observed in figure 2 and stems from the fact the dependences of q and j on the surface temperature are of Arrhenius-type with a high activation energy and this energy is the same for both q and j . Thus, one can set approximately
where C 1 is a (positive) quantity which is independent of ψ although it may depend on U .
Mechanism of instability
The dependence of the density q of energy flux from the plasma on T the local surface temperature shown in figure 2 is nonmonotonic. A positive feedback is present in the growing section of this dependence: a local increase in the surface temperature results in an increase of the local energy flux from the plasma, the latter causes a new increase in the local temperature etc, thus a thermal instability may develop. (Note that if the discharge is current-controlled, then a local increase in current density at the spot where the instability is developing is accompanied by a decrease in current density in the rest of the cathode surface.) The positive feedback, however, is opposed by thermal conduction, which tends to smooth out perturbations, i.e. produces a stabilizing effect. (In)stability of steady-state modes of current transfer to thermionic cathodes of high-pressure arc discharges is a result of competition of these two mechanisms. Thus, the model of nonlinear surface heating includes both a positive feedback and a stabilizing mechanism and may therefore be a suitable tool for the analysis of stability.
Thermal instability develops on a time scale which is of the order of time of heat propagation in the cathode. Taking 10 −5 m 2 s −1 as a typical value of thermal diffusivity of electrode materials and 0.1 mm as a lower estimate of anelectrode dimension, one finds that this time is 10 −3 s or larger. This time is much greater than the time of ion motion across the near-cathode plasma layer, which represents the biggest of time scales characterizing processes on the plasma side and is typically of the order of 10 −6 s or smaller. Therefore, processes on the plasma side can be considered as quasi-stationary while stability is investigated, i.e. functions q = q(T , U ) and j = j (T , U) can be calculated in the same way as in the steady-state case. The only process with inertia is heat propagation in the cathode body. This is why the only difference between the above-formulated problem and the one describing steady-state current transfer is the time derivative appearing in the equation of thermal conduction equation (1).
Eigenvalue problem for small perturbations
Applying the conventional formalism of the linear stability theory, one represents a solution to the problem (1), (2) , (5) as the sum of a steady-state solution and a small perturbation with the exponential time dependence:
Here r is the space vector, indices 0 and 1 are attributed to the steady-state solution and to the amplitude (time-independent factor) of perturbations, respectively, and is the increment of growth of perturbations. Substituting these expansions into equations (1), (2) and (5), expanding and equating separately terms of the order unity and terms linear in perturbations, one obtains
h :
Here and further derivatives of the functions q(ψ, U ) and j (ψ, U), as well as the functions itself, are evaluated at the local value of the function ψ 0 (r) at the considered point of h and at U = U 0 . The function χ(ψ) is evaluated at the local value of ψ 0 . It will be convenient in the following to use also an equivalent form of equation (10):
Solving equation (13) for U 1 and substituting the results into equation (12) , one arrives at h :
where (10) represent a nonlinear problem governing the steady-state solution. It has multiple solutions describing different modes of current transfer.
Equations (11) and (15) represent a linear eigenvalue problem for the eigenvalue and the eigenfunction ψ 1 (r).
In the following, it will be assumed for simplicity that χ is constant, i.e. does not depend on T , and the eigenvalue parameter λ = /χ will be used instead of . The aim of analysis is to determine the set of eigenvalues (spectrum) for every stationary state of interest. If the real part of an eigenvalue λ associated with an eigenfunction ψ 1 is negative or zero or positive, the state is, respectively, stable or neutrally stable or unstable against perturbations described by ψ 1 . The eigenvalue with the biggest (over the spectrum) real part is of particular importance: if this real part is negative or zero or positive, the state is, respectively, stable against all perturbations or neutrally stable or unstable (against perturbations of at least one mode). In order to calculate different modes of steady-state current transfer and to investigate their stability in the whole range of currents and voltages in which each mode exists, one can treat the external resistance as a fixed control parameter and the electromotive force ε as a variable control parameter. Solving the problem for different values of ε, one will find several continuous families of stationary solutions, ψ 0 (r; ε), describing various modes of current transfer in the whole region of existence of each mode, and will get to know which section of each mode is stable.
On the other hand, such a choice of the variable control parameter is not the only one possible: instead of ε, one can choose (the steady-state value of) the near-cathode voltage U 0 or the arc current I 0 or the temperature of the hottest point of the cathode surface or the average temperature of the cathode surface, etc. In particular, if one chooses U 0 , then equation (10) becomes unnecessary and the steady-state problem (8), (9) becomes independent of both ε and . In the following, U 0 will be chosen as a variable control parameter in most cases; in the other cases, ε will be chosen.
General

Relation between change of stability and bifurcation points
The eigenvalue problem (11) , (15) is Hermitian (self-adjoint) under the approximation (6) and therefore its spectrum is real. In order to simplify the presentation, we will skip the proof of the eigenvalue problem being Hermitian and will instead directly prove that the spectrum is real. Let us multiply the first equation in equation (11) by ψ * 1 the complex conjugate of ψ 1 , employ the formula of vector analysis
and integrate over the cathode volume V . Making use of the divergence theorem, one arrives at
Substituting into this equation the second equation in (11) and equation (15) , one gets
The integral on the lhs (left-hand side), the first and second terms on the rhs (right-hand side) of this equation are real. The last term on the rhs, generally speaking, must not necessarily be real. However, if one exploits the approximation (6), then this term becomes equal to −C 1 C 2 ωS h ψ 1 ∂j ∂ψ 2 , i.e. is real. Hence, the growth increment is real under conditions of practical interest and perturbations grow with time monotonically rather than with oscillations. This conclusion conforms to the general experimental observation that the transition between diffuse and spot modes on arc cathodes is a monotonic process (e.g. the luminosity of the cathode surface during this transition varies in time monotonically).
An important consequence of this conclusion is that a change of stability against perturbations of any particular type may occur only through the zero value of the increment. In other words, if one considers a variation λ(ε) of an eigenvalue associated with a particular eigenfunction ψ 1 along a given mode of current transfer, then λ < 0 on that section of this mode which is stable against the perturbations described by the function ψ 1 , λ > 0 on the unstable section and λ = 0 in the state which separates the two sections and at which the change of stability occurs.
At neutrally stable stationary states, = 0 and χ disappears from the problem (11), (15) . Hence, the assumption of constant χ introduced in section 2.4 does not affect conclusions on neutral stability, although it may affect values of the increment where these values are non-zero.
It is interesting to note that the rhs of equation (18) cannot be positive unless ∂q/∂ψ > 0 at least on a part of the currentcollecting surface of the cathode. This is a manifestation of the fact that the driving force of the instability (a positive feedback) is a growing dependence of q the energy flux from the plasma on T the local surface temperature, which was discussed in section 2.3.
Stationary states at which the increment of instability against perturbations of a particular type vanishes, λ = 0, represent points of bifurcation of steady-state solutions: different modes of steady-state current transfer join at such points. Hence, change of stability of any mode of current transfer against perturbations of any type may occur only at a bifurcation point.
Bifurcations of steady-state current transfer
In connection with the above, it is appropriate to analyse bifurcations of different kinds exhibited by different modes of steady-state current transfer. This analysis is given in the present section.
Symmetry-breaking bifurcations.
In figure 3 , CVCs of different modes are shown for a tungsten cathode in the form of a right circular cylinder of the radius of 2 mm and of the height of 10 mm in the atmospheric-pressure argon plasma. (This figure was plotted with the use of data reported in [20] .) The solid line represents the (axially symmetric) diffuse mode, the dashed line represents the first axially symmetric spot mode. The dotted lines represent 3D spot modes which branch off from the diffuse mode, the dash-and-dotted line represents a 3D spot mode which branches off from the first axially symmetric spot mode; in fact, each line corresponds not just to a single 3D mode but rather to a set of 3D modes which are identical to the accuracy of a rotation. Each 3D mode joins (branches off from) an axially symmetric mode; the corresponding bifurcation points are depicted in figure 3 by circles (bifurcation points at which 3D modes branch off from the diffuse mode) and squares (bifurcation points at which 3D modes branch off from the first axially symmetric spot mode). ν designates the number of spots at the edge of the front surface of the cathode existing in each spot mode. Note that the first axially symmetric spot mode in figure 3 does not join the diffuse mode. The reason is obvious: both modes possess the same kind of symmetry (axial symmetry) and one would not expect to encounter branching of solutions if breaking of symmetry does not occur. On the other hand, if one considers a cathode in the form of a right circular cylinder with an insulating lateral surface, then the temperature distribution in the diffuse mode is 1D and axially symmetric spot modes do join the diffuse mode [9, 15] .
In terms of the bifurcation theory, the bifurcations through which 3D modes branch off from axially symmetric modes may be called pitchfork bifurcations. In the case of a cathode in the form of a right circular cylinder with an insulating lateral surface, axially symmetric spot modes branch off from the diffuse mode through transcritical bifurcations.
Saddle-node bifurcations.
The uniqueness of a solution is violated not only at branching points, at which families of essentially different solutions join (branch off from) one another, but also at turning points, at which a family of solutions reaches a limit of its existence region and then turns back. Such a situation is illustrated in figure 4 , in which CVCs of two modes with turning points are schematically shown. The variation of ε along these modes is non-monotonic: as the voltage decreases under conditions of figure 4(a), ε first decreases, then attains a minimum value ε = ε i and then starts to increase. As the voltage decreases under conditions of figure 4(b), ε first increases, then attains a maximum value ε = ε i , and then starts to decrease. One can say that each mode reaches at ε = ε i the limit of its existence region (which is ε ε i or, respectively, ε ε i ) and then turns back. In more general terms, the phenomenon occurring at ε = ε i represents a change of the structure of solutions, i.e. a bifurcation. Bifurcations of this particular type are referred to as saddle-node (fold) bifurcations. Note that dU 0 /dI 0 = − at saddle-node bifurcation points, which can be seen in figure 4 and can be also shown analytically by differentiating equation (14) with respect to I 0 .
In terms of branching of different families of solutions, this bifurcation may be explained as follows. Let us designate bỹ ψ 0 (r; ε) a family of steady-state solutions describing a mode in question. The dependence ofψ 0 (r; ε) on ε is not single-valued in the vicinity of the point ε = ε i : while there are no stationary solutions at ε < ε i (or at ε > ε i ), two stationary solutions exist for every ε > ε i (or, respectively, ε < ε i ); one describing a state with U 0 < U i and the other a state with U 0 > U i . (Here U i is the value of the near-cathode voltage drop that corresponds to ε = ε i ; see figure 4 ). It is therefore appropriate to consider the set of solutionsψ 0 (r; ε) in the vicinity of the point ε = ε i not as a single family but rather as two separate families, one of these families describing the section of the mode in question positioned in the range U 0 < U i and the other describing the section positioned in the range U 0 > U i . The families merge at ε = ε i .
Note that it is possible to change the statement of the problem in such a way that the saddle-node bifurcation does not occur: one can choose instead of ε another variable control parameter (see discussion at the end of section 2.4) which would vary monotonically along the mode considered. (For example, one can choose the arc current while studying the diffuse mode under conditions of figure 3 in the whole range of its existence; in some spot modes, the variation of current is non-monotonic as one can see from figure 3 and another choice is needed.) Then the mode considered is described by a single family of solutions and the saddle-node bifurcation does not occur on this mode. However, a replacement of the control parameter will destroy the above-stated relationship between the change of stability and bifurcations: this relationship exists only if control parameters in the steady-state problem and in the eigenvalue problem for perturbations are the same. Therefore understanding of saddle-node bifurcations is indispensable for analysis of stability.
Properties of perturbations on axially symmetric cathodes
Let us consider an axially symmetric cathode and choose cylindrical coordinates (r, ϕ, z) with the axis z coinciding with the axis of symmetry; see figure 1. The problem (8), (9) admits axially symmetric solutions ψ
(r, z), describing the diffuse mode and axially symmetric spot modes, and 3D solutions ψ
Perturbations of axially symmetric modes may be axially symmetric or 3D, perturbations of 3D spot modes are 3D.
3D perturbations of axially symmetric modes.
If the steady-state temperature distribution is axially symmetric, then the 3D eigenvalue problem (11), (15) allows separation of variables and admits 3D solutions of the form
Here m = 1, 2, . . . and the function w m = w m (r, z) satisfies the axially symmetric problem:
where γ h and γ c are generatrices of the revolution surfaces h and c , respectively (lines in the plane (r, z) which produce, on being rotated around the z-axis, surfaces h and c ); n 1 is a direction in the plane (r, z) locally orthogonal to γ h and directed outside the cathode. Let us assume, for definiteness, that the function w m is normalized by the condition V w 2 m dV = 1. Obviously, all eigenvalues of the problem (11), (15) associated with 3D perturbations are doubly degenerate: both the first and second lines of equation (19) , as well as any of their linear combinations, deliver solutions to the eigenvalue problem (11), (15) for the same λ. Note that equations (20) and (21) represent a linear axially symmetric eigenvalue problem which should be solved (for a given U 0 ) for every m = 1, 2, . . ..
Since ∂j/∂ψ and other quantities defined in terms of an axially symmetric solution do not depend on ϕ, ψ 1 ∂j ∂ψ and similar products are proportional to cos mϕ or sin mϕ (or to a linear combination of cos mϕ and sin mϕ) and their average values are zero. This is why the second term on the rhs of equation (15) vanishes for 3D perturbations of axially symmetric solutions. In other words, 3D, or symmetrybreaking, perturbations, being described by equation (19) , affect the electric current density distribution but do not change the arc current; hence stability against these perturbations is not affected by the presence of ballast. This is why the problem (20) , (21), which governs the stability of axially symmetric modes against 3D perturbations, is independent of the ballast resistance ω.
3.3.2.
Perturbations of 3D spot modes. Considering that steady-state 3D distributions of the temperature of axially symmetric cathodes possess planar symmetry, one can assume without losing generality that solutions ψ (3D) 0 (r, ϕ, z) describing 3D spot modes are even with respect to ϕ. Then eigenfunctions of the problem (11), (15) may be either even or odd with respect to ϕ. For odd perturbations, the second term on the rhs of equation (15) vanishes and stability against these perturbations is not affected by the presence of ballast. Stability against even perturbations does depend on the ballast resistance.
Differentiating the problem (8), (9) with respect to ϕ, one arrives at a problem coinciding with the problem (11), (15) , the exception being that ψ 1 is replaced with ∂ψ /∂ϕ describes an infinitesimal rotation of the 3D system of spots associated with the mode being considered around the axis of symmetry of the cathode. Hence, any 3D spot mode on an axially symmetric cathode is neutrally stable against infinitesimal rotations. This explains why spots in experiments with thermionic arc cathodes sometimes change their angular position; however no systematic rotation is observed.
Results of investigation of stability in the vicinity of bifurcation points
Mathematical treatment of the stability of steady-state current transfer in the vicinity of bifurcation points is performed in appendix A. The results are summarized in the present section.
It is appropriate to distinguish between the case of a mode passing through a bifurcation point and the case of a mode 'beginning' at a bifurcation point. The first is the case for any mode passing through a turning point and for an axially symmetric mode passing through a point of pitchfork bifurcation. The second is the case for a 3D mode branching off from an axially symmetric mode through a pitchfork bifurcation. In the first case, the dependence of the mode on U 0 in the vicinity of the bifurcation point is regular. In the second case, it is irregular: the expansion in the vicinity of the bifurcation point of the solution describing an emerging 3D mode, which is found in appendix B, involves powers of parameter δ = √ 2|U 0 − U i |.
Modes passing through bifurcation points
Stability of each mode changes on crossing each bifurcation point, whether this is a turning point or, in the case of an axially symmetric mode, a pitchfork-bifurcation point. In other words, passing through a bifurcation point, being a necessary condition for a change of stability of any mode of current transfer against infinitesimal perturbations of any type as shown in section 3.1, is also a sufficient condition. At a turning point, the change of stability occurs against perturbations that possess the same symmetry as the mode itself. In particular, if the steady-state temperature distribution corresponding to the mode being considered is 1D (case of the diffuse mode on a cathode in the form of a right cylinder with an insulating lateral surface; see [9] ) or axially symmetric or 3D, then the perturbations that turn unstable at the turning point are, respectively, 1D or axially symmetric or 3D. Ifψ 0 (r; U 0 ) is a family of steady-state solutions describing the mode in question, then the amplitude of the perturbations that turn unstable at a turning point U 0 = U i is described in the vicinity of this point by the function ∂ψ0 ∂U0 (r; U i ). A variation of the increment of these perturbations in the vicinity of the turning point is calculated in the appendix A; see equation (47) and the subsequent paragraph:
Here and further C 3 , C 4 , C 5 and C 6 are coefficients defined in appendix A; in particular, C 3 is given by equation (49). Since C 3 < 0, states in the vicinity of a turning point at which dU 0 /dI 0 + < 0 are unstable and states at which dU 0 /dI 0 + > 0 are stable. For example, states U 0 < U i are stable and states U 0 > U i are unstable under conditions of figure 4(a) and vice versa under conditions of figure 4(b). One can conclude that the instability against perturbations of the same symmetry, that may occur at any point belonging to the falling section of the CVC of any mode, is suppressed if the external resistance is high enough to compensate the negative differential resistance at the point in question:
This criterion is similar to the condition of stability of a nonlinear electric circuit with inductance: the instability appears if the total differential resistance of the circuit is negative. It is remarkable that this criterion has been proved in the present context, given that the instability under consideration is thermal rather than electrical. Now let U 0 = U i be a pitchfork-bifurcation point at which a 3D mode branches off from an axially symmetric mode. The axially symmetric mode is neutrally stable at this point against 3D perturbations described by equation (19) with m = ν, where ν is the number of spots at the edge of the front surface of the cathode in the 3D mode. A formula for variation of the increment of these perturbations in the vicinity of the bifurcation point follows from equations (29) and (51) of appendix A:
If C 4 > 0, then the axially symmetric mode is stable against the 3D perturbations of the considered type in the range U 0 < U i and is unstable in the range U 0 > U i ; and vice versa if C 4 < 0.
3D modes emerging through pitchfork bifurcations
Equation (24) governs a variation along the axially symmetric mode of the increment of the perturbations described at the pitchfork-bifurcation point U 0 = U i by equation (19) with m = ν. Let us now consider a variation of the increment of these perturbations along the 3D mode.
The perturbations described at U 0 = U i by the second line of equation (19) with m = ν represent an infinitesimal rotation of the 3D system of spots associated with the 3D mode and therefore their increment does not change along the 3D mode: it remains equal to zero. Hence, it is sufficient to treat perturbations described at U 0 = U i by the first line of equation (19) with m = ν. Note that these perturbations are proportional to ∂ψ
(r; U 0 ) is a family of steady-state solutions describing the 3D mode, and possess the same symmetry as the 3D mode.
Variation of the increment of these perturbations along the 3D mode is governed in the vicinity of the bifurcation point by the expression
In order to say whether the 3D mode in question in the vicinity of the bifurcation point is stable or not against the perturbations being considered, one needs to know whether it branches off into the range U 0 < U i or U 0 > U i . An answer to this question is found in appendix B: the 3D mode branches off into the range U 0 < U i if C 4 /C 6 > 0 and into the range
At this moment, it is convenient to recall the concept of subcritical and supercritical bifurcations: a bifurcation is called subcritical or supercritical if the bifurcating solution branches off into the range of control parameters in which the original solution is stable or, respectively, unstable. The following feature is characteristic for simple problems (such as single-parameter bifurcations of equilibria; see, e.g. [30] , pp 145-150): solutions that branch off through supercritical pitchfork bifurcations are stable while those that branch off through subcritical bifurcations are unstable. This feature is extremely important since it allows one to derive conclusions on the stability of bifurcating solutions without additional efforts: it is sufficient just to find the solution in question and to check whether it is sub-or supercritical. It is very interesting to find out whether this feature is present in the problem considered here.
Let us first consider the case where no ballast is present (so that C 5 = 0 ) and assume that C 4 > 0. If C 6 > 0, then the 3D mode branches off into the range U 0 < U i , where the axially symmetric mode from which the 3D mode in question bifurcates is stable-a subcritical bifurcation. If C 6 < 0, then the 3D mode branches off into the range U 0 > U i , in which the axially symmetric mode is unstable-a supercritical bifurcation. It follows from equation (25) that the 3D mode is unstable if it bifurcates into the range U 0 < U i , i.e. if the bifurcation is subcritical; the 3D mode is stable if it bifurcates into the range U 0 > U i , i.e. if the bifurcation is supercritical.
Thus, we have proved for the case = 0, C 4 > 0 that a 3D mode is unstable or stable in the vicinity of the bifurcation point against perturbations being considered depending on whether the bifurcation is sub-or, respectively, supercritical. An alternative derivation of this result is as follows: equations (24) and (25) with = 0 show that
This relationship indicates that if the 3D mode exists in the range of U 0 in which λ (2D) > 0, then λ (3D) < 0 and vice versa; another formulation of the same result. This derivation shows that the result in question in fact does not depend on sign of C 4 .
In the case = 0, the conclusion of opposite signs of λ (2D) and λ (3D) does not follow from equations (24) and (25) . However, the range of control parameters appearing in the definition of sub-or supercritical solutions in this case should be defined in terms of ε not U 0 : a bifurcation is subcritical or supercritical if the 3D spot mode branches off into the range of ε in which the axially symmetric mode is stable or, respectively, unstable. Accordingly, one needs to re-write equations (24) and (25) in terms of the difference (ε − ε i ) in order that a meaningful conclusion be possible, where ε i is the value of ε corresponding to the branching point (pitchfork-bifurcation point) being considered. In other words, the difference (U 0 − U i ) in equations (24) and (25) (3D) are derivatives taken along the axially symmetric and 3D modes, respectively, and evaluated at the bifurcation point. These derivatives are given by equations (76) and (77) of the appendix B. Substituting the latter equations into equations (24) and (25) re-written as described above, one again arrives at equation (26) . Thus, the relation between stability of a 3D mode in the vicinity of the bifurcation point against perturbations of the same symmetry, and this mode being sub-or supercritical, maintains also in the case > 0, provided that a proper definition of sub-and supercritical solutions is used (in terms of ranges of ε not U 0 ).
It is interesting to note that equation (26) coincides with the analogous relation in the above mentioned problem of the single-parameter pitchfork bifurcation of equilibrium; not a very surprising result.
General pattern of stability of different modes
The results of analysis of the stability of steady-state current transfer in the vicinity of bifurcation points, summarized in section 4, allow one to develop a general theory of stability of the diffuse mode of current transfer to axially symmetric cathodes and of 3D spot modes branching off from the diffuse mode.
Under conditions of figure 3 , the diffuse mode has an U -shaped CVC and is the only mode that exists at high currents. Let us associate each pitchfork-bifurcation point positioned on the diffuse mode with a number ν which equals the number of spots in the 3D mode which bifurcates from the diffuse mode at this point. Let us designate by I ν (ν = 1, 2, . . .) the value of the arc current corresponding to the νth pitchfork-bifurcation point and by I m the value of the arc current that corresponds to the point of minimum of the CVC of the diffuse mode. All pitchfork-bifurcation points are positioned on the falling section of the CVC of the diffuse mode and the corresponding current values decrease with an increase of ν; in other words, the inequalities . . . < I 3 < I 2 < I 1 < I m hold. At large distances from the bifurcation points, all spot modes tend towards the region of small currents and high voltages, i.e. their CVCs approach the axis of voltages.
These features seem to be general enough (see [9] ), although exceptions are possible (e.g. the CVC of a tungsten cathode in the Cs-Hg plasma calculated with account of formation of the cesium monolayer on the cathode surface is N-S-shaped [22] rather than U -shaped). For brevity, the treatment of this work is restricted to situations where these features are present.
Stability of the diffuse mode
Since the CVC of the diffuse mode is U -shaped, this mode possesses one turning point and it is of the type shown in figure 4 (a). Let us designate by I T the value of the arc current that corresponds to the turning point; I T < I m since the turning point is positioned on the falling section of the CVC.
The diffuse mode being the only one that exists at high arc currents suggests that it is stable at high currents. Furthermore, temperatures of all points of the cathode surface except points adjacent to the base tend at high arc currents to the same value, and this value belongs to the falling section of the dependence of the density of energy flux from the plasma on the local surface temperature; see [15] . This means that there is no positive feedback in the diffuse mode at high arc currents, which again suggests that the diffuse mode at high values of the arc current is stable.
As the current decreases, the diffuse mode remains stable on the growing section of the CVC. On the falling section, instabilities against perturbations of different kinds appear at corresponding bifurcation points: the instability against axially symmetric perturbations develops at the turning point, the instability against 3D perturbations proportional to cos νϕ (or to sin νϕ or to any linear combination of cos νϕ and sin νϕ; this is irrelevant as far as axially symmetric steady states are concerned) appears at the νth pitchfork-bifurcation point. Thus, states I 0 < I T are unstable against axially symmetric perturbations; besides, states with the arc current in the interval I 2 < I 0 < I 1 are unstable against perturbations proportional to cos ϕ, states in the interval I 3 < I 0 < I 2 are unstable against two modes of 3D perturbations (those proportional to cos ϕ and to cos 2ϕ), states I 4 < I 0 < I 3 are unstable against three modes of 3D perturbations (those proportional to cos ϕ, to cos 2ϕ, and to cos 3ϕ), etc.
Note that the above implies that C 4 > 0; see equation (24) and the subsequent paragraph. Sign of C 4 may be readily evaluated only for the model of a cathode with an insulating lateral surface. In the framework of this model, the derivative ∂q/∂ψ increases with an increase in ν; see [9, equation (12) Figure 5 . Loss of stability of the diffuse mode:
On the other hand, an increase in ν corresponds to a shift of the bifurcation point in the direction of low I 0 and, consequently, in high U 0 . Hence, ∂q/∂ψ increases with an increase of U 0 and it follows from the second equation in equation (51) that the coefficient C 4 indeed is positive. Which instability is the first to appear, depends on the external ballast. If it is low enough,
is the slope of the CVC of the diffuse mode at I 0 = I 1 ), then I 1 < I T < I m , i.e. the turning point is positioned between the point of minimum of the CVC of the diffuse mode and the first pitchfork-bifurcation point; see figure 5 (a). The turning point is the first bifurcation point to be encountered on the diffuse mode as the arc current is decreased, and the loss of stability of the diffuse mode occurs at I 0 = I T due to axially symmetric perturbations. If > (dU 0 /dI 0 ) (2D) 1 , then I T < I 1 < I m (see figure 5(b) ); the instability against axially symmetric perturbations is suppressed and loss of stability of the diffuse mode occurs at I 0 = I 1 due to 3D perturbations proportional to cos ϕ.
An interesting conclusion can be drawn on the stability of the diffuse mode on non-symmetric cathodes. Both the diffuse mode and all spot modes on such cathodes are 3D and do not join (branch off from) each other: one would not expect solutions to branch if breaking of symmetry does not occur. Hence, the only kind of bifurcation points that can be present are turning points. If the CVC of the diffuse mode is U -shaped, then this mode possesses one turning point, which is of the type shown in figure 4(a) . Therefore, the corresponding instability may be suppressed by a high enough ballast. It follows that the diffuse mode is stable at any current no matter how small it is provided that the ballast is high enough.
Stability of 3D modes with spots at the edge
A detailed analysis of stability of different modes with spots at the edge against perturbations of different modes is given in appendix C. The results for the case of a current-controlled discharge may be summarized as follows. All steady-state modes with more than one spot at the edge of the front surface of the cathode are unstable. The first steady-state spot mode (i.e. the 3D steady-state mode with one spot at the edge) is stable in the vicinity of the bifurcation point if it branches off from the diffuse mode into the range I 0 < I 1 (i.e. if the bifurcation is supercritical) and is unstable against perturbations of one mode if the bifurcation is subcritical. At each turning point, the first spot mode changes its stability against one mode of perturbations in accord with the criterion (23) . A graphic illustration of stability of the diffuse mode and of the first spot mode under conditions of figure 3 is given in figure 6 . Also shown in this figure is the transition from the diffuse to spot modes (by arrows with simple heads) and the reverse transition (by arrows with triangle heads). At high currents, the discharge burns in the diffuse mode. With a decrease in current, a non-stationary transition (jump) to the first spot mode occurs at the first pitchfork-bifurcation point I 0 = I 1 . At small currents, the discharge burns in the spot mode. With an increase in current, a non-stationary transition to the diffuse mode occurs at the turning point I 0 = I t . Since I 1 < I t , the transition between the diffuse mode and the first spot mode manifests hysteresis in the current range
The conclusion that the transition between the diffuse mode and the first spot mode cannot be realized in a quasistationary manner and is accompanied by hysteresis is general enough: this happens always when the first spot mode branches off from the diffuse mode through a subcritical bifurcation, i.e. into the range I 0 > I 1 , and the latter is a typical situation. Indeed, this conclusion conforms to trends observed in the experiment; see, e.g. [31, 18] and references therein.
On the contrary, an increase in the near-cathode voltage drop that accompanies the diffuse-spot transition and a decrease in the near-cathode voltage drop that accompanies the spot-diffuse transition, which can be seen in figure 6 , do not represent a general feature. This is rather a particular feature which is present in these particular calculations but which need not necessarily be present under other conditions (cathodes of other geometries and made of other materials, other plasma-producing gas and its pressure) and for other implementations of the model of nonlinear surface heating (in particular, for other sets of kinetic and transport coefficients). The other possible scenarios of transition between the diffuse and spot modes are shown in figure 7(a)-(c) . Note that the first spot mode with a CVC similar to the one depicted in figure 7 (a) has been encountered in the modelling [18] ; CVCs of the kinds shown in figure 7(b) and (c) have not been reported yet, however these scenarios are theoretically interesting and deserve to be mentioned.
Another interesting scenario is shown in figure 7(d) . Similarly to the figure 6 and 7(a)-(c), the turning point K in figure 7(d) is of the kind shown in figure 4(b) , so the perturbations that change stability at the turning point are stable at states above the turning point (at U 0 > U t , where U t is the value of near-cathode voltage drop that corresponds to the turning point K) and unstable at states below the turning point (at U 0 < U t ). The difference is that the first spot mode under conditions of figure 7(d) crosses the turning point from above to below, so the perturbation mode that is unstable between the bifurcation point B and the turning point K remains unstable beyond the turning point and, furthermore, another perturbation mode turns unstable beyond the turning point. In other words, the first spot mode under conditions of figure 7(d) is unstable against perturbations of one mode between the bifurcation point and the turning point and against perturbations of two modes beyond the turning point. Thus, all spot modes under conditions of figure 7(d) are unstable.
Concluding discussion
Summary of results
(In)stability of steady-state modes of current transfer to thermionic cathodes in high-pressure arc discharges is a result of competition of a positive feedback which is present on the growing section of the dependence of the density of energy flux from the plasma on the local temperature of the cathode surface and of thermal conduction, which represents a stabilizing mechanism. The time scale of development of the instability, being of the order of time of heat propagation in the body of the cathode, exceeds substantially the time of ion motion across the near-cathode plasma layer. Therefore, processes on the plasma side can be considered as quasi-stationary while stability is investigated. An eigenvalue problem describing stability against small perturbations is formulated in the framework of the model of nonlinear surface heating with account of a stabilizing effect which can be produced by an external circuit. Spectrum of this problem under a reasonable approximation is shown to be real. It follows that the transition between diffuse and spot modes on arc cathodes is a monotonic process. Another important consequence is that a change of stability of any mode of current transfer against perturbations of any type may occur only at a bifurcation point, namely at a turning point, where this mode reaches a limit of its existence region and turns back or at a branching point, where this mode joins another mode.
An asymptotic solution of the eigenvalue problem is obtained in the vicinity of bifurcation points. This solution allows one to deduce complete qualitative information on the stability of the diffuse mode and of 3D spot modes on axially symmetric cathodes which branch off from the diffuse mode. The stability of the diffuse mode may be disrupted by axially symmetric perturbations or by 3D perturbations. Axially symmetric perturbations can be suppressed by a high enough external resistance (ballast). Development of 3D perturbations is not affected by the ballast and occurs at I 0 = I 1 , where I 0 is the arc current and I 1 is the value of arc current corresponding to the first pitchfork-bifurcation point. If the ballast resistance is very high and the arc operates in a current-controlled mode, the diffuse mode is stable beyond the first pitchfork-bifurcation point, i.e. at I 0 > I 1 , and unstable at lower currents, I 0 < I 1 .
All steady states with more than one spot at the edge of the front surface of the cathode are unstable. The first spot mode (the 3D mode with one spot at the edge of the front surface of the cathode) is stable in the vicinity of the pitchforkbifurcation point, if it branches off from the diffuse mode into the range I 0 < I 1 , where the diffuse mode is unstable (a supercritical bifurcation), and is unstable if it branches off into the range I 0 > I 1 , where the diffuse mode is stable (a subcritical bifurcation). This result is very important since it allows one to derive conclusions on stability of the first spot mode without additional efforts: it is sufficient just to check whether it bifurcates into the range I 0 < I 1 or I 0 > I 1 . Such relations between the stability of a bifurcating solution in the vicinity of the bifurcation point and it being sub-or supercritical are characteristic for simple nonlinear dissipative systems and it is remarkable that this relation can be proved also for the problem considered in this work and described by a partial differential equation.
Under conditions of interest, the first spot mode branches off from the diffuse mode into the range I 0 > I 1 , i.e. through a subcritical bifurcation, and is unstable in the vicinity of the bifurcation point. It remains unstable up to the turning point and normally turns stable beyond the turning point. The transition between the diffuse mode and the first spot mode cannot be realized in a quasi-stationary way and is accompanied by hysteresis.
Any 3D spot or system of spots on an axially symmetric cathode is neutrally stable against infinitesimal rotations. If the cathode is non-symmetric, the diffuse mode, being 3D, is stable at any arc current no matter how small it is provided that the ballast is high enough; a theoretically interesting result that can be important in practice.
Comparison with results of preceding works and with the experiment
For the particular case of a cathode with an insulating lateral surface, results on stability of the diffuse mode, obtained in this work, conform to results cited in [23] . The present results confirm hypotheses on the stability of different steady-state modes that have been put forward in [9] on the basis of general trends typical for nonlinear dissipative systems, and also conclusions on the transition between diffuse and spot modes drawn in [20] in the framework of hypotheses of [9] . On the other hand, the present results show that stability of different modes has nothing to do with which one of them operates at a lower voltage drop, thus disproving the point of view which stems from Steenbeck's 'principle' of minimum voltage (power) for discharges with a fixed current and according to which out of different modes of current transfer the one with a lower voltage drop is a stable one. (In fact, the incorrectness of such a point of view is immediately clear from the well-known experimental fact of occurrence of a hysteresis in a transition between the spot and diffuse modes.) In particular, the present results disprove considerations on stability given in [18] on the basis of arguments stemming from Steenbeck's principle.
Analysis of the present work relies on usual assumptions of the model of nonlinear surface heating; the only additional assumption, equation (6) , is unlikely to spoil the validity of the results. On the other hand, these results are general, i.e. independent of details of appearance of the functions q(T , U ) and j (T , U). Therefore, the present results are valid in the framework of any realization of the model of nonlinear surface heating, for example, of those developed in [17] [18] [19] 21] .
The general pattern of stability of different modes on axially symmetric cathodes of high-pressure arc discharges, established in this paper, conforms to trends observed in the experiment: the transition between diffuse and spot modes on arc cathodes is a monotonic process (for example, the luminosity of the cathode surface during this transition varies in time monotonically); patterns with more than one spot are not normally observed; the diffuse mode is observed at high currents and a mode with a spot at the edge of the cathode at low currents; the transition between the diffuse mode and the mode with a spot at the edge cannot be realized in a quasi-stationary way and is accompanied by hysteresis; and spots sometimes change their angular position, however no systematic rotation is observed. Since the present results have been obtained by means of a regular mathematical procedure and their validity is limited only by the validity of the model of nonlinear surface heating, this agreement should be considered as another experimental validation of the model.
In [18] , low-and high-temperature spot modes have been calculated and agreement was found to exist between simulation data referring to the low-temperature mode and experimental data collected in situations where a spot was present. Under the assumption that it is the low-temperature spot mode that occurs in the experiment, the conclusion was drawn that a quantitative agreement between simulations and experimental results can be shown for the spot mode. In light of the present results, however, this point must be reconsidered. The low-and high-temperature spot modes reported in [18] are not separate modes but rather parts of the first 3D spot mode. In particular, the low-temperature mode is a part of the section of the first spot mode which is comprised between the bifurcation point and the turning point; see discussion in [20] . Analysis of the present work has revealed that this section is unstable and cannot occur in the experiment, contrary to the abovementioned assumption of [18] . Given that the present analysis has been performed in the framework of the model of nonlinear surface heating, i.e. of the same model that was used in [18] for calculation of the low-temperature mode, one should recognize that the comparison between simulations and experimental results on the spot mode performed in [18] must be revisited.
Limitations of the analytical treatment
The analytical treatment performed in this work, while providing valuable information, has natural limitations: it gives no data on increments beyond the vicinity of points of neutral stability and does not allow one to draw conclusions on stability of axially symmetric spot modes and of 3D modes branching from them. The analytical treatment employs an assumption expressed by equation (6), and although this assumption does not look unreasonable and is unlikely to spoil the validity of results, an independent verification is nevertheless desirable, especially in view of the abovementioned contradiction with the work [18] .
Therefore, the next step should be to find the spectrum of the eigenvalue problem in the whole range of existence of each mode by means of numerical calculations. Results of the present work will provide reference points for the numerics and guidance in the analysis of numerical results. Numerical calculations will be reported in the second part of this work.
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Appendix A. Stability in the vicinity of bifurcation points
Appendix A. 1 
. Stability in the vicinity of turning points
Letψ 0 (r; U 0 ) be a family of solutions describing a particular mode of current transfer and U 0 = U i be a bifurcation point positioned on this mode. In accord with what was proved in section 3.1, U 0 = U i represents a point of neutral stability of this mode against perturbations of a particular kind, which means that the spectrum of the problem (11), (15) at U 0 = U i includes eigenvalue λ = 0. The corresponding eigenfunction will be designated = (r). Let us designate by λ(U 0 ) and ψ 1 (r; U 0 ) functions describing variations of the eigenvalue and of the eigenfunction along the steady-state solutionψ 0 (r; U 0 ).
Let us first treat the case where the expansion of the functionψ 0 (r; U 0 ) in the vicinity of the bifurcation point is regular:
This is obviously the case if the bifurcation point under consideration is a turning point: the fact that the point U 0 = U i corresponds to a limit of the existence region of the considered mode in terms of ε does not mean that the dependence of this mode on U 0 is singular at U 0 = U i . This is the case also for an axially symmetric mode of current transfer in the vicinity of a point of pitchfork bifurcation: the fact that a set of 3D modes branches off from an axially symmetric mode at U 0 = U i does not mean that the dependence of the latter mode on U 0 is singular at U 0 = U i . Expansions of functions ψ 1 (r; U 0 ) and λ(U 0 ) in the vicinity of the bifurcation point are sought in a form similar to (27) :
Let us differentiate the problem (11), (15) with respect to U 0 and then set U 0 = U i :
where
etc. Let us multiply the first equation in equation (30) by and integrate over the cathode volume. After transformations with the use of the equation of vector analysis
of the divergence theorem, and of the first equation in equation (11) with U 0 = U i (which amounts to ∇ 2 = 0), one arrives at
It follows from the second equations in equations (11) and (30) that = ψ (1) 1 = 0 at c . Substituting equations (15) and (31) into equation (34) and making use of the approximation (6), one finds λ (1) 
It should be emphasized that the rhs of this expression does not involve ψ (1) 1 ; only is present. Up to now, the treatment of this section applies both to the case where the bifurcation point under consideration is a turning point and to the case of an axially symmetric mode of current transfer in the vicinity of a point of pitchfork bifurcation. In the rest of this section, the case is treated where the bifurcation point being considered is a turning point, i.e. dε/dU 0 = 0 at U 0 = U i . Let us differentiate the problem (8), (9) with respect to U 0 once and twice and set U 0 = U i :
Here index p runs through values 1, 2 and
(38) Let us differentiate equation (10) with respect to U 0 once and twice and set U 0 = U i :
Solving equation (39) for C 2 ω and substituting the result into equation (15), one can re-write equation (15) at the turning point as h :
Let us compare the problem governing the function and comprising equation (11) written at the turning point and equation (41), and the problem governing ψ (1) 0 , which comprises equations (36) and (37) with p = 1. One can see that the problem (11), (41) with λ = 0 admits solutions proportional to ψ (1) 0 . Hence, ψ (1) 0 represents an eigenfunction of the problem (11), (15) at a turning point associated with the eigenvalue λ = 0 and it is appropriate to set = ψ (1) 0 . Since ψ (39) λ (1) 
The first and second terms on the rhs of this equation cancel by virtue of equations (6) and (39). The resulting equation may be written as
Now λ (1) has been expressed in terms of the steadystate temperature distribution corresponding to the mode in question,ψ 0 =ψ 0 (r; U 0 ), and of its derivative with respect to U 0 , and may be evaluated. Thus, equation (44) supplies complete information on the change of stability against perturbations of the same symmetry. It is essential that λ (1) is in a general case non-zero; if it were λ (1) = 0, then no change of stability would occur unless λ (2) is zero as well.
An explicit first-approximation formula describing a variation of the increment of perturbations of the same symmetry in the vicinity of a turning point is obtained by substituting equation (44) into equation (29) in which only the first term on the rhs is retained, and may be written as
Differentiating equation (14) with respect to U 0 , one finds dε dU0
(U i ) = 0 since U 0 = U i is a turning point. Equation (46) may be written as
Up to the accuracy with which this expression has been derived, the factor dU0 dI0
may be replaced by − −1 and this expression assumes the form of equation (22) , and substituting the result into equation (45), one arrives at
One can see that C 3 < 0.
Appendix A.2. Stability of axially symmetric modes in the vicinity of branching points
In this section and in the next one the case is considered where the cathode is axially symmetric (see figure 1 ) and the bifurcation point U 0 = U i is a one at which a 3D spot mode branches off from an axially symmetric mode (a pitchforkbifurcation point or branching point). Families of solutions describing the axially symmetric mode and the 3D spot mode branching from it will be designated ψ
(r; U 0 ), respectively. In this section, the variation of λ along the axially symmetric mode is considered. The variation of λ along the 3D spot mode will be treated in the next section.
Analysis of the preceding section remains applicable down to equation (35), the designationψ 0 (r; U 0 ) being replaced by ψ (2D) 0 (r, z; U 0 ). 3D perturbations of axially symmetric states are given by equation (19) . In the context of the present analysis, one should assume that λ = 0 is one of the eigenvalues of the problem (20) , (21) at U 0 = U i . Let us designate by ν and w ν the value of m and the eigenfunction w m associated with this eigenvalue. Then the function is given by an expression similar to equation (19):
The second and third terms on the rhs of equation (35) vanish and this equation may be written as
The function w ν appearing in equation (51) can be evaluated by numerically solving the problem (20) , (21) (51) can be re-written as Differentiating the problem (11), (15) with respect to δ and setting δ = 0, one arrives at the problem (30), (31) for the function ψ (1) 1 , the difference being that the operator D/Dδ = ψ (1) 0 ∂/∂ψ appears in place of D/DU 0 . An equation similar to (51) is obtained instead of equation (35):
Since ψ (1) 0 is proportional to cos νϕ (see equation (67) of appendix B), the rhs of equation (53) vanishes for perturbations both even and odd and this equation gives λ (1) = 0. The latter means that λ (2) needs to be found. Let us do it for even perturbations. There is a relation between the function for even perturbations and the function ψ (11), (15) with respect to δ twice and set δ = 0:
Dots on the rhs of equation (55) 
The function ψ (1) 1 must be found in order that the rhs of equation (56) can be evaluated. The above-discussed problem governing this function may be written as
(1)
A general solution to the problem (57), (58) may be written as 
and
In addition to the function ψ (1) 1 which has been just determined, the rhs of equation (56) involves the coefficient A, which is a part of the 3D function ψ (1) 0 , and the 3D function ψ (2) 0 . The functions ψ (44) and (51) and the calculation of λ (2) has been completed as far as the stability theory is concerned. On the other hand, it is natural to use for A and ψ (2) 0 expressions (74) and (70) found in appendix B by means of the bifurcation theory. Substituting these expressions jointly with equation (59) into equation (56), one finally obtains
The rhs of equation (63) involves only axially symmetric functions and may be conveniently evaluated.
Let us now turn to odd perturbations. There is a relation between the function for odd perturbations and the derivative ∂ψ (3D) 0 /∂ϕ at the bifurcation point (which can be derived with the use of equations (66) and (67)):
In accord with what was shown in section 3.3.2, one should conclude that the odd perturbations represent an infinitesimal rotation of the 3D system of spots associated with the 3D steady-state mode being considered, and the 3D steady-state mode is neutrally stable against these perturbations.
Appendix B. Asymptotic solution for 3D spot modes in the vicinity of branching points
The aim of this appendix is to find an asymptotic expansion of the function ψ (3D) 0 (r; U 0 ), describing a 3D mode on an axially symmetric cathode, in the vicinity of the pitchfork-bifurcation point U 0 = U i at which this mode branches off from an axially symmetric mode. This can be done by means of the bifurcation theory. In [9] , the bifurcation analysis has been performed for the case of a cathode in the form of a right cylinder, not necessarily circular, with an insulating lateral surface. In the present work, the case of an axially symmetric cathode with an active lateral surface is considered.
Analysis of [9] suggests that the desired asymptotic expansion involves powers of parameter δ = √ 2α(U 0 − U i ), where α = 1 if the 3D mode branches off into the range U 0 > U i , as all the 3D modes shown in figure 3 do, and α = −1 in the opposite case. In other words, this expansion is sought in the form (27) with (U 0 − U i ) replaced by δ:
In order to derive problems governing functions ψ (1) 0 , ψ (2) 0 and ψ (3) 0 , one should differentiate equations (8), (9) with respect to δ once, twice and three times, respectively, and set δ = 0. As a consequence, one arrives at equations (36) and (37) with the index p running through values 1, 2, 3 and f p being replaced by F p , where F 1 = 0 and expressions for F 2 and F 3 are given below.
The problem (36), (37) for p = 1 with f 1 being replaced by F 1 = 0 admits a solution in a form similar to equation (50),
where A is a coefficient to be determined. As it was indicated in section 3.3.2, coordinates y(r, ϕ, z) are chosen in such a way that the 3D solution ψ (3D) 0 (r, ϕ, z; U 0 ) is even with respect to ϕ, hence the functions ψ (1) 0 , ψ (2) 0 , . . . are also even with respect to ϕ, and this is why the term with sin νϕ that appears in equation (50) is absent from equation (67).
A solution of the first approximation, ψ (1) 0 , has been found; however the coefficient A remains indeterminate. In order to find it, one needs to treat higher approximations. Equations (36), (37) for higher approximations represents a linear inhomogeneous problem which is solvable provided that the inhomogeneous terms are orthogonal to the non-trivial solution of the corresponding homogeneous problem. In order to derive the corresponding condition, let us multiply the first equation in equation (36) by ψ (1) 0 and integrate over the cathode volume. After transformations with the use of equation (33), one arrives at ψ (1) 
where p = 2, 3, . . .. The quantity F 2 is given by the expression
The term on the lhs of the solvability condition (68) for p = 2 vanishes and this condition is satisfied trivially. A general solution to the problem (36), (37) for p = 2 with f 2 being replaced by F 2 may be written as
where B 2 is an arbitrary constant. The coefficient A still remains indeterminate, so the third approximation must be considered. The quantity F 3 may be found to be
The solvability condition (68) for p = 3 results in
In order that this equation be solvable, one should set
and the solution reads
Now that the coefficient A has been found, the bifurcation analysis of the first approximation is complete.
(The coefficient B 2 that remains indeterminate belongs to the second approximation.) Thus, one has a complete first-approximation description of a 3D mode on an axially symmetric cathode in the vicinity of the pitchfork-bifurcation point at which this mode branches off from an axially symmetric mode. In particular, one can calculate the CVC of the 3D spot mode in the vicinity of the bifurcation point: differentiating the formula
, U 0 ) twice with respect to δ, one arrives at
For the purposes of this work expressions are needed for the derivative dU 0 /dε taken along the 3D spot mode and for the similar derivative taken along the axially symmetric mode from which the 3D spot mode branches off, both derivatives being evaluated at the bifurcation point. The latter derivative may be found by differentiating equation (10) 
The former derivative may be found by differentiating equation (14) with respect to U 0 and substituting equation (75) and may be written as dU 0 dε
Appendix C. General pattern of stability of 3D spot modes branching off from the diffuse mode A 3D steady-state spot mode with ν spots at the edge of the front surface of the cathode, which branches off from the diffuse mode at the νth pitchfork-bifurcation point, is periodic over ϕ with the period of 2π/ν. The 'initial' state of this mode, I 0 = I ν , being a pitchfork-bifurcation point, is axially symmetric and perturbations of this state are proportional to cos nϕ or to sin nϕ, where n = 0, 1, 2, . . .. At states beyond the bifurcation point, I 0 = I ν , perturbations are no longer harmonic in ϕ, however they continue to be even with respect to ϕ or, respectively, odd. In the following, the term 'even (odd) perturbations of the nth mode' will refer to perturbations that at I 0 = I ν are proportional to cos nϕ (or, respectively, to sin nϕ). It follows from section 5.1 that the initial state is unstable against perturbations of the 1st to (ν − 1)th modes (if ν 2), is neutrally stable against the νth mode and is stable against all the higher modes. It is unstable also against the zeroth mode, i.e. against axially symmetric perturbations, if the ballast is not large enough and I ν < I T , and is stable against the zeroth mode otherwise. In the vicinity of the pitchfork-bifurcation point, i.e. at I 0 slightly different from I ν , the steady-state mode with ν spots is stable against the νth even perturbation mode if the bifurcation is supercritical and unstable otherwise. Perturbations of the νth odd mode represent an infinitesimal rotation of the system of spots around the cathode axis and every steady state belonging to the mode of current transfer being considered (i.e. every state with ν spots at the edge) is neutrally stable against these perturbations.
Changes of stability of a 3D mode may occur only at turning points, which are the only bifurcation points that can be present if no symmetry breaking occurs. At large distances from the pitchfork-bifurcation point, every spot mode will finally tend into the range of low currents and high voltages, which corresponds to high ε. Hence, a 3D mode which branches off into the range ε < ε i passes through at least one or, in more general terms, through an odd number of turning points. A 3D mode that branches off into the range ε > ε i either has no turning points or passes through an even number of turning points.
Since changes of stability of a 3D steady-state spot mode may occur only at turning points, they occur against 3D perturbations of the same symmetry as that of the steadystate mode itself. Hence, one needs to analyse symmetry of eigenfunctions of the problem (11), (15) on a 3D steady-state mode with ν spots at the edge. Let us first consider even eigenfunctions.
At states outside the bifurcation point, I 0 = I ν , perturbations do not necessarily have the same period as that at the bifurcation point: the zeroth perturbation mode, which is axially symmetric at I 0 = I ν , has at I 0 = I ν the period of 2π/ν and the nth mode of even perturbations (n > 0) has the period equal to the least common multiple of the periods 2π/n and 2π/ν (or, more accurately, the period of 2π lcm(n, ν)/nν, where lcm(n, ν) is the least common multiple of the integers n and ν). For convenience, periods of several modes of even perturbations of steady-state modes with one to four spots are given in table 1.
Even perturbations with the period of 2π/ν are the only ones against which a steady-state mode with ν spots can change its stability. It follows immediately that stability against the even perturbations with n = 1, which have the period of 2π , does not change along any spot mode with ν 2 and this mode remains at any I 0 unstable against such perturbations. In other words, steady states with more than one spot at the edge of the front surface of the cathode are unstable against at least perturbations of the first mode.
The only states with spots at the edge that may be stable are those with one spot. Let us for brevity restrict the consideration to the case where the ballast is large enough,
; see figure 5 (b). In this case, the instability of the initial state of the first spot mode (i.e. the 3D steady-state mode with one spot at the edge), I 0 = I 1 , against axially symmetric perturbations is suppressed and this state is neutrally stable. If the first spot mode branches off into the range ε < ε 1 , i.e. through a supercritical bifurcation, then it is stable in the vicinity of the pitchfork-bifurcation point. As the distance from the pitchfork-bifurcation point increases, this mode passes through an odd number of turning points. At each turning point, the mode changes its stability against even perturbations with a period of 2π . After all bifurcation points have been passed, the first spot mode will remain unstable.
If the first steady-state spot mode branches off into the range ε > ε 1 , i.e. through a subcritical bifurcation, then it is unstable in the vicinity of the pitchfork-bifurcation point against even perturbations of the first mode. As the distance from the pitchfork-bifurcation point increases, this mode passes through an even number of turning points and will remain unstable after all bifurcation points have been passed. Thus, we have shown that 3D steady states with a spot at the edge of the front surface of the cathode may be stable against even perturbations at certain currents but turn unstable at low currents.
Odd perturbations obviously have a symmetry different from that of the steady-state mode (which is even), hence 3D steady-state spot modes do not change stability against odd perturbations. Therefore, a steady-state spot mode with ν spots at the edge of the front surface of the cathode is unstable against odd perturbations of the 1st to (ν − 1)th modes (if ν 2), is neutrally stable against odd perturbations of the νth mode and is stable against odd perturbations of all the higher modes. It follows that the account of odd perturbations does not alter the conclusions on stability formulated above on the basis of a treatment of only even perturbations.
Let us apply these results to the analysis of stability of 3D states with a spot at the edge under conditions of figure 3 assuming that the ballast is very high and the arc is close to current-controlled. The first spot mode branches off into the range I 0 > I 1 , i.e. through a subcritical bifurcation, and is unstable in the vicinity of the bifurcation point against even perturbations of the first mode. This mode possesses two turning points, one of which can be seen in figure 6 and is of the kind shown in figure 4(b) . The other turning point is positioned at very high U 0 and is of the kind shown in figure 4(a) . Let us designate by U t and I t values of the near-cathode voltage drop and of the arc current corresponding to the first turning point, i.e. to the one depicted in figure 6 . One can see from figure 4(b) that criterion (23) is satisfied at U 0 > U t and is not satisfied at U 0 < U t , which means instability against perturbations of the same symmetry at U 0 < U t and stability at U 0 > U t . Given that the even perturbations of the first mode are the only ones against which steady states with one spot are unstable in the vicinity of the bifurcation point, and also that these perturbations have the same symmetry as that of the steady states in question, one should assume that the change of stability at U = U t occurs against just these perturbations. The conclusion is that the first spot mode is unstable at U 0 < U t and turns stable at U 0 > U t . Stability can be lost once again if the second turning point has been crossed; however the second turning point may be shifted into the range of U 0 as high as desired by increasing the ballast resistance.
