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Kurzfassung
Die Umgebung kontinuierlicher Quantenphasenübergänge zeigt einzigartige Eigenschaften
wie Skalenverhalten oder inkohärente Anregungsspektren, die in keiner stabilen thermody-
namischen Phase beobachtet werden können. Dieses faszinierende quantenkritische Regime
ist für die Lösung aktueller Probleme der Festkörperphysik entscheidend. Die drei Forschungs-
projekte dieser Dissertation hinterfragen und erweitern das Verständnis von Quantenkri-
tikalität auf unterschiedliche Weise.
Teil I behandelt unerwartetes quantenkritisches Verhalten nahe des Mott-Übergangs. Der
bandbreitenkontrollierte Mott-Übergang im Einband-Hubbardmodell bei halber Füllung
ist eines der paradigmatischsten Phänomene der Physik starker Wechselwirkungen. In
der Näherung der Dynamischen Molekularfeldtheorie (DMFT) ist dieser Metall-Isolator-
Übergang bei tiefen Temperaturen ein Übergang erster Ordnung, dessen Phasenübergangs-
linie bei einer kritischen Temperatur endet. Überraschenderweise zeigen numerische Rech-
nungen mit DMFT und dazu konsistente Experimente in organischen Salzen quantenkri-
tisches Skalenverhalten des Widerstands oberhalb der kritischen Temperatur. Das Ziel
dieses Projekts ist die Erklärung dieses unerwarteten Skalenverhaltens in Abwesenheit
eines quantenkritischen Punkts im Phasendiagramm. Dazu werden ausführliche DMFT-
Simulationen mit der Numerischen Renormierungsgruppe als modernen Algorithmus zur
Lösung des Störstellenproblems durchgefürt. Das quantenkritische Skalenverhalten kann
zu dem metastabilen Isolator an der Grenze des Koexistenzgebiets bei T = 0 zurückver-
folgt werden. Dieser zeigt zuvor unentdeckte Skaleninvarianz auf der Frequenzachse. Die
Hauptergebnisse dieses Projekts sind in Ref. [1] veröffentlicht.
In Teil II wird untersucht, wie magnetische Quantenkritikalität durch die Kopplung an
zusätzliche nicht-kritische Freiheitsgrade verändert wird. In Anbetracht typischer elektro-
nischer Energieskalen benötigt die Untersuchung quantenkritischer Phänomene in Magneten
sehr tiefe Temperaturen unterhalb von 100 mK. In diesem Regime können zusätzliche Ef-
fekte, die in der theoretischen Modellierung üblicherweise vernachlässigt werden, wichtig
werden. Dieses Projekt fokussiert sich auf die Hyperfeinkopplung an Kernspins als ein
konkretes Beispiel. Es wird das Schicksal des quantenkritischen Verhaltens bei tiefsten
Temperaturen untersucht und Grenzskalen bestimmt, unterhalb derer eine rein elektronische
Beschreibung nicht mehr ausreicht. Explizite Rechnungen zu beispielhaften Modellen auf
dem Niveau von Molekularfeldtheorie mit Gauss’schen Fluktuationen zeigen, dass der Quan-
tenphasenübergang durch die Anwesenheit von Kernspins verschoben oder ausgeschmiert
werden kann. Exotischere Effekte von Kernspins, z.B. in Spinflüssigkeiten, werden qualita-
tiv diskutiert. Die Hauptergebnisse dieses Projekts sind in Ref. [2] veröffentlicht.
Teil III beschäftigt sich mit domänengetriebenen Phasenübergangen in Ferromagneten mit
einer leichten Achse. Dieses Projekt ist durch experimentelle Messungen an dem dipo-
laren Ferromagneten LiHoF4 motiviert, der bei Anlegen eines transversalen Feldes einen
gut untersuchten Quantenphasenübergang von einer ferromagnetischen in eine paragmag-
netische Phase zeigt. Messungen der Wechselstrom-Suszeptibilität zeigen einen scharfen
Phasenübergang auch in verkippten Feldern, in denen die Ising-Symmetrie explizit ge-
brochen ist und Landautheorie des mikroskopischen Ordnungsparameters ein Ausschmieren
des Übergangs vorhersagt. Dieser Übergang im verkippten Feld kann verstanden und
i
modelliert werden, indem Domäneneffekte einbezogen werden, d.h. das spontane Brechen
der Translationssymmetrie in der ferromagnetischen Phase durch Musterbildung auf der
µm-Skala betrachtet wird. Die Modellierung der Streufeldenergien als effektive antiferro-
magnetische Wechselwirkungen zwischen Magnetisierungskomponenten in unterschiedlichen
Domänen stimmt quantitativ ausgezeichnet mit den experimentellen Ergebnissen überein.




The vicinity of continuous quantum phase transitions displays unique properties such as
scaling behavior and incoherent excitation spectra which are not found in any stable phase
of matter. This fascinating quantum critical regime is crucial for progress on key problems
of modern condensed matter physics. The three research projects of this thesis challenge
and refine our understanding of quantum criticality in different ways.
Part I concerns unexpected quantum critical behavior near the Mott transition. The
bandwidth-controlled Mott transition in the half-filled one-band Hubbard model is one
of the most paradigmatic phenomena of strongly correlated physics. Within the approxi-
mation of dynamical mean-field theory (DMFT) this metal-insulator transition is of first
order at low temperatures, with the transition line ending at a critical temperature. Sur-
prisingly, numerical calculations with DMFT and experiments in organic salts consistently
found quantum critical scaling of the resistivity above the critical temperature. The aim
of this project is to explain this unexpected scaling in the absence of a quantum critical
point in the phase diagram. To this end, we perform extensive DMFT simulations with
the numerical renormalization group as a state-of-the-art impurity solver. We find that the
quantum critical scaling can be traced back to the metastable insulator at the boundary of
the coexistence region at T = 0 which exhibits previously unknown scale-invariance on the
frequency axis. The main results of this project are published in Ref. [1].
In Part II we study how magnetic quantum criticality is affected by the coupling to ad-
ditional non-critical degrees of freedom. Considering typical electronic energy scales the
study of quantum critical phenomena in magnets requires very low temperatures in the
sub-100 mK range. In this regime additional effects which are typically neglected in the
theoretical modeling may become important. Here we focus on one particular example,
which is the hyperfine coupling to nuclear spins. We investigate the fate of the quantum
critical behavior at lowest temperatures and determine crossover scales below which a purely
electronic description is no longer sufficient. Explicit calculations for paradigmatic models
on the level of mean-field theory plus Gaussian fluctuations reveal that the quantum phase
transition can be shifted or smeared in the presence of nuclear spins. More exotic effects of
nuclear spins, e.g. in spin liquids, are discussed on a qualitative level. The main results of
this project are published in Ref. [2].
Part III is devoted to the discussion of domain-driven phase transitions in easy-axis ferro-
magnets. This work is motivated by an experimental study of LiHoF4, a dipolar easy-axis
ferromagnet that displays a well-studied quantum phase transition from a ferromagnetic to
a paramagnetic phase as function of a transverse field. Measurements of the ac susceptibility
found a well-defined phase transition even in tilted fields where the Ising symmetry is ex-
plicitly broken and Landau theory of the microscopic order parameter predicts a crossover.
We are able to explain and model the transition in tilted fields by the inclusion of domain
effects, i.e., by taking into account the spontaneous breaking of translational symmetry
by mesoscale pattern formation in the ferromagnetic phase. The modeling of stray-field
energies as effective antiferromagnetic couplings between magnetization components in dif-
ferent domains is in excellent quantitative agreement with the experimental results. The
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3
1 Phases and their transitions
Continuous quantum phase transitions are an exciting and dynamic research area within
condensed matter physics. Their study is crucial for understanding complex phase diagrams
e.g. of high-temperature superconductors, heavy-fermion compounds or certain frustrated
magnets. [4, 5, 6] Quantum critical regimes exhibit exotic behavior not found in stable
phases of matter, and yet share properties between at first glance completely unrelated
systems. The mathematical beauty of this universality has fascinated generations of physi-
cists.
Powerful theoretical concepts based on symmetry arguments in many cases paint a qual-
itative picture of the phase transition without the need for a full calculation. However,
these insights have their limits. The projects of this thesis challenge the boundaries of
our conventional understanding of quantum phase transitions in different ways. We will
find quantum critical scaling without a pertinent quantum phase transition (Part I), see
how additional degrees of freedom can modify or destroy quantum criticality (Part II) and
discover continuous quantum phase transitions driven by mesoscopic instead of microscopic
degrees of freedom (Part III). To allow all readers to appreciate how this work extends pre-
vious concepts this chapter provides a basic introduction into (quantum) phase transitions
(Sec. 1.1) and a qualitative account of their theoretical description (Sec. 1.2). It concludes
with an overview of the three projects which form this thesis (Sec. 1.3).
1.1 Thermal and quantum phase transitions
A phase is a homogeneous state of matter in which the physical properties of the substance
are uniform on macroscopic length scales. [7] A change of the phase of a system e.g. by
tuning an external parameter is called a phase transition. At the phase transition physical
quantities such as the free energy show non-analytic behavior as function of the parameter,
for example a jump, cusp or divergence. Common examples of phase transitions are the
boiling of water, where the state of matter changes from liquid to gas as the temperature
increases, and the demagnetization transition at the Curie temperature, above which fer-
romagnetic materials loose their permanent magnetic properties. In this thesis we will be
concerned with phase transitions in crystals, i.e., in solid states of matter which consist of
periodic repetitions of the same small building block. These building blocks are usually
clusters of several atoms or ions and will be called sites in the following.
Most phase transitions can be characterized by a local order parameter. 1 An order param-
eter is a physical observable that captures the main difference between the two adjacent
phases. It is not unique, but some observables are more convenient than others. In this
context local means that the observable is determined from the state of a single site and
1Exceptions to this are topological phase transitions, where the adjacent phases are characterized by a
global topological invariant. Topological phases will not be studied in this thesis in detail.
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its direct vicinity. For the above example of the Curie transition a suitable order param-
eter would be the average magnetization per atom. Conventionally the order parameter
is chosen such that it vanishes in one of the two phases, called disordered phase, and is
non-zero on the other side of the transition in the ordered phase. The order parameter can
be a scalar, vector or higher-order tensor, and its mathematical structure is crucial for the
properties of the phase transition.
The order parameter describes the symmetry of the phases. For example, a ferromagnet
below its Curie temperature features a special direction, namely the direction of the mag-
netization, while above the Curie temperature the magnetization is zero and all directions
are equivalent. The ordered phase thus has lower symmetry than the disordered phase, and
the rotation symmetry is spontaneously broken at the phase transition. Spontaneous sym-
metry breaking must be contrasted with explicit symmetry breaking, where the symmetry
is broken by external parameters instead of intrinsically by the system. In the example of
the ferromagnet explicit symmetry breaking occurs for instance when an external magnetic
field is applied.
The definition of a suitable order parameter already allows us to classify phase transitions
into two main types, continuous and discontinuous. At a discontinuous transition, synony-
mously also called first-order transition, the order parameter jumps from a finite value in
the ordered phase to zero in the disordered phase. In contrast, at a continuous transition
the order parameter can be chosen such that it smoothly goes to zero. The order parameter
still shows a higher order singularity at the phase transition which can be analyzed for a
more accurate classification. At a second order phase transition the second derivative of
the free energy, i.e., the first derivative of the order parameter jumps. [8]
In Fig. 1.1 the behavior of the order parameter at a typical first- and second-order phase
transition is contrasted with a crossover. A crossover is a point in parameter space at
which the properties of the system change quantitatively, but not qualitatively. In terms of
order parameters, this corresponds to a continuous change from a large value of the order
parameter to a (much) smaller, but still finite value. This means that a crossover occurs
between two flavors of the same phase: it does not change the symmetry because the order
parameter is finite on both sides of the crossover. The free energy and its derivatives do
not show non-analyticities at a crossover.














1st order phase transition
2nd order phase transition
crossover
Figure 1.1: At a first order phase transition, the order parameter changes discontinuously,
while it is continuous at a second order phase transition. A crossover is not a
phase transition because it describes an analytic change in the behavior of the
system.
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Of special interest are second-order phase transitions because they show scale-invariant
behavior. Usually the properties of a phase are governed by energy, length and time scales
intrinsic to the system. One example is the correlation length ξ, which gives the distance up
to which the knowledge of the state of one site is enough to accurately predict the state of
another site (up to a modulation with an ordering wave vector). In a stable phase of matter
the value of the correlation length is determined by microscopic details and thus varies
strongly from system to system. At a second-order phase transition the correlation length
diverges, i.e., sites are not independent no matter how far apart they are. The correlation
time τ diverges as well, while the energy gap ∆ to excitations above the ground state goes
to zero. The absence of finite scales means that the functional dependence of observables
on temperature and other external parameters must be scale-invariant: there cannot be any
special scale at which the observable behaves differently than elsewhere.
Scale invariance at the phase transition can be mathematically formulated by introducing
a scaling parameter b > 0. In a scaling transformation all lengths l in the system are
replaced by bl. If the system is scale-invariant, this change of lengths can be compensated
by multiplying energies, times and external parameters with by, where y is an appropriate
exponent. This form is needed because power laws are the only scale-invariant functions. As
an example, consider the free energy density f as function of distance t to the second-order
phase transition and field h. It consists of a critical part that shows non-analytic behavior
at the phase transition, and a smooth background that takes no part in critical behavior.
The condition for scale invariance of the critical part fc is then
fc(t, h) = b
−df(tbyt , hbyh), (1.1)
where we have defined two critical exponents yt and yh. [9] The prefactor b
−d appears
because we consider the free energy per volume V ∼ ld, with d as the space dimension of
the system. Since b is a arbitrary parameter, we can set it to b = h−1/yh and obtain








This shows that the free energy density does not depend separately on the parameters t and
h, but only on their combination t/hyt/yh . Up to a simple prefactor all parameter points
with the same value of this ratio have the same free energy fc. This remarkable scaling
behavior of physical observables is a hallmark of second-order phase transitions. From the
scaling form of the free energy Eq. (1.1) other quantities such as the order parameter M ,
heat capacity C or the susceptibility χ can be calculated as derivatives.
Since the microscopic scales are hidden by the divergence of scales at the phase transition,
the exponents are universal for a wide range of systems and depend only on the dimen-
sionality and symmetry of the system. This groups transitions in apparently very different
systems into universality classes that share the same set of exponents. The most common
exponents are defined in Tab. 1.1. To consider dynamic quantities, we further include a
dynamical critical exponent z that relates the correlation time τ ∝ ξz to the correlation
length. Its value depends for example on whether or not the order parameter is a conserved
quantity. The exponents are not independent, but constrained by so-called scaling relations
that can be derived from Eq. (1.1), for instance 2−α = β(δ+1), and hyperscaling relations
derived from an analogous argument for the correlation function, e.g. 2 − α = dν. [9] The
prefactors of the power laws depend on the microscopics of the system at hand and are often
not studied in detail. The region of parameter space where power laws, universal exponents
and scale-invariant behavior are expected is called critical region.
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critical exponent definition
α C ∝ |t|−α
β M ∝ |t|β (t < 0)
γ χ ∝ |t|γ
δ M ∝ |h|1/δ (t = 0)
ν ξ ∝ |t|−ν
Table 1.1: Definition of common critical exponents. Here C is the specific heat, M the
(scalar) order parameter, χ the (static) order parameter susceptibility, h the field
conjugate to the order parameter, and ξ the correlation length. The parameter
t measures the distance to the phase transition, with t < 0 corresponding to
the ordered phase. The exponents α, γ, ν can be in principle be different in the
ordered and disordered phase and are then usually denoted as α and α′, etc.
So far the parameter tuning the system through the phase transition has not been specified.
If it is the temperature, the transition is called a thermal phase transition. If the param-
eter is anything but the temperature, the transition is called a quantum phase transition.
Alternatively, thermal and quantum phase transition can be distinguished by the nature of
the fluctuations driving them, being either thermal or quantum fluctuations, respectively.
Thus quantum phase transitions are phase transitions occurring at zero temperature. The
presence of strong quantum fluctuations leads to highly unusual properties, for example
excitations which cannot be understood as quasiparticles. [10]
Typical phase diagrams for thermal and quantum phase transitions are shown in Figs. 1.2
and 1.3. Close to a thermal phase transition the critical region is limited to the direct vicinity
of the second order phase transition. Above a quantum phase transition, the critical region
can extend to elevated temperatures and thus be the most important and experimentally
accessible signature of the phase transition at T = 0. Inside the critical region, power laws
with respect to the distance to the phase transition are expected, which is t = T − Tc in
the case of the thermal phase transition and t = r − rc in the case of the quantum phase
transition, giving rise to classical critical or quantum critical behavior. Note that crossovers
from the quantum critical region are also expected to be universal.
Figure 1.2: Typical phase diagram of a thermal phase tran-
sition as function of temperature T and an ex-
ternal parameter r: a line of first-order transi-
tions (full line) ends in a critical endpoint (black
dot), where the transition becomes second order
and is thus accompanied by a classical critical
region (grey shading). Surrounding the first-
order transition is a coexistence region in which
both the ordered and disordered solution exist,
with one of them being stable and the other
metastable. One example for a transition of this
type is the liquid-gas transition, where the pa-
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Figure 1.3: Typical phase diagram of a quantum phase
transition as function of temperature T and
an external parameter r: the system is tuned
through a continuous quantum phase transition
(black dot) by the non-thermal control parame-
ter r. Above this second order phase transition
a quantum critical cone opens (grey shading)
in which the temperature is the smallest energy
scale. The quantum criticality is cut-off by mi-
croscopic energy scales specific to the system.
The ordered phase may extend to finite temper-
atures. One example for a quantum phase tran-
sition of this type is the 2d transverse-field Ising





1.2 Theoretical description of phase transitions
The simplest way to describe a phase transition is with Landau theory. As argued above,
most phase transitions of interest here can be described by a local order parameter, and the
universal behavior close to the transition depends only on symmetry and dimensionality.
Consequently, these are the only ingredients that enter Landau theory. The main assump-
tion is that although the order parameter is non-analytic at the phase transition it can be
found by minimizing an analytic function, which is called the Landau free energy. Evaluated
at the minimum, the Landau free energy gives the singular part of the free energy of the
system. The full free energy may contain an additional background term that is analytic
across the transition. The Landau function is determined from a Taylor expansion where
only terms allowed by symmetry are included. [7]
As an example, consider a system with a scalar order parameter M which in the disordered
phase obeys the symmetry M → −M . This is realized for example in an easy-axis ferro-
magnet, where M would be the average magnetization per site along the easy axis. To be







M 4 + ... . (1.3)
The application of a field conjugate to the order parameter leads to an additional linear
term +hM . The coefficients are functions of the parameter driving the phase transition,
that is, of the temperature T for a thermal phase transition and of the non-thermal control
parameter r for a quantum phase transition. In the simplest field-free case, b > 0 across the
phase transition, while a > 0 only in the disordered phase. Then the Landau free energy
has a single minimum at M = 0, and hence the order parameter vanishes as expected in the
disordered phase. In the ordered phase, a negative coefficient a < 0 leads to two degenerate
minima at ±M∗: the system orders. The degeneracy between the two minima reflects the
Z2 symmetry of the system, which is spontaneously broken when the system realizes one of
the two solutions. At the phase transition itself the quadratic term vanishes a = 0, marking
the second order phase transition. This is shown graphically in Fig. 1.4.
A first-order transition can be described in the same framework by including the sixth order
term cM 6 and taking a > 0, b < 0 and c > 0. Here the Landau free energy has up to three
8
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local minima, and the global minimum changes at the transition, see Fig. 1.5. The stable
solution (global minimum) coexists with a metastable solution (only a local minimum) in
the vicinity of the first-order transition. Away from the phase transition, the metastable
solution ceases to exist as the local minimum turns into a saddle point and then gains a
finite slope. This is shown in Fig. 1.6.


















Figure 1.4: A second order phase transition in Landau theory: at the transition the
quadratic coefficient changes sign, marking the transition from a single minimum
at zero (disordered phase) to two degenerate minima at finite order parameters
(ordered phase).


















Figure 1.5: A first order phase transition in Landau theory: the Landau free energy has
several local minima which change stability across the transition.
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boundary of coexistence region
no coexistence
Figure 1.6: The boundary of the coexistence region in the disordered phase: while the global
minimum at zero, and thus the phase, is unchanged, the local minimum, i.e.,
the metastable solution, ceases to exist.
While Landau theory is a useful tool for a qualitative understanding of a phase transition,
it does not relate easily to microscopic theories, e.g. for determining the values of the coef-
ficients from experimentally known microscopic couplings. For a more accurate description,
the starting point is a microscopic Hamiltonian, which includes couplings to the external pa-
rameters as well as interactions between microscopic degrees of freedom on each site. With
few exceptions the microscopic Hamiltonian is not solvable exactly, so approximations have
to be made.
Possibly the simplest approximation which is useful in the context of phase transitions
is a mean-field ansatz (MF). Instead of treating all interacting degrees of freedom indi-
vidually, only their average effect is taken into account. For interacting spin models the
average acts as an additional magnetic field (up to dimensional prefactors), motivating the
name “mean field”. For this approach to be reasonable, the mean field must be calculated
self-consistently. The self-consistency equation can be found by minimizing the energy ex-
pectation value with respect to the mean field m and takes the form m = f [m]. In many
cases it can be solved simply by iteration. The numerical stability can often be improved
by random linear mixing, i.e., by combining the results of the current and previous step
mi+1 = f [wmi + (1 − w)mi−1] with a random weight w ∈ (0, 1). A drawback is the bias
inherent to choosing a certain operator to be replaced by its average: with a MF descrip-
tion only order consistent with the chosen ansatz can be found. This can be a problem in
systems with competing orders where it is not clear a priori which order is energetically
favorable.
The MF approximation amounts to neglecting fluctuations around the average. Therefore
the critical exponents obtained from this ansatz have a simple form, as shown in Tab. 1.2.
The mean-field exponents violate hyperscaling relations due to a finite momentum cutoff, see
below. Mean-field theory is an accurate description only for high-dimensional systems d ≥
d+c , i.e., systems where each site has a large number of neighbors and fluctuations “average
out”. For systems with short-range interactions and scalar or vector order parameters the
upper critical dimension is d+c = 4. [9] At d = d
+
c logarithmic corrections to the power laws
of Tab. 1.2 appear.
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critical exponent definition MF value
α C ∝ |t|−α 0
β M ∝ |t|β (t < 0) 1/2
γ χ ∝ |t|γ 1
δ M ∝ |h|1/δ (t = 0) 3
ν ξ ∝ |t|−ν 1/2
Table 1.2: Mean-field values of the critical exponents defined in Tab. 1.1.
Here an important difference between thermal and quantum phase transitions must be
highlighted. In the classical theory that describes a thermal phase transition the kinetic
and potential energy contributions can be decoupled, and singularities at thermal phase
transitions are caused by the potential energy terms only. They can therefore be described
by a static theory in space dimension d. In contrast, at a quantum phase transition kinetic
and potential energy are linked by the fundamental laws of quantum mechanics. The
dynamics must be included in the modeling of the phase transition, which increases the
dimensionality because time as well as space must be considered. Accordingly, a quantum
phase transition in d dimensions is related to a classical phase transition in d+z dimensions.
[10, 9] As a consequence, the quantum phase transition of the 3d transverse-field Ising model
can already be described by mean-field theory plus logarithmic corrections thanks to the
dynamical critical exponent z = 1, while the thermal phase transition of the same model is
still below the upper critical dimension and thus shows non-mean-field exponents.
For a correct description of the critical properties below d+c fluctuations must be included
in the theoretical modeling. This can be done with renormalization group (RG) techniques.
The general idea of this class of methods is to make explicit use of the scale-invariance
which is observed close to second order phase transitions, by assuming that the form of the
couplings appearing in the Hamiltonian (or equivalently, in the action) remains unchanged
as the scale is varied. Degrees of freedom living at short distances, i.e., at large momenta and
large energies, can be successively eliminated, as long as we keep track of how the values
of the couplings change. The dependence of the couplings on the energy scale is often
formulated as flow equations in the form of differential equations that can be derived and
solved with appropriate approximations. [7, 11, 12] The advantage of this method is that
the effective low-energy theory obtained from this successive rescaling is often simpler than
the original one, with less degrees of freedom and only few non-zero couplings remaining.
The result of a RG calculation can be nicely summarized in a flow diagram, of which one
example is shown in Fig. 1.7. A flow diagram shows (a part of) the space of microscopic
couplings and indicates with arrows how these couplings change during the RG procedure,
i.e., when going to lower energies. Fixed points are, as the name suggests, points in pa-
rameter space which remain unchanged under the RG flow. A fixed point is called stable if
all neighboring points in parameter space flow towards it, and unstable if there is at least
one direction in which the flow is oriented away from the fixed point. Stable fixed points
correspond to stable phases of matter, which in the example in Fig. 1.7 are A and B.
The transition between the phases A and B is controlled by the unstable fixed point C.
The critical behavior near the transition is governed by the properties of the fixed point C
and its direct vicinity, giving rise to universality because the details of phase A and B are
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Figure 1.7: Sketch of a renormalization group flow in the space of microscopic couplings
r and g. The low-energy behavior of a system with given couplings can be
found by following the flow from this starting point. Attractive fixed points
(full circles A & B) correspond to stable phases, while the fixed point which is
repulsive in r-direction (empty circle C) describes the phase transition between
the two phases. Systems with initial couplings to the left/right of the separatrix
(orange line) are in phase A/B.
not important. In particular, critical exponents can be extracted from the flow equations
around C. The direction in which the flow is oriented away from C, in this case r, is called
a relevant coupling and can be used to tune the system through the phase transition, as
sketched in the phase diagrams above (Fig. 1.3). For an ordinary critical point there is
exactly one relevant coupling, with all other couplings being irrelevant, symbolized by g in
the sketch. A fixed point with more than one relevant coupling describes a multicritical
point.
Applying an RG scheme in practice can be arbitrarily complicated, and many different vari-
ants have been developed to tackle certain classes of problems analytically or numerically.
A common approach is momentum-shell RG, which starts from a field theory and calculates
the RG flow equations by integrating out high-momentum modes in a perturbative expan-
sion. The convergence properties of the momentum integrals define the critical dimensions.
The momentum integrals are divergent at large momenta above the upper critical dimen-
sion d ≥ d+c , calling for a finite momentum cutoff that spoils hyperscaling, and divergent
at small momenta below the lower critical dimension d ≤ d−c . We already introduced the
upper critical dimension d+c above as the threshold above which mean-field exponents are
valid. Below the lower critical dimension the ordered phase is destroyed by fluctuations, so
the system does not show a phase transition at all. This is one possible formulation of the
famous Mermin-Wagner theorem. [13] For systems with short-range interactions and scalar
or vector order parameters the critical dimensions are d+c = 4 and d
−
c = 2. [9]
This general introduction sets the stage for the three projects that will be presented in
this thesis. Which of the introduced methods is most suited to describe a phase transition
depends on the questions one is trying to answer. In the next section we will briefly introduce




In the first project (Part I), we solve a puzzle surrounding the well-known Mott transition.
The Mott transition in the half-filled one-band Hubbard model is a transition from a metal
to a strongly correlated insulator which is driven by a strong on-site repulsion between
electrons. The transition is of first order at low temperatures, with a phase diagram as
sketched in Fig. 1.2. Therefore it was surprising that quantum critical scaling was found
above the classical critical endpoint. To study this, we use dynamical mean-field theory
combined with Wilson’s numerical renormalization group. This combination of mean-field
and renormalization group techniques allows us to take on-site fluctuations accurately into
account, which is crucial to describe the transition even qualitatively, while neglecting
non-local fluctuations, which simplifies the calculation enough to be feasible. We explain
the quantum critical scaling by tracing it down to T = 0 to a scale-invariant metastable
insulator at the boundary of the coexistence region. This raises the interesting question to
what extent the vanishing of the local minimum into a saddle point in Landau theory is
enough to drive criticality usually associated with a flat minimum.
In the second project (Part II) we are concerned with the general question how a second-
order magnetic quantum phase transition is affected by coupling to additional, non-critical
degrees of freedom, in our case nuclear spins. The crucial question is how the disordered
phase reacts to the hyperfine coupling, and the possibility of nuclear-spin-induced order.
We study two simple, yet representative models with mean-field theories and compute their
excitation spectrum as bosonic perturbations on the mean-field ground state. This allows
us to extract experimentally relevant crossover scales below which the influence of nuclear
spins is no longer negligible.
In the third project (Part III) we collaborate with an experimental group to investigate the
behavior of the easy-axis ferromagnet LiHoF4 in tilted fields. It is well known that LiHoF4
exhibits a quantum phase transition as function of an external field applied transverse to the
easy axis. When the external field is tilted away from the transverse direction, naive Landau
theory predicts a crossover since a longitudinal field component explicitly breaks the Ising
symmetry. Instead, the experiment found a phase transition also in tilted fields. We explain
this as interplay between microscopic ferromagnetism and mesoscale modulations caused
by domain formation. Theoretically, this can be captured in a mean-field theory which
includes domains and stray-field-induced interactions. We find remarkably good agreement
with experimental phase boundaries and other observables. Interestingly, the mesoscopic
pattern formation influences the nature of the transition, contradicting the usual view that





Mott quantum criticality in the one-band
Hubbard model
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In this chapter we pose the main question of the project on Mott quantum criticality.
To this end, we introduce the model system we will be studying, namely the one-band
Hubbard model (Sec. 2.1), and discuss its properties on a conceptual level (Sec. 2.2). It
shows unexpected quantum critical scaling (Sec. 2.3), whose explanation is the principal
goal of this project. After an introduction to the employed methods (Chap. 3) a detailed
numerical analysis reveals a scale-invariant metastable insulating solution as the cause of
the scaling (Chap. 4).
The main results of Chap. 4 are published as Ref. [1]
2.1 Metal-insulator transitions and the Hubbard model
Metal-insulator transitions have been studied by condensed-matter physicists for decades,
yet many open questions remain. The vicinity to a transition allows easy modification of
the electronic properties, which is crucial e.g. for the countless technological applications
of doped semiconductors. Different mechanisms can drive electron localization, for example
disorder or interactions, and thereby lead to very different and complex transitions.
One of the simplest mechanisms for a metal-insulator transition was proposed by Slater.
[14] Consider a single-band metal at half-filling. If an antiferromagnetic (AFM) coupling J
is introduced to the system, the AFM order will double the unit cell and lead to two bands
in a halved Brillouin zone (left panel in Fig. 2.1). If J increases, the bands move apart until







Figure 2.1: Cartoon picture of a metal-insulator transition in band theory: as the antifer-
romagnetic coupling increases, the bands move apart until a gap (grey shading)
opens at the Fermi energy (horizontal line).
A different mechanism for a metal-insulator transition was proposed by Mott. Unlike the
Slater insulator, whose insulating behavior can be understood on a single-particle level, a
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Mott insulator is insulating due to strong correlations. As the simplest example we introduce

















with niσ = c
†
iσciσ. The hopping t arises from a finite overlap of the electronic wave functions
on neighboring atoms, and corresponds to the kinetic energy of the electrons. The hopping
sets the scale for the band width W , with the exact value of W ∝ t depending on the lattice.
The Hubbard interaction U > 0 is assumed to be repulsive and strictly local. This is an
approximation to the repulsive Coulomb interaction between electrons which is assumed to
be short-ranged due to screening.
The model can be augmented by multiple bands or additional interactions at various filling
fractions, resulting in complex phase diagrams which have been studied with a multitude
of approximations and methods. For example, the 2d Hubbard model on a square lattice
with doping is thought to be a key step towards understanding high-Tc superconductivity in
cuprates. For this work, we focus exclusively on the simplest case of one band at half-filling
as defined in Eq. (2.1).
The behavior of the model is sketched in Fig. 2.2. If the hopping t dominates over the inter-
action U (left panel), the electrons can hop between the sites and thus conduct a current.
In two or higher space dimension this metallic phase usually is a Fermi liquid. It behaves
qualitatively like the free fermionic model at U = 0, with renormalized quasiparticles taking
the place of the free electrons in the non-interacting model.
In the opposite limit U  t (right panel), each site is singly occupied and hopping is
inhibited by the large energy cost U of double occupancies and empty sites. The strong
correlations hinder the transport of the electrons, leaving the spin on each site as the only
low-energy degree of freedom. An alternative view on the limit of U  t can be gained
in a thought experiment: moving the atoms of a crystal further and further apart, i.e.,
increasing the lattice constant, decreases the overlap of the wave functions on neighboring
atoms and thereby the hopping. In this atomic limit t→ 0, the spaced-out atoms are so far
apart that they behave as single atoms with one electron each and are thereby insulating.
Figure 2.2: Cartoon picture of the behavior of the Hubbard model Eq. (2.1) in the metallic
(left) and insulating phase (right). Figure taken from Ref. [15].
Between these two limiting cases a phase transition, known as the Mott transition, occurs
when hopping and interaction are comparable. This regime is notoriously difficult to de-
scribe theoretically because it is not accessible with perturbative methods, neither from
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the non-interacting (U/t  1) nor from the atomic limit (U/t  1). Since metallic and
insulating phase share the same symmetries, the transition usually is a line of first order
transitions which ends in a critical endpoint, similar to the liquid-gas transition. The crit-
ical endpoint may also be located at Tc = 0, leading to quantum critical behavior. How a
continuous Mott transition could look like has been the object of some debate, with theo-
retical proposals arguing that at this quantum critical point the metallic Fermi surface is
replaced by a “critical Fermi surface”. It is characterized by a power law dependence of the
self-energy on a surface in momentum space. [16, 17, 18]
The situation is further complicated by the interplay with magnetic order. In the limit
U/t 1, virtual hopping processes between neighboring sites induce a Heisenberg coupling
J ∝ t2/U > 0 between the local moments of the Mott insulator. On unfrustrated lattices
this coupling will drive antiferromagnetic order at temperatures T ∼ J , thereby enabling
the Slater mechanism described above. If the lattice is strongly frustrated, spin liquid
states may appear instead of magnetic order. Additionally, structural phase transitions and
superconductivity often occur in the same parameter regime. Different mechanisms can
coexist in a given material and it can be hard to disentangle cause and effect at different
temperatures. [19, 20] Two examples of the complex resulting phase diagrams are shown
in Fig. 2.3.
Figure 2.3: Left: The phase diagram of doped V2O3 shows interplay of metallic and in-
sulating phases with magnetic order and changes of the crystal structure. The
metal-insulator transition at T & 180 K cannot be explained by the Slater mech-
anism, but is a genuine correlation effect. Figure taken from Ref. [21].
Right: The theoretical phase diagram of a frustrated 2d Hubbard model as func-
tion of interaction U and frustration t′ shows metallic (M), antiferromagnetic
(AF), spin liquid (SL) and superconducting (SC) phases. Full (dashed) lines
denote first-order (second-order) transitions. Figure taken from Ref. [22].
All these complications make it difficult to observe and study a “genuine” Mott transition
that is strictly driven by strong electronic correlation and not altered by simultaneously oc-
curing other effects. A promising candidate are organic salts, for example of the BEDT-TTF
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family. Experimentally these systems can be driven through a metal-insulator transition
by applying hydrostatic pressure, thus avoiding the disorder caused by chemical doping.
[23, 24, 25] Due to their triangular lattice structure, the compounds are strongly frustrated
and therefore magnetic order is limited to very small temperatures, if it is observed at all.
2.2 A local perspective: the idea of dynamical mean-field theory
Important theoretical insights into the Mott transition have been gained from dynamical
mean-field theory (DMFT). This method originated in the 1990s from the observation that
in the limit of large lattice coordination number d the non-local contributions to the self-
energy decay as 1/d. In the formal limit d → ∞ the single-particle self-energy is strictly
local, meaning that to describe a given site only interactions on this specific site have to be
taken into account, while all other sites can be treated on a non-interacting level. This is a
enormous simplification because instead of a fully interacting lattice problem we only have
to solve an impurity problem with a single interacting site surrounded by a non-interacting
bath. [26] Several numerical methods, called impurity solvers in the DMFT context, are
available to treat this type of problem. The bath has to be determined self-consistently to
ensure that bath and impurity are in fact made up of equivalent sites. More details on this
method will be given in Sec. 3.2.
If the lattice coordination d is finite, assuming a local self-energy is an approximation. This
approximation is surprisingly reasonable in many systems with coordination numbers as
low as d = 6, but also has conceptual flaws. A local self-energy is unable to capture the
intersite correlations needed for the formation of magnetic order or spin liquids. Thus the
Mott insulator in DMFT has a residual spin degree of freedom on each site even at lowest
temperatures. This leads to an unphysical residual entropy of kB log 2 per site even at T = 0.
This has to be kept in mind when interpreting DMFT results, especially thermodynamic
observables. [27] By using a cluster of a few lattice sites instead of a single-site impurity,
cluster dynamical mean-field theory (CDMFT) takes into account short-ranged non-local
correlations and is partially able to cure this problem, but at the cost of significantly
increased numerical effort.
The momentum-integrated single-particle spectral function from single-site DMFT is shown
across the Mott transition in Fig. 2.4. On the insulating side the spectral function shows
two broad peaks centered at ±U/2 which are known as the Hubbard bands. They are
separated by a gap U , highlighting strong correlation as the origin of this insulating state.
On the metallic side there is a third peak located at the Fermi level. This quasiparticle
peak corresponds to coherent, particle-like excitations that share the quantum numbers of
the original non-interacting electrons, and its height is fixed by the Friedel sum rule. A
finite density of states at zero energy implies that the system is metallic. As the transition
is approached from the metallic phase, the integrated weight of the quasiparticle peak
decreases, i.e., the peak gets narrower while keeping its height. At the transition, the
weight of the quasiparticle peak vanishes continuously. [29, 30]
The DMFT phase diagram of the Hubbard model on the Bethe lattice is shown in Fig. 2.5.
At low temperatures the transition is of first order. [31, 32, 26, 29, 30] The first-order
transition line ends in a classical critical endpoint. Surrounding the first-order transition at
low temperatures is a coexistence region, where in addition to the stable phase a metastable
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Figure 2.4: Cartoon picture of the momentum-integrated single-particle spectral function
across the Mott transition: (a) without interaction (b) deep in the metallic
phase (c) in the metallic phase close to the transition (d) deep in the insulating
phase. Figure taken from Ref. [28].
state exists, corresponding to a global and a local minimum in Landau theory. The bound-
aries of the coexistence region are called Uc1 and Uc2 on the metallic and insulating side,
respectively.
At T = 0 the boundary of the coexistence region on the insulating side coincides with the
first-order transition. This is a artifact of the inability of DMFT to describe the Mott
insulator at low temperatures correctly. When approaching the zero-temperature Mott
transition in DMFT from the metallic side the weight of the quasiparticle peak decreases
until it vanishes at the transition. Note that unlike at a second order phase transition
scale-invariant behavior does not exist because the fixed peak height sets a finite scale. At
very low temperatures the insulating solution for Uc1 < U < Uc2 is only barely metastable,
as a small finite spectral weight at the Fermi level is sufficient to drive the system towards
the metal.
The classical criticality surrounding the classical critical endpoint of the first-order transi-
tion line has been extensively discussed in the literature. A Landau theory was proposed
in the framework of DMFT with the singular part of the hybridization function as an order
parameter. This theory predicts classical Ising universality in all dimensions. [33] However,
experimental evidence both in favor [34, 35, 25] and against Ising universality [36, 37] was
reported. Numerical results with cluster DMFT give non-Ising exponents, with strong dif-
ferences from cluster to single-site DMFT. [38] A later work [39] explains the discrepancies
in the framework of DMFT and CDMFT as observable-dependent subleading corrections
to the Landau theory of Ref. [33] that can be large and lead to effective exponents which
differ from the asymptotic ones. It was also found that electron-phonon coupling is always
relevant very close to the critical point, invalidating purely electronic theories and changing
the observed critical behavior. [40]
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Figure 2.5: Schematic DMFT phase diagram of the one-band Hubbard model on the Bethe
lattice at half-filling. The first-order transition line (orange) is surrounded by a
coexistence region (green) and ends in a classical critical endpoint.
2.3 Quantum critical scaling near the Mott transition
Considering the phase diagram Fig. 2.5, it came as a surprise when apparent quantum
critical scaling of the electrical resistivity was reported at elevated temperatures above the
critical endpoint. The observation of quantum critical scaling suggests the existence of an
underlying Mott quantum critical point (QCP) which, however, does not appear in the
DMFT phase diagram.
The scaling was first found in numerical DMFT studies [41, 42] of the half-filled Hubbard
model. References [41, 42] calculated the electrical resistivity ρ of the one-band Hubbard
model within DMFT, using both iterated perturbation theory (IPT) and continuous-time
Quantum Monte Carlo (CT-QMC) as impurity solvers. The results are shown in Fig. 2.6.
At fixed electronic bandwidth, the resistivity ρ(U, T ) as function of Hubbard interaction U









where δU = U − U∗(T ) is the interaction measured relative to a reference line U∗(T ),
ρc(T ) = ρ(δU=0, T ) is the resistivity on the reference line, and f± are scaling functions for
δU ≷ 0. As visible in Fig. 2.6 the resistivity data were found to display a good scaling
collapse according to Eq. (2.2) in a temperature regime 2 Tc < T < 4Tc, with an exponent
νz ≈ 0.6 from IPT and slightly larger for CT-QMC. [42]
The interpretation of the reference line for the scaling analysis as a “Quantum Widom
line” was stressed in Refs. [41, 42]. A Widom line is a continuation of the first-order
transition line at low T into the crossover regime T > Tc. Its definition is not unique,
with various criteria discussed in Ref. [42] and also in Sec. 4.4. Standard quantum critical
scaling would define δU = U − Ucr with Ucr being the zero-temperature location of the
QCP, corresponding to U∗(T ) = Ucr = const. In the absence of an underlying QCP, the
construction with a temperature-dependent reference line was proposed. In Ref. [43] it was
argued that after rescaling temperature and interaction with the band width obtained from
optical spectroscopy this reference line is universal to a variety of Mott compounds. The
Widom line is then interpreted as the line where the Mott gap fills out thermally.
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Figure 2.6: Quantum critical scaling of the resistivity (center and right panel) was found
above the critical endpoint of the Mott transition (yellow area in the left panel),
with T0 ∝ |δU |νz. The scaling was found with respect a reference line (red
dashed line in the left panel) defined from the convergence of the DMFT iteration
(inset in the left panel). Raw resistivities are given in units of ρMott = ~a/e2
with a the lattice constant. Figure taken from Ref. [41].
Additionally, also within DMFT the local spin susceptibility was reported to show ω/T
scaling at fixed U in the regime above the critical endpoint, which was interpreted as
additional evidence for quantum critical behavior. [44] We will explore this in Sec. 4.5.
These numerical studies triggered corresponding experiments in quasi-2d organic Mott in-
sulators. [45] Resistivity scaling in agreement with the theoretical predictions was found,
see Fig. 2.7. The analysis of the experimental resistivity data on organic triangular-lattice
Mott compounds also employed Eq. (2.2), with pressure P corresponding to t/U and P ∗(T )
chosen as the inflection point of ln ρ(P, T ) at fixed T . For the materials κ-(ET)2Cu2(CN)3,
κ-(ET)2Cu[N(CN)2]Cl and EtMe3Sb[Pd(dmit)2]2 a good scaling collapse was found again
in the temperature range 2 Tc < T < 4Tc, with values for the critical exponent νz ranging
from 0.5 to 0.7.
Figure 2.7: Left: Experimental pressure-temperature phase diagram of the organic Mott
compound κ-(ET)2Cu2(CN)3, with the color code showing the renormalized
resistivity ρ̃ = ρ/ρc on a logarithmic scale and the black circles marking the
Widom line. Center: The Widom line is defined by the inflection point of
ln ρ(P, T ) with respect to P . Right: This definition gives a convincing scaling
collapse as defined in Eq. (2.2). Figure taken from Ref. [45].
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The good agreement between DMFT, an approximation motivated by d → ∞, and two-
dimensional materials is surprising. It is partially explained by the presence of frustration in
these triangular lattice compounds which reduces long-range correlations. The frustration
is also important to push the magnetic ordering transitions down to temperatures below
the critical temperature Tc of the Mott transition, so that at higher temperatures T > Tc
genuine Mott physics can be observed without interfering magnetic transitions.
Away from half-filling, the quantum critical scaling persists, both in DMFT [46] and in
experiments [47, 48], where the doping was achieved with electrostatic gating. The critical
temperature Tc is reduced compared to the half-filled case, but still finite.
Conceptually, the observed quantum critical behavior is puzzling, as in the DMFT phase
diagram there is no quantum critical point that can drive the criticality. In principle, the
QCP might be uncovered upon varying another tuning parameter x, so that Tc(x) vanishes
at a particular x leading to a quantum critical endpoint, see Fig. 2.8. This situation occurs in
certain metamagnets, which exhibit a first-order transition as function of applied magnetic
field from a state with weak magnetization to a state with strong magnetization. The critical
endpoint may be tuned to zero temperature by applying pressure, Tc(Pc) = 0, leading to a
quantum critical point at (Tc, Hc, Pc). Already at P < Pc quantum critical signatures can
be found, although Tc(P ) is still finite. [49] The criticality can be described in Hertz-Millis
theory. [50, 51, 52] In principle, the Mott transition could be similar. However, as described
in the previous paragraph, doping is not enough to achieve Tc = 0, and it is unclear what
else the additional tuning parameter could be.
Figure 2.8: Hypothetical phase diagram that could explain the quantum critical scaling ob-
served above a first-order transition: by a tuning a third parameter x a quantum
critical point that drives the quantum critical behavior can be reached. There
is no evidence that this scenario is realized near the Mott transition. Figure
taken from Ref. [42].
In addition, the fact that nearly two-dimensional experimental systems display behavior
similar to DMFT indicates that momentum dependencies are weak and the behavior is
driven by local correlations. This is not consistent with full space-time quantum criticality
which is characterized by a diverging correlation length ξ → ∞, but rather with local
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quantum criticality where only the correlation time diverges τ →∞ while the spatial extent
ξ of correlations remains finite. Local quantum criticality has been discussed for example
in the context of Kondo lattices. [53] It also was observed in the one-dimensional Hubbard
model in a confining harmonic potential, where local quantum criticality is reported on the
boundary between spatially separated metallic and Mott insulating phases, [54] and at the
transition between a Fermi liquid and a charge nematic Fermi fluid, where a renormalization
group theory has been proposed to explain the scaling behavior appearing in fermionic
correlators on the frequency axis, but not on the momentum axis. [55] So far local quantum
criticality has not been observed in the DMFT framework.
The purpose of this project is to shed light onto this puzzle of unexpected quantum critical
scaling. To this end, we study the one-band Hubbard model within DMFT both analytically
and numerically. In the next chapter (Chap. 3) a detailed introduction into the methods
used for this study is given. In Sec. 3.1 we discuss the single-impurity Anderson model
and its pseudogap version, whose impurity quantum phase transition will be an important
point of reference later. Then we will introduce dynamical mean-field theory (DMFT) in
more detail, and explain the numerical renormalization group (NRG) as an impurity solver.
Readers not interested in or already familiar with DMFT and NRG may skip the sections
3.2 – 3.4 and proceed directly to the results, which will be presented in Chap. 4. There we
discuss conceptual arguments based on the (pseudogap) Anderson model before diving into
a detailed numerical study with DMFT + NRG, which focuses on the one-particle spectrum
and the dc resistivity. The question of different reference lines and scaling behavior of the
dynamical susceptibility will also be adressed.
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This chapter is devoted to a detailed explanation of the methods used in this project.
To study the reported quantum criticality in the Hubbard model of Eq. (2.1), we employ
dynamical mean-field theory. While it may seem daring to use a local approximation to
describe a critical phenomenon, in this case it is justified by its use in previous theoretical
works [41, 42, 43, 44, 46] and their surprisingly good agreement with experiments [45, 47,
48].
As a point of reference for the interpretation of DMFT results, we will first discuss the single-
impurity Anderson model on its own (Sec. 3.1), before augmenting it by a self-consistency
condition to arrive at DMFT (Sec. 3.2). For this project we use the numerical renormaliza-
tion group as an impurity solver, so this method and its (dis)advantages compared to other
impurity solvers are the topic of the third section (Sec. 3.3). The chapter concludes with
details of the concrete numerical implementation used in this work (Sec. 3.4).
3.1 Single-impurity Anderson model
The single-impurity Anderson model (SIAM) describes the behavior of an individual impu-
rity site embedded in a continuous bath. This situation occurs, for instance at a crystallo-
graphic substitutional defect, with the substituted ion as the impurity and the surrounding

































It contains on-site energies ε(f) and interaction U for the impurity f -electrons, a hybridiza-
tion term V that couples impurity and bath, and the dispersion ε(c) of the bath c-electrons.
The bath is assumed to be non-interacting. This is justified if a Fermi liquid description
holds, i.e., if the original interacting electrons can be modelled as non-interacting quasipar-
ticles of the same quantum numbers with a renormalized dispersion ε(c). We consider the
particle-hole symmetric case with vanishing on-site energies ε(f) = 0 and vanishing chemical
potential µ = 0. The study of this model and its variants go back to the 1960s, prompted
by experimental investigations of magnetic impurities in metals. [58]
The matrix elements V~k appearing in the Hamiltonian of the SIAM can be conveniently








with the bath electron Green’s function Gσ(~k, τ) = −〈T c~kσ(τ)c
†
~kσ
(0)〉 and its Fourier trans-
form Gσ(~k, iωn) =
∫
dτ eiωnτGσ(~k, τ). For convenience we use imaginary time τ and
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fermionic Matsubara frequencies ωn. A formulation on the real axis is equally possible.
As a simplification, the ~k-dependence of the matrix elements V~k is often neglected, corre-
sponding to a point-like impurity at the origin. It is useful to define the impurity Green’s
function Gimp,σ(τ) = −〈T fσ(τ)f †σ(0)〉. In the absence of external fields the impurity Green’s







can be used to define the non-interacting impurity Green’s function
Gimp,0(iωn) = [iωn − Γ(iωn)]−1 and the impurity self-energy Σimp in the usual way.
The hybridization function is the effective retarded potential the impurity electrons ex-
perience due to the presence of the bath electrons. Its frequency dependence crucially
determines the behavior of the impurity. This is illustrated by integrating out the bath



























which shows that the hybridization function, entering via Gimp,0, and the interaction U are
the two important parameters governing the behavior of the impurity electrons.
In the SIAM the impurity has both spin and charge degrees of freedom. In the limit of
large interaction U → ∞, V → ∞ with JK = V 2/U = const charge fluctuations can be
neglected and the singly-occupied impurity acts as a spin. In this limit, the SIAM becomes
a Kondo impurity model with the Kondo coupling JK as the only parameter. The limit can
be formalized by a Schrieffer-Wolff transformation. [59] As function of temperature, the
Kondo model with a hybridization function that is constant =Γ(ω) = const at low energies
shows a crossover from a screened to an unscreened configuration. At low temperatures,
the impurity spin is screened by forming a singlet with the conduction electrons, while at
high temperatures this bound state dissolves and the impurity behaves as a free spin, i.e., a
local moment. The crossover occurs at the so-called Kondo temperature and is responsible
for a characteristic minimum in the resistivity of metals with magnetic impurities, known
as the Kondo effect. [60]
With slight modifications (see below), the model shows a genuine phase transition at T = 0
between two stable phases. An impurity quantum phase transition is a special case of
a boundary quantum phase transition: only the degrees of freedom living on a lower-
dimensional subspace of the full system (here: on the impurity) become critical and show
a phase transition, while the rest of the system stays regular. [61] One example for such a
transition can be found in the pseudogap Anderson model, i.e., a SIAM with a hybridization
function that behaves as =Γ(ω) = ∆|ω|r at low frequencies. [62] The exponent r determines
whether the system shows a phase transition as function of the hybridization strength ∆.
The pseudogap Anderson model and the related pseudogap Kondo model [62] with r > 0
have been studied extensively with analytical [63, 64] and numerical renormalization group
techniques [65, 66, 67]. The method of Wilson’s numerical renormalization group will be
introduced in detail in Sec. 3.3. The case with divergent bath DOS, r < 0, has been studied
as well, but is not relevant for this thesis. [68]
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Figure 3.1: RG flow diagram of the pseudogap Anderson model for different exponents r
as function of renormalized interaction u and hybridization strength v2 for the
particle-hole symmetric case. Stable (unstable) fixed points are marked with
full (empty) circles, see also Sec. 1.2. Figure taken from Ref. [63]
.
The RG flow diagram for the particle-hole symmetric pseudogap Anderson model with
r ≥ 0 is shown in Fig. 3.1. The situation with particle-hole asymmetry is richer, but of no
relevance for this project.
At r = 0, the standard case of constant hybridization Γ(ω) = const is recovered. Only the
strong coupling fixed point (SC) is stable, so there is no phase transition and the impurity is
always screened at lowest temperatures. At small r ∈ (0, 1/2), the particle-hole symmetric
model displays a quantum phase transition between a local-moment phase (LM) where the
impurity is decoupled from the bath and hence unscreened, and a symmetric strong-coupling
phase (SSC), where the impurity is partially screened. In contrast to the well-known r = 0
case (SC) a finite residual entropy remains in the pseudogap case r > 0 even at strong
coupling (SSC). The two fixed points LM and SSC corresponds to two different stable
phases with a genuine quantum phase transition in between. As seen in the third and
fourth panel, the SSC fixed point corresponds to a stable phase only for r < 1/2, allowing a
phase transition to occur, while for r > 1/2 the impurity is never screened. If it exists, the
impurity quantum phase transition is governed by a symmetric critical fixed point (SCR).
[64] Also for the Kondo model the renormalization group equations at the SSC and SCR
fixed points are more conveniently formulated with in the language of the Anderson model
U and V 2 instead of using the original coupling JK present in the Kondo model.
From the numerical and analytical analysis of these fixed points the low-energy behavior
of various observables can be extracted. Of special interest in the following will be the
impurity spectral function Aimp(ω) = − 1π=Gimp(ω). The impurity spectral function con-
tains information about the excitations of the impurity electrons that are possible at each
frequency ω. The so-defined impurity spectral function scales as Aimp(ω) ∝ |ω|r at the
LM fixed point [64, 66], which is reasonable since a free local moment has no zero energy
excitations, Aimp(0) = 0. In contrast, it behaves as Aimp(ω) ∝ |ω|−r at the SCR and SSC
fixed points. [64, 67, 66] The divergence at zero energy reflects the abundance of low-energy
excitations which are possible in a bound state with a continuous bath.
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Originally, impurity models such as the pseudogap Anderson model appeared in the study
of vacancies and other defects, but since the 1990s the development of quantum cluster
methods has allowed to use the knowledge of impurity models to infer the properties of
much more complicated lattice models. The most important of these methods, dynamical
mean-field theory, is the subject of the next section.
3.2 Theoretical foundations of DMFT
Dynamical mean-field theory (DMFT) is a theoretical method to study strongly interacting
quantum mechanical lattice problems. As a paradigmatic example, we consider the one-
band Hubbard model at half-filling, whose Hamiltonian was introduced in Eq. (2.1). As
argued above, the weakly interacting limit U/t  1 can be treated perturbatively in an
expansion around the free fermionic model U = 0, leading to the Fermi liquid theory of
metals. The atomic limit U/t  1 is accessible in a perturbation expansion around the
solution of decoupled atoms. The intermediate regime U/t ≈ 1 is the most interesting,
but also the most difficult to treat. DMFT is a very successful approximation in this
regime. Although motivated by the formal limit of infinite dimensions, DMFT turns out to
be a reasonable approximation even in three-dimensional systems, especially if frustration
reduces long-range correlations.
The main idea of DMFT was already introduced in Sec. 2.2. In the limit of infinite lattice
coordination, a purely local self-energy allows a mapping from the lattice problem onto an
impurity problem in a self-consistent bath. [26] The bath is described by a hybridization
function Γ(ω), which plays the role of a frequency-dependent (“dynamical”) mean field.
Including the frequency dependence allows us to take into account local quantum correla-
tions. The effective impurity model appearing here is a single-impurity Anderson model,
which was introduced in the previous section. The crucial step is to fix the hybridization
Γ(iωn) self-consistently.
We define the Green’s function of the original Hubbard model as Gij(τ) = −〈T ciσ(τ)c†jσ(0)〉.
Due to translational invariance, it depends only on the distance |i − j| and can thus be
Fourier transformed to momentum ~k and Matsubara frequency iωn to[
G(~k, iωn)
]−1
= iωn + µ− ε~k − Σ(~k, iωn). (3.5)
The dispersion ε~k is known from the strength of the hopping and the underlying lattice,
while the self-energy Σ(~k, iωn) of the original Hubbard model is unknown and will be ap-







is the needed reference, with N as the number of lattice sites. Now the main assumption of
DMFT is incorporated by neglecting the momentum dependence of the lattice self-energy
and replacing it with the strictly local impurity self-energy,
Σ(~k, iωn) ≈ Σimp(iωn). (3.7)
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iωn + µ− Σimp(iωn)− ε
= D [iωn + µ− Σimp(iωn)] . (3.8)






z − ε (3.9)
was introduced, with the density of states (DOS) ρ(ε). With the inverse Hilbert transform
R[D(z)] = z, this expression is equivalent to
Σimp(iωn) = iωn + µ−R [Gloc(iωn)] (3.10)





= iωn + µ− Γ(iωn)− Σimp(iωn). (3.11)
Self-consistency is achieved by demanding equality of the impurity Green’s function with




Physically, this condition ensures that in fact all lattice sites are the same, i.e., the sites





−1 − Σimp(iωn). (3.13)
Here Eq. (3.10) can be inserted to obtain
[Gimp,0(iωn)]
−1
= iωn + µ+G
−1
loc(iωn)−R[Gloc(iωn)] . (3.14)
This condition relates quantities obtained from the solution of the impurity model, namely
Σimp(iωn) and Gloc(iωn), to the parameters of the impurity model, which are given by
Gimp,0(iωn) or equivalently Γ(iωn).
Due to the Hilbert transform, the self-consistency equation is an integral equation which in
the general case must be integrated numerically. This can be a very time-consuming step.
Note that the underlying lattice enters only via its DOS, all other properties of the lattice
such as the full dispersion ε~k are irrelevant at this level.
For the special case of a semicircular DOS ρ(ε) = 2
√
W 2 − ε2/(πW 2) corresponding to
the Bethe lattice in infinite dimensions the Hilbert transformation can be solved exactly.
This reduces the computational effort considerably and thus the Bethe lattice is the most
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commonly used lattice for DMFT calculations. In this special case, the inverse Hilbert













i.e., the hybridization function is proportional to the local lattice Green’s function. More








iωn + µ− Σimp(iωn)− ε
. (3.17)
Again, the equation relates the solution of the impurity Σimp(iωn) to its parameters Γ(iωn).
Usually the self-consistency equation is solved iteratively: The impurity is solved repeatedly
with updated hybridizations calculated from the self-consistency equation until a suitable
convergence criterion (e.g. maxω |Γold(ω) − Γnew(ω)| smaller than a threshold value) is
fulfilled. In some cases the convergence can be improved by linear or Broyden mixing.
[69]
To apply this method in practice, an impurity solver is needed, i.e. a numerical method
that can compute the self-energy Σimp(iωn) of an impurity coupled to an arbitrary bath
Γ(iωn). Luckily, such impurity models have been studied extensively in the past and several
numerical methods have been developed, each with their own strengths and drawbacks. The
following list presents the most common ones in the context of standard DMFT, but other
options are also available, e.g., based on exact diagonalization [70] or matrix product states
[71].
• Iterated perturbation theory (IPT) employs second order perturbation theory in U
repeatedly. It is computationally cheap and useful as a first estimate, but often
quantitatively and in some cases also qualitatively wrong. [72, 73]
• Quantum Monte Carlo algorithms (QMC) are a class of methods that rely on stochas-
tic sampling of the Hilbert space. It is only applicable to models and parameter
regimes which are “sign-problem free”, in the sense that the problem can be formu-
lated in a way where the sampled quantity is positive semi-definite. This excludes
certain types of interactions if we go beyond single-site DMFT. Most QMC algo-
rithms work in imaginary time, so for results on the real frequency axis the difficult
and sometimes questionable procedure of analytic continuation must be employed. If
it is applicable, QMC usually gives very accurate results, especially at high tempera-
tures where it is computationally less expensive. [74, 75, 76]
• Numerical renormalization group (NRG) is a method aimed at finding an accurate
effective model at low energies at the cost of a rather crude description at high ener-
gies. It works at all temperatures and acts directly on the real frequency axis, thus
avoiding the problematic analytic calculation. Due to its logarithmic spacing on the
frequency axis it is especially suited to extract accurate scale-invariant solutions and
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critical phenomena. It is also applicable at lowest temperatures, allowing to investi-
gate quantum critical phenomena, so we use it in this project. NRG will be discussed
in detail in the next section.
From the converged solution of the self-consistency equation thermodynamic and transport
properties of the lattice system are accessible, for instance the resistivity. [77] Its calculation
is heavily simplified due to the absence of corrections to the current-current vertex in the
limit of infinite lattice coordination. Since the vertex must be purely local in this limit,
sums over momenta as they appear in higher-order diagrams vanish due to the different
parity of the single-particle dispersion and velocity. Therefore the resistivity in single-site
DMFT is directly determined by the one-particle spectrum.
Within DMFT the temperature-dependent dc resistivity is calculated from the zero-frequency
optical conductivity as ρ = 1/σ(ω=0) and is given in units of the largest possible metallic














A(ε, ω′)A(ε, ω′ + ω) (3.18)
with nF (ω) as the Fermi distribution and v(ε) =
√
W 2 − ε2/
√
3 the velocity, here for
the Bethe lattice with coordination number d → ∞. [78, 26, 79, 80] The spectral func-
tion A(ε, ω) = −= (G(ε, ω)) /π is calculated from the DMFT Green’s function G(ε, ω) =
[(G0(ε, ω)
−1 − Σimp(ω)]−1. The non-interacting Green’s function G0(ε, ω) = 1/(ω − ε + µ)
depends on the one-particle energy ε, which is used here as a quantum number replacing
momentum. The above expression makes the direct relation of single-particle spectrum and
conductivity in DMFT explicit. [26]
Since the seminal works on DMFT have been developed in the 1990s, the method has been
applied to a variety of problems. Apart from prototypical models like the Hubbard model
on various lattices, it is also often used in combination with density-functional theory as
a pathway to include strong correlations into ab-initio simulations. [28, 81, 82] Several
extensions of DMFT have been proposed, among them cluster DMFT, where instead of a
single site and small cluster is treated as an impurity in a self-consistent bath, thus allowing
short-range correlations to be included. [83, 84, 85]
DMFT tends to be less reliable in systems with low coordination numbers, e.g. in effectively
two-dimensional systems, and at very low temperature, in both cases because non-local
corrections to the self-energy become important. One example for a qualitative failure
of DMFT is the Mott insulator at low temperatures: depending on the lattice, the Mott
insulator shows magnetic ordering of the local moments or develops spin liquid correlations.
Both are beyond the simplest case of DMFT described here, but magnetic order can be
included by suitable extensions. [86] On the level of the approximation introduced here
the Mott insulator retains the spin on each singly-occupied site as a degree of freedom, as
dicussed in Sec. 2.2. This has to be kept in mind when analyzing DMFT results in this
regime, as especially thermodynamic observables can be qualitatively wrong.
Another source of difficulty for DMFT, and many other numerical methods, can be crit-
ical points. Due to the competition between close-by phases, the convergence of the self-
consistency equation can be arbitrarily slow. Therefore often results too close to criticality
cannot be obtained.
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3.3 Wilson’s numerical renormalization group
Wilson’s numerical renormalization group (NRG) is a numerical method to study impurity
problems, i.e., an arbitrary interacting Hamiltonian involving few degrees of freedom on an
impurity site coupled to a non-interacting bath. Following the renormalization group (RG)
logic of successively going to smaller energy scales, it gives an accurate description at low
frequencies near the Fermi level at the cost of reduced resolution at high frequencies near
the band edges. It was pioneered by Wilson and co-workers for the Kondo model [87] and
the single-impurity Anderson model. [88, 89]
Figure 3.2: Main steps of the NRG algorithm. In the sketch the hybridization function is
assumed to be constant, but in general it can have arbitrary frequency depen-
dence. Figure taken from Ref. [90] (modified).
The method can be divided into three steps [90], as sketched in Fig. 3.2.
• Firstly the hybridization function, which describes the coupling of the impurity de-
grees of freedom to the bath and is shown in panel a), is discretized on a loga-
rithmic frequency grid. The hybridization function is integrated in intervals ω ∈
[±Λ−n/2,±Λ−(n+1)/2] and replaced in each interval by a single δ-function at a repre-
sentative energy ξ±n with ±Λ−n/2 < ξ±n < ±Λ−(n+1)/2, n = 0, 1, 2, ....
• In a second step, the discretized system, shown in panel b), is mapped onto a semi-
infinite chain with on-site energies εn and exponentially decaying hopping parameters
tn ∼ Λ−n/2. In particle-hole symmetric systems as studied here the on-site energies εn
vanish. The zeroth site in the chain corresponds to the impurity while the length of
the chain determines the smallest energy scale tnmax and thereby the smallest resolved
frequency.
• Thirdly this chain, shown in panel c), is diagonalized iteratively while using symme-
tries to bring the Hamiltonian into block-diagonal form. To avoid the exponential
growth of the many-particle Hilbert space, in each step of the iteration (called NRG
step in the following) only the eigenstates with Ei < Etrunc, or alternatively the N
lowest lying eigenstates, are kept. After truncation the energies are typically rescaled
by a factor
√
Λ for computational convenience. Therefore the n-th NRG step gives
information how the system behaves on the scale E ∼ Λ−(n−1)/2. This procedure relies
32
3.3 Wilson’s numerical renormalization group
on energy scale separation to ensure that the truncated states do not interfere in the
low-energy behavior. This is typically obeyed most accurately close to critical points
where the relevant energy scales vanish.
This procedure results in a sequence of eigenenergies and eigenstates for each step in the
iterative diagonalization. In a typical analytical RG calculation, high-energy degrees of free-
dom are successively integrated out by renormalizing the effective couplings in a low-energy
Hamiltonian. NRG follows the same logic, but since in general no effective Hamiltonian
is known, instead of following the flow of coupling constants the flow of the many-particle
eigenenergies is observed. [90]
The eigenstates can be labeled by appropriate quantum numbers, as exploiting symmetries
can block-diagonalize the Hamiltonian and simplify the calculation. However, using sym-
metries comes at the cost of additional book-keeping of the symmetry sectors, so it is not
always worthwhile.
The evolution of the many-particle eigenenergies and their corresponding quantum numbers
during the iterative diagonalization is the most fundamental output of a NRG calculation.
Due to finite size oscillations of the fermion number either only even or only odd iterations
should be considered, resulting in two different, but equivalent level spectra. If the pattern of
energy levels stays (nearly) constant over several NRG steps, the system at this energy scale
is close to a fixed point in the renormalization group sense. [88, 89] The NRG step where the
pattern changes from one fixed point to a another gives the energy scale governing the flow
between the fixed points, so the evolution of the system from high to lowest temperatures can
be uncovered by analyzing the level spectra. For some impurity quantum phase transitions
the flow can be even matched to analytic RG calculations and understood quantitatively.
[91] Some examples for level spectra are shown in App. A.
From these level spectra also more standard thermodynamic observables such as entropy
or heat capacity can be calculated. The spectrum at the n-th NRG step is sufficient to
characterize the system at a temperature Tn ∼ Λ−(n−1)/2 because this step contains the
most accurate information about energies on scales ε ≈ Tn. Earlier steps have less resolution
since they extend to higher energies, and in later steps energies ε ≈ Tn have already been
truncated. From the spectrum at step n the partition function and its derivatives can be
calculated. For example at T ≈ Tn the heat capacity is C = kBβ2 (〈H2n〉 − 〈Hn〉2).
More relevant for the context of DMFT is the calculation of dynamical observables. To






of an operator O, we focus on its spectral function A(ω) = − 1
π




iωtG(t). First consider the T = 0 case. Since the many-particle eigenen-
ergies Enr and eigenstates |r〉n are known in each NRG step n, a Lehmann representation
can be used to calculate the spectral function from matrix elements between eigenstates





|Mnr,0|2δ(ω + (Enr − En0 )) + |Mn0,r|2δ(ω − (Enr − En0 ))
]
. (3.20)
The eigenstates of different steps in the iterative procedure have to be combined in the
correct way to obtain the full frequency dependence: The n-th NRG step gives information
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in a frequency interval around ωn ∼ Λ−(n−1)/2 because only energy differences on this scale
are represented accurately in the level spectrum at this step. Larger energies have already
been truncated and thus information about transitions with larger energy differences (i.e.,
frequencies) is given by earlier steps, while small energies will be refined in the following, so
smaller frequencies ought to be evaluated from steps. Therefore the full spectral function
is recovered from
A(ω) = An(ω) for ω ≈ ωn with n ∈ N. (3.21)
The optimal choice of the frequency interval around ωn for each step depends on the dis-
cretization parameter Λ and the truncation procedure.
More accurate results can be achieved by first reconstructing the reduced density matrix
from the eigenstates and then evaluating the spectral function from the density matrix
instead of direct matrix elements between eigenstates. [92] Even better accuracy is accom-
plished by using the discarded eigenstates that are truncated in each diagonalization step
to reconstruct the full density matrix (fdm-NRG). [93]
Regardless which of these variants is used, the spectral function is first obtained as a sum
of δ-functions at positions Ei with weights gi. To obtain smooth spectral functions, a
broadening procedure has to be applied, in the simplest case corresponding to a convolution
with a suitable broadening kernel on the logarithmic frequency axis, e.g., a log-normal
distribution of fixed width b













Dynamic observables at finite temperature T are also accessible within NRG. At large
frequencies ω  kBT the calculation goes through as in the T = 0 case, except that
appropriate Boltzmann factors must be inserted. However, at frequencies comparable to
the temperature ω ≈ kBT different NRG steps contribute to the same frequency. Not
only transitions to/from the ground state ±ω = Enr − En0 must be taken into account, but
also transitions between excited states ±ω = Enr − Enr′ are possible. The most important
contributions arise from the NRG step ωm ≈ kBT , so the iterative diagonalization is usually
stopped at step m. Information at lowest frequencies ω  kBT is not accessible, so usually
the broadening is changed to the linear frequency axis on the scale ωm. Instead of a log-
normal distribution e.g. a Gaussian or Lorentzian is used. The quality of spectral functions
depends sensitively on taking sufficient care with the broadening.
In the standard procedure only temperatures on logarithmic grid are reliable, as a fixed
ratio of the physical temperature to the imposed energy cutoff (determined by Λ) is needed
to get comparable results. However, fdm-NRG offers a significant improvement on this front
and allows the study of arbitrary temperatures, especially if combined with z-averaging (see
below).
After this introduction into the method, in the following several further refinements of the
procedure which are important for this work will be discussed.
Self-energy trick
A typical quantity of interest, also for DMFT, is the single-particle self-energy. In principle
this could be calculated from the one-particle Green’s function G via a direct inversion of
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the Dyson equation Σ = G−10 − G−1. The non-interacting Green’s function G0 is known
analytically, but the difference between an analytical and a numerical expression is very
sensitive to numerical errors, for example due to broadening. Calculating G0 numerically
does not help since the difference of two independently broadened functions still depends
strongly on the details of the broadening procedure. Instead, obtaining the self energy from





is numerically more stable, since numerator and denominator are calculated on the same
footing and only their relative errors enter. This is known as the self-energy trick [94, 90].
z-averaging
The discretization on the frequency axis is determined by the parameter Λ. In principle
the discretization can be improved by lowering the discretization parameter Λ towards 1.
However, lower Λ require a sharp increase in the number of states that need to be kept in
the iterative diagonalization because the decay of the hopping matrix elements tn ∼ Λ−n/2
along the chain is slowed. This prohibits the use of Λ . 1.7 in most calculations. [90]
Instead, the discretization procedure can also be improved by z-averaging, also called inter-
leaving. [95, 96] In this case the weights in step a) of Fig. 3.2 are integrated over intervals
ω ∈ [±Λ−n/2+z,±Λ−(n+1)/2+z] where z is usually chosen as nz values evenly distributed in
the interval z ∈ [0, 1]. This corresponds to slightly shifting the discretization grid, which
reduces artifacts generated by sharp edges in the hybridization function. After doing sepa-
rate NRG calculations for each of the z-values, the individual runs are then combined into a
z-averaged final result. This yields an improved spectral resolution and reduces artificial os-
cillations in the temperature dependence of thermodynamic quantities. Note however that
the limit nz →∞ does not correspond to the limit Λ→ 1, so even excessive z-averaging is
not always helpful.
Adaptive broadening
In some applications, for instance to get accurate gap openings in insulating systems, broad-
ening with a fixed kernel is not good enough. The spectral resolution can be improved by
systematically changing the width of the broadening kernel. To determine the optimal
broadening width, different schemes have been proposed. The authors of Ref. [97] suggest
an iterative procedure where the broadening width is reduced at sharp features in the spec-
tral function and increased in broad continua. In an alternative approach, Ref. [98] uses
the sensitivity of a spectral peak to a small z-shift to determine its optimal broadening
width. If a peak changes strongly with z, it corresponds to a sharp feature and thus needs
a small broadening width to be resolved accurately, while smooth continua hardly depend
on z and need a larger broadening width to avoid artificial oscillations. The latter approach
was shown to give very accurate results for the Hubbard model. [99]
A further source of inaccuracies is the switching from logarithmic to linear broadening at
the scale ω ∼ T , which potentially leads to kinks in the spectrum at this scale and can
sensitively alter results at small frequencies. This can be avoided by applying both the
35
3 Dynamical mean-field theory (DMFT)
linear broadening with a very small width and the logarithmic broadening with adaptive
width to all frequencies. [98]
Tensor network formulation
It is possible to formulate the NRG method via tensor networks. [100] The iterative di-
agonalization where in each step an additional Hilbert space is added and then truncated
can be naturally described with matrix product states and contractions of the appropriate
indices. The tensor network formulation can make full use of non-abelian symmetries such
as the SU(2) symmetry of a free spin-1/2. This not only splits the full Hilbert space into
symmetry sectors and thus makes the Hamiltonian block-diagonal like any abelian symme-
try, but in addition provides relations between different blocks of the Hamiltonian, e.g. via
the Wigner-Eckardt theorem and the appropriate Clebsch-Gordan coefficients. Due to this
multiplet structure the non-zero blocks of the Hamiltonian can be compressed significantly
and thereby the algorithm gains numerical efficiency. [101] This is especially relevant for
complicated models involving higher spins or multiple bands.
3.4 Implementation and choice of parameters
For this project we used the implementation of DMFT + NRG written by Andreas Weich-
selbaum and Seung-Sup B. Lee with minor adaptations by myself. The code implements
the self-energy trick and z-averaging with appropriate logarithmic discretization. [102, 103]
The tensor network formulation takes the non-abelian SU(2) symmetries of spin rotation
and charge conservation into account. The full density matrix is used to calculate spectral
functions (fdm-NRG).
We chose Λ = 2 and nz = 4 as discretization parameters. In each NRG iteration maximally
3000 multiplets or, in later iterations, all states below an energy cutoff Etrunc = 15 are
kept.
To obtain accurate insulating solutions also at low frequencies, the broadening of the dis-
crete spectral data has to be done very carefully. If the broadening width is fixed to a
constant, it is not possible to distinguish gapped solutions from pseudogap solutions, and
the extracted exponents depend on the chosen broadening width. Hence z-averaging and
adaptive broadening with the scheme of Ref. [98] are necessary. In the nomenclature of this
reference, we used α = 1.5 for the logarithmic broadening and limited the broadening width
to ln Λ/5 ≥ σij ≥ ln Λ/15. For the linear broadening we chose γ = min(T/10, 0.001).
As a convergence criterion for the DMFT self-consistency loop we used maxω |Ain(ω) −
Aout(ω)| < 10−4. Close to Uc1 this is not sufficient to distinguish a metastable insulat-
ing from a non-converged metallic solution, so the convergence threshold was lowered. To
achieve convergence between 10 and 200 DMFT iterations are used. Random linear mix-
ing was used in the iteration of the self-consistency equation to avoid closed loops in the
iteration.
If not indicated otherwise, all numerical results are for the Bethe lattice in d → ∞. As




W 2 − ε2/(πW 2) (3.24)
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with W as the semi-bandwidth. It is related to the hopping parameter of the Hubbard
model as W = 2t. For convenience we set W = 1 as our unit of energy.
In Chap. 4 we will mostly show results for the spectral function A(ω) = − 1
π
=Γ(ω). As
discussed in Sec. 3.2 for the Bethe lattice this is proportional to the spectral function of the
impurity, i.e., it describes the possible excitations of the impurity.
If a general DOS is used instead of the semicircular one, the self-consistency equation has
to be integrated numerically. Here, this is done by Clenshaw-Curtis quadrature. This
technique approximates the integrand by Chebyshev polynomials which can be determined
efficiently by a discrete cosine transform, whose computational cost scales like a fast Fourier
transform. [104, 105] Still, this is a time-consuming step.
We benchmarked the obtained self-energies against Refs. [106, 30] and resistivities against
Refs. [106, 77] and [42] (qualitative agreement). To test the implementation of the spin
susceptibility in our code, we benchmarked our susceptibility results on published data of
the single-impurity Anderson model in the strong-coupling limit, both at T = 0 [107] and
T > 0 [108]. To compare our results with literature data, great care is needed to take into
account different conventions in the definition of observables and different units.
We remark that sufficient accuracy is only achieved by the use of all these refinements in a
state-of-the-art implementation of the original NRG idea. The study presented in the next
chapter would not be possible without the advanced method development accomplished by
the NRG community.
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In this chapter, we explain the quantum critical scaling above the Mott transition discussed
in Sec. 2.3 by connecting it to a metastable critical insulator found at the boundary of the
coexistence region. After discussing general arguments if and where DMFT might exhibit
scale-invariant solutions (Sec. 4.1), we show numerical evidence that such a scale-invariant
solution is indeed realized, both at T = 0 (Sec. 4.2) and T > 0 (Sec. 4.3). This scale-
invariant solution drives the quantum critical scaling of the resistivity, and we include a
detailed comparison of the reference lines discussed in the literature (Sec. 4.4). We continue
with remarks on the reported scaling behavior of the susceptibility (Sec. 4.5), as well as
ideas and difficulties for the analytical understanding of our observations (Sec. 4.6). We
conclude with an outlook on remaining open questions and related work (Sec. 4.7).
The main results presented in this chapter have been published in Ref. [1].
4.1 Scale-invariant solutions of DMFT
Quantum criticality implies scale-invariant correlation functions in space and time at zero
temperature. Within the local approximation made in DMFT, only correlations in time,
or equivalently in frequency, are considered. Therefore we start with investigating the
possibility of DMFT solutions at T = 0 that are scale-invariant on the frequency axis.
Fig. 4.1 shows the DMFT phase diagram as well as qualitative sketches if the spectral
function in different parts of the phase diagram. The DMFT spectral function of the
metallic side features a quasiparticle peak at the Fermi level, whose finite width and height
are definitely not scale-invariant. On the Mott insulating side, the spectral function exhibits
a finite gap ∆U , which is obviously also not scale-invariant. However, as the interaction
strength U is lowered, the gap decreases. The limit ∆U → 0 might show scale-invariant
behavior. This gapless limit occurs at the boundary of the coexistence region U ↘ Uc1:
lowering U beyond ∆U = 0 induces a finite density of states at the Fermi level, which is a
metal that converges to the Fermi liquid. This means that a power-law spectral function
can only occur in the metastable insulator.
A spectral function A(ω) ∝ |ω|r with r > 0 in DMFT corresponds to a pseudogap Anderson
model Γ(ω) ∝ |ω|r, which was introduced in Sec. 3.1. There it was discussed that only in
the local moment phase the impurity spectral function behaves as Aimp ∝ |ω|r, while in the
screened phase and at the critical point Aimp ∝ |ω|−r. Combining a pseudogap Anderson
model with the DMFT self-consistency equation is thus only possible in the local moment
phase. This is especially clear in the case of a Bethe lattice, where the hybridization function
is proportional to the impurity Green’s function (Eq. (3.16)), but also holds in general for
any density of states without singularity at the Fermi level. Numerical evidence from NRG
level spectra is shown in App. A.
The incompatibility of the spectral function at the critical point with the DMFT self-
consistency equation implies that any quantum criticality associated with this scale-invariant
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Figure 4.1: Sketch of the DMFT phase diagram and spectral functions at selected parameter
values marked by A, B and C. The stable metallic (A) and insulating (B) are
not scale-invariant, while the conjectured metastable insulating solution (C)
near Uc1 is. It coexists with a energetically favorable metallic solution which is
qualitatively the same as at (A).
solution of DMFT is not rooted in impurity quantum criticality of the underlying impurity
problem. Instead it must be driven by the self-consistency. This distinction has of course
only limited meaning, since the separation of impurity problem and self-consistency itera-
tion is purely algorithmic, but it does tell us that any analytical approach involving only
impurity degrees of freedom without genuinely absorbing the self-consistency condition is
bound to fail. For a more detailed discussion of analytical approaches and their difficulties
see Sec. 4.6.
From these general arguments no constraint for the value of the exponent 0 < r < ∞ can
be derived. This suggests that the exponent might be selected by matching the prefactors
of the power laws in Γ and Gimp, leading to a non-universal exponent. We tested this idea
with an analytical calculation using Kondo perturbation theory as an impurity solver, see
App. B.1. This calculation indeed finds a power-law solution to DMFT at a specific U -
value, but the approximation is too crude for obtaining reliable constraints on the exponent
r. We will come back to the question of universality in the discussion of the numerical
results (Sec. 4.2).
Note that an impurity Green’s function Gimp ∝ |ω|r can only be achieved by a divergent
self-energy Σimp ∝ |ω|−r. By analyticity of Σ both imaginary and real part have to follow
the same power law if r is fractional, see App. B.2. The divergence occurs at all momenta
~k simultaneously since in DMFT we assume a local self-energy. This must be contrasted
with the critical metal discussed in Ref. [16], where the self-energy shows a power-law at
the Fermi surface Σ(ω,~k = ~kF ) ∝ |ω|r, but not elsewhere in momentum space. In this sense
it is fitting to identify the scale-invariant solution discussed here as a “critical insulator”. It
is characterized by strong inelastic scattering and incoherent excitations which cannot be
understood in a quasiparticle picture.
The power law in the single-particle spectrum has direct consequences for observables such
as the resistivity. In DMFT all vertex corrections vanish, so the dependence of the conduc-
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tivity σ on interaction U and temperature T is determined solely by the spectral function,
weighted with the derivative of the Fermi function n′F . This establishes a direct corre-
spondence between the frequency dependence of the one-particle spectrum (here: spectral
function) and the temperature dependence of two-particle properties (here: conductiv-


















If the spectral function follows an asymptotic power law A(ε, ω′) ∼ |ω′|rhyb (rhyb > 0) for all





















with ω̃ = βω′. The integral is independent of temperature, so the resistivity ρ = 1/σ(0)
follows a power law at low temperatures ρ ∼ Tα with α = −2rhyb. This relation of exponents
can be used as a quantitative test for the connection between spectral power laws and the
resistivity scaling.
4.2 Spectral power laws at T=0 in the metastable insulator
Motivated by the discussion in Sec. 4.1 we now turn to the numerical study of the metastable
insulating solution at U ↘ Uc1. All calculations in this section were done at T = 10−8,
which is much smaller than all other relevant energy scales and therefore reflects the physics
of T = 0. We use the semi-bandwidth W = 2t = 1 as our unit of energy.
As expected, at large interaction strengths U the spectral function is gapped, see orange
curves in Fig. 4.2. As U is lowered, the gap decreases. While at large U the Hubbard bands
are simply shifted linearly, upon approaching the boundary of the coexistence region the
functional form of the Hubbard bands changes and a power law emerges at intermediate
frequencies (blue curves). Its exponent can be extracted by a fit as rhyb = 0.79(3).
The basin of attraction of the insulating solution in the space of hybridization functions
gets smaller and smaller as Uc1 is approached from above, until at U = Uc1 the insulating
solution becomes marginally unstable. The resulting difficulty of guessing a very accurate
initialization and the slow convergence limit our accuracy very close to Uc1. Therefore we
cannot study the asymptotic behavior of the power law solution and instead only discuss
solutions with a power law at intermediate frequencies and a finite gap.
An alternative representation of the same numerical data is shown in Fig. 4.3. We define








This exponent reff is shown as function of interaction U and frequency ω in a heatmap. It is
clear that the frequency interval where the spectral function obeys an approximate power
law reff ≈ rhyb grows as the boundary of the coexistence region is approached.
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Figure 4.2: Hybridization function at T = 0 for different interactions U > Uc1 on double-
logarithmic (main panel) and linear scale (inset). At large U (orange), lowering
U shifts the Hubbard bands rigidly towards the Fermi level. Close to Uc1 (blue),
however, the form of the Hubbard bands changes and a power law develops at
intermediate frequencies, with a fit rhyb = 0.79(3) to U = 2.398 indicated by
the black dashed line. The fitting range is shown by vertical blue lines. Figure
taken from Ref. [1].
From the spectral function the gap can be extracted with a suitably defined criterion.
Here, we extrapolate the fitted power law with rhyb = 0.79(3) to ω → 0 and define ∆U as
the smallest frequency where the relative deviation between the spectral function and this
extrapolated power law is less than 15%. As seen in Fig. 4.2 coming from high frequencies
the deviation from the extrapolated power law marks the onset of the sharp decrease of the
spectral function associated with a gap. Note that this gap criterion is scale-invariant, as
it should be to study critical behavior.
The so-defined gap is shown as a function of U in Fig. 4.4. Near criticality, the gap is
expected to close as ∆U ∝ (U −Uc1)νz. This is indeed observed to good accuracy, with the
numerical values Uc1 = 2.379(5) and νz = 0.79(5) extracted from a non-linear fit to the
data in Fig. 4.4. Note that νz < 1, highlighting that the phenomenology discussed here is
beyond a rigid linear shift of the Hubbard bands.
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Figure 4.3: Effective exponent reff of the hybridization function as function of interaction
U and frequency ω at T = 0. The extent of the power law at intermediate
frequencies reff ≈ rhyb ≈ 0.8 (red) increases as a U is lowered towards Uc1. Values
larger than rmax = 2 or smaller than rmin = −1 have been set to rmax (yellow)
and rmin (light blue), respectively. Data have been cut off at low frequencies
where the spectral function is too small, A(ω) < 10−8, for a reliable numerical
evaluation of the derivative (white). Figure taken from Ref. [1].
10 -2 10 -1 10 0
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Figure 4.4: Mott gap ∆U at T = 0 as function of U − Uc1. A nonlinear fit to ∆U =
c(U − Uc1)νz (green line) yields c = 1.3(2), Uc1 = 2.379(5) and νz = 0.79(5),
with only data points in the scaling regime (red dots) included in the fit. Figure
taken from Ref. [1].
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Crossover power law vs. asymptotic power law
Close to a quantum critical point, the functional form of the spectrum at T = 0 should






because the gap ∆U is the only relevant energy scale to which the frequency can be com-
pared. This is tested in Fig. 4.5. At large |ω|/∆U no scaling is expected because the shape of
the Hubbard bands is governed by the microscopic energy scale U and is thus non-universal.
At small |ω|/∆U however, if the exponent rhyb would belong to an asymptotic power law,
with decreasing U towards Uc1 (blue curves) the scaling collapse should extend to lower and
lower |ω|/∆U . This is not the case in Fig. 4.5: Systematic deviations from a scaling collapse
occur at |ω|/∆U < 1 which get worse as U is lowered further towards the boundary of the
coexistence region.
Figure 4.5: Hybridization function as shown in Fig. 4.2, but now plotted as A(ω)ω−rhyb vs.
ω/∆U with rhyb = 0.784 and ∆U from Fig. 4.4, to test the scaling ansatz (4.4).
The green shading is a guide to the eye highlighting the universal part of the
data. Interestingly, deviations from scaling not only occur at large ω/∆U as
expected, but also at small ω/∆U , indicating that the observed power law is not
asymptotic. Figure taken from Ref. [1].
The deviations from the scaling form hint that the observed power law rhyb is not asymptotic.






with a fractional exponent r < 1 extending to lowest frequencies |ω| → 0 can only be
generated by a power law self-energy. The non-interacting Green’s function G0(ω) = 1/(ω−
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Figure 4.6: Imaginary part of the self-energy for the same data set shown in Fig. 4.2. Close
to Uc1, a power law develops at intermediate frequencies. It shows an exponent
rΣ = 0.37(4) (dashed line). As before the fit was performed for U = 2.398 in
the fitting range indicated by vertical blue lines. Figure taken from Ref. [1].
ε) cannot cause such an anomalous frequency dependence at |ω| → 0. Therefore, for an
asymptotic power law extending down to ω = 0 in the spectral function, the self-energy has
to follow a power law with exponent −r.
In Fig. 4.6 we see that the self-energy does follow a power law at intermediate frequencies,
but the exponent rΣ = −0.37(4) differs strongly from the expectation −rhyb = −0.79(3).
We conclude that the power law observed in this frequency range is not asymptotic, but
a crossover. In this context by crossover power law we mean a power law that can not
be followed over arbitrarily many decades in frequency with arbitrary precision reached
towards ω = 0, but instead is limited to a finite frequency interval ω ∈ [ωmin, ωmax] with
ωmin > 0 even in the limit U → Uc1. While an asymptotic power law is a the fundamental
property of a scale-invariant system, a crossover power law arises incidentally from the
interplay of different components, in this case of the self-energy and the single-particle
Green’s function.
The asymptotic regime is not accessible numerically due to the decreasing stability of the
metastable insulating solution. One plausible scenario is that the power law in the self-
energy continues to smaller frequencies as U → Uc1 and the spectral function shows a
crossover to an exponent −rΣ at small frequencies. This scenario is shown in Fig. 4.7.
To observe this behavior numerically, gap sizes below 10−2 would be needed, i.e., data
considerably closer to Uc1 than what we have been able to obtain.
Whatever the asymptotic behavior might be, it is limited to very small frequencies and
thereby very small temperatures in the direct vicinity of Uc1. In contrast, the crossover
power law we found in Fig. 4.2 extends nearly up to the Hubbard band in frequency and
over a considerable interval Uc1 < U . 2.5 of interaction strengths. Hence it can be expected
to influence the system’s properties even at elevated temperatures comparable and above
the critical endpoint. The fate of this spectral power law at finite temperatures is studied
in Sec. 4.3.
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original -  : r=-0.362
original A: r=0.784
fitting range
PL extrapolated from here
modified -  
modified A: r=0.370 (low freq fit)
Figure 4.7: Test of an asymptotic power law in the self-energy at U = 2.398. If the power
laws fits to the self-energy (red) are extrapolated to small frequencies (cyan), the
hybridization function resulting from this modified self-energy (green) shows the
known power law with rhyb at intermediate frequencies (black), but an asymp-
totic power law with r = −rΣ at low frequency. The asympotic power law is
observable in the hybridization at frequencies ω . 10−2.
Universality
So far all results presented here were obtained for the infinite-dimensional Bethe lattice.
As argued in Sec. 2.2, only the density of states (DOS) enters the DMFT self-consistency
condition. Beyond the semicircular DOS of the Bethe lattice, we also studied several other
DOS as shown in Fig. 4.8. This allows us to test whether the appearance of spectral power
laws in the metastable insulator is specific to the semicircular DOS, as well as discuss the
universality of the exponents. All DOS are normalized to
∫
dε ρ(ε) = 1.
Firstly, we study a narrow DOS which has the same support ε ∈ [−W,W ] as the semicircular











Secondly, we look at the opposite limit where weight is shifted away from the Fermi level,
























This DOS has exponentially decaying tails instead of sharp band edges at ε = ±W . The
different DOS are shown in Fig. 4.8.
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Figure 4.8: Different densities of states used for testing the universality of the observed
spectral power laws. Figure taken from Ref. [1].


















Figure 4.9: Hybridization at T = 0 as function of frequency at different U > Uc1 for the
DOS ρnarrow(ε). The behavior is qualitatively similar to the semicircular DOS,
but the exponent of the crossover power law is slightly different. The dashed line
shows a power-law fit with rhyb = −0.77(3) (fitting range indicated by vertical
blue lines). Figure taken from Ref. [1].
We find that all DOS develop power laws at intermediate frequencies in the metastable
insulator as the boundary of the coexistence region is approached. This proves that the
crossover power law discussed here is not a result of the sharp band edges of the semicircular
DOS, but is driven by the self-energy due to strong interactions. As an example, the
spectral function and self-energy of the narrow DOS are shown in Fig. 4.9 and Fig. 4.10,
respectively.
The results are summarized in the following table.
DOS Uc1 rhyb rΣ
semicircular 2.38 0.79± 0.03 −0.37±0.04
narrow 1.43 0.77± 0.03 −0.40±0.02
double 2.55 0.79± 0.02 −0.43±0.03
hypercubic 2.36 0.87± 0.04 −0.36±0.03
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Figure 4.10: Imaginary part of the self-energy at different U > Uc1 for the DOS ρnarrow(ε).
The dashed line shows a power-law fit with rΣ = −0.40(2) (fitting range indi-
cated by vertical blue lines). Figure taken from Ref. [1].
The error bars were estimated from the confidence interval of the power law fits, the sen-
sitivity to the choice of fitting interval, and the uncertainty of Uc1 due to the numerical
difficulties of finding converged solutions very close to the boundary of the coexistence
region. The error intervals for the exponents of the different DOS nearly overlap.
Since the observed spectral power laws are not asymptotic, but only a crossover, no univer-
sality is expected. Nevertheless the exponents are robust to changes of the DOS, signalling
that this phenomenology is valid beyond the rather artificial Bethe lattice. This is consis-
tent with the good agreement between numerical simulations in [41, 42] and experimental
results on triangular lattice compounds [45].
This numerical robustness holds also for the gap opening exponent νz which is between
0.77 and 0.87 for all four DOS tested here. In the next section we will focus again on the
semicircular DOS and study the fate of the spectral power laws at finite temperature.
4.3 Finite-temperature crossovers in the spectral function
The crossover power law does indeed survive to finite temperature, as shown in Fig. 4.11.
Below the critical temperature (a), the discontinuous transition from the (metastable) insu-
lating solution (orange curves) to the stable metallic solution (blue curves) at the boundary
of the coexistence region is clearly visible. The insulating solutions show a power law at
intermediate frequencies. Above the critical temperature Tc = 0.030(1) the discontinuous
transition is replaced by a smooth crossover which gets more and more smeared out as
temperature increases, compare Fig. 4.11 (b) and (c). In between the metal-like and the
insulator-like solutions the crossover power law appears.
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Figure 4.11: Hybridization function for different interactions U at three different tempera-
tures (a) T = 0.0192 ≈ 0.6Tc, (b) T = 0.04 ≈ 1.3Tc, and (c) T = 0.08 ≈ 2.7Tc.
In each panel, vertical lines indicate the temperature. (a) A power law appears
at intermediate frequencies for insulating solutions at larger U , while at small
U the discontinuous jump to metallic solutions is visible. (b,c) Above the crit-
ical temperature, the crossover from insulator to metal gets washed out, but
the power law is still discernible. It is cut-off by thermal fluctuations at small
frequencies ω ≈ T . Figure taken from Ref. [1].
Again, as an alternative representation of the same data, Fig. 4.12 shows the effective
exponent reff as function of frequency and interaction strength. The extent of the power
law (red) is clearly visible. To low frequencies the power law is either bounded by the gap
∆U or by the temperature T , while to high frequencies it is bounded by the Hubbard band
at scale U . Accordingly the interval where the power law can be observed gets narrower with
increasing temperature, until it extends over considerably less than a decade at T & 4Tc
and is thus not clearly identifiable anymore.
Figure 4.12: Effective exponent d lnA/d lnω of the hybridization function as function of
frequency and interaction at two different temperatures (a) T = 0.0192 ≈ 0.6Tc
and (b) T = 0.08 ≈ 2.7Tc. Horizontal lines mark the temperature, and in (a)
a vertical line marks Uc1(T ). The power law reaches its maximal extent close
Uc1. Figure taken from Ref. [1].
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With decreasing extent of the power law on the frequency axis it gets increasingly difficult
to extract its exponent accurately. Nevertheless it is clear that the exponent decreases with
increasing temperature, which is visible by eye in Fig. 4.13. Extracting exponents from
power law fits at temperatures comparable to or higher than Tc is not meaningful since the
results depend sensitively on the frequency interval used for the fit. This is not surprising
since the microscopic energy scales of the system W and U are of order 1, so scale invariance










Figure 4.13: Hybridization function at U = 2.37 for different temperatures T > Tc. For
better visibility the curves were rigidly shifted along the y-axis with respect
to each other, i.e., they were multiplied with a factor 1.12n with n ∈ {1, ...6}
for the six different temperatures shown here. The extent of the power law
region shrinks with increasing T and the effective exponent decreases because
the power law region moves closer to the maximum of the Hubbard band.
A summary of the results discussed so far is shown in Fig. 4.14. The effective exponent
at frequency ω = 2T is shown as a heatmap in the U − T phase diagram. We chose this
frequency because transport properties such as the resistivity, whose scaling behavior we
will discuss in the next section, are governed by the spectral function on this scale. This
quantity clearly shows a structure reminiscent of a quantum critical fan emanating from
the scale-invariant metastable insulator at the boundary of the coexistence region. The fan
consists of all points which show an effective exponent rT = reff(ω = 2T ) ≈ 0.8 (red). In the
previous figures (4.11 and 4.12) it has been shown for representative temperatures that this
effective exponent is indeed approximately constant over an extended frequency interval,
making it meaningful to interpret the effective exponent shown here at a single frequency
as an indicator of a spectral power law.
In the next section, the relation of this power law to the quantum critical resistivity scaling
that prompted this study will be discussed.
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Figure 4.14: DMFT phase diagram of the one-band Hubbard model at half-filling with the
first-order transition (blue line) and the boundaries of the coexistence region
(dashed black lines). The color code shows the effective exponent d lnA/d lnω
evaluated at ω = 2T . The red region signals the existence of a crossover
power law at intermediate frequencies with an exponent of rT ≈ 0.8. In the
coexistence region the insulating solution is shown, which is only metastable in
the green hatched region. Data have been cut-off deep in the insulator where
A(ω = 2T ) < 10−8 (white). Figure taken from Ref. [1].
4.4 Resistivity scaling driven by spectral power laws
From the spectral function the resistivity can be calculated from Eq. (3.18). The results
as function of temperature are shown in Fig. 4.15, color-coded for different U -values, both
above and below the critical temperature Tc. Note that we include temperatures above and
below Tc, in contrast to earlier works [41, 42, 45] which only focused on T & 2Tc. Note also
that the values for the resistivity span nearly ten decades, nicely illustrating the divergent
resistivity ρ(T → 0)→∞ of the Mott insulator.










with ρc(T ) = ρ(U
∗(T ), T ) as the resistivity on the reference line U∗(T ) and T0 ∼ |δU |νz
as rescaling factors of the temperature axis. The exponent νz appearing here ought to be
the same as the gap opening exponent at T = 0: in a quantum critical regime the gap is
the only energy scale apart from temperature, so their ratio T/∆U must govern all static
observables. We will see below whether the numerical results match this expectation. We
use the same symbol νz, and if necessary distinguish between (νz)∆ and (νz)ρ.
For this scaling procedure, a reference line needs to be defined. The distance to the reference
line δU = U − U∗(T ) will be used as the basic variable next to the temperature T for the
scaling. The scale-invariant metastable solution at the boundary of the coexistence region
offers a natural way to define the reference line as U∗(T ) = Uc1 independent of temperature,
just as if there were a quantum critical point at Uc1. We will first present the scaling analysis
performed with this particular definition of the reference line, and then discuss other possible
choices.
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Figure 4.15: Resistivity for different U , marked by different colors, as function of temper-
ature in units of ρMott = ~a/e2 with a the lattice constant. The different
temperatures are distinguished by different markers to make them identifiable
in the scaling plots below. At T < Tc only insulating solutions U > Uc1(T ) are
included. Replotted from Ref. [1].
Reference line U∗(T ) ≈ Uc1
In practice, choosing U∗ directly at Uc1 = 2.379(5) as obtained from the fit to the gap
opening in Fig. 4.4 is not feasible because of the bad convergence of the metastable insulator
in this regime. Instead, a slightly larger value U∗(T ) = 2.386 was chosen.
For the choice U∗(T ) ≈ Uc1, the resistivity of the reference line ρc(T ) shows an approximate
power law dependence on temperature, see Fig. 4.16. This is expected for textbook quantum
criticality due to scale-invariance in the quantum critical regime. The exponent can be
extracted as α = −1.3(1), which nearly matches the expectation α = −2rhyb from Sec. 4.1
with the value rhyb = 0.79(3) from Fig. 4.2. This quantitative match between the scaling
regime and the spectral power law at T = 0 highlights their close connection. Note that
the exponent α < 0 is negative, so the critical solution we are discussing here is insulating
in the strict sense ρc(T → 0)→∞.
The resistivity renormalized by its value on the reference line, ρ̃(δU, T ) = ρ(U∗(T ) +
δU, T )/ρc(T ), is shown in the main panel of Fig. 4.17. To find the best scaling collapse,
several procedures are possible to find the optimal choice of f± and νz. Here, we define a
reference curve for each sign of δU by extrapolating between the data points at δU = ±0.04
(black lines in Fig. 4.17) and rescale the temperature axis by T0 = c|δU |νz to collapse
all data points on to these reference curves. The details of the scheme used here and its
numerical implementation is discussed extensively in App. C.
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Figure 4.16: Resistivity on the reference line U∗(T ) for U∗(T ) = 2.386 in units of ρMott =
~a/e2. The blue line shows a power law fit ρc(T ) ∼ Tα with α = 1.3(1). Figure
taken from Ref. [1].

















Figure 4.17: Resistivity for different δU = U − U∗(T ), marked by different colors, as func-
tion of temperature for U∗(T ) = 2.386. The main panel shows the resistivity
normalized by the resistivity ρc(T ) on the reference line U
∗(T ), while the inset
shows the raw resistivies in units of ρMott. The black lines mark the reference
curves onto which the data will be collapsed. Figure taken from Ref. [1].
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Figure 4.18: Collapse of the data points shown in Fig. 4.17 if plotted as ρ/ρc vs. T/T0.
Markers and colors are the same as in Fig. 4.17. The inset shows a power law
fit to the rescaling factors T0 ∼ |δU |νz with νz+ = 0.66(2) for δU > 0 and
νz− = 0.65(4) for δU < 0. Overall the scaling collapse is convincing, with
deviations occurring at low T and large U where the numerical data are less
reliable. Note that temperatures both T < Tc and T > Tc were included in
this analysis on an equal footing. Figure taken from Ref. [1].
The inset of Fig. 4.18 shows the power law fit to the rescaling factors T0. We obtain
νz+ = 0.66(2) for δU > 0 and νz− = 0.65(4) for δU < 0. This is roughly consistent with
the gap opening exponent extracted from the gap opening ∆U at T = 0, (νz)∆ = 0.79(5),
compare Fig. 4.4. We will discuss possible reasons for the deviations below. In the main
panel of Fig. 4.18 the result of the scaling analysis is shown. It exhibits a convincing scaling
collapse for all temperatures T > Tc and T < Tc onto one continuous curve. This, together
with the quantitative match of the exponents from the scaling procedure with the T = 0
exponents, strongly indicates that the critical insulator near Uc1 is the cause of the apparent
quantum critical scaling which extends to elevated temperatures. Note that in contrast to
previous works we include data points below the critical temperature on an equal footing.
Other reference lines
After these first very promising scaling results, let us take a step back and have a closer
look at the role of the reference line. Changing the reference line at high temperatures also
affects the scaling collapse at low temperatures, and vice versa, via different results for the
power law fits νz and a modified reference curve (see App. C).
Dobrosavljević and co-workers introduced the reference line at T > Tc as a “Quantum
Widom line” (QWL). [41, 42] A Widom line is a continuation of the first-order transition
line to temperatures above the critical endpoint T > Tc. [109] The Widom line is not unique:
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it tries to pinpoint the crossover from more metal-like to more insulating-like solutions, for
which many different criteria might be used:
• Slowest DMFT convergence: for each temperature, choose the U -value at which the
DMFT iteration converges slowest. [41] Slow convergence is interpreted as a sign of the
solution being “undecided” between metal and insulator. This ensures that the QWL
passes through the critical point and is shown in the inset of Fig. 2.6. When trying
to reproduce this with our code, the DMFT convergence was irregular as function of
U , not allowing a smooth minimization.
• Inflection point of the resistivity: for fixed T , find the inflection point of ρ(U, T ). [45]
The inflection point separates regimes of distinct temperature dependence (metal ρ ↓ if
T ↓, insulator ρ ↑ if T ↓), compare Fig. 2.7. In our case we had much more datapoints
on the U - than on the T -axis, which would make scaling as in [45] inaccurate.
• NRG level spectra: NRG gives the additional information of the energy levels and
their quantum numbers in each step. We used qualitative changes in the ordering and
degeneracies of these level spectra to define another reference line. Details of this are
given in App. A.
Many more definitions are possible, see e.g. Ref. [42]. Note that some of these reference
lines show backbending, i.e., U∗(T ) is non-monotonic as function of T , while others do not.
Some reference lines have an interpretable physical meaning, such as the thermal filling
of the Mott gap [43], where it can be argued on physical grounds that backbending is
meaningful or even expected.
While the study of the crossovers above the Mott transition in terms of characteristic lines
is certainly an interesting question, it is not necessarily related to the resistivity scaling
discussed here. In particular, the scaling cannot be used to argue in favor of a unique
reference line: If the scaling equation (2.2) is obeyed perfectly with respect to some reference
line U∗(T ) with ρc ∼ Tα, it is also fulfilled with respect to a shifted reference line Ũ(T ) =
U∗(T ) + aT 1/νz,








































with the scaling functions g(x) = f(x−1/νz), g̃(x) = g(x + a) and f̃(x) = g̃(x−νz). This
holds as long as a ∈ R is small enough to avoid leaving the parameter regime where scaling
is observed. If ρc ∼ Tα at U∗(T ), it follows ρc ∼ Tα at Ũ(T ). Thus each reference line
in fact corresponds to a whole family of equivalent reference lines. This is not discussed
in standard quantum critical scaling because there the reference line U∗ is chosen as the
position of the T = 0 quantum critical point and is therefore independent of temperature.
If the scaling is only approximate instead of perfect, deviations will depend on the shift a,
but for small a a good scaling collapse with respect to U∗ still implies a decent collapse
with respect to Ũ .
With such a transformation a backbending reference line can be mapped to a monotonic,
but still temperature-dependent reference line with a similar scaling collapse. Therefore the
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scaling analysis here can only make definite statements about the low-temperature part of
the reference line, and especially about U∗(T = 0).
We tested scaling with respect to many different reference lines, with some examples shown
in Fig. 4.19 and corresponding results in Figs. 4.20 – 4.23. The comparison is always made
with respect to the results shown previously for U∗(T ) = 2.386 (Fig. 4.18). The division by
ρc(T ) with an arbitrary temperature dependence makes achieving a scaling collapse easier
since only deviations relative to the reference line have to match, not the absolute values.












Figure 4.19: The different reference lines discussed in this section. The results for U∗(T ) =
2.386 (light blue) were already shown in Figs. 4.16, 4.17 and 4.18. Two other
constant reference lines at U∗(T ) = 2.395 (red) and U∗(T ) = 2.45 (dark
blue) are analyzed in Fig. 4.23 and 4.22, respectively. We also consider two
temperature-dependent reference lines, a monotonic one defined from the NRG
level spectra (green, Fig. 4.21) and a ad-hoc definition with backbending (black,
Fig. 4.20). At low temperatures, the first-order transition line (blue), the
boundaries of coexistence region (black dashed) and the metastable insulator
(green hatched) are drawn for comparison.
In light of the above discussion of equivalent reference lines, we expect that the scaling
collapse is only weakly sensitive to changes of the reference line at high temperatures where
small shifts a can have large effects. Also, at high temperatures the resistivity varies only
slightly with U compared to the lowest temperatures. Accordingly, the quality of the scaling
collapse is rather insensitive to the position of the reference line at high temperatures, at
least if compared by eye only, see Fig. 4.20 and 4.21. A quantitative measure of the quality
of a scaling collapse is difficult to define, so it will not be attempted here, see also App. C.
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Figure 4.20: A reasonable scaling collapse can also be achieved with a backbending reference
line as favored by Dobrosavljevic and co-workers, at least at high temperatures.
Note that deviations from scaling mostly occur at T < Tc, while for T > Tc
the collapse is actually very good. This is in agreement with Refs. [41, 42]
who reported good scaling at T > Tc, but excluded T < Tc. The exponents
νz+ = 0.72(2), νz− = 0.50(3) and α = −2.1(3) show fit quality comparable to
U∗(T ) = 2.386. Note the large asymmetry between νz+, and νz− which shows


























Figure 4.21: We also test the scaling with respect to a reference line reaching far into the
metallic regime defined from the NRG level spectra (see main text). The scaling
is comparable to the backbending reference line, with exponents νz+ = 0.72(2),
νz− = 0.72(5) and α = −2.0(3).
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The situation at low temperatures is different: shifting the reference line far away from Uc1
spoils the scaling (Fig. 4.22). This observation supports our claim that the scaling is driven
by the power-law spectrum of the metastable insulator near Uc1. However, small shifts
away from Uc1 do not show such a clear effect (Fig. 4.23) due to convergence problems at
the boundary of the coexistence region. These inaccuracies add to the uncertainties of the
exponents. So far the errors given here were all simply the uncertainties from the power
law fits. Adding to this the difficulty of convergent solutions very close to Uc1, the error
intervals ought to be increased to νz = 0.66 ± 0.1 to include the values obtained from
Fig. 4.23. These convergence problems are likely also the reason for the deviation between
























Figure 4.22: If the reference line is chosen as a constant away from Uc1, for example as
U∗(T ) = 2.45, the deviations grow considerably, both in the scaling collapse
and in the quality of the power law fits. This is visible in the increased un-
certainties of νz+ = 0.87(8), νz− = 0.95(6) and α = −5(1). Especially ρc is
not captured well by a power law, note the significant curvature in the double
logarithmic plot. This observation supports our claim that the scale-invariant
metastable insulator at Uc1 is driving the scaling.
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Figure 4.23: If the reference line is shifted only slightly away from Uc1, for example to
U∗(T ) = 2.395, the scaling is not affected much. As expected, deviations
from the scaling collapse occur only at lowest temperatures (diagonal crosses,
downward triangles) where the spectral function is most sensitive to the gap
opening away from Uc1. The exponents increase slightly to νz+ = 0.76(3),
νz− = 0.72(2) and α = −2.2(4) with a comparable fit quality.
To sum up the results of this section, we find convincing quantum critical scaling of the dc
resistivity. This agrees with the existing literature, but goes beyond the previous works in
including also temperatures below the critical point in the scaling analysis. By quantitative
comparison of the exponents as well as of different reference lines we are able to trace
the quantum critical scaling to the scale-invariant solutions in the metastable insulator
discussed in the previous two sections. As a next step, we study the dynamic susceptibility
as suggested by McKenzie and co-workers in Ref. [44].
4.5 Scaling analysis of the dynamic susceptibility
Apart from the resistivity scaling discussed in the previous section, it has also been reported
in Ref. [44] that the local dynamic spin susceptibility shows ω/T scaling. This claim is
discussed and compared with our own calculations here. For comparability with Ref. [44]
we focus on T > Tc in this section.
The local spin susceptibility as function of real time t is defined as
χ(t, T, U) = iθ(t)〈[Siz(t), Siz(0)]〉T , (4.10)
where 〈...〉T denotes the thermal expectation value at temperature T with respect to the
Hubbard Hamiltonian H = H(U) and i is a site index. A Fourier transformation yields the
susceptibility in frequency space,





dt eiωtχ(t, T, U). (4.11)
In general, the susceptibility is a complex function χ = χ′ + iχ′′. The real part χ′ is
symmetric under ω → −ω, while the imaginary part χ′′ is antisymmetric, so the static
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susceptibility χ(ω = 0, T, U) is real. The dynamic susceptibility measures whether spin
excitations are present at an energy scale ω in the system defined by the parameters T
and U . When calculating this quantity in the insulator within DMFT, we must remember
that the paramagnetic Mott insulator is an artifact of DMFT and in any realistic system
non-local correlations will influence the spin dynamics.
As for the one-particle spectral function discussed in Sec. 4.2 and 4.3, our implementation
calculates the imaginary part χ′′ only. The real static susceptibility can be obtained from
the imaginary part of the dynamic susceptibility via the Kramers-Kronig relation









We note that employing this equation to calculate the real part is prone to numerical
errors especially at low frequencies, see Sec. 3.3. In principle a direct calculation of the
static susceptibility (Eq. (46) ff. in [90]) could be used instead. Here, we make use of
the Kramers-Kronig relation and take into account potential numerical inaccuracies when
interpreting the results. Due to the detour via Kramers-Kronig and the suboptimal choice
of broadening parameters at low temperatures, the quality of our χ′(ω = 0, T, U) data is
not good enough for a meaningful scaling analysis as done for the resistivity in the previous
section. This could be improved upon in future work.
Instead we analyze the frequency dependence of χ′′. Since we have three relevant scales, fre-
quency ω, temperature T and the gap ∆U determined by the interaction U , scale-invariance
demands that the susceptibility should depend only on two ratios, e.g. ω/T and ω/∆U . We
will not attempt to do a full analysis of this two-parameter scaling here. Instead we follow
the approach of Ref. [44] and study only the case ∆U = 0, where simple one-parameter
scaling of the form






with a scaling function F and an exponent x is expected. This scaling ansatz is valid if
hyperscaling is obeyed, i.e., below the upper critical dimension. [110] The so-called ω/T
scaling occurs because the temperature T is the smallest energy scale in the system and thus
sets the scale for excitations. While this is certainly the case above a quantum critical point,
gapped phases at low temperatures can show similar behavior. Accordingly, ω/T scaling
alone is not necessarily a signature of quantum criticality. However, if quantum criticality
has already been established by other means, the presence or absence of ω/T scaling can
give valuable information of the upper critical dimension and thereby the dynamical critical
exponent z.
According to the resistivity scaling in the previous section the gap ∆U is expected to vanish
on the reference line U∗(T ). The authors of Ref. [44] assumed a constant reference line
going through to the finite-temperature critical endpoint U∗(T ) = Uc(Tc). For comparibility
we will do the same, with Uc(Tc) = 2.37 in our numerics. To test whether the observation
of ω/T scaling is truly related to quantum criticality, we perform the same analysis also
away from the phase transition in the metallic and insulating phases. If the scaling were
observed at U∗(T ) = Uc(Tc), but not away from it, it would be additional evidence for
quantum critical behavior above the Mott transition.
To test the ω/T scaling numerically, reliable numerical data in the frequency regime ω . T
is needed. This is numerically challenging, both in Quantum Monte Carlo as used in Ref.
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[44] and in NRG used in this work. The Quantum Monte Carlo algorithm used in the
reference is formulated on the imaginary frequency axis, so analytical continuation with
the maximum entropy method is employed for real frequency results. This might pose
problems in the insulating phase, especially at small frequencies. [111] In contrast, the
numerical renormalization group works directly on the real frequency axis and thus avoids
analytical continuation, but energies smaller than T are not resolved, so spectral functions
at ω  T are sensitive to details of the broadening procedure and therefore not as reliable.
This makes it difficult to arrive at trustworthy statements about the presence or absence of
ω/T scaling in this system. Ref. [44] assumed the prefactor of the scaling function to be
χ′(ω = 0, T, U) instead of a temperature power law. For comparability we will follow the
same procedure.
In the metallic regime our results agree qualitatively with the published data in Ref. [44],
see Fig. 4.24. The imaginary part χ′′(ω, T, U) shows a pronounced peak that shifts non-
monotonically with temperature (left panel). At low temperatures the peak is determined
by the Kondo temperature, while at high temperatures in the bad metal regime it shifts
with temperature. To check the presence or absence of ω/T scaling, the same data is shown
as function of ω/T and renormalized by χ′(ω = 0, T, U) in the right panel. With decreasing
temperature the maximum of χ′′(ω, T, U)/χ′(0, T, U) shifts to higher ω/T and increases in
height, so ω/T scaling is clearly not fulfilled, as expected.




























Figure 4.24: (Left) Imaginary part of the spin susceptibility in the metallic regime U = 2.17
for different temperature as function of ω (Right) Same data as the left panel,
but shown as function of ω/T and renormalized by the static susceptibility
χ(ω = 0, T, U).
The situation is qualitatively different in the insulating regime, see Fig. 4.25. Our results
for the susceptibility show two peaks at ω ≈ T and ω ≈ U , corresponding to thermal
fluctuations on the scale of the temperature and hopping to/from the impurity on the scale of
the interaction. The low-frequency peak shows ω/T scaling not due to quantum criticality,
but simply because the temperature is smaller than the scale set by the interaction. In
contrast, Ref. [44] reports that the low-frequency peak shifts significantly to lower ω/T if
the temperature is decreased, while the high-frequency peak is absent in their data.
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Figure 4.25: (Left) Imaginary part of the spin susceptibility in the insulating regime
U = 2.57 for different temperature as function of ω (Right) Same data as
the left panel, but shown as function of ω/T and renormalized by the static
susceptibility χ(ω = 0, T, U).
In the “quantum critical regime” above the coexistence region, we also find ω/T scaling in
agreement with Ref. [44], see Fig. 4.26. However, since we also find this in the insulator, we
have to interpret it as simply a signature of a gapped system instead of a proof of quantum
critical behavior. Remnants of the high-frequency peak at the scale of the Hubbard bands
are still visible in our data, but not in Ref. [44].































Figure 4.26: (Left) Imaginary part of the spin susceptibility in the “quantum critical” regime
U = 2.37 for different temperature as function of ω (Right) Same data as
the left panel, but shown as function of ω/T and renormalized by the static
susceptibility χ(ω = 0, T, U).
To sum up, we are unable to reproduce the behavior of the local dynamic spin susceptibility
reported in Ref. [44] and therefore cannot agree with their interpretation of the ω/T scaling
as evidence for quantum criticality. We note that the regime ω < T is difficult for reliable
numerics and therefore needs be studied beyond the present analysis in order to arrive
at definite statements. However, our results do not provide evidence against quantum
criticality either, so the previous conclusions regarding the resistivity scaling rooted in
spectral power laws near Uc1 remain valid.
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4.6 Ideas and obstacles towards an analytical understanding
Considering the numerical evidence for the unusual quantum criticality originating from
the metastable insulator, it would be desirable to also gain an analytical understanding, in
the form of an intuitive renormalization group picture or even an underlying field theory.
It is clear that focusing on impurity physics alone is not sufficient, since the insulating
solution both with a finite gap and with a power law dependence correspond to the same
local-moment fixed point of the single-impurity Anderson model (see Sec. 4.1). Instead,
if the framework of DMFT is to be used at all, the self-consistency must be taken into
account fully. The regime of interest is characterized by strong incoherent scattering, so a
quasiparticle picture is not applicable. Several conceptual questions arise, to which no clear
answers have been found yet.
• Which assumptions do we have to insert into the theory, and which conclusions can be
derived from it? Even if we postulate a potential for the order parameter that already
includes the main features of the phase diagram such as the first-order transition and
its coexistence region, evaluating such an action of coupled bosonic and fermionic
degrees of freedom is difficult. One possible order parameter might be defined from
the Z2 gauge theory description of the Hubbard model discussed in [108], but we
were unable to come up with consistent definitions of the necessary propagators and
couplings in d → ∞. If we aim higher and want to deduce the phase diagram from
our theory, the difficulties only grow.
• At which level must the metastability be included? One option would be to first
consider the metastable insulator only, ignoring the coexistent metallic solution. Then
a normal quantum critical point with continuity at both U ≶ Uc1 would arise and one
would need to argue why the solutions at U < Uc1 are unphysical. Alternatively,
one could try to include the coexisting solutions directly, which would lead to a RG
theory around a saddle point instead of minimum in energy and thus to a one-sided
criticality. It is not clear whether the coexistence region is important to the criticality
beyond excluding solutions at U < Uc1.
• What are the appropriate variables to consider in an RG flow? The original Hubbard
model contains only the parameter U/t, but the phenomenology seems too complex to
be captured by a one-dimensional flow. Maybe additional degrees of freedom have to
be artificially added to make the system understandable, comparable to going from the
pseudogap Kondo with its coupling JK = V
2/U to the pseudogap SIAM model with
hybridization V and interaction U separately. [64] What the appropriate couplings
might be here is not known.
• If the framework of DMFT is used, how is the self-consistency incorporated into a RG
flow? Should only self-consistent solutions enter at all, or is the convergence towards
self-consistency part of the flow? The formulation of the DMFT self-consistency as a
minimization of a Landau-like functional of the hybridization [112] might be a starting
point. To follow this idea, a convenient parametrization of the hybridization function
as well as a reasonable analytical impurity solver would be needed, both of which are
so far unavailable. We briefly tried to use perturbation theory in the Kondo limit of
the impurity model as a solver, see App. B.1, but this approximation is too crude.
Hence an analytical understanding of the unusual criticality is still missing. A way for-
ward might be to take a step away from the Hubbard model with its notoriously difficult
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strong correlations and consider other models with first-order transitions at low tempera-
tures. Searching for scale invariance and critical behavior in other systems with a gapless
metastable state could help to recognize the important ingredients of the metastable quan-
tum criticality discussed here.
4.7 Conclusions and outlook
The aim of this project was to understand the apparent quantum critical scaling of the
resistivity above the first-order Mott transition in the one-band Hubbard model at half-
filling. This scaling was first reported theoretically in DMFT [41] at temperatures above
the critical temperatures T > Tc and later confirmed experimentally in organic salts [45].
It is puzzling since the DMFT phase diagram does not contain a quantum critical point.
We explain this quantum critical scaling by tracing it to a scale-invariant metastable in-
sulator which occurs at T = 0 at the boundary of the coexistence region. After arguing
in favor of this scenario based on the pseudogap Anderson impurity model, we verify it
numerically by extensive simulations with state-of-the-art DMFT + NRG. This power-law
solution is a crossover phenomenon and thus extends up to elevated frequencies and tem-
peratures. Remarkably, while there is no reason to expect universality, we find numerically
robust exponents for different lattices. In a detailed quantum critical scaling analysis of the
dc resistivity we achieve a convincing scaling collapse for temperature above and below the
critical endpoint. By comparing exponents and deviations from perfect scaling for different
reference lines we can link the resistivity scaling to the spectral power laws.
Dynamical mean-field theory is based on a local approximation to the self-energy which is
motivated by the limit of infinite lattice coordination. It is thus unable to capture full space-
time quantum criticality with diverging correlation times and lengths. Instead, DMFT can
describe scale-invariance only in time, or equivalently in frequency, while remaining strictly
local in real space. Therefore the phenomenology reported here is an instance of local
quantum criticality. The fact that the experimental data on two-dimensional compounds
with frustration match the DMFT results supports this view.
In the DMFT description the Mott insulator retains a residual degree of freedom of a free
spin per site. In any realistic system this spin degree of freedom will get rid of its entropy
at low temperatures, e.g. by developing magnetic order or by transitioning to a spin liquid
phase. Therefore the scale-invariant metastable insulator discussed here in the framework of
single-site DMFT will not be realized in practice. However, we have seen that the spectral
power laws survive to elevated temperatures above the critical endpoint and above the
magnetic ordering temperature of frustrated systems. The agreement with experiments
shows that even if the scale-invariant solution at T = 0 is hidden e.g. by magnetic order,
its remnants at higher temperatures are enough to drive quantum-critical scaling.
There are several directions for further research related to these results.
• Do other observables which are not directly related to the one-particle spectral func-
tion show quantum critical scaling similar to the resistivity? Near the classical crit-
icality subleading corrections are crucial – is the same true in the quantum critical
regime? The static spin susceptibility might be a suitable choice to test this.
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• Is a saddle point of the free energy functional in Landau theory enough to drive critical
behavior in general? An obvious prerequisite is scale-invariance of the solution at the
saddle point, but is this sufficient? Here the considerations of the previous section
regarding an analytical understanding come into play.
• Similar quantum critical scaling at T > Tc has also been reported away from half
filling in DMFT + QMC [43] and in an organic Mott insulator with electrostatic
doping [47]. Is the mechanism driving the scaling the same as in the half-filled case?
Understanding this could have implications to other doped Mott insulators such as
cuprates.
• In a recent work measurements of the dielectric response in organic Mott insulators
showed a strong enhancement of its real part in the coexistence region. This was
explained by percolation between spatially separated metallic and insulating regions.
[113, 114] In this way, the scale-invariant insulator that was the main focus of this
work actually influences physical properties despite being only metastable. A better
theoretical understanding of the role of percolation and its influence also on other
observables would be desirable.
• Another avenue beyond the scope of this work is the inclusion of disorder. Experi-
mentally it was reported that weak disorder strongly reduces the critical temperature
while leaving the quantum critical scaling intact. [115]. The observation of quantum
critical scaling was also used to argue for interaction-dominated instead of disorder-
dominated metal-insulator transition in the 2d layered material MoS2. [116] A detailed
theoretical investigation of the effect of disorder on the spectral power laws and their
consequences is still missing.
Hence, despite the fundamental importance of the Mott transition and decades of research
on the topic, many unresolved puzzles remain. Dynamical mean-field theory offers not
only accurate numerical results, but also hints for an intuitive understanding by connecting
the strong-correlation physics of the Hubbard model to well-studied and more controlled
impurity models. This is especially valuable considering the lack of suitable analytical
approaches. With a fruitful combination with other theoretical methods and diverse ex-




Limits on magnetic quantum criticality from
nuclear spins
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coupling
In this section we will motivate why it is interesting and relevant to study the influence
of nuclear spins on magnetic quantum phase transitions (Sec. 5.1). After some general
remarks on nuclear spins and the hyperfine coupling to electronic spins (Sec. 5.2) we will
argue qualitatively how the coupling to nuclear spins can affect different magnetic phases
(Sec. 5.3) and transitions between them (Sec. 5.4). This discussion motivates the choice
of paradigmatic models that will be introduced in Chap. 6 and whose transitions in the
presence of nuclear spins will be analyzed quantitatively in Chap. 7.
The arguments and results presented in Secs. 5.3, 5.4 and Chap. 7 are published in Ref.
[2].
5.1 Nuclear spins near quantum criticality
Quantum phase transitions have been studied in a variety of metals, superconductors and
insulators. Magnetic phases in local-moment insulators and their various transitions offer
a particularly accessible platform to study quantum phase transitions, both theoretically
and experimentally. One well-studied example is LiHoF4. It is often cited as a textbook
realization of the transverse-field Ising model, which is one of the simplest theoretical models
that show a quantum phase transition. [10]
However, this textbook example is not as simple as it seems at first glance. It has long been
known that nuclear spins of the magnetic Ho3+ ions play an important role in this material.
They increase the critical field [117, 118] significantly and their effect on the excitation
spectrum is visible in neutron scattering [119] and microwave absorption spectra. [120, 121]
This material is the focus of Part III, but in a different context.
The observations in LiHoF4 raises the question how nuclear spins affect magnetic quantum
phase transitions in general. As additional degrees of freedom the nuclear spins can actively
participate in the critical behavior and potentially alter it qualitatively. While the hyperfine
coupling is usually considered to be negligible compared to electronic energy scales, this is
not true in the study of quantum criticality. With typical electronic couplings on the
scale of 10 K, the observation of universal quantum critical behavior requires temperatures
considerably below 1 K. Experimentally temperatures as low as 50 mK are often reached.
[122] At such low temperatures small perturbations that are usually neglected – such as
defects, small symmetry-breaking fields or nuclear spins – can become important.
In this project we focus on nuclear spins because they are ubiquitous in magnetic materials
and can actively participate in the electronic dynamics. We are interested in two main
questions:
• What is the temperature/energy scale below which the influence of nuclear spins can
no longer be neglected?
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• What happens below this scale, i.e., what is the fate of the quantum critical point at
lowest temperatures?
The effect of nuclear spins on the excitations of ordered magnets has seen extensive discus-
sions, with early works in Refs. [123, 124]. The effect of nuclear spins on magnetic phase
transitions has so far not been studied systematically, and in this project we attempt to
close this gap.
Based on qualitative arguments about the possible effects of nuclear spins we will select
two paradigmatic models and study their ground state and excitations in detail. We will
quantify the various crossover scales of the coupled nuclear-electronic system as function
of the hyperfine coupling. This allows us to predict experimentally accessible signatures
of the nuclear spins. We will focus exclusively on second-order quantum phase transitions.
Although the models used in this project are motivated by magnetic insulators, we expect
that the conclusions hold qualitatively also for metallic systems.
5.2 Introduction to nuclear spins and hyperfine coupling
For this project, the crucial property of the nucleus is its magnetic dipole moment. A





associated with its spin ~S. For point-like quantum mechanical particles g = 2 is expected,
which is observed e.g. for electrons up to corrections due to quantum electrodynamics
on the scale 10−3. However, due to its internal structure of charged quarks, the proton
(S = 1/2) differs from this expectation of point-like particles and instead has a magnetic
dipole moment of
µp = 2.79µN (5.2)
with the nuclear moment µN = e~/(2mp). It is a factor 2000 smaller than the Bohr
magneton µB = e~/(2me). In spite of being overall charge neutral the neutron also carries
a magnetic dipole moment
µn = −1.91µN , (5.3)
again due to its internal structure of charged quarks. Apart from the intrinsic moment
due to the spin, the charged proton can also gain magnetic dipole moment from its orbital
angular momentum ~L as ~µl = gl
q
2m
~L with the classical value gl = 1.
In a nucleus, the magnetic moments of the constituent nucleons are combined to yield
nuclear dipole moments which range between −3µN and 10µN . [125] Considering the large
number of nucleons especially in heavy nuclei, these small overall magnetic dipole moments
are a signature of strong pairing between the nucleons.
The first step to understand nuclear dipole moments are shell models of the nucleus. In
contrast to atomic physics with its well-known Coulomb potential generated by the charged
nucleus, in nuclear physics the potential is generated by the nucleons themselves and is not
known exactly. The simplest guess is a spherically symmetric central potential with ap-
propriate boundary conditions. The discrete energy levels with quantum numbers of radial
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isotope abundance [%] nucl. spin dipole moment [µN ] el. configuration
93Nb41 100 9/2 6.17 [Kr] 5s1 4d4
115In49 95.71 9/2 5.54 [Kr] 5s2 4d10 5p1
51V23 99.75 7/2 5.15 [Ar] 4s2 3d3
45Sc21 100 7/2 4.76 [Ar] 4s2 3d1
59Co27 100 7/2 4.63 [Ar] 4s2 3d7
141Pr59 100 5/2 4.28 [Xe] 6s2 4f3
165Ho67 100 7/2 4.17 [Xe] 6s2 4f11
Table 5.1: List of isotopes that occur in very high abundance, form potentially magnetic
ions and have a large nuclear magnetic dipole moment. Data from Ref. [126].
component n, angular momentum l,ml, and spin ms will be consecutively filled according
to the Pauli principle. At this level, protons and neutron are treated as independent par-
ticles with only minor quantitative differences between the potentials they experience. An
important test for phenomenological guesses of the potential is their ability to reproduce the
“magic numbers” where closed shells lead to increased stability of the isotopes and isotones
with specific numbers of protons or neutrons, analogous to noble gases in the periodic table.
It turns out that to reproduce all magic numbers, spin-orbit coupling is crucial. In contrast
to atomic physics, l + 1/2 is energetically favorable compared to l − 1/2. [125]
From the shell model predictions for the spin, parity and magnetic dipole moments can
be derived by considering only the valence nucleons, with no contribution from filled shells
due to pairing. They match experimental results for light nuclei reasonably well, but in
heavy nuclei especially for the magnetic dipole moment additional effects need to be taken
into account. Both the single-particle picture and the assumption of spherical symmetry
need to be abandoned in favor of a collective description which allows rotational degrees of
freedom. [125]
Considering the complex interplay of many coupled intrinsic and orbital moments, it is not
surprising that experimental measurements report a wide range of nuclear spins, g-factors
and magnetic dipole moments. The nuclear magnetic dipole moments of stable isotopes can
be measured by a variety of methods, for example by nuclear magnetic resonance (NMR).
[126] Many nuclei also have sizable quadrupolar moments, which could couple to electronic
degrees of freedom, but they are neglected in this project.
To observe a sizable effect of the nuclear spins on a magnetic quantum phase transition we
need elements who might carry magnetic order and whose stable isotopes have large nuclear
magnetic dipole moments. An incomplete list of candidates is given in Tab. 5.1. In the
literature the two most commonly discussed elements with large nuclear spins are holmium
and praseodymium. [127]
For a strong effect on magnetic quantum criticality, apart from a large nuclear magnetic
dipole moment we also need a sizable hyperfine coupling A. The hyperfine coupling is a
mixture of Fermi contact interaction and dipolar interaction between electronic and nuclear
spins and thus anisotropic. It can be written as ~I ·A·~S, where ~S (~I) is the electronic (nuclear)
spin and A the hyperfine tensor. It depends on the isotope and the electronic orbital that
is considered, but also on the oxidation state of the atom or ion and, in molecules, its
vicinity. In general it is larger for orbitals closer to the nucleus. [128] The hyperfine
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coupling of atoms and molecules can be deduced from the splitting of their energy levels in
spectroscopic experiments. For materials with unpaired electrons electron spin resonance
(ESR, also called electron paramagnetic resonance EPR) is a suitable method to measure
the components of A.
Since we are interested in generic effects of hyperfine coupling, we will not include these
details in our modeling and instead assume an isotropic hyperfine coupling of the form A~S ·~I
with A as a scalar. Effects on anisotropic hyperfine coupling in an Ising model have been
discussed in Ref. [129] and were found to lead to quantitative, but not qualitative changes
compared to the isotropic case.
5.3 Magnetic phases in the presence of nuclear spins
Before turning to magnetic quantum phase transitions we need to discuss the effects that
nuclear spins can have on stable magnetic phases at T = 0. Without hyperfine coupling
A = 0 the nuclear spins are free and thus highly degenerate. Adding a finite hyperfine
coupling to this degenerate manifold can therefore constitute a singular perturbation which
may qualitatively alter the electronic state.
If the electronic phase has magnetic dipole moments, i.e., if the electronic spins have finite
spin expectation values, any finite hyperfine coupling will imprint the electronic order onto
the nuclear spins and therefore immediately lift the degeneracy of the nuclear spins. Then
the hyperfine coupling is a regular perturbation which can lead only to small quantitative
changes, for example to additional contributions to the heat capacity. [130] A similar
situation occurs if an external field couples to the nuclear spins via a nuclear Zeeman term.
The decisive question is whether the nuclear spins experience an effective field, may it be an
internal mean field generated by polarized electronic spins or an externally applied field.
If such an effective field is absent, as for example in a phase made up of singlets of the
electronic spins, the degeneracy is not lifted on a mean-field level. The hyperfine coupling
might then be a singular perturbation, and higher-order effects decide the fate of the phase.
Generically, fluctuations of the electronic spins will mediate an effective interaction between
the nuclear spins. This can lead to magnetic order in the nuclear subsystem. Via back action
on the electronic spins the nuclear order will in turn induce weak order also in the electronic
system. Thus the hyperfine coupling to nuclear spins can destroy a disordered phase without
magnetic dipole moments in favor of nuclear-spin-induced order.
The electron-mediated interaction between nuclear spins is known as the RKKY-interaction,
named for its pioneers Ruderman, Kittel, Kasuya, and Yosida. [131, 132, 133] This induced
interaction is proportional to A2χ, where A is the hyperfine coupling and χ the susceptibility
of the electronic host system. [134, 135] Its specific form depends on the electronic state, for
instance for the case of free conduction-band electrons characteristic oscillations with the
Fermi wave vector appear. For an electron system with a gap ∆el dimensional analysis yields
that the interaction is proportional to A2/∆el. Having an interaction between nuclear spins
is not enough to guarantee nuclear order at finite temperatures: especially in low dimensions
the nuclear order can be destroyed by fluctuations, in agreement with the Mermin-Wagner
theorem. On the other hand, depending on the system the induced interaction between the
nuclear spins can also be long-ranged and thus allow order even in low dimensions.
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The concept of nuclear-spin-induced order is not new. The appearance of nuclear-spin order
in an otherwise disordered phase has been discussed first for metals in Ref. [136] and was
systematically observed in neutron scattering in Ref. [137]. More recently it was discussed
for one-dimensional Luttinger liquids, as realized in carbon nanotubes and other quantum
wires,[138, 139, 140, 141, 142, 143, 144] as well as for two-dimensional electron gases [134]
and two-dimensional topological insulators. [145, 146, 147]
A useful first indicator for the stability of a phase against coupling to nuclear spins is
time-reversal symmetry. If time-reversal symmetry is intact, the phase is susceptible to
nuclear-spin-induced order while most phases with broken time-reversal symmetry remain
qualitatively unchanged in the presence of nuclear spins. However, there are exceptions. For
example, a chiral spin liquid breaks time-reversal symmetry, but does not have magnetic
dipole moments, so it also can be destroyed by order of the nuclear spins. The discussion
of topological phases will remain on a qualitative level in this project and is postponed to
Sec. 7.4. After this ground work we turn our attention to transitions between magnetic
phases and how they can be altered due to hyperfine coupling to nuclear spins.
5.4 Two scenarios for magnetic quantum criticality plus nuclear
spins
The discussion in the previous section leads us to distinguish two main scenarios for magnetic
order-disorder transitions. In the following figures blue shading indicates order, and red
dotted lines mark quantum critical behavior. Moreover, T is the temperature and g the
non-thermal control parameter driving the system through the quantum phase transition.
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Purely electronic model
Add nuclear spins:
If the disordered phase remains intact in
the presence of nuclear spins, the com-
bined system with electronic and nuclear
spins shows a quantum phase transition
similar to the purely electronic system.
The position of the phase transition will
be shifted, with the sign and magnitude of
the shift depending on the specific model.
The electronic quantum criticality at the
position of the original phase transition is
limited to high temperatures, while a new
quantum critical cone emerges at the new
phase transition with potentially altered
critical properties due to to the interplay
with nuclear spins.
To follow this scenario the disordered
phase of the system must have a finite ef-
fective field acting on the nuclear spins,
generated by magnetic dipole moments or
an external field.
If the formerly disordered phase orders
due to the presence of nuclear spins, the
combined system of electronic and nuclear
spins does not show a quantum phase
transition. Instead, only a crossover from
strong electron-dominated order to weak
nuclear-spin-induced order remains. The
electronic quantum critical behavior may
still be visible at higher temperatures, but
at low temperatures it is cut-off.
This scenario may be realized in systems
where the disordered phase does not
have magnetic dipole moments and in
the absence of external fields. In special
cases the order induced by nuclear spins
may not be the same as the electronic
order; then a transition between two
different ordered phase occurs instead of
the crossover sketched here.
Not all magnetic quantum phase transitions fall neatly into these two categories, for example
if one of the phases is topologically non-trivial or if both phases display symmetry-breaking
order. A qualitative discussion of topological and deconfined quantum phase transitions is
attempted in Sec. 7.4, with a brief introduction given in Sec. 6.3. There is also the possibility
that due to nuclear spins entirely new phases emerge, with one example discussed in Sec. 7.3.
In low dimensional systems the magnetic order can be limited to T = 0.
The aim of this project is now to go beyond this purely qualitative argumentation and
study the two main scenarios quantitatively. For this, we select a representative model for
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each scenario and study the fate of the phase transition and its associated quantum critical
region as function of the hyperfine coupling A. We focus mostly on T = 0. In the spirit of
an expansion in small A we will derive how characteristic scales depend on the strength of
the hyperfine coupling. This allows us to estimate the observable experimental signatures
of the influence of nuclear spins on magnetic quantum criticality.
In the models considered here we assume that the local electronic degree of freedom is
a spin ~S. To be more precise we would have to deal with the lowest-lying crystal field
states of the magnetically active ions. This manifold cannot always be described with a
standard angular momentum, leading to non-Kramers physics in which e.g. the absolute
value 〈|~S|〉 can vary as function of model parameters, see also Sec. 9.2. This can lead to
large quantitative changes compared to the simple models with effective spins considered
here, but we expect that the effects of nuclear spins are qualitatively similar.
For the scenario of a shifted quantum phase transition, we will study the transverse-field
Ising model on the level of linear spin-wave theory. Its purely electronic version will be
introduced in Sec. 6.1 and then analyzed in detail for the case with nuclear spins in Sec. 7.1.
For the scenario of smeared quantum phase transitions, we will focus on the example of
coupled-dimer magnets, which will be introduced in the purely electronic version in Sec. 6.2
and then augmented with nuclear spins in Sec. 7.2. We use bond operator theory in the
harmonic approximation to obtain the ground state and its excitations. Readers familiar
with the models and the employed techniques may want to skip Secs. 6.1 and 6.2.
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This chapter presents an introduction to the two main work horses for the quantitative
analysis in this project. The purely electronic models, their phase transitions and their ex-
citations will be reviewed here as a point of reference for the discussion of the same models
with added nuclear spins in Chap. 7. According to the discussion in Sec. 5.4, we have to
study two qualitatively different models with a disordered phase with magnetic dipole mo-
ments, here the transverse-field Ising model (Sec. 6.1), or without magnetic dipole moments,
here the coupled-dimer model (Sec. 6.2). We conclude this chapter with a brief discussion
of frustrated spin models beyond conventional order-disorder transitions (Sec. 6.3).
6.1 Transverse-field Ising model
As an example for a model that exhibits magnetic dipole moments both in the ordered and








The electronic spins ~Si are placed on lattice sites i, j ∈ {1, 2, ...N} and interact via a
ferromagnetic Ising interaction J > 0 of the z-components. The sum 〈ij〉 runs over pairs of
nearest neighbors. The spins are subjected to an external field ~H applied transverse to the
Ising axis along the x-direction. We assume that the g-factor is isotropic and limit ourselves
to the case of S = 1/2. For convenience we absorb the electronic g-factor into a redefined
field ~h = ge ~H = h~ex. For all numerical results shown below we consider the model on a
cubic lattice in d = 3, and use the Ising coupling J as unit of energy.
If the external field vanishes h = 0, the spins develop ferromagnetic order along the z-
direction, thereby spontaneously breaking the discrete Z2 symmetry Sz → −Sz of the
Hamiltonian. If the external field dominates h→∞, the spins align along the field direction
x. This field-polarized phase is disordered because it retains the full symmetry of the
Hamiltonian, but exhibits magnetic dipole moments since the spins have a clear preferred
direction. Between these two limiting cases a second-order quantum phase transition from
an ordered ferromagnet to a disordered field-polarized state occurs at a critical field h0c .
The lowest-energy excitations on top of the ground state are coherent precessions around the
preferred direction of the spin. Such quantized precessions correspond to bosonic particles
and are called magnons in this context. At the quantum phase transition the magnon gap
vanishes at the ferromagnetic ordering wave vector ~k = 0 with a dynamical critical exponent
of z = 1. Away from criticality the magnons are gapped both in the ordered and disordered
phase, as the breaking of the discrete Ising symmetry does not lead to the formation of
Goldstone modes.
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Now we turn to a quantitative analysis this model on the level of mean-field theory plus
Gaussian fluctuations by employing linear spin-wave theory. Spin-wave theory is a technique
to describe bosonic excitations on top of a classical reference state in a spin model. It is
therefore only applicable to phases with classically ordered moments, not e.g. to phases
with strong singlet correlations. It can be understood formally as a 1/S expansion, with the
classical reference state corresponding to S = ∞. With an appropriately defined external
field its energy scales as ∼ S2, while the lowest non-vanishing excitations top of the reference
state scale as ∼ S1, see Eqs. (D.5) and (D.7). For the present case of S = 1/2 the expansion
parameter 1/S is not small, but despite the lack of a formal control parameter the technique
still gives reasonable results, especially in the linear order that we will use below. [148,
149]
The first step is the determination of the reference state. This can be done by solving the
mean-field Hamiltonian
HTI-elMF = −Jd(2S̄zSz − S̄2z )− ~h~S (6.2)
for the mean-field parameter S̄z = 〈Sz〉MF, for justification see App. D.2. The order param-
eter M = 〈Siz〉 vanishes for h > h0c and approaches zero as M ∼ (h0c − h)β in the ordered
phase at h ≤ hc with the mean-field exponent β = 1/2. On this level of approximation the
phase transition occurs at h0c = 2dSJ , with 2d = 6 the number of nearest neighbors on the
cubic lattice. From the mean-field solution we define the angle θ = arctan(〈Sx〉MF/〈Sz〉MF)
that describes the orientation of the spin in the mean-field ground state. We choose a
new coordinate system ~S = Uel ~̃S such that the spins point along the new z-axis for all
values of h.
Magnonic excitations are included as bosonic particles created/annihilated by operators
a†i/ai . Formally, they are Holstein-Primakoff bosons which can be used to parametrize spin
operators as
S̃iz = S − a†iai ,
S̃i+ =
√







2S − a†iai ≈
√
2S a†i . (6.3)
The presence of bosons thus reduces the ordered moment along z, as expected for fluctu-
ations. This makes sense only as long as a†iai < 2S. [148, 149] In linear spin-wave theory
this constraint is not enforced explicitly but should be checked a posteriori. The Holstein-
Primakoff representation of the spin operators can be inserted into the Hamiltonian to
obtain a formulation in the form HTI-el = H(0) +H(1) +H(2) +H(3) + ... where H(n) contains
n boson operators. Details are given in App. D.1 for the model with nuclear spins. Results
for the purely electronic model discussed here can be obtained by setting the hyperfine
coupling A = 0 to zero.
The constant term H(0) is simply the energy of the mean-field solution 〈HTI-elMF 〉MF. The
linear term vanishes if the reference state is chosen correctly, i.e., if the mean-field S̄z
minimizes the energy 〈HTI-elMF 〉MF. We will therefore concern ourselves with the quadratic
part H(2). The higher-order terms n ≥ 3 describe interactions between the bosons that are
neglected in linear spin wave theory.
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The quadratic term H(2) can be simplified by a Fourier transform. It can then be written















Since it does not conserve particle number, a bosonic Bogoljubov transformation is needed to
diagonalize it. We make the ansatz a†~k = u~k r
†
~k
+v~k r−~k with bosonic operators [r~k, r
†
~k′
] = δ~k,~k′ .
To ensure bosonic commutation relations we find the condition [a~k, a
†
~k
] = |u~k|2 − |v~k|2 = 1,
which can be conveniently fulfilled by writing u~k = cosh η~k and v~k = sinh η~k. To find the
eigenenergies, we insert this ansatz and demand that the coefficient of the terms r†r† and
r r vanishes. For real and inversion-symmetric c1, c2, u and v this condition is solved by









At small energies c21(
~k) ≈ c22(~k) the weights u~k and v~k become large, which leads to charac-
teristic divergences for example of the susceptibility where the gap closes. For more com-
plicated Hamiltonians, especially coupling more than one boson species, the Bogoljubov
transformation needs to be done numerically. In this project we follow the procedure of
Ref. [150].
The magnon dispersion ε(~k) is shown in Fig. 6.1. As expected the dispersion is gapped
away from the phase transition, and the gap closes at the wave vector ~k = ~0 at h0c = 3J .
The gap closing is shown in more detail in Fig. 6.2.
















Figure 6.1: The magnon dispersion relation for different values of the transverse field h.
The gap closing at the critical field h0c = 3J is linear, reflecting the dynamical
critical exponent z = 1.
Going beyond linear-spin wave theory introduces corrections in 1/S to the critical field
and the order parameter. The inclusion of magnon interactions H(n) with n ≥ 3 introduces
quantitative modifications to the dispersion and finite lifetimes of the quasiparticles. Beyond
mean-field theory the critical exponents change. For example the 3d Ising universality class,
into which the quantum phase transition of the 2d transverse-field model and the thermal
phase transition of its 3d version fall, shows the critical exponents β = 0.3265(3) and
ν = 0.6301(4) compared to the mean-field value 1/2 for both exponents. [151, 7]
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Figure 6.2: Magnon gap as function of transverse field. Away from the critical point at
h0c = 3J the gap opens as ∆el ∼ |h− h0c |νz with the mean-field value νz = 1/2.
A material which is cited as a textbook realization of the transverse-field Ising model is
LiHoF4. [10] The observation of hyperfine effects in this compound prompted this project
as the first systematic study of effects of nuclear spins on magnetic quantum criticality.
6.2 Coupled-dimer model
As an example for a model with a disordered phase that does not have magnetic dipole
moments, we study a coupled-dimer Heisenberg model. Consider a system of electronic




~Si1 · ~Si2 + J‖
∑
〈ij〉,m
~Sim · ~Sjm (6.6)
with the site indices i, j ∈ {1, 2, ..., N} and the layer index mij{1, 2}. The sum 〈in〉 runs
over pairs of nearest neighbors. The intradimer (J⊥) and interdimer couplings (J‖) are both
assumed to be of Heisenberg type and antiferromagnetic (≥ 0). The model is sketched in
Fig. 6.3. We limit ourselves to the case S = 1/2. The model is characterized by q = dJ‖/J⊥
as a dimensionless measure of the interdimer coupling, with d the dimension of the lattice.
All numerical results given below are given for a cubic lattice in three dimensions d = 3.
We use the intradimer coupling J⊥ as unit of energy.
In the limit of vanishing interdimer coupling q → 0, the system separates into decoupled
pairs (~Si1, ~Si2) at each lattice site i which form singlets to minimize the intradimer coupling
energy. This disordered dimer phase does not have magnetic dipole moments because all
spins are bound in singlets. In the opposite limit of q → ∞, the system consists of two
decoupled lattices m = 1 and m = 2 which develop antiferromagnetic order to minimize the
energy of each layer separately. The antiferromagnet spontaneously breaks the continuous
SU(2) spin rotation symmetry of the Hamiltonian. Between these two limiting cases the
system shows a second-order quantum phase transition at q = q0c from an intradimer singlet
phase at small q to a Neél antiferromagnet (AFM) at large q. [152, 153, 154, 155, 156] For
the cubic lattice the AFM phase is described by the ordering wave vector ~Q = (π, π, π).
Elementary excitations in the disordered phase are formed by replacing a singlet with a
triplet. In the paramagnetic dimer phase the system therefore shows three degenerate
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Figure 6.3: Sketch of the coupled-dimer model Eq. (6.6): electronic spins (black arrows) are
pairwise coupled by the intradimer coupling J⊥ (yellow thick lines), which drives
singlet formation (grey ellipses). Spins in neighboring pairs are coupled by the
interdimer coupling J‖ (blue thick lines). For clarity we show a one-dimensional
chain here, but the model can be generalized to any lattice. Figure taken from
Ref. [2] (modified).
excitation modes, reflecting the SU(2) symmetry of the Hamiltonian. In the AFM phase
the modes split into one longitudinal and two transverse modes describing an excitation
along or perpendicular to the spontaneous magnetization. The two transverse modes remain
degenerate as dictated by the residual U(1) symmetry of the symmetry-broken phase. At
the phase transition all three modes become gapless at the ordering wave vector ~Q with
the dynamical critical exponent z = 1. As the Goldstone modes of the ordered phase the
transverse modes remain gapless for all q ≥ q0c , while the longitudinal mode gaps out away
from criticality.
To describe this model and its excitations quantitatively, bond operator theory has emerged
as the most suitable method. [152] It was first proposed for the dimer phase only, but was
later generalized to the antiferromagnetic phase. [157, 158] The idea is to use singlets
and triplets as basis states for each dimer (~Si1, ~Si2). The singlet will serve as a ground
state, while excitations are described by bosonic particles creating a triplet state, so-called

















(| ↑↓〉i + | ↓↑〉i) . (6.7)
In this notation the first (second) arrow inside each ket indicates the state of ~Si1 (~Si2)
in the z-basis. As argued above, in the dimer phase q < q0c a product state of singlets
|GS〉 = ∏i |t0〉i is indeed the ground state of the system. In the AFM phase q > q0c , the
ground state can still be approximated as a product state between sites, but each site has





(|t0〉i + λi|tz〉i) ,
|t̃x〉i = |tx〉i,
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(−λi|t0〉i + |tz〉i) (6.8)
with the rotation parameter λi = e
i ~Q~Riλ. Note that the rotated states are still orthogo-
nal to each other. We chose our coordinate system such that the spontaneous staggered
magnetization points along the z-axis.
It can be easily seen that the limit λ→ ±1 reproduces the fully polarized antiferromagnet
where on each site the state is either ±| ↑↓〉i or ±| ↓↑〉i according to alternating sign pattern
given by the ordering wave vector. With the help of a suitable rotation parameter λ = λ(q),
the ground state for all q can be approximated as |GS〉 = ∏i |t̃0〉i. A more elaborate version
of this ansatz with two rotation parameters is able to include also a uniform polarization
induced by an external field. [157]
Minimization of the product state energy EPS = 〈GS|HCD-el|GS〉 gives the optimal value of
λ as function of the dimensionless coupling q. This calculation is given in detail in App. E.2
for the case with nuclear spins. The results for the purely electronic model discussed here
can be obtained by setting the hyperfine coupling A = 0 to zero. As expected, the rotation
parameter vanishes in the dimer phase λ(q < q0c ) = 0 and is finite in the AFM phase
λ(q > q0c ) = 0. On the level of this approximation q
0
c = 1/2 and close to the critical point
λ(q > q0c ) ∝ (q − q0c )1/2, see Fig. 6.4.







Figure 6.4: The rotation parameter λ as function of the dimensionless interdimer coupling
q of the purely electronic coupled-dimer model of Eq. (6.6). Figure taken from
Ref. [2] (modified).
Now, to go beyond this mean-field-like description, we include excitations on top of the
product state of rotated singlets by introducing triplon operators as |t̃α〉i = t̃†iα|t̃0〉i. [159]
Alternative definitions of the triplon operators which do not use the singlet as the vacuum,
but as a fourth type of boson have also been used in literature [152], but will not be pursued
here. For brevity we refer to these operators creating a generalized triplet state simply as
triplons and drop the qualifier “generalized” in the following.
By introducing the triplon operators we have artificially enlarged the four-dimensional on-
site Hilbert space. A constraint on the boson number is needed to remove the unphysical
states. In our formulation, the physical Hilbert space on each site is recovered by the
condition ∑
α∈{x,y,z}
t̃†iαt̃iα ≤ 1 ∀i. (6.9)
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There are different ways to incorporate this hard-core constraint into the calculation, e.g.






as proposed in Ref. [160] and discussed extensively in Ref. [161]. By adding this operator at
the appropriate places, all unphysical states are projected out and thus cannot contribute
to expectation values. The components of the spin operators ~Sim can then be rewritten
with triplon operators and inserted into the Hamiltonian. Details are given in App. E.1.
This yields a formulation of the Hamiltonian HCD-el = H(0) +H(1) +H(2) +H(3) + ... where
H(n) contains n triplon operators. The constant term H(0) is simply the product-state
energy EPS already encountered above. The linear term vanishes if λ is chosen such that it
minimizes EPS, i.e., if the fluctuations t̃
†
iα are added on top of the correct reference state,
similar to spin-wave theory.
In the following we will therefore focus on the two-triplon part H(2). Higher-order terms
n ≥ 3 correspond to interactions between the bosons and will be neglected for simplicity,
similar to linear spin-wave theory. Therefore all critical exponents will take mean-field
values. In general H(2) will contain terms of the form t̃†t̃ , t̃ t̃†, t̃†t̃† and t̃ t̃ and can be
diagonalized by a Fourier transform followed by a bosonic Bogoljubov transformation. At
this level of approximation the triplons do not mix, so separate Bogoljubov transformations
for x-, y- and z-triplons can be applied, see App. E.4. Analytical results for the quasiparticle
spectrum have been given in Refs. [161, 158].
In Fig. 6.5 the dispersion of the transverse and longitudinal triplons is shown for different
values of q. At q = 0 the dispersion is flat because the Hamiltonian is purely local. As the
interdimer coupling q increases, the bandwidth increases until at q0c = 1/2 the gap closes
at the AFM ordering wave vector ~Q = (π, π, π). In the AFM phase q > q0c the longitudinal
z-mode gaps out, while the transverse modes remain gapless as Goldstone modes of the
ordered phase. The linear dispersion around ~Q reflects the dynamical critical exponent
z = 1. The behavior of the gap as function of q is shown in more detail in Fig. 6.6.



























Figure 6.5: Quasiparticle dispersion as obtained from the diagonalization of H(2). The left
panel shows the transverse modes (x and y) and the right panel the longitudinal
z-modes.
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Figure 6.6: The three degenerate triplon modes become gapless as the quantum critical
point is approached from the paramagnetic dimer phase at small q. In the AFM
phase the degeneracy is partially lifted to a gapped longitudinal mode and two
transverse gapless Goldstone modes. Figure taken from Ref. [2] (modified).
The quasiparticle dispersion itself is not observable, but from the results of the Bogoljubov
transformation observables such as the staggered magnetization or the dynamic suscepti-
bility can be calculated. Results for this will be shown in the discussion of the model with
nuclear spins in Sec. 7.2.
Similar to spin-wave theory the inclusion of interaction terms leads to quantitative mod-
ifications of the dispersion and finite lifetimes. The technique presented here can be sys-
tematically improved by a 1/d expansion, with d the dimensionality of the system and the
scheme presented above corresponding to d =∞. In this way, the rotation parameter λ, the
critical coupling q0c and all observables acquire corrections of order 1/d to the results pre-
sented above. [161, 158] This turns bond-operator theory into a controlled and systematic
approach to coupled-dimer Heisenberg models.
Models of this type describe e.g. the behavior of TlCuCl3, as argued theoretically [162] and
shown in good agreement with neutron scattering data at moderate temperatures. [163]
In this case the system can be tuned through the phase transition by applying hydrostatic
pressure. In any realistic material, the model will not be realized perfectly. One possible
perturbation are nuclear spins, which will be discussed in detail in Sec. 7.2.
6.3 Frustrated spin models
The two models introduced above show ordered and disordered phases that can be under-
stood within Landau’s theory of symmetry-breaking order. However, there are important
phases of matter that fall outside Landau’s paradigm. Such phases can be found for example
in frustrated magnets, i.e., in systems where it is impossible to minimize all contributions
to the ground state energy simultaneously. Frustration can be caused by the geometry of
the lattice, e.g. an antiferromagnet on a triangular lattice, or by the nature of interactions,
for example antiferromagnetic interactions with the nearest and next-nearest neighbors.
On a classical level this may lead to non-collinear order, large ground-state degeneracies
and order-by-disorder mechanisms. One example are spin-ice compounds such as Ho2Ti2O7.
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[164, 165] The magnetic ions are placed on corner-sharing tetrahedra and obey the ice-rule
“2 in, 2 out”, which leads to a extensive ground state degeneracies and exotic excitations
that behave as magnetic monopoles. [166, 167]
However, in some materials large quantum corrections invalidate the semiclassical descrip-
tion and lead to completely new phases of matter such as quantum spin liquids: low-
temperature phases of matter that leave all symmetries intact, exhibit long-range entangle-
ment and often have exotic excitations with fractional quantum numbers and/or anyonic
statistics. It is usually convenient to describe these phases with emergent gauge fields that
arise from the fractionalization of the original spins. [168] These phases are most likely
to be found in systems with low spatial dimension (2D) and low spin (S = 1/2) because
fluctuations are strongest in these limits. A zoo of spin liquid candidates has been pro-
posed theoretically and partly also found experimentally, so different classifications can be
useful:
• The gap to excitations can be either zero or finite. Topological degeneracies can be
rigorously defined in gapped quantum spin liquids, marking them as topologically
non-trivial phases of matter, while the situation is less clear in gapless systems.
• The symmetry group of the emergent gauge field can be determined, with important
implications for the nature of low-energy excitations. Typical examples are Z2 and
U(1).
• By definition a spin liquid breaks neither spin rotational nor translational symmetry,
but it may spontaneously break time reversal symmetry. If it does, it is called a chiral
spin liquid. [169]
To later discuss the effect of nuclear spins on phase transitions involving quantum spin
liquids we need to be more specific and consider concrete models.
• Kitaev honeycomb model: The frustration in this model is caused by bond-dependent
Ising interactions. Its exactly solvable ground state is a Z2 spin liquid which can be
either gapped or gapless depending on the anisotropy of the interactions. [170]
• Decorated Kitaev honeycomb model: Each site of the Kitaev honeycomb model is
replaced by a triangle of three sites that interact also via bond-dependent Ising inter-
actions. The exact solution gives a gapped chiral spin liquid. [169]
• Nearest-neighbor Heisenberg model on the kagome lattice: In this model geometric
frustration of antiferromagnetically coupled spins on corner-sharing triangles leads to
a large classical ground-state degeneracy. Numerical evidence indicates that quantum
fluctuations lead to a spin-liquid ground state, but its nature has not established
conclusively. [171, 172]
• J1 − J2 models: Antiferromagnetic interaction with nearest and next-nearest neigh-
bors lead to exchange frustration. If the model is considered e.g. on a triangular
lattice, geometric frustration is added. Both on the square lattice [173] and the trian-
gular lattice [174] quantum spin liquid ground states have been reported in numerical
studies, but their characteristics are still debated.
The models realize quantum spin liquids only in certain parameter regimes, so as function
of the model parameters the systems can be tuned through various quantum phase transi-
tions between different quantum spin liquids and conventional (dis)ordered phases. Due to
fractional excitations, topological invariants and other exotic properties of the spin liquids
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these transitions will also be unconventional and therefore react differently to the presence
of nuclear spins.
A different route to exotic quantum phase transitions is deconfined criticality. Deconfined
quantum phase transitions are a special class of second-order phase transitions between two
ordered phases with distinct order parameters. The most basic example is the transition be-
tween a valence-bond solid and a Neel antiferromagnet on a square lattice. The valence-bond
solid is a regular pattern of singlets between neighboring sites and thus breaks translational
invariance, while the antiferromagnet breaks spin rotation symmetry. In Landau theory a
transition between these two symmetry-broken phases would usually be of first order, with
a second-order transition possible only by fine-tuning. Deconfined quantum criticality goes
beyond Landau theory and Wilson’s renormalization group and describes an exotic critical
field theory with emergent gauge fields and fractional excitations. [175, 176, 177] Evidence
for deconfined quantum criticality has been found e.g. numerical studies of the so-called
J −Q model. [178]
A qualitative discussion of these exotic phases and transitions in the presence of nuclear
spins will be attempted in Sec. 7.4.
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In this chapter we present quantitative results for the two main scenarios how nuclear
spins can modify magnetic quantum phase transitions. In Sec. 7.1 shifted transitions are
discussed for the example of the transverse-field Ising model, while Sec. 7.2 deals with the
coupled-dimer model as an example for a smeared transition. Apart from these two main
cases we also discuss hyperfine-induced additional phases (Sec. 7.3) and, on a qualitative
level, exotic transitions such as transitions to spin-liquid states and deconfined quantum
phase transitions (Sec. 7.4). We conclude with an outlook on open questions and further
research perspectives, both on the theoretical and experimental side (Sec. 7.5).
The results presented in this chapter are published in Ref. [2].
7.1 Shifted transitions: transverse-field Ising magnets
As an example for a model with a disordered phase with magnetic dipole moments we













~Si · ~Ii. (7.1)
This model is sketched in Fig. 7.1. The hyperfine coupling is assumed to be of Heisenberg
type and antiferromagnetic A > 0. The nuclear spins couple to the external field ~H with a
nuclear g-factor gN . As before, we define ~h = ge ~H = h~ex and g̃N = gN/ge. Due to the mass
ratio of electrons and nuclei we expect the nuclear Zeeman term to be small g̃N ≈ 1/1000.
We will therefore use this value of g̃N unless noted otherwise. All numerical results are
shown for S = 1/2, I = 1/2 and the cubic lattice in d = 3 dimensions. We do not expect
qualitative changes for higher spins. We use J as unit of energy and focus on T = 0 unless
noted otherwise.
Figure 7.1: Sketch of the transverse-field Ising model with nuclear spins: electronic spins
(black arrows) are coupled by an Ising interaction J (blue dashed lines) to their
nearest neighbors and by the hyperfine coupling A (green lines) to nuclear spins
(red arrows). The angles θ(φ) quantify the deviation from the zero-field state
for the electronic (nuclear) spins. The model can be generalized to any space
dimension. Figure taken from Ref. [2].
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Figure 7.2: Cartoon of the mode hybridization at the phase transition hc(A) at small mo-
menta. Blue (yellow) indicates an electronic (nuclear) mode with negligible
hybridization and green a mode with significant hybridization. Without hyper-
fine coupling (left) the nuclear mode sits at g̃Nhc and does not interfere with
the electronic gap closing. At finite A hybridization between the modes sets in
at the level crossing (center) and extends down to ~k = ~0 at large enough values
of A (right).
As we have seen in Sec. 6.1 the purely electronic model shows a quantum phase transition
(QPT) from a ferromagnet to a field-polarized state at a critical field h0c = 2dJS. Accord-
ingly, the nuclear spins experience an effective field caused by the polarized electronic spins
and the externally applied field. The nuclear spins align with this field and thus constitute
a regular perturbation that will cause only small quantitative changes of the critical field,
but cannot change the phase diagram qualitatively, as described in the first scenario in
Sec. 5.4.
The nuclear Zeeman term defines another small energy scale beside the hyperfine coupling.
Depending on the relation of these two small scales ASI and g̃Nh
0
cI in the vicinity of the
phase transition we have to distinguish three different regimes.
I. A  2dg̃NJ : At the transition the nuclear spins are polarized along field direction
and hardly participate in the critical behavior. Therefore this case closely resembles
the purely electronic A = 0 case with a critical field shifted by the nuclear mean field
A〈Ix〉.
II. A ≈ 2dg̃NJ : The nuclear spins participate in the critical behavior, leading to strong
hybridization and a gapless mode with a significant weight in the nuclear sector, see
Fig. 7.2. In this case genuine nuclear criticality is observed. This regime is realistically
observable with hyperfine couplings of order A ≈ J/1000.
III. A > 2dg̃NJ : If the hyperfine coupling is large, qualitatively new behavior is seen, most
importantly a antiferromagnetic instead of ferromagnetic alignment of electronic and
nuclear spins at the phase transition. This regime is discussed in more detail in
Sec. 7.3.
Where appropriate the different regimes are highlighted by color in the following figures.
To describe the effect of the nuclear spins quantitatively we use linear spin-wave theory as
introduced in Sec. 6.1. Starting point for a quantitative description of these regimes is the
classical reference state of the electronic and nuclear spins. It can be found by solving the
mean-field Hamiltonian
HTIMF = −Jd(2S̄zSz − S̄2z )− ~h(~S + g̃N ~I) +A( ~̄S · ~I + ~S · ~̄I − ~̄S · ~̄I) (7.2)
with the electronic ~̄S = 〈~S〉MF and nuclear mean fields ~̄I = 〈~I〉MF. For justification see
App. D.2. The mean-field decoupling of the hyperfine coupling is reasonable as long as A
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is small enough to avoid singlet formation between electronic and nuclear spins. We will go
beyond this for the case of large A in Sec. 7.3. The mean-field solution can be parametrized
by two angles θ = arctan(〈Sx〉/〈Sz〉) and φ = arctan(−〈Ix〉/〈Iz〉) that quantify the deviation
from the z-polarized state realized at h = 0, see Fig. 7.1.
To compute the excitation spectrum and fluctuation corrections we rotate both spin species
by their respective angles to a new coordinate system in which they point along the z-
direction. Deviations from the reference state are then described by Holstein-Primakoff
bosons, analogous to the calculation in Sec. 6.1. Two types of bosons a and b are needed for
the electronic and nuclear spins, respectively. As before we limit ourselves to terms with up
to two bosonic operators, i.e., we do linear spin-wave theory and neglect interactions. Details
of the calculation are given in App. D. After a Fourier transform and a bosonic Bogoljubov
transformation this yields two modes with hybridized electron-nuclear character. We refer
to the upper mode at scale J as the electronic(-dominated) mode and the lower mode at
scale g̃Nhx as the nuclear(-dominated) mode.
Phase transition and order parameter
From linear spin wave theory we can compute observables such as the order parameter of
the quantum phase transition M = 〈Siz〉. The calculation is shown in App. D.4 and the
result is







The first term in the bracket is the contribution of the reference state while the second term
is a fluctuation correction which can be computed from the Bogoljubov transformation. In
a 1/S expansion the angle θ also obtains corrections which are not calculated here. In the
present case the fluctuation corrections are a factor 10−3 smaller than the reference state
contribution.
Results for the order parameter are shown in Fig. 7.3 (left panel) for three different values
of the hyperfine coupling. The shift of the critical field hc(A) is clearly visible. As we
are using a mean-field description the critical behavior is unchanged M ∝ (h − hc)β with
β = 1/2.
The dependence of this shift on the hyperfine coupling is shown in the right panel of the
figure. At small A (regime I, green shading) the shift is linear in A as can be understood
from the nuclear mean field adding to the effective field h− A〈Ix〉 acting on the electronic
spins. At larger values of A (regime II, blue shading) the shift grows faster than linear
and then decreases again (regime III, red shading). The boundary between regimes II and
III can be sharply defined, as we will discuss in more detail in Sec. 7.3, but the boundary
between I and II is gradual crossover.
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Figure 7.3: (a) Order parameter M as function of the transverse field, measured relative
to the position h0c of the QPT at A = 0, in the Ising model (7.1) for different
strengths of the hyperfine coupling A/J . The data follow a power law M ∝
(h − hc)β (dashed lines), with β = 1/2 as expected for mean-field theory. (b)
Shift of the critical field hc as function of hyperfine coupling. The shading
indicates the three regimes of A/(2dg̃NJ) as described in the text. Figure taken
from Ref. [2].
Excitation spectrum
The excitation spectrum of the purely electronic model was shown in Figs. 6.1 and 6.2.
Including nuclear spins gives an additional mode at low energies. This is shown for ~k = 0
as function of the transverse field h in Fig. 7.4. At finite hyperfine coupling the electron-
dominated mode ε2 at high energies gaps out while the nuclear-dominated mode ε1 at low
energies becomes gapless at the shifted phase transition hc(A). We define the electronic
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Figure 7.4: Excitation spectrum of the Ising model (7.1) at ~k = 0 as function of the trans-
verse field, measured relative to the position h0c of the QPT at A = 0, for
different values of A in regimes I/II. Panels (a) and (b) show the same data,
with (b) zooming into nuclear energy scales. Figure taken from Ref. [2].
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The electronic gap is shown as a function of hyperfine coupling in Fig. 7.5. At small A
(regime I) this gap is set by the nuclear Zeeman term, as can be understood from the
cartoon picture in Fig. 7.2. In regime II the gap is determined by the hyperfine coupling A.
This opens up an energy window between the nuclear mode at ε . g̃Nhc and the electronic
mode at ε > ∆el in which no excitations exists. The absence of excitation leads e.g. to a
drop of the heat capacity in the corresponding temperature interval. In regime III the gap
decreases, which is plausible considering the decreasing critical field.










Figure 7.5: Gap ∆el of the upper (electronic) mode at the QPT as function of hyperfine
coupling A for the Ising model (7.1). The shading indicates the three regimes
of A/(2dg̃NJ). Figure taken from Ref. [2].
Analogously we can also define a nuclear gap ∆nu = ε1(~k = ~0) and study it as function of
the transverse field h. This is shown in Fig. 7.6 (left panel). The gap can be estimated as
the cost of a nuclear spin flip, so it is set by the hyperfine coupling at small fields and by the
nuclear Zeeman term at fields g̃NhI & ASI. The crossover h∗ between the two mechanisms
is determined by the nuclear spins switching from ordered to field-polarized, see right panel.
The regimes I (green shading) and II (blue shading) differ by showing this crossover either
deep in the ordered phase h∗  hc or close to the transition h∗ ≈ hc.
Figure 7.6: (a) Energy gap of the lower (nuclear) mode as function of the transverse field
h for different hyperfine couplings A in the Ising model (7.1). (b) Spontaneous
electronic and nuclear magnetizations, 〈Sz〉 and 〈Iz〉, as function of h for different
A. Figure taken from Ref. [2].
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Figure 7.7: Dispersion of the nuclear mode in model (7.1) at intermediate A/J = 1.5×10−3
(regime II) for different field values ∆h = h − hc(A) close to the QPT. Panels
(a) and (c) show a zoom of the data in (b) according to the colored boxes (box
size not to scale). (a) The bandwidth away from the QPT scales as A2/J ; the
energy offset here is ε0 = 0.00207245. (c) At the QPT the gap closes linearly,
as expected for a transition with a non-conserved order parameter and z = 1,
while away from criticality the band minimum is quadratic. Figure taken from
Ref. [2].
Away from criticality the nuclear mode is cosine-shaped with a small bandwidth set by
A2/∆el because the nuclear bosons can only disperse via coupling to the electronic bosons,
see Fig. 7.7 (left panel). Accordingly the minimum which leads to the gap closing at hc is
very sharp (central panel). The expected linear dispersion at criticality, corresponding to a
dynamical exponent z = 1, and its high velocity is clearly visible in the right panel.
The excitation spectrum discussed in the last figures is not directly observable. However,
it is closely related to the dynamical susceptibility
χαβ(~k, ω) = −i
∫ ∞
−∞
dt eiωt〈TtSα(~k, t)Sβ(−~k, 0)〉 (7.4)
that can be measured in inelastic neutron scattering. Note that we consider the electronic
susceptibility here, so the nuclear modes enter only via hybridization. The calculation of
this quantity is detailed in App. D.4. In the non-interacting approximation employed here
the susceptibility consists of δ-peaks at the quasiparticle energies with a weight determined
from the Bogoljubov transformation. Results are shown in Fig. 7.8 at the quantum phase
transition in regime II. The energy interval without excitations as well as the hybridization
between electronic and nuclear modes is clearly visible in the inset.
Thermodynamics
From these considerations at T = 0 we can draw a qualitative phase diagram also at finite
temperatures, see Fig. 7.9. At high temperatures electronic quantum criticality is observable
just as in the model without nuclear spins. It is cut off below a temperature scale Tel which
is set by the gap of the electronic mode (Fig. 7.5). At lowest temperatures below Tnu nuclear
quantum criticality can be observed, with the scale Tnu set by the nuclear Zeeman term.
This phase diagram holds if Tel  Tnu, i.e., in regime II A ≈ 2dg̃NJ . For smaller A no
distinct electronic and nuclear quantum critical regimes appear because the hybridization
between the excitation modes is too weak (compare Fig. 7.2).
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Figure 7.8: Imaginary part of the transverse electronic dynamical susceptibility, Tr χ′′(~k, ω),
for the Ising model (7.1), as function of ~k and ω and calculated at the QPT with
intermediate hyperfine coupling A/J = 5×10−4. The color code shows the mode
weight on a logarithmic scale; the linewidth is artificial. The inset illustrates
the mode hybridization at small energies and wave vectors. Figure taken from
Ref. [2].
Figure 7.9: Schematic temperature–field phase diagram of the transverse-field Ising model
(7.1): The hyperfine coupling shifts the QPT from h0c to hc. While standard
electronic quantum criticality (QC) is observable at elevated temperatures, this
is cut off below a scale Tel by hyperfine effects. A novel regime of nuclear
quantum criticality emerges below a scale Tnu. This phase diagram applies to
regime II with A ≈ 2dg̃NJ . For small A 2dg̃NJ no distinct regime of nuclear
criticality exist, for details see text. Figure taken from Ref. [2].
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The different quantum critical regimes are visible for example in the heat capacity. Below
the upper critical dimension d ≤ d+c it obeys a critical power law C = κT d/z with space
dimension d and dynamical critical exponent z, which take the values d = d+c = 3 and
z = 1 in the present case. For d = d+c logarithmic corrections to this power law occur. The
prefactor κ is determined by the density of states at low energy, i.e., by the velocity v of the
critical mode as κ ∼ v−d/z, see App. D.4. We can extract these velocities from our numerical
results by linear fits to the dispersion. For example, at A/J = 1.5 · 10−3 and h = hc(A)
we find vel = 1.21J from a fit to the electronic mode in the interval k ∈ [π/10, π/4] and
vnu = 0.07J from a fit to the nuclear mode in the interval k ∈ [0, π/90]. Thus we find a
ratio κnu/κel = 5 · 103 of the prefactors of the critical power laws. Due to the absence of
excitations in this energy window the specific heat is small between Tel and Tnu which allows
the crossover between the two distinct quantum critical regimes.
In the schematic phase diagram the phase boundary of the ordered phase was sketched as
a simple mean-field square root. Hyperfine coupling can lead to more complex temperature
dependence where Tc(h) shows inflection points and a “nose” extending to higher fields
at low temperatures. In this project we only performed calculations at T = 0, but we can
estimate Tc from the size of the mean field 〈Sz〉 at T = 0. At the boundary between regimes
II and III 〈Sz〉 develops two inflection points, see Fig. 7.10, which are then expected to be
visible also in the phase boundary. This is indeed seen in the phase diagram of LiHoF4, as
we will discuss in detail in Part III. Note that the lowest-lying crystal field states in this
compound are not Kramers partners, so non-Kramers physics lead to strong quantitative














Figure 7.10: The electronic mean field at A & 2dg̃NJ = 0.006 shows inflection points as
function of transverse field, leading to a sharp increase of the critical field.
This occurs at the boundary between regimes II and III and will be discussed
in more detail in Sec. 7.3.
7.2 Smeared transitions: coupled-dimer magnets
As an example for the second scenario in Sec. 5.4 where the disordered phase is destroyed
in favor of nuclear-spin-induced order we now consider the coupled-dimer model introduced
in Sec. 6.2. We add nuclear spins ~Iim to the system of electronic spins ~Sim which is then
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Figure 7.11: The purely electronic dimer model of Fig. 6.3 is augmented by nuclear spins
(red arrows) which are coupled with a Heisenberg-type hyperfine coupling A
(green) to the electronic spins. Figure taken from Ref. [2].




~Si1 · ~Si2 + J‖
∑
〈in〉,m
~Sim · ~Sjm +A
∑
i,m
~Sim · ~Iim. (7.5)
Again, i, n ∈ {1, 2, ..., N} are site indices and m ∈ {1, 2} is a layer index. The intradimer
(J⊥), interdimer (J‖) and hyperfine (A) coupling are all assumed to be of Heisenberg type
and antiferromagnetic (≥ 0). The system is sketched in Fig. 7.11. All numerical results are
shown for S = 1/2, I = 1/2 and the cubic lattice in space dimension d = 3. We focus on
T = 0 unless noted otherwise and use J⊥ as unit of energy.
As discussed in Sec. 6.2 without nuclear spins the system shows a quantum phase transi-
tion from a dimer phase made up of on-site singlets (~Si1, ~Si2) at small q = dJ‖/J⊥ to an
antiferromagnet at large q. The second-order phase transition occurs at q0c = 1/2 in our
approximation. Since the disordered dimer phase neither has magnetic dipole moments nor
an external field, the nuclear spins experience no effective field and thus the hyperfine cou-
pling constitutes a singular perturbation due to the large degeneracy of the nuclear spins.
They experience an effective interaction ∼ A2/∆el mediated by electronic fluctuations with
the electronic gap ∆el. This effective interaction oscillates as a function of distance and,
on unfrustrated lattices like the cubic lattice considered here, leads to antiferromagnetic
order of the nuclear spins with the same ordering vector ~Q = (π, π, π) of the electronic
order at q > q0c . The nuclear order induces a weak polarization of the electronic singlets, as
hinted by the black arrows in Fig. 7.11. The disordered phase is thus replaced by a weak
antiferromagnet, turning the phase transition into a crossover.
To describe this model quantitatively, we use bond-operator theory for the electronic spins,
see Sec. 6.2 and App. E.1. The antiferromagnetically ordered nuclear spins induce an




~Sim. As argued above, the nuclear spins show order at all values of q and can thus be
reasonably described with linear spin-wave theory. We use the perfect antiferromagnet
~Iim = e
i ~Q~ri(−1)mI~ez as a classical reference states for the nuclear spins. Deviations from
this reference state can be parametrized with Holstein-Primakoff bosons, with two boson
species a and b needed to describe fluctuations of the nuclear spins in the layers m = 1 and
m = 2, respectively, see App. E.3.
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Thus we obtain a problem of five coupled boson species t̃x, t̃y, t̃z, a, b, that again takes
the form H(0) + H(1) + H(2) + ... with H(n) containing n boson operators. We treat this
Hamiltonian on the non-interacting level n ≤ 2 (harmonic approximation/linear spin-wave
theory) and neglect interaction terms. Luckily, the boson species decouple as t̃x, a− b and
t̃y, a+b and t̃z, so the problem splits into three separate Bogoljubov transformations. Details
of this calculation are given in App. E.4. By symmetry the excitation spectra obtained for
t̃x, a− b and t̃y, a+ b are the same.
This approach is valid as long as the hyperfine coupling is small enough A  J⊥ that
entanglement between electronic and nuclear spins can be neglected. If A were large, singlet
formation between the two spin species (~Sim, ~Iim) would invalidate the ansatz of a product
state between a (rotated) singlet of electron spins and polarized nuclear spins.
Order parameter
Analogous to the bond-operator calculation of the purely electronic model in Sec. 6.2 the
first step is to determine the rotation parameter λ from a minimization of the constant term
in the Hamiltonian H(0) (App. E.2). This results in the functional dependence λ = λ(q, A)
shown in Fig. 7.12. As we will see below the rotation parameter is very closely related to
the staggered magnetization as the order parameter of the AFM phase. The finite values
of λ at q < q0c and A > 0 thus indicate antiferromagnetic order in the formerly disordered
dimer phase at q < q0c and A = 0, as argued qualitatively in Sec. 5.4: the coupling to
nuclear spins destroys the disordered phase in favor of nuclear-spin-induced order. The
nuclear-spin-induced staggered magnetization grows linearly in A. Instead of a quantum
phase transition only a crossover remains which gets increasingly smeared out at larger
hyperfine coupling.











Figure 7.12: Rotation parameter λ as function of interdimer coupling q for different values
of the hyperfine coupling A in model (7.5). Finite A smears the transition from
the paramagnetic phase (λ = 0) to the AFM phase (λ 6= 0) into a crossover
by inducing weak AFM order λ ∼ A in the formerly disordered phase. Figure
taken from Ref. [2].
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~Q~Ri(〈Si1,z〉 − 〈Si2,z〉) (7.6)
as the order parameter of the electronic quantum phase transition can be computed. The













The first term is the product state contribution. At small λ, the order parameter is propor-
tional to the rotation parameter Mst ∼ λ. The second term is the fluctuation correction.
Note that at higher orders the rotation parameter λ also obtains a fluctuation correction
that will not be computed here.
The staggered magnetization including the fluctuation correction is shown in Fig. 7.13 at
the position of the former quantum phase transition q0c as function of an external staggered
field hst. This staggered field is conjugate to the order parameter and at A = 0 induces
a finite magnetization Mst ∼ h1/δst at criticality, with the mean-field exponent δ = 3 (blue
curve in left panel). At finite hyperfine coupling this critical power law is cut off below
a crossover field h∗st ∼ A (right panel). To lowest order the hyperfine coupling to AFM
polarized nuclear spins has the same effect as an external staggered field. Accordingly, at
the position of the former quantum phase transition q0c the staggered magnetization grows
as Mst ∼ A1/δ. A similar analysis can be done for the critical power law Mst ∼ (q−q0c )β. We
find the mean-field exponent β = 1/2 and a crossover to a constant value at δq∗ ∼ A1/(δβ)

























Figure 7.13: (a) Electronic staggered magnetization Mst (7.6) of the coupled-dimer model
at q = q0c as function of the external staggered field hst for hyperfine coupling
A = 0, which shows the critical power law Mst ∼ h1st/δ, and A 6= 0, which
shows a crossover from the critical power law to a hyperfine-induced constant.
(b) Crossover field strength h∗st, where the relative difference of Mst for A = 0
and A 6= 0 is larger than 10%, as function of A; the position of h∗st is also
marked by vertical dashed lines in (a). Figure taken from Ref. [2].
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Excitation spectrum
Once the rotation parameter λ is known, the excitation spectrum can be determined by di-
agonalizing H(2) with a numerical Bogoljubov transformation. Details are given in App. E.4.
The transverse modes hybridize electronic triplons t̃x, t̃y with the nuclear Holstein-Primakoff
bosons a± b. Unless the electronic gap is small (A small, q ≈ q0c ) the hybridization is weak,
so we can still clearly identify electron-dominated and nuclear-dominated modes and in the
following will simply call them electronic and nuclear modes in spite of their hybridized
character.
A first overview of the results is given in Fig. 7.14 for the cases without and with nuclear
spins. The coupling to nuclear spins gaps out the electronic modes for all values of the
interdimer coupling q while the nuclear modes are the Goldstone modes of the AFM order
with ordering wave vector ~Q. The double degeneracy of the transverse and nuclear modes
reflects the residual U(1) symmetry of the ordered state. Interestingly, there is an energy
window Wnu < ε < ∆el between the nuclear modes with bandwidth Wnu and the electronic
modes above the electronic gap ∆el in which no excitations exist. The absence of exci-
tations leads to a drop in the specific heat at temperatures Wnu . T . ∆el which is an
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Figure 7.14: Mode energies of the dimer model (7.5) at the ordering wave vector ~k = ~Q (a)
without nuclear spins (see also Fig. 6.6) and (b) with finite hyperfine coupling
to nuclear spins. Figure taken from Ref. [2].
The gap of the electronic mode ∆el is shown in more detail in Fig. 7.15 (left panel) as
function of the hyperfine coupling. In the former dimer phase q < q0c the triplons are
already gapped without hyperfine coupling ∆el ∼ A0. In the former AFM phase q > q0c
the gap is caused by the hyperfine coupling and grows as ∆el ∼ A1/2, while at the former
quantum phase transition q0c = 1/2 we find ∆el ∼ A1/δ. Both exponents arise from the
structure of the Bogoljubov transformation (App. E.4). Thanks to the fractional exponents
the electronic gap ∆el can be much larger than the hyperfine coupling A itself, making it
realistically observable even in systems with small A.
The right panel of Fig. 7.15 shows the bandwidth of the nuclear mode Wnu. Its behavior as
function of the hyperfine coupling A can be understood from the energy cost of a nuclear
spin flip ∼ AMst against the background of the staggered magnetization. Accordingly, Wnu
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grows as Wnu ∼ A · A, Wnu ∼ A · A1/δ and Wnu ∼ A · 1 at q < q0c , q = q0c and q > q0c ,
respectively. In both panels the crossover between these different power laws near q0c is
clearly visible. For small A < |q− q0c |νz with νz = 1/2 the exponents of the stable phase at








































Figure 7.15: (a) Gap of the triplon-dominated mode ∆el and (b) bandwidth Wnu of the
nuclear-dominated mode, shown as function of hyperfine coupling A/J⊥, for
different values of q in model (7.5). Different behavior is seen for q < q0c = 1/2,
q = q0c , and q > q
0
c , for details see main text. Figure taken from Ref. [2].
Not only the bandwidth of the nuclear mode, but also the form of the dispersion changes
as function of the interdimer coupling q. This is shown in Fig. 7.16. At small q, the
weak coupling between dimers leads to short-range interactions between the nuclear spins
and therefore to a typical, cosine-shaped dispersion with a small velocity of the Goldstone
mode. At large q, however, the interaction becomes long-ranged and results in an anomalous
dispersion shape with a very large velocity of the Goldstone mode, leading to a very sharp
minimum at the ordering wave vector ~Q = (π, π, π).


















Figure 7.16: Dispersion of the nuclear-dominated mode, normalized to its bandwidth, for
different q in the coupled-dimer model (7.5) at fixed hyperfine coupling A/J⊥ =
10−2. As q increases, the long-ranged effective interaction between the nuclear
spins leads to an increasingly anomalous dispersion. Figure taken from Ref. [2].
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Another perspective on the same observation is that at large q the system exhibits strong
AFM order, so nuclear spin flips are strongly punished – except at ~k = ~Q, as a simultaneous
spin flip of all spins costs no energy. This minimum at ~k = ~Q gets broadened if q is reduced
because the antiferromagnetic order is weakened. Note that the “nuclear” mode around
~k = ~Q contains significant triplon contributions, so the names nuclear-dominated mode
(Goldstone mode at A 6= 0) and triplon-dominated (not Goldstone mode at A 6= 0) would
be more appropriate. The velocity of the Goldstone mode crucially determines the heat
capacity at very low temperatures, so this change of the dispersion shape should be visible
in measurements of the heat capacity as function of q. However, experimentally it will be
difficult to reach low enough temperatures T < Wnu.
A standard experimental tool to study magnetic phase transitions is neutron scattering,
which amounts to measuring the dynamic structure factor S(~k, ω). By the fluctuation-
dissipation theorem it is related to the imaginary part of the electronic dynamical suscep-
tibility
χαβ(~k, ω) = −i
∫ ∞
−∞
dt eiωt〈TtSα,c(~k, t)Sβ,c(−~k, 0)〉 (7.8)
with the components α, β ∈ {x, y, z} and the channel c ∈ {e, o} defined as even Sα,e =
Sα,1 + Sα,2 and odd Sα,o = Sα,1 + Sα,2. We assume here that the direct contribution of the
nuclear spins is limited to very small energies and can be therefore disentangled from the
electronic contribution. [127] This observable can be calculated theoretically by inserting
the representation of the electronic spins in terms of triplon operators and expressing the
triplon operators with Bogoljubov quasiparticles. Again, for details see App. E.5. On the
level of the non-interacting approximation we are using here, this results in a susceptibility
with δ-peaks at the quasiparticle energies. Due to hybridization of the modes the electronic
susceptibility also has a finite, but small weight in the nuclear-dominated modes. The
weight is negligible except at q ≈ q0c and small A where triplon- and nuclear-dominated
modes are close in energy.
In unpolarized neutron scattering the trace of the susceptibility tensor is measured, so
this quantity is shown in the odd channel in Fig. 7.17. The most striking feature is the
incomplete mode softening, i.e., the finite gap ∆el of the electronic mode both at q = q
0
c
and at q > q0c . The Bragg peak indicating AFM order NM
2
stδ(ω)δ~k, ~Q is not included in the
plot.
Thermodynamics
It would be interesting to study the system also at finite temperature, e.g. looking at the
heat capacity. The heat capacity of a system of non-interacting bosons can be computed
easily enough. However, there are two obstacles to calculating the heat capacity of the
coupled-dimer system:
• At finite temperature T 6= 0 the temperature dependence of the rotation parameter
λ = λ(T ) needs to be taken into account. For example, at temperatures above the
Neél temperature TN the rotation parameter must vanish to describe the thermally
disordered phase. Extending bond operator theory to finite temperature is possible,
but beyond the scope of this work. [179]
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(a) q = 0.5






(b) q = 0.8
1 3 10 1 1.75 2.5
Figure 7.17: Imaginary part of the electronic dynamical susceptibility, Tr χ′′αβ(
~k, ω), of the
coupled-dimer model (7.5) as function of ~k and ω in the odd channel at A/J⊥ =
0.01 and two values of the intradimer coupling q. The color code shows the
mode weight on a logarithmic scale; the linewidth is artificial. The hyperfine
coupling leads to a finite electronic gap both (a) at the former critical point
q0c = 0.5 and (b) in the former AFM phase q > q
0
c . The degeneracy of the
electronic modes, present for q ≤ q0c and A = 0, is lifted for finite A, see also
Fig. 7.14. The weight of the nuclear mode is significant only very close to the
ordering wave vector, comparable to the inset of Fig. 7.8. Figure taken from
Ref. [2].




iαt̃iα ≤ 1 and for
the nuclear bosons by the limit of validity of the Holstein-Primakoff transformation
2I. This is not captured in the non-interacting approximation. In this approximation
the heat capacity would increase monotonically with temperature because more and
more bosons can be created to absorb heat, while in the full model the heat capacity
drops when the maximal number of bosons has been reached.
Nevertheless we can draw a qualitative phase diagram and to estimate the relevant scales
as function of the hyperfine coupling A from our T = 0 results. This is done in Fig. 7.18.
At high temperatures, electronic criticality as in the model without nuclear spins can be
observed, e.g. the critical power law in the heat capacity C ∼ T d/z valid in d . d+c = 3.
The electronic critical behavior is cut off at the scale T . Tel which is set by the electronic
gap Tel ∼ ∆el ∼ A1/δ. Note that at small A the electronic gap J2/3⊥ A1/3 is much larger than
the hyperfine coupling A itself and thus considerably easier to observe in real materials.
Below this threshold temperature scale, the influence of the nuclear spins is not negligible.
It leads to AFM order at all values of q with a Neél temperature TN that can be estimated
at q ≤ q0c from the nuclear bandwidth Wnu. Experimentally accessible signatures of this
phenomenology are a finite gap of the electronic mode in neutron scattering and a drop
of the heat capacity below Tel. If the heat capacity can be measured down to very low
temperatures (e.g. T < 10−3J⊥ at A = 10
−2J⊥), the effect of the anomalous nuclear
dispersion could be seen.
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Figure 7.18: Schematic phase diagram of the coupled-dimer model (7.5): In the presence
of a finite hyperfine coupling A the disordered phase is replaced by a weak
antiferromagnet, turning the quantum phase transition at q0c into a crossover.
The electronic quantum criticality is cut off below a scale Tel set by the triplon
gap. The Néel temperature TN for q ≤ q0c is determined by A. Figure taken
from Ref. [2].
7.3 Additional transitions due to nuclear spins
So far the discussion has been focused on the limit of small hyperfine coupling. At large
hyperfine coupling additional effects can occur, as we will discuss here in the case of the
transverse-field Ising model of Sec. 7.1.
In the Ising model the nuclear Zeeman term adds another small energy scale, so a realistically
accessible case is the regime III in which the hyperfine coupling A & 2dg̃NJ dominates over
the nuclear Zeeman term. This threshold A ≶ 2dg̃NJ changes the orientation of the nuclear
spins close to the transition as they can be either be field-polarized (〈Ix〉 > 0), as favored
by the Zeeman term, or anti-aligned to the field-polarized electronic spins (〈Ix〉 < 0), as
favored by the hyperfine coupling. At large enough fields the nuclear Zeeman terms always
wins, so at A & 2dg̃NJ an additional phase transition from a field-polarized electronic state
with antiparallel nuclear spins (AFP) to a fully field-polarized state with parallel nuclear
spins (PFP) can occur.
Sample results at large A are shown in Fig. 7.19. We find that instead of a direct transition
from an antiparallel field-polarized phase to a parallel field-polarized phase two transitions
with an intermediate ordered phase occur. This recurrent order is mainly carried by nuclear
spins (right panel): since the nuclear Zeeman term and the hyperfine coupling compensate
each other ASI ≈ g̃NhI, the nuclear spins are susceptible to the weak ferromagnetic in-
teraction ∼ A2/J mediated by the electronic Ising coupling. The ordered corridor gets
narrower as the field increases because the weak electronic order is punished more strongly,
see Fig. 7.20.
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Figure 7.19: Results for the transverse-field Ising model illustrating the distinct behavior
in regimes II and III, here for g̃N = 0.05. (a,b) Phase diagram as function of
transverse field h and hyperfine coupling A, with the color codes corresponding
to (a) the z-component 〈Sz〉 of the electronic spin and (b) the x-component
〈Ix〉 of the nuclear spin. Dotted lines are phase boundaries; the horizontal
dashed line corresponds to A = 2dg̃NJ separating regimes II and III. At low
fields, the electronic spins exhibit ferromagnetic order (FM). At high fields, two
field-polarized phases with nuclear spins parallel (PFP) or antiparallel (AFP)
to the electronic spins occur. AFP and PFP are separated by a corridor of FM
order mainly carried by nuclear spins at AS ≈ g̃Nhx. (c) 〈Sz〉 (full) and 〈Iz〉
(dotted) as function of field for different fixed A/J . Figure taken from Ref. [2].
















Figure 7.20: Same data as in Fig. 7.19 (g̃N = 0.05), but now the electronic order 〈Sz〉 is
shown as function of the hyperfine coupling A for different field strength h.
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For these last two figures we used an uncharacteristically large nuclear Zeeman coupling
g̃N . At smaller values of g̃N the behavior is qualitatively the same, but the ordered corridor
between the AFP and PFP phase is narrower, compare Fig. 7.21. This is reasonable because
at small g̃N the recurrent order occurs at smaller values of A where the induced coupling






















































Figure 7.21: As in Fig. 7.19, but for a smaller nuclear g-factor g̃N = 0.01. The phase
diagram is qualitatively similar, but the ordered corridor is much narrower.
For large A the mean-field decoupling of the hyperfine coupling in Eq. (7.2) is not jus-
tified anymore because singlet formation between electronic and nuclear spins may not
be negligible. Accordingly, all results in this section were obtained from including the
nearest-neighbor Ising interaction on a mean-field level while treating the on-site problem
of electronic and nuclear spins exactly,
HTIMF,loc = −Jd(2S̄zSz − S̄2z )− ~h(~S + g̃N ~I) +A~S · ~I. (7.9)
The ground state of this mean-field Hamiltonian is thus not a classical reference state
as characterized by the angles θ, φ and the excitation spectrum cannot be calculated in
the same way as in Sec. 7.1. In this section we therefore limit ourselves to a mean-field
description without Gaussian fluctuations. In Fig. 7.22 it is shown that in regime I and II
the mean-field decoupling used in Sec. 7.1 is a good approximation, but in regime III the
full quantum-mechanical interaction should be taken into account, as done here.
Since in real materials the nuclear Zeeman term is small, the recurrent order will be difficult
to observe experimentally. Moreover, as it is a second-order effect in the hyperfine coupling
A other mechanisms not present in this simple model may be dominant. Interestingly, the
paradigmatic transverse-field Ising magnet LiHoF4 is in regime III with antiferromagneti-
cally aligned nuclear spins near the quantum phase transition at Bc ≈ 5.1 T. The transition
to the fully field-polarized field occurs at around 300 T, but without recurrent order due
to crystal field effects. This material is discussed in detail in part III, and the polarization
transition at very high fields is addressed in Sec. 9.3.
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Figure 7.22: Nuclear spin expectation value close to the phase transition for g̃N = 0.001 and
different values of A, with the dashed lines calculated with a mean-field de-
coupled hyperfine coupling, Eq. (7.9), and the full lines with the full quantum-
mechanical hyperfine coupling, Eq. (7.2). For A & 2dg̃NJ = 0.006 J con-
siderable deviations occur. Note that this is the same regime shown for the
electronic spins in Fig. 7.10.
7.4 Exotic magnetic quantum phase transitions plus nuclear spins
Beyond the conventional transitions to symmetry-breaking ordered phases there are also
exotic transitions to spin liquid phases or deconfined quantum phase transitions, as intro-
duced in Sec. 6.3. These transitions will also be affected by the presence of nuclear spins,
as we will discuss on a qualitative level now.
Spin liquids and hyperfine coupling
Before we can discuss transitions to spin liquid states, the first step must be to discuss the
fate of the spin liquid phase in the presence of nuclear spins. To find out whether nuclear-
spin-induced order can occur we need to look at the RKKY interaction between the nuclear
spins which is mediated by the spin liquid. As introduced in Sec. 5.3, this interaction is
proportional to the electronic susceptibility which, according to the Kubo formalism, is
given by the spin-spin correlation function.
In the case of the Kitaev model it is known analytically that static spin-spin correlations
are limited to nearest neighbors. [180] Accordingly, the RKKY interaction mediated by the
Kitaev spin liquid is a nearest-neighbor interaction between nuclear spins. As we assume
Heisenberg-like hyperfine coupling, the induced interaction will inherit the bond-directional
Ising form of the electronic interactions. This means that the nuclear spins interact via
Kitaev interactions just like the electronic spins, and consequently form a spin liquid as
well. We therefore expect that the Kitaev spin liquid is stable with respect to hyperfine
coupling to nuclear spins and transitions to this spin liquid state will remain intact, similar
to the situation in the transverse-field Ising model of Sec. 7.1.
The situation is different in the other models introduced in Sec. 6.3 such as the nearest-
neighbor Heisenberg model on the kagome lattice. In these models the spin-spin correlations
are not limited to nearest neighbors and therefore mediate a long-range RKKY interaction
between the nuclear spins, as studied in Ref. [181]. Due to this interaction the nuclear
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spins might order, which could destroy the electronic spin liquid state in favor of nuclear-
spin-induced order. However, since we are considering two-dimensional models, the nuclear
order can be unstable to fluctuations. For stable nuclear order the magnon spectrum as
computed in linear spin-wave theory around the ordered state must be either gapped or
linear in momentum q. The authors of Ref. [181] conclude that the nuclear order in the
nearest-neighbor Heisenberg model on the kagome lattice is unstable at finite temperatures.
Corrections to their approximation of the susceptibility and additional perturbations such
as anisotropies or external field can change this conclusion. This shows that the question
of nuclear order in spin-liquid systems is very complex and generic statements about its
stability are not possible.
If the nuclear order is unstable, the quantum spin liquid remains qualitatively intact and as
in the Kitaev honeycomb model the hyperfine coupling can only shift the transition slightly,
similar to the scenario of Sec. 7.1. If stable nuclear order exists at finite temperatures, the
quantum spin liquid will be destroyed similar to the dimer phase in Sec. 7.2. In this case, the
criticality at transitions to the (former) spin liquid phase will be cut off below the scale set
by the nuclear-spin-induced order. The nuclear-spin-induced order need not be same kind
of order as the unperturbed phase on the other side of the transition, especially because the
highly frustrated electronic systems that host spin liquid states usually have complex and
nearly degenerate ordering patterns. If the order parameters are not the same, a first-order
transition is the most likely scenario at lowest temperatures.
Deconfined quantum criticality and hyperfine coupling
We will focus on deconfined quantum phase transition from a valence-bond solid to an
antiferromagnet. As the valence-bond solid is made up of singlets the nuclear spins do
not experience any effective field and thus are susceptible to order. The electron-mediated
interaction favors antiferromagnetic order of the nuclear spins, so by back action on the
electronic spins the valence-bond solid will be destroyed in favor of a weak antiferromag-
net. Since the nuclear-spin-induced order is weak, the spontaneous dimerization of the
electronic state will persist and coexist with the magnetic order. Thus this phase breaks
both translational symmetry and spin rotation symmetry. Accordingly the transition from
the antiferromagnet is a normal order-disorder transition where the translational symme-
try is spontaneously broken. The deconfined quantum criticality will be cut off on nuclear
energy scales, and a lowest temperatures only the conventional quantum critical point of a
dimerization transition remains.
7.5 Conclusions and outlook
In this project we investigated the effect of nuclear spins on magnetic quantum criticality.
We distinguished two main scenarios depending on the stability of the disordered phase with
respect to hyperfine coupling. If the disordered phase exhibits an effective field caused by
aligned electronic spins or an external field, the nuclear spins align along this effective field
and lead to shift of the quantum phase transition. If the disordered phase has no such field,
the dominant effect is the electron-mediated interaction between the nuclear spins, which
may lead to nuclear-spin-induced order and thus smear the transition into a crossover. We
investigated both scenarios on paradigmatic models and extracted the relevant crossover
scales. The most important experimental signature is a gapped electronic mode where the
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gap can be considerably larger than the bare hyperfine coupling and which is therefore
accessible in inelastic neutron scattering and specific heat measurements. We concluded
with a discussion of hyperfine-induced additional transitions and the influence of nuclear
spins on criticality beyond Landau’s paradigm of symmetry-breaking order. Building on
the results of this project several promising directions for further research come to mind.
• The theoretical predictions of this work can be tested experimentally. One prime
example is the incomplete mode softening seen in neutron scattering on LiHoF4. [119,
120, 121] Similar experiments with neutron scattering, microwave absorption and also
more accessible heat capacity measurements on other magnetic compounds with large
nuclear dipole moments could be compared with our theoretical estimates. Suitable
candidates can be 4f ions since they usually have small exchange couplings and can
host large nuclear dipole moments (see also Tab. 5.1). Special attention ought to be
paid to non-Kramers ions since this might enhance the effects of nuclear spins.
• The effect of nuclear spins on spin liquids needs further investigation. With the
formalism used in Ref. [181] the RKKY interaction mediated by the spin liquid
between the nuclear spins can be computed for specific models. Potential nuclear order
and its stability can then be investigated. This is relevant for the experimental search
for spin liquid materials because nuclear spins are present in nearly every material and
disturb the idealized electronic models often used. The cut-off of electronic quantum
criticality at transitions from the spin liquid phase might be used as evidence for the
importance of nuclear spins.
• In Ref. [182] unusual thermodynamics in the heavy-fermion material CeRu2Si2 was
reported at very low temperatures T < 50 mK. This material is known to exhibit
a pressure-driven quantum phase transition to an antiferromagnet, and the authors
interpret their measurements as signatures of an additional quantum critical point
whose nature is unclear. Although the nuclear magnetic moments of ruthenium are
small (0.64µN for
99Ru and 0.72µN for
101Ru), nuclear spins are a possible explanation
for the additional transition.
• The authors of Ref. [183] report calorimetric evidence that in Cr(diethylenetriamine)
(O2)2·H2O hydrogen nuclear spins frozen in a non-equilibrium state at high temper-
atures are annealed by quantum fluctuations near the field-driven quantum critical
point. It would be interesting to investigate this claim theoretically, starting from the
model in Ref. [184], and elucidate whether similar behavior can be found in other
compounds.
• This project was focused on the effect of nuclear spins on magnetic phase transition
and the possibility on nuclear-spin-induced order. In some materials nuclear spins
can have more complex effects on the electronic spins, one example being the dipolar
kagome ice Ho3Mg2Sb3O14. In Ref. [185] the authors argue that the nuclear spins drive
this compound into a highly unusual low-temperature state with spin fragmentation
and single-ion quantum fluctuations. This calls for detailed investigations of specific
spin ice models and their experimental realizations, e.g. in Pr2Zr2O7 or Ho2Ti2O7.
This outlook highlights that, although often neglected, nuclear spins can have important
and measurable consequences on magnetic phases and their transitions. In the future the
advancement of high-resolution experimental techniques at lowest temperatures will only
add to the importance of keeping nuclear spins in mind for the correct interpretation and




Domain-driven phase transitions in easy-axis
ferromagnets
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In this chapter we state the main goal of this project, which is to understand an unex-
pected phase transition observed experimentally in an easy-axis ferromagnet in tilted fields
(Sec. 8.1). The specific material LiHoF4 used in the experimental study and the current
state of the relevant literature is presented in Sec. 8.2. The presence of a phase transition
in tilted fields cannot be described with a theory involving only the microscopic degrees of
freedom (Chap. 9), but instead needs to include mesoscopic domain formation (Chap. 10).
The main experimental and theoretical results of this project (Secs. 8.1 and 10.2 – 10.8)
are currently prepared for a joint publication as Ref. [3].
8.1 Easy-axis ferromagnets in tilted fields
One of the simplest model systems that shows a quantum phase transition is the transverse-
field Ising model, which was introduced in Sec. 6.1. It describes a ferromagnet with
an easy axis, which we will call z in the following, subjected to an external field ~B =
(B cosφ, 0, B sinφ), as sketched in Fig. 8.1. For an external field perpendicular to the easy
axis (φ = 0) the system at low temperatures undergoes a phase transition from a ferro-
magnet with finite spin expectation value along the easy axis 〈Jz〉 6= 0 to a field-polarized
paramagnet with 〈Jz〉 = 0. The Hamiltonian of the system at φ = 0 is invariant under
the transformation Jz → −Jz, and this Ising symmetry is spontaneously broken in the fer-
romagnetic phase. The system can be easily described in Landau theory as a free energy
functional F (M ;φ = 0) = aM 2 + bM 4 with the magnetization M along the easy axis as a
scalar order parameter. The sign change of the parameter a ∼ B−Bc signals the quantum
phase transition at Bc. The ferromagnet is destroyed by thermal fluctuations above a Curie
temperature Tc.
If the external field is tilted away from the transverse direction (φ 6= 0), the finite longitu-
dinal component explicitly breaks the Ising symmetry. On the level of Landau theory this




Figure 8.1: Definition of the angle φ under which the external field ~B is applied. Figure
taken from Ref. [3] (modified).
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Independent of the sign of the quadratic term a the minimum of this free energy functional
is always located at a finite order parameter M 6= 0. Instead of a quantum phase tran-
sition only a crossover from large |M | at small fields to small |M | at large fields remains.
Accordingly the free energy and its derivatives, for example the susceptibility, should show
a smooth analytic dependence on field strength in the case of a tilted field.
A material that is cited as a textbook realization of the transverse-field Ising model is
LiHoF4. [10] As such, the qualitative argumentation of the previous paragraph should
hold, and upon tilting the external field the phase transition should turn into a crossover.
Experimental measurements of the transverse ac susceptibility prove that this is not the
case.
The susceptibility was measured by applying a small oscillating field Bac = 13 mT with a
frequency f = 511 Hz along the easy axis, 1 i.e., transverse to the static external field B
at φ = 0, and observing the change of the easy-axis magnetization by the induced voltage
in a secondary pair of coils. This voltage difference is proportional to the zz-component of
the ac susceptibility of the sample, so it can be normalized e.g. to a appropriate zero-field
value. The frequency of the ac field is small compared to the microscopic energy scales
of the system, and the measured susceptibility may be considered as the quasistatic limit.
This interpretation is supported by a very weak dependence on the frequency of the ac field.
The measurements were performed on a commercially grown single crystal of LiHoF4 in the
shape of a sphere with radius of 5 mm. [3, 186, 187]
Representative experimental results at a temperature shortly below the Curie temperature
are shown in Fig. 8.2. In transverse fields φ = 0 the real part of the susceptibility shows a
kink at the phase transition, while in tilted fields φ > 0 the kink is replaced by a jump. The
jump is slightly rounded, but clearly discernible even for small angles. It is accompanied
by a sharp peak in the imaginary part. Despite the explicit breaking of the Ising symmetry
the system shows a clear phase transition in tilted fields, not a crossover as argued above
from Landau theory. The phase transition is of a different type than in transverse field, as


























Figure 8.2: Real (left) and imaginary part (right) of the dynamic transverse susceptibility
as function of field B at T = 1.2 K for different angles. Replotted from Ref. [3].
1Experimental inaccuracies lead to a slight misalignment of Bac with the easy axis of approximately 2
◦,
independent of the angle φ of the static external field.
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Figure 8.3: Real part of the transverse ac susceptibility as function of field B and temper-
ature and four different angles. The red (white) line shows the phase boundary
at the current angle (φ = 0◦). Figure taken from Ref. [3] (modified).
The position of the jump in the susceptibility can be tracked as function of temperature,
which gives rise to the phase diagrams shown in Fig. 8.3. It is striking how small tilt
angles dramatically destabilize the ordered phase: A slight misalignment of 5◦ between the
external field and the hard axis nearly halves the critical field. Not only the critical field
changes with angle, but also the form of the phase boundary gets modified as the upturn
at low temperatures vanishes at φ ≥ 5◦. No significant hysteresis was found, neither in
the susceptibility nor in magnetization measurements performed on the same sample. This
indicates a clean single crystal with a low concentration of impurities. Moreover, the strong
quantum fluctuations hinder pinning to defects and help to overcome energy barriers to
domain formation and movement.
These measurements pose several intriguing questions:
• Why is there a sharp phase transition in tilted field? What is the nature of this
transition?
• Why is the system so sensitive to small changes of the angle?
• Why does the form of the phase boundary change with angle?
• In how far is the observed behavior specific to LiHoF4? Under which conditions is a
similar phenomenology expected in other compounds?
The aim of this project is to provide a theoretical understanding of these issues. Before
attempting a theoretical description in Chap. 9 and 10 we will first have a closer look at
the material in question and previous works on its properties.
108
8.2 LiHoF4 and its phase transitions
8.2 LiHoF4 and its phase transitions
Figure 8.4: Crystallographic unit cell of LiHoF4 with lattice constants a = b = 5.175 Å and
c = 10.75 Å. The unit cell contains 4 Ho3+ ions, 4 Li+ and 16 F− ions, only half
of which are shown here. Each Ho3+ has four nearest neighbors. Figure taken
from Ref. [3].
At room temperature LiHoF4 is a paramagnetic insulator with a tetragonal crystal structure
that is shown in Fig. 8.4. It is part of a larger family of compounds LiRF4 where R is a
trivalent rare-earth ion such as holmium, terbium or erbium. [188, 189] The Ho3+ ions carry
large local magnetic moments that order ferromagnetically below a Curie temperature of
Tc = 1.53 K. [190] In the ordered phase the magnetic moments are oriented along the c-
axis of the crystal which forms the easy axis of this compound. The ferromagnetism is
mainly driven by long-ranged dipolar interactions between the magnetic Ho3+ ions, but
short-ranged exchange interactions also contribute. The stable 165Ho isotope of holmium
is known to carry large nuclear spins and a significant hyperfine coupling. The material
parameters such as crystal field, g-factors, hyperfine coupling and exchange couplings were
consistently measured by various techniques and are given explicitly in the next chapter
(Tab. 9.1). [191, 192]
A particularly suitable observable to study the phase transition is the susceptibility. Early
works in the 1970s observed a strong shape dependence, as shown in Fig. 8.5. Microscopi-
cally at the phase transition a divergence of the susceptibility is expected due to the onset of
order and the scale-invariance expected at a second-order phase transition. Experimentally
a (nearly) constant susceptibility is measured throughout the ferromagnetic phase. This
can be understood, at least crudely, as follows. The experimentally measured susceptibility







with the demagnetization factor N . [190] This factor is defined as the proportionality factor
between the stray field and the magnetization M , such that the total field acting on the
sample is decomposed as He = Hi + NM . The stray field is the field generated by the
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Figure 8.5: Inverse susceptibility of LiHoF4 as function of temperature for different sample
shapes, from top to bottom disc (N = 4.65), sphere, short cylinder, long cylinder
and needle (N = 0.65). Figure taken from Ref. [190].
magnetization of the sample itself and must be added to the externally applied field Hi
to obtain the full field He acting on the sample. It is therefore intimately related to the
topic of domain formation, which we will discuss in detail in Sec. 10.1. The domain pattern
sensitively depends on the sample shape and thus leads to the strong shape dependence
seen in Fig. 8.5.
A large or divergent microscopic susceptibility χi, as it is expected at the transition and
throughout the ferromagnetic phase, therefore leads to a constant experimentally measured
susceptibility χe = 1/N in the ferromagnet with domains. To extract the divergence at the
phase transition, the demagnetization contribution has to be subtracted as χi = 1/(χ
−1
e −
N). This quantity has been studied in the paramagnetic phase, and χi ∼ (T−Tc)−γ with the
mean-field exponent γ = 1 was found. [193] A later work extracted also the critical behavior
of the spontaneous magnetization and observed mean-field behavior β = 1/2 augmented
by the logarithmic corrections expected at the upper critical dimension. [194] Note that
the upper critical dimension is d+c = 3 here due to the long-ranged nature of the dipolar
interaction.
If an external field is applied perpendicular to the easy axis, i.e., in the ab-plane, the system
is driven through a quantum phase transition from the ferromagnetically ordered phase to
a field-polarized paramagnet at a critical field Bc = 5.1 T. [117] Again, after subtracting
the demagnetization contribution the susceptibility diverges with the mean-field exponent
γ = 1. [117] The excitation spectrum near the quantum phase transition was studied in neu-
tron scattering [119, 195] and microwave absorption [120, 121] and shows incomplete mode
softening at the transition, see Fig. 8.6. This is consistent with a large hyperfine coupling
and the presence of gapless nuclear modes at very low energies, as discussed extensively in
Part II (more specifically, Sec. 7.1).
Theoretically the main experimental results can be understood by studying variants of
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Figure 8.6: The energy gap of the lowest measurable excitation mode as function of field
from neutron scattering (dots). The dashed lines show theoretical calculations
with (violet) and without (blue) hyperfine coupling. Clearly the coupling to
nuclear spins is crucial to explain the incomplete mode softening of the electronic
mode. Figure taken from Ref. [195].
Figure 8.7: The experimental phase boundary (dots) can be fitted by a simple mean-field
model with Ising interactions if the hyperfine coupling to nuclear spins is in-
cluded (full line). Without hyperfine coupling (dashed line) the critical field is
underestimated significantly. Figure taken from Ref. [117].
the transverse-field Ising model. Because the system is three-dimensional and the dipolar
interaction is long-ranged, a description on mean-field level is a good approximation. The
results of an early work with two fit parameters is shown in Fig. 8.7. The hyperfine coupling
was found to shift the phase transition, in agreement with the general expectation developed
in Sec. 7.1, and lead to a low-temperature hump in the phase boundary. s Later full
microscopic models with independently measured parameters were developed. [118, 196,
129] A detailed description of these works will be given in Sec. 9.2.
The magnetic holmium ions can be substituted by non-magnetic yttrium ions while leaving
the lattice structure intact. This randomly distributed dilution opens an experimental
platform to study disorder effects such as the possibility of a spin glass transition. [197,
198, 199, 200] We will not consider the doped system LiHoxY1−xF4 in the following and
focus exclusively on pure LiHoF4.
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LiHoF4
In this chapter we develop a detailed microscopic model of LiHoF4 and study its behavior
both in transverse and tilted fields. The qualitative understanding gained from Landau
theory (Sec. 9.1) is followed by a description of the state of the art in microscopic modeling of
LiHoF4 and how we build on the previous literature (Sec. 9.2). The mean-field results agree
with the expectations from Landau theory (Sec. 9.3), but cannot describe the experimentally
observed phase transition in tilted fields. This is remedied by the inclusion of domain effects
in Chap. 10.
9.1 Landau theory in tilted fields
The simplest description of the system’s behavior in transverse and tilted fields is with
Landau theory, as argued qualitatively in Sec. 8.1. The magnetization along the easy axis
serves as a scalar order parameter M with Z2 symmetry M → −M . The system with an
external field h applied in an angle φ is then captured by the free energy functional
F [M ] =
1
2
(h cosφ− hc)M 2 +
b
4
M 4 − h sinφ ·M (9.1)
with b > 0. In transverse field φ = 0 this reduces to the standard Landau theory given in
the introduction (Sec. 1.2) with a = h − hc and no linear term. In tilted fields the mass
term a and the linear term are parametrized by the same external field h with appropri-
ate trigonometric functions because the order parameter of this field-driven transition is
conjugate to the longitudinal component of the external field.
At φ = 0 the Landau functional has three extrema at M
(0)





non-zero solutions are real only at a < 0, i.e., at h < hc. These solutions are energetically
favorable with F [M = M
(0)
± ] = −a2/(4b) < F [M = M (0)0 ] = 0. As expected we thus find a
phase transition from a ferromagnetic phase M
(0)
± 6= 0 to a paramagnetic phase M (0)0 = 0




− are degenerate, and the system
spontaneously selects one of the two symmetry-related solutions.
At small angles φ 1 the free energy can be expanded to linear order in φ, which yields






M 4 − (hc + a)φM. (9.2)
The extrema of this free energy can be found perturbatively with the ansatz M = M (0)+uφ.
Insertion of this form into the condition ∂F/∂M = 0 yields u0 = h/a and u± = h/(−2a).
Importantly we now find M 6= 0 for all values of a because the longitudinal component hφ
of the external field explicitly breaks the Z2 symmetry M → −M . This explicit symmetry
breaking is also reflected in the energetics F [M0] = O(φ
2) and F [M±] = −a2/(4b)−φhM (0)± +
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O(φ2) because the longitudinal field favors M+ over M− and thus destroys the degeneracy
present in the φ = 0 case.
In tilted fields φ 6= 0 only a crossover remains. Its position can be tracked by different crite-
ria, the most common ones being maxima or inflection points of the susceptibility. Different
criteria in general need not give the same results e.g. in this case for the dependence of the
crossover field on the angle. Here we focus on the change of the easy-axis magnetization
with external field χzh = ∂M/∂h = ∂M/∂a and define the crossover field h
∗ as the maxi-














which has its maximum at a∗ = −(4hc
√
b)2/3 · φ2/3. The crossover shifts to smaller fields
h∗− hc ∼ φ2/3 as the angle increases. This non-analytic dependence is valid only at φ 1.
The exponent 2/3 can be easily recognized as the combination of critical exponents 1/(βδ)
where the growth of the order parameter in the ordered phase M ∼ (hc−h)β is compensated
by an external longitudinal field M ∼ (hcφ)1/δ.
Landau theory thus predicts a crossover which shifts as h∗ − hc ∼ φ2/3 for an easy-axis
ferromagnet in tilted field. For a quantitative description of the transition we need to dive
into the microscopic details of the material in question.
9.2 Crystal field effects and microscopic Hamiltonian
The magnetism in LiHoF4 is carried by Ho
3+ ions with the electron configuration [Xe] 4f10.
Due to Hund’s rules the electrons in the partially filled f-shell are in the 5I8 state with spin
S = 2, orbital angular momentum L = 6, and total angular momentum J = 8. These
electronic spins ~J are the main microscopic degree of freedom.
Crystal field in LiHoF4
The spectrum of an isolated Ho3+ ion is 2J + 1 = 17-fold degenerate. Embedded in a
crystal the charges of the neighboring ions create a crystal electric field that lifts this de-
generacy. The angular dependence of the potential can be expanded in spherical harmonics.
The symmetry of the crystal and the angular-momentum content of the valence orbitals re-
strict which spherical harmonics can have a finite contribution. [201] For the limit of large
spin-orbit coupling the spherical harmonics can be replaced by appropriate polynomials of
angular momentum operators Jz, J+, J− and J
2 by matching the irreducible representations
of the rotation group under which they transform. [202] These so-called Stevens operators
Oml have been tabulated, see e.g. Ref. [203].
For the case of Ho3+ only l ≤ 2·3 = 6 need to be considered because all higher-l contributions
vanish in expectation values of the crystal field with the Ho3+ f−orbitals. The crystal
structure of LiHoF4 shows S4 symmetry, i.e., it is invariant under the improper rotation
that rotates the crystal by π/2 around the z-axis and reflects it on the xy-mirror plane.
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Only even l and m ∈ {0,±4} are consistent with this symmetry. Consequently, the only
non-zero contributions to the crystal field Hamiltonian are




























with the relevant Stevens operators given by
O02 = 3J
2
z − J(J + 1),
O04 = 35J
4
z − 30J(J + 1)J2z + 25J2z − 6J(J + 1) + 3J2(J + 1)2,
O06 = 231J
6
z − 315J(J + 1)J4z + 735J4z + 105J2(J + 1)2J2z − 525J(J + 1)J2z






















(J4+ − J4−)[11J2z − J(J + 1)− 38] + h.c.. (9.5)
At finite m the two independent spherical harmonics of +m and −m result in two operators,
which are denoted here as S and C following the convention of Ref. [118].
So far the discussion of the crystal field was focused solely on the angular part. The radial
part that determines the coefficients Bml could in principle be computed, but the spatial
extent of the orbitals on the neighboring ions needs to be taken into account for accurate
results. Instead of this cumbersome calculation the coefficients are usually determined
from fits to experimental data. [127] The results therefore depend on the assumptions and
approximations done in the theoretical modeling, as well as on experimental accuracy. For
the case of LiHoF4 this can be found e.g. in Refs. [204, 205, 195]. While the different works
agree on the order of magnitude of the coefficients, the precise numerical values vary by up
to a factor of 5. The authors of Ref. [196] argue that the resulting phase diagram is only
weakly sensitive to the specific values chosen. For this work we use the coefficients as given
in Ref. [118], with the numerical values
B02 =− 0.696 K,
B04 = 4.06 · 10−3 K,
B06 = 4.64 · 10−6 K,
B44(C) = 0.0418 K,
B44(S) = 0 K,
B64(C) = 8.12 · 10−4 K,
B64(S) = 1.137 · 10−4 K. (9.6)
The sign of the coefficient B64(S) depends on the configuration of the F
− ions, see Fig. 9.7
and surrounding discussion.
A single Ho3+ ion embedded in the LiHoF4 crystal field and subjected to an external field
is described by the Hamiltonian
Hsingle-ion, el = VCF( ~J)− gµB ~B ~J (9.7)
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For the case of a transverse field ~B = (B, 0, 0)T this results in the spectrum of Fig. 9.1
where the 17 levels of a Ho3+ ion are shown as function of field. At B = 0 the ground
state is a doublet with large spin expectation values 〈Jz〉 = ±5.51 along the easy axis. The
first excited state lies 11 K above the ground-state doublet, while the higher excited states
extend up to several hundred Kelvin above the ground state. At finite fields the degeneracy
of the ground-state doublet is lifted and the gap to the higher level increases.
Figure 9.1: Crystal field levels for an isolated Ho3+ ion H = VCF( ~J)−gµB ~B ~J in a transverse
field ~B = B~ex. The energy of the lowest level at B = 0 was set to 0 K. The lower
panel shows the splitting of the ground-state doublet at small fields, which is
quadratic due to non-Kramers physics. Figure taken from Ref. [3].
Low-energy description of the ground state doublet
The energy separation between the ground state doublet and the higher excited states makes
it tempting to model the doublet as an effective spin 1/2 at low temperatures T  10 K,
and neglect all higher levels. However, the eigenstates of the crystal field Hamiltonian
are complex superpositions of high-angular-momentum states J = 8, and therefore behave
differently from a simple spin 1/2: Upon the application of a transverse field the doublet
state cannot simply build up polarization along x-direction by forming a superposition
| ↑〉± | ↓〉 of the doublet states, but only by involving higher excited states. This is because
the two states making up the doublet are not Kramers partners, i.e., they are not related by
time reversal. Accordingly the energy splitting of the doublet is not linear in field, but only
quadratic, see lower panel of Fig. 9.1. An important consequence is that the total angular
momentum 〈J2〉 = 〈J2x〉+ 〈J2y 〉+ 〈J2z 〉 is not constant, but depends on the magnetic field B
and its angle φ. Therefore the projection to an effective spin needs to be done with great
care, if at all.
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For the transverse case φ = 0 the authors of Ref. [118] proposed the following scheme to
arrive at an effective spin 1/2 model. They considered the two lowest-lying orthonormal
eigenstates |0〉 and |1〉 of the single-ion Hamiltonian (9.7). In this subspace the spin operator
~J (proj) = P ~JP with P = |0〉 〈0| + |1〉 〈1| is a simple 2 × 2 matrix. To keep the interaction
terms simple the matrix J (proj)z is diagonalized by finding its eigenstates |↑〉 = a |0〉 + b |1〉
and |↓〉 = c |0〉+ d |1〉. The phase factors are chosen such that a, c are real and positive. In
this basis of |↑〉 and |↓〉 the components of the projected spin operator are identified as
J (proj)α = Cα12×2 + Cαxτx + Cαyτy + Cαzτz. (9.8)
where ~τ are the usual Pauli matrices. The coefficients Cα and Cαβ depend on the field
strength. By construction we have Cz = 0, Czx = 0, Cxz = 0, Czy = 0 and Cyz = 0 as
long as φ = 0. In zero field all coefficients except Czz ≈ 5.51 vanish, consistent with the
polarization of the degenerate ground state along the easy axis. At finite B the coefficients
Cx, Cxx, Cyy become large, while Cy, Cxy, Cyx are finite, but remain an order of magnitude
smaller. The electronic single-ion Hamiltonian is then approximated as




where the effective field ∆x = E1 − E0 is the energy difference between the doublet states
as shown in the lower panel of Fig. 9.1. At small fields this gives ∆x ∼ B2 to account
for the non-Kramers nature of the doublet. Interaction terms between electronic spins
and hyperfine coupling to nuclear spins can be expressed in terms of the pseudospin ~τ by
inserting Eq. (9.8) for the electronic spin operator ~J , as described in detail in Ref. [129].
The description with an effective spin 1/2 is a large simplification because it reduces the
dimensionality of the electronic Hilbert space from 17 to 2. It was used in most previous
theoretical works. [118, 196, 206, 129]
However, in the case of tilted fields ~B = (B cosφ, 0, B sinφ)T with φ 6= 0 this pseudospin
description faces several conceptual problems.
• If the external field carries a longitudinal component Bz 6= 0 there is no reason to
assume that the energy splitting of the doublet is driven by a purely transverse field,
so the effective field ∆ = (∆ cos φ′, 0,∆ sinφ′) acting on the effective spins ~τ is tilted
with an angle φ′. This angle is not fixed by the construction described above for
φ = 0, so an additional assumption is needed. The relation φ′(φ) will in general be
non-linear and depend on the field strength B. It is not clear which combination of
matrix elements of ~J (proj) provides a consistent determination of φ′.
• The electronic spins are not only subjected to an external field, but also experience the
mean field of the surrounding electronic spins. At φ 6= 0 both mean field and external
field have x and z-components and are of comparable size near the phase transition,
so they must be taken into account on an equal footing. Accordingly, the coefficients
Cα and Cαβ need to be computed not for the single-ion Hamiltonian Eq. (9.7), but
including interactions between ions, and therefore the projection does not provide a
simplification anymore.
• At φ 6= 0 all coefficients Cα and Cαβ are non-zero. Even a simple Heisenberg or
Ising interaction of the original spins ~J leads to complicated interactions between all
components of the effective spins ~τ . The reduced dimension of the Hilbert space comes
at the cost of additional interactions that connect previously decoupled components.
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For these reasons we will not employ an effective spin-1/2 description in the following.
Instead we will keep the full electronic spins J = 8 and thus go beyond previous works.
Microscopic Hamiltonian and choice of parameters
So far we have discussed the crystal field and Zeeman term of the electronic spins as contri-
butions to the microscopic Hamiltonian. As discussed in Sec. 8.2 the Ho3+ ions also carry
a nuclear spin I. We assume the hyperfine coupling to be of Heisenberg type, see also
Sec. 5.2. Including also a nuclear Zeeman term for completeness, we arrive at the single-ion
Hamiltonian
Hsingle-ion = VCF( ~J) +A~J · ~I − µB ~B · (g ~J + gN ~I). (9.10)
The individual ions are coupled by dipolar and nearest-neighbor exchange interactions. The
angular dependence of the long-range dipolar interaction interaction leads to frustration
and is cumbersome to model theoretically because of its dependence on sample shape and
domain formation. [207, 208] With the projection onto effective spin 1/2 only its zz-
component needs to be considered, which simplifies the theoretical treatment. [118] In Ref.
[196] different approaches to approximate the long-range dipolar interaction, namely Ewald
summation [209] and reaction-field method [210], were compared and found to give similar
results, especially if the little-known strength of the exchange coupling is adjusted.
We will not attempt a detailed description of the dipolar interaction of the full J = 8
electronic spins in this project because we are only interested in a description of mean-field
level. Since the main source of anisotropy in this material is the crystal field, we consider









VCF( ~Ji) +A~Ji · ~Ii
]
− µB ~B ·
∑
i
(g ~Ji + gN ~Ii), (9.11)
where the sum 〈ij〉 runs over pairs of nearest neighbors. The strength of the Heisenberg
interaction K is a free fit parameter in our theory that we choose such that the critical
field matches the experimental value. Using an Ising interaction instead of a Heisenberg
coupling gives only small quantitative changes.
We decouple the interaction on mean-field level. Since the material is three-dimensional
and the dipolar interaction is long-ranged, this is expected to be a good approximation.
As usual we replace JαJα → 2JαJ̄α − J̄αJ̄α, α ∈ {x, y, z}, and arrive at the mean-field
Hamiltonian describing a single site as





2 ~J ~̄J − ~̄J2
)





2 ~J ~̄J − ~̄J2
)
+Hsingle-ion( ~J), (9.12)
where n is the number of nearest neighbors. The three mean fields J̄α are determined
self-consistently as J̄α = 〈Jα〉 by direct iteration with random linear mixing. All parameter
values of the microscopic model are given in Tab. 9.1 and the Bohr magneton is µB = 0.6717
K/T. Here and in the following all couplings and energies are given in units of K. The choice
of g-factor is discussed in Sec. 10.7.
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This results in eigenenergies Ei and corresponding eigenstates |i〉 with i = 1, ...e with the
dimension e = 17 ·8 = 136 of the Hilbert space of coupled electronic spins J = 8 and nuclear
spins I = 7/2. From the canonical partition function Z =
∑
i e
−βEi,d spin expectation values





/Z and similarly for the nuclear spin components
〈Iα〉, with β = 1/kBT as the inverse temperature. Apart from spin expectation values we
can also compute the susceptibility, more specifically its zz-component for comparison with
experiment. For this we apply a modified field ~B + Btest~ez and calculate the change of
the spin expectation value χzz = [〈Jz〉( ~B + Btest~ez) − 〈Jz〉( ~B)]/Btest. For a dimensionless
susceptibility the derivative ought to be multiplied with the prefactor gµBM/(µ0V ) with
the number of lattice sites M , the sample volume V and the vacuum permeability µ0 =
1.256 ·10−6 H/m. Since we are not interested in absolute values of the susceptibility, we will
drop this prefactor in the following.
parameter symbol value unit source
electronic spin J 8 - taken from [117]
number of nearest neighbors n 4 - taken from [196]
electronic Heisenberg coupling K 0.0145 K fit parameter
crystal electric field VCF see Eq. (9.6) K taken from [118]
nuclear spin I 7/2 - taken from [117]
hyperfine coupling A 0.039 K taken from [117]
electronic g-factor g 1.1 - adjusted from [117]
nuclear g-factor gN 0.0015 - estimate
Table 9.1: Parameter values of the microscopic model of LiHoF4. The value of the Heisen-
berg coupling K was determined by matching the critical field of full mesoscopic
model Eq. (10.8) at small φ with the experimental critical field.
9.3 Crossovers in the microscopic model
In agreement with previous works for φ = 0 we find a quantum phase transition from a
ferromagnet with 〈Jz〉 6= 0 to a paramagnet with 〈Jz〉 = 0 at B(micro)c = 4.93 T, see Fig. 9.2
(left). 1 In tilted fields φ 6= 0 the phase transition is smeared into a crossover with finite
magnetization along the easy axis for all fields, in agreement with the expectation from
Landau theory. The magnetization along the hard axis (right panel) shows a kink at φ = 0
that is smeared out at finite tilt angles. Instead of a nonanalyticity only a gradual crossover
from weak polarization (〈Jx〉 small) to strong polarization (〈Jx〉 large) remains. Note that
e.g. at B = 10 T at φ = 0 we have 〈Jz〉 = 0 and 〈Jx〉 ≈ 4.3, compared to 〈Jz〉 ≈ 5.5 and
〈Jx〉 = 0 at B = 0. This is the above-mentioned variation of |J | due to the non-Kramers
nature of the ground state doublet.
Due to the strong antiferromagnetic hyperfine coupling the nuclear spins are polarized
antiparallel to the electronic spins, both along and perpendicular to the easy axis as shown
in Fig. 9.3.
1Our critical field differs from the literature value of LiHoF4 because we fitted the Heisenberg coupling
for the full mesoscopic model of Sec. 10.3 where mesoscopic effects alter the value of the critical field
compared to the purely microscopic model evaluated here.
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Figure 9.2: Electronic spin expectation value along (left) and perpendicular (right) to the
easy axis for the purely microscopic model at T = 0. For φ = 0 the solutions
〈Jz〉 ≷ 0 are degenerate, and only the positive solution is shown here.

























Figure 9.3: Nuclear spin expectation value along (left) and perpendicular (right) to the easy
axis for the purely microscopic model at T = 0.
The position of the crossover at finite tilt angles can be tracked by following the maximum of
a susceptibility component χαβ = ∂〈Jα〉/∂Bβ. At φ = 0 the order parameter susceptibility
χzz diverges at the phase transition, following the mean-field exponent γ = 1, see Fig. 9.4.
In tilted field the divergence is replaced by a maximum that gets increasingly smeared out
as the tilt angle grows. The crossover field B∗ can be defined as B∗(φ) = maxB [χαβ(B, φ)].
Different components of the susceptibility lead to different values of B∗.
The crossover line B∗(φ) determined from the maximum of χzB is shown in Fig. 9.5. It is
non-analytic at small angles, in agreement with the expectation from Landau theory, see
also Fig. 9.6. At φ = 0 a first-order transition from 〈Jz〉 < 0 to 〈Jz〉 > 0 occurs because the
sign of the symmetry-breaking longitudinal field component Bz = B sinφ changes.
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Figure 9.4: zz-component of the susceptibility on linear scale (left) and its critical power
law γ = 1 at φ = 0◦ (right) for the purely microscopic model at T = 0.
Figure 9.5: Phase diagram at T = 0 as function of angle and field. The crossover was
determined as d〈Jz〉/dB = max. The susceptibility χzz diverges at the quantum
critical point (QCP) and quickly reduces away from the phase transition. All
values larger than a maximal value of 22 were set to this maximum value. Figure
taken from Ref. [3] (modified).















Figure 9.6: Dependence of the crossover field of the microscopic model Eq. (9.12) on angle.
At small angles it follows B∗−Bc(φ = 0) ∼ φ2/3 (dotted lines) as expected from
Landau theory, with Bc(φ = 0) = 4.93.
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Here an additional remark on the symmetry of the crystal structure is in order. The crystal
occurs in two degenerate configurations which differ by the placement of the F− ions in
the crystallographic ab-plane and are related by a reflection on the ac-plane. These two
configurations, sketched in the left part of Fig. 9.7, lead to different signs of the crystal field
coefficient B46(S). [195] The placement of the ions causes a misalignment of the electronic
moment compared to a field applied in this plane, see right part of Fig. 9.7. In particular,
a field along the a-direction (θ = 0) leads to a finite component of the spin along the











B46(S) > 0, B =3.00 T
B46(S) > 0, B =6.00 T
B46(S) < 0, B =3.00 T
B46(S) < 0, B =6.00 T
Figure 9.7: Left: Qualitative sketch of the two equivalent configurations (red/blue) of the
F− ions (circles) projected onto the hard plane that lead to opposite signs of the
crystal field coefficient B46(S). Right: The application of a field ~B in the hard
plane (φ = 0) leads to a misalignment between the electronic moment ~J in this
plane and the field which depends on the configuration.
Both configurations are consistent with the four-fold rotation symmetry of the tetragonal
unit cell. A macroscopic sample can in principle realize both configurations in structural
domains, and the misaligment of the magnetization in the ab-plane may average out. For
the high-quality single crystals used in this project it is reasonable to assume that only a
single configuration is realized throughout the sample (“structurally single domain”). [211]
Therefore in the following we use B46(S) > 0 and θ = 0 everywhere, leading to 〈Jy〉 < 0 at
small fields. Since the coefficient B46(S) is small, the symmetry Jy → −Jy is only weakly
broken and 〈Jy〉 is small compared to 〈Jx〉 and 〈Jz〉 in the vicinity of the phase transition
of interest here.
This is shown in Fig. 9.8 in the limit of large fields applied along the x-direction (θ = 0,
φ = 0). The component perpendicular to both the easy axis and the applied field 〈Jy〉
is non-zero, but small, especially in the regime of interest close to the phase transition
|〈Jy〉| < 0.1. Also shown in the figure is the nuclear spin component along the field. In
large external fields the nuclear Zeeman terms eventually wins over the antiferromagnetic
hyperfine coupling, leading to 〈Ix〉 > 0 instead of 〈Ix〉 < 0 at AJI ≈ gNµBBnI. In Sec. 7.3
we have observed the reappearance of order at this field Bn due to an effective interaction
mediated by the electronic spins. Here, the finite electronic expectation value along y-
direction leads to a polarization of the nuclear spins along this axis 〈Iy〉(B = Bn) ≈ −7/2
that dominates over the much weaker effective interaction ∼ A2/Bn, and we find 〈Jz〉 = 0
and 〈Iz〉 = 0 at all fields B > B(micro)c . The figure also shows that full polarization of
the electronic spins along the field direction 〈Jx〉 → 8 is reached only at very large fields
B & 300 T. This shows the large energy scales of the crystal field levels of Fig. 9.1.
121
9 Modeling of microscopic degrees of freedom in LiHoF4





















Figure 9.8: Electronic and nuclear spin expectation values in the hard plane at large fields
and φ = 0. The small, but finite electronic component 〈Jy〉 (multiplied by factor
10 for visibility) leads to a smooth crossover from antialigned to aligned nuclear
spins. Saturation of the electronic spin is reached only at large fields due to the
crystal field on the scale of hundreds of Kelvin.
In conclusion we find that the microscopic model for LiHoF4 commonly used in the literature
qualitatively disagrees with the experimental results in tilted fields. To understand the
presence and nature of the phase transition in tilted fields we need to go beyond the uniform
magnetization as an order parameter of Landau theory. Apart from the Ising symmetry that
is explicitly broken in tilted fields the ferromagnet also spontaneously breaks translational
symmetry due to the formation of domains. The transition from multi- to single-domain
remains sharp even if the field is tilted away from the transverse direction. The next chapter
is therefore devoted to the modeling of domain effects, which turn out to be key for the
explanation of the experimental results.
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LiHoF4
In this chapter we augment the microscopic model of the previous chapter by including
domain effects. This “mesoscopic modeling” includes mesoscopic degrees of freedom, here
a modulation of the magnetization on length scales much larger than the microscopic lat-
tice constants. After a general introduction to ferromagnetic domains and their energetics
(Sec. 10.1) we argue that their effects can be incorporated as effective antiferromagnetic
interactions (Sec. 10.2), which we combine with the microscopic Hamiltonian and treat on
a mean-field level (Sec. 10.3). This mesoscopic model shows a sharp phase transition in
tilted fields that is driven by the expulsion of minority domains (Sec. 10.4). We analyze
this transition in detail both at T = 0 (Sec. 10.5) and T > 0 (Sec. 10.6). The observed
phenomenology is in excellent agreement with experimental results (Sec. 10.7). We finish
with a discussion of implications and open questions related to this work (Sec. 10.8).
The main results of Secs. 10.2 – 10.8 are currently prepared for publication as Ref. [3].
10.1 Domains in ferromagnets
In a ferromagnet short-ranged microscopic interactions favor the parallel alignment of mag-
netic moments, leading to a ground state with a homogeneous magnetization throughout
the sample. This, however, is not observed in real materials. A block of iron can appear
non-magnetic at room temperature, far below the Curie temperature of the microscopic
ordering transition. The reason is the magnetic microstructure: The sample is divided into
domains with different orientations of the magnetization such that the overall magnetization
of the sample averages to zero. One of the earliest experimental proofs for the existence of
domains in ferromagnets is the Barkhausen effect, where jumps in the magnetization curve
are caused by rapid changes of domain sizes. [212]
The main reason for the formation of ferromagnetic domains is the stray-field energy, also
called demagnetization energy. The magnetization of the sample creates a magnetic field





d3r ~H2s (~r), (10.1)
where the integral runs over all space. A large net magnetization of the sample leads to a
large stray field and a high energy cost. The formation of domains strongly reduces the stray
field energy and is therefore energetically favorable compared to a spatially homogeneous
ferromagnet. [213]
The tendency to create small domains to minimize the stray-field energy is counteracted by
the energy cost of domain walls. The microscopic interactions favor parallel alignment, so a
domain wall where the magnetization changes its orientation costs microscopic interaction
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energy. Usually the domain walls are much thicker than the lattice spacing so that the
magnetization changes gradually over hundreds of sites. Different types of domain walls
exist, which can lead to internal degrees of freedom and interesting dynamics of their own.
[212, 214]
The optimal domain pattern of a sample can be very complex. It depends sensitively on
the sample geometry, leading to the formation of closure domains or branching close to
the sample surface, as well as on crystallographic defects, which can pin domain walls and
hinder their relaxation into the equilibrium state. [215, 216] The nature of microscopic
interactions and anisotropies play an important role for the form of the domains and the
structure of domain walls. Of course the domain pattern also changes with temperature
and applied external fields. [217, 218]
As an example for the complexity of domain patterns experimental images are given here for
the case of LiHoF4. [191, 219, 220, 221, 222] For a cubic sample the domain pattern in zero
field looks very regular with cylindrical domains oriented along the easy axis (Fig. 10.1).
The periodicity of the pattern changes with temperature.
For a needle-shaped sample the domain pattern in the plane perpendicular to the easy axis
is shown in Fig. 10.2. The domain pattern is much more complex, with internal structure
in the domains hinting at surface effects such as branching. The domain pattern remains
fixed as temperature increases, indicating a low mobility of the domain walls possibly due
to defects.
For a slab-like geometry the domain pattern changes from bubbles to stripes as function of a
field along the easy axis (Fig. 10.3). Note how the fraction of the sample in the two domain
types changes as function of field: as the longitudinal field is ramped up, the down-domains






















Figure 10.1: Domains in an approximately cubic sample (1.5 × 2 × 1.7 mm3) of LiHoF4 as
observed in scanning Hall probe microscopy at zero field and different tem-
peratures in a plane containing the easy axis. The axes show the position in
µm and the color marks the Hall signal in Gauss. The domain size decreases
with temperature. The contrast also decreases, consistent with the weakening
of FM order as the thermal phase transition is approached. Figure taken from
Ref. [222] (modified).
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Figure 10.2: Domains an elongated sample (1.2 × 1.2 × 5 mm3) of LiHoF4 as observed in
scanning Hall probe microscopy at zero field and different temperatures in the
plane perpendicular to the easy axis. The axes show the position in µm and the
color marks the Hall signal in Gauss. As the temperature increases the domain
structure remains unchanged, but the contrast decreases. Figure taken from
Ref. [222] (modified).
Figure 10.3: Domains in a 0.67 mm-thin film of LiHoF4 as observed in magnetooptic mi-
croscopy at 1.3 K and different field strengths in the plane perpendicular to
the easy axis. The field is applied parallel to the easy axis (longitudinal). Left:
B ≈ 7.1 kOe, middle: B ≈ 5.2 kOe, right: B ≈ 0 kOe. Figure taken from
Ref. [220].
Obviously a full modeling of the domain pattern is very complicated. Ginzburg-Landau the-
ories have been developed to describe the energy gain of a non-uniform state [223, 224, 225]
and determine the most favorable domain pattern, with partial experimental verification
found in thin iron films. [226, 227] Micromagnetic simulations have been developed as an
elaborate numerical tool to study this complex pattern formation in a more general setting,
but they usually use a given absolute value of magnetization as input and only determine
the orientation. [212, 228] This is not suited close to a quantum phase transition where we
want to study how the microscopic magnetization builds up in the first place.
Previous works on domains in dipolar Ising magnets focussed on specific aspects such as
branching [229, 230] or the possibility of roughening transitions of the domain walls. [231]
The reaction field method used to treat the dipolar interaction incorporates domains in
the spirit of Eq. (8.1). [118, 196] Specifically for LiHoF4 domain formation was studied
with elaborate Monte Carlo simulations of the effective spin-1/2 model, but only in zero
field. [206] Here, we want to study the interplay of domains with the microscopic ordering
transition, so we need an effective model that incorporates the crucial aspects of domain
formation, but is still simple enough to scan the parameter space of field, angle and tem-
perature with manageable effort. Accordingly, we will now turn to simple estimates of the
domain energy terms.
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The stray field can in principle be calculated by starting from Maxwell’s equation ∇ · ~B =
µ0∇·( ~Hs+ ~m) = 0. Divergencies of the magnetization density ~m are sources of the stray field
~Hs. If the magnetization is homogeneous in each domain and only changes at the domain
walls and sample surfaces, it is sufficient to consider a surface charge σ(~r) that is non-zero
where ~m(~r) changes. Its value is given by the scalar product of the magnetization density
with the surface normal σ(~r) = ~m(~r) · ~n(~r). If the magnetization changes also inside the
domains, volume charges need to be considered, which we will neglect here for simplicity.
In analogy to electrostatics we can define the potential of the stray field generated by a







|~r′ − ~r| (10.2)








The factor 1/2 avoids double counting and is needed only for self energies, i.e., if the energy
of a charge σ in its own field is computed. Evaluating this numerically for complex domain
geometries as in Fig. 10.2 is extremely time-consuming, if possible at all. However, if
the domain pattern can be approximated by a set of cuboids with constant charge on their
rectangular surfaces, the integrations can be performed analytically by multiple integrations
of 1/r with the appropriate boundaries. The total stray field energy is then the sum of
interaction energies and self-energies of rectangular patches of constant charge. [212] This
approach will be used later and the explicit calculations are shown in App. F.
The second important contribution to the domain energy is the cost of domain walls. As
argued above the cost is rooted in the microscopic interactions and depends on the structure





Here Adw is the surface area of a single domain wall and Ndw the number of domain walls
in the sample. If the change of magnetization from domain 1 to domain 2 is large, the
domain wall will cost more energy than if the change is tiny. Since the energy cost cannot
depend on the sign of the change, we assume that it enters quadratically. The denominator
f = gµBM/V is needed to obtain the correct units. The prefactor σdw is the domain wall
energy density. This is a material parameter in which all the microscopic details of the
domain wall are hidden. In our case it can be estimated from Monte-Carlo simulations with
appropriate boundary conditions. [206] Without external fields the authors find that the
domain walls are infinitely thin and have no internal structure due to the strong easy axis.
This has also been observed experimentally in the closely related compound LiTbF4. [215]
The long-range dipolar interaction was found to prevent a roughening transition so that the
domain walls are flat throughout the ferromagnetic phase. [231]
Besides the stray-field and domain-wall energy there are other energy contributions, for ex-
ample from magneto-elastic coupling, but they are not expected to be important in uniaxial
ferromagnets and we will neglect them in this project. [212, 232, 233]
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Figure 10.4: Geometry of the sample: the cubic sample of base length L is divided into sheet-
like domains that are stacked in y-direction (y-stacking). We also consider
x-stacking, where the domains are stacked along the x-direction and extend
throughout the sample in y- instead of x-direction.
10.2 Modeling of domain effects as effective interactions
Now we turn to the quantitative modeling of domain effects. As discussed in the previous
section, the domains in LiHoF4 depend on sample shape, field and temperature. We cannot
hope to include all these intricacies and the full microscopic Hamiltonian of Chap. 9. The
main conclusion we can draw from Figs. 10.1 and 10.2 is that the domains extend throughout
the sample along the easy axis, and that their size is of the order of µm. The fraction of
the volume occupied by minority and majority domains changes dramatically as function
of longitudinal field, as seen in Fig. 10.3. Therefore we need to keep the volume fraction as
a free parameter in our theory if we want to describe tilted fields.
The simplest possible geometry that fulfills these requirements is a cubic sample with sheet-
like domains, see Fig. 10.4. This configuration was found to have lowest energy in zero field
in Ref. [206]. We assume a base length L = 5 mm to match the radius of the spherical
sample used in experiment. To get domains on the size of microns as in experiment we need
N = 100−1000 domains. Here N counts the number of domains of each type, so the sketch
shows N = 3. They extend throughout the sample also in one of the hard directions (x or
y). There are two types of domains, which are called 1 and 2 and appear with thickness D1





as a crucial degree of freedom. The optimal value of r depends on the applied field ~B and
the temperature and will be found by energy minimization, analogous to the scheme used
in Refs. [234, 235]. Note that the domain ratio r should not be confused with the position
vector ~r used in spatial integrations in the previous section.
Each domain is characterized by an magnetization density ~md which we assume to be
homogeneous throughout the domain d ∈ {1, 2}. This is an idealization that certainly does
not hold for a cubic sample. Sites close to the surface, edges and corners will experience a
significantly different stray field than sites in the middle of the sample, both in absolute value
and in direction. However, in a spherical sample as used in experiment the stray field is in
fact homogeneous if the whole sample consists of a single domain. [212] Therefore neglecting
the inhomogeneities induced by the cubic sample of the theoretical modeling actually leads
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to a better approximation to the experimental situation. We can relate the homogeneous
magnetization density to the microscopic spins ~Jd in this domain by ~m = gµB ~JdM/V with
g-factor g, Bohr magneton µB, number of sites M and volume V . Here we consider only
the electronic spins because the nuclear spin contribution is suppressed by the much smaller
g-factor gN/g ∼ 10−3.
As the domain energy terms are quadratic in the magnetization, they can be understood
as an effective interaction between the microscopic moments ~Jd. Because we have seen in
the microscopic model that the magnetization in y-direction is small, we will neglect its
contribution to the domain energy. By symmetry of the domain pattern in Fig. 10.4 there
are no interactions between different components. A more detailed justification of this is




(cα1Jα1Jα1 + cα2Jα2Jα2 + cα3Jα1Jα2) . (10.6)
While the domain energy Edom = Es+Edw is an extensive quantity, we define the couplings
cαa per lattice site for later comparability with the microscopic Hamiltonian, i.e., we factor
out the number of lattice sites M .
The stray field energy punishes large net magnetization, so the couplings cαa, a ∈ {1, 2, 3},
are positive. They counteract the microscopic couplings driving ferromagnetic order within
each domain (cαd > 0) and favor antiferromagnetic alignment between domains (cα3 > 0).
The domain wall energy punishes large differences between the domains and thus gives a
negative contribution to cα3, but in our case it is much smaller than the stray field term.
The advantage of the highly simplified domain pattern of Fig. 10.4 is that the stray field
energy can be calculated exactly, as long as we assume a homogeneous magnetization inside
each domain. The full calculation is shown in App. F.
The result of this calculation are the coefficients cαa as function of the number of domains
N , the domain ratio r and the chosen stacking. The model parameters sample length L, g-
factor g and unit cell volume Vuc also enter, with their values given in Tab. 10.1. Numerical
results as function of the domain ratio are shown in Fig. 10.5. For y-stacking by symmetry
we have cxa = cza, which is shown in the left panel. For x-stacking cza and cxa differ and are
shown in left and right panel. All coefficients are positive, i.e., antiferromagnetic, except
cx3 in the x-stacking case because charged domain walls are energetically unfavorable.
parameter symbol value unit source
sample length L 0.005 m experiment
unit cell volume Vuc 2.5 · 10−28 m3 taken from [196]
domain wall energy density σdw 5.9 · 10−7 J/mm2 taken from [206]
number of domains N 200 - estimate
Table 10.1: Additional parameter values of the mesoscopic model of LiHoF4. The micro-
scopic parameters are given in Tab. 9.1.
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Figure 10.5: Domain coefficients as function of the domain ratio r for N = 200 domains in
units of Kelvin. Left: z-components (x- or y-stacking), right: x-components
for x-stacking. The lines are 5th order polynomial fits which are accurate up
to 10−7 and are used in all following numerical calculations.
It is clear that the expected symmetries are fulfilled: replacing the domain ratio r by its
inverse 1 − r exchanges the role of domain 1 and 2, so cα1(r) = cα2(1 − r) and cα3(r) =
cα3(1 − r). The sum of the coefficients cs = cα1 + cα2 + cα3 = 0.02571 K gives the domain
energy of the single domain state Edom = cs ~J
2 and is therefore independent of the domain
ratio r. For a single domain sample the domain energy must be split equally between the






which is fulfilled by the numerical results. The dependence on the domain ratio r is smooth,
allowing for an accurate polynomial fit. Using this fit instead of a direct calculation for each
r-value of interest saves considerable computation time for later numerical simulations.
In Fig. 10.6 the change of domain coefficients are shown as function of the number of domains
N . As N increases the domain coefficients approach a constant limiting value, for example
the difference between N = 200 and N = 1000 is less than 10−4. The computational effort
to evaluate the coefficients grows quadratically with N due to the evaluation of double sums
over all domains. For N = 200 it takes about 40 seconds in the current implementation.
The optimal number of domains is determined by the competition between the stray field
energy, which decreases with N , and the domain wall energy, which favors small N . The
stray field energy approaches a constant value at large N , and the domain wall energy grows
proportional to N , so there is a well-defined minimum of the total domain energy at an
optimal N . For the parameters of LiHoF4 and N = 200 the contribution of the domain
wall energy to the coefficients cαa on the order 10
−6 K, while the stray field contribution
is on the order 10−2 K. This shows that the optimal N is very large, way larger than the
largest value N = 2000 we tested here. Due to the computational effort of the stray
field computation O(N 2) we therefore do not optimize N in the following, but instead fix
the number of domains to N = 200 for all following calculations. This gives an average
domain size of D = L/(2N) = 12.5µm, which is consistent with experimental estimates.
[191, 219, 220, 221, 222]
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Figure 10.6: Change of the domain coefficients for x-stacking compared to N = 1000 as
function of the number of domains N and for a domain ratio of r = 0.375.
10.3 Combined mean-field Hamiltonian and domain optimization
Now we combine the microscopic model of Sec. 9.2 with the domain energy terms of the
previous section into a full Hamiltonian on mean-field level. Each domain is characterized
by a mean field that describes the average magnetization of this domain. Recall that we
assume the magnetization to be homogeneous within each domain. This gives a total of six
mean fields J̄αd, with components α ∈ {x, y, z} and domain index d ∈ {1, 2}, that have to
be determined self-consistently.
The microscopic Hamiltonian consists of a Heisenberg interaction K between nearest-
neighbor electronic spins and single-ion part Hsingle-ion that contains crystal field, Zeeman
term, and hyperfine coupling to nuclear spins, see Eq. (9.11). The microscopic terms act
separately on the two domains. The nearest-neighbor interaction terms are decoupled as
before JβdJβd → 2JβdJ̄βd − J̄βdJ̄βd. Building on the classical treatment of the domain en-
ergy in the previous section we interpret the magnetic moments in Eq. (10.6) as quantum-
mechanical operators. A mean-field decoupling (MF) is applied to the effective interactions
cαa that encode the domain energy, replacing JαdJαd′ → JαdJ̄αd′ + J̄αdJαd′ − J̄αdJ̄αd′ , with
d, d′ ∈ {1, 2}. The coupling term cα3 couples the mean fields between domains. Thus the





































J̄α1Jα2 + Jα1J̄α2 − J̄α1J̄α2
)]
=M1HMF,1 +M2HMF,2 = M(1− r)HMF,1 +MrHMF,2, (10.8)
with n the number of nearest neighbors as before. In the last line we have introduced the






























































































The self-consistency equations can be obtained from deriving 〈HMF〉 with respect to the
mean fields J̄αd. They are solved by J̄αd = 〈Jαd〉MF,d where the expectation value is taken
with respect to HMF,d. Due to the domain terms the MF Hamiltonians depend also on the
mean fields in the other domain, leading to a coupled problem that must be solved for both
domains simultaneously. Self-consistency can be reached by direct iteration with random
linear mixing. The iteration was stopped if the spin expectation values 〈Jαd〉 changed less
than a threshold value from one iteration to the next. Unless noted otherwise the results
below are for the threshold 10−6.
This results in eigenenergies Ei,d and corresponding eigenstates |i, d〉 with i = 1, ...e with the
dimension e = 17 ·8 = 136 of the Hilbert space of coupled electronic spins J = 8 and nuclear
spins I = 7/2. From the canonical partition function Zd =
∑
i e
−βEi,d in each domain the
domain-averaged free energy per site can be found as f = −[(1 − r) logZ1 + r logZ2]/β,






/Zd and similarly for the nuclear spin components 〈Iαd〉.
The free energy is the crucial quantity for the optimization of the domain ratio r. This
ratio is a free parameter in our theory that is chosen such that f is minimal. To do
this numerically, the free energy is calculated at various test points r by solving the MF
self-consistency equations and the minimum r∗ is found by a parabolic fit. For the nu-
merical results presented below this was done in a two-step procedure. In the first step
r ∈ {0.005, 0.125, 0.25, 0.375, 0.5} are tested, resulting in an estimate r′ for the optimal
ratio. This is refined in the second step by testing r ∈ {r′, r′± 0.03, r′± 0.06} and a second
parabolic fit. In the fit only the three test points with lowest energy were included. This
results in a optimal domain ratio r∗ = r∗( ~B, T ) that depends on the field strength B, the
angle φ of the applied field, and the temperature. To avoid numerical problems in the MF
Hamiltonian HMF,2 a minimal value r ≥ 0.005 was enforced. A detailed discussion of sample
results is given in Figs. 10.9 and 10.10 and the surrounding text.
To calculate the electronic static susceptibility χαβ = ∂〈Jα〉/∂Bβ the domain-averaged
spin expectation value 〈Jα〉 = [(1 − r∗)〈Jα,1〉 + r∗〈Jα,2〉] is calculated at a shifted field
~B + Btest~eβ, including an adjusted domain ratio r
∗. The adjusted domain ratio is found
by testing {r∗( ~B), r∗( ~B) ± rtest} and a parabolic fit to the resulting free energies. The
susceptibility is then obtained from χαβ ≈ [〈Jα〉( ~B + Btest~eβ) − 〈Jα〉( ~B)]/Btest. For a
small test field Btest = 5 · 10−5 T the changes of the optimal domain ratio are on the scale
rtest = 5·10−4, so very accurate results at the unperturbed field, both for the optimal domain
ratio r∗( ~B) and the spin expectation value 〈Jα〉( ~B), are needed for reliable finite differences.
Accordingly a third and fourth domain optimization step with {r′′, r′′±0.025, r′′±0.05} and
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{r′′′, r′′′ ± 0.0025, r′′′± 0.005}, minimal value r ≥ 0.0005 and convergence threshold of 10−8
were used for susceptibility calculations. A larger value of the test field Btest reduces the
sensitivity to numerical inaccuracies, but yields a significantly worse resolution, especially
near the divergence at the microscopic ordering transition. As before we will drop the
dimensional prefactor 4gµB/(µ0Vuc) of the susceptibility.
We can also calculate the heat capacity C per site as the second derivative of the free
energy f per site, C = −T ∂2
∂T 2
f . The second derivative can be numerically approximated
as ∂2Tf ≈ [f(T +∆T )−2f(T )+f(T −∆T )]/(∆T )2 by evaluating the free energy at slightly
perturbed temperatures T ±∆T . As for the susceptibility the optimal domain ratio needs
to be adjusted if the temperature is perturbed. This is done by a parabolic fit to the free
energy at test points {r∗(T ), r∗(T ) ± rtest}. The numerical data presented below are for
∆T = 10−3 K and rtest = 1.5 · 10−4.
10.4 Nature of the phase transition in tilted fields
In the ferromagnetic phase it is energetically favorable for the system to create a domain
pattern with alternating z-magnetization. In the case of transverse field the transition
from a multi- to a single-domain state coincides with the microscopic ordering transition,
as illustrated in the left part of Fig. 10.7. In tilted fields the microscopic transition is
smeared into a crossover due to the explicit breaking of the microscopic Ising symmetry,
but the transition from multi- to single-domain remains sharp because it spontaneously
breaks translation symmetry. The minority domains are driven out of the sample as the
transition is approached, leading to a continuous phase transition also in tilted fields (right
part).
increasing magnitude of B increasing magnitude of B





Figure 10.7: Sketch of the transition from a multi-domain (blue) to a single-domain state
(red) for the case a perfectly transverse field (φ = 0, left) and a tilted field
(φ > 0, right). Both transitions are continuous, but driven either by the
disappearance of microscopic order or by the expulsion of minority domains.
Figure taken from Ref. [3] (modified).
The phenomenology sketched in this cartoon picture is corroborated in the following by a
quantitative analysis of the optimal domain ratio r∗. It gives the volume fraction of the
minority domains and can therefore be viewed as an order parameter of the domain-driven
transition. Note that in the single-domain phase ~J1 = ~J2 the free energy is independent of
the domain ratio, making its optimal value ill-defined.
The optimal domain ratio as function of field for different angles is shown in Fig. 10.8. At
φ = 0 the domain ratio is fixed by symmetry to r∗ = 0.5, i.e., both domain types are equally
represented in the sample. At finite tilt angles the positive longitudinal field Bz = B sinφ
favors the orientation 〈Jz1〉 > 0, leading to shrinking down-domains, 0 < r∗ < 0.5. As the
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phase transition is approached the thickness of down-domains vanishes, r∗ → 0, so that
only a single domain oriented parallel to the longitudinal field remains. At large angles the
domain ratio grows linearly with field. At very small angles the domain ratio stays close to
0.5 until shortly below the transition and then increases sharply.











Figure 10.8: The optimal domain ratio r∗ as function of field at T = 0. At φ = 0 both
domains are of equal size (r∗ = 0.5), while at φ 6= 0 the up-domains grow
until the down-domains are continuously expelled (r∗ → 0) at the critical field
(dashed vertical lines).
In Fig. 10.9 the determination of the domain ratio is shown for the case of a tilted field.
At B = 0 the free energy is a smooth function of the domain ratio with a clear parabolic
minimum at r∗ = 0.5. As B increases the minimum shifts away from 0.5 and gets shallower
because the magnetizations in the two domains become more similar. This poses a problem
at small angles close to the transition where ~J1 ≈ ~J2, leading to a very weak dependence of
the free energy on the domain ratio. This limits the accuracy of the optimal domain ratio
r∗, and thereby of the critical field Bc. The data point at B = 2.5 T and r = 0.5 that lies
clearly of the parabolic fit is already in the single-domain phase ~J1 = ~J2. The critical field of
the multi- to single-domain transition depends on the domain ratio, and equivalently to the
minimization of the free energy the optimal domain ratio r∗ can be determined maximizing
the critical field Bc.
The domain optimization in the vicinity of the critical field is shown in Fig. 10.10. Here
the energy of the multi-domain solution ~J1 6= ~J2 as function of domain ratio is compared
to the single-domain solution ~J1 = ~J2, which is independent of r by construction. As the
field increases towards Bc, the minimum shifts towards r = 0 and the multi-domain energy
approaches the single-domain energy. For these parameters Bc = 2.02 T.
The behavior of the optimal domain ratio near the critical field is shown in more detail in
Fig. 10.11. For φ = 3◦ the volume fraction r∗ of the minority domains r∗ approaches zero
linearly close to the critical field Bc − B . 0.03 T, while it shows considerable deviations
from this power law further away from the critical field. We expect that such an asymptotic
linear regime r∗ ∼ Bc − B exists for all angles. For large angles φ & 9◦ this linear regime
extends (nearly) to B = 0, see Fig. 10.8. As the angle decreases the extent of the asymptotic
regime shrinks and is limited to the direct vicinity of the phase transition. For example for
φ = 2◦ it is not yet reached at Bc −B . 0.01 T.
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Figure 10.9: Free energy as function of domain ratio r at φ 6= 0. Empty circles (dots) mark
the energies calculated in the first (second) optimization step. Full lines show
the parabolic fit of the second step and dashed vertical lines the optimal domain






















Figure 10.10: Free energy difference between the multi-domain and single-domain solution
as function of domain ratio r near the phase transition at φ = 10◦.
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Figure 10.11: Optimal domain ratio close to the critical field at T = 0. Asymptotically
close to the transition it approaches r∗ → 0 linearly, with the extent of the
asymptotic region growing with tilt angle.
134
10.5 Domain-driven phase transition at T = 0
10.5 Domain-driven phase transition at T = 0
The domain-driven phase transition introduced in the previous section is characterized in
the following by a detailed analysis of different observables at T = 0, namely magnetization
and susceptibility. This allows us to understand the sensitive angle dependence.
Magnetization
Representative magnetization curves are shown in Fig. 10.12. The component along the easy
axis (left) follows the square-root behavior already seen in the microscopic model with op-
posite signs between the domains, compare Fig. 9.2. The domain-averaged z-magnetization
is continuous also in tilted fields and shows a kink at the critical field. The z-magnetization
in the multi-domain phase is only weakly dependent on angle as the system accommodates
the longitudinal field by adjusting the domain ratio instead of changing the magnetiza-
tion within each domain. The magnetization perpendicular to the easy axis (right) is the
nearly same in both domains and shows only a weak signature at the phase transition. The
difference between 〈Jx1〉 and 〈Jx2〉 is on the scale 10−3 close to the phase transition, and
considerably smaller at smaller fields. As in the purely microscopic model the nuclear spins
are oriented antiparallel to the electronic spins, see Fig. 10.13.























Figure 10.12: Electronic spin expectation value along (left) and perpendicular (right) to the
easy axis in each domain (full lines) and averaged (dashed lines) for the full
model Eq. (10.8) at T = 0. Dotted vertical lines show the critical field.
























Figure 10.13: As Fig. 10.12, but for the nuclear spins.
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The linear behavior of the optimal domain ratio r∗ determines the critical behavior close to
the domain-driven phase transition, and r∗ is one possible choice for the order parameter
of this transition. An alternative order parameter is the difference between the easy-axis
magnetization in the up-domain and its domain average,
M̄ = 〈Jz1〉 − 〈Jz〉 = r∗ [〈Jz1〉 − 〈Jz2〉] . (10.11)
The advantage of this definition is that it reduces to the usual microscopic order parameter
on the case of transverse field φ = 0 since then 〈Jz〉 = 0. For all angles M̄ is finite (zero)
in the multi- (single-) domain phase and continuous at the phase transition. Its behavior
upon approaching the phase transition from below is shown in Fig. 10.14. At φ = 0 we find
β = 1/2 as expected from the microscopic mean-field theory. At φ 6= 0 the order parameter
is determined by the optimal domain ratio, so we find β = 1. Numerically we were able to
verify this only for large angles φ & 3◦ because at smaller angles the asymptotic regime is
reached only very close to the critical field where the determination of the optimal domain
ratio is challenging.
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Figure 10.14: The order parameter of the transition shows the mean-field exponent β = 1/2
in transverse field φ = 0, but is governed by the linear behavior of the domain
ratio in tilted field, so that β = 1 at φ 6= 0.
An experimentally more accessible observable is the magnetization in field direction. It
shows a kink at the phase transition due to the non-analyticity of the z-magnetization
component, see Fig. 10.15 (left panel). This feature is more clearly visible in the numerical
derivative (right panel). However, the signature is much less distinctive than the jump
of the susceptibility, making it difficult and inaccurate to extract the critical field from
this magnetization component, in agreement with Ref. [236]. The qualitative difference
between the microscopic transition in transverse field from the domain-driven transition in
tilted fields is not recognizable in this observable.
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Figure 10.15: Magnetization in field direction and its numerical derivative. At the phase
transition a kink is visible, both in transverse φ = 0 and tilted fields φ 6= 0.
Susceptibility
The domain-driven phase transition explains the sharp signatures observed in the experi-
mental susceptibility data in tilted fields. For a better understanding we compute the static
susceptibility χzz as described in the previous section. In the purely microscopic model we
have seen a divergence of the susceptibility at the phase transition, see 9.4. This divergence
can also be found in the mesoscopic model, but only as an unstable solution. By enforcing
~J1 = ~J2 a single-domain solution can be found at all field strengths. Below the critical field
B < Bc this solution has higher energy than the multi-domain solution and is therefore not
realized in the physical system. It develops microscopic order with Jz1 = Jz2 > 0 below
a critical temperature of T (single)c = 0.25 K and a critical field of B
(single)
c = 2.64 T. This
microscopic ordering transition is shifted to lower fields compared to the purely microscopic
model of Sec. 9 due to the antiferromagnetic couplings cαa that describe the domain energy.
The unstable single-domain solution is shown as dotted lines in Fig. 10.16. Apart from
the shift of the critical field it is exactly the same as in the microscopic model of Fig. 9.4.
In particular, the divergence turns into a maximum at finite tilt angles as the microscopic
transition is smeared into a crossover.
The behavior of the zz-susceptibility is qualitatively different in the multi-domain solution,
which is the energetically favorable and therefore physical solution at small fields B < Bc.
In the multidomain solution the system reacts to a change of the external field by moving
domain walls. This leads to a susceptibility that is essentially constant and varies only
weakly (< 2%) with field. As we have seen in Fig. 10.9 at large fields the free energy shows
a weak dependence on the domain ratio, so small changes in field can lead to large changes
of r∗, but the magnetizations in the domains are more alike, so the change of the average
magnetization due to a perturbed field are comparable to their change at small fields. At the
multi- to single-domain transition the domain wall contribution disappears, which results
in a kink in transverse field (φ = 0) and a sharp drop of the susceptibility in tilted fields
(φ 6= 0). The remnant of the divergence at B(single)c leads to a non-monotonic susceptibility
above Bc for large angles φ & 10◦.
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Figure 10.16: The zz-component of the susceptibility at T = 0. The dotted lines at B < Bc
show the unstable single-domain solution. In the multi-domain phase the
susceptibility varies only weakly (< 2%) with field.
These theoretical results are in excellent agreement with the experimental observations, as
we will discuss in more detail in Sec. 10.7. Most importantly, the inclusion of domains leads
to a sharp phase transition also in tilted fields, in contrast to the crossover observed in the
purely microscopic model. This qualitative difference is summarized in Fig. 10.17.
The susceptibility in the vicinity of a continuous phase transition is characterized by the
critical exponent γ. In Sec. 8.2 we have seen how the mean-field exponent γ = 1 can be
extracted from experimental data of χzz at B > Bc by a heuristic subtraction scheme.
Our theoretical model allows for a cleaner treatment by considering the true order param-
eter susceptibility of the full model. For the purely microscopic model the longitudinal
field Bz is conjugate to the microscopic order parameter 〈Jz〉, leading to a divergence of
χzz = ∂〈Jz〉/∂Bz with the mean-field exponent γ = 1 as seen in Fig. 9.4. For the meso-
scopic model including domains, the order parameter must take the domain structure into
account and one possible choice M̄ = r∗ [〈Jz1〉 − 〈Jz2〉] has been given above. The field
B̄ conjugate to this order parameter is a staggered field that acts with opposite sign on
the two domains. This is impossible to realize in experiment, but theoretically amounts
to simply adding a term −B̄M̄ to the Hamiltonian Eq. (10.8). The order parameter sus-
ceptibility χOP = ∂M̄/∂B̄ can then be computed as a second derivative of the free energy
χOP = −∂2F/∂B̄2. Numerically this is evaluated analogously to the computation of the
heat capacity by applying a small test field ±B̄test and approximating the second derivative
as a finite difference. Numerical results below are for B̄test = 0.005 K. Note that we are not
interested in dimensional prefactors of the susceptibility, but in principle conventional units
could be achieved by appropriate factors of gµB, µ0 and Vuc.
Results for the order parameter susceptibility in the multi-domain phase are shown in the
left part of Fig. 10.18. At φ = 0 it diverges with the mean-field exponent γ = 1. This
matches the behavior of χzz in the purely microscopic model (Fig. 9.4). The alternating
sign of 〈Jzd〉 in the two domains is taken into account by the alternating sign of B̄, and
thus the microscopic ordering transition becomes apparent even in the mesoscopic model.
In contrast, the uniform susceptibility χzz of the mesoscopic model (Fig. 10.16) is nearly
constant at the transition because the response has opposite sign in the two domains and
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Figure 10.17: (A) Crossover in the purely microscopic model of Eq. (9.12) vs. (B) domain-
driven phase transition in the full model of Eq. (10.8). The color code shows
the zz-component of the susceptibility which diverges at the microscopic or-
dering transition and is approximately constant in the multi-domain phase.
Scenario (B) is in agreement with the experimental data. Figure taken from
Ref. [3] (modified).
cancels out. Very close to the transition at φ = 0 the divergence of the correlation length
is cut off by the domain size ξ ≤ D. This in turn provides an upper limit for χOP, but
the distance to the transition in Fig. 10.18 is much too large to see this. We show no
results in the disordered phase B > Bc because the domain ratio is ill-defined in the single-
domain state and it is unclear how to apply the staggered field B̄ if the domains are not
yet formed.
In tilted fields the order parameter susceptibility approaches a constant at the phase tran-
sition, corresponding to the critical exponent γ = 0. At the small angles shown here
the crossover from microscopic criticality, characterized by an increasing correlation length
ξ → D and a fixed domain ratio r∗ ≈ 0.5, to domain-driven criticality with a finite correla-
tion length and a decreasing domain ratio r∗ → 0 can only be guessed, compare right part
of Fig. 10.18. A clear observation of well-established power laws first with γ = 1 and then
with γ = 0 as the phase transition is approached needs considerably smaller angles φ ≤ 0.1◦
and much smaller distances to the critical field. This is numerically difficult because the free
energy depends only very weakly on the domain ratio in this limit, making its optimization
difficult, while at the same time the domain optimization requires high precision for the
observation of critical behavior.
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Figure 10.18: The order parameter susceptibility in the ordered phase diverges with the
mean-field exponent γ = 1 in transverse field and approaches a constant
(γ = 0) in tilted fields (left). This change of exponent mirrors the deviation
of the optimal domain ratio from its φ = 0 value r∗ = 0.5 (right) and thus
separates microscopic and domain-driven criticality.
Influence of non-Kramers physics and hyperfine coupling
Apart from the fact that there is a phase transition in tilted fields at all, its sensitive
angular dependence deserves a thorough analysis. It is a result of the interplay between the
non-Kramers physics caused by the crystal field and the hyperfine coupling. As mentioned
above (see e.g. Fig. 9.2) the absolute value of the electronic spin |J | =
√
〈J2x〉+ 〈J2y 〉+ 〈J2z 〉
varies with field and angle because the states of the ground-state doublet are not related
by time reversal and polarization transverse to the easy axis is only built up as ∼ B2 due
to mixing with higher crystal field levels. At small angles the electronic moment |J | is
larger in the ferromagnetic than in the paramagnetic phase and shows a cusp-like minimum
at the critical field, see panel (B1) of Fig. 10.19. Accordingly the nuclear spins can gain
more energy A~J~I by antialignment with the electronic spins in the ferromagnetic phase
and strongly shift the phase transition to higher fields, see panel (A1). At large angles the
variation of |J | is weakened, so the ferromagnetic phase is favored less strongly by hyperfine
coupling.
To verify this explanation we repeat the same calculations with a simple single-ion anisotropy
VSIA = −DJ2z instead of the crystal field VCF. We choose D = 0.215 to match the critical
field at φ = 0 and A = 39 mK. This modified model still describes an easy-axis ferromagnet,
but the low-energy degree of freedom is a standard spin instead of a non-Kramers doublet.
Accordingly the ordered moment |J | is nearly constant at all fields, with tiny variations
< 0.3% due to entanglement with the nuclear spins, compare panel (B2). In this case the
hyperfine coupling increases the critical field only very slightly O(10−3), as shown in panel
(A2). This is consistent with the expectation developed in Part II, or more accurately with
regime III of Fig. 7.3.
The T = 0 angular dependence of the hyperfine contribution in panel (A1) is parabolic
∼ φ2 at small angles, in contrast to the non-analytic dependence ∼ φ2/3 of the crossover in
Landau theory. The angular dependence also has consequences at finite temperature. As
discussed in Sec. 8.2 (e.g. Fig. 8.7) the hyperfine coupling is responsible for the enhanced
ferromagnetism at low temperatures. The characteristic “nose” in the phase diagram at
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Figure 10.19: The interplay of the non-Kramers physics caused by the crystal field (upper
row) and the hyperfine coupling leads to a strong angular dependence of the
critical field (left column). The variation of the absolute value of the electronic
spin with field (right column, for A = 39 mK) is a direct consequence of
the crystal field, as seen by comparison with a simple single-ion anisotropy
VSIA = −DJ2z (lower row). Figure taken from Ref. [3].
temperatures T . 0.4 K is caused by the destruction of nuclear order by thermal fluctuations
at temperatures T ∼ A|J |I. In tilted fields the hyperfine contribution is small at angles
φ & 6◦, so a phase boundary without inflection points is expected at large angles.
The comparison with the case of a simple single-ion anisotropy leads the way towards
a more general discussion of the observed phenomenology that goes beyond the particular
compound studied here. While the crystal field of LiHoF4 enhances the angular dependence
and therefore makes the effect more easily observable in experiment, it does not qualitatively
change the behavior. We expect a sharp domain-driven transition as function of tilted
field in all easy-axis ferromagnets. The angular dependence of the critical field Bc(φ) and
the jump of the susceptibility will depend on the model, specifically the mechanism and
strength of the anisotropy, but the fact that bulk ferromagnets show domains and that the
disappearance of domains marks a well-defined transition field is universal.
10.6 Domain-driven phase transition at finite temperatures
So far the discussion of the theoretical results was focused on T = 0. As we will see now,
including finite temperatures yields no qualitative changes. We conclude with a discus-
sion of the heat capacity and a summary of the critical behavior near the domain-driven
transition.
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Phase diagram
The situation at finite temperatures is qualitatively similar to the T = 0 case. The critical
field in tilted fields is still determined by the expulsion of down-domains, i.e., by r∗ → 0. As
the temperature increases the critical field is reduced and r∗ = 0 is reached at smaller fields,
see Fig. 10.20. The field dependence of the optimal domain ratio remains qualitatively the
same.
















Figure 10.20: Optimal domain ratio r∗ at φ = 5◦ at different temperatures. Increasing the
temperature changes the critical field, but otherwise the dependence remains
the same.
We have seen above that the domain-averaged magnetization along the easy axis shows
a kink at the phase transition in tilted fields. This change of slope gets less pronounced
as temperature increases, as visible in Fig. 10.21. This makes it difficult to accurately




















Figure 10.21: Domain-averaged z-magnetization at φ = 5◦ at different temperatures. The
kink at the domain-driven phase transition gets weakened at higher temper-
atures.
Therefore we extract the critical field as the field at which the optimal domain ratio ex-
trapolates to r∗ → 0 in tilted fields, and as 〈Jzd〉 → 0 in transverse field. At small fields
it is more appropriate to define a critical temperature since the phase boundary is nearly
parallel to the field axis in this regime. The resulting phase boundary in the B-T plane
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is shown for different angles in Fig. 10.22. In agreement with the discussion of Fig. 10.19
the phase boundary shows a sensitive angular dependence. The hyperfine coupling nose,
i.e., the enhancement of order at low temperatures, is not visible at large angles. Both the
critical field and the critical temperature decrease monotonically at all angles.















Figure 10.22: Theoretical phase diagram determined as a critical field (crosses) and as a
critical temperature (dots) for different angles. Modified from Ref. [3].
Heat capacity
As a last observable we will now turn to the heat capacity. There are three contributions
to the heat capacity.
• The temperature dependence of the occupations of the energy levels Ei,d: This gives
the well-known formula C0 = kBβ
2(〈E2〉 − 〈E〉2) which is the full heat capacity for a
simple temperature-independent Hamiltonian.
• The temperature dependence of the energy levels Ei,d = Ei,d(T ) due to the T -
dependent mean fields which determine the Hamiltonian: These terms can be written
as expectation values of derivatives such as 〈E · ∂TE〉 − 〈E〉〈∂TE〉 and 〈∂2TE〉.
• The temperature dependence of the domain ratio r = r(T ): Shifts in the domain
pattern can absorb energy if the two domains have different free energies.
The second and third contribution are referred to as derivative terms in the following as
they arise only if the eigenvalues and domain ratio are explicitly dependent on temperature,
∂TEi,d 6= 0 and ∂T r 6= 0.
Sample results for transverse field φ = 0 are shown in Fig. 10.23, both for the full model
including domains (Eq. (10.8), left) and the purely microscopic model (Eq. (9.12), right).
There are three main features as function of temperature.
• At low temperatures a broad peak centered around T ≈ 0.1−0.2 K can be recognized
as the contribution of nuclear excitations. The position of the maximum shifts slightly
as function of field, with lowest temperatures reached at B = 5.1 T. This is consistent
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with the gap closing of the nuclear modes at the quantum phase transition at Bc ≈
5.1 T.
• At high temperatures T & 5 K a series of flat maxima can be interpreted as higher
crystal field levels. Their weak field dependence matches the field dependence of the
crystal field spectrum of Fig. 9.1 and hardly participates in the critical behavior.
• At intermediate temperatures a maximum located at T ≈ 1− 3 K is the most striking
feature of the heat capacity. At low fields B = 0 T and B = 2 T it shows a distinct
anomaly with a sharp drop at the critical temperature Tc(B). At higher fields where
Tc(B) is considerably lower the anomaly is replaced by a broad maximum which shifts
upwards with field.
The above observations hold for the full model as well as for the purely microscopic model.
The anomaly is caused mainly by derivative terms such as 〈∂2TE〉, as can be seen from the
dotted lines in the left panel of Fig. 10.23 which show the heat capacity without derivative
terms C0. The observation of a sharp anomaly at B = 0 is consistent with previous
experimental work [237, 238] and Monte Carlo simulations [206].
























φ =0.0◦, purely microscopic model
Figure 10.23: Heat capacity of the full (left) and microscopic (right) model for different
transverse fields, shifted by 0.2B for better visibility. At low fields sharp
anomaly marks the phase transition at the critical temperature Tc(B). In
the left panel the dotted line shows the heat capacity C0 without derivative
terms.
At finite tilt angle the heat capacity at first glance looks very similar, see Fig. 10.24.
However, an important difference is visible between the full and microscopic models at
B = 2 T. The anomaly at the critical temperature is present only in the full model, while
the crossover in the microscopic model leads to a smeared-out peak instead of a sharp
anomaly. The observation of a sharp anomaly in the full model with tilted fields marks the
domain-driven phase transition as a true thermodynamic phase transition. This theoretical
prediction can be verified experimentally and provides an important test of the domain
model.
The behavior of the heat capacity in the vicinity of a continuous phase transition is charac-
terized by the critical exponent α. At low fields a jump of the heat capacity at the critical
temperatures Tc(B = 0) ≈ 1.8 K, Tc(B = 2 T, φ = 0) ≈ 1.6 K, and Tc(B = 2 T, φ = 5◦) ≈
1.5 K is clearly visible. This is consistent with the exponent α = 0 of the microscopic
mean-field theory. At higher fields the jump height decreases rapidly, especially in tilted
fields.
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φ =5.0◦, purely microscopic model
Figure 10.24: Heat capacity of the full (left) and microscopic (right) model for different
tilted fields, shifted by 0.2B for better visibility. At small, but finite field the
sharp anomaly marking the phase transition is present only in the full model.
In the left panel the dotted line shows the heat capacity C0 without derivative
terms.
Summary
The results of the last three sections show that the inclusion of mesoscopic degrees of
freedom, in this case domain formation characterized by two mean-field magnetizations ~Jd
and the optimal domain ratio r∗, leads to sharp phase transition also in tilted fields. The
character of the transition changes from a microscopic ordering transition in transverse field
φ = 0 to the continuous expulsion of minority domains in tilted fields φ 6= 0. No qualitative
changes from T = 0 to finite temperatures have been found. The results of the mesoscopic
modeling in tilted fields can be summarized by the critical exponents α = 0 describing the
jump in the heat capacity and β = 1 owing to the linear behavior of the optimal domain
ratio at the transition. The order parameter susceptibility shows the exponent γ = 0,
which was already expected from the jump of the zz-component of the susceptibility. We
did not study the exponent δ, but following standard scaling relations we expect δ = 1. The
crossover from the mean-field behavior at φ = 0 to this unusual set of exponents at φ 6= 0
is visible only at very small angles φ < 0.1◦.
The domain formation has consequences also for the excitation spectrum, and more specif-
ically for the mode that becomes gapless at the field-driven quantum phase transition. In
the purely microscopic model (Chap. 9) at φ = 0 this is a spatially uniform magnon mode
at q = 0 as expected for the microscopic ordering transition of a ferromagnet. Upon the
inclusion of domain effects (Chap. 10) this mode at q = 0 still becomes gapless, but only at
a much lower field B(single)c = 2.64 T. A uniform magnetization is energetically unfavorable
compared to domain formation. Coming from large fields, the disordered phase therefore
first becomes unstable at the field Bc ≈ 5.2 T due to the gap closing of a spatially modu-
lated mode at finite q ∼ 1/D (D: domain size). Since the domain size is on the scale of µm
the deviation of the gap closing from q = 0 cannot be resolved in neutron scattering, see
e.g. Ref. [119]. Note that the hybridization with nuclear spins leads to a finite gap of the
electron-dominated mode and a gapless nuclear-dominated mode at inaccessibly low ener-
gies, as discussed extensively in Part II. This complicates the experimental identification of
the wave vector at the gap closing further. Upon tilting the field φ 6= 0 the uniform mode
at q = 0 is gapped at all fields, but the modulated mode at q ∼ 1/D still becomes gapless
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at a reduced critical field Bc(φ). The pronounced momentum dependence of the excitation
spectrum at small q is caused by the long-ranged nature of the stray field.
10.7 Comparison with experimental results
The theoretical results discussed in the previous section are in excellent qualitative agree-
ment with the experimental observations that motivated this project. Now we turn to a
detailed quantitative comparison.
The experimental and theoretical phase boundaries are compared in Fig. 10.25. They show
excellent quantitative agreement except in the value of the critical temperature Tc. The
theoretical calculation slightly underestimates the angular dependence, but the form of
the phase boundary including the vanishing of inflection points at large angles is captured
remarkably well by our theoretical model. The shape of the phase boundary at low tem-
peratures is very sensitive to the value of the hyperfine coupling A and a variation of few
percent from the literature value significantly worsens the agreement with the experimental
results. The microscopic nearest-neighbor coupling K was chosen such that the critical
fields at small φ and T → 0 match.
Figure 10.25: Phase boundary determined from experimental susceptibility data (dots) and
the theoretical model including domain effects (crosses). The agreement is re-
markably good, except for the value of the critical temperature Tc. Replotted
from Ref. [3].
The discrepancy of the critical temperature has been observed already in earlier theoretical
works [118, 196] and is intimately related to the value of the g-factor, which is theoretically
expected to be g = 5/4. Ref. [117] used a significantly smaller value g = 0.74 and found a
good match of Bc and Tc, but this contradicts experimental evidence. Different techniques
consistently found values close to g = 1.25. [190, 189, 237] 1 In our work we use g = 1.1,
which is 12% below the literature value. Contrary to purely microscopic models in our
mesoscopic model also the domain terms are affected by a change of g, so a modified values
of g affects more than just the ratio Bc/Tc. Our theoretical description uses a mean-field
1Note that these references did not take into account that the ground state doublet is made up of Jz ≈
±11/2 instead of spin a 1/2, leading to g-factor of ∼ 5/4 · 11 = 13.75.
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decoupling which has the tendency to overestimate order. The inclusion of fluctuations
in a 1/z expansion (z: number of nearest neighbors) in a model including the dipolar
interaction and a fitted exchange interaction was found to lower the critical temperature,
but a discrepancy still remains. [195]
In addition to the mismatch of Tc the experimental phase boundary shows backbending at
small fields, see Fig. 10.26, which we do not find in our theoretical results. All this suggests
that an additional mechanism exists that suppresses order at high temperatures and is not
included in the current modeling.
Figure 10.26: Experimental phase boundary for different angles shows backbending at low
fields. This is not seen in the theoretical model. Figure taken from Ref. [3]
(modified).
Nevertheless the agreement at low temperatures is convincing and extends also to other
observables such as the susceptibility χzz. Experimentally the real and imaginary part
of the ac susceptibility is measured at finite frequency f = 511 Hz. Since this frequency
is small compared to electronic energy scales the ac susceptibility can be considered as a
quasi-static limit and can be reasonably compared with theoretical calculations at f = 0.
Theoretically only the static susceptibility is accessible because our model does not include
assumptions about the mobility of domain walls and other dynamic processes.
We thus compare the theoretical results for the purely real χzz(f = 0) with the experimen-
tally measured real part of the susceptibility in Fig. 10.27. The jump of the susceptibility
and its angular dependence is captured very well by our theoretical calculations. Experi-
mentally the jump is smeared out, which is especially noticeable at φ = 5◦. This is expected
because the stray field in a realistic multi-domain sample is not homogeneous, so the do-
mains do not vanish throughout the sample at a well-defined field, as assumed in our theory.
Domains in different parts of the sample experience a different effective field and therefore
become energetically unfavorable at slightly different external fields.
At low fields and low temperatures the experimental ac susceptibility drops sharply, while
the theoretical static susceptibility remains nearly constant. This discrepancy can be un-
derstood by studying the imaginary part, which vanishes in the static case f = 0. At
the position of the drop B ≈ 2 T the the experimentally measured imaginary part is large
(Fig. 10.28), which shows that the origin of the feature is both dynamic and dissipative and
thus clearly beyond our current modeling. Similar behavior is observed at low fields and
low temperatures for all angles, see Fig. 8.3. Further experiments show that the drop in <χ
and the peak in =χ both shift to higher fields as the frequency of the ac field is increased.
[186]
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Figure 10.27: Real part of the experimental ac susceptibility at T = 62 mK (full lines) and
theoretical static susceptibility at T = 0 (dotted lines) for different angles.
The agreement is remarkably good, except at low fields B ≤ 2 T – see main


























Figure 10.28: Real (left) and imaginary part (right) of the experimental ac transverse sus-
ceptibility as function of field B at T = 0.062 K for different angles. At low
fields and low temperatures the sharp drop of the real part is accompanied by
a peak in the imaginary part, indicating an dissipative process such as domain
freezing as the cause of the susceptibility drop. Replotted from Ref. [3].
One possible explanation consistent with these observations is domain wall freezing. In this
regime both thermal and quantum fluctuations are small, thus making it likely that domain
walls get pinned at impurities and lattice imperfections. With immobile domain walls the
system can react to changes of the external field only by changing the magnetization of the
domains itself, which leads to a small susceptibility.
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10.8 Conclusions and outlook
In this project we have developed a mean-field model for the easy-axis ferromagnet LiHoF4
that includes electronic and nuclear spins as microscopic degrees of freedom and the for-
mation of a spatially modulated domain pattern as a mesoscopic degree of freedom. The
domain formation is captured by separate mean fields in each domain and the volume frac-
tion of minority domains as a variational parameter. On the microscopic side we include
the full crystal field spectrum as a natural way to incorporate non-Kramers physics, and
hyperfine coupling to nuclear spins. The energetics of domain formation is described as
effective antiferromagnetic interactions that couple magnetization components in the two
domains. The volume fraction of minority domains is chosen such that the free energy
is minimal. This combined model of microscopic and mesoscopic degrees of freedom is in
excellent agreement with experimental measurements of the transverse ac susceptibility in
tilted fields. The inclusion of domain effects is crucial to explain the appearance of a sharp
phase transition also in tilted fields that explicitly break the Ising symmetry of the mi-
croscopic model. This contrasts the textbook expectation that near quantum criticality a
description of only microscopic degrees of freedom is suitable. The domain-driven transition
in tilted fields is of second order due to the continuous expulsion of the minority domains
and can be characterized by an unusual set of exponents α = 0, β = 1, γ = 0 and δ = 1.
At very small angles a crossover from microscopic criticality as characterized by a growing
correlation length and mean-field exponents to the domain-driven criticality governed by
a vanishing domain ratio and the above exponents occurs. The transitions at T = 0 and
T > 0 are qualitatively similar.
While this work was focused on LiHoF4 due to the experimental measurements performed
on this compound, we expect similar domain-driven phase transitions in other easy-axis
ferromagnets. In LiHoF4 the angle dependence is enhanced by non-Kramers physics and
hyperfine coupling, so other easy-axis ferromagnets may differ quantitatively, but the quali-
tative phenomenology is general. The cause of the anisotropy as either single-ion or exchange
terms is not important for our argument. In compounds with short-ranged microscopic in-
teractions fluctuation effects beyond mean-field might be relevant and thus alter the mean-
field results presented here, but the domain-induced interaction are always long-ranged, so
no major changes are expected.
The current work provides an example of a regime where both strong quantum fluctuations
and mesoscale pattern formation are important. These are not fluctuations in the renor-
malization group sense since the 3d system with long-range interactions can be described by
mean-field theory, but they are quantum fluctuations in the sense that classical statistical
mechanics cannot describe the field-driven phase transition and observables such as spin
components have a finite variance in the ground state. The role of quantum fluctuations
in the formation of inhomogeneous states has been discussed for itinerant ferromagnets, in
the sense that fluctuation effects on a uniform ferromagnetic ordering transition which is
second order in mean-field theory has been investigated. [239, 240] The physics discussed
here is different because in our case the spatially uniform system does not show a phase
transition at all and the spatially modulated state appears already on mean-field level.
Several directions for further research building onto the results of this project are possible.
• The overestimation of the critical temperature of LiHoF4 indicates that a mechanism
to suppress order at high temperatures is missing in the theoretical description. The
experimental observation of a backbent phase boundary at low fields which is not
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present in the theoretical calculations is further evidence that our understanding is
incomplete.
• In this work the domain-driven phase transition was inferred from susceptibility mea-
surements. Experiments on thermodynamic observables such as the heat capacity
could be used to corroborate our understanding. It would be highly interesting, but
also experimentally very challenging to observe the domain formation at the transition
directly by domain-imaging techniques. The properties of LiHoF4 could be compared
with other easy-axis ferromagnets. A potential candidate is LiTbF4, which is closely
related to LiHoF4 with strong dipolar interactions and a non-Kramers ground state
doublet.
• On the theoretical side the vicinity of the domain-driven transition deserves a closer
investigation. While in our model the domain spacing D1 +D2 remains mesoscopic at
all fields, the thickness of minority domains D2 goes to zero at the transition. When
it is comparable to the microscopic lattice spacing the structure of domain walls and
microscopic fluctuations ought to be included. This might change the critical behavior
at the domain-driven transition or even turn the transition weakly first order if the
domain pattern changes qualitatively, as seen experimentally in Refs. [219, 220]. Our
calculation used a fixed number of domains N = 200, but in principle N ought to
be optimized like the domain ratio. Adding a variable domain spacing D1 + D2
as a possibly divergent length scale could also change the behavior near the phase
transition. This would also help to clarify in how far the continuous domain-driven
transition is truly critical in the sense of a diverging correlation length beyond the
simplified model here.
• Bulk ferromagnets are a particularly simple, but by no means the only example of
mesoscale pattern formation in magnets. An explicit calculation of the stray field
is probably not feasible for more complex magnetic order, but the domain energy
contributions might be estimated with appropriate proportionalities. For this the
crucial degrees of freedom analogous to the domain ratio here need to be identified.
This project provides an example that while often the theory of quantum criticality focuses
on microscopic degrees of freedom, the challenging and sometimes unwelcome effects of
finite mesoscopic samples can in fact lead to unexpected and exciting physics. Exploring
the interplay of microscopic and mesoscopic degrees of freedom is thus a rewarding direction






In this thesis three separate research projects on different aspects of quantum criticality have
been presented. Here the main results and perspectives for future research are highlighted
briefly for each of them. More detailed discussions were given at the end of each part.
Part I dealt with the unexpected quantum critical scaling found above the first-order Mott
transition in the half-filled one-band Hubbard model. By extensive simulations with DMFT
+ NRG we were able to trace the quantum critical scaling of the resistivity down to the
metastable insulator T = 0. At the boundary of the coexistence region the insulating so-
lution becomes scale-invariant on the frequency axis. The power laws in the one-particle
spectrum of the metastable insulator are a crossover phenomenon that extends up to large
frequencies and thus governs the behavior of the system up to elevated temperatures above
the critical endpoint. Interestingly, the discovered regime is fully incoherent. These spec-
tral power laws drive the apparent quantum criticality that manifests itself in resistivity
scaling both above and below the critical temperature. Since DMFT is based on a local
approximation to the self-energy this is a novel instance of local quantum criticality.
Similar quantum critical scaling of the resistivity has also been reported away from half-
filling. This poses the intriguing question of the fate of this new local quantum criticality
beyond half-filling. An analytic description of the Mott transition including this unusual
local quantum criticality is an alluring, but very challenging aim for future work. A more
reachable goal is a general understanding in how far criticality can develop at the boundary
of coexistence regions, i.e., at saddle points instead of minima in a Landau picture.
Part II considered the effect of hyperfine coupling to nuclear spins on magnetic quantum
criticality. Two main scenarios can be distinguished based on the presence or absence of
magnetic dipole moments in the disordered phase, leading either to a shift of the phase
transition or to smearing it into a crossover due to nuclear-spin-induced order. For both
cases the main experimental consequence of the nuclear spins is an incomplete softening of
the electronic mode at the (former) phase transition, and we have analyzed the dependence
of this gap and other characteristic scales on the hyperfine coupling in detail. A qualitative
discussion of nuclear spins in the vicinity of exotic transitions such as transitions to spin-
liquid states or deconfined quantum criticality completes this project.
These theoretical predictions call for experimental verification in line with recent works on
the excitation spectrum of LiHoF4. For each material the strength of the hyperfine coupling
needs to be compared with other small perturbations such as disorder. On the theoretical
side the coupling of nuclear spins to more exotic states such as spin liquid states needs
additional work on the analysis of specific models.
Part III was focused on the role of domains in the vicinity of a field-driven quantum phase
transition in an easy-axis ferromagnet. By explicitly breaking the Ising symmetry of the
microscopic degrees of freedom via the application of a tilted field the domain formation can
be disentangled from the onset of microscopic order that otherwise occurs simultaneously.
We were able to model this interplay of microscopic and mesoscopic degrees of freedom in a
mean-field theory with additional antiferromagnetic interactions induced by domain energy
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terms such as the stray-field energy. In a simplified geometry the stray field of the multi-
domain sample can be calculated exactly, and the volume ratio of majority and minority
domains is then optimized as a variational parameter. In tilted fields the minority domains
are pushed out of the sample and vanish continuously at a domain-driven transition. This
theory is in excellent quantitative agreement with experimental measurements of the ac
susceptibility in LiHoF4, in particular in finding a sharp phase transition in tilted fields.
The domain-driven transition invites further study, looking for instance at the critical be-
havior in a more elaborate model including fluctuations of the domain pattern. Considering
mesoscale structures appear in many, if not most, magnetic materials, their interplay with
(quantum) phase transitions of the microscopic degrees of freedom calls for investigations
beyond the easy-axis ferromagnets discussed here.
Quantum criticality remains a fascinating and diverse research area. In this thesis we have
touched upon only a few selected aspects of it. The relation of quantum criticality to strange
metal regimes and unconventional superconductivity, dynamical quantum phase transitions
and quantum criticality in (semi)metals are all fast-developing fields, to name just a few
examples. Crucial for further progress is the development and refinement of modern the-
oretical methods such as dualities and concepts from quantum information theory. Many
open questions wait to be tackled in future research on both the theoretical and experimen-
tal side, and the fruitful combination of both will push the frontiers of our understanding






A Part I: NRG level spectra
The eigenenergies of each step in the numerical renormalization group (NRG) contain a
wealth of information. Typical examples how these level spectra evolve during the iterative
diagonalization are shown in Fig. A.1 for the pseudogap single-impurity Anderson model
with Γ(ω) ∼ |ω|r. The three panels show three different parameter choices that correspond
to the three fixed points of the system, labeled LM, SCR and SSC in the RG flow diagram
Fig. 3.1 (b). The fixed-point spectrum is reached at late NRG steps (N > 100) where the
energy levels do not change anymore from one step to the next. As argued in Sec. 3.3,
in NRG the flow of the level spectrum takes the role of the running coupling constants
in analytical RG calculations. The spacing between the levels and their degeneracies is
characteristic for each fixed point, and distinctive differences are clearly visible between the
three panels. Late NRG steps correspond to low temperatures, so as expected the two stable
phases and the transition between them are only visible at sufficiently low temperatures,
while at high temperatures (N . 30) the system behaves alike for all three parameter
values.
Figure A.1: NRG level spectra of the pseudogap SIAM =Γ(ω) = ∆|ω|r with r = 0.4 at
three different hybridization strengths ∆ corresponding to the three different
fixed points. The eigenstates are labeled by appropriate quantum numbers, in
this case charge Q and spin S. Dashed lines correspond to quantum numbers
(Q, 2S) = (0, 1), solid lines to (Q, 2S) = (1, 0). Note the explicitly marked
rescaling of the energies in each step. Figure taken from [91].
For this project we are mostly interested in the local moment fixed point of the pseudogap
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SIAM, see Sec. 4.1. For later reference we compute the fixed point spectrum as function
of the exponent r. This is shown in Fig. A.2. The absolute energy scale is determined
by the specific implementation of rescaling and truncation during the NRG steps and thus
energies should be compared with Fig. A.1 only up to overall prefactor. It is clear that the
spectrum varies smoothly with r with no qualitative changes. In the limit r → 0 two levels
with quantum numbers (Q, 2S) = (1, 0) (dark red rhombi) become degenerate at energies
E ≈ 5 in these units, and similarly for (Q, 2S) = (1, 2) (red upwards triangles).
Figure A.2: Spectrum of the local-moment fixed point of the pseudogap SIAM as function
of the exponent r. The spectrum was obtained from initializing the Hubbard
model at U = 10 with a pseudogap initialization with this exponent and ex-
tracting the NRG spectrum at large even N in the first DMFT iteration (not
DMFT self-consistent!). Different markers show different combinations of the
quantum numbers of charge Q and spin S. Due to particle-hole symmetry we
only show Q > 0. The orange box marks the part of the spectrum that can be
compared with Fig. A.2a (N > 100).
In the context of DMFT the interpretation of the level spectra gets an additional compli-
cation from the self-consistency condition. The impurity model that is solved with NRG
explicitly depends explicitly on temperature because of the self-consistent hybridization. In-
terpreting the NRG steps as successively going to lower temperatures is thus not possible.
Instead we should focus on the NRG step n corresponding to the temperature Λ−(n−1)/2 ≈ T
at which the self-consistency equation was solved.
In Fig. A.3 the level spectrum of the Hubbard model is shown for a temperature above the
critical endpoint. On the insulating side U > 2.29 the level pattern of the pseudogap SIAM
at the local moment fixed point is recognizable, at least at low energies. The exponent
decreases as U is lowered. At higher energies degeneracies are lifted compared to the ideal
pseudogap in Fig. A.2, which reflects that although the system is dominated by a pseudo-
gap hybridization, the power law is not realized perfectly, especially at high frequencies.
Moreover, the system is only in the vicinity of, not at the local moment fixed point.
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On the metallic side U < 2.29, the level spectrum is very crowded, with few degeneracies and
small gaps. This is typical for a level spectrum which is away from fixed points, compare e.g.
Fig. A.1 (c) at N = 30, which shows just two of the eleven quantum number combinations
in Fig. A.3. At much lower temperatures and smaller U the pattern resembles the strong
coupling fixed point of the SIAM with constant hybridization (not shown). However, at the
temperatures and interactions relevant for the quantum critical scaling discussed here the
level spectrum in Fig. A.3 proves that the strong-coupling fixed point is not governing the
behavior.
Figure A.3: Level spectrum of the Hubbard model as function of interaction U at T =
0.08 ≈ 2.7Tc in the NRG step corresponding to this temperature Λ−(n−1)/2 ≈ T .
The symbols for the quantum number combinations (Q,S) are the same as in
Fig. A.2. At U ≈ 2.29 (grey box) the low-energy spectrum changes from the
level spectrum of the local-moment fixed point of the pseudogap SIAM at large
U to a spectrum that is not close to any recognizable fixed point at small U .
The level spectrum can be used define a reference line for the resistivity scaling of Sec. 4.4,
in the sense of a Widom line discussed in the main text. One possible criterion is the level
crossing of the (Q, 2S) = (1, 0) levels at energies E ≈ 5. Coming from the insulating side,
the splitting decreases until they are nearly degenerate at U ≈ 2.29 and then increases
again. As shown in Fig. A.2, this may be seen as signatures of a pseudogap model with
decreasing exponent at its local moment fixed point for U > 2.29, and qualitatively different
behavior for U < 2.29. Therefore this is one possible criterion to distinguish insulator-like
from metal-like solutions. A similar construction is possible with the (Q, 2S) = (1, 2) levels.
This criterion remains well-defined up to elevated temperatures and gives the reference line
labeled as “levelcrossing” in Fig. 4.19 and the scaling collapse shown in Fig. 4.21.
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B Part I: Analytical properties of scale-invariant
DMFT solutions
In this appendix analytical properties of scale-invariant solution of DMFT will be discussed.
In Sec. B.1 we use perturbation theory in the Kondo model to test the plausibility of a
pseudogap hybridization as a self-consistent DMFT solution. In Sec. B.2 we show via an
explicit calculation that a fractional power law must appear in both real and imaginary
part of the self-energy simultaneously. For this, several mathematical identities will be
used, which are collected here for later reference.
The Gaussian hypergeometric function is defined as [241, Eq. 15.3.1]







(1− tz)a . (B.1)
An alternative definition is as a series [241, Eq. 15.1.1]






with the Pochhammer symbol (a)n := Γ(a+ n)/Γ(a). Note that (0)n = δ0n. The definition
as a series is especially useful as an expansion for |z|  1. The fourth argument of this
hypergeometric function can be inverted as [241, Eq. 15.3.7]



















Furthermore, the product of two Γ-functions can be rewritten as [241, Eq. 6.17]
Γ(z)Γ(1− z) = π/ sin(πz) (B.4)
for z not integer. Per definition, the Γ-function obeys Γ(x+ 1) = xΓ(x) and Γ(1) = 1.
B.1 Kondo perturbation theory as an impurity solver
As argued in Sec. 4.1, a self-consistent scale-invariant DMFT solution necessarily corre-
sponds to the local moment (LM) fixed point of the underlying impurity model. The LM
fixed point can be understood most naturally in the language of the Kondo model since it
is perturbatively accessible in the Kondo coupling JK – in contrast to the strong coupling
fixed point, which is most conveniently studied in the variables of the Anderson model, e.g.
in the form of a resonant level model. [242]
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Accordingly, in this section we want to study power law solutions to DMFT with a pseu-
dogap hybridization Γ ∝ |ω|r (r > 0) within Kondo perturbation theory. We calculate the
T-matrix of the Kondo model to lowest non-zero order in JK and use its correspondence to
the impurity electron propagator of the Anderson model. It is not clear whether the impu-
rity model from DMFT is really in the Kondo limit, so the Schrieffer-Wolff transformation
to and from the Kondo model is a questionable approximation. We will come back to this
issue below. This calculation might give answers to two questions:
• As a plausibility check for our hypothesis of a power law solution to DMFT, can a
pseudogap solution be a self-consistent DMFT solution on the level of this approx-
imation? Note that for this both the exponent and the prefactor of the power law
must match.
• If so, can we give constraints on the value of the exponent r?
Derivation of the Hamiltonian
The starting point is the Hamiltonian of the pseudogap SIAM. For that, we need a bath
Hamiltonian which generates the pseudogap DOS, which is ρ(ε) = ρ0|ε|r in the interval
ε ∈ [−D,D] and zero otherwise. One easy way to achieve this are chiral linearly dispersing
fermions εk = ak in 1 + r dimensions (a > 0). [242] This can be seen by an explicit
calculation of the DOS in modified spherical coordinates with radius k ∈ [−D/a,D/a] and




















dk |k|rδ(ε− ak) (B.5)
Here N is the number of lattice sites. Due to the isotropy of the assumed dispersion the
angle integrations just give the surface S(1+r)/2 of a half sphere in 1 + r dimensions. With
































To get a normalized DOS in the interval [−D,D] we have to choose ρ0 = 1+r2 D−(1+r).
For simplicity, we assume a real and k-independent hybridization term. Then, with the































for the particle-hole symmetric case.
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Related Kondo model
Assuming that interaction U and hybridization V are large enough that particle number
fluctuations are negligible, we can apply a Schrieffer-Wolff transformation [59], and obtain






dk|k|r ak c†kσckσ + JK ~S ·
∑
ab
c†a(x = 0)~τabcb(x = 0) (B.9)














and the local annihilation operator of a bath electron with spin σ





Here ~τ stands for the vector of Pauli matrices. The impurity spin ~S is the only residual
degree of freedom of the impurity in this limit. Due to particle-hole symmetry there is no
potential scattering term for the bath electrons.






To obtain the physical Hilbert space we must limit ourselves to the subspace with particle
number nd = 1. On a mean-field level the constraint 〈nd〉 = 1 can be imposed with a
Lagrange multiplier. To achieve the restriction to this subspace also beyond mean-field
level, we instead introduce a chemical potential λ for the pseudofermions d. We use the










σdσ. [243, 242] In this way, zero-particle states are
excluded due to the factor Q̂ = 0 for those states. If the observable Ô gives zero for zero-
particle states, which is always the case in the following, the multiplication with Q̂ can
be omitted in the numerator. In expectation values the n-particle states are weighted by
an additional factor enβλ from the grand-canonical Boltzmann factors. The division by
〈Q̂〉 ∼ eβλ removes the exponential factor for the one-particle states, but the two-particle
contributions retain a factor eβλ Taking the limit λ→ −∞ removes the two-particle states
due to eβλ → 0, so only the desired one-particle states remain.
With this fermionic representation of the spin operator we can employ standard diagram-
matic perturbation theory in the coupling JK . For this, we need the propagators of the
pseudofermions d and the bath electrons c.
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Non-interacting propagators
The pseudofermions d are free fermions with a chemical potential λ at zero energy, so their
Green’s function is diagonal in spin space and spin independent,
Gd(iωn) =
∫




Here 〈...〉0 denotes expectation values with respect to the decoupled Hamiltonian HK(JK = 0).
Similarly, the local bath electron propagator can be determined from non-interacting bath
Hamiltonian. It is also diagonal and spin independent,
Gc(x = 0, iωn) =
∫






The momentum sum can be evaluated by turning it into an integral


















































In the third row we used that from the multiplication with −iωn−ak only the part symmetric
in k contributes. The evaluation of this integral gives a Gaussian hypergeometric function
as defined in Eq. (B.1),






















This can be rewritten with Eqs. (B.2) and (B.3) as























































































































B.1 Kondo perturbation theory as an impurity solver
Figure B.1: First and second order diagrams for the T-matrix of the Kondo model. Full
lines represent Gc(x = 0, iωn), dashed lines Gd(iωn) and points JK including






















by using (0)n = δ0n and Eq. (B.4). In the low frequency limit ωn  D this can be expanded
as
Gc(x = 0, iωn) = −iρ0
[
2Dr−1










If the exponent is small 0 < r < 1, the low frequency limit is dominated by the power
law term. In the case r > 1 the first term is dominant. As expected a power law DOS
with a fractional exponent therefore causes a power law propagator at low frequencies,
while analyticity requires a more complicated dependence at large frequencies. The full
hypergeometric function must be taken into account if the frequency argument is summed
over in a Matsubara sum. This is difficult to do analytically, making the evaluation of
higher order diagrams very cumbersome. Luckily, in low order diagrams (up to J2K) no such
sum over the bath electron propagator is needed.
For later reference we need the imaginary part of this propagator on the real frequency axis.
This is simply
=Gc(x = 0, ω) = −πρ(ω) (B.20)
as can be seen for example by replacing (iωn − ak)−1 in the real-frequency analogue of
Eq. (B.16) with −πδ(ω − ak), evaluating the δ-distribution as before and inserting the
definition of a.
First order diagram
The first order diagram is shown in Fig. B.1. Its value is







~τσ1σ1Gd(iωn) · ~τσσ (B.21)
The spin sum can be evaluated by using the relation ~τab ·~τcd = 2δadδbc− δabδcd, which yields∑
σ1
~τσ1σ1 · ~τσσ =
∑
σ1
(2δσ1σ − δσ1σ1) = 0. So the first order diagram vanishes due to the
structure of the interaction in spin space.
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Second order diagrams
The two second order diagrams are also shown in Fig. B.1. The first one is just a product
of two first order diagrams, so it vanishes as well. Thus the lowest-order contribution to
the T-matrix is









~τσ1σ2 · ~τσ3σGd(iωn1)Gc(x = 0, iωn2)Gd(−iωn + iωn1 + iωn2)~τσ1σ2 · ~τσ3σ.
(B.22)
Because the propagators are spin-independent we can evaluate the spin sums separately,∑
σ1σ2σ3







(4δσσ1δσ2σ3 − 4δσσ1δσ2σ3δσ1σ2δσσ3 + δσ1σ2δσσ3)
= 8− 4 + 2 = 6. (B.23)
The next step is the evaluation of the Matsubara sums. With iω := iωn − iωn2 a bosonic

















nF (−λ)− nF (iω − λ)
−λ− (iω − λ)
= − 1
β
nF (−λ)− nF (−λ+ iω)
iω
(B.24)
with the Fermi-Dirac distribution nF (ε) = (1 + e
βε)−1. By definition of bosonic Matsubara
frequencies nF (ε− iω) = nF (ε), so the numerator vanishes. A finite contribution arises only
if the denominator iω vanishes as well, i.e. ωn2 = ωn. This condition removes the second





Gd(iωn1)Gd(−iω + iωn1) = −δnn2
1
β
nF (−λ)− nF (−λ)[1 + iβω(1− nF (−λ))]
iω
= δnn2nF (−λ)(1− nF (−λ)) (B.25)
The other terms in T̃ (2)σ (iωn) are independent of λ, so we can now divide by 〈Q̂〉 = 2nF (−λ).
We send λ → −∞ to obtain the physical T-Matrix by restriction to the nd = 1 sector of
the pseudofermion Hilbert space, and find













Gc(x = 0, iωn). (B.26)
This is the lowest-order contribution to the T-Matrix. Going to higher orders is difficult be-
cause Matsubara sums over the bath electron propagator with its hypergeometric functions
do not drop out as in the second order diagram, but would have to be evaluated directly.
Considering the other limitations of the calculation this does not seem worth the effort, so
we will continue with the second-order result.
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Conclusions for the Anderson model & DMFT
To go back from the Kondo model to the SIAM we employ
Tσ(iωn) = V
2Gf (iωn). (B.27)
This is plausible because in the Anderson model the bath electrons can scatter only by
hybridizing with the impurity. For a more detailed justification see Ref. [242]. Thereby we







Gc(x = 0, iωn) = 12
V 2
U 2
Gc(x = 0, iωn) (B.28)
Now we use this result in DMFT: For the Hubbard model on the d→∞ Bethe lattice, the
DMFT self-consistency equation is
Γ(iωn) = t
2Gf (iωn) (B.29)
where t is the hopping parameter of the Hubbard model and Γ(iωn) is the hybridization
function as usual. Going back to real frequencies, we can compare the imaginary parts of
the left and right side





=Gc(x = 0, ω)
)
(B.30)
The left hand side is just
=Γ(ω) = V 2
∑
k
=Gc(k, ω) = V 2=Gc(x = 0, ω). (B.31)
We see that both sides of the self-consistency share the same frequency dependence given
by =Gc(x = 0, ω) = −πρ(ω) = −πρo|ω|r. A pseudogap hybridization function as an input
thus leads to pseudogap impurity Green’s function. This lends plausibility to our conjecture
that such a power law can be a self-consistent solution of DMFT, and that it is governed
by the local moment fixed point of the impurity.








3 ≈ 1.73. (B.32)
This condition singles out one specific value of the interaction strength U , indicating that
a power law solution can be realized, but only at a specific U . The approximation is too
crude to trust this value quantitatively.
No constraints on the value of the exponent r can be derived here. Its value might be se-
lected from prefactor matching: We expect that going to higher orders in the diagrammatic
perturbation theory would give rise to r-dependent prefactors and thus matching the pref-
actors in the self-consistency condition would select a non-universal value of the exponent
r.
The problem of this calculation is the application of the Schrieffer-Wolff transformation.
In general, such a transformation is valid if particle-number fluctuations on the impurity
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are small. Their size can be estimated according to Ref. [59] from x = 2Γ(U/2)/U =
2πρ(U/2) · V 2/U . In the metastable insulator at small temperatures and close to Uc1 we
find x > 1, which is clearly away from the desired limit of x 1.
Therefore, this approximation is not trustworthy and its results need to be checked carefully
with more reliable impurity solvers. This is done in detail in Sec. 4.2 ff, where we find that
the power-law solution is in fact realized at U = Uc1.
B.2 Analytical properties of a power-law self-energy
In this section, we prove that if the real part of the self-energy follows a fractional power
law 0 < r < 1, than so does the imaginary part, and vice versa.
Starting point are the Kramers-Kronig relations. Assume that χ(ω) = χ′(ω) + iχ′′(ω) is
a complex function of the complex variable ω, with χ′(ω) and χ′′(ω) real, that is analytic










ω̃ − ω (B.33)
and







ω̃ − ω (B.34)
where P denotes the Cauchy principal value. We want to apply these relations to a power-
law self-energy, and show that both imaginary and real part must have the same exponent
if the exponent is fractional. To fulfill the prerequisites of decay at large frequencies, the
power law is limited to a finite frequency interval |ω| ≤ 1, otherwise the self-energy is set to
zero. This discontinuous cut is not analytic, so more accurately we would need to consider
smooth decay from the band edges to zero. Power laws with non-integer exponents are not
analytic near ω = 0, so strictly speaking this would have to be regularized as well.
As a first step, assume =Σ(ω) = −a|ω|r with a > 0 for ω ∈ [−1, 1], and zero otherwise. We
consider only r > 0. This form of the self-energy is consistent with the expected symmetry















































Γ(r + 1)Γ(r + 1)




ωr+1 2F1 (r + 1, 0, r + 1,−ω)
+
Γ(r)Γ(r + 2)
Γ(r + 1)Γ(r + 1)
(−ω)1 2F1 (1, r, 1− r, ω)
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2F1 (1, r, 1− r,−ω) + Γ(−r)Γ(r + 1)ωr −
1
r















where we used the identities given in Eqs. (B.1) – (B.4) and expanded the hypergeometric
functions for low frequencies in the last line.
If r < 1, the power law dominates over the linear term in the last line, i.e., <Σ ∝ sgn(ω)|ω|r.
This proves the first part of our claim that real and imaginary must share the same exponent
if it is fractional. The additional sign is needed to ensure antisymmetry under ω → −ω.
If r ≥ 1 the linear term wins. This is the case for the Fermi liquid whose imaginary
part shows a quadratic frequency dependence r = 2 and reproduces the well-known result
correctly. [246] Rewriting Γ(−r) with the sinus valid only for non-integer r, so in the case
of integer r the prefactor of the subleading ωr term is Γ(−r)Γ(r + 1).
For the other way round, assume <Σ(ω) = a sgn(ω)|ω|r for ω ∈ [−1, 1], and zero otherwise.











































− Γ(r)Γ(r + 2)
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ω1 2F1 (1, r, 1− r,−ω)
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+
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2F1 (1, r, 1− r,−ω)− Γ(−r)Γ(r + 1)ωr −
1
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where we again used the identities (B.1) to (B.4) and expanded for low frequencies in the
last line.
If r < 1, the power law dominates over the linear term in the last line, i.e =Σ ∝ |ω|r. This
proves the second part of our claim that real and imaginary must share the same exponent
if it is fractional. Note that the expected symmetry under ω → −ω is fulfilled. For the
Fermi liquid case r = 1 the ωr terms cancel, leaving O(ω2) as the lowest order term, as
expected.
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from raw numerical data of ρ(U, T ), i.e., how to arrive at the best possible choice of f± and
νz±, and how to assess the quality of a scaling collapse. All figures and values are given for
the reference line U∗(T ) = 2.386 as an example.
Starting point is a discrete set of numerical values ρ(Uj, Ti) at interaction strengths Uj,
with j = 1, ...NU , and temperatures Ti, with i = 1, ...NT , as shown in Fig. 4.15. To find the
best scaling collapse, several procedures are possible. In this work, the following steps were
used.
1. Define a reference line U∗(T ) with respect to which the scaling is tested. In the
following, measure the interaction relative to this reference line by defining for each
data point (Uj, Ti) the distance δUj = Uj−U∗(Ti). Therefore the distance δU depends
on both original parameters Uj and Ti, but for brevity we write δUj instead of δUji.






The resistivity on the reference curve ρc(Ti) is shown in Fig. 4.16. It might follow
a power law, as indicated by the blue line in the plot, but an arbitrary temperature
dependence is allowed in the scaling procedure. The raw and renormalized resistivity,
ρ vs. ρ̃, are shown in the inset and main panel of Fig. 4.17.
3. Define a reference curve f±(T ) by choosing suitable values ˜δU± and extrapolating the
discrete data ρ̃( ˜δU±, Ti) for all values of T ,
f±(T ) =
{
ρ̃( ˜δU±, Ti), if T = Ti
smooth interpolation, otherwise
(C.3)
The reference curve is shown as a black line in Fig. 4.15 and in this case was obtained
from a spline interpolation of the data for ˜δU± = ±0.04. A separate reference curve
for δU > 0 and δU < 0 is needed because there is no reason to assume symmetry
between δU and −δU . Obviously, the interpolation is not unique and interpolation
errors get more severe if less data points Ti are available.
4. For each data point (δUj, Ti) find the factor Tr(δUj, Ti) with which the temperature
must be rescaled to move the data point onto the reference curve,







By construction Tr( ˜δU±, Ti) = 1 for all Ti. In all cases of relevance here the reference
curve f±(T ) is monotonous, so a unique solution for Tr(δUj, Ti) is obtained.








The rescaling factors before and after averaging are shown in Fig. C.2. Only the
averaged rescaling factors will enter the next step.
6. Fit a power law of the form c±|δU |νz± to the averaged rescaling factors T0(δUj), with
separate fits for δU > 0 (+) and δU < 0 (−). This fit is shown as an inset in Fig. 4.18.
Only the fit results c± and νz± will enter the next step.
7. The scaling hypothesis can then be tested by plotting ρ̃(δUj, Ti) as function of the
rescaled temperature Ti/(c±|δU |νz±) from the previous step. If the data obey the
scaling relation Eq. (C.1), all data points with the same sign of δU should lie on a
single curve, i.e., they should collapse onto the reference curves f±(T ). This is shown
in the main panel of Fig. 4.18.
For standard quantum critical scaling, the reference line in step 1 must be chosen as the
position of the quantum critical point and thus must not depend on temperature. Fur-
thermore, the resistivity on the reference line in step 2 must show a power-law dependence
on temperature, ρc(T ) ∼ Tα. The scaling proposed in Ref. [41] is a generalization in
the sense that it allows arbitrary temperature dependence of both U∗ and ρc. Observing
such a generalized scaling collapse is therefore a weaker statement than a standard scaling
collapse.
Note that the steps 3, 5 and 6 of this procedure are approximations or idealizations and
therefore give rise to errors. Other scaling procedures are possible, e.g. the roles of T and
δU can be reversed, the power law fit (step 6) could be done before the temperature average
(step 5), etc. For idealized data which perfectly obey Eq. C.1, all these procedures give the
same. For a realistic data set with errors, they will give slightly different results, with the
differences getting bigger as the deviations from perfect scaling grow.
The quality of the scaling collapse can thus be judged from several interdependent criteria:
• Are the rescaling factors Tr(δUj, Ti) approximately independent of temperature?
• How good is the agreement of the averaged rescaling factors T0(δUj) with the power
law fit?
• How much do the data points in the scaling plot (step 7) scatter around the reference
curve?
• How sensitive are the results to the details of the scaling procedure, e.g., to inter-
changing steps 5 and 6?
• For standard quantum critical scaling with U∗(T ) = const: how accurately does ρc(T )
follow a power law temperature dependence?
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Figure C.1: Scaling collapse as in Fig. 4.18, but on linear scale. In this regime the scaling
collapse seems perfect in the double logarithmic plot of Fig. 4.18, but on the
linear scale deviations are revealed.
By tweaking the procedure, hiding significant deviations in (double-)logarithmic plots and
omitting relevant results of the intermediate steps (e.g. ρc(T ) or Tr(δU, T )), a scaling
analysis of this type can be misleading in various ways and should therefore be always
interpreted with caution. Adding the freedom to choose a reference line U∗(T ) and possibly
a small extent on the T , δU and/or ρ̃ axes makes the observation of a scaling collapse even
less reliable.
It would be desirable to have a quantitative measure of the quality of the scaling. The
quality of the collapse itself (step 7) could be defined as the mean distance of the data
points to the reference curve, either on the logarithmic or linear scale, but such a measure
neglects all errors of previous steps, e.g. in the definition of the reference curve. Therefore
we did not follow this path and instead have to judge the quality of the scaling by looking
separately at each step.
In this light, let us have a closer look at the data shown in the scaling plots of the main text.
In Fig. C.1 a part of the scaling collapse of Fig. 4.18 is shown again, this time on a linear
scale. Appreciable scattering around the line of ideal collapse is visible, especially between
the largest and smallest δU values. This shows that the scaling behavior is only observable
in a limited region of the U − T phase diagram, and that even at small δU it is not perfect
since it is rooted in a crossover, not an asymptotic power law. Similarly, deviations in the
power law fit to T0 in the inset of Fig. 4.18 are observable.
In Fig. C.2 the averaging procedure of the rescaling factors is shown. For ideal scaling
all points Tr(δUj, Ti) would be equal to their T -averaged value T0(δUj). Here this is true
only approximately, with larger deviations occurring at larger values of δU . The deviations
are similar between neighboring δU , indicating a systematic origin like a finite extent of
the scaling region instead of random numerical noise. Large values of δU > 0 were not
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Figure C.2: Rescaling factors as in the inset of Fig. 4.18 before (Tr(δUj, Ti), dots) and after
averaging (T0(δUj), horizontal lines) over temperature. The color coding shows
the distance to the reference line U∗(T ), with δU > 0 (< 0) shown in the left
(right) panel.
accessible at small temperatures because in this regime deep in the insulator the gapped
spectral function A(ω ≈ T ) < 10−8 is too small to allow a numerically reliable calculation
of the resistivity. On the other hand, large absolute values of δU < 0 are only accessible at
temperatures above the critical endpoint Tc because otherwise a discontinuous transition
to metallic states occurs.
In conclusion, we should keep in mind that from the deviations from scaling we can often
learn as much as from the scaling itself. In the present case of resistivity scaling near the
Mott transition the deviations are consistent with our interpretation that a crossover power
law near Uc1 at T = 0 drives approximate quantum critical scaling in a cone-shaped region
above Uc1, as shown in the phase diagram Fig. 4.14
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D Part II: Solution of the transverse-field Ising model
with nuclear spins
In this appendix we use linear-spin wave theory to describe the transverse-field Ising model
augmented by nuclear spins on the level of mean-field theory plus Gaussian fluctuations.
The method has been introduced in Sec. 6.1 and the strategy for the case with nuclear
spins has been discussed in the main text (Sec. 7.1), so this appendix gives mainly technical
details. First we derive the Hamiltonian of the Holstein-Primakoff bosons (Sec. D.1) and
determine the reference state(Sec. D.2) to arrive at the excitation spectrum (Sec. D.3). We
conclude with the calculation of observables of interest (Sec. D.4).
Starting point of the calculation is the assumption that for all values of the transverse field
h the true ground state of the system can be reasonably approximated by a classical refer-
ence state. In a classical reference state the spins are not treated as quantum-mechanical
operators, but simply as three-dimensional vectors. In our case, we assume that the spins
have a vanishing y-component and are equal on all sites. Then the reference state is fully
determined by two angles θ and φ which fix the orientation of the electronic and nuclear
spins in the xz-plane as sketched in Fig. 7.1. With this simple parametrization of the
reference state the inclusion of fluctuations on top of it is straightforward.
D.1 Holstein-Primakoff representation of the electronic and
nuclear spins
As a first step, we rotate our reference frame such that the spins in the reference state point
along the z-axis (electronic spins ~̃S) and −z-axis (nuclear spins ~̃I). We replace ~Si = Uel ~̃Si
and ~Ii = Unucl ~̃Ii where the rotation matrices
Uel =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 Unucl =
cosφ 0 − sinφ0 1 0
sinφ 0 cosφ
 (D.1)
are site-independent due to translational invariance of both the ferromagnetic ordered state
and the field-polarized disordered state. For generality we take a possible longitudinal
field into account ~h = (hx, 0, hz)
T and consider general spins S and I. The results shown
in the main text are for hx = h, hz = 0, and S = I = 1/2. With the abbreviations
α = cos θ cosφ− sin θ sinφ, β = cos θ sinφ+ sin θ cosφ the Hamiltonian of Eq. (7.1) can be











(hx cos θ − hz sin θ) S̃ix + (hx sin θ + hz cos θ) S̃iz
]
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αS̃ixĨix − βS̃ixĨiz + βS̃iz Ĩix + αS̃iz Ĩiz + S̃iy Ĩiy
]
(D.2)
The rotated spin operators are rewritten in terms of Holstein-Primakoff bosons


















and similarly for the hermitean conjugates S̃i− = S̃
†
i+ and Ĩi− = Ĩ
†




















(b†i − bi ).
The Hamiltonian can then be grouped into terms HTI = H(0) +H(1) +H(2) + ... containing
0, 1 or 2 bosons with
H(0) =− dJS2 cos2 θN − S (hx sin θ + hz cos θ)N
− gNI (hx sinφ− hz cosφ)N −AαISN, (D.5)
























(hx cosφ+ hz sinφ)
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+ (hx sin θ + hz cos θ)
∑
i




































−aib†i + aibi + a†ib†i − a†ibi
]
, (D.7)
where N is the number of lattice sites and 2d the number of nearest neighbors.
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D.2 Determination of the classical reference state
The next step is the minimization of the constant term H(0) by the choice of reference state,
which implies that the linear term ought to vanish. The condition that the prefactors of ai
and bi vanish give two equations for θ and φ
0 = 2JdS sin θ cos θ − hx cos θ + hz sin θ +AIβ (D.8)
0 = −gNhx cosφ− gNhz sinφ+ASβ (D.9)
Without hyperfine coupling
First consider the limiting case of the pure electronic model without hyperfine coupling
A = 0 and without longitudinal field hz = 0. In this limit the conditions for θ and φ
decouple
0 = [2JdS sin θ − hx] cos θ (D.10)
0 = cosφ (D.11)
















. Which solution is realized
is determined by minimizing the zero-order energy
H(0) = −JdS2 cos2 θN − Shx sin θN − gNIhx sinφN. (D.12)
For hx > 0 φ =
π
2
is favorable, which corresponds to the alignment of the nuclear spins with
the transverse field ~I = (I, 0, 0)T .
Similarly, θ = π
2
(alignment) is energetically favorable compared to θ = 3π
2
(antialignment).
The energy of θ = π
2
























(2S)2 − 4S2 = 2S (D.15)
At this field strength both solutions give θ = π
2
and the quantum phase transition from
θ < π
2




For the case with hyperfine coupling to nuclear spins, in principle the same strategy can be
employed. However, the solution of the coupled nonlinear equations is cumbersome. So we
use a different approach and rewrite the conditions Eqs. (D.8) and (D.9) as
2JdS sin θ cos θ + hz sin θ +AI sin θ cosφ = hx cos θ −AI cos θ sinφ (D.16)
−g̃Nhz sinφ+AS sinφ cos θ = g̃Nhx cosφ−AS cosφ sin θ (D.17)
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2JdS cos θ + hz +AI cosφ
, (D.18)
tanφ =
g̃Nhx −AS sin θ
−g̃Nhz +AS cos θ
. (D.19)
Here we can identify the spin components ~̄S = (S sin θ, 0, S cos θ)T and
~̄I = (I sinφ, 0,−I cosφ)T . These angles are realized by spins aligning in effective fields
~hel = (hx−AĪx, 0, 2JdS̄z + hz −AĪz) and ~hnu = (g̃Nhx−AS̄x, 0, g̃Nhz −AS̄z)T occurring in
a mean-field Hamiltonian as
HMF = −~hel ~̂S − ~hnu ~̂I. (D.20)
To ensure the correct constant terms of Eq. (D.5) in the case 〈~S〉 = ~̄S and 〈~I〉 = ~̄I we need
to include +JdS̄2z − A(S̄xĪx + S̄z Īz) to arrive at the mean-field Hamiltonian already given
in the main text,
HTIMF = −Jd(2S̄zSz − S̄2z )− ~h(~S + g̃N ~I) +A(~S · ~̄I + ~̄S · ~I − ~̄S · ~̄I). (D.21)
Both the ferromagnetic Ising interaction J between neighboring electronic spins and the
antiferromagnetic Heisenberg interaction between electronic and nuclear spins of the original
Hamiltonian (7.1) have been decoupled on a mean-field level. Thus the reference state θ, φ
for the general case with finite hyperfine coupling can be determined from the solution of
this mean-field Hamiltonian. It can be solved by direct iteration of the self-consistency
equations ~̄S = 〈~S〉MF and ~̄I = 〈~I〉MF.
Very close to the quantum phase transition this iteration converges slowly and tends to
jump too early into the disordered phase. To circumvent this numerical problem, we use
the converged data points to extrapolate the critical power laws S̄z = mS(A)
√
hx − hc,S(A)
and Īz = mI(A)
√
hx − hc,I(A) by a non-linear fit. The critical field obtained from the
extrapolation of electronic and nuclear expectation values hc,S and hc,I agree to very good
accuracy if enough well-converged data points are used. The x-components can then be
calculated from | ~̄S| = S and |~̄I| = I. We checked that the extrapolation indeed gives a
lower energy than the badly-converged mean-field results very close to hc, i.e., that this
is really a numerical convergence issue and not a physical first-order transition. A high
accuracy of θ and φ is needed especially for the gap closing of the nuclear mode because
the minimum is very narrow at small A, see Figs. 7.4 and 7.7.
D.3 Excitation spectrum of the coupled nuclear-electronic model
Once the reference state is fixed only the quadratic terms remain and must be diagonalized.
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c1(~k) c4 c2(~k) c3
c4 c5 c3 0
c2(~k) c3 c1(~k) c4
c3 0 c4 c5
ψ~k, (D.25)
where we have defined the abbreviations
c1(~k) = 2JdS cos













c5 = g̃Nhx sinφ− g̃Nhz cosφ+AαS, (D.26)
with α = cos θ cosφ−sin θ sinφ as before. As a sanity check, we can verify that at θ = φ = 0
the coupling between a and b must be S+I− + S−I+ ∼ ab+ a†b†, so the number-conserving
terms c4 must vanish. This is indeed true because α = 1 in this case.
This quadratic Hamiltonian H(2) can be diagonalized by a bosonic Bogoljubov transfor-
mation T as described in the appendix of Ref. [150]. The procedure does not necessarily
give the eigenvalues in the right order, so depending on the implementation an additional









ε~k1 0 0 0
0 ε~k2 0 0
0 0 −ε~k1 0
0 0 0 −ε~k2
φ~k (D.27)








that fulfill the bosonic
commutation relations {r~kµ, r
†
~k′µ′
} = δµµ′δ~k,~k′ with µ ∈ {1, 2}. We sort the eigenvalues as
ε~k1 < ε~k2, so away from criticality ε~k1 is the nuclear-dominated mode and ε~k2 the electron-
dominated mode.
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D.4 Magnetization, susceptibility, and heat capacity
From the results of the Bogoljubov transformation physical observables can be computed.
In this case we focus on the electronic z-magnetization as the order parameter and the
dynamical electronic susceptibility as an experimentally accessible measure of the excitation
spectrum. We conclude with a discussion of the heat capacity.
Magnetization
The order parameter of this ferromagnetic transition can be defined as
M = 〈Siz〉 = − sin θ〈S̃ix〉+ cos θ〈S̃iz〉 (D.28)
Here the Holstein-Primakoff representation of the spin operators Eq. (D.3) can be inserted
to give




〈ai + a†i 〉+ cos θ
(
S − 〈a†iai 〉
)
(D.29)
The linear term gives no contribution in the expectation value, so we go to momentum
space and arrive at












































nB(ε~k2) + |T13|2 + |T14|2 (D.31)
For brevity we have dropped the index ~k of the transformation matrix T . We have used
inversion symmetry in the form of Tα~k = T
α
−~k and ε~kµ = ε−~kµ. At T = 0 the quasiparticle
modes are unoccupied nB(ε) = 0 for all ε > 0. Modes at zero energy have nB(0) = ∞,
but since this occurs at one isolated point in the Brillouin zone, this is negligible compared
to the other N → ∞ contributions in the sum over ~k and we set nB = 0 for all ε ≥ 0.
Then the T = 0 magnetization just obtains corrections from the products of transformation
matrices,







The first term in the bracket is the contribution of the reference state Mref while the second
is the fluctuation correction Mfluct. We neglect higher-order fluctuation corrections to the
angle θ. To calculate this numerically, sums over all ~k have to be performed. We do this by
evaluating the sum on n3 equidistant ~k-points on a cubic grid. By symmetry its enough to
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consider kx > 0, ky > 0, kz > 0, so the total number of sampled ~k-points is 8n
3. Points on
the edges (corners) of the Brillouin zone are only counted with weight 1/4 (1/8). The results
shown here are for n = 40. The fluctuation correction is small O(10−7) for all parameter
values tested here, with largest contributions arising from small k at the critical field hc(A)
as expected.
Dynamical susceptibility
As a second observable we calculate the dynamical susceptibility of the electronic spins








This can be measured in inelastic neutron scattering. As before we limit ourselves to terms
with a maximum of two boson operators.
For the xx-component we rewrite Six = cos θS̃ix+sin θS̃iz and insert the Holstein-Primakoff








































Since the Hamiltonian is time-independent, expectation values such as 〈Tta†−~k′(t)a~k′(t)〉 are
independent of t and therefore contribute to the ferromagnetic Bragg peak at ω = 0 and
~k = 0
χxx(~k = 0, ω = 0) = −i sin2 θS






We recognize the second term from the fluctuation correction to the order parameter, as
expected for the Bragg peak ∼ (Mref + Mfluct)2 ≈ M 2ref + 2MrefMfluct. At finite frequencies
only terms with an even number of bosons contribute, and we neglect terms with more than
two bosons, so on this level of approximation






















The combination of bosonic operators appearing in the expectation value can be rewritten
with Bogoljubov quasiparticles as
(. . . ) = ψ†~k(t)

1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0
ψ~k(0) = φ†~k(t)(T−1~k )†

1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0
T−1~k φ~k(0) (D.37)
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is the vector of quasiparticles. Since
the Hamiltonian is diagonal in r~k,µ, the expectation value only terms that conserve each

























1 0 1 0
0 0 0 0
1 0 1 0





1 (~k) ∗ ∗ ∗
∗ m(xx)2 (~k) ∗ ∗
∗ ∗ m(xx)3 (~k) ∗
∗ ∗ ∗ m(xx)4 (~k)
 (D.39)
where ∗ is a place holder for a matrix element we are not interested in. Then the finite-
frequency part of the susceptibility is

































m1(~k)δ(ω − ε~k1) +m2(~k)δ(ω − ε~k2)
+m3(~k)δ(−ω − ε~k1) +m4(~k)δ(−ω − ε~k2)
)
(D.41)
As expected in the single-mode approximation, we obtain sharp δ-peaks positioned at the
quasiparticle energies. Their weight is determined by the overlap of the Bogoljubov quasi-
particles with the original electronic degrees of freedom. The nuclear-dominated mode ε~k1
appears here in the electronic susceptibility due to hybridization between the modes.
The other components can be computed analogously. For the zz-component the trigono-
metric functions sin2 θ and cos2 θ have to be exchanged in Eqs. (D.35) and (D.41).
The yy-component contains no Bragg peak since there is no order in the y-direction. The
contribution at finite frequencies can be calculated by modifying the matrix in Eq. (D.39)
to have negative signs on the off-diagonal entries (−1 instead of 1) and dropping the cos2 θ
prefactor in Eq. (D.41).
In unpolarized neutron scattering the trace of the susceptibility tensor is measured. The
Bragg peak seen there is
=
[
Trχ(~k = 0, ω = 0)
]
= −S






Results for = [Trχ] at finite frequencies are shown in Figs. 7.8 and D.1. Away from the
critical point hc the hybridization with the nuclear mode is several orders of magnitude
weaker than at criticality.
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Figure D.1: Imaginary part of the transverse electronic dynamical susceptibility,
Trχ′′(~k, ω), for the Ising model (7.1), as function of ~k and ω and calculated
away from the QPT h = hc(A) − 0.005 with intermediate hyperfine coupling
A/J = 5× 10−4. The color code shows the mode weight on a logarithmic scale.
The linewidth is artificial. The inset illustrates the gapped nuclear mode at
small energies and wave vectors.
Heat capacity
As a last step we consider the critical power laws of the heat capacity. It can be derived
from the scaling form of the free energy density [9]
fs(r, T ) = Tb
−dF (rb1/ν , T bz) (D.43)
where we choose the scaling factor as b = T−1/z such that at criticality r = 0 we find
fs(0, T ) ∼ T 1+d/z. The second derivative gives the heat capacity as C = −T∂2Tfs =
kBAT
d/z. At low energies the system at criticality shows a gapless dispersion ε(~k) = v|~k|z
with the critical exponent z. The sample volume V , the velocity v and the Boltzmann
constant kB are the only dimensionful quantitities that can appear in the prefactor A, so
we can write A = A0V
avbkcB with A0 as a dimensionless number. Dimensional analysis
shows that with [V ] = Ld, [v] = ELz, [kB] = ET
−1 the correct dimension of the prefactor
[A] = T−d/z can only be achieved by b = −d/z, c = −b and a = 1. Here E,L and T are
units of energy, length and temperature, respectively. We therefore find that the prefactor
scales as A ∼ v−d/z.
This is reasonable since an increased velocity leads to a decreased density of states and
therefore to a decreased heat capacity, as reflected by b < 0. The velocity v can be extracted
from the numerical solution of the Bogoljubov transformation. The results are discussed in
the main text.
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nuclear spins
In this appendix we use bond-operator theory combined with linear-spin wave theory to
describe the coupled-dimer model augmented by nuclear spins on the level of mean-field
theory plus Gaussian fluctuations. The main concepts of bond-operator theory were intro-
duced in Sec. 6.2, so this appendix mainly includes the technical details of the calculation of
the excitation spectrum, staggered magnetization and dynamic susceptibility. Throughout
the calculation we closely follow the conventions of Ref. [158].





~Si1 · ~Si2 + J‖
∑
〈in〉,m




The results for the purely electronic model of Sec. 6.2 can be obtained from the following
more general calculation by setting A = 0 everywhere. This case will be discussed where
appropriate.
The first step (Sec. E.1) is to derive the Hamiltonian in terms of triplon operators. For this,




~Si1 · ~Si2 + J‖
∑
〈in〉,m




with ~him = −A~Iim. The second step is the determination of the rotation parameter λ
(Sec. E.2) for perfectly AFM polarized nuclear spins ~Iim = e
i ~Q~ri(−1)mI~ez. Then we include
fluctuations of the nuclear spins on the level of linear-spin wave theory in Sec. E.3 and
solve the coupled problem of electronic triplons and nuclear Holstein-Primakoff bosons in
Sec. E.4. This appendix ends with the calculation of observables (Sec. E.5), namely the
staggered magnetization including the fluctuation correction and the electronic dynamical
susceptibility.
E.1 Bond-operator description of the electronic spins












(| ↓↓〉i − | ↑↑〉i)
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(| ↑↓〉i + | ↓↑〉i) (E.1)
on each dimer (~Si1, ~Si2). In each ket the first arrow indicates the eigenstate Si1,z = ±1/2 of
the spin in layer 1, and the second arrow Si2,z = ±1/2 of the spin in layer 2. To include a










(−λi|t0〉i + |tz〉i) (E.2)
with λi = e
i ~Q~Riλ with ~Q = (π, π, π). In the following we will often write 1, 2, 3 instead
of x, y, z, especially in sums. The rotated basis states are still orthogonal to each other




c 0 0 si
0 1 0 0
0 0 1 0
si 0 0 c
 (E.3)




kl |tl〉i. Here we have used the
abbreviations c = 1/
√
1 + λ2 and si = λi/
√
1 + λ2.
The component α of the spin operator at site i and layer m is represented as transitions




s̃αmikl |t̃k〉i i〈t̃l|. (E.4)









±|t0〉i i〈tα| ± |tα〉i i〈t0| − i
∑
βγ
εαβγ |tβ〉i i〈tγ |
)
. (E.5)
The upper (lower) sign is for m = 1 (m = 2). Explicit evaluation shows that this rep-
resentation indeed fulfills the spin algebra. By applying the rotation matrix as s̃αmi =(
U (i)





0 ±c isi 0
±c 0 0 ∓si
−isi 0 0 −ic






0 −isi ±c 0
isi 0 0 ic
±c 0 0 ∓si
0 −ic ∓si 0
 , (E.7)
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±2csi 0 0 ±c2 ∓ s2i
0 0 −i 0
0 i 0 0
±c2 ∓ s2i 0 0 ∓2csi
 . (E.8)
Again, the upper (lower) sign is for m = 1 (m = 2). [158]
Now we introduce triplon operators as |t̃α〉i = t̃†iα|t̃0〉i. The physical Hilbert space consist of




iγ t̃iγ ≤ 1. This constraint is necessary
to avoid artificial states that are not present in the original four-dimensional on-site Hilbert




t̃†iγ t̃iγ . (E.9)
Thus we replace
|t̃0〉i i〈t̃0| = Pi
|t̃α〉i i〈t̃0| = t̃†iαPi
|t̃0〉i i〈t̃α| = Pit̃iα
|t̃α〉i i〈t̃β| = t̃†iαt̃iβ (E.10)
as in Ref. [158]. In the following only terms with up to two triplon operators will be kept,
i.e., we neglect all interaction terms.
Intradimer coupling terms
Combining the above equations we can express the terms in the Hamiltonian with triplon




































































δβx + δβy + (1− λ2)δβz
]
t̃†iβ t̃iβ + . . . (E.11)
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ill′ . In the first line we used the orthogonality
of the triplon states on the same site i. The dots stand for higher-order terms with more
than two triplon operators. This agrees with the corresponding terms in Ref. [158].
Interdimer coupling terms
Analogously we can treat the interdimer coupling term. In this case we cannot contract
〈t̃ik|t̃jl〉 6= δijδkl because the triplon states live on different sites i and j. So we need to keep




















































































































































+ . . . .
(E.12)
Remember that 2d = 6 is the number of nearest neighbours on the cubic lattice we are
considering. Again, the dots stand for higher-order terms with more than two triplon
operators, and again this agrees with the corresponding terms in [158].
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Magnetic field terms
As the last part of the Hamiltonian we need to consider a magnetic-field term. This field can
be either be caused by hyperfine coupling to nuclear spins ~him = −A~Iim or by an externally




































































iβ t̃iγ + h.c.
}]





































































− (hzi1 + hzi2) t̃†ixt̃iy + h.c.
}
+ . . . (E.13)
Again, the dots stand for higher-order terms with more than two triplon operators. This
reduces to the corresponding terms in [158] for an externally applied staggered field hst.
E.2 Determination to the electronic ground state
To determine the rotation parameter λ, we demand that the coefficients of the terms linear
in triplon operators t̃iβ and t̃
†
iβ vanish for a static magnetic field of the nuclear spins of the
form ~hi1 = −~hi2 = ei ~Q~ri(0, 0, hzJ⊥). As argued in the main text this field is caused by the
AFM ordered nuclear spins, so as a lowest order approximation they can be assumed to
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be fully polarized for all values of q. For this choice of magnetic field the linear terms for
β = x, y drop out and the remaining condition for β = z can be read of from Eqs. (E.11),
(E.12), and (E.13) as










where q = dJ‖/J⊥ as before.
In general, this equation has more than one real solution. The physical solution is the one














with N as the number of sites. This expression for EPS was obtained by taking the constant
parts from Eqs. (E.11), (E.12), and (E.13).
Without nuclear spins
For hz = 0, i.e., without nuclear spins and without external applied field, the solutions
are








The solutions λ 6= 0 are real only for q > q0c = 1/2. The two possible signs correspond
to the two degenerate symmetry broken states ↑↓ and ↓↑. There are only 2 degenerate
symmetry broken states instead of infinitely many as expected for a Heisenberg antiferro-
magnet because the ansatz for the rotation in Eq. (E.2) singles out the z-direction. The
missing degenerate states manifest as two gapless Goldstone modes in the triplon excitation
spectrum, see Fig. 6.6.
The optimal λ is determined from the corresponding energies of the product states EPS.
As expected for a singlet λ = 0 leads to an energy EPS/N = −3J⊥/4 per site, which can
be lowered by λ 6= 0. Therefore the degenerate solutions λ 6= 0 are favorable if q is large
enough that they are real, see Fig. E.1 (left panel). For the plot in Fig. 6.4 we chose the
solution with a positive sign.
Including nuclear spins
If we include a finite hz 6= 0, the condition eq. (E.14) gives four solutions




















E.2 Determination to the electronic ground state














Figure E.1: The different solutions for the rotation parameter λ at hz = 0 (left) and hz =
10−2 (right). The blue lines show the energetically favorable solution(s) and
the grey lines the unfavorable solution(s). In the right panel the fourth solution
lies at λ−− < −200 and is always energetically unfavorable. For this value of

























and two signs σ1 = ±1, σ2 = ±1 that vary between the solutions.
For q < q∗ only two of the four solutions are real. At q → 0 and small hz they behave as
−1/hz and hz,





1± (1 + 2(hz)2)
2hz
+O((hz)2). (E.21)
This connects smoothly to the solutions of the hz = 0 case, with the diverging solution
λ−− → −∞ dropping out at hz → 0. It also proves that λ ∼ A at small q as claimed in
Fig. 7.12. The threshold q∗(hz) ≥ 1/2 goes to q∗(hz → 0)→ 1/2 from above if the staggered
field vanishes.
As above, the correct solution for λ can be found by comparing the energies of the product
states. The energetically favorable and unfavorable solutions are shown in Fig. E.1 (right
panel). In the limit of large q where the hz term becomes negligible the pair of non-zero
solutions λ+− and λ++ becomes degenerate, corresponding to the approximate Z2 symmetry
λ→ −λ which is restored in this limit.
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E.3 Holstein-Primakoff representation of the nuclear spins
To go beyond this mean-field description, we now remember that the field acting on the
electronic spins is not fixed as ~him = −(−1)mei ~Q~ri(0, 0, hzJ⊥), but is in fact due to hyper-
fine coupling to nuclear spins ~him = −A~Iim. We include fluctuations around this static
configuration by introducing Holstein-Primakoff (HP) bosons, as introduced in Sec. 6.1.
We use only one boson per layer, i.e., we choose a single site unit cell. To describe an anti-
ferromagnet in a single-site spin-wave theory, a site-dependent rotation from the staggered






For I = 1/2 this can be achieved with Ok = 1 on sublattice A and Oj = σx on sublattice B.
If I 6= 1/2, Oj is a higher-dimensional matrix with 1 on the antidiagonal and 0 elsewhere.
Sublattice A (B) is defined as all lattice sites i with ei
~Q~Ri = +1(−1). This means that on
sublattice B the y- and z-components of the spins are flipped Ĩyjm = −Iyjm and Ĩzjm = −Izjm
while the x-component remains unchanged Ĩxjm = +I
x
jm. All components on sublattice A
remain unchanged Ĩαkm = +I
α
km. With this rotation, the ground state of the nuclear spins
is given by ~̃Ii1 = (0, 0,−I) in layer 1 and ~̃Ii2 = (0, 0,+I) in layer 2 for all lattice sites
i ∈ A ∪B on both sublattices. Here and in the following we use the convention for indices
k ∈ A, j ∈ B, i ∈ A ∪B and α ∈ {x, y, z}.
Following Ref. [247] we now include fluctuations by introducing Holstein-Primakoff bosons
in layer 1 as










and in layer 2 as










The effective magnetic field ~him coupling to the electronic spins then has to be replaced
by
~him = −A(+Ĩxim, ei
~Q~ri Ĩyim, e
i ~Q~ri Ĩzim) (E.25)
for all lattice sites i. The sign factor ei
~Q~ri accounts for the site-dependent rotation to the
auxiliary spins Ĩ.
The effective magnetic field couples quadratically as well as linearly to the triplons: remem-
ber that we chose λ such that the coefficient of t̃iz vanishes, but in general the coefficients of
t̃ix, t̃iy are non-zero if the effective field deviates from the form ~hi1 = −~hi2 = ei ~Q~ri(0, 0, hzJ⊥).
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These terms linear in triplon operators are of the form at, so they convert triplons in to










































where we have an included an external staggered field hst for later convenience. As before
we keep only terms with up to two bosonic operators.
E.4 Excitation spectrum of the coupled nuclear-electronic model
Now we can insert the expression for the effective magnetic field Eq. (E.26) into the triplon
Hamiltonian Eqs. (E.11), (E.12), and (E.13). This yields a system of five different boson
species t̃iα, ai, bi. We consider only the part of the Hamiltonian that contains at most two
boson operators (non-interacting approximation) and make use of the condition for the
rotation parameter Eq. E.14. With using e2i
~Q~ri = 1 and subtracting the constant part we
can then define HCD2 = H
CD − EPS. As argued above, this Hamiltonian now contains only
terms with two boson operators, as it should for the correctly chosen rotation parameter λ.



































−2λ (AI + hst) (1 + δβz) + J⊥
(








































This Hamiltonian breaks the symmetry x↔ y in the coupling to the nuclear bosons because
the site-dependent rotation from I to Ĩ treats x and y differently. In this non-interacting
approximation the longitudinal z-triplons do not couple to the other bosons species, but
the other boson species t̃ix, t̃iy, ai, bi mix.









E Part II: Solution of the coupled-dimer model with nuclear spins
where c stands for the five boson species a, b, t̃x, t̃y, t̃z. The sum over lattice sites in particle-
number conserving terms gives Nδ~k,~k′ while in pair creation/annihilation terms it yields
Nδ~k,−~k′ . The factor e
i ~Q~ri in the third line modifies this to Nδ~k,~k′+~Q for number-conserving






































−2λ (AI + hst) (1 + δβz) + J⊥
(




















































which for the cubic lattice is γ~k = (cos kx + cos ky + cos kz)/3.
We observe that in HCD2 the x (y)-triplons couple only to c~k = [a~k − b~k]/
√
2 (d~k = [a~k+~Q +
b~k+~Q]/
√
2), respectively. In contrast, the excitations created by t̃z correspond to longitudinal
fluctuations which do not couple to the transverse ones in HCD2 . The degrees of freedom
can therefore be grouped as ψ
(x)
~k








































with the hamiltonian matrices
M (x)(~k) =

c1(~k) c4 c2(~k) c3
c4 c5 c3 0
c2(~k) c3 c1(~k) c4
c3 0 c4 c5
 , (E.32)
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M (y)(~k) =

c1(~k) −ic4 c2(~k) ic3
ic4 c5 ic3 0
c2(~k) −ic3 c1(~k) ic4



























































Note that only the triplon-related terms c1,2,6,7 disperse because the hyperfine coupling is
purely local. Also, for λ = 0, we see that c1 = c6 and c2 = c7, reflecting the threefold
degeneracy of the triplon modes in the SU(2)-symmetric dimer phase realized for A = 0
and q < q0c .
The Hamiltonian (E.31) can be diagonalized with three separate bosonic Bogoliubov trans-
formations for the three components with the numerical method presented in the appendix
of Ref. [150], see also comment in App. D.3. The two transverse sectors, x and y, yield the
same mode energies due to the residual U(1) symmetry of the ordered state. Their eigen-
modes differ by signs and factors i, but have the same absolute value of the components.
To test our calculation we checked that we can reproduce the results of Ref. [157] in the
case of A = 0 and that the limit q = 0, A J⊥ reproduces the simple spin-wave theory of
decoupled dimers.
The results for the excitation spectrum are discussed in the main text. The structure of
the Hamiltonian allows us to understand the exponents of the triplon gap in Fig. 7.15:
• triplon gap at the former quantum critical point q = q0c = 1/2: with λ ∼ A1/3
as argued in Fig. 7.13 it follows that the dominant correction to the coefficient c1
in the hamiltonian matrix is ∼ λ2 ∼ A2/3 at small A, while c2 is independent of
A and c3, c4, c5 are at least linear in A. Thus to lowest order in A the coupling
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of the transverse triplons to nuclear bosons can be neglected and it is sufficient to
consider a 2 × 2 Bogoljubov transformation with eigenvalues ε = ±
√
c21 − c22. At
A = 0, the triplon gap closes at the phase transition (c1 = c2) because the AFM
must have a Goldstone mode. At A 6= 0 the lowest order correction in A is therefore
ε =
√
0 + ...A2/3 ∼ A1/3, or more generally ∼ A1/δ.
• triplon gap in the former AFM phase q > q0c : here λ 6= 0 even at A = 0, so the lowest
order correction to c1 is now ∼ A. With the same reasoning as in the previous case
we obtain ε ∼ A1/2. The reasoning is less rigorous here because the corrections due to
coupling to nuclear bosons are of the same order in A, so in principle we would have
to consider a 4 × 4 Bogoljubov transformation, but a more involved expansion in A
starting from the 4× 4 matrix yields the same result.
E.5 Staggered magnetization and susceptibility
The excitation spectra themselves are not directly measurable, so in this subsection we turn
to physical observables. The results from the previous subsection that we need are















































































































~Q~Ri(〈Szi2〉 − 〈Szi2〉) (E.37)
This can be measured as the height of the Bragg peak in neutron scattering, see below for
the explicit dependence. There are two mechanism how Mst can depend on the hyperfine
coupling: via the rotation parameter λ = λ(A) (product state contribution) or through
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E.5 Staggered magnetization and susceptibility
fluctuations which involve electronic and nuclear spins (quasiparticle correction). The ro-
tation parameter λ also obtains a fluctuation correction in higher orders that we will not
compute here.










~Q~Ri(s̃z1i00 − s̃z1i00) (E.38)






















This depends on A only via λ. If we allow triplon corrections, Mst contains additional
contributions from triplon expectation values 〈t̃〉, 〈t̃†〉 and 〈t̃†t̃ 〉. The linear terms do not










































The mixed expectation values 〈t̃†ixt̃iy〉 vanish because x and y-triplons do not hybridize.













(1 + δγz)〈t̃†~kγ t̃~kγ〉
 = M (PS)st +M (qp)st . (E.41)
The remaining triplon expectation values can be evaluated as in App. D.4. Then the T = 0














This contribution is real and negative, i.e., it reduces the absolute value of the order param-
eter Mst > 0 compared to its product state value, as expected for a fluctuation correction.
The largest contribution comes from ~k ≈ ~Q. At small A the fluctuation corrections are
mainly caused by x- and y-triplons, but as A increases the triplon gap grows, so the triplon
fluctuation correction ∼ |T ′14|2 decreases. The fluctuation correction due to nuclear bosons
∼ |T ′13|2 increases linearly in A due to stronger hybridization. The total quasiparticle cor-
rection is therefore non-monotonic as function of A.
The staggered magnetization as the order parameter in this mean-field theory is known
to follow critical power laws which however will be cut-off if a finite hyperfine coupling
is included. This was shown for the dependence on an externally applied staggered field
Mst ∼ h1/δz in Fig. 7.13 of the main text.
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E Part II: Solution of the coupled-dimer model with nuclear spins
Without an external field and at A = 0, the staggered magnetization grows as Mst(A = 0)
∼ δqβ = (q − q0c )β as a function of distance to the QCP in the ordered phase δq > 0.
In our mean-field theory β = 1/2, see dotted lines in fig. E.2. At finite A the staggered
magnetization deviates from this critical power law below a crossover scale δq∗, see full lines
in fig. E.2. This crossover can be determined from different scale-invariant criteria, two of
which are compared in Fig. E.3. All tested criteria lead to the same scaling δq∗ ∼ A1/(δβ)
with 1/(δβ) = 2/3. In these plots we show both the product state contribution only M
(PS)
st




st (label PS+qp). No
qualitative differences between the two are visible.
Figure E.2: The staggered magnetization as function of the distance to the critical point
δq as calculated from the product state only (PS) or including quasiparticle
fluctuations (PS+qp)[full lines]. Also shown is the staggered magnetization at
A = 0 [dotted lines] and the relative deviations between finite A and A = 0
[dashed lines].











Figure E.3: Crossover position δq∗ of Fig. E.2 as function of hyperfine coupling A. Two
scale-invariant crossover criteria were used: A) the value δq were the A = 0
result exceeds the limiting value Mst(q → 0, A); B) the value δq were the relative
error compared to A = 0 result is larger than 0.1. Both criteria yield δq∗ ∼ A2/3
for the staggered magnetization with or without fluctuation correction.
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Dynamical susceptibility
A second important observable is the electronic dynamical susceptibility
χαβ(~k, ω) = −i
∫ ∞
−∞
dt eiωt〈TtSαc (~k, t)Sβc (−~k, 0)〉 (E.43)








i1 − Sαi2. We are interested in
Trχαβ = χxx + χyy + χzz as measured in unpolarized neutron scattering.
Again, we keep only terms with 0 or 2 triplon operators in the time-ordered expectation
value, called single-mode approximation in this context. We drop terms with 4 triplon oper-
ators because they create two-particle continua which are hard to see in experiment as they
are often hardly distinguishable from background noise. The single-mode approximation
gives the sharp peaks in the spectrum which are still visible even on top of a contin-







e = 0 in the single-mode approximation. The calculation follows [248] and
has been checked against this reference in the A = 0 case.
The susceptibility contains a Bragg peak due to the AFM order. It is located at the ordering
wave vector ~k = ~Q and zero energy transfer ω = 0. Since the AFM order is assumed to be
along the z-direction, the Bragg peak can be found in the zz-component of the odd channel.
From Eq. (E.4) we find
Szo (i) = 2csi + (c



















+ . . . . (E.44)











For the susceptibility we need
Szo (




























+ terms with 1 or ≥ 3 triplon operators. (E.46)
Since 2 ~Q is a reciprocal lattice vector, ~k and ~k+2 ~Q describe the same wave vector. Because
the Hamiltonian is time-independent, the second line is independent of time t in the time-
ordered expectation value, so after the Fourier transform to ω it contributes to the Bragg
peak δ~k ~Qδ(ω). Accordingly we rearrange the terms to get
Szo (



























+ terms with 1 or ≥ 3 triplon operators. (E.47)
We recognize the second term in the bracket as the quasiparticle correction to the staggered
















as expected. The height of the Bragg peak in neutron scattering is therefore a way to
measure the staggered magnetization experimentally.
Apart from the Bragg peak the susceptibility also contains contributions at finite frequen-
cies. To find these contributions, we need to evaluate the time-ordered expectation values
such as the first line of (E.47). This can be done by rewriting them in terms of Bogoljubov
quasiparticles, analogous to the calculation in App. D.4. For example, the combination of












1 0 1 0
0 0 0 0
1 0 1 0












1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0













where we defined the matrix D in the last line for brevity. In the time-ordered expectation
value the only non-zero contribution come from terms which conserve the quasiparticle
number of each boson species individually. As in App. D.4 they can be written as one-








1 (~k) ∗ ∗ ∗
∗ m(xx)2 (~k) ∗ ∗
∗ ∗ m(xx)3 (~k) ∗
∗ ∗ ∗ m(xx)4 (~k)
 , (E.50)
where ∗ is a place holder for a matrix element we are not interested in. Then this imaginary







1 (~k)δ(ω − ε~k1) +m
(xx)
2 (~k)δ(ω − ε~k2)
+m
(xx)
3 (~k)δ(−ω − ε~k1) +m
(xx)
4 (~k)δ(−ω − ε~k2)
)
(E.51)
For χxxe the calculation is the same except that the matrix
1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0
 (E.52)
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has to be used in the analogue of Eq. (E.49).






and only two diagonal entries m
(zz)
1 (~k) and m
(zz)
















+NM 2stδ(ω)δ~k, ~Q (E.54)
The last term is the Bragg peak already discussed above. Sample results for the imaginary
part of the susceptibility at ω ≥ 0 in the odd channel are shown in Fig. 7.17.
As expected the main contribution to the susceptibility at small A comes from the triplon-
dominated modes. In the odd channel, the weight is largest at small ω, i.e., in the near-
Goldstone mode close to ~k = ~Q. At larger A also the nuclear-dominated modes contribute
significantly, with highest weights around ~k = ~Q in both channels.
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interactions




(c1αJα1Jα1 + c2αJα2Jα2 + c3αJα1Jα2) . (F.1)
Here ~Jd describes the average magnetization density in the two domains via ~md = gµB ~JdM/V .
The purpose of this appendix is to calculate the coefficients cαa as function of the domain
ratio r, the number of domains N and the stacking (x or y). The energy is defined per
site for comparability with the microscopic couplings, and consists of stray-field energy
and domain-wall energy. We first consider the stray-field energy between a pair of surface
charges, which gives the stray-field energy of the full domain pattern by summation. Then
we include domain walls to arrive at the full expression for the effective interactions cαa.
We neglect the small y-magnetization. In this appendix we use ~r as a position vector and
|~r| as its absolute value. This should not be confused with the domain ratio r.
Stray-field energy of rectangular surface charges
In the main text we have seen that the stray-field energy for the case of homogeneous magne-
tization in each domain is given by a four-dimensional integration over surface charges σ(~r)
and σ′(~r′) weighted by their distance 1/|~r − ~r′|, compare Eq. (10.3). If the surface charges
are constant, this amounts to multiple integrations of 1/|~r| with the appropriate boundary
conditions. Following Ref. [212, Sec. 3.2.5(C)] we define Fijk(x, y, z) as the antiderivative of
1/|~r| obtained by integrating i, j and k-times along x, y and z, with |~r| = √x2 + y2 + z2 as
usual. The integration constants are chosen such that the applicable (anti)symmetries under
x→ −x, etc., are fulfilled. This will be used below simplify Fi2k(x,−L, z) = Fi2k(x, L, z).
Figure F.1: Rectangular patches of constant surface charge ma (red) and mb (grey) in par-





d . The dot marks the origin of the coordinate system used in the
integration.
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First, consider the magnetostatic energy of a rectangular surface charge of strength ma and
spatial extent a × L in the field of another parallel rectangular surface charge of strength
mb and extent b × L which is shifted by x0 along the x-direction and by z0 along z (see
left panel of Fig. F.1). The interaction energy is given by Eq. (10.3) without the prefactor
1/2 because the charge σa experiencing the field and the charge σb generating the field are











































dx′ [−F020(x− x′, 0, z0) + F020(x− x′,−L, z0)







dx [F120(x− x0 − b, 0, z0)− F120(x− x0, 0, z0)
−F120(x− x0 − b,−L, z0) + F120(x− x0,−L, z0)− F120(x− x0 − b, L, z0)




mamb [F220(a− x0 − b, 0, z0)− F220(−x0 − b, 0, z0)
−F220(a− x0, 0, z0) + F220(−x0, 0, z0)− F220(a− x0 − b, L, z0)
+F220(−x0 − b, L, z0) + F220(a− x0, L, z0)− F220(−x0, L, z0)]
= E
‖
d(ma,mb, a, b, x0, z0, L). (F.2)
Second, consider the magnetostatic energy of the analogous configuration with perpendicular









































dy [−F011(x− x0, y − L,−z0 − b) + F011(x− x0, y,−z0 − b)







dx [−F021(x− x0, 0,−z0 − b) + F021(x− x0,−L,−z0 − b)
+F021(x− x0, L,−z0 − b)− F021(x− x0, 0,−z0 − b) + F021(x− x0, 0,−z0)




mamb [−F121(a− x0, 0,−z0 − b) + F121(−x0, 0,−z0 − b)
+F121(a− x0, 0,−z0)− F121(−x0, 0,−z0) + F121(a− x0, L,−z0 − b)
−F121(−x0, L,−z0 − b)− F121(a− x0, L,−z0) + F121(−x0, L,−z0)]
= E⊥d (ma,mb, a, b, x0, z0, L). (F.3)
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The integrals appearing in the final expressions are [212, Eq 3.25]





















































































The stray-field energy is proportional to the product of the surface charges, so we de-
fine E
‖
d(ma,mb, a, b, x0, z0, L) = mambẼ
‖
d(ma,mb, a, b, x0, z0, L) and similarly for E
⊥
d . Note
that Ẽ⊥d (ma,mb, a, b, x0, z0, L) = Ẽ
⊥
d (ma,mb, a, b, x0,−z0 − b, L) because F121(x, y, z) =
−F121(x, y,−z).
Stray-field energy of the full domain pattern
Once the magnetostatic energies E
‖/⊥
d of the two basic configurations are known, the stray-
field energy of the full sample can be found by summing over all contributions to the surface
charge. The surface charges of the x-stacking domain pattern are shown in Fig. F.2. For
the y-stacking both x and z-component look like the left panel, but in the yz-plane instead
of the xz-plane.
Figure F.2: Distribution of surface charges in the xz-plane caused by magnetization along
z (left) and x (right) for a domain pattern with x-stacking and N = 3. The
z-charges are located on the upper/lower sample surfaces and the x-charges on
left/right sample surfaces and domain walls. In each sketch same colors mark
surfaces with the same charge, while white/grey shading indicates domain 1/2.
The total stray-field energy of the sample consists of zz, xx and xz contributions. Luckily, all
xz-terms mixing the magnetization components cancel due to the symmetry: the interaction
energy between an x-charge with the z-charge on the top and bottom surface are of equal
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size due to Ẽ⊥d (ma,mb, a, b, x0, z0, L) = Ẽ
⊥
d (ma,mb, a, b, x0,−z0 − b, L), but with opposite
sign because the top/bottom surface is charged with ±mzd. Therefore the total stray-field

























d(L,L, 0, D2 − (i− j)D,L) + Ẽ‖d(L,L, 0, D1 − (i− j)D,L)




























d(D1, D2, D1 + (i− j)D, 0, L) + Ẽ‖d(D1, D2,−D1 + (i− j)D, 0, L)




and Ey-stackings,x = Es,z All sums i, j run over all domains from 0 to N−1. The domain widths
are given by D1 = 2(1− r)D and D2 = 2rD with D = L/2N as the average domain width
and the domain ratio r as a free parameter.
Domain-wall energy
To estimate the domain-wall energy we build on the Monte Carlo results in Ref. [206]
which calculated a domain-wall energy density of σdw = 0.059 erg/cm
2
= 5.9 · 10−7 J/mm2.
Compared to other ferromagnets the energy cost of domain walls in LiHoF4 is small, e.g.
in iron σdw ≈ 1 erg/cm2. [213]
For the configuration of sheet-like domain walls we consider here the area of a single domain
wall is Adw = L
2 and there are Ndw = 2N − 1 = L/D − 1 domain walls in the sample with
N domains of each type. The subtraction of one can be neglected for large Ndw. Following







The denominator f = gµBM/V compensates the units of the magnetization densities in












F Part III: Calculation of domain-induced effective interactions
Effective interactions
To rewrite the energy contributions as effective interactions we relate the magnetization
density ~md = gµB ~JdMd/Vd to the microscopic spins ~Jd in the two domains d ∈ {1, 2}. Here
Md is the number of sites of domain d and Vd the volume of domain d. In terms of the
domain ratio M1 = (1 − r)M , M2 = rM , V1 = (1 − r)L3 and V2 = rL3 with M the total
number of sites and L3 the total volume of the cubic sample. The factors r and 1− r drop
out in the ratio Md/Vd. Because there are 4 Ho
3+-ions per unit cell, the total volume is
related as 4L3 = MVuc to the volume of a unit cell Vuc, so overall we find ~md = 4gµB ~Jd/Vuc.
We divide the extensive energies Es and Edw by the number of sites M = 4L
3/Vuc to get
the couplings per site. As in the microscopic Hamiltonian we directly give energies in units
of Kelvin, i.e., we divide by the Boltzmann constant kB = 1.3810
−23 J/K. Thus we obtain














d(L,L, (i− j)D, 0, L)




















d(L,L,D2 − (i− j)D, 0, L)

















d(Dd, Dd, (i− j)D, 0, L)
















d(D1, D2, D1 + (i− j)D, 0, L)
−Ẽ‖d(D1, D2, D1 + (i− j)D,L,L)
+Ẽ
‖
d(D1, D2,−D1 + (i− j)D, 0, L)
−Ẽ‖d(D1, D2,−D1 + (i− j)D,L,L)
]
. (F.11)
If y-stacking is used instead of x-stacking the x and z-components share the same interac-
tions cy-stackingxa = cza, a ∈ {1, 2, 3}, due to symmetry.
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Transport near the Mott Transition.” Phys. Rev. Lett. 107, 026401 (2011).
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École Polytechnique Fédérale de Lausanne (2014).
[223] S. Brazovskii, “Phase transition of an isotropic system to a nonuniform state.” JETP
41, 85 (1975).
[224] T. Garel and S. Doniach, “Phase transitions with spontaneous modulation - the dipo-
lar Ising ferromagnet.” Phys. Rev. B 26, 325 (1982).
[225] D. G. Barci and D. A. Stariolo, “Microscopic approach to orientational order of do-
main walls.” Phys. Rev. B 84, 094439 (2011).
[226] N. Saratz, A. Lichtenberger, O. Portmann, U. Ramsperger, A. Vindigni, and D. Pes-
cia, “Experimental Phase Diagram of Perpendicularly Magnetized Ultrathin Ferro-
magnetic Films.” Phys. Rev. Lett. 104, 077203 (2010).
[227] N. Saratz, U. Ramsperger, A. Vindigni, and D. Pescia, “Irreversibility, reversibility,
and thermal equilibrium in domain patterns of Fe films with perpendicular magneti-
zation.” Phys. Rev. B 82, 184416 (2010).
[228] T. Fischbacher, M. Franchin, G. Bordignon, and H. Fangohr, “A systematic approach
to multiphysics extensions of finite-element-based micromagnetic simulations: Nmag.”
IEEE Trans. Magn. 43, 2896 (2007).
[229] Gabay, M. and Garel, T., “Properties of the branched state of an Ising dipolar mag-
net.” J. Physique Lett. 45, 989 (1984).
[230] Gabay, M. and Garel, T., “Phase transitions and size effects in the Ising dipolar
magnet.” J. Phys. France 46, 5 (1985).
[231] G. I. Mias and S. M. Girvin, “Absence of domain wall roughening in a transverse-field
Ising model with long-range interactions.” Phys. Rev. B 72, 064411 (2005).
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