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Let h(s) = ~*“r(&) i(s). A formula of Riemann [l; 2, $2.101 is 
h(s) = a-*+) fi(s) + ~(-l+“/~ T[(l - s)/2] fB(s), (0) 
where fi and fi are symmetrically related entire functions such that the first 
term on the right is close to h(s) in most of the right half-plane and the second 
term plays a similar role in the left half-plane. Here it will be shown that there 
is a one (complex) parameter set of such formulas all of which result from a 
simple decomposition of the path of integration of the Mellin transform of h(s) 
into two disjoint parts. 
With s = u + it and h(s) = a-tsr(+ S) c(s) the functional equation for 
the zeta function states that h(s) satisfies the reflection principle with respect 
to u = 4, The function h(s) has poles at s = 0 and 1 as its sole finite singulari- 
ties. It is essentially exponentially small O(exp( -v / t //4) in the critical 
strip, 0 < u < 1; and its over-all growth is dominated by 
O(exp(i I s I log I s 11274~ 
A much simpler analytic function sinh s/s is of slightly smaller overall 
growth, satisfies a reflection principle (with respect to the line o = 0), and is 
small, (but only as l/j t I), in a vertical strip. This function can be written 
as a Fourier transform for s = it which gives 
If the interval of integration (-1, 1) is decomposed into the sum over 
(--I, 0) and (0, 1) then one obtains 
sinh s 1 l -=- 
s 
esu dv 
S 2-l * 
sinh s 8-l -=- 
S 2s + l -e-s 2s’ 
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If 8 ;‘- 0 the sector arg s -< k T - S will be called a fight sector and 
1 arg s -~ 77 ci 4 n ~- 6 will be called a left sector. In the above symmetric 
decomposition of sinh s/s the first term on the right represents sinh s/s closely 
in any right sector for large 1 s 1 and the second term does so in any left sector. 
Is there an analogous useful decomposition for h(s) ? 
In 1931 C. L. Siegel wrote a careful account based on a free reconstruction 
from fragmentary notes left by Riemann which contained such a decomposi- 
tion formula in a useful form. His account also presented a highly refined 
form of the approximate functional equation which in cruder form had been 
rediscovered in 1920 by Hardy and Littlewood. 
Here we shall show that there is a one (complex) parameter family of 
decomposition formulas for h(s) and that the proof can be based on a simple 
decomposition of the line of integration of the Mellin (or Fourier) transform 
of h(s). A one (real) parameter subfamily of these will be useful in the upper 
[or lower] half of the critical strip. The proof of Riemann for his decomposi- 
tion formula was based on the evaluation of a certain integral which also plays 
a fundamental role in his refined form of the approximate functional equation. 
This integral was later dealt with by Kronecker and by Mordell. 
Returning to (I), if -1 < a < 1, then the interval (-1, 1) can be decom- 
posed into the sum of (-1, u) and (a, 1). This gives the decomposition 
sinh s es - p ,us - e-s -= 
s -+ s , s 
which is not symmetric if a # 0 but in which the first and second terms on the 
right are close to sinh s/s in the right and left sectors, respectively. (Note that 
by the Parseval theorem the two terms on the right are Hermitian orthogonal 
on s = it.) (In the general case this kind of decomposition would represent a 
function as a sum of two Laplace transforms.) 
The familiar Mellin transform representation of h(s) will be used here. 
(The Fourier transform follows from an exponential change of variable.) Let 
z = x + iy and let 
$.5(z) = T: &nz, x > 0. 
Then for 0 > 1 
h(s) = l; #(x) x+-l dx (2) 
(since #(x) is easily shown to be O(e-Wo/x*) on 0 < x < co). The formula (2) 
has a well known defect. It fails to reveal the exponential fall in h(u + d) 
for increasing [ t 1 . This can be partially overcome by replacing x in (2) by z 
and using Cauchy’s theorem to change the line of integration to arg z = c, 
0 < c < n/2. This introduces the factor exp( - 4 ct). A decomposition of the 
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path of integration on the half-line arg z = c would occur at a point (Y, 
arg (Y. = c and 0 < 1 a: j < 00. In what follows (2) will be used directly and 
the decomposition will be made at a for real a, 0 < a < co. Making use of 
the well known procedure of analytic continuation the real variable a will 
later be replaced by complex 01 and in that way the results proved for real a 
will be validated for suitable complex values of ~1. 
I am indebted to Professor C. L. Siegel for reading a preliminary version 
of this paper and calling to my attention closely related work of Kusmin [3,4] 
and relevant work of Deuring [5]. In [3] K usmin gave a proof of the Hardy- 
Littlewood form of the approximate functional equation in the symmetric 
case. In the course of this proof he derived Eq. (4) below, and indeed for 
complex a, / arg a 1 < $7~. Moreover, for restricted u he extended it to 
arg a = 3 7r by replacing $(x) by its series and inverting the order of integra- 
tion and summation. In [4], after the appearance of Siegel’s account [l] of 
Riemann’s work, Kusmin pursued these ideas further. By proving the formula 
s 
m 
pm2xix+s-l dx = 
1 
for (T < 2 he used his version of (4) to give a new derivation of Riemann’s 
formula (0). He then used his method to derive the analogous formula (sym- 
metric case) for Dirichlet L-series. 
For the case a = 1 the procedure to be used in this paragraph is identical 
with that used by Riemann in one of his proofs of the functional equation. 
For (J > 1 let 
h,(s, a) = jm 4(x) &-l dx, 
a 
(3) 
h,(s, a) = 1: 4(x) As-l dx, 
so that by (2) h(s) = h,(s, a) + h,(s, a). I nverting the variable of integration 
The functional equation for the theta function is 
zd(x)+l=s-t12~(~j+ll. 
Using this gives 
h,(s, a) = h, (1 - s, +j + $J+ - $. 
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h(s) = h,(s, a) + h, (1 - s, f) + 2 - $ . 
Since h,(s, u) is obviously an entire function of s this gives an analytic continu- 
ation of h(s) as a meromorphic function. 
For (4) to be useful it is necessary to get more information about h,(s, a). 
It is easy to verify that the last three terms on the right side of (4) are all 
O(&) in any right sector while (because c(s) - 1 in a right sector) 
4s) - ~+r(3, s) which is larger. Hence h,(s, a) must be close to h(s) in any 
right sector and so h,(s, a) - n 2 -‘sr(& s) there. This in turn suggests that 
writing 
h,(s, u) = T-W(& s) g(s, a), 
with g defined by this equation, may be useful at least in a right sector. (The 
above procedure of studying a function by first factoring out the term giving 
its gross behavior and then getting the finer behavior by studying the quotient, 
corresponding to g here, is a common one in analysis.) 
By definition g is the product of h, by the entire function l/~*“r($ s). 
The function 1 /r(s) is given by the familiar Hankel integral 
1 1 
ro = 2ni 
s 
c ewwms dw, 
where 1 arg w < 7r and C is a path that proceeds on the horizontal half-line 
(- 00 - + i, - Q i), then on the right semicircle of radius 4 from - 4 i to 
Q i and finally on the horizontal half-line (4 i, - 00 + 4 i). The shape of C 
can of course be altered considerably by Cauchy’s theorem. The above 
easily yields 
1 1 =- ,-t8r(g s) 2i s c enuw is dw 
and so from the definition of g, 
Changing the scale of the inner integral by setting w = &a and using Cauchy’s 
theorem to make C independent of 6 gives 
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For the present assume a > 3, although this is not really required. Since 
Re x < 4 on C the repeated integral above converges absolutely. Inverting 
the order of integration and replacing I/ by its series 
Again since Re x < + term by term integration is valid and so 
By setting z = w2 a symmetry in the variables is achieved giving 
enaw’w-8 c -JKJ$ dw, (5) 
where the integration is on the line w = $ + iv from v = co to v = --oo 
and the right side is easily seen to be an entire function of s. Equation (4) will 
now be written in the form 
h(s) = 7r-)8l- (; s) g(s, Lx) + ,(-l+s)Pr (%) g (1 - 3, -L) 
but at present its validity is proved only for 01 = II > 0. 
Before justifying the replacing of a by complex 01 in (6) a slight modification 
will be made. Proceeding purely formally for the moment, if in (5) a = i, then 
the sum becomes 
ply”= = 1 
1 w2 n2 
---- 
2smxw 2w’ 
since 
This observation suggests setting 
409/4d2-6 
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in (5) which leads easily to 
(7) 
wheref(s, a), an entire function of S, is given for 01 = a by 
(8) 
Replacing s by 1 - s and a by l/u in (7) gives a similar result forg(1 - S, 1 /a) 
so that (6) can be written as 
h(s) = rr+r (+ s) f(S, a) + 7r(-l+s)/2r (!q2) f (1 _ S, ;, (9) 
but as before it is proved so far only for TY. = a > 0. If 6 > 0 the convergence 
of the series and integral in (8) is uniform in 01 for Re u 3 6 and / 01 /bounded 
and so f(s, a) is analytic in cy. for Re 01 > 0. Thus by analytic continuation (9) 
is valid in the half-plane Re 01 > 0. 
If 0 < arg c1 < 7r/2 then by use of Cauchy’s theorem in (8) 
where the path of integration L is the line of slope 1 through w = 4 with 
Im w decreasing. But in (10) not only is f analytic in oi for 0 < arg (Y < a/2 
but as will now be shown f is continuous for 0 < arg (Y < ~12. The continuity 
follows from the uniform convergence of the series in (10) and of the integral 
itself. The series converges uniformly for Re 01 > 0 since for w on L 
The integral converges uniformly for 7r/3 < arg LX < a/2, 1 a j > S > 0, 
because 
/ enaw2 1 < e-lald~12/2 
for large 1 w 1 on L. In the same way, if E is the line of slope -1 through 
w = + with Im w decreasing, then 
f  (s, a) = & 1, enawzw-s % G dw 
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is analytic in 01 for -7712 < arg 01 < 0 and continuous for -n/2 < arg 01 < 0. 
Hence for 0 < arg 01 < 7r/2, (9) can be written as 
Since this is valid for 0 < arg 01 < r/2 and the right members are continuous 
for 0 < arg 01 < n/2 the validity is proved for arg 01= ~12. 
Now let arg 01 = n/2 in (11) so that 01 = ib, b > 0. The case 6 = 1 is that 
proved by Riemann and in that case the series can be replaced by n/sin VW. 
A crude application of the saddle point method with s = u + it, t > 0 and 
large, will, for b > 0, give the Hardy-Littlewood form of the approximate 
functional equation for c(s). For b = 1 the symmetric form is obtained. 
Delicate handling of the integrals representing the remainder terms, similar 
to the procedure of Riemann as carried out by Siegel [l], lead to Riemann’s 
refined form of the expansion in case b = 1. For 6 # 1 but rational, explicit 
refined expansions can also be obtained. Indeed Deuring [5] has given such 
expansions. Using the Riemann-Kronecker-Mordell integral he derived 
formulas for the Dirichlet L-series, which contain sums of integrals involving 
emzati, LY. = ib with b rational, and he then derived the refined asymptotic 
series for these. 
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