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Resume. Cet article est le deuxieme valet d’une etude concernant I’extension de la theorie des 
varittts de Eilenberg aux mots infinis. A chaque variete de semigroupes V on associe trois classes 
de parties reconnaissables de mots infinis V”, v et V’. Les deux premieres, lites h la nature des 
automates, ont fait I’objet d’une etude anttrieure. Le present article est consacri a la classe V‘. 
Nous montrons qu’elle est lite a la syntaxe des parties, est decidable avec V, et peut se prtter a 
d’agreables descriptions, comme dans le cas des parties localement testables ou testables par 
morceaux. 
Abstract. This paper is a continuation of a study concerning the extension of Eiienberg’s theory 
of varieties to infinite words. With every variety V of semigroups we associate three classes V”, 3 
and V‘, of rational w-languages. The two first ones, related with the type of automata, have been 
studied in a previous paper. The present paper is devoted to the class V‘. We show that it is 
related with the syntax of w-languages, is decidable with V, and can be easily described as in the 
case of locally and piecewise testable languages. 
Introduction 
Les ensembles de mots infinis reconnus par des automates finis se sont averes 
Stre d’excellents outils dans des domaines aussi varies que la logique avec Bikhi 
(1962), les circuits Clectriques avec Miiller (1963) et les processus informatiques 
avec Arnold et Nivat (1982). 
L’Ctude systematique de ces ensembles a et6 inaugurte par McNaughton (1966) 
qui montra qu’ils coi’ncident avec les combinaisons booltennes de parties reconnues 
par les automates finis deterministes, puis poursuivie par Landweber (1969) et 
Wagner (1979) qui procederent a une classification topologique. 
Des travaux plus recents de Thomas (1981) decrivant la classe des ensembles 
aperiodiques, de Perrin (1982) tendant a affiner le theoreme de McNaughton et de 
Arnold (1985) fournissant un invariant algebrique, suggerent une etude systematique 
des liens entre parties reconnaissables de mots infinis et semigroupes finis. C’est 
cette approche que nous avons deja amorcee dans [ 1 l] et que nous poursuivons ici. 
Dans le cas des mots finis, cette demarche a donne naissance 1 la ctlebre theorie 
des varietes de Eilenberg (1976). Elle associe de facon biunivoque, a chaque variete 
de semigroupes finis V, la classe V+ constituee indifferemment des langages reconnus 
par les elements de V, ou reconnus par les V-automates deterministes, ou dont le 
semigroupe syntaxique est dans V. Dans le cas des mots infinis, ces trois notions 
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ne se recouvrent plus et donnent naissance a trois classes distinctes notees respective- 
ment V”, f et Vs. Un autre phenomene nouveau est que la relation V+ (V”, c V”) 
n’est plus biunivoque. 
L’Ctude de ces trois classes s’avere cependant interessante a plus d’un titre. Le 
premier interct est que l’etude des relations entre c et V”’ constitue un approfondisse- 
ment du theoreme de McNaughton. C’est ce qui a etC developpe dans [ 111. Ensuite 
il s’avere que la plupart des classes obtenues sent, comme dans le cas des mots 
finis, susceptibles d’Etre d&rites de facon naturelle en terme d’expressions rationnel- 
les. Nous dkrirons en particulier les classes correspondant dans le cas fini aux 
langages localement testables [3,9, 191 et aux langages testables par morceaux [16]. 
Enfin nous verrons qu’un interct particulier de la classe V” est qu’elle est decidable 
lorsque V l’est. 
L’article est divise en quatre parties. La premiere est consacree a des definitions 
et au rappel de quelques resultats, en particulier de l’equivalence entre parties 
reconnues par des automates finis, parties reconnues par des semigroupes finis et 
parties rationnelles. Dans la deuxieme partie, nous Ctendons cette equivalence aux 
parties saturees par un semigroupe fini, puis nous nous concentrons sur les rapports 
entre les classes V” et V”. Seule l’inclusion V” C V” est vtrifiee en general, mais 
l’egalite a lieu d&s que V est fermee par produit de Schiitzenberger [13] ou est 
J-triviale. Dans la troisieme partie, nous nous appuyons sur les travaux de [l] pour 
definir un semigroupe syntaxique qui fait de V” une classe decidable avec V. Enfin 
dans la quatrieme partie, nous decrivons les classes v”, V” et 3 pour la plupart 
des varietes usuelles, en particulier pour celle des semigroupes J-triviaux correspon- 
dant aux parties testables par morceaux, et celle des semigroupes localement idem- 
potents commutatifs correspondant aux parties localement testables. 
Nous nous sommes efforce de rendre l’expose aussi independant que possible. 
Seuls quelques resultats Clementaires de thtorie des semigroupes seront supposes 
connus. Nous renvoyons pour cela a [6]. Le lecteur interesse par la thtorie des 
varittes pourra egalement consulter [S] ou [14]. 
1. Les parties reconnaissables 
Cette section est consacree au rappel de quelques notions et resultats concernant 
les parties reconnaissables de mots infinis. Nous y introduisons les classes V” et 
q, Ctudites dans [ 1 l] et caracterisees par la nature des automates utilises. Puis nous 
introduisons la classe V” dont nous verrons plus loin qu’elle ne depend que de la 
syntaxe des parties. 
Dans ce qui suit, on designe respectivement par A*, A+, A”, A” l’ensemble des 
mots respectivement finis, finis non vides, infinis, finis ou infinis, Ccrits sur l’alphabet 
A. Pour L G At on note L” l’ensemble des mots infinis de la forme u = u, u2 . . avec 
ui E L, et L’ l’ensemble des mots infinis ayant une infinite de facteurs gauches dans 
L. 
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?I= (0, Z, T, F) designe un automatej%ri sur l’alphabet A, dont Q est l’ensemble 
fini des etats, I celui des Ctats initiaux, T celui des &tats terminaux et F c Q x A x Q 
celui des fleches. On note 3’ son comportementjini (constitut des mots non vides 
pouvant emmener l’automate d’un des etats initiaux dans un des ttats terminaux), 
?I” son comportement injini (constitue des mots infinis qui, partant d’un des etats 
initiaux, peuvent faire passer l’automate infiniment souvent dans un des etats 
terminaux), et S(91) son semigroupe de transition (semigroupe de relations dans Q 
image du morphisme 6 : A++ S(‘3) defini par 8(a) = {(p, q) E Q’I( p, a, q) E F}). 
Exemple 1.1. L’automate %=({1,2}, {l}, {2}, ((1, b, l), (1, a,2), (2, b,2), (2, a, 1))) 
sur l’alphabet A = {a, b} est represent6 par la Fig. 1. On verifie que 91+ = 
b*u(b+ ub*u)* est constitue des mots ayant un nombre impair de a, que 91” = 
b*u(b + ub*u)” est constitue des mots infinis ayant un nombre impair ou infini de 
a et que S(%) = Z2, le groupe cyclique d’ordre 2, avec G(u) = 1 et 6(b) = 0. 
Fig. 1. 
Etant don& un semigroupe S et un morphismef: A++ S, on appelle purtief-simple 
(ou plus simplement purtie simple) toute partie non vide de A”’ de la forme 
f-‘( m)fP’(e)u pour un idempotent e E S et un m E S vtrifiant me = m. Une partie 
L de A” est dite reconnue par f (ou plus simplement par S) si elle est reunion de 
parties f-simples. 
Les parties reconnuissubles de A” sont les comportements infinis des automates 
finis. On note Rec(A”) leur ensemble, qui coincide avec celui des parties reconnues 
par les semigroupes finis et avec celui des parties rutionnelles, i.e., des unions finies 
de parties de la forme XY” avec X et Y dans Rec(A+). En fait, si V designe une 
varittt de semigroupes (i.e., une classe de semigroupes finis stable par passage au 
sous-semigroupe, passage au quotient, et produit direct fini) on a plus prtcistment 
le resultat suivant. 
ThCoriime 1.2 (Pecuchet [ 111). Soit L une purtie de A”. II y a kquivulence entre: 
(1) L est le comportement injini d’un uutomute$ni dont le semigroupe de transition 
est duns V; 
(2) L est reconnu par un semigroupe duns V; 
(3) L est une union jinie de parties de la forme XY” uvec XY* et Y+ duns la 
+ -vurie’te’ de lunguges V+. 
On note V” ={%“‘lS(‘?I) E V} la classe des parties de A”’ reconnues par les 
V-automates et caracterisee par le precedent resultat, et V = {‘?lw 1‘3 dtterministe, et 
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S(%) E V}” la classe des combinaisons booleennes de parties reconnues par des 
V-automates deterministes, encore caracterisee par V= {XIX E VW)* (oti ( .)” 
designe l’operation de cloture booleenne). Les rapports entre les deux classes 
constituent l’objet du theoreme de McNaughton et ont Cte Ctudies dans [ll]. 
On dit qu’une partie L de A”’ est satuk par le morphisme f: A++ S (ou plus 
simplement par S) si u,uZ . . . E L implique f -‘f (u,)f -‘f ( u2) . . . G L. On note V” = 
{ LI L sature par un S E V} la classe des parties saturtes par un semigroupe dans la 
variett V. 
C’est a l’etude de cette classe v” et a ses rapports avec les deux autres que sera 
consacre le reste de cet article. 
2. Les parties saturkes 
Cette section est consacree a l’ttude des proprietts de la classe V” et a ses rapports 
avec la classe V”. Nous y montrons qu’une pat-tie est reconnaissable ssi elle est 
saturte par un semigroupe fini, et que V” est une algebre booleenne, toujours 
contenue dans V”. Bien que fausse en general, l’egalite entre ces deux classes est 
assurte dans au-moins deux cas. Le premier, introduit dans [13], est celui des 
varietes fermees par produit de Schiitzenberger. Le second, introduit ici, est celui 
des varietes J-triviales. D’autres cas peuvent encore se presenter comme nous le 
verrons plus loin avec les parties localement testables (Theoreme 4.8). 
Dans ce qui suit, V designe une variete de semigroupes, f: A++ S un morphisme 
de semigroupes et L une partie de A”. Afin d’alleger les notations, nous poserons 
X, = f -I(s) (s E S) et 
PL={(m,e)ES2je2=e,me=e,0#XmX~CL}. 
Ainsi L est reconnu par S ssi 
L= u x,x:. 
(m,elEPL 
(1) 
(2) 
I1 est sature par S ssi tout produit XYIX,, . . . a une intersection triviale avec L, soit 
ssi 
vx=x,,x,~,...(S,ES) XnLZ0 *XL L. (3) 
Nous utiliserons constemment le lemme suivant dont on trouvera une preuve 
directe dans [15] et que l’on peut aussi deduire du Theoreme de Ramsey. 
Lemme 2.1. Soit A un alphabet quelconque (mini ou injini), S un semigroupejni, et 
f: A++ S un morphisme. Alors tout CY E A” est contenu duns une partie f-simple. 
Venons en maintenant a la classe Vs. Une premiere chose a remarquer est la 
suivante. 
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ThCor&me 2.2. V’ est une algtbre boole’enne. 
Preuve. Si S sature L, il sature aussi son complementaire L= A”/ L. Si de plus S’ 
sature L’, on verifie que S X S’ sature L u L’. 0 
La deuxieme chose a voir est que la saturation est une notion plus forte que la 
reconnaissance. 
Proposition 2.3. Si S est un semigroupejini, toute partie L de A” saturkeparf: A+ + S 
est reconnue par f: 
Preuve. I1 suffit de verifier (2). L’inclusion reciproque decoule de la definition (1) 
et l’inclusion directe du Lemme 2.1 et de (3). q 
On en dtduit immediatement le theoreme suivant. 
ThCorGme 2.4. On a toujours l’inclusion V” c V”. 
L’exemple suivant montre que la reciproque de la Proposition 2.3 est fausse. 
Exemple 2.5. Reprenons le morphisme f: {a, b}+ -+ (Z,, +) dtfini par f(a) = 1 et 
f(b) = 0 introduit dans 1’Exemple 1.2. Les deux seules parties simples sont L = 
X,X,” = {a / a contient un nombre impair ou infini de a} et L’ = X,W = {a 1 a contient 
un nombre pair ou infini de a}. Ces deux parties sont reconnues par f; mais pas 
saturees puisque leur intersection est non triviale. 
Cet exemple montre tgalement que le semigroupe de transition S(‘%) d’un auto- 
mate 81 ne sature pas necessairement 91”. On peut cependant associer a %?l un autre 
semigroupe plus gros et qui, lui, sature 91”. C’est le semigroupe de matrices a entrees 
dans le semianneau 6%‘(Q) obtenu comme l’image du morphisme f:A++ 93(Q)2”2 
dtfini par 
P(U) T(U) 
f(a)= [ 0 p(y)l 
o;~(a)={(p,9)I(~,a,q)EF} et 7(a)={(p,q)l(p,a,q)EF,pETouqET}. Ce 
semigroupe note SS(%) =f(A+) est appelC semigroupe de transition terminal de 8. 
Proposition 2.6. Le comportement injini 91w d’un automateJini $21 est saturkpar son 
semigroupe de transition terminal SS(\rx). 
Preuve. On verifie que pour tout w E A+ on a 
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oti p(w) est constitue des couples (p, q) E Q’ pour lesquels il existe un chemin de 
p a q d’ttiquette w, et T(W) des couples (p. q) E Q’ pour lesquels il existe un chemin 
de p a q d’etiquette w passant par un terminal. Le reste s’en deduit facilement. q 
Le Theo&me 1.1 et les Propositions 2.3 et 2.6 fournissent immediatement le 
theoreme suivant. 
ThCorkme 2.7. Une partie L de A” est reconnaissable ssi elle est saturee par un 
semigroupe fini. 
Notons que la construction de SS(91) n’est qu’un cas particulier d’une construction 
plus g&r&ale due a Perrin qui associe a tout semigroupe S reconnaissant L, un 
semigroupe plus gros (fini si S Pest) qui sature L, de la facon suivante. 
Proposition 2.8 (Perrin [ 131). Si L E A” est reconnu par f: A+-+ S, il est sature par 
f 0 f : A+ + S 0 S oti S 0 S designe le car& de Schiitzenberger de S et oti f 0 f est dejni 
parfOf(w) = (f(w), {(f(u),f(v)))luv = w),f(w)). 
Ce resultat, joint au Theoreme 2.4, fournit le cas d’egalite suivant. 
ThCorkme 2.9 (Perrin [ 131). Si Vest une varie’te’ de semigroupes ferme’e par produit de 
Schiitzenberger, on a l’egalite’ V” = V”. 
Notons cependant que la reciproque est fausse, comme le montre le cas d’egalite 
suivant, a la preuve duquel nous consacrerons le reste de cette section. 
ThCorkme 2.10. Si Vest une variete de semigroupes J-triviale, on a l’egalite’ V” = V”. 
La preuve repose sur un critere algebrique permettant de distinguer les parties 
saturees des parties reconnues. La premiere chose a faire est de se ramener, dans 
les definitions de saturation et de reconnaissance, aux mimes ingredients, a savoir 
les parties simples. 
Proposition 2.11. Soit S un semigroupefini. Alors L G A” est sature par f: At + S ssi 
toute partie simple a une intersection non triviale avec L. 
Preuve. La condition est necessaire d’apres (3). 
Reciproquement, supposons-la verifiee et soit X = X,,X,z . . . avec (Y E X n L # 0. 
Soit ff = u,u2. . . une factorisation de LY verifiant f(u,) = s,. Le Lemme 2.1 applique 
a un alphabet en bijection avec u,,, X,7,, now fournit un idempotent e E S, un 
m = me E S et une factorisation de LY en a = (ur . . . u~,)(u~,+~ . . . ui,) . . . verifiant 
f(u,*.. ui,) = m etf(u,,,+, . . . ui,,+, ) = e pour tout n. On obtient ainsi (Y E X,X: n L # 0 
d’oti XC X,X: E L. Ce qui montre que L verifie (3) et est sature par f: 0 
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L’Exemple 2.5 montre que l’existence de parties reconnues non saturees est like 
a celle de parties simples d’intersection non vide. Celles-ci sont caracterisees par le 
lemme suivant. 
Lemme 2.12. Soit f: A++ S un morphisme surjectif et L = X,X:, L’= X,X: deux 
parties simples. Alors Ln L’ # P, ssi il existe (u, v) E S’ x S’ tel que e = uv, h = vu, 
s=mu. 
Preuve. Si la condition est vtrifiee, on a 
0#X,(X,X,)” G Ln L’f0. 
Reciproquement, soit (Y E Ln L’ et (Y = m,,e,ez . . . = s,h, h2. . deux factorisations 
de (Y avecf(m,) = m,f(e,) = e (n 3 l),f(s”) = s etf(h,) = h(n 2 1). Deuxcaspeuvent 
se presenter. 
Ou bien les deux factorisations se rejoignent une infinite de fois, i.e., moe, . . . e, = 
sob, . . . h, pour une infinite de (m, n). Alors si mOe, . . . e, = sob, . . . h, et 
mOe, . . . e, . . . e,, = s,,h, . . . h, . . . h,,,. on a 
e =f(e,+, . . _ e,,) =f(hm+, . . . h,.) = h et m =f(m,,e, . . . e,) =f(soh, . . . h,) = s, 
d’oh le resultat avec (u, U) = (1, e) montre dans la Fig. 2. 
Ou bien les deux factorisations ne se rejoignent qu’un nombre fini de fois, auquel 
cas on peut supposer lrnOl < IsOl et 
mOe, . . . e,I<ls,h,... h,I<lm,,e, . ..e.,+,l (nal). 
Soit alors l<-n<n+2Gm tels que 
sob, . . . h, = mOe, . . . e,x, mOeI . . . en+, = sob, . . . h,y, 
s,h, . . . h, = mOe, _ . . e,x’, m,,e, . . . e,,, = s,h, . . . h,y’, 
avec f(x) =f(x’) = 1 et f(y) =f( y’) = r (voir la Fig. 3). 11 vient alors 
e =f(e,+,) =f(xy) = lr = elr, h =f(h,,+, . . . h,) =f(yen+2.. . e,x’) = rel, 
et 
s =f(soh, . . . h,) =f( m,,e, . . . e,x) = mel. 
D’oh le resultat avec (u, v) = (el, r). 0 
h h Ih h 
I I 
Fig. 2 
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e ’ I 
I 
Fig. 3. 
Nous pouvons maintenant caracteriser les parties saturees en exprimant le fait 
qu’elles doivent &re reunion de blocs disjoints de parties simples. Avant d’enoncer 
le resultat, rappelons que dans un semigroupe fini S, deux idempotents e et h sont 
dans une mime D-classe ssi ils sont conjugues, i.e., ssi il existe U, u E S’ tels que 
e = uv et h = vu. 
Proposition 2.13. Soit S un semigroupe$ni et L E A” reconnu par le morphisme surjectij 
f: A+ + S. Alors L est saturk par f ssi PL ve*rifie la condition suivante. 
Si (m, e) E PL et si h est un idempotent D-kquivalent ti e, alors 
(mu,h)~P,pourtout(u,v)~S’~S’telquee=uveth=vu. I 
(4) 
Preuve. La condition (4) est necessaire d’apres (3) et le Lemme 2.12. 
Reciproquement, si (4) est verifiee, et si la partie simple X,X: intersecte L, on 
a, d’apres (2), un (m, e) E PL tel que X,X: n X,X: # 0. Le Lemme 2.12 et (4) 
donnent alors (s, h) E PL et X,X; G L. On a done L saturt par S d’apres la Proposition 
2.11, ce qui acheve la preuve. 0 
Preuve du ThCorGme 2.10. 11 suffit d’apres le Theoreme 2.4 de prouver l’inclusion 
V” G V”. Soit done LE V”’ reconnu par le morphisme surjectiff: A++ SE V et soit 
(m, e) E PL. Si h est un idempotent D-equivalent a e avec e = uv, h = vu, on a 
(mu, h) = (m, e) puisque S est J-trivial. On a done (mu, h) E PL, ce qui montre que 
PL verifie (2.4) et que L est sature par S. On en deduit que LE V”, ce qui acheve 
la preuve. 0 
3. L’approche syntaxique 
Nous montrons dans cette section que la classe V” peut i%re caracterisee par la 
syntaxe de ses elements. Contrairement a ce qui se passe dans le cas des mots finis, 
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la notion de congruence la plus grossiere saturant une partie L est ici vide de sens 
dans le cas general. Nous montrons cependant qu’elle est parfaitement dtfinie 
lorsque L est reconnaissable, et qu’elle correspond alors a la congruence syntaxique 
d&rite dans [ 11. On en dtduit une notion de semigroupe syntaxique amenant a une 
nouvelle caracterisation de Vs. 
Dans ce qui suit, (T designe une congruence sur A’. Nous noterons abusivement 
IZT : At + At/a le morphisme canonique et a( U) la classe du mot U. Nous exprimerons 
l’equivalence de deux mots u et ~1 indifferemment par la relation U=“U ou par 
l’egalite a(u) = a(u). Si p designe une autre congruence sur A+, nous noterons u v p 
le sup des congruences u et p, c’est a dire la congruence definie par u Ed”’ v ssi 
3nZ=13w, ,..., wZn: u=w,,~w, gwwz g... gwzn=V. (5) 
On dtfinit de la mime facon le sup p = v it, pi dune famille de congruences (P~)~~,. 
Nous dirons qu’une partie L de A”’ est saturee par la congruence (T si elle est 
saturee par le morphisme canonique (T : A+ + A’/ (T. L’exemple suivant montre qu’il 
n’y a pas en general de congruence la plus grossiere saturant une partie L: L peut 
&tre saturee par deux congruences u et p sans l’&re par u v p, ni par consequent 
par aucune autre congruence les contenant toutes deux. 
Exemple 3.1. Considerons sur l’alphabet A = {a, 6, c} les deux suites de mots definies 
par u, = ab”a et v, = ab”c (n 2 0) et les deux congruences u et p engendrees sur 
A+ respectivement par {(u,, v,_,) 1 n 3 l} et {(u,, v,) / n 2 O}. Posons X,, = 
Ukzn {uk, uk} (n 2 0) et X = X,,. X etant un code prefixe, tout (Y E X” s’ecrit de 
facon unique sous la forme cy = LY, . . . ff2.. . avec (Y~ E X. Considtrons l’ensemble 
L={cuEXWIsi~=~,~2... aveca,EX,onaVn~NVk:k~N+cYkEX,,}. 
On verifie facilement que L est saturt par v et par p. Par contre, L n’est pas 
sature par u v p puisque l’on a (Y = uOu, . . . =‘rvp /3 = aw avec (Y E L et p .@ L. 
Ce qui suit montre cependant que tout se passe bien lorsque L est reconnaissable. 
Lemme 3.2. Soient u et p deux congruences saturant L. Si l’une d’elle est d’indice 
jini, alors u v p sature encore L. 
Preuve. Soit (Y = uluz . . . E L et /3 = vlvz . . avec u, = rr”p Vi pour tout i 3 1. Sup- 
posons par exemple u d’indice fini p. On peut alors dans (5) se ramener 1 une 
chaine de longueur 2n G 2p. Soit done pour tout i une suite w!“‘, . . . , w!*“) telle que 
u. = w!o) LL w(‘) 9 w(*) g . . . g w(2P)_ v 
I I ,..) , I 1 - I, 
et posons yh = w(~~‘w:~) . . . pour k = 0,. . ,2p. On a alors y,, = (Y E L et, par recur- 
rence, yk E L pour tout k, puisque L est sature par u et p. On obtient done p = xp E L, 
ce qui acheve la preuve. q 
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Lemme 3.3. SOit (Ui)is, une famille de congruences saturant L. Si une des ui est 
d’indice$ni, alors u = ViEt ai sature L. 
Preuve. Soit k E I avec uk d’indice fini. On a alors (T = ViE I (ai v vk). Chaque ui v uk 
sature L d’apres le Lemme 3.2. D’autre part, puisque chaque 0; v ok est obtenu par 
recollement de classes de uk, le sup ne Porte que sur un nombre fini d’indices et 
sature done encore L d’apres le mEme Lemme 3.2. 0 
Ainsi lorsque L est reconnaissable, le Lemme 3.3 et le Theorbme 2.7 assurent 
l’existence de la congruence la plus gross&e saturant L. Cette congruence, notee 
== et appelee congruence syntaxique de L est dtfinie par 
(:I= v P. (6) 
p sattire L 
Comme le suggere la terminologie, cette congruence ne depend que de la syntaxe 
de L, d’apres le resultat suivant du a Arnold. 
ThCorkme 3.4 (Arnold [l]). Soit L une partie reconnaissable de A‘“. La congruence 
syntaxique de L est dejnie par u = Lv ssi 
Vx,y,z~A* 
(xuy)z” E L e (xvy)z” E L, 
z(xuy)” E L tj z(xvy)” E L. 
(7) 
Remarque 3.5. Plus proche du cas fini est la congruence p definie par p(u) = p(v) 
ssi (YU~ E L e (~2.~ E L. Cette congruence contient la congruence syntaxique, mais 
est trop grossiere car ne fait intervenir que le debut des mots. On peut le voir avec 
L = (a + b)+b, pour lequel p coincide avec la relation universelle, qui ne le sature 
pas. 
Le semigroupe quotient de A+ par =L, note S(L), sera appele semigroupe syn- 
taxique de L. Le morphisme syntaxique de L &ant le morphisme canonique 6 : At + 
S(L) = A+/E~. 
Le resultat suivant exprime le fait que S(L) est le “plus petit” semigroupe saturant 
L. Rappelons d’un semigroupe S divise un semigroupe T, note S< T, si S est le 
quotient d’un sous-semigroupe de T, c’est-a-dire s’il existe un semigroupe N et 
deux morphismes i: N L, T injectif et u: N+S surjectif. 
ThCor&me 3.6. Un semigroupe T sature une partie reconnaissable L de A* ssi S(L) 
divise T 
La preuve repose sur le lemme suivant. 
(16)s t +v :Juog~sur?~~ ap atus!ydlour a~ ‘{ zl ap ?~!uyu! aun $uaguoD x) 1 m} = ,G = 7 e 
ug 'p '%+J q md ?luas?ldal l;& aiwuolnr?,[ (4 ‘D} = v Ins suo_mp!suo3 ‘6’~: saldmaxg 
.a[duraxa un led lue.wn[[!GI ua uo!pas alla3 suolau!wal snoN 
‘{A 3(7)SJ(“v)3aX37l=,A v UOA sadnor&tuas ap ?l+mn ainol mod -8-f am?Jo?ql 
ya,[ A anbslol alqvp!mp Isa assel:, alla3 anb ~UE.IJUOUJ ,A ap uoges~.~~pe.~m allahnou 
aun l!np?p ua uo ‘uo!s!~~p md alqels isa sadno.+_uas ap ?~?!.ITzA aun‘nbsynd 
0 ‘7 luamles ‘Q O f = 2 !ssne mop Ia ‘8 anb L’E aura? al s?lde,p ‘i!np?p ua uo 
‘v 3 v mol mod (( v)j”),_~ 3 (v)~ un‘p x!oy~ a[ .wd !uy?p auIs!ydlow un 
AI-1 
~!mnwtuo~ aumm%e!p np asods!p uo ‘L > (7)s !s ‘luar.uanbo~dp?~ 
.L > (7)s anb awow !nb a3 ‘2 ap al!egmu aman.&oD el auZ!s?p “@ Rio 
% IL (7)s 
np asodsrp uo ‘8 aursgdlotu np ap!e,l ? 7 amles L !s ‘9-c aurcyo?yL np amaId 
0 mv-v aI vo,p ‘7 =, ... ((zi)S),_S((Q)S),_S 
S"'('l),mQ('I),_Q SJoIe lu+ 11 '@#7u'. . (Q),_Q('I),_Q suosoddns *aanard 
.g ap auy ap isa ua I! ‘,v ~7 aqmd aun 
arnlvsJ!s SJO~V *satusyd~ow sap 8 ‘8 ‘/ia sanbuoqanb sadno.&lwas map JUOSL la s no 
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est defini par f(a) = d et f(b) = 6 avec S(%) = {a, 6) et la multiplication a* = a= 
6~7, 6’ = 6= ah S(a) est la bande de taille 1 x 2 dont la structure en D-classe est 
representee par 
On a deux parties simples L = Xw = (A*a)“’ et L’= X’$, = (A*b)” = {a (a contient 
une infinite de b}. Ainsi S(%) reconnait les quatre parties 0, L, L’ et A”, mais ne 
sature ni L ni L’ puisque ces deux parties simples ont une intersection non triviale. 
Avec des notations identiques, on verifie que SS( %?I) = { 6, &, &} avec b2 = 6, ti* = 
a = 65 est represente par 
SS(%) reconnait douze parties distinctes dont L et L’. I1 sature huit parties distinctes, 
a savoir 0, b”, L, Lu b” et leurs complementaires, mais pas L’ (il ne ne reconnait 
d’ailleurs pas son compltmentaire L’). 
SS(I?I) n’est pas le plus petit semigroupe saturant L. On verifie en effet que 
u=~ u ssi u et u contiennent des a en mEme temps. On a done S(L) = (6, a} avec 
6’ = 6, a* = & = Lk, de representation 
Les parties reconnues (et saturees) par S(L) sont les huit parties saturees par SS(91). 
Cet exemple illustre bien les deux relations S(a) < SS(%) et S(L) < SS(%). 
4. Bestiaire 
Cette section est consacree a l’etude plus particuliere de quelques varietes usuelles. 
Les relations entre les trois classes V”, V” et v sont precisees dans chaque exemple. 
Elles confirment la difficult6 a Ctendre la theorie des varietes de Eilenberg aux mots 
infinis: les trois classes sont en general distinctes et la relation V+ ( V”, V”, 3) n’est 
pas injective. Cependent toutes les classes rencontrees ont pu Gtre d&rites de facon 
tres naturelle en terme d’expressions rationnelles, en particulier celles des parties 
localement testables et des parties testables par morceaux. 
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Now supposerons le lecteur familier avec la theorie de Green pour laquelle nous 
renvoyons a [6] ou [14]. Now ne prouverons ici que les resultats relatifs a V”, ceux 
concernant les deux autres classes Ctant tous repris de [ll]. 
L’exemple de la variete des semigroupes nilpotents montre que la relation V+ 
(v”, V”, P) n’est pas injective. 
Theo&me 4.1. Soit I = {a, 1) la varie’te’ triviale et Nil celle des semigroupes nilpotents. 
On a les kgalitb 
Nil” = Nil” = Nii = (0, A”} = 1” = 1” = f 
Preuve. L’tgalite Nil” = Nii = (0, A”} a ete ttablie dans [ 111. Le reste se deduit du 
Theoreme 2.4. 
Le second exemple montre que les trois classes V’, V” et 3 peuvent &re distinctes. 
Theo&me 4.2. Soit Gs la varie’te’ de semigroupes constituke de tous les groupesfinis. 
On a les inclusions strictes 
Preuve. Soit L f 0 sature par le morphisme surjectif f: A+ --w G oti G est un groupe 
fini de neutre 1, et (WI, 1) E PL. Puisque mm’ m = 1, on a (1, 1) E PL d’apres la Proposi- 
tion 2.13, et pour la meme raison (h, 1) E PL pour tout h E G. I1 vient done L = A”‘, 
d’oti la premiere egalitt. Enfin I’Exemple 2.5 montre que la premiere inclusion est 
stricte, le reste ayant Cte Ctabli dans [ll]. 0 
Voici le premier exemple de description non triviale. Dans cet &non& comme 
dans les suivants, toutes les unions portent sur des ensembles finis. 
ThCorCme 4.3. Soit K = {S 1 eS = e pour tout idempotent e} la varie’te’ des semigroupes 
localement triviaux et R-triviaux. On a 
K” = k = {XA” 1 X,fini} 5 K’” = 
1 
IJ XA*( YA*)w 1 X, Yfinis . 
1 
Preuve. Posons F = {XA” 1 X fini} et montrons que K” = F, le reste ayant ete etabli 
dans [ll]. 
Pour l’inclusion directe, soit L = XA” E F (X fini), montrons que S(L) E K. Soit 
f: Ai --w S(L) le morphisme syntaxique, e = e’ E S(L), s E S(L), n = (XI la longueur 
maximale des elements de X, x E X, et y E X, avec 1 yI > n. I1 faut montrer que es = e 
ou encore que yx z L y. Or, si FG( w) dtsigne l’ensemble des facteurs gauches du 
mot w, on a 
(uyv)z”~L e FG(uy)nXf0 e FG(~yx)nX#0 @ (uyxv)z”~L; 
z(uyv)“’ E L a FG(zuy) n X f 0 ti FG(zuyx) n X # 0 @ z(~yxu)~ E L. 
On a done bien eS = e, d’ou SE K et F c K”. 
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Reciproquement, soit L E K”, f: A+ --w S(L) le morphisme syntaxique et n = 
card(S). Puisque SE K on a S” = SE(S)S = E(S) = J qui est a la fois l’ensemble 
des idempotents, la seule D-classe reguliere et l’ideal minimal de S. Soit X = A” n 
FG( L) l’ensemble des facteurs gauches de mots de L de longueur n. On a tvidemment 
L c XA”. Reciproquement, si (Y = xp E XA” avec xEX, soit CY’=XP’E L et con- 
sidtrons deux parties simples telles que (Y E X,X? et CT’= X,,Xy s L. Puisque 
f(x) E S” = E(S) et que eS = e pour tout e E E(S) on a m = m’ =f(x). D’autre part, 
puisque SE K, E(S) = J est rtduit ci une seule L-classe et on a t = tt’ et t’ = t’t. 
Puisque (m’, t’) E PL, on en deduit, d’apres la Proposition 2.13, que (m, t) = 
(m’t’, tt’) E PL d’oti CY E X,X: c L et L = XA”, ce qui acheve de prouver que K” = 
F. 0 
Pour la variete duale on obtient le theoreme suivant. 
ThCor&me 4.4. Soit K’ = {S 1 Se = e pour tout idempotent e} la varie’te des semigroupes 
localement triviaux et L-triviaux. On a 
(K’)” = (8, A”1 5 (K’)” = { l_i (A*X)” IXfini} 5 I?= ((K’)“‘)%. 
Preuve. Nous ne prouverons que la premiere Cgalite, le reste ayant Cte etabli dans 
[ill. 
Soit L # 0 sature par f : At -n S E K’. Si n = card(S) alors E(S) = S” = J est l’ideal 
minimal de S, sa seule D-classe regulitre et est constitute d’une seule R-classe. Par 
consequent, si (m, e) = (e, e) E PL et si h E E(S), on a eh = h et he = e d’oti (eh, h) = 
(h, h) E PL d’aprts la Proposition 2.13. On en dtduit A” = UhGtCSj XF c L, d’oh 
L=A” et (K’)“={@, A”}. 0 
La variete des semigroupes localement triviaux ne fournit qu’une seule classe 
nouvelle. 
ThCorGme 4.5. Soit LI = {S 1 eSe = e pour tout idempotent e} la variete’ des semigroupes 
localement triviaux. On a 
LI” = { XA” 1 Xjni} s LI” = {u XA*( YA”)” 1 X, Y$nis} s n = (LI”)“. 
Preuve. Posons F = {XA” IX fini} et montrons que LI’ = F. 
Puisque K E LI, on a K” = F c LI”. 
Reciproquement, soit L E LI”,f: At + S(L) = S le morphisme syntaxique, n = 
card(S) et X = A” n FG( L). On a alors L 5 XA”. Reciproquement, si LY = x/3 E XA” 
avec x E X, soit (Y’ = xp’ E L et deux parties simples telles que (Y E X,X: et (Y’ E 
X,.X: c L. Puisque S E LI, on a comme plus haut S” = E(S) = J. On en deduit que 
f(x), m, m’, t, t’ E J = E(S) sont tous dans une meme D-classe et que l’on a les 
relations f(x)R m R m’. 11 existe done deux idempotents e et e’ tels que t = e’e, t’ = 
ee’, m = m’e et m’ = me’. La situation est resumee dans le schema suivant representant 
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I* l*rI*e’ 1 
((I-__ 
* * e * t’ 
I I I 
I 
I 
I I I--- 
l I I I 
I I I I 
Puisque (m’, j’) E PL, on en deduit d’apres la 
(m’e, e’e) E PL, d’oti (Y E X,X: E L et L = XA”, 
LI” = I-x 
Le reste a Cte etabli dans [ll]. 0 
Proposition 2.13 que (m, t) = 
ce qui acheve de prouver que 
Soit J la variete des semigroupes J-triviaux. Simon [16] a montre que Jt = 
{A*a, . . . A*u,A* 1 n 2 1, a, E A}“. Les langages obtenus sont appeles testables par 
morceaux. Dans le cas des mots infinis on obtient le theoreme suivant. 
ThCorbme 4.6. Soit J la varie’te’ des semigroupes J-triviaux; on a 
J’= {A*a, . . . A*a,A” ( n a 1, a, E A}48 
5 J”= J” = {A*a,. . . A*u,AW, (A*b, . . . A*b,)” (n, m 3 1, ai, b, E A}%. 
Preuve. L’CgalitC J” = J” est une consequence du Theoreme 2.10. Le reste a etC 
Ctabli dans [ll]. q 
Soit LJ, = {S 1 eSe est un treillis pour tout idempotent e} la variete des semigroupes 
localement idempotents commutatifs. Brzozowski-Simon [3] et McNaughton [9] 
ont montre que 
LJ: = {uA*, A*uA*, A*u 1 u E A+).fi. 
Les langages obtenus, appelts localement testables, sont aussi les langages satures 
par la congruence -k (pour k 2 1) definie sur A+ de la faGon suivante: Pour tout 
mot u E At de longueur \u\ 2 k nous noterons Gk(u) le facteur gauche de u de 
longueur k, D,(u) le facteur droit de u de longueur k et Ik( u) l’ensemble des facteurs 
internes de u de longueur k. On definit alors la congruence -,_ par u - k v ssi 
l ou bien lul~k,(v(~ketX,(u)=X,(v)pourXE{G,D,I} 
l ou bien u = v. 
Nous dirons qu’un semigroupe S est k-testable si la surjection canonique du 
semigroupe libre Si sur S factorise a travers S+/ - k, autrement dit, si deux produits 
s, . . . s,~ et t , . . t, sont Cgaux dans S d&s que s, . . . s, -r: t, . . . t, dans St. 
Ce qui precede peut alors etre formult de la faGon suivante. 
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ThCorkme 4.7 (Brzozowski and Simon [3]). LJ, = {Sl S Zocalement k-testable pour 
k 2 1). 
Revenons maintenant aux mots infinis. Nous dirons qu’une partie L de A” est 
k-testabZe si elle est combinaison boolCenne de parties de la forme 
XAw/A+ YA”/A+(ZA*)“, avec X, Y, Z G Ak. L sera dite Zocalement testable si elle 
est k-testable pour un k 2 1. Les classes de parties correspondantes seront noties 
respectivement %k et q= Ukz, yk, On v&ifie facilement que %k = 
{uAW, A+uA”, A+(uA*)” 1 u E Ak}% et que %’ = { uAW, A+uA”‘, A+( uA*)“’ 1 u E A+}%. 
Le reste de cette section sera consacre B la preuve du rtsultat suivant, qui est le 
seul cas d’tgalitC connu sortant du domaine d’application des Thkorkmes 2.9 et 2.10. 
ThCoriime 4.8. Soit LJ, la varie’te’des semigroupes Zocalement idempotents commutatifs. 
On a Zes &gaZitb 
W; = LJ;” = a, = {uA”, A+uA”, A+( uA*)” 1 u E A+}‘. 
Nous noterons [u]k la classe du mot u E A+ modulo -k. Pour tout mot infini 
(Y E A” nous noterons a [ k] le facteur gauche de longueur k de (Y et Ik( cw ) (respective- 
ment I:(Q)) l’ensemble des facteurs internes (apparaissant infiniment souvent) de 
longeur k de (Y. Le lemme suivant a CtC prouvt dans [ll]. 
Lemme 4.9. To&e partie simple associe’e d [x]k = [xy]k et [ y]k = [ y2]k est d$nie par 
[X]k[y]k = {a I+1 = Gk(X), IL(a) = Ik(X), I:(a) = Ik(y), Dk(Y)Gk(Y) E l’?kick(a)} 
On en dkduit le lemme suivant. 
Lemme 4.10. (1) Pour tout ka 1 on a Zes inclusions 
{L 1 L reconnu par ^-k } c %& E {LI L saturi par ^-2k}. 
(2) On a Zes &gaZitb 
%={LI L reconnu par -k pour un kz l} 
={L~Lsature’par--kpourunk~l}. 
h2UVe. POSOnS Rk = {L 1 L KCOnnU par --k} et Sk = {L 1 L SatUri par --k}. 
(1): La premikre inclusion dkcoule immkdiatement du Lemme 4.9. Pour l’inclusion 
%)k C Sk, soit LE %k. Puisque Sk est une algkbre booleenne, on peut se ramener au 
cas oti L est de la forme 
L=XA”/A+YA”/A+(ZA*)” avecX={x}, Y,ZGA~. 
IlvientalorsL={(~~(~[k]=~,I~((~)~A~/Y,I~(~)~A~/Z}.Si T=[s],(t)Festune 
partie simple, le Lemme 4.9 donne alors 
TnL#@ @ Gk(s)=x,Ik(s)&Ak/Y,Ik(f)~Ak/Z e TGL. 
On a done L SatUrk par -k et %$ z Sk. 
(2): On a, d’aprks ce qui p&&de et la Proposition 2.3, (ek C Sk G Rk G %2k d’oh 
les Cgalit& recherchkes. q 
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Preuve de la Proposition 4.8. Les Cgalites LJY = a, = % ont 6tC etablies darts [ll] 
et il ne reste qu’a prouver l’inclusion % G LJ;. 
Soit done LE %. D’apres le Lemme 4.10, L est sature par A+/lk pour un ks 1. 
Or on verifie facilement que A’/--,, est k-testable, d’ou l’on en dtduit LE LJ: 
d’apres le Theoreme 4.7, ce qui achke la preuve. 0 
Conclusion 
Nous avons montre que la classification des parties reconnaissables de mots infinis 
associee aux varietes de semigroupes fait intervenir trois classes distinctes V”, c et 
V”. Comme pour les mots finis, ces classes se p&tent bien souvent a des descriptions 
agreables et naturelles. De plus, chacune de ces trois classes semble digne d’interft. 
Ainsi l’etude de 3 et V” permet d’approfondir le theoreme de McNaughton, 
comme nous l’avons vu dans [ 111. D’autre part nous avons montre ici que la classe 
V” presente l’avantage d’&re decidable avec V grace au calcul du semigroupe 
syntaxique. Elle pourrait egalement avoir un autre avantage qui est le suivant. Nous 
ne disposons pour I’instant d’aucune operation sur les parties de mots infinis 
permettant de caracteriser les classes pouvant 6tre obtenues comme des V”, des 3 
ou des v”. Le caractere strictement syntaxique de la classe V” pourrait faciliter dans 
ce cas l’obtention de telles operations. 
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