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ABSTRACT 
Let p,(t) = P(A + tE,,) denote the spectral radius of the sum of an irreducible 
nonnegative matrix A and a matrix tE,, that has a single nonzero entry, namely t > 0 
in the i, i position. We consider qualitative aspects of maximizing p,(t), especially 
identifying maximizing indices i, and indices i and j that tie [i.e., p,(t) = pi(t) for all 
t > 01. If the digraph of A is a directed cycle, then all vertices tie; whereas if the 
digraph of A is a star, then the center is the unique maximizing vertex. When A is 
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the (Ci, 1) adjacency matrix of a graph, we give sufficient conditions in terms of the 
orbits of vertices for a tie. For complete bipartite graphs and for paths, vertices i are 
identified that maximize p,(t) for all t > 0. However, even for a tree, it is not in 
general true that some fvted vertex i maximizes p,(t) for all t > 0. 0 Elseuier 
Science Inc., 1997 
1. INTRODUCTION 
Let A = [aij] be an n X n irreducible nonnegative matrix with all 
aii = 0. Let D(A) be the digruph associated with A with vertex set 
v = {1,2,..., n] and edge set E that is a subset of the set of all ordered pairs 
of V; for i #j, (i, j) E E iff aij > 0. In the special case when A is an n X n 
(0,l) symmetric matrix, G(A) is the graph associated with A with vertex set 
v = (1,2,. . . ) n) and edge set E that is a subset of the set of all unordered 
pairs of V; thus (i, j} E E for i # j iff uij = uji = 1. We write Ak = [a:;)] 
for positive powers of A, and denote by A(i) the (n - 1) X (n - 1) matrix 
obtained from A by deleting row and column i. 
The characteristic polynomial of A is det( AZ,, - A) and is denoted by 
p( A; A), where I, denotes the n X n identity matrix. Let p(A) denote the 
spectral radius (Perron root) of A, and Eii denote the n X n matrix with the 
i, i entry equal to 1 and every other entry equal to 0. For a given graph G or 
digraph D, we consider the problem of determining i, 1 < i < n, for which 
p( A + tE,,) is maximized, where t > 0, and A is a matrix for which 
G(A) = G or D(A) = D. For simplicity we denote p( A + tE,,) by p,(t). 
For given A, this problem is considered in [9], where it is shown to be 
equivalent to maximizing the spectral radius of a trace t, diagonal perturba- 
tion of A. We begin with definitions from [9]. 
DEFINITION 1.1. If p,(t) = pj(t) for all t > 0, then index i and index j 
tie. If there exists a t, > 0 such that p,(t) > pj(t> for all 0 < t < t, and for 
all j that are not tied with i, then i is called an initial winner. Similarly, if 
p,(t) > p.(t) for all t > t, (for some t, > 0) and for all j that are not tied 
with i, then i is called a terminal winner. Finally, if p,(t) > pj(t) for all 
t > 0 and for all j that are not tied with i, we call i a universal winner. Let 
0 < t, < t, < t,. If p,(t) < p,(t) for all t E (t,, tl>, p,(tl) = p&t,), and 
p,(t) > p,(t) for all t E (t,, tz>, then the functions p,(t) and pj(t) are said to 
switch at t,. When A is the matrix associated with a digraph or graph, we 
refer to vertex i rather than index i. 
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For terminal and initial winners, our analysis uses results in [91 and 161, 
which for our purposes can be stated as follows. 
THEOREM 1.2 [9, Theorem 2.31. Let A = [a. .] be an n X n irreducible 
nonnegative matrix, and define S - {s E Sk_ 1 : a 
1 < k < n - 1, where S, = {1,2,: .T, n). Zf IS,1 I!“;’ iR:z ~o.!~!r?\n? 
ger k, then for all sufficiently large t > 0, max 1 ~ i ( n p,(t) occurs at the 
index s E S,. The elements of S, _ 1 are the terminal winners. 
THEOREM 1.3 [6, Theorem 3.1; 9, Theorem 3.11. Let A be an n X n 
irreducible nonnegative symmetric matrix and u > 0 be the Per-r-on vector of 
A. Zf ui > uj, then p,(t) > pj(t> for all sufficiently small t > 0. Zf u has a 
unique largest component, then the corresponding ino!ex is the initial winner. 
THEOREM 1.4 [9, Theorem 4.61. Let A = [aij] be un n X n irreducible 
nonnegative matrix and i, j fixed. Then the following are equivalent: 
(i) p( A(i); A) = p( A(j); A> for all A; 
(ii) p,(t) = pj(t) for all t 2 0; 
(iii> aif’ = u$’ for all 1 > 1. 
It is an easy computation to show that p(A + tE,,; A) = p( A; A) - 
tp( A(i); A) for all A. Let t > 0; then as in [9], there exists A such that 
p( A + tEii; A) - p( A + tEjj; A) = 0 iff p( A(i); A) - p( A(j); A) = 0, which 
is equivalent to 
[ E,( A(j)) - E,( A(i))] A”-’ - *.* 
+(-l)“[E,-O(j)) - En-dW)l = 0, (1) 
where Ek( A(i)) denotes the sum of all k X k principal minors of A(i). 
Equation (1) and the strictly increasing monotonicity of each p,(t) lead to the 
following. 
THEOREM 1.5. Let A be an n X n irreducible nonnegative matrix and 
i, jfixed. If there exists a t, > 0 such that p&t,) = pj(t,), then this common 
value A is a root of (1) and A > p(A). 
In Section 2 we prove qualitative results for digraphs. We characterize 
digraphs for which all vertices tie, and give a class of digraphs that have a 
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unique universal winner. In Section 3 we consider (0, 1) adjacency matrices of 
graphs and the orbits of vertices via automorphisms of graphs in order to 
obtain sufficient conditions for a tie. In Section 4 we investigate two special 
classes of graphs, Knl, “z (the complete bipartite graph) and I’, (the path on 
n vertices), and determine universal winners. Finally, in Section 5 we give an 
example of a tree with no universal winner, and state some related open 
questions. 
2. DIGRAPHS 
Firstly, we give a necessary and sufficient condition for all vertices in a 
digraph to tie. Given any n X n nonnegative matrix A, let DA denote the set 
of all nonnegative matrices having the same digraph D(A); i.e., all matrices 
in DA have exactly the same (0, + > pattern as A. 
THEOREM 2.1. Let A be an n X n irreducible nonnegative matrix. Then 
all vertices in D(A) tie for all B E DA iff D( A) is a directed n-cycle. 
Proof. If D(A) is the directed n-cycle, then without loss of generality 
A= 
It is easily shown that p( A + tEii; A) = A” - th"- ’ + ( - l)“E,( A) for each 
i. Thus all indices tie. 
For the converse, suppose that for all B E DA all indices tie. Then by 
Theorem 1.4 and (l), p( B + tEii; A) = p( B + tEjj; A); thus E&B(i)) = 
E,( B(j)) for all 1 Q i, j < n and for 1 = 1,2,. . . , n - 1. Now these condi- 
tions hold for all B E DA, which is possible only if E,(B) = E,(B) = *** =’ 
E,_ 1(B) = 0, since these conditions must hold independently of the magni- 
tudes of the entries of B. For example, E,( B(i)) = E,(B(j)) for all i, j 
implies that bii = bjj for all i, j, which by the qualitative nature of the 
problem implies that bij = 0 for all i. Thus E,(B) = 0. The remaining 
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equalities follow by induction. Now consider 
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p( B; A) = A” - E,( B)A”-’ + E,( B)h”-” - E3( f+Y3 + *** 
+(-1)“E”P) 
= A” + (-l)“E,( B). 
Since B is irreducible and nonnegative, p(B) > 0 is an eigenvalue of B and 
thus p( B; A) = A” - I E,( B)I with E,(B) = det B f 0, for otherwise p( B; A) 
has no positive root. Therefore B has n eigenvalues ymeiOo, 
vmeisl,. . . , ymeiSn-l, h w ere 0 = 8, < 8, < 0, < *a* < 0,_, 
< 27r. Then (see [2, Theorem 2.20, p. 321 with h = n> there exists a 
permutation matrix P such that PBPT = A as above. Thus D(B) and hence 
D(A) is a directed n-cycle. ??
We now give a class of matrices that has a unique universal winner. For 
n > 3, let 
A= (2) 
where alj and ujl are positive, 2 <j < n. Then D(A) is a strongly con- 
nected star digraph. A is diagonally symmetrizable via the matrix D = diag(1, 
4x7.. . > 4x). Thus 
C E DAD-l = (3) 
is symmetric, and p,(t) = p(C + tEji) with p(C) = <Cj+ la,jUjl)“‘. 
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THEOREM 2.2. Let n > 3, let A be the n X n irreducible nonnegative 
matrix (2), and let B E DA. Then index 1 is the unique universal winner for 
all B E DA. 
Proof. As noted above, without loss of generality, we can consider C in 
(3). It is an easy computation to see that c’;“1’ = Cj, icfj and CL? = cfk, 
k # 1. Then, since cij > 0 for j # 1, we have tit) > CL? for all k # 1. 
Applying Theorem 1.2, we have S, = {l}, and therefore index 1 is the unique 
terminal winner. We easily see that the rank of C is 2; hence E,(C(k)) = 0 
for all 1 Q k < n and for 1 > 3. Clearly E,(C(i)) = 0 for all 1 Q i Q n, so (1) 
becomes, for i = 1 and anyj # 1, [ E,(C(j)) - E,(C(1))]h”-3 = 0. Thus for 
n > 4 the only root of (1) is A = 0, while for n = 3 this equation is a 
nonzero constant and has no root. Hence, by Theorem 1.5, pi(t) > pi(t) for 
all t > 0, i.e., index 1 is the unique universal winner for C and hence for all 
BED*. ??
The preceding results are qualitative in nature. For a particular matrix 
with a star digraph we note the following quantitative result on the ordering 
of the functions p,(t) for all t > 0 and i # 1. 
COROLLARY 2.3. Let A be as in (2). Then p,(t) > pj(t) for all t > 0 if 
a,,a,, > aljajl firfixed i, j # 1. 
Proof. Let i, j # 1 be fKed. As before, we consider C as in (3). Since C 
is irreducible, nonnegative, and symmetric, there exists x > 0 such that 
Cx = p(C)x. Then the eigenequations are Ck + iclk xk = p(C)x, and cik xi 
= p(C)x, for k f 1. If aliail > aljajl then clearly cii > cij; hence by the 
eigenequations above we see this implies that p(C>3ci > p(C)xj. But this 
then implies xi > xi; then by Theorem 1.3, p,(t) > pj(t) for t > 0 suff- 
ciently small. Also, Equation (1) has no roots other than (possibly) the zero 
root. Hence, by Theorem 1.5, we have that p,(t) and pj(t> do not switch. 
For the converse, assume p,(t) > p.(t) for all t > 0 and suppose aliail 
Q aljajl. Consider first the case of equ aii ty. If aliail = aIjajl, then cli = clj; 
but this implies that row and column i are the same as row and column j. 
Hence cif) = c_$) for all 1 > 1; then by Theorem 1.4, p,(t) = pj(t), which is a 
contradiction. Now suppose aliail 
contradiction. 
< aIjajl; then p,(t) < pj(t), but this is a 
??
I_,et A be an n x n irreducible nonnegative, tridiagonal matrix. Then 
D(A) is the path digraph. In contrast with a star digraph, a path digraph has 
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in general no universal winner when n > 5. This is illustrated in the following 
example. 
EXAMPLE 2.4. 
I 0 14 0 0 0 14 0 9 0 0 A= 0 9 0 13 0. 
0 0 13 0 10 
0 0 0 10 0 
Initially p,(t) > pz(t> > Pb(t) > PICt) > PSct)> but termina11Y 
p&j > p,(t) $gt) > p,(t) ’ P&)* 
3. GRAPHS 
We now restrict consideration to (0,l) adjacency matrices of graphs. We 
begin with some additional graph theoretic definitions and notation (see 131, 
[S]). A pendant vertex is a vertex of degree 1, where degree(i) = I{j : Ii, j) E 
E)l. Let G be a graph. Then C#J is an automorphism of G if 4 : V + V is a 
bijection such that {i,j] E E iff I+(i), 4(j)] E E. Let A&G) denote the set 
of all automorphisms of G. For a vertex i in G, the orbit of i, denoted 
orb(i), is {4(i) : C$ E Am(G)]. If j E orb(i), then this is equivalent to saying 
that there exists a permutation matrix P such that PAPT = A and pji = 1, 
where A is the adjacency matrix of G. We say that G is a vertex transitive 
graph if for each pair of distinct vertices i, j there exists 4 E Am(G) such 
that 4(j) = i. 
We now present two simple propositions. 
PROPOSITION 3.1. Let G be a connected graph with at least three 
vertices. lf G has a pendant vertex, then this vertex is never an initial or 
terminal winner. 
Proof. Let A be the n X n adjacency matrix of G. If i is a pendant 
vertex, then degree(i) = 1. Since aif) = degree(i) for (0,l) adjacency matri- 
ces, by Theorem 1.2 it follows that i G S,, since n > 3. Therefore i is not a 
terminal winner. Since A is nonnegative and irreducible, p(A) > 1, and by 
the additional assumptions on G, p(A) > 1. If j is the unique neighbor of i, 
the eigenequation corresponding to row i gives xj = p( A)ri > xi, where 
68 SHAUN FALLAT ET AL. 
x > 0 is the Perron vector of A. Thus p,(t) > p,(t) for t > 0 sufficiently 
small (by Theorem 1.31, showing that i is not an initial winner. ??
PROPOSITION 3.2. Let A be the n X n adjacency matrix of a connected 
graph G. If i E orb(j), then aif’ = a$’ for all 2 > 1. 
Proof. Since i E orb(j), there exists a permutation matrix P such that 
PAPr = A and pij = 1. Th us A’ = PA’PT for all I >, 1 and it is a stmightfor- 
ward computation to show that a$ = a$‘. ??
From this we have the following corollaries. 
COROLLARY 3.3. Zf i E orb(j), then vertices i and j tie. 
Proof. Use Proposition 3.2, and Theorem 1.4. ??
Corollary 3.4. lf G is vertex transitive, then all vertices in G tie. 
Proof. Use Corollary 3.3 for all i, j. ??
The undirected n-cycle C, and the complete graph K, are clearly vertex 
transitive, and it follows from Corollary 3.4 that all vertices tie in each graph. 
We note that even for a tree the converse of Corollary 3.3 is false, as the 
following example shows. 
EXAMPLE 3.5. See Figure 1. The vertices i = 7 and j = 14 tie, as A(7), 
A(14) have the same characteristic polynomial (see [71X However, 7 G orb(l4). 
12 
11 
7 17 
L 
3 
"V 
6 6 Q " 13 
v 
15 
16 
FIG. 1. 
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The converse of Corollary 3.4 is also false, as the following example 
shows. 
EXAMPLE 3.6. See Figure 2. Here all vertices tie (see [lo, p. 188]), as 
p( A(i)) are all equal for all i. However, it can be easily checked that G is not 
vertex transitive. w 
To use Corollary 3.4 we introduce some graph product definitions. Let 
G,, G, be two graphs with vertex sets V,, V, and edge sets E,, E, respec- 
tively. The Cartesian product of G,, G, is denoted by G, X G, and has 
vertex set V, x V,, and two vertices xy , x’ y’ are joined by an edge iff 
{ ;r, x’} E E, and { y, y’} E E,. The Cartesian sum of G,, G, is denoted by 
G, ??G, and has vertex set V, X V,, and two vertices xy, x’ y' are joined by 
an edge iff x = x’ and { y, y’) E E,, or y = y’ and {x, x’) E E, (see [l, 
p. 3771). 
LEMMA 3.7. Let G,, G, be two vertex transitive graphs. Then G, X G, 
and G, •I G, are vertex transitive. 
Proof. To show that G, ??G, is vertex transitive, just consider the 
composition of automorphisms of G, and G, (or vice versa). For G, X G, 
11 
10 
FIG. 2. 
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consider the function 4 : V, X V, + V, x V, given by +(xy) = $~i(r&( y>, 
where 4r E Aut(G,) and 4s E AI&G,). Clearly 4 is a bijection, as 4~ and 
& are bijections. The following shows that edges are mapped to edges: 
INXY), 4(X’Y’H E E(Gl x G2) 
- {~l(+b2(Y)‘4(442(Y’)) E E(Gl x G2) 
CJ {x, x’} E E&J, {y> y’) E Et%) 
0 {xy, x’y’} E E(G, X G,). 
Now let xy, x’y’ be any two vertices in G, X G,. We want to show that 
there exists an automorphism 4 such that 4(xy) = x’y’. Since G,, G, are 
vertex transitive, there exist +r E Aut(G,) and 42 E Aut(G,) such that 
4r( x) = x’ and 42(y) = y’. Th en let 4 = +r&. Thus the Cartesian product 
of vertex transitive graphs is vertex transitive. ??
Let 8 denote the Kronecker product of matrices. 
THEOREM 3.8. Let G,, G, be two vertex transitive graphs with adja- 
cency matrices A,, A, respectively. Let lV(G,)] = n1 and ]V(G,)l = n2. 
Then in A, @ I,,, + l,,, 8 A, and in A, @ A,, all indices tie. 
Proof. In [4, p. 671, it is shown that A, @ Z,,* + I,, 8 A, and A, @ A, 
are the adjacency matrices of G, ??G, and G, X G,, respectively. By 
Lemma 3.7, G, 0 G, and G, X G, are vertex transitive, and hence by 
Corollary 3.4 all indices tie in A, 8 Zn2 + I,, 8 A, and in A, @ A,. W 
Using induction, Lemma 3.7 and hence Theorem 3.8 can be generalized 
to G, •I G, ??*** 0 G, and G, X G, X .** X G,. For example, it is well 
known that Q,, (the n-hypercube) is isomorphic to K, ??K, ??*** ??K, = 
Kl; thus since K, is vertex transitive, the n-hypercube is vertex transitive. 
Thus all indices in Qn tie. 
However, it is not true that all graph products preserve vertex transitivity. 
Consider the complete product of two graphs G,, G, denoted G, v G, (see 
[4, p. 541). This product is obtained from the union G, U G, by adjoining 
every vertex of G, with every vertex of G,. For example if G, E C, (the 
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cycle on four vertices) and G, P K,, where sz denotes that two graphs are 
isomorphic, then G, v G, is not vertex transitive, as it is not regular. The 
vertices from G, are the terminal winners (by Theorem 1.2). 
4. FAMILIES OF GRAPHS 
In this section we consider in detail two families of graphs. Firstly, we 
look at K,,, ,,*, the complete bipartite graph with n1 vertices in one partition 
and n, in the other partition. Secondly, we consider P,,, the path on n 
vertices. 
4.1. The Complete Bipartite Graph Kn,,nZ 
We denote the complete bipartite graph by Ii,,, n2 with vertex bipartition 
V = V, U V,, where IV,1 = n, and IV,( = n,. Without loss of generality, let 
v, = (1,2,..., nl}, V, = {n, + 1, n1 + 2, . . . , n1 + n2 = n}. If A denotes 
the (0,l) adjacency matrix of K,+ n2, then 
(4) 
where Je,, n2 is the n1 X n, matrix in which every entry is equal to one. It is 
well known that the characteristic polynomial of A is p( A; h) = h”lfnz-’ 
(A2 - n,n,) (see [4, p. 721). Hence p(A) = 6. 
THEOREM 4.1.1. Let K,,,nZ have vertex partition V,, V, such that IV, I = 
n, and IV, I = n2, and suppose without loss of generality that n, > n2. Zf 
n1 > n2, then the vertices in V, are the universal winners. Zf n1 = n,, then 
all vertices tie. 
Proof. Let A be as in (4). If i, j E V,, then clearly there exists a 
4 E Au%,,, n ,> such that 4(i) = j, since we can simply permute the labels 
of vertices in Vi. (A similar argument can be used for i, j E V, .> Thus from 
Corollary 3.3 all vertices in V, tie. (Similarly all vertices in V, tie.) Consider 
n, > n2. Then for i E V, and j E V,, we have n1 = degree(i) > n2 = 
degree(j). Since a!;’ = degree(l), by Theorem 1.2 all vertices in V, are 
terminal winners. Since rank A = 2, we have E,( A(k)) = 0 for 1 Q k < n 
and for 1 > 3, and also E,( A( k)) = 0. Now (1) for i E V, and j E V, 
becomes -[E,(A(i)) - E2(A(j))]A”-3 = 0. However, for n, > n2, there 
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are no nonzero roots of this equation. Hence, by Theorem 1.5, there does not 
exist a t, > 0 such that p,(t,) = pj(to). Th us since the vertices in V, are the 
terminal winners, p,(t) > pj(t) for i E V,, and j E Vi for all t > 0. Hence 
all the vertices in V, are universal winners. Now if ni = n,, then K,!,., is 
vertex transitive, and hence by Corollary 3.4 all vertices tie. ??
These arguments generalize to the complete multipartite graph in the 
sense that if G g K,,, “2, “l;, then the vertex set is partitioned into k 
components Vi, V, , . . . , V,., where [Vi1 = ni (1 Q i < k). Each component Vi 
consists of one orbit; thus for each i all vertices in Vi tie. Vertices in different 
components tie iff their respective components have equal cardinality, and all 
vertices in G tie iff n, = n, = *a* = nk = n/k. However, it is not known 
whether there can be any switches in a complete multipartite graph with 
more than two components. 
EXAMPLE 4.1.2. The graph K,, n _ i has (0,l) adjacency matrix given by 
(2) with aij = ajl = 1. Thus p(A) = Jn-1, vertex 1 is the universal 
winner, and vertices 2,3,. . . , n all tie. Note that vertex 1 is the center (cf. 
Theorem 4.2.6). 
4.2. The Path P,, 
We now consider the second family of graphs. First we state a few more 
definitions from [3]. The path P, has vertex set {1,2,. . . , n} and edges 
(i, i + l}, for 1 < i < n - 1. Let A, denote the n X n (0,l) adjacency 
matrix of P,. We will determine which indices are the universal winners of 
A,. The distance between any two vertices i, j of a graph, denoted d(i, j), is 
the length (number of edges) of the shortest path from i to j. A vertex i is 
called a center of a graph if max”,v d(i, v) is a minimum. Note that in 
general a center of a graph is not unique. For example, vertex k + 1 is the 
center of PPkfl, and vertices k, k + 1 are centers of Pzk. 
It is well known that the spectrum of A, is (2 cos[k?r/(n + 111: 1 < k Q 
n) (see [4, p. 731); thus p(A,) = 2cos[rr/(n + l)]. Let x > 0 be the Perron 
vector of A,,. Then for 1 <j < n, xi = sin[jr/(n + 111. We now find an 
initial ordering of the functions p,(t) for sufficiently small t > 0. 
THEOREM 4.2.1. Let x > 0 be the Perron vector of A,,, the n X n (0, 1) 
adjacency matrix of P,,. For m.ciently small t > 0, 
1. ifn is odd (n = 2k + 0, then pk+Jt) > pk(t) > *** > p,(t); 
2. if n is even (n = 2k), then pk+Jt) = pk(t) > *** > pJt). 
MAXIMIZING THE SPECTRAL RADIUS 73 
Proof. We consider p,(t) for 1 d i < l(n + D/21 only, since vertices i 
and n - i + 1 are in the same orbit, and thus these vertices tie. Suppose 
firstly n = 2k + 1. Then xj = sin[j?r/(2k + 211, which is a strictly increas- 
ing function of j when 1 g j < k + 1 with xk+ 1 = 1. From Theorem 1.3 for 
sufficiently small t > 0, ~k+Jt) > ok > *** > PI(~). For n = 2k, Xj = 
sin[jr/(2k + l)], which is symmetrical about (2k + 1)/2. Thus xk = xk + I) 
and by similar arguments and Corollary 3.3 it follows that &+ ,(t> = &(t) > 
... > &). ??
We now prove that there are no switches between any of the functions 
p,(t), 1 < i < [(n + 1)/2], but first we need some lemmas and notation. 
Denote A,(n - k,n -k + l,..., n) by An_k_l for k = O,l,..., n - 1, 
define p( A,; A) = 1, and recall that p( A,; h) = A. 
LEMMA 4.2.2. For n > 2, p(A,; A) = +(A,_,; A) - p(A,_,; A). 
Proof. See [4, p. 591. H 
LEMMA 4.2.3. For n z 2 and any 1 <j < n, by symmetry 
LEMMA 4.2.4. For n > 2 and any 1 Q q < n - 1, 
[ p( A,; A)]’ - p( 4-c A)p( Ay+c A) = 1. (5) 
Proof. The proof uses induction on q for fied n. For q = 1, 
[ p( A,; A)]' - p( A,; A)p( A,; A) = A2 - l( A2 - 1) = 1. 
Assume (5) is true for q = k. By Lemma 4.2.2 
[dAk+,;A)]2 -dAk;A)p(Ak+,;A) 
=dAk+,&h’b“k;~) -?‘b“k~A)l 
- ?‘(A,; A)[AP(A~+G A) - P(Ak; 91 
= [dAk;A)]2 -dAk-l;A)p(Ak+l;A) 
= 1, by the induction hypothesis. ??
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THEOREM 4.2.5. For n > 3, and for a fixed (but arbitrary) integer s, 
where 2 Q s Q (n + 1)/2, 
p@,(s); A) - p( A,,(s - 1); A) = ~(4+1-2s; A). (6) 
Proof. Note that because A, is tridiagonal, and by Lemma 4.2.3, (6) can 
also be written as 
P(A n+l_2s;A) =p(A,-,;h)p(A,(1,2,...,s);h) 
- p( As-2; A)p( A,(L%. . ., 8 - 1); A) 
= p( As-l; A)p( A,-,; A) - p(A,-2; A)p(A,-8.1; A). 
We use induction on n. 
Consider the case n = 3. Then s = 2 and p(Aa(2); A) - p( A,(l); A) = 
A2 - ( A2 - 1) = 1, and recall p( A,,; A) = 1. Assume now that (6) is true for 
n = 3,4,. . . , k and for 2 < s Q (k + O/2. For n = k + 1 the left hand side 
of (6) is 
p(Ak+lW; A) - ~(Ak+ds - 1); A) 
= p( As-l; A)p( Ak+l-s; A) - p( A,-2; A) p(43+2; A). 
Using Lemma 4.2.2, this is equivalent to 
p( A,_1; A)[ Ap( 4-s; A) - P( A,-s-1; A)l 
- p( As-z; A)[ Ap(A,x-s+l; A) - P( A,-,; A)] 
= A[p(A,_,;A)p(Ak_,;A) -p(A,-,;A)p(Ak-s+d)l 
-[ p(A,_,;A)p(Ak_,-l;A) -P(A,-,;A)P(A~-~;~)I 
= Ap( &+I-2s; A) - ~(4-2,; A) (by the induction hypothesis) 
= p( Ak+2-2s; ‘) (by Lemma 4.2.2). 
We have shown that we can increment n, and now we must show that we can 
increment s when k increases from an even to an odd integer. When 
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k = 27~1 we need to also consider s = m + 1. In this case for k + 1. 
PC A 2m+1 cm + 1); A) - P(A2m+d77+ 4 
= [ p(A,; ~91~ - P(A,-,; A) P(A,+,; A) 
= 1, by Lemma 4.2.4. 
But 1 = p( A,,; A) = p( A2m+2_2cm+ 1j; A), thus completing the proof. 
THEOREM 4.2.6. The vertices that are centers of P,, are the universal 
winners, and the functions p,(t) are or&red according to the shortest 
distance of vertex i to a center (and there are no switches). 
Proof. By Theorem 4.2.1 for t sufficiently small, the p,(t) are ordered as 
stated. Thus if there is a switch, it must be between a vertex s and a neighbor 
s - 1. But from the lines before (1) and Theorem 4.2.5, such a p value at a 
switchmustbeazeroofsomep(A,+,_,,;A)with2~s~[(n+1)/2].But 
n + 1 - 2s < n, thus An+l_2s is a proper principal submatrix of A,,. As A,, 
is irreducible, p( A,,+ 1 _2s) < p( A,) (see [2, Corollary 1.6, p. 281). Thus there 
are no roots of P(A,+,_~,; A) that are greater than p( A,). Thus by 
Theorem 1.5 there are no switches and the functions p,(t) are ordered for all 
t > 0 as stated. ??
5. DISCUSSION 
We have presented many results pertaining to universal winners for 
different families of graphs. For both examples of graphs that were trees, 
namely K,, n _ 1 and P,, there are one or more universal winners and they are 
centers of their graphs. We note that amongst all trees on n vertices, the 
spectral radius of the adjacency matrices is minimized and maximized by P,, 
and K,, n _ r respectively (see [S, Theorem 3.11). However, it is not true in 
general for trees that there is always a universal winner. Consider the 
following example. 
EXAMPLE 5.1. See Figure 3. Since degree(l) > degree(i) for all i f 1, 
vertex 1 is the terminal winner. However, numerically it can be shown that 
the center vertex 7 is the initial winner. Thus there must be at least one 
switch; numerically it can be shown that there is exactly one switch and it 
occurs at t = 0.2. 
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FIG. 3. 
If there is a universal winner, then it is a vertex of maximum degree. We 
also believe that when G is a tree, if the center is a vertex of maximum 
degree (not necessarily the only one), then the center is a universal winner. It 
is not known whether any pi(t) can switch with a p,(t) where i is a center 
vertex of maximum degree when G is a tree. 
In Proposition 3.1, we noted that a pendant vertex of a graph is never a 
terminal or initial winner. We have numerical evidence that in fact ~~(t> 
cannot switch with p,(t), where j is a pendant vertex and i is its unique 
neighbor. We can prove this only in the case in which degree(i) = 2. The 
corresponding problem for digraphs is also open. 
For graphs G(A) ’ g m eneral, some components of the Perron vector may 
be equal for vertices not in the same orbit, so that Theorem I.3 needs to be 
generalized to identify initial winners. This involves the Moore-Penrose 
inverse of p( A)Z, - A; see [9]. 
EXAMPLE 5.2. See Figure 4. The graph G( A) is regular of degree 3; thus 
p(A) = 3, and all components of the Perron vector are equal (as A is row 
sum constant). However, after numerically computing the Moore-Penrose 
inverse of p( A)Z, - A, we see that indices 1,5,8,9 are the initial winners 
and in fact the universal winners. Notice here that the center of G(A) is 
{3,6}, and vertices 3,6 are not universal winners. 
5 4 10 @ 
FIG. 4. 
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