A stochastic subgrid-scale parameterization based on the Ruelle's response theory and proposed in Wouters and Lucarini [2012] is tested in the context of a low-order coupled ocean-atmosphere model for which a part of the atmospheric modes are considered as unresolved. A natural separation of the phase-space into an invariant set and its complement allows for an analytical derivation of the different terms involved in the parameterization, namely the average, the fluctuation and the long memory terms. In this case, the fluctuation term is an additive stochastic noise. Its application to the low-order system reveals that a considerable correction of the low-frequency variability along the invariant subset can be obtained, provided that the coupling is sufficiently weak. This new approach of scale separation opens new avenues of subgrid-scale parameterizations in multiscale systems used for climate forecasts.
I. INTRODUCTION
Atmospheric weather prediction and climate models display a limited predictability due to the intrinsic property of sensitivity to initial conditions. Additional factors also limit this predictability, such as the resolution limitation induced by the discretization of the numerical model implying that subgrid scale processes are not resolved. The latter is usually considered as one of the most important source of model error (Dalcher and Kalnay [1987] , Leith [1978] , Lorenz [1982] ). Other factors affecting the forecasts are the lack of representation of some processes at play or of the boundary conditions of the systems (see e.g. Nicolis [2005 Nicolis [ , 2007 , Nicolis et al. [2009] ). This limitation is also a crucial problem for climate prediction at seasonal, interannual and decadal timescales for which the model is considerably drifting from the reality, as discussed for instance in Doblas-Reyes et al. [2009] .
Besides increasing the resolution to include subgrid scales processes, another approach consists in representing their effects through an appropriate parameterization. It was soon recognized that for systems with multiple timescales, the rapidly varying nature of the faster component implies that a deterministic parameterization (described by a deterministic function) is not sufficient to take into account their variability. This is particularly true for climate systems, for which stochastic models were proposed to describe the impact of the fast components of the system on the slow variables (Hasselmann [1976] , Nicolis and Nicolis [1981] ). Since then, multiple methods have been explored to derive stochastic parameterizations: basic empirical schemes whose purpose is to increase the variability * E-mail: Jonathan.Demaeyer@meteo.be of the models and of ensemble forecasts (Arnold et al. [2013] , Batté and Doblas-Reyes [2015] , Buizza et al. [1999] ), stochastic backscatter schemes allowing for a reduction of the impact of small scale dissipation (Frederiksen [1999] , Frederiksen and Davies [1997] , Shutts [2005] ), various averaging methods (Arnold et al. [2003] , Culina et al. [2011] , Vannitsem [2014] ) in the spirit of Hasselmann [1976] , allowing for a systematic derivation of the noise for a large timescale separation, coarse graining and modeling based on conditional Markov chains (Crommelin and Vanden-Eijnden [2008] ), singular perturbation theory for Markov processes (Majda et al. [2001] ), and techniques based on the fluctuationdissipation theorem (Abramov [2012 (Abramov [ , 2013 ).
Recently, a new framework based on the Ruelle response theory (Ruelle [1997 (Ruelle [ , 2009 ) of statistical mechanics has been proposed (Wouters and Lucarini [2012] ) (See also the discussion in Franzke et al. [2015] .). Initially derived for systems possessing a Sinai-Ruelle-Bowen (SRB) measure (Young [2002] ), this framework can be applied to a broader class of systems provided that the chaotic hypothesis (Gallavotti and Cohen [1995] ) is fulfilled. This approach has the interesting property that it does not require a coarse-graining of the phase space nor a clear timescale separation between the resolved and unresolved components of the system under consideration. The latter point is of particular interest in the case of atmospheric modeling, for which no clear spectral gaps between the different scales is present (DelSole [2004] , Lovejoy and Schertzer [2013] ). Moreover, it can be shown to give the same result as the classical projection theory of statistical mechanics (Wouters and Lucarini [2013] ), which states that an optimal parameterization should include deterministic, stochastic and non-Markovian effects, as also discussed in Chekroun et al. [2015] .
The study of coupled ocean-atmosphere climatic models is an important topic, aiming at the understanding of phenomena based on the local ocean-atmosphere coupling, like the El-Niño Southern Oscillation (ENSO) or possibly the North-Atlantic Oscillation (NAO). Several efforts have been made to build a stochastic parameterization to model the impact of the fast atmosphere on the slow ocean, e.g. Arnold et al. [2003] . For instance, Vannitsem [2014] considered a low-order ocean model mechanically coupled to the atmosphere, and featuring a double-gyre. The parameterization was done through an averaging method and yielded an additive stochastic process to model the atmosphere. In the present paper, we assess the performance of the response theory framework in the context of a low-order oceanatmosphere coupled system, by parameterizing a subset of the atmospheric variables and studying the effect of the parameterization on the rest of the atmopshere and on the ocean. This question is much more involved than the one considered in Vannitsem [2014] due to the fact that there is not a clear separation of timescales anymore, and therefore one needs to consider alternative parameterization schemes than the averaging approach of Arnold et al. [2003] . The approach of Wouters and Lucarini [2012] offers a very interesting alternative that does not require timescale separation but rather a weak coupling.
The model is a 36-dimensional quasi-geostrophic ocean-atmosphere model proposed in . The coupling between the ocean and the atmosphere is mechanical (through the wind stress) as well as thermal (with radiative and heat fluxes). This model displays a low-frequency variability (LFV) on the bidecadal timescale, typical of the dynamics effectively observed in the atmosphere (Delworth and Mann [2000] , Kravtsov et al. [2007] ). This LFV is related to the presence of a long-period periodic orbit that forms the backbone of the attractor. Indeed, this orbit emerges for a sufficiently large value of the radiative input via a Hopf bifurcation and then develops in a subspace of the full phase space. This subspace is invariant under the action of the Jacobian defining the advection term typically appearing in the quasi-geostrophic equations. Therefore, the orbits living in this subspace remain stable while they may destabilize in the other directions. It offers thus a partition of the phase space where typically periodic orbits arise via Hopf bifurcations (Chen and Price [1996 , 1997 , 1999 ). In the system considered here, the invariant subspace is related to the long time-scale and the fast dynamics is thus organized around the solution generated in this "slow" subspace. This natural decomposition of the phase space into an invariant slow subspace and its complement is particularly suitable to test the response theory parameterization because it allows for an analytic derivation of the quantities involved in the theory. In addition, as stated above, this parameterization method requires a weak coupling between the resolved and unresolved components. In the model considered here, it is present because the unresolved atmospheric part is mechanically weakly coupled to the resolved ocean through the wind stress forcing and, as we will show, it induces noticeable changes to the low-frequency variability. The response theory method is thus convenient to address this problem and correct this low-frequency signal.
In Section II, we introduce briefly the method based on the linear response theory developed in Wouters and Lucarini [2012] . In Section III, we describe the coupled ocean-atmosphere model on which the method is applied. The results of this procedure for a particular subgrid configuration, leading to an additive noise, are presented in Section IV. Finally, the conclusions and implications of these results are provided in Section V.
II. THE RESPONSE THEORY APPROACH TO SUBGRID PARAMETERIZATION
Given a dynamical systemŻ = F(Z) which represents a real system, one way to assess subgrid parameterization is to assumes that its variables can be decomposed into two sets X and Y, where the former is the resolved part and the latter is the unresolved part. The parameterization method can thus be tested on a well-defined closed problem, for which X are the variables of interest and Y the source of model error.
In the response theory approach, the system is conveniently rewritten as :
The couplings Ψ X , Ψ Y are seen as perturbations to F X and F Y , and they are assumed to be sufficiently weak so that the formal setting presented in this section gives good results. In this context, a subgrid parameterization is a method that aims at obtaining the reduced system:
that displays statistical properties similar to the Xcomponent of the full system and where Ξ is a process to be determined by the method. We now briefly sketch how the Ruelle response theory (Ruelle [1997 (Ruelle [ , 2009 ) can be used to derive such a parameterization.
The response theory characterizes the contribution of the "perturbation" Ψ X , Ψ Y to the invariant measure 1ρ of the coupled system as:
where ρ 0 is the invariant measure of the uncoupled system which is also supposed to be an existing, well defined SRB measure. The terms δ Ψ ρ (1) and δ Ψ,Ψ ρ (2) are respectively the first and second order responses to the perturbation. As shown in Wouters and Lucarini [2012] , this theory gives the framework to parameterize the effect of the coupling on the component X. Indeed, the authors derived a parameterization Ξ(X, t) composed of three different terms having a response similar, up to order two, to the couplings Ψ X and Ψ Y :
with
with ρ 0,Y the invariant measure of the unperturbed systemẎ = F Y (Y), and where
is assumed to be separable 2 ,
The process σ(t) is a stochastic process such that:
with the cross-correlation
where ⊗ is the outer product and φ s Y is the flow of the unperturbed systemẎ = F Y (Y). The function h inside the term M 3 is the memory kernel and is written :
where φ s X is the flow of the unperturbed systemẊ = F X (X). We note that the terms M 1 , M 2 and M 3 are respectively an averaging, a fluctuation and a memory term and that their responses up to order two match the response of the perturbation. Consequently, this ensures that for a weak coupling, the response of the parameterization (4) on the observables will be roughly the same as the coupling.
A key point about the applicability of the method is that only the measure of the uncoupled Y-dynamics 2 It is in principle always possible to find a basis of functions over which such a decomposition is possible.
is needed to compute the quantities involved in the perturbative approach, in contrast to the averaging method (Arnold et al. [2003] , Culina et al. [2011] , Vannitsem [2014] ) for which a measure conditional on the value of X is necessary. Finally, we note that no clear timescale separations between the X and Y components are assumed in this approach. The only requirement here is a weak coupling between the resolved and unresolved components. We now turn to a brief description of the coupled ocean-atmosphere model and its properties.
III. THE OCEAN-ATMOSPHERE COUPLED MODEL
The coupled ocean-atmosphere model for midlatitudes is composed of a two-layer atmosphere over a shallow-water ocean layer on a β-plane ). The ocean is considered as a closed basin with no-flux boundary conditions, while the atmosphere is defined in a channel, periodic in the zonal direction and with free-slip boundary conditions along the meridional boundaries.
The model incorporates both a weak frictional coupling and an energy balance scheme which accounts for radiative and heat fluxes coupling between the ocean and the atmosphere. The latter coupling is typically several orders of magnitude greater than the former. The ocean temperature field in the model is a passively advected scalar, meaning that its impact on the oceanic transport features is only indirect, through the atmospheric feedbacks. Therefore, the oceanic and atmospheric components are subtly intertwined.
The dynamical fields of the model include the atmospheric barotropic streamfunction ψ a and temperature anomaly T a = 2 f0 R θ a (with f 0 the Coriolis parameter at midlatitude and R the Earth radius) as well as the oceanic streamfunction ψ o and temperature anomaly T o . In order to compute the time evolution of these fields, they are expanded in Fourier series with a basis of functions satisfying orthogonality and the aforementioned boundary conditions. The result is a set of thirty-six ODEs for the coefficients of the expansion. The phase-space dimension of the atmosphere is 20, with 10 variables 3 ψ a,i representing the barotropic streamfunction and 10 variables θ a,i representing the temperature. The phase-space dimension of the ocean is 16, with 8 variables ψ o,i for the ocean streamfunction and 8 variables θ o,i for the temperature. The main parameters of the model are listed in Tables I.
Because we retain only ten atmospheric and eight oceanic modes, we add a weak stochastic noise to the atmospheric equations in order to take into account the missing subgrid scales that do not destroy the deterministic dynamics found in . Moreover, on a more general perspective, the addition of noise can be seen as a way to regularize the measure of the system and to avoid the rigorous requirement of the theory of a well-defined (SRB) measure in deterministic systems (Colangeli and Lucarini [2014] ).
In , it was shown that this model (without stochastic noise) displays a pronounced lowfrequency variability (LFV), with a typical bidecadal period. This LFV is due to the presence of a long periodic orbit which remains stable in a 17-dimensional invariant manifold of the dynamics. This invariant manifold in the dynamical system is related to an invariant subspace of the Jacobian appearing in the partial differential equations of the model:
as shown in Chen and Price [1996] . The invariance can be stated as follow: for two fields ψ and φ of the system 4 belonging to this invariant subspace, the Jacobian maps these functions on another function of the subspace. Consequently, the variables of the ODEs corresponding to the basis functions of the invariant subspace form an invariant manifold. The Jacobian being related to the advection and to the nonlinear interactions, we shall see in the following section that the invariance thus generates a particular ODEs structure.
In the full phase space, the long periodic orbit is unstable and chaos develops in its vicinity. Therefore, the orbit forms the "backbone" of the chaotic attractor, superposing a fast dynamics on the slow evolution along the cycle. Moreover, the slow dynamics is not purely oceanic, but a ocean-atmosphere coupled mode of lowfrequency variability. These properties make this model 4 i.e. satifying the mass conservation and the boundary conditions.
an interesting candidate to test parameterization methods, especially with the presence of this intricate coupled mode of variability. The idea is then to keep the modes pertaining to the slow subspace and model as noise the atmospheric variables falling outside this subset.
IV. RESULTS

A. Subgrid parameterization for the model
We consider in the following that the unresolved component contains only a subset of the atmospheric modes. The general structure of the equations can then be decomposed as
and where X a , X o and Y are respectively the resolved atmospheric variables, the oceanic variables (which are thus fully resolved), and the unresolved atmospheric variables. The symbols R a,o,Y and C a,Y denote respectively matrices and tensors which encode the linear and quadratic dependence in the other component variables. The symbols V a,Y denote tensors which represent the quadratic interaction terms with the other component. The product of two vectors u and v with a tensor T is here defined as:
The vectors of uncorrelated standard Gaussian white noise process added to each component are denoted ξ a,o,Y . As stated in the previous section, the presence of noise is justified to account for the subgrid scales that are not accounted for by the model and to regularize the measures. The q's give the amplitude of the noise in each component. To study the dependence of the method on the coupling strength, we have also introduced the coupling parameter ε, with ε = 1 being the original ocean-atmosphere system. Now, we take the particular choice to select only atmospheric variables that are not in the 17-dimensional invariant manifold mentioned in the previous section. This allows to keep the fundamental structure of the long periodic orbit at the origin of the low-frequency variability. With this constraint, the subgrid configurations have to be defined by selecting the unresolved variables:
The other atmospheric variable are considered as resolved:
, ψ a,9 , ψ a,10 , θ a,1 , θ a,5 , θ a,6 , θ a,9 , θ a,10
Among all possible, this specific choice is a severe truncation but it has the important advantage to simplify the structure of the coupling between the variables X and Y. Indeed, with this decomposition
It is interesting to note the different orders of magnitude (in non-dimensional units) of the coupling between each components :
where R o ψ is associated to the wind stress coupling and R o T is associated to the heat exchange coupling,
While the resolved atmosphere is not weakly coupled to unresolved component, the transport in the ocean (associated with the wind stress) can be considered as weakly coupled to it. The heat and radiative exchange coupling (Eq. (17)) plays an intermediate role between the ocean transport coupling (Eq. (16)) and the strong atmospheric coupling (Eq. (19)). We thus expect that the best corrected feature of the model will be the transport, directly at the origin of the low-frequency variability which is a remarkable characteristic of the model.
In the framework of the response theory approach, the decomposition (15) of the system reads as:
where the noise terms are considered as included in the unperturbed tendencies F a , F o and F Y , including the noise terms q a ξ a , q o ξ o and q Y ξ Y . This choice is natural since these terms do not couple the three components. Defining
Eqs. (5), (6) and (7) become:
with σ(t) ⊗ σ(t ) = g(t − t ) and
where
. Therefore, as a direct consequence of the structure of the system (15), the fluctuation term M 2 in the response theory parameterization is an additive stochastic process. Finally, the memory kernel is given by:
and as another consequence of this particular decomposition, only the dynamicsẎ = F Y (Y) of the unperturbed Y-component have to be computed during the time evolution. This dynamics reduces to an Ornstein-Uhlenbeck process:
whose moments, correlations and invariant measure are well-known. Consequently, the computation of the averages (21), (24) and (25) over this measure is tractable analytically:
• The averaging term M 1 is given by:
where we have thus separated the atmospheric and oceanic parts. The symbol ⊗ is here the tensor outer product and the symbol Tr ij indicates that the trace has been taken on the indices i and j of a tensor with more than two indices. The matrix
• The correlation function (24) defining the process M 2 is given by:
where E(t) = exp(At) and E T (t) is the transpose of E(t). Tr is the usual matrix trace operation. The matrix C a i is given by the i-th component of the tensor C a . Thus, we see that M 2 can as well be decomposed into two terms M a 2 (t) = σ a (t) and M o 2 (t) = σ o (t) with
• The memory kernel (25) is given by: The resulting parameterization can be written as:
The calculations leading to these formula are explicited in Appendix A and an example is presented in Appendix B. In this example, the number of variables is reduced to 3, one resolved and 2 unresolved. As revealed on Figure 12 , the subgrid-scale parameterization improves the description of the variable x. We will apply the same procedure to the low-order ocean-atmosphere coupled model in the following section. We tested the approach on three different parameter sets, each case being different typical situations of the LFV geometry explored so far. The last one (case 3) is a particular set of parameters derived in Vannitsem [2015] . The parameters of the model are detailed in Table II . On the practical side, we have considered two parameterizations for the term M 2 . For the first parameterization, we have modeled the term M 2 with a Gaussian white noise (GWN) for which the covariance matrix σ 2 GWN is given by:
as in Arnold et al. [2003] . The second parameterization uses directly the Ornstein-Uhlenbeck (O-U) process (26). Its advantage is that it generates automatically the correct correlations (29) and (30). The function h(X, s) in Eq. (25) has been sampled twenty times per day and the term M 3 has been computed at the same frequency. Additionally, the time series used in the computations are also sampled at this frequency. The small amplitudes of the noise coming from the model error are set to q a = q Y = 5 × 10 −4 and q o = 0. Hence, we assume that the model error is negligible in the ocean. We integrated the model with a Heun stochastic scheme (Greiner et al. [1988] ) over 1536 years with a timestep 5 ∆t = 96.9 s. This long timespan guarantees that we sample the LFV several times. Finally, to assess the impact of the coupling strength, we have considered two versions of the model (15) for each case : one with a weak coupling (ε = 0.5), and one with a strong, normal coupling (ε = 1).
The effect of the GWN parameterization is depicted on Figs. 1, 2 and 3 for respectively cases 1, 2 and 3. These are 3-dimensional representations of a section of the attractor, with the coefficients of the largest relevant scales ψ o,2 , θ o,2 and ψ a,1 , selected as axes. It mainly shows how this parameterization corrects the LFV signal. For the sake of clarity, only the Gaussian white noise parameterization is shown in these figures. However, for such a qualitative representation, the two parameterizations give similar results.
On Figure 1 , we see that for both ε = 1 and ε = 0.5, the LFV is well corrected by the method. However, it is not the case on Figure 2 (a) where the strong coupling sub-case is showing long timespans with the correct low-frequency variability but also shorter timespans where the parameterized system seems to wander away from the LFV. This particular behavior could be explained by the presence of a repeller nearby that the parameterized system visits on rare occasions. This feature is interesting to explore in the future. However, in the weak coupling case (Figure 2 (b) ), the LFV is well corrected. The third case is depicted on Figure 3 . As shown on this figure, large differences between the coupled and the uncoupled dynamics exist and therefore the parameterizations is only able to partially correct the LFV dynamics.
We have also computed the two-dimensional probability density function (PDF) in the large-scale variables ψ a,1 and ψ o,1 for case 1, for both strong and weak couplings. These PDFs are respectively depicted on Figs. 4 and 5. In both cases, it confirms that the parameterizations correct the LFV, with a slightly better result for the Ornstein-Uhlenbeck modeling of the noise. We also note that the biggest differences between the PDFs are located in some particular regions of the attractors. This is mainly due to the long term correlations of the unresolved variables in these regions, as illustrated on Figure 6 . The decorrelation of ψ a,8 , an unresolved variable, is much longer in these regions (around ψ a,1 ≈ 0.04) for the coupled system than for the uncoupled one. Those long term correlations cannot be reproduced by the parameterizations since they rely uniquely on the unperturbed dynamics 6 . The one-dimensional probability density function of some important large-scale variables for case 1 with a weak coupling (ε = 0.5) are shown on Figure 7 and stress the potential of the method to improve the dynamics, provided that the weak coupling assumption is fulfilled.
Another way to clarify the impact of the parameterization scheme is to compute the mean and the standard deviation of the resolved variables. The results for ε = 1 and ε = 0.5 are respectively depicted on Figs. 8,9 and Figs. 10,11, for case 1. For ε = 1, the correction of the means is very limited in the atmosphere but the standard deviations is well corrected. This trend is also confirmed in the ocean, where both parameterizations (GWN and O-U) cannot correct a huge bias (see Fig. 8(c) ) but on the other hand they induce the correction needed for the variability (Fig. 9(c) ). The same conclusions hold for the weak coupling case ε = 0.5, with the difference that there is roughly no model bias to correct.
The fact that the parameterizations correct better the variability than the climatological mean is reminiscent of a result obtained by Nicolis [2005] which states that, regarding these two quantities, no universal corrections of model errors can be obtained. More specifically, it was shown that a Markovian parameterization corrects the mean and the variability depending on the structure of the Jacobian and Hessian matrices. The author concludes that it is in general very difficult to correct simultaneously the error for both. In the present work, the non-Markovian parameterization is not able to correct both simultaneously. However, since the large LFV signal is the dominant feature of the model, we must emphasize that a good correction of the variability is here the desired outcome that we would expect from the parameterization scheme.
Finally, we have also tested the parameterizations for the three cases with a small ocean-atmosphere coupling, by setting the parameter d to 10 −9 s −1 . The difference between the coupled and uncoupled systems PDFs in the atmosphere was important and none of the parameterizations provided good results. This negative result is related to the absence of a LFV in these cases, and of the associated natural separation between "slow" and "fast" dynamics (see also next section).
V. DISCUSSION AND CONCLUSIONS
The stochastic parameterization of the subgrid-scale processes in climate systems is a crucial ingredient to improve their natural variability when only long lowresolution runs are affordable. In this paper, we have considered a new method introduced by Lucarini [2012, 2013] ), based on the Ruelle's response theory. In particular, we have applied this method to a midlatitude low-order coupled ocean-atmosphere system. This model possesses a decadal oscillation reminiscent of the North-Atlantic oscillation (NAO), and allows for a natural separation of the phase space into a coupled ocean-atmosphere low-frequency dynamics that we would like to reproduce accurately and a complementary dynamics consisting of the other oceanic and atmospheric modes that could be considered as perturbations. This natural separation is due to the presence of an invariant subspace of the Jacobian appearing in the model (Chen and Price [1996 , 1997 , 1999 ), which partition the phase space efficiently and allows to derive analytical expressions for the parameterization. We tested this parameterization for different parameter sets and for different coupling strength between the resolved and unresolved components, quantified by a coupling parameter ε. We found a good agreement between the statistical properties of the full system and the resolved component of the reduced dynamics when ε is sufficiently small (here in particlar we used ε equal to 0.5). When the full coupling strenght is restored (ε = 1), some encouraging results are still obtained for the largest values of the wind stress forcing explored as measured by the parameter d = C/ρH. In this case we suspect that the stochastic parameterization is still correcting the variability within the ocean due to the smallness of the parameter d (which in that case plays the role of a weak coupling parameter compared to the strenght of the other couplings). This, in turn, allows for correcting the dynamics within the atmosphere, which is considerably influenced by the ocean through the LFV developing along the coupled unstable periodic orbit of the system. When the wind stress friction parameter d is small, the LFV disappears and the atmosphere dynamics is only mildly influenced by the ocean dynamics and heat transport, implying that any correction of the transport variability within the ocean will not improve the dynamics within the atmosphere.
These results confirm that the hypothesis of weak coupling between atmospheric modes is not met in the present case (except when we enforce it with a lower value of ε). Nevertheless the fact that a purely atmospheric subgrid effects can be corrected for the largest wind stress forcing, even as byproduct of a better oceanic representation, is definitively a very encouraging result.
To summarize, the main results of the present work are:
(i) The very good correction obtained by the response theory parameterization in the case of a weak coupling (ε = 0.5).
(ii) The good correction of the LFV in the strong coupling case and large value of d (ε = 1, d > 1.0×10 −8 ) as a result of the correction of the transport which benefit to the whole resolved component via feedback mechanisms.
(iii) The absence of correction obtained for small value of d (d = 1.0 × 10 −9 ), due to the mechanical decoupling of the dynamics between the ocean and the atmosphere.
In this work, a clear separation of "structured" (represented by an invariant set of variables of the systems) and "unstructured" dynamics in phase space is exploited, leading to a natural separation of scales. Finding such separations of scales in more sophisticated models can help building useful parameterizations preserving the large-scale slow dynamics of the model, and as a byproduct allowing long-term forecasts.
Finally, the method presented in this article is in principle not only limited to systems presenting a clear separation of scales. For instance, the general decomposition (14) -that allows for an arbitrary subgrid configuration in the atmosphere -could also be considered. In this setup, the noise is not necessarily additive as in the particular case (15) considered here, but a combination of multiplicative and additive noises. In this context, the non-Markovian memory terms will also show an increased complexity. However, dealing with systems lacking a clear timescale separation requires the consideration of this general setup. This is a work in progress.
The constraint of weak coupling inherited from the method should also be investigated on other processes, on a case by case basis. In the general context of the quasigeostrophic theory and the description of large-scale synoptic flows, a possibility is to consider the terms involving the divergent part of the velocity fields as weakly coupled terms (Haltiner and Williams [1980] ). Another field of application is the impact of soil moisture in highresolution numerical atmospheric models, considered as weakly coupled to the surface boundary layer (Guo et al. [2006] , Lawrence and Slingo [2005] ). These fields of applications are certainly worth considering in the future. In this section, we compute the quantities M 1 , g(s) and h(X, s) for the system (15). The equations of this system can be rewritten in a indices notation form:
where N a , N o and N Y are respectively the set of resolved atmospheric, resolved oceanic and unresolved variables indices. B = q Y I with I the identity matrix. Note that in the following, we have taken the convention to use Greek letters as indices for the unresolved variables, while the resolved variables indices are denoted by Roman letters. The unperturbed Y dynamics is a multidimensional Ornstein-Uhlenbeck process and it solution is given by
where W Y (t) is a multi-dimensional Wiener process. As we will deal with the stationary measure in the following, we are particularly interested in the stationary solution which reads:
In the following, we will simplify the notation and write E(t) = exp(At) and W(t) = W Y (t). We have thus for instance for the stationary solution:
(A6) We can now turn on the computation of the aforementioned quantities.
The term M1
The term M 1 decomposes naturally as:
For the atmospheric part, we have:
where ρ 0,Y is the stationary measure of the aforementioned Ornstein-Uhlenbeck process. We thus have
which by the statistical independence of the W i 's and by the correlation formula (Gardiner [2009] ) becomes:
is the covariance matrix of the Ornstein-Uhlenbeck process.
The ocean term is quite straightforward:
The function g(s) is defined as:
where ⊗ is here the vector outer product 7 . By decomposing Ψ X given by Eq. (8) into its atmospheric and oceanic components
this function becomes
The off-diagonal terms are equal to zero, because they are proportional to Y and Y 3 and therefore their average vanishes 8 . We are thus left with the matrix:
For the atmosphere, we have:
Using the definition (8), we get
We thus focus on the term:
where 
8 The average of an odd power of a stationary Ornstein-Uhlenbeck process vanishes.
where we have used Eq. (A10) and
where E T is the transpose of E and we have E(t)·E(τ ) = E(t + τ ) by definition. Finally we thus get:
which, with σ Y T = σ Y , can be written in the form of Eq. (29).
For the ocean, the function is defined by the expression: 
which gives the result (30).
The function h(X, s)
The function h(X, s) decomposes straightforwardly into
For the atmosphere, the function h a (X, s) is given by the expression: For the ocean, the function is given by the expression: 
and since ∂ Yα Y s ζ = E ζα (s), we have:
and it implies the result (32).
Appendix B: A simple example
In this section, we apply the results of the previous appendix to a simple 3-dimensional model:
= b x + q ξ(t) + C y 1 y 2 y 1 = a y 1 + β y 2 + q ξ 1 (t) + V 1 x y 2 y 2 = −β y 1 + a y 2 + q ξ 2 (t) + V 2 x y 1 .
(B1) with a < b < 0 and where the ξ's are Gaussian white noise processes. The variables y 1 and y 2 form the unresolved component to be reduced. The x variable alone forms the resolved component. Applying the formula (27), (29) and (31) previously derived for the atmospheric component to the present case, with ε = 1 and the covariance matrix
and the exponential matrix E(t) = e at cos(βt) sin(βt) − sin(βt) cos(βt)
one gets:
4a 2 e 2as cos(2βs)
h(x, s) = −(V 1 + V 2 ) x C q 2 2a e 2as cos(2βs)
The terms M 2 and M 3 are computed using respectively g(s) and h(X, s). As in Sec. IV A, we test the method with two different parameterizations for M 2 : one with a Gaussian white noise (GWN) and the other with a twodimensional Ornstein-Uhlenbeck (O-U) process:
ẏ 1 = a y 1 + β y 2 + q ξ 1 (t) y 2 = −β y 1 + a y 2 + q ξ 2 (t)
We integrated Both parameterizations improve well the probability density of the resolved variable x. However, the Gaussian white noise parameterization seems to improve the probability density and the decorrelation time better while the Ornstein-Uhlenbeck parameterization improves the variance better. 
