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ABSTRACT
In reflective ultrasonic imaging, some statistical parameters can be extracted from the
backscattered RF signal. Applying Rayleigh statistics or non-Rayleigh statistics to these
parameters, the underlying tissue parameters such as effective scatterer number density that
characterize the tissues can be further estimated. However, if the statistical processing is
applied to the time domain signal, narrow band excitation pulse needs to be used when we
consider the frequency dependency of the backscattered signal. The scattering resolution
volume is also difficult to estimate. Chen, et al proposed a different method to determine the
frequency-dependent effective scatterer number density, which is the actual number density
multiplied by a frequency-dependent factor that depends on the differential scatterering cross
sections of all the scatterers. This method accounts for the possibility that different sets of
scattereres may dominate the echo signal at different frequencies. It also avoids the difficulties
for estimating the scattering volume. The frequency-dependent effective volume confined by
some depth from Z] to z2 need to be evaluated. To evaluate this effective volume, the factors
such as the input pulse function, the transducer transfer function, as well as the two-way
diffraction effect need to be taken into consideration. The one way diffraction filter is
approximated by the closed form Lommel diffraction formulations since the Lommel
diffraction formulations and the exact time domain solutions known as
'arccos'
form an
approximate Fourier transform pair. The advantage of this approximation is that it is valid not
only in the focal zone but also in the near field of transducer. In this thesis, an algorithm was
designed to numerically calculate the effective volume. We demonstrated how the value of
effective volume changes with different time gate weighting functions, different time gate
widths, different input pulse bandwidths, as well as the different center locations of the time
gate. When the input pulse bandwidth is narrow enough so that the width of pulse can't be
ignored when it is compared with the width of time gate, a modified method was proposed to
compensate the edge effect. For two types of transducers, the calculation results were
compared with the results obtained experimentally by Chen, et al under same conditions. The
numerical results prove to be very close to the experimental results.
The numerical calculation results obtained were further applied to the post-processing of the
experimental echo signal data obtained from fresh pig liver, sponge in water and excised breast
tissue samples. The echo signal data was acquired with different bandwidths and 3.5MHz
center frequency. For 1.0MHz input pulse bandwidth, the frequency dependent effective
scatterer number densities with different analysis time gate lengths were estimated. This
analysis often reveals the presence of a coherent phasor sum in the random walk problem, also
known as Rician behavior. The frequency dependent behavior was shown for different samples
even at a narrow range of frequency around the center frequency. Different methods were used
to estimate the statistical parameters by curve fitting either the histogram of the spectrum or the
2nd and higher order spectral moments, including fractional moments. The spectral moments
fitting parameters obtained from the Generalized-K distribution model were used in a scatter
plot for tissue differentiation.
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1.1 Ultrasonic Imaging and Tissue Characterization
1.1.1 Ultrasound Reflection Imaging
Ultrasound is a relatively cheaper diagnostic imaging modality compared to other
modalities such as X-ray and MRI. Sound wave is mechanical in nature, so it can
interrogate human tissue and obtain some diagnostic information. The frequency of
ultrasound is above the limitation of human hearing. In medical ultrasonic imaging, the
typical frequency being used is in the range of3-10 MHz. The speed ofultrasound inside
the human tissue is about 1500m/s which is much slower than the speed ofX-ray (speed
of light), thus making possible the detection of reflective wave by modern electronic
circuitry. Although there are many different modes of ultrasonic imaging such as B-
mode, C-mode, Doppler Imaging, etc., we will only focus in this thesis on the most
popular mode, the B-mode ultrasonic imaging. Consider a circular aperture ultrasound
transducer which is driven by an electronic pulse modulated by RF sine waves, the
corresponding ultrasound pulse is then generated by the vibration of the piezoelectric
material at the aperture. The acoustic wave is then coupled into the human tissue and is
scattered and reflected back. The reflected acoustic wave is detected by the same
transducer and is transformed into an electronic RF voltage signal which is a function of
time. This RF signal is also called anA-line. If the transducermoves laterally, an array of
RF A-lines can be obtained and displayed as an intensity image if each A-line is
envelope-detected. This is the so-called B-mode imaging, which provides the clinical
medical doctors with a way of visualizing human tissues such as liver and
kidney. Fig.
1 . 1 illustrates the formation of a B-scan image.
Fig. 1.1 The formation of a B-scan image
1.1.2 Diffraction and Its Correction
Compared to some other imaging modalities such as X-ray and MRI, the resolution of
ultrasound imaging is lower at the order of few millimeters. An important reason is the
existence of the diffraction phenomenon. Consider a piston-like circular aperture
transducer again. Every point on the surface of the aperture can be regarded as a point
source that generates spherical waves that propagate forward. According to the Huygens
Principle all the points on a wave front can be regarded as a virtual source that generates
new elementary waves. These elementary waves interfere with each other and hence
produce a change in the shape of the wave front. The classical
"plane"
wave assumption
is no longer valid here, and the diffraction effects related to the finite aperture of the
transducer are of major importance. Diffraction effects are produced mainly due to the
relative phase differences of the elementary waves. This in mm results from the
relative
transit times of energy arriving at a given field point from different source points.
When
a finite size transducer is excited by short electrical pulses, the waveform and its
spectrum depend on the field point location. In the language of Linear System theory
this means that diffraction acts as a filter which varies with observation point location.
In the pulse-echo mode, the relationship between the round trip time and the scattered
depth allows the diffraction to be described as a time varying filter. For a fixed point in
the field the filter is also fixed for constant sound velocity so the theory of linear
time-
invariant systems can also be applied to the study ofdiffraction.
The shape of the ultrasound beam changes with excitation frequency, and the size and
shape of the aperture as well. For a transducer excited with a short pulse that contains a
broad spectrum of frequencies (polychromatic), the shape of the beam can be very
complicated. For each frequency, the wave beam has its own collimated and diverging
region. The collimated region is often called as near field and the diverging field is called
far field. The demarcation point depends on the excitation frequency as well the size of
the aperture, which can be given as z=a I X. Here a is the radius of the circular aperture
of the transducer and X is the wavelength ofultrasound. Fig. 1.2 shows the beam profiles
of both unfocused and focused piston-like transducer.
When the acoustic wave is reflected back from a point in the scattering medium, it will
also experience diffraction on its way back. The whole process is considered to be a two-
way diffraction. The diffraction filter we are considering is then becomes a two-way
filter. If we consider the size of the receiving area of the transducer, which is not an
infinitely small ideal receiver but a receiver with finite size, the term spatially-averaged





Fig. 1 .2 Ultrasound beam profiles of unfocused and focused transducer
The diffraction effect becomes a serious problem when we need to analyze the RF
backscattered signal directly because the constitution of high frequency components in
the RF signal is changed by the diffraction filter [14]. So diffraction correction is needed
for obtaining precise information of the tissue.
1.1.3 Speckle Formation and Ultrasonic Tissue Characterization
Ultrasonic Imaging has its limitation in both lateral and axial resolution. Due to the
diffraction effect, the lateral resolution is limited by the beam pattern width. The axial
resolution, however, is limited by the width of the received pulse. Roughly speaking, a
resolution cell volume is then defined by the production of width of beam pattern and
width ofechoed pulse. Due to this resolution limit, we can observe the random brightness
pattern called speckle in the B-mode ultrasound image. The speckle is formed because
there exist some randomly distributed unresolved scatterers in the
resolution volume,
which backscatter the input pulse coherently, that is, the backscattered pulses of every
scatterer add constructively and destructively depending on the relative phases of each
scattered waveform. The speckle is an annoying thing in the B-mode image but on the
other hand it may provide us some relevant statistical information about the tissue.
Formation of an A -line
#-\A/V-
(input pulse)
A + B +C
Fig. 1 .3 Demonstration of the formation of an A-line when the input pulse interrogates three
scatterers in the space.We can observe that scatterer A and B can't be resolved because they
are within the resolution cell volume
Ultrasonic Tissue Characterization is a research field that attempts to obtain statistical
parameters from the ultrasonic backscattered signal to characterize or classify the
different tissue types (diseased, normal, etc). The direct analysis of the RF signal is
preferable over using the low-frequency envelope-detected A-lines that constitute the B-
scan image. An envelope-detected A-line actually loses some information that is
contained in the RF components of the backscattered signal. The direct analysis of the
RF signal make it possible to extract out the characteristic parameters associated with
different properties of the tissue such as the number density of scatterers, the regularity of
spatial distribution of the scatterers, etc. Ultrasonic tissue characterization proves to be
very difficult because of the complexity of the statistical properties of the scatterers, the
complexity of the interaction between the ultrasound wave and the scatterers, and the
diffraction effect within the 3-D region of the scattering structure being considered.
1.2 Review of PreviousWork
In the field of Ultrasonic Tissue Characterization, researchers are interested in relating
the statistical parameters of the backscattered signal with the properties of scattering
microstructure of the human tissue. Due to the random nature of the backscattered signal,
different stochastic models are proposed. Rayleigh statistics is applied to fully
developed speckle [7, 8, 9], while some non-Rayleigh models such as K distribution,
Rician distribution and Generalized-K distribution are used when the deviation from fully
developed speckle exist [10, 11]. In Chapter 4, all these models will be reviewed in
detail.
Researchers are especially interested in the analysis of the normalized intensity moments
of the backscattered signal. According to Helguera [3], for the non-Rayleigh statistics,
the intensity moments estimated from the echo signal depend on several factors: (1) the
number density of scatterers in the medium and the resolution cell volume of the imaging
system [10]. (2) the statistical distribution of the scattering cross-sections which may
show a frequency dependence, and (3) the presence of any unresolved subresolution
periodic or nearly periodic structure in the sonicated medium [12] and its relationship to
the dominant frequency in the interrogating pulse [13]. To address the first factor, a
method must be devised to remove the influence of the resolution cell volume. Helguera
[3] has done a lot of research work both theoretically and experimentally in
non-
Rayleigh statistical analysis of intensity moments considering the influence of the
imaging system point spread function. In her work, a mathematical model for the
backscattered signal is developed borrowing from the linear system theory and assuming
narrow bandwidth conditions. Higher order, and fractional order moments, are calculated
and fitted to theoretical non-Rayleigh distributions to estimate the effective number
density . A method of autocorrelation of the second normalized intensity moment is
proposed to obtain the information on inter-scatterer spacing.
The second normalized intensitymoment (4th amplitude moment), which is also called as
Kurtosis, is used by Kuc [15] in order to characterize scattering from tissue based on the
deviation of the backscattered signal amplitude distribution from that of a Rayleigh
distribution. Sleefe [16, 17] developed this concept further to estimate the scatterer
number density. The scatterer number density has shown promise for differentiating
normal from abnormal tissues. But most of these models have the following two
problems: 1) The effect of frequency has not been considered. The backscattered signal
may have different statistical properties at different frequencies. 2) The need to
approximate a scattering volume makes the result not very precise. Chen, et al, [18 ]
proposed a new method for determining the effective scatterer number density which is
the actual number density multiplied by a frequency-dependent factor that depends on the
differential scatterering cross sections of all scatterers. This method not only accounts for
the possibility that different sets of scatterers may dominate the echo signal at
different
frequencies but also explicitly retains both the temporal nature of the data
acquisition and
the properties of the ultrasound field in the data reduction.
Since diffraction attenuates high-frequency information and biases tissue
characterization, a correction is required to remove this effect. Most of the research
works focus on the diffraction from a circular aperture. In the 1800s, E. Lommel
developed a mathematical description of optical diffraction known as Lommel diffraction
formulation [20] . In the ultrasound community, Seki, et al. [19] investigated the
Lommel functions and diffraction effects of a piston transducer excited with a
monochromatic pulse. In 1961, Oberhettinger derived the closed-form time domain
solution [21] which is called arccos diffraction formulation and in 1976 Penttinen and
Luukala [22] derived a focus version of the arccos diffraction formulation. Charles J.
Daly [14] established the Fourier equivalence of the arccos and the Lommel diffraction
formulation as an approximate Fourier transform pair and hence developed a unified
theory of spatially averaged diffraction corrections for piston transducer operating in
pulsed mode.
1.3 Overview of the Thesis
In Chapter 2 the Fourier transform equivalence of the arccos and the Lommel
diffraction formulation is introduced. For different off-axis distance p and axial distance
z, the impulse response signal is calculated for the circular aperture piston-like unfocused
transducer using the arccos diffraction formulation. It is then Fourier transformed and
compared with the corresponding transfer function that is calculated using the
Lommel
diffraction formulation. In order to validate that the Fourier equivalence of arccos and
Lommel holds within a wide scope of space in front of the transducer aperture, a
criterion is proposed to compare the difference between the transfer function calculated
from Lommel and the Fourier transform of the impulse signal calculated from arccos.
Then we can use this criterion to find a spatial virtual boundary line which divides the
space in front of the aperture into two parts. Within one part the difference value is
below a certain threshold and within the other is above the threshold. This provide us a
way of visualizing of the scope of space in which the arccos and the Lommel Fourier
equivalence holds.
In Chapter 3, we introduced a method for estimating the frequency-dependent scattering
number density proposed by Chen, et al [18]. In this method the key problem to solve
is the calculation of the effective volume of the time gated backscattered signal. When




formulation for focused transducer is used. We also modeled numerically the input
excitation pulse and the transfer function of the transducer. A discrete computational
formula of the effective volume is derived. The effective volumes are evaluated for
different input bandwidths with center frequency of 3.5MHz. The results of the effective
volume are also calculated for different time gates including RECT and Harming
window, different time gate widths, and different time gate center locations. The results
obtained in Chapter 3 will be used in Chapter 4 for some further processing of the actual
experimental data.
In Chapter 4, at first we introduce the Rayleigh distribution and three non-Rayleigh
distributions: K distribution, Rician distribution and generalized-K distribution. The
formulae for the calculation of the normalized intensity moments are given and the
relationships among the four distributions are discussed. The frequency-dependent term
A(co) (see Eq. 4.38) is calculated using the experimental data provided by Helguera [3].
The experimental data are obtained from different scatterering microstructures such as
sponge, pig liver tissue, and human breast tissue. A(co) is calculated for both a lOps and
a 5ps RECT time gate and a 5th order polynomial curve fitting was used to obtain the
mean value of A(co) due to the small number of sample points around the center
frequency.
Three different methods were used to obtain the statistical parameters from the
experimental data. These methods include: (1) The PDF (Probability Density Function)
of the spectrum amplitude value at the center frequency 3.5MHz is obtained and
nonlinear parameter curve fitting is applied to it to obtain the statistical parameters. The
fitting curve used is either K PDF, or Rician PDF. (2) Actual normalized intensity
moments of the spectrum samples around 3.5MHz of order of 2, 2.5, 3, 3.5, 4 were
calculated. The statistical parameter were estimated using lower order sample moments
estimation formulae. (3) The actual data moments were also nonlinear parameterized
curve-fitted with the normalized intensity moments of either K or Rician distribution, as
well as the generalized-K distribution. A scatter plot of the two parameters of
generalized-K distribution is shown for different samples.
10
The term A(co) together with the effective volume Veff that we obtain in Chapter 3 can be
used to estimate the effective scatterer number density. Using the value ofA(co) around
the center frequency (3.5MHz) for different time gate duration and the value of Neff for
different time durations, we can estimate the effective scatterer number density by
parameterized curve-fitting with straight line function y=kx. The fitting results are
actually an indirect validation of the result obtained in Chapter 3 when we consider Eq.
4.38. The values ofA(ro) are calculated directly from experimental data and V^ values
are calculated from theory (but with the instrumental parameters set to the same as those
of the actual experiments).
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CHAPTER 2
Numerical Verification of the Fourier Equivalence ofArccos
and Lommel Diffraction Formulation for Circular Piston-like
Unfocused Transducer
2.1 Lommel Diffraction Formulation
2.2.1 Lommel functions
Before we introduce the Lommel diffraction formulation, we need to introduce some
related mathematical functions. The following two functions Un and V , with two








Here u and v are real variables, n is a non-negative integer and Jn(u) is a Bessel function
of first kind oforder n.
When u/v > 1, Eq 2.1 converges slowly. So we can use the following equations to
numerically calculate U :
U2n+i (u,v) + V_2n+l (,v) =
(-1)"












2.1.2 Lommel Diffraction Formulation
For an unfocused transducer excited with a monochromatic pulse, the one-way
disturbance H](p, z, oa) sensed by a point receiver at an off-axis distance p and axial
distance z can be written as:
1 r
e~Jkr
Hi(p,z,a>) =\ f(a0) da0 (2.5)
/p
Fig. 2.1 Formation of diffraction from a circular aperture
Oo is the area of the aperture and r is the distance from an elemental area on the face of
the aperture to the point receiver located at axial distance z and off-axial distance p. k
is the wave number which equals to 27tf/c (/"is the frequency of ultrasound and c is speed
of sound). f(Go) is the velocity distribution on the face of the aperture which is unity
under assumption of spatial uniformity. This equation is known as Rayleigh-Sommerfeld
diffraction integral.
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Using Fresnel approximation and assuming the circular symmetry of a piston transducer,
Eq. 2.5 can be estimated as:
,2
1 -jk(z+?-) ra -jk^- kO
Hl(p,z,cv) = -e
2z I e 2zJ0(Po)PodPo (2.6)
z
J0 z
where a is the radius of the transducer aperture and po is the off-axis distance at the
source plane, while p is the off-axis distance at the observation plane. It can be further




2[U,(u,v) + jU2(u,v)] (27)
where u=ka /z and v=kap/z. This equation is the Lommel diffraction formulation which
will be used to calculate the transfer function.
2.2 Arccos Diffraction Formulation
If the unfocused transducer is excited by an impulse, the one way impulse response
function hi(p,z,t) for the point receiver can be writtern as:





{} is the inverse Fourier transform andHi (p,z,(o) is the transfer function given


































and R = +(a +
p)2
.
2.3 Approximate Fourier Equivalence and Numerical Verification
Eq. 2.8 indicates that the impulse response hi(p,z,t) is the inverse Fourier transform of the
velocity transfer function Hi(p,z,co). Eq. 2.7 gives an approximate expression of the
transfer function. So, the arrcos and Lommel diffraction formulation form an
approximate Fourier transform pair [14]:
F{/j,(/W)} - Hx{p,z,co) (2.io)
15
We can numerically verify this approximate equivalence pair either in
time domain by
comparing the samples calculated from arccos formulation (Eq. 2.9) and the Fourier
transform of the samples calculate from Lommel formulation (Eq. 2.7), or in frequency
domain by comparing the samples calculated from arccos formulation (Eq. 2.9) and the
Fourier transform of the samples calculated from Lommel formulation (Eq. 2.7). Since
the impulse response calculated from arccos has compact support, its Fourier transform
has infinite bandwidth. We can only reconstruct the time domain impulse response
signal by sampling the spectmm in a finite bandwidth. This will cause the Gibbs
phenomenon at the discontinuities of the time domain signal which makes the
quantitative comparison of the time domain signals very difficult. If we compare the
frequency domain signals, i.e., compare the Fourier transform of the impulse response
calculated from arccos formulation and the transfer function calculated from Lommel
diffraction formulation, we can avoid the difficulty caused by Gibbs phenomenon. The
reason for that is because the impulse response signal has finite support and very short
time duration so the sampling within a finite time width will not cause any Gibbs
phenomenon. However, the cost is that we need to precisely compute the Fourier
transform of the impulse response signal. The length of the time domain signal T should
be chosen to match the sampling rate Afof the transfer function in frequency domain, i.e.,
T=l/Af. The sampling interval At of the time domain signal should be chosen to match
the full bandwidth W of the transfer function, i.e., W=l/At. These are just the direct
requirements of the Nyquist sampling theorem. The origin of the impulse response
signal calculated from arccos needs to be correctly set to make sure that the phase of its
spectrum can be obtained precisely.
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In our numerical calculation, the radius of the transducer is set to 6.5mm, the sound speed
is set to 1540m/s. The full bandwidth of the spectrum is set to 36MHz (from -18MHz to
+18 MHz). The number of samples is set to 8193. The length of the time domain signal
calculated from the arccos formulation is set to 8193/36MHz =227.5ps. The impulse
response signal is obtained from the arccos formulation and is then Fourier transformed
into complex frequency spectrum. Its modulus and phase are compared respectively
with those of the transfer function calculated from the Lommel formulation. The
difference of the complex value at each frequency is also calculated. For example, if
the complex value at frequency f of the Fourier transform of the impulse response
calcualed from arccos is a* + /_*, and the complex value at frequency^ of the transfer
function calculated from Lommel is Ck+jdk, then the difference of the two signals at
frequencyf is defined as
Difference at f
=
| (a* - Ck) +j(bk -d0\ (2. 1 1)
When z=R, there appears a singularity so we use z=R+eps to replace z=R where eps is a
very small number called floating point relative accuracy defined in MATLAB. When
co=0, hence wave number k=0, we encounters another singularity. So the value of
Hi(p,z,co) here is set to the modulus of its nearest neighbour points and the phase is set to
0. When our sampling rate is large enough, it is reasonable to do this interpolation at the
DC points. The phase must be zero for the DC points because the complex spectrum of a
real time signal must be a Hermitian, i.e., the modulus part must be a even function and
the phase part must be an odd function. The processing of the singularities in our
calculation will have trivial influence in our final result. The following figures show the
numerical calculation result for different axial distance z and off-axial distance p.
17
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Fig 2.2 Numerical verification of the approximate Fourier equivalence between arccos and
Lommel diffraction formulation. Also shows the corresponding time domain signals.
Parameter setting: z=3cm, p=0
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Fig 2.3 Numerical verification of the approximate Fourier equivalence between arccos and
Lommel diffraction formulation. It also shows the corresponding time domain signals.
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Fig 2.4 Numerical verification of the approximate Fourier equivalence between arccos and
Lommel diffraction formulation. It also shows the corresponding time domain signals.
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Fig 2.5 Numerical verification of the approximate Fourier equivalence between arccos and
Lommel diffraction formulation. It also shows the corresponding time domain signals.
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Fig 2.6 Numerical verification of the approximate Fourier equivalence between arccos and
Lommel diffraction formulation. It also shows the corresponding time domain signals.
Parameter setting: z=9cm, p=3mm
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Fig 2.7 Numerical verification of the approximate Fourier equivalence between arccos and
Lommel diffraction formulation. It also shows the corresponding time domain signals.
Parameter setting: z=9cm, p=1 3.6mm
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Eq. 2.1 1 defines the complex difference of the spectra at a single frequency. Ifwe want
to estimate the global similarity between two complex spectra, we may define a
single
variable which is the globally averaged difference within the full range of
frequencies





Difference = -J- I J_ [10 log w (Diffk /max( Diff (2.12)
where N is number of samples and Diffk is the spectrum difference at frequency fk ,
which is defined in Eq. 2.11. Global_Difference is actually the mean square average of
the normalized complex spectrum difference over the full range of frequencies.
Mean square average difference boundry with threshold = 0.5dB, 0.6dB and 0.7dB
1 1 1 1 1 1 I 1
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Fig. 2.8 The virtual boundaries in front the unfocused transducer for Global_Difference
threshold at 0.5dB, 0.6dB, and 0.7dB.
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The smaller this value is, the more similar are the two spectra. In this equation we use
the [ ] to indicate that it is in the sense of energy and the units are dB.
Using the GlobalADifference defined in the above equation, we can obtain the spatial
scope in front of the aperture surface of a circular piston-like unfocused transducer that
the approximate Fourier equivalence holds for a given threshold of GlobalADifference.
Changing the value of z and p step by step, we can calculate and compare the value of
Global_Difference with the threshold. All the critical points where the
Global_Differencevalue begins to surpass the threshold constitute a virtual boundary
which gives us the visualization of the shape of space within which the Fourier
equivalence holds. We should be aware that this boundary is based on the
Global__Difference we defined in Eq. 2.12. There may exist many other definitions of the
GlobalADifference hence the shape of boundary may be different, but the general trend
would be very similar.
As mentioned before, the Lommel diffraction formulation is the Fresnel approximation to






where X is wavelength which equals to c/f This region contains all the far field and a
good portion of near field. So we may expect that the Lommel diffraction formulation
can be regarded as a good approximation of the real transfer function in Fresnel region.
The boundaries shown in Fig. 2.8, which have a shape similar to the Fresnel region,
become a verification to this point. For the smallest threshold 0.5dB in Fig. 2.8, the
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boundary line that is close to the aperture drops down to the beam axis. This is a
verification that the Fresnel approximation, hence Lommel diffraction formulation,
breaks down at the region close to the aperture. As z extends to infinity, the Lommel
diffraction formulation is valid for a large scope of space.
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CHAPTER 3
Numerical Calculation of Effective Volume of the Time-Gated
Backscattered Signal
3.1 Theoretical model for determination of frequency-dependent
effective scatterer number density
Many statistical models including Rayleigh, K, Rician, and generalized K distribution,
have been used to extract the parameters for tissue characterization from time domain
backscattered signal (either envelope signal or RF signal). These models are derived
based on the concept of random walk, in which the complex vectors of different
amplitudes and phases are summed (phasor sum) to represent the backscattered signal
resulting from the superposition of waves scattered from weak, randomly distributed
inhomogeneities ( scatterers) in the tissue. Since the phasors here are all referring to a
single frequency, we may expect that the time domain tissue characterization works well
when the excitation pulse is narrow band pulse or when we do not consider the
frequency-dependent statistical property of scatterers. However, this frequency-
dependent property may be important for biological tissue. For example, in the human
liver, it has been proposed that there are two sets of scatterers, one set being on the order
of a millimeter in size, and the other set being in the range of 20-40um. Each would
dominate the backscattered signal at different frequency ranges. Chen, et al [18] have
proposed a model to determine the frequency-dependent effective scatterer number
density, which is the actual number density multiplied by a frequency-dependent factor
that depends on the differential scatterering cross sections of all scattereres. This method
accounts for the possibility that a different set of scatterers may dominate the echo signal
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at different frequencies. It also avoids the difficulties for estimating the scattering
volume in the time domainmethod.
Suppose we use a pulsed transducer to insonify a medium containing scattereres.
Several assumptions are needed for this theoretical model:
1 . Randomly distributed scatterers give rise to all echoes. The probability of that any
scatterer is at one position is the same as the probability at any other position.
2. Multiple scattering is assumed to be negligible.
3. Over the surface of the transducer, the wave scattered by each particle are spherically
symmetric. This requires that the scatterer either be monopolar in nature or be
sufficiently far away from the transducer face.
4. The number of scatterers in the volume contributing to the analysis is taken to be
Possion distributed.
The backscatter signal voltage at time t is give by
V(t) = dcdT(o))B,(o))e-i^y/^)[A{riM'f (3.1)
i=i
where T((a) is the complex transfer function of ultrasound transducer at the angular
frequency co. Bo((>) is a complex superposition coefficient corresponding to the
frequency composition of the emitted pulse, i.e. the spectrum of the input pulse signal.
\|/i(co) is the value of the angular distribution factor at a
180
scattering angle for the ith
scatterer whose position is rt . The sum is over all scatterers, Maii in space. A(r,a)) here
is the Rayleigh integral for the case in which the normal component of the velocity at any
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instant of time is the same at all points on the radiation surface. We can regard A(r,0)) as
a complex one way diffraction filter. Due to the two-way diffraction explanation of the
imaging process we use
[A(r,co)]2




where the integration is over the transducer surface S, r points to an element
ds'
on the
transducer surface, and the complex wave number k is given by k = cc I c(co) + ia(co)







Fig 3.1 Sample volume AQ in the medium containing M scatterers. This volume is wide enough
compared to the transducer beam and extends a sufficient distance axially to include all the
scatterers contributing significantly to the time-gated echo signal segment. In this figure, the
center of the time gate corresponds to the focal point of transducer.
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If we apply a time gate to the time domain signal given by Eq. 3.1, then the Fourier





where W(co -co^ is the Fourier transform of the gating function. For a rectangular gate,
this is simply (t / 2n)sinc[(o}
- a>')(i I2n)] . (Assume the origin of time axis has been set
in the middle of the time gate and the gate duration is r.)
The number of all scatterers in space Maii can be replaced by the number of scatterers M
in a small volume AQ (as shown in Fig 3.0) wide enough compared to the transducer
beam and extends a distance axially to include all the scatterers contributing significantly
to the time-gated echo signal segment. So Eq. 3.3 can be rewritten as
Vg(co) = fjcolT(col)B0(co1W(oJ-o)l)fji(col)[A(7i,col)f (3.4)
;=i
Using the three assumptions given above and also under the assumption that both the
pulse and gate durations are long enough compared to the period of the ultrasonic wave,
Chen et al have shown that the ratio of the fourth moment to the square of the second
moment of the time-gated signal spectrum is given by
{Vs(a,)Vg(Af (N)($V(co)f)2, {f|J> || J$,o [tf
27
where () denotes the mean value (mathematical expectation), || || denotes the modulus
of a complex variable. V*(co) is the complex conjugate of Vg(co) . N is the actual
scatterer number density in the volume ___. The term J(r,d)) is given by
^(^=j^^H(^M^^)W^)_2
(3.6)
This is actually a complex convolution that can also be written as
j(r,CQ) = {T(a))B(6))[A(r,6))]2}W{cv) (3.6')
We can define the effective scatterer number density N^(co) as
(\\W(G>)\\2)2
this is a parameter that combines the effect of both the actual number density and the





















we can find the similar equivalent definition in the time domain as [3]
2\ . /4




but here effective VE is derived under the assumption that the resolution volume is
confined by the profile of the input pulse and the ultrasound beam profile.
3.2 Using Lommel diffraction formulation to numerically calculate
the two-way diffraction filer
The effective volume Veff defined in Eq. 3.9 contains the term J(r,of) which involves
the two-way diffraction filter
[A(r,af)]2
. In order to calculate Veffwe need to calculate
[A(r,of)]2
numerically. It has been shown in Chapter 1 that the Lommel diffraction
formulation is a good approximation to the velocity potential transfer function, which
has an exact close form expression in time domain (i.e impulse response) but no close
form expression in frequency domain. The impulse response is known as arccos
diffraction formulation. As for the focused piston transducer case, the Lommel diffaction
formulation is given by
kf? kef.
.^e-*-+->|"(*_>*E)^(__>*R
kz z 8 z
A(p,z,G))=-e
2* *> [Ux( J)] (3 12)
where \Ie=\Iz-\IR, R is the focal distance of the focused transducer. A(p,z,of)
here is an approximation of A(r,of) and the relationship of p, z and r is
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|r|=V7+^ (3-13>
In our numerical calculation, the radius of the transducer a is 6mm, the focal length R is
5cm.
3.2.1 The problems encountered in actual calculation
We calculated A(r,af) by using A(p,z,of) with the range of z in R3.75mm, off axial
distance p at the range of2.5mm and co at range of 18MHz. The number of samples in
frequency domain is chosen as 8192 which is the power of 2 for computation speed
consideration. Also important is that this number must be chosen large enough so as to
ensure that in time domain there's no aliasing. The Nyquist sampling theorem requires
that the sampling rate (here is 8192/36MHz=227.55ps) must be at least two times the
width of the time domain signal. In the two-way case, from the zero of clock to the
starting point of the impulse response signal, considering the worst case where
z=R+3.75mm, the smallest possible time width of the time domain signal without
aliasing should be (2*(R+3.75mm))/c =71.66ps (actually a little bit more than that as we
consider the duration of the pulse). Obviously here 227.55ps is larger enough than the
two times the time signal width. This is important to our numerical calculation because
we use the time domain signal production to calculate the complex convolution
{T(co)B((D)[A(7,co)]2} W (co).
When z=R, there is a singularity so we use z=R+eps to replace z=R, where eps here is a
very small numberfloatingpoint relative accuracy which is defined in MATLAB. When
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co=0, wave number k=0, we encounter another singularity. So the value of A(r,af) here
is set to the modulus of its nearest neighbour points and the phase is set to 0. When our
sampling rate is large enough, it is reasonable to do this interpolation at the DC points.
The phase must be zero for the DC points because the complex spectrum of a real time
signal must be a Hermitian, i.e., the modulus part must be a even function and the phase
part must be a odd function. These processing to the singularity in our calculation will
have negligible influence on our final result.
Following figures show the numerical calculation results of
[A(r,af)]2
and the
corresponding time domain signal obtained by taking Fourier transform, for different
value of z and p. tissuelength is set to 7.5mm and assuming the tissue center along the
axial direction is located at the focal point.
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Fig3.2 Approximation of the two-way diffraction filter using Lommel diffraction formulation
(p=0,z=R-tissuelength/2). The time domain signal is obtained by Fourier transforming the
spectrum.
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Fig 3.3 Approximation of the two-way diffraction filter using Lommel diffraction formulation
(p=1mm, z=R-tissuelength/2). The time domain signal is obtained by Fourier transforming the
spectrum.
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Fig3.4 Approximation of the two-way diffraction filter using Lommel diffraction formulation
(p=2mm, z=R-tissuelength/2). The time domain signal is obtained by Fourier transforming the
spectrum.









Fig3.5 Approximation of the two-way diffraction filter using Lommel diffraction formulation (p=0,
z=R). The time domain signal is obtained by Fourier transforming the spectrum.
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Fig3.6 Approximation of two-way diffraction filter using Lommel diffraction formulation (p=1mm,
z=R). The time domain signal is obtained by Fourier transforming the spectrum.























Fig3.7 Approximation of two-way diffraction filter using Lommel diffraction formulation (p=2mm,
z=R). The time domain signal is obtained by Fourier transforming the spectrum.
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Fig3.8 Approximation of two-way diffraction filter using Lommel diffraction formulation (p=0mm,
z=R+tissuelength/2). The time domain signal is obtained by Fourier transforming the spectrum.
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Fig3.9 Approximation of two-way diffraction filter using Lommel diffraction formulation (p=1mm,
z=R+tissuelength/2). The time domain signal is obtained by Fourier transforming the spectrum.
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|A(z,p, co) | with z=r+tissuelength/2p=2mm
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Fig3.10 Approximation of two-way diffraction filter using Lommel diffraction formulation (p=2mm,
z=R+tissuelength/2). The time domain signal is obtained by Fourier transforming the spectrum.
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3.2.2 Calculation of the effective volume Veff
In order to calculate the Veff defined in Eq. 3.9 we need to calculate the J(r,Q)) term
defined in Eq. 3.6 and Eq.
3.6'
first. To calculate this complex convolution we must first
calculate the complex product part T (co ) B (co )[ A ( r , co )]
2
and then take IFFT to get
the time domain signal, then in time domain we multiply it with time gate w(t), then
again take FFT to get the result. This process can be given as
y(r,_9)=FFr{{/FFr{r()5(6.)[4P,_9)]2}}M<0} (3.13)
We will model the transfer function T(a>) , the input excitation signal spectrum B(co), and
the time gate w(t).
Deciding the origin point of the time axis is an important issue here for all the signals
involved in above equation. We must make sure all of them have the same start point and
also need to take into account of the round-trip problem of the backscattered signal. We
assume the zero of clock is the time when the transducer starts to send out the
excitation pulse. When this pulse reaches a scatterer which is located at distance d from
the transducer surface and is echoed back, it travels a round trip distance 2d . So ifwe
gate our detected backscattered signal at the time interval tl to t2
,
we are actually setting
the center of the time gate at time of tl+(t2-tl)/2 with time gate width t2-tl. The center
of time gate in the sense of axial distance do can be calculated as
d0=(tl +~^-)/2/c (3.14)
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The following graph shows the timing relationship of the signals involved when the
center of the time gate is located at the focal point of the transducer, (focal length is 5cm
so we can find the center of the time gate on the time axis is about 66.67ps.)
Illustration of the time relationship of the signals Involved
1 1 1 1 1
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Fig3.11 Illustration of the timing relationship of the signals involved in the backscattering imaging
process
We can model the transducer transfer funtion as a Gaussian function with 10% bandwidth
to be 4MHz and center frequency of the transducer to be 3.5MHz. Assuming phase to be
zero first, we can write out the expression as
T(a>) = T(27tf) = (3 x5)
where /0=3.5MHz, ko is a constant equals 0.42805 that makes the 10% bandwidth to be
4MHz. In reality, the impulse response of the transducer is a real, causal signal. So in
order to assure the causality we must add a small linear phase to the transfer function.
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Fig3.12 Modeling the transducer transfer function and impulse response (the transfer function
also shows the negative frequency part).
The input excitation pulse of the transducer can be modeled as a sinusoid wave at the





So the B(co) term in Eq. 3.13 can be calculated as FFT{b(t)}. It can be proven that the
center frequency of B(co) is fi> and the bandwidth can be calculated as
BW = l977.53T(MHz) ifT is in units ofps.
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Fig. 3.13 Modeling the input excitation pulse at different bandwidths
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3.2.3 Algorithm for calculating the effective volume Veff
Now we derive the discrete form of Eq. 3.9 for numerical calculation. Using the vector
variable p and scalar variable z to replace the vector r at first , and then
transform p
from polar coordinate to Euclidean coordinate expressed in scalar variable
p'
and 0, the










Y (discrete form) (3.17)
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We can verify that the above equation has the dimension ofvolume.
The geometry for the calculation is shown in Fig. 3.12 below.
Transduc
Fig. 3.14 Geometry for calculating the effective volume
The off-axial iteration step Ap is 0.1mm and upper limit summation po is 2.5mm so as to
make sure that even for the lowest frequency within the bandwidth (about 2.5MHz) the
beam profile can drop to the 10% of its peak value (on-axis case).
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3.2.4 Results and Discussion
The physical meaning of the effective volume Veff is not obvious. It is not the
isonification volume of the cylinder which is defined by the time gate axially and the
beam profile off-axially. But the volume of this cylinder does have some relationship
with Veff, the larger the volume of the cylinder the larger the value of Veff, assuming all
the other factors are the same. The other factors that affect the value of Veff at a fixed
frequency include the location of the time gate center, the transducer transfer function,
the input pulse, etc. Veff is a function of frequency. We can expect that the larger the
frequency the smaller the Vejf because the ultrasound beam profile drops down more
quickly at higher frequency hence constitutes a smaller volume. Fig. 3.16 shows the
effective volume as a function of frequency, for different input pulse bandwidths. At the
range of the bandwidth, the effective volume curve decreases as the value of frequency
increases. We also observed that the effective volume curves differs for different input
pulse bandwidths. For a lower bandwidth such as 0.2MHz the volume curve value is
lower than that of the higher bandwidth. With the increase of bandwidth, the curve
converges. Fig. 3.17 shows how the value of effective volume at the center frequency
3.5MHz converges as the input bandwidth increases. In our calculation the time gate is
lOps which is comparable to the width of the input signal with 0.2MHz bandwidth,
which is about 9.8ps. We can see that the theoretical model breaks down when the input
pulse width is comparable or larger than the time gate length. The model works well at
higher bandwidth which to some extent verifies our expectation that theoretically the
effective volume should not be affected by the bandwidth but only by the single
frequency component. As a result, this theoretical model is good enough for the tissue
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characterization problem at a large frequency range. In Fig. 3.16 we observed that even
for the bandwidth of 1.0MHz, the curve is close enough to the limit case in this case. So
in Chapter 4, we can reasonably apply this result to the processing of actual experimental
data when input pulse bandwidth equals 1.0MHz.
In above discussion, we actually assume that the axial integral interval in Eq. 3.19 is
fixed and equals to the width of time gate. So when the input pulse width is comparable
to or larger than the width of time gate, some scatterers that significantly contribute to
the time-gated signal are actually out of the range of our fixed integral interval (zl to








Fig. 3.15 Using variable integral interval to compensate the edge effect
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In order to compensate this edge effect, we need to let the axial integral interval changes
according to the different input pulse width. By adding 3/4 length of the input pulse
width to the time-gate length as the new axial integral interval, the effective volume can
be recalculated. However, it is important to note that we still need to use the actual time
gate width to calculate the J term defined in Eq 3.6. Now we can include those scattered
pulse which has at least 1/4 tail located inside the time gate. By doing so, the scattereres
that contributed significantly to the segmented signal can be considered. Strictly
speaking, the scattered pulse length is not the same as input pulse length but the length of
time domain signal FFT"1{T(co)_)B(co)[A(r,co)]2}. However, the compensation factor
0.75*InputPulseLength is a reasonable choice because the length of transducer impulse
response and the diffraction filter signal is very short. We can now observe that effective
volume curve for higher input pulse bandwidth is almost the same as before but the curve
for lower input pulse bandwidth drops much less than before, as shown in Fig. 3.18 to
Fig. 3.21.
In Chen's paper [23], the effective volume is calculated experimentally at two different
center frequencies (3.5MHz and 5MHz) for two different transducers. Using the same
transducer settings and algorithm in section 3.2.3, the same effective volumes at center
frequencies were calculated and then compared with Chen's results, as shown in Table
3.1. We found that the numerical calculation results are very close the Chen's
experimental results. The two transducer used are:
Transducer #1.
Aperture-
19.2mm, 9.65cm Radius ofCurvature (ROC), center frequency=3.5MHz
Transducer #2. Aperture=l 8.6mm, 8.5cm ROC, center frequency=5.0MHz
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It is reasonable to use ROC as focal length here. In Chen's result, the term T(oV) _>B(co) is
obtained by experimental method. It is not clear how he obatined the diffraction term
[A(r, od)]2. But ifwe only want to compare the effective volume at center frequency, the
T(co)<8>B(co) term is not relevant.
Transducer #1 Transducer #2

















Table 3.1 Comparison of the numerical calculation results and Chen's experimentally obtained
results. (Only shows Chen's result for scatterer concentration
=400/cm3
case. )
Fig.3.16 to Fig. 3.21 show the numerical calculation results for different input pulse
bandwidth, different time gate width, either with or without edge compensation.
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Fig. 3.16 Effective volume comparison for different input pulse bandwidth (center
frequency fO=3.5MHz, time gate: 10us rectangle)
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Fig. 3.18 Effective volume ( with edge compensation) comparison for different input pulse
bandwidth (center frequency fO=3.5MHz, time gate: 10us rectangle)
Comparison of effective volume at f=3.5MHz for different input pulse bandwidth ( time gate=10microsec. RECT)
i
26
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Fig3.19 Effective volume (with edge compensation) at f=3.5MHz changes with different input
pulse bandwidth
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Fig. 3.20 Effective volume (with edge compensation) comparison for different input pulse
bandwidth (center frequency fO=3.5MHz, time gate: 20us rectangle)











[ 1 1 1 1 1 1 1
1 + 1 1 -t 1 1 I
i t r i t r i i
! ! _ - -r ~~1 III!
1 JL l_ 1 _L 1_ 1 _1
1 + | 1 + | 1 ,
I T 1 1 T r 1 T
1 1 1 1 1 1 1 [
0.2 0.4 0.6 0.8 1.2 1.6 1.8
Input pulse bandwidth (MHz)
Fig3.21 Effective volume(with edge compensation) at f=3.5MHz changes with different input
pulse bandwidth
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time gate=10|as rect( )
V=22.296mrr3
atf=3.5MHz






Fig 3.22 Effective volume comparison for different time gate. Input pulse center frequency of
/b=3.5MHz, BW=1.0MHz
Fig. 3.22 shows the effective volume curves for different time gate shapes. It gives the
three effective volume curves using a lOps rectangle time gate, a lOps Hanning
windowed time gate, and a 5ps rectangle time gate. Since it's obvious that the
"cylinder"
defined by a lOps rectangle is the largest and the 5u,s rectangle is smallest, while the
"cylinder"
defined by a Hanning window is in between, the result qualitatively verifies
our prediction. Although we are still not clear how the shape of the time gate will affect
the effective volume, we may expect that for the same shape of time gate the effective
volume will be affected by the width of the time gate. The larger the time gate width the
larger the effective volume. Fig. 3.23 shows the result for rectangle time gate with width
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of 5, 6, 7, 8, 9 and lOps. The Veff value at the center frequency 3.5MHz increases








Effective volume comparison for different width Rect time gate (fO=3.5Mhz, BW=1.0MHz)
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Fig 3.23 Effective volume comparison for different width of rectangle time gate. Input pulse
center frequency f0=3.5MHz, BW=1.0MHz.
When the center of the time gate is located at different axial position z, the effective
volume will also be affected (via the term
[A(r,Q))]2
). Fig.3.24 gives the result for
different center locations of lOps rectangle time gate. Although we may expect that the
value of the effective volume reaches its minimum at the focal point, the result of Fig.
3.25 shows different result. This can be possibly explained assuming that the focal point
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Fig. 3.24 Effective volume comparison for different time gate center location( time gate=10|_s
rectangle, input pulse BW=1.0MHz)
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STATISTICAL TISSUE CHARACTERIZATION IN
FREQUENCY DOMAIN
In this chapter, we will introduce several statistical models that have been used in the
research of uhTasourrd tissue characterization problems. The frequency dependent
variable A(co) was calculated at the range of 1MHz around central frequency and then
5l
polynomial least square curve fitting was used to reduce the statistical uncertainty. For
the statistics of the spectrum amplitude value around central frequency, different methods
were used to get the statistical parameters. These methods include the parameter
estimation using actual moments of experimental data, parametric nonlinear curve fitting
of the PDF, and parametric nonlinear curve fitting of the normalized intensitymoments at
order 2, 2.5, 3, 3.5 and 4. For some samples, the effective volume Veff calculated in
Chapter 3 was also used, togetherwith A(co), to obtain the frequency-dependent effective
scatterer number density around central frequency.
4.1 Statistical Models for Tissue Characterization
4.1.1 Random walk and Rayleigh distribution
The echo signal from scattering media can be modeled as the sum of backscattered
signals from a number of scattering points in the media. The echo signal at a particular
instant of time is the sum of signals from the scatterers located in the resolution cell
corresponding to that instant of time. This sum is a complex sum due to random phase
variations (from random locations of the scatterers) and random amplitude variations
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(from random backscatter coefficients of each individual scatterer). The net signal is a
phasor sum of random amplitude phasors rotating at angular frequency of coo if the input
signal is a sinusoid with angular frequency of (Oo. All these phasors with different phase
and amplitude constitute the so-called 'random
walk'
on the complex plane.
If each scatterer reflects xk amount of signal, and its phase shift (due to random location)








We need to note that in Eq. 4. 1 the three variables x, 0 and N are all random variables.
Let's assume that the amplitude and phase of i-th phasor are statistically independent,
and the amplitudes of all the phasors are independently identical distributed (i.i.d). We
also assume that the phase of all the phasors are uniformly distributed on the range of (-tc,
+tc). Finally ifwe assume that the number of scatterers in the insonification area tends to
infinity, (in real world this indicates either the number of scattereres is very larger or the
scatterer size is small enough when compared with the wavelength of insonifying wave),
using the central limit theorem , it can be shown that the joint distribution of the real part
and imaginary part of X is a Gaussian. Furthermore, we can show that the probability
distribution function of the envelope signal, which is the amplitude of the complex
phasor, can be evaluated as a negative exponential distribution:
X




This equation is known as the famous Rayleigh distribution (shown in Fig. 4.1) under





So we can see that the Rayleigh distribution has a single parameter a which is related to
the total backscatterered energy. Another property of the Rayleigh distribution is the
signal-to-noise ratio which is defined as
OTS f<*>, ---, .,,4
(4'4>
Je(X2)-e2(X) /2_L-
which is a constant and independent of the backscattered energy. So SNR can be used as
a criteria to detect the fully formed speckle.
The arbitrarymoment ofRayleigh distribution can be evaluated as
E(XV) = \xvP(X)dX = (2cJ2y \x~2e-xdx = (2o-2yr(\ + - ) (4.5)
0 0
2
Here T() is the Gamma function. We are interested in the normalized intensitymoments
which are energy independent so we can compare the property of the tissue being
insonified even under different excitation energy level. The
mx
energy normalized


















Rayleigh PDF for different energy
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x: Amplitude of random variable
Fig 4.1 Rayleigh distribution with different energy (=2o )
When m=2, second order normalized intensity moment r^=2. Particularly, using Eq.4.5
we can also find out the some of the fractional moments such as when m=2.5, 3.5 as
r2.5=3.323 and r}.5=l 1.632. Fig.4.1 shows the Rayleigh distribution function ofdifferent
energy:
4.1.2 K distribution
As a limiting case, the Rayleigh distribution is derived under the assumption of fully
formed speckle. But in the real world, the scatterer concentration may not be very high,
or there may exist some clustering speckles. So the breakdown of central limit theorem
leads to the deviation of statistical properties from Rayleigh distribution. Many non-
Rayleigh statistical models have been proposed by the researchers among which K
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distribution was used by Jakeman [2] for the amplitude statistics of laser speckle. Ifwe
assume the cross section ofbackscatterers can be modeled as
P(x) = ( ) KAbx) U>-1 (4.7)
T(p +1)[ 2 )
^
here K^(.) is the modified Bessel function of the second kind of order p. .







Ka_,(bX) ( a>0 ) (4.8)
2 ) T(a)
Here a = N (1 + p ) which is called the effective number of scatterers in the
resolution volume. Parameter a combines the effects of actual number of scatterers N,
and the severity of amplitude fluctuation.
Eq. 4.8 is known as K distribution. If we assume the number of scatterers N obeying
negative binomial distribution, which is a generalization of the Poisson distribution that
allows for the variable mean in Poisson distributed data. The same result as Eq. 4.8 can
be derived without assuming the cross section of scatterers to be K distributed.
In Eq. 4.8 we can see that the K distribution is a two parameter PDF funtion. The
parameter a describes the skewness of the distribution and the parameter b is related to a
as well as the backscattering energy :
* = 2 V* <* j ) (49)
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x: Amplitude of random variable
Fig. 4.2 K distribution for different backscattered energy and a
K distribution is a generalized form of Rayleigh distribution which can be used to
describe a wide range of distribution by changing b and a. When a tends to infinity K
distribution tends to Rayleigh distribution. Fig. 4.2 shows the K distributed PDF changes
with different parameter combinations.







Then the fourth normalized intensity moment can be calculated as
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MLAL= 2(1 + ) (4.11)
2(X 2) a
This equation actually gives us a way to estimate the parameter a by using the fourth
ordermoment
E(X4











here N is number of samples of the envelope of the backscattered signal. Once a is
obtained, the parameter b can be evaluated by using Eq. 4.9. a can also be estimated by
using the high order moments such as sixth order moments and second order moments.
But when N is finite the estimator using higher order moments leads to larger statistical
variance.
4.1.3 Rician distribution
Where there is an additional nonrandom coherent component in the echo signal, which
may arise due to the unresolved periodically located scatterers or due to strong spectral
scattering, the phasor model can be modified to
_^
N - 1




where s is the nonrandom coherent component being added. Except for the s term, if all
the other conditions are the same as we derive the Rayleigh distribution, then the density
function of the envelope signal can be written as
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Rician PDF for different y and Rayleigh PDF with same energy
2 3 4 5
x: Amplitude of random variable
Fig. 4.3 Rician distribution with different y value while keep s =1 . The Rayleigh distribution of the







where Io( ) is the modified Bessel function of the first kind of order 0. This distribution is
known as the Rician distribution,
s2
is the coherent energy term and
2c2
is the diffuse
scattering energy. The ratio of coherent energy to diffuse(random) scattering energy is
denoted as
y=s2/(2c2) (4.16)
Fig. 4.3 shows the Rician PDF with different y value while keeping the coherent energy
s2
to be 1 . We can see that when y tends to 0 the PDF tends to Rayleigh, and when y tends
to infinity, the PDF tends to a Gaussian PDF.
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(X4) = 8a4+8aV+/ (4.i_)






These two equations give the estimates of coherent energy and diffuse energy in terms of
the second and fourth order moments which can be estimated from the samples of the
echo envelope.
The arbitrarymoments ofRician density function can be written as:
.
m
E(xm) = (2o)mlzn-+VA(--k-y) (4.21)
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Using Eq 4.21, Helguera [3] proposed a numerical method to calculate the fractional
moments of order (2m'+l)/2 (m'=2, 3, 4, ...) by keeping the terms in the confluent
hypergeometric function up to O(x), given:
E (X 2m'+1)
2 m '+ 1
2 \ 2
E(I
2 m + 1
2
)




It is interesting to note that as y > 0 , the second order normalized intensity moment r^
tends to 2 as for Rayleigh amplitude statistics. When y > r^ tends to 1, as for
constant amplitude scattering. So for Rician distribution, \<rj<2.
4.1.4 Generalized K distribution
Using the random walk model, ifwe start from Eq. 4.14, the joint denstity function olX





















This is known as Generalized K distribution but the angle dependent term R makes it
difficult to obtain the closed form of this integral. To describe the statistical property of






is the modified Bessel function of order zero, v is a real nonnegative
constant. When v > 0
,
7o(v)
>1, then Eq 4.31 becomes a uniform distribution. Negative
binomial distribution is used to describe the extent of correlation of the scatterers as
j _________
P{N)-[" >(l +E(.N)/af <432>
When a tends to infinity, Eq. 4.32 tends to Poisson distribution which means the
scatterers are uncorrelated:
WAn_______







































where r| equals (E(N)
1/2
a) , which will be canceled out when calculate the normalized
intensitymoments. 2Fi( ) is a hypergeometric function which can be expressed as
2F:(a,b;c;x)
= \ + x + +.
c c(c + 1)2
(4.37)
Using Eq 4.36, Helguera [3] derived the higher order intensity moments, as well as the
fractional normalized intensity moments by keeping the terms in the hypergeometric
function up to O(x) and 0(x2) when calculating the odd order moments.
4.1.5 Relationships of the four models above
Generalized K distribution is an attempt to give a unified theory frame which can include
all the other three distributions. By changing the parameter v and a we can generate all
the other three distributions. This has been discussed by Shankar [4] and Helguera [3].
The parameter v controls the extent ofnonuniformity of the distribution ofphase and the
parameter a controls the severity of clustering (or scatterer cross section fluctuation)
(assume the actual number of scatterers in the resolution volume is arbitrary but fixed).
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When the coherent scattering component s 0 and a -> ,
Generalized K distribution
becomes Rician distribution. When 5=0 and a is finite, Generalized K becomes K
distribution. When 5=0 and a -> -, Generalized K becomes Rayleigh
distribution.
When both and a -> , the distribution becomes Gaussian (a limiting case of
Rician). The second normalized moments of Rayleigh distribution is 2, while for K
distribution it is greater than 2, and for Rician it is between 1 and 2. For Generalized K
distribution, the second normalized moments can be either below 2 or above 2.
4.2 Experimantal data processing
4.2.1 Frequency domain statistical tissue characterization
Eq. 3.8 in Chapter 3 gives the expression of the frequency dependent second normalized
intensity moment of the spectrum of the gated signal. Using the sample mean to
replace the expectation < >, we can approximate Y(co) in Eq. 3.8 as
(([Vg(o>W; (a)]2))
A(co) =^ 1 /__2 (4.38)
((W*>)
For small number of experimental samples, the statistical uncertainty can be reduced by
curve-fitting A(co) over an appropriate range of frequencies around the frequency of
interest. Then we can use the fitted curve to decide the value of N^co) at the center
frequency of transducer.
Helguera [3] provided all the experimental data. The experimental parameter settings are:
focused transducer with focal length equals to 5cm, transducer radius equals to 6mm.
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Tranducer center frequency is 3.5MHz. The stimulating pulse used is a cosine wave
modulated by a Hanning window, with center frequency at 3.5MHz and with bandwidth
equals to 1MHz. Samples are located at the focal area and an A-line corresponds to 10
microseconds rectangle time-gated backscatterered signal with the center of time gate
approximately located at the focal point (Refer to Fig. 3.0). Different samples were
used
including sponge, liver tissue and human breast tissue. The experimental setup scheme is







Fig 4.4 Experimental Setup
A(co) curves at the range of 1MHz around 3.5MHz were obtained using Eq. 4.38, for both
lOps rectangle time gate and 5ps rectangle time gate applied to the A-lines. The center
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of both time gates correspond to the focal point. In order to obtain the mean value of
A(co) for small number of samples, a
5th
order polynomial curve fitting was done to
improve the statistical uncertainty. MATLAB function polyfit( ) was used to do the
polynomial curve fitting. The mean value is then taken as the value of the fitted curve at
3.5MHz.
The histogram of the spectrum amplitude value at the center frequency 3.5MHz was
obtained and normalized to the samples of continuous PDF. Histogram binsize were
chosen at about 2% of the maximum value of the specturm amplitude. The number of
samples for the spectrum amplitude at 3.5MHz may be too small so we also used those
values which are in 0.2MHz range around 3.5MHz. Although these values may strongly
correlate with the values at 3.5MHz, they provide some help for improving statistical
uncertainty of the PDF. For the PDF obtained, nonlinear parameter curve fitting was
applied to obtain the statistical parameters. Either K PDF or Rician PDF was used to fit
the actual PDF. Actual normalized intensity moments for the spectrum samples around
3.5MHz were calculated of orders 2, 2.5, 3, 3.5 and 4. The statistical parameters were
estimated using lower order sample moments using Eq 4.12 and Eq. 4.9 (for K
distribution), and Eq. 4.19 and Eq. 4.20 (for Rician distribution). These moments were
nonlinear curve-fitted with the normalized intensity moments of either K distribution or
Rician distribution, as well as Generalized K distribution. MATLAB function nlinfit( )
was used to do the nonlinear curve fitting.
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ultrasonic B-scan image (tissue:Sponge s110.asc)
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Fig 4.5 Sponge sample#1 . Upper: B-scan image. Lower: A((o) for rectangle time gate with 5|is
and 10|_s width, plotted with the
5th
order polynomial fitting curves
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Fig 4.6 Sponge sample#1 (continued) Upper: PDF of spectrum value around central frequency
and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum around central
frequency and the fitted moments
Parameter obtained using different method:
Using estimator: a=6.254 b
= 0.877
PDF curve fitting: a=8. 197 b = 1 .003
KMoments fitting: a=7.880











ultrasonic B-scan image (tissueiSponge s210.asc)
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Fig 4.7 Sponge sample#2 Upper: B-scan image. Lower: A(co) for rectangle time gate with 5|is
and 10(_s width, plotted with the
5th
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Fig 4.8 Sponge sample#2 (continued) Upper: PDF of spectrum value around central frequency
and Rician PDF fitted curve. Lower: Actual normalized intensity moments of spectrum around
central frequency and the fitted moments
Parameter obtained using different method:
Using estimator: s2=4.784 <?=62QQ
PDF fitting: s2=4.597 a2=5.995
Rician moments fitting: y
= 0.374
Gen Kmoments fitting: a=148.173 v=1.579
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ultrasonic B-scan image (tissue:Sponge s310.asc)
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number of scan lines
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5th degree polynomial least fitting curve
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frequency (MHz)
Fig 4.9 Sponge sample#3 Upper: B-scan image. Lower: A(co) for rectangle time gate with 5(is
and 10(xs width, plotted with the
5th
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Fig 4.10 Sponge sample#3 (continued) Upper: PDF of spectrum value around central frequency
and Rician PDF fitted curve. Lower: Actual normalized intensity moments of spectrum around
central frequency and the fitted moments
Parameter obtained using differentmethod:
Using estimator: s2=42.727 0^=3 1.781
PDF fitting: s2=39.847 rj2=33.163
Ricianmoments fitting: y=0.574
Gen K fitting: 0=107.192 v=1.983
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ultrasonic B-scan image (tissue:Fresh Liver! slO.asc)
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Fig 4.1 1 Fresh liver sample#1 Upper: B-scan image. Lower: A(<b) for rectangle time gate with
5|is and 10(is width, plotted with the
5th
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Fig 4.12 Fresh liver sample#1 (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator:
a- 0.935 b=0.242
K PDF fitting: a= 1.539 b=0.371
Kmoments fitting: a= 1.659
Gen Kmoments fitting: a = 2. 104 v=735.202
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ultrasonic B-scan image (tissuefresh Liver2 slO.asc)
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Fig 4.13 Fresh liver sample#2 Upper: B-scan image. Lower: A(co) for rectangle time gate with
5us and 10|xs width, plotted with the
5th
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Fig 4.14 Fresh liver sample#2 (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using differentmethod:
Using estimator:
<x= 0.567 b= 0.510
K PDF fitting: oc= 0.880 b=0.941
Kmoments fitting: oc= 0.880
Gen. Kmoments fitting:
oc= 1.709 v=1949. 457
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Fig 4.15 Breast tissue sample#A. Upper: B-scan image. Lower: A(co) for rectangle time gate with
5|j.s and 10|_s width, plotted with the
5th
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Fig 4.16 Breast tissue sample#A (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using differentmethod:
Using estimator:
oc= 1.32 b= 0.336
K PDF fitting: a= 3.506 b=0.669
K moments fitting: a= 2.294
Gen. K fitting: a= 2.467 v=707.983
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ultrasonic B-scan image (tissue:Breast sarnpie#B b_bsh10.asc)
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Fig 4.17 Breast tissue sample#B Upper: B-scan image. Lower: A(co) for rectangle time gate with
5\is and 10ns width, plotted with the
5th
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Fig 4.18 Breast tissue sample#B (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using differentmethod:
Using estimator:
oc= 6. 1 56 b=l . 1690
K PDF fitting: a= 2.665 b=0.7 1 8
Kmoments fitting: a= 14.674
Gen. Kmoments fitting: a= 14.674 v=0.00003374
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Fig 4.19 Breast tissue sample#C Upper: B-scan image. Lower: A(co) for rectangle time gate with
5us and 10|is width, plotted with the
5th
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Fig 4.20 Breast tissue sample#C (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator: a=l 1 .404 b=l .921
K PDF fitting: a = 1 .967 b=0.692
Kmoments fitting: a= 103.784
Gen Kmoments fitting: a= 105.695 v=0.280
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ultrasonic B-scan image (tissue:Breast sampled b_dsh10.asc)
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Fig 4.21 Breast tissue sample#D Upper: B-scan image. Lower: A(co) for rectangle time gate with
5^s and 10|_s width, plotted with the
5th
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Fig 4.22 Breast tissue sample#D (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator:
a= 26.809 b=l .477
K PDF fitting: a= 32.068 b=l .601
Kmoments fitting: a= 34.049
Gen. Kmoments fitting: a= 36.040 v=0.470
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Fig 4.23 Breast tissue sample#H Upper: B-scan image. Lower: A(oo) for rectangle time gate with
5|a.s and 10|j.s width, plotted with the
5th
order polynomial fitting curves
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Fig 4.24 Breast tissue sample#H (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator:
a= 6.5 1 6 b=0.358
K PDF fitting: a= 1 0.442 b=0.486
Kmoments fitting: a= 8.616
Gen Kmoments fitting: a= 9.978 v=0.746
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Fig 4.25 Breast tissue sample#E Upper: B-scan image. Lower: A(co) for rectangle time gate with
5^s and 10|a.s width, plotted with the
5th




















K by fitting momnets
Gen K by moments fitting
1 : : i : ;*
: //















i i i i i i
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
order ofmoments
Fig 4.26 Breast tissue sample#E (continued) Upper:
PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator: a
= 3.268 b= 0.348
K PDF fitting: a= 1 .365 b=0.210
Kmoment fitting: a= 7.259
b= 0.308
Gen. K fitting: a= 6.879 v=0.0109
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number of scan lines
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5th degree polynomial least fitting curve
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Fig 4.27 Breast tissue sample#F Upper: B-scan image. Lower: A(co) for rectangle time gate with
5|xs and 10ns width, plotted with the
5th
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Fig 4.28 Breast tissue sample#F (continued) Upper: PDF of spectrum value around central
frequency and Rician PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator:
s2= 18.110 o2=11.882
Rician PDF fitting: s2= 13.643 ^H.228
Rician moments fitting: 7= 0.681
Gen. K fitting: a=l 1 5.436 v=2. 144
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Fig 4.29 Breast tissue sample#l
Upper: B-scan image. Lower: A(g>) for rectangle time gate with
5us and 10n_ width, plotted with the
5th
order polynomial fitting curves
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Fig 4.30 Breast tissue sample#l (continued) Upper: PDF of spectrum value around central
frequency and K PDF fitted curve. Lower: Actual normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Using estimator: oc=7.976 b=1.037
K PDF fitting: cc= 3.360 b=0.666
Kmoments fitting: a- 1 1.734
Gen K moments fitting: a= 1 3 .2 1 5 v=0.688
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5th degree polynomial least fitting curve
A(to) value at 3.5MHz,
3.4 3.6
frequency (MHz)
Fig 4.31 Breast tissue sample#G Upper:
B-scan image. Lower: A(co) for rectangle time gate with
5^s and 10^s width, plotted with the
5th
order polynomial fitting curves
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Fig 4.32 Breast tissue sample#G (continued)
Upper: PDF of spectrum value around central
frequency and Rician PDF fitted curve. Lower: Actual
normalized intensity moments of spectrum
around central frequency and the fitted moments
Parameter obtained using different method:
Rician estimation: s2=l.379 o2=1.597







Scatter graph of the parameter a and v of gen. K for different tissue samples
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Fig 4. 33 Scatter graph of
parameter a and v of generalized K distribution for different samples.
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4.2.2 Estimate the frequency-dependent effective scatterer number density
All the experimental setting is the same as what we have used to numerically calculate
the effective volume in Chapter 3. So the result of Chapter 3 can be used here for
estimating the effective scatterer number density. Different A(co) curves were obtained
for rectangle time gate with width of 5, 6, 7, 8, 9, and 10u,s. The
5th
order polynomial
fitting were applied to each of them so as to get the estimated value of A(o>) when
cd^.SMHz for different time gate width. In Chapter 3, we've already obtained the
effective volume for rectangle time gate with width of 5, 6, 7, 8, 9, and 10u.s (see Fig.
3.16). Since A(co) is an approximation ofY(co), then ifwe use the relationship given by




which is a linear function with slope equals Neff and intercept equals 0. So we can use
straight line function y=kx to fit the points given by 1/A(ro) and Veff . Fig 4.33 to Fig 4.40
show the result for some samples.
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A(w) value at 3.5MHz
10ms case: 0.33648
5ms case: 0.9318
6ms case: 0 73473
7ms case: 0.56548




Fig 4.34 5 polynomial fitted curve of A(co) for different rectangle time gate width.
(Sponge sample#1)
1/A(m)VS. effective volume for different time gate width
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Fig 4.35 1/A(oo) at central frequency vs.
























Fig. 4.36 5 polynomial fitted curve of A(co) for different rectangle time gate width.
(Fresh liver sample#1)


























slope of fitted straight line=0. 01887
---
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effective volume (mm )
Fig 4.37 1/A(co) at central frequency vs. effective volume for different time gate width.
(Fresh liver sample #1)
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A(oo) value at 3.5MHz








Fig. 4.38 1/A(co) at central frequency vs. effective volume for different time gate width.















Fig 4.39 1/A(oo) at central frequency vs. effective volume for different time gate width.
(Fresh liver sample #2)
100








7ms case 1 .1485




Fig. 4.40 1/A(co) at central frequency vs. effective volume for different time gate width.
(Breast tissue sample #A)








Fig 4.41 1/A(co) at central frequency
vs. effective volume for different time gate width.
(Breast tissue sample #A)
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4.3 Discussions
Due to limited number of spectrum sample points available, the statistical variance of the
results we obtained in section 4.2.1 and 4.2.2 may be large. But it does demonstrates the
method of statistical tissue characterization in the frequency domain. Here are some of
the observations:
1. For the data ofmost tissue samples we processed, the values of A(co) curve for lOfts
time gate width turns to be smaller than those for 511s time gate width. This is more
obvious when co is at the center frequency. Since in Chapter 3, we found that the
effective volume for 10u\s is larger than that for 5 |is case, this phenomenon is a
qualitative verification of Eq. 4.38. A more quantitative result was given in Section
4.2.2. If the values of A(co) for both 10|is and 5|is case are close to 0, then this
conclusion breaks down because the statistical variance is high enough compared
with the value ofA(co).
2. The polynomial fitted curve shows the general trend ofA(co) changing within certain
range of frequency around center frequency. In our case, although the range of
frequency is only about 1MHz (due to bandwidth) around 3.5MHz, the fitted curve
of certain sample shows different unique shape which distinguishes itselfwith others.
This may lead to a potential method which can be used to characterize different
tissues. For example, we can find a pattern recognition technique to classify
different tissues by using the parameters obtained from the fitted curve of A(co).
3. For sponge samples, our result shows some consistency with that obtained by
Helguera [3] using the method in time domain. The PDF of sponge sample#l can be
fitted with K-PDF while sample#2 and sample#3 can only be fitted with Rician PDF.
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The a value obtained by using generalized K moments fitting also shows the
difference among sample#l (ot=9.44), sample#2 (a=148.17) and sample#3
(a=107.19). This is consistent with the prior knowledge that sample#l has a larger
pore size of diameter of about 2mm while sample#2 and sample#3 have smaller pore
diameter of0.5mm. That fact that the v value of sample#2 (=1.57) is smaller than that
of sample #3 (=1.98) also verifies the prior knowledge that sample #2 presents a more
organized structure than does sample #3. Fig 4.32 shows the scatter graph of
parameter a and v ofgeneralized K distribution for different samples. We can see that
in this feature space, the feature point for two fresh liver samples are far away
separated from sponge samples while sponge sample #1 can be distinguished from
sample #2 and sample #3 clearly. Unfortunately, all the breast tissue show no
obvious pattern which can distinguish the normal tissue (sample A, B, C, D, H) and
deceased tissue (sample E, F, I, G).
Theoretically, the statistical distributions we discussed in 4.2.1 are based on the random
walk model which requires the backscatterered signal to be single frequency sinusoid
wave. The statistical processing in time domain actually handles the mixture of different
frequency components within the range of bandwidth around center frequency. So this
method requires a narrow band input excitation pulse. But on the other hand, the
narrower band indicates the longer time duration of the pulse, hence the larger length
resolution volume. In limiting case, if the input pulse turns to be a pure sinusoid wave,
then the length of resolution volume would turns to infinity which makes it impossible
for the practical signal acquisition and processing. The statistical processing conducted
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in frequency domain as we discussed in Chapter 3 and Chapter 4, uses only a segment of
backscattered signal by time gating. So the effective volume Veff , which is defined in
Eq. 3.9 as the counterpart of resolution volume in time domain, becomes fixed and easy
to calculate. However, since it is fixed, we need to use wide band excitation signal
instead of narrow band signal because when the length of the input pulse is comparable
with the length of time gate width the theory for calculating Veff breaks down (see Fig.
3.13). These differences between the data processing conducted in time domain and
frequency domain reflected the parity of Fourier transform in time domain and frequency
domain.
All the experimental data we used are in 1MHz bandwidth although we have pointed out
that 1MHz bandwidth is nearly good enough for calculating the effective volume Veff.
(See Fig. 3.13). But this also restrict the range of A(co) that we can obtained in about
1MHz. It is believed that ifmuch wider bandwidth experimental data were used, the
fitted curve of A(co) will more precisely reflect the frequency dependent nature of the
tissue being researched.
The fact that the number of spectrum amplitude value available is limited brings another
disadvantage to our data processing. This is especially a severe problem to some breast
tissues for which only 20 A-lines are available. So the results for breast tissue are worse
than those for sponge tissue and fresh liver tissue. This difficulty can be overcome if
more A-lines are available in any future experiments. More theoretical statistical analysis
are also needed for precise data processing.
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