is supported on a set D of finite measure. We prove necessary conditions for the existence of nontrivial admissible solutions. These conditions involve ||V || ∞ , the measure of D, and the distance of k from the set K = {π 2 m 2 , m ∈ N}. In many cases, these inequalities are sharp.
Introduction
Let S = R n−1 × (0, 1) = {(x, y) = (x 1 , · · · , x n−1 , y) ∈ R n : 0 < y < 1} be an infinite slab. Here, n ≥ 2. We study the following Schrödinger equation in S −∆u(x, y) = (k + V (x, y))u(x, y) in S ⊂ R n u(x) = 0 on ∂S (1.1)
where k is a real number and V ∈ L ∞ (S) is supported on some D ⊂ S of finite measure. Unless otherwise specified, u is an admissible solution in H 1 loc (S), as defined in the next section. We are interested in the uniqueness of solutions of (1.1). When V ≡ 0, the only admissible solution of (1.1) is the trivial solution u ≡ 0 (see, for example, [11, 10] ). In this paper we prove that, unless ||V || ∞ is very large (in a sense to be specified) (1.1) has only the trivial solution. The main results in this paper are special cases of the following theorem. Together, they constitute a proof of it.
n, k and D, such that c||V || ∞ ≥ 1.
The slab is an important domain in the study of wave guides (see, for example, [1] ). The results for k > 0 in Theorem 1.1 have their counterparts for acoustic wave guides in a slab. In fact, the Helmholtz wave equation reads ∆u(x, y) + kn 2 (x, y)u(x, y) = 0 where √ k is the wave number, and the refraction index n(x, y) is equal to 1 outside a compact set. The transformation V (x, y) = k(n 2 (x, y) − 1) reduces the Helmholtz equation to the Schrödinger equation (1.1); the estimates for n(x, y) follow from the estimates for V . Theorem 1.1 gives a sufficient condition c||V || ∞ < 1 for the uniqueness of solutions of the homogeneous equation (1.1) . Using the LaxPhillips method (see, for example, [7] ) it is proved in [8] that this implies the uniqueness and existence of solutions of the nonhomogeneous equation −∆u(x, y) = (k + V (x, y))u(x, y) + F (x, y) in S ⊂ R n u(x) = f (x) on ∂S where F (x, y) ∈ H −1 (S) has compact support in R n and f (x) ∈ H 1/2 (∂S) has compact support in R n−1 . So the estimate c||V || ∞ < 1 is also a sufficient condition for the solvability of the above nonhomogeneous equation in a slab.
Minimal potential results for the Schrödinger equation −∆u = V u are studied in [3, 2] . In these papers, the authors consider the problems in a domain which is either bounded or unbounded with finite measure. They show that if this equation has nontrivial solutions, then the norm of V is bounded below by a constant. In this paper, we study the problem in an infinite slab. We are not aware of any such uniqueness theorems for the Schrödinger equation on domains of infinite measure. Because of that, our methods are different from [3, 2] . Taking advantage of the geometry of the slab, we expand the solutions with respect to the eigenfunctions of −∆ − k in the direction perpendicular to the boundary (i.e., in the y direction) and then study each term. We obtain estimates that depend on the distance between k and the corresponding eigenvalues, which are new in the literature. Also, we construct examples to show that most of our estimates are sharp in some sense.
This paper is organized as follows. In Section 2, we define the admissible solutions and prove an important version of Theorem 1.1 using Fourier methods, which apply in all dimensions. In Section 3, 4 and 5 we use convolution methods to improve Theorem 1.1 when n = 2, n = 3 and n ≥ 4 respectively. The case n = 3 is probably the most interesting for applications and presents the most technical difficulties. Section 6 is devoted to examples.
Fourier methods
In this section we prove some basic estimates using Fourier transform methods, but first we introduce some notation needed throughout the paper. We will consider the admissible solutions u of (1.1) which we define below using Fourier series (see also [11] ). Recalling that { √ 2 sin(mπy)} m≥1 forms an orthonormal basis of L 2 (0, 1), the solution u of (1.1) can be written in the Fourier series
Then by (1.1),
in the distribution sense, where
has finite measure. Note that f m has support in I because f = V u is supported in D. Define
So (2.2) can be written as
Definition 2.1. We say that a weak solution u ∈ H 1 loc (S) of (1.1) is an admissible solution if 1) u m satisfies the radiation conditions
x |x| · ∇u, and
Since the radiation conditions are imposed on u m rather than u, this definition is referred to as the partial radiation condition [11] . We could consider solutions u of (1.1) in the usual Sobolev space H 1 0 (S), so that each u m ∈ H 1 (R n−1 ). Assuming I ⊂ B ρ (0) = {x : |x| < ρ} and m 2 π 2 − k < 0, Rellich's lemma (see, for example, Lemma 35.2 in [5] ) and (2.2) imply that u m (x) ≡ 0 for |x| > ρ and it satisfies the radiation condition automatically. Thus, solutions in H 1 0 (S) are also admissible solutions.
Unless stated otherwise, we assume throughout this paper that u is a nontrivial admissible solution of (1.1), and that u m is defined as in (2.1) and satisfies (2.4). We denote by C a numeric constant that may change from line to line. It may depend on the dimension n, but not on D, u, m or k.
Our strategy to prove Theorem 1.1 is based on the following simple lemma about the u m .
Lemma 2.2. Suppose that there exist constants
Then, Theorem 1.1 holds with c = sup m c m .
Proof. By Parseval's formula and (2.5),
Much of the paper is devoted to finding explicit formulas for the c m 's, which in turn provide explicit formulas for c. Our upper bounds for c m often depend on the distance from k to the special set
Recall that |k m | = |m 2 π 2 − k|. Let
When k < π 2 we let δ − = ∞. When δ + and δ − are large, Fourier methods often give the best estimates of c m . In later sections we use convolutions to estimate c m when either δ + or δ + is small, but nonzero. We handle the case k ∈ K separately.
The main result of this section is the following.
Theorem 2.3. Assume that k ∈ K and D = I × (0, 1) is bounded, with I ⊆ B ρ (x 0 ) for some ρδ − > 0.1 and x 0 ∈ R n−1 . Then
with C as in Lemma 2.5.
Theorem 2.3 follows from Lemma 2.2 and the lemmas below. 
for any c < 1. When n = 2 Example 6.7 shows that C(δ − ) −1 in (2.9) cannot be improved, for example, to C(δ − ) −β , with β > 1. Likewise, Theorem 2.3 cannot be improved in these ways. Lemma 2.4 holds even with no assumptions on I, which makes it rather unique in this paper. If k < π 2 , then Lemma 2.5 is not needed to prove Theorem 2.3, so the theorem holds without any assumption on the support of V .
Example 6.9 shows that δ 2 + cannot be replaced by δ 2 + + ǫ for any ǫ > 0.
In the proof of Lemma 2.4, we letĥ
where g m is the fundamental solution of
is the convolution of g m and f m . In Sections 3, 4 and 5 we will study g m in detail, and use (2.11) and Young's inequality for convolution to improve the estimates in Lemmas 2.4 and 2.5 for small values of δ − and δ + .
Proof of Lemma 2.4. To prove (2.8), we observe that k
. By Plancherel's theorem, and because f m has support in I,
Proof of Lemma 2.5. To prove (2.9), we can assume x 0 = 0 without loss of generality and ρ = 1 by dilation (see the remarks following (3.8)). Note that k 2 m > 0 and the term
Since u m satisfies the radiation condition, it can be represented as
(See, for example, Theorem 19.5 in [5] ). Denote by W 0,s (R n−1 ) the weighted Sobolev space with the norm
Since f m has support in I ⊂ R n−1 , we know f m ∈ W 0,s (R n−1 ) for any s. Using the Agmon's estimate (see, for example, Theorem 29.1 in [5] ) we have
Now 4C serves as the generic constant in part (2) . This concludes the proof of the lemma.
Results in dimension 2 and some general lemmas
We now present versions of Theorem 1.1 in dimension n = 2 which do not depend on Fourier methods, but rather on convolution. This section also includes some remarks on dilation and rearrangement which apply in every dimension. . Otherwise, with |x| = r, the equation (2.10) implies (see, for example, [10] )
We use this to improve on Lemmas 2.4 and 2.5 and Theorem 2.3 when
Examples 6.5 and 6.11 show that these inequalities are sharp when δ is small. But if δ is large enough, Theorem 2.3 may give a better result than Theorem 3.1. To see this, suppose that
, so in this case (2.7) is stronger than (3.2). , which is smaller, since ρ, |k m | ≥ 1. Part 2) now follows from Lemma 2.2.
2 ||f m || L 2 (I) and δ ≤ |k m |, the result follows.
Examples 6.5 and 6.7 show that the inequality (3.4) is sharp.
Lemma 3.3. With the assumptions of Theorem 3.1 part (2), and with
Proof: As mentioned above, since k m = 0, we have
, but the fundamental solution is not unique in this case.
is radially decreasing and nonnegative on (−2ρ, 2ρ) which contains the set 2B (a ball of radius |I| centered at 0). Lemma 3.5 gives
Example 6.10 shows the inequality (3.5) is sharp.
As stated in Lemma 2.2, our results are mainly based on the estimates of the form ||u m || L 2 (I) ≤ c m ||f m || L 2 (I) . If we have two such estimates, with different bounds c m and c ′ m , we can use the minimum of the two. We can combine Theorems 2.3 and 3.1 in this way for a better result. 
When m 2 π 2 < k, we use the estimate (3.4), and also
These estimates and the fact that |D| = |I| yield (3.6).
Remark. In the case
> c, so (3.6) is stronger than (3.2) . In all other cases, the constants are the same. The results in other dimensions can be written in the form of Theorem 3.4, but they tend to be even more complex, so we leave those forms to the interested reader.
3.2. Dilation and rearrangement. We describe when an inequality on ||u m || 2 of the form (2.5) is dilation-invariant. Suppose
with g supported on
Suppose, for example, that Lemma 2.5 holds when ρ = 1. Suppose w = u m satisfies (2.2) (which is (3.7) with h = k m , and g = f m ), but that f m is supported in I = B ρ (0) for some ρ = 1. To prove that Lemma 2.5 also holds for w, we define W as above with λ = ρ. Since G is supported on B 1 (0), and (3.8) holds, we can apply Lemma 2.5 to
and then
which shows the lemma holds for w = u m . To summarize, we may assume ρ = 1 in the proof of Lemma 2.5 and in the sharpness Example 6.7. Similar remarks apply to all our lemmas of this type, where the ratio of the norms of u m and f m has an upper bound of the form ρ 2 φ(ρk m ) for some function φ. In other lemmas, I is assumed to have finite measure, but is not necessarily bounded. By setting λ = |I| 1 n−1 and applying similar reasoning, we get |supp G| = 1 and can study ||W ||
an upper bound of the form |I| . When k m = 0, φ is constant. For example, note that the ratio in Lemma 3.3 is neither ρ 2 not |I| 2 , but it still has the correct homogeneity for dilation invariance. Note that we cannot apply these dilation remarks to results in the form of Theorem 1.1.
We now prove a rearrangement lemma. Recall that u m = f m * g m , (see (2.11) ) and that f m is supported in I.
where B is the ball in R n−1 centered at 0 with the same measure as I.
In some applications we do not have G m = G m on B R (0), but can get it easily by redefining G m to be zero outside B R (0) before applying this lemma.
Proof. Recall the well known rearrangement inequality by Hardy and Littlewood (see, for example, [9] pg. 76). If f , g and h are non-negative then
We apply (3.9) with h = χ I |u m |, g = G m and f = |f m |. With Holder's inequality and Young's inequality we have
Results in dimension 3
In this section we discuss uniqueness results in dimension n = 3. We provide technical estimates on the fundamental solutions g m in Section 4.1, and complete the proofs of all lemmas in Section 4.2.
As stated in Section 2, the results in Theorem 2.3 hold in every dimension, but the estimates when m < √ k/π are valid only when D is bounded. When D is not bounded, we replace the estimates in Lemma 2.5 with those in Lemma 4.1 below. Inequality (4.1) also holds when m > √ k/π. In what follows, we assume that n = 3, that (1.1) has an admissible nontrivial solution u and that |I| = |D| is finite. Lemma 4.3. Assume that 0 < 4π
For the terms u m with 0 < 4π 
This lemma is sharp (see Example 6.12) and allows us to handle a final case, that k ∈ K.
Proof 
In the next subsections we prove Lemmas 4.1, 4.3 and 4.4 along with some estimates needed in Section 5, where n ≥ 4. We now assume n ≥ 3, unless stated otherwise. 
where I * = I − I. In this section we give explicit estimates for
It is well known (see [4] ) that
where r = |x|, s = 
dt.
Either z = −ik m r > 0 or k m > 0, implying |e −z | ≤ 1, and
√ π, and t −1 dt = − ln(2|z|) so J B ≤ C(1 − ln(2|z|)), giving (4.13).
In Section 6, we will construct sharpness examples based on g m and the following Lemma. 
≥ 0. As always, C will denote a generic constant that may change from line to line. We assume m > √ k/π (so −ik m = |k m |) since the proof is similar in the other case.
Recalling that
g. [4] ), and the formula for g m in (4.10),
Recalling the estimates of the Hankel functions
which are valid for α > 0 and Arg(z) < π, we can see that Proof of Lemma 4.1. To prove this result, we need the following version of Young's inequality in Lorentz spaces (See e.g. [6] ) for the properties of these spaces)
The inequality (4.18) and
We prove (4.19) and we leave the proof of (4.20) and (4.21) to the reader. Since |1 − ln(t)| ≤ Ct Proof of Lemma 4.3. We first find a suitable G m in order to use rearrangement Lemma 3.5. By Lemma 4.7, the following estimate is valid for every r > 0 and every m = √ k/π for which 2r|k m | < 1,
By Lemma 3.5, it is enough to show that
where |2B| = 4|I|. This implies the radius of 2B is R, with πR 2 = 4|I| and by assumptions
Thus, 2r|k m | < 2R|k m | < 1, and
as desired. 
Results in dimension 4 or higher
In this section we discuss uniqueness results in dimensions n ≥ 4. As in the previous section we give new estimates for unbounded D to complement the estimates in Lemma 2.5 for bounded D. + 1) and C is a generic constant.
Remark: From Theorem 5.1, it is easy to see that when |D| is sufficiently small we have the estimate ||V || ∞ ≥ 1. Note that the estimate (5.1) holds in both cases, k ∈ K and k ∈ K. It is based on the estimates for u m in the following two lemmas.
Example 6.6 and Example 6.13 show that the inequalities (5.2) and inequality (5.3) are sharp, respectively. We prove the above lemmas and the theorem in the next subsections. By dilation, it is enough to prove (5.2) when |I| = 1. Let
where C is the same as in (5.4) . Then G m satisfies the requirements of Lemma 3.5, so we need to estimate its L 1 norm on the ball B ρ (0) = 2B (this defines ρ), where B is the ball of measure 1 centered at the origin. Thus, Proof of Lemma 5.3. The fundamental solution of −∆ in R n−1 for n ≥ 4 is
and G m satisfies the requirement in Lemma 3.5. We estimate G m on the ball 2B where B is the ball centered at 0 with measure |I| in R n−1 . Clearly, 2B = B(0, ρ) with ρ = 2(
By Lemma 3.5, Lemma 5.3 follows.
5.2.
Proof of Theorem 5.1. We prove Theorem 5.1 for both cases k ∈ K and k ∈ K.
Proof of Theorem 5.1 when k ∈ K. We show that
for each term u m . Then the inequality (5.1) follows from (5.7) and Lemma 2.2. Denote m 0 = min{m ∈ N : m 2 π 2 > k}. We divide the terms u m in three categories.
(1) For the terms u m with m > m 0 , we use the estimate in Lemma 2.4.
So (5.7) holds for these terms. 
So (5.7) holds for this term. 
. So (5.7) also holds for these terms. Please also note that if m 0 = 1 (or equivalently k < π 2 ), then no term u m falls in this category, and we just skip this step in this case.
Proof of Theorem 5.1 when k ∈ K. Since k ∈ K, we denote m 
Remarks on sharpness
Most of our lemmas of the form ||u m || 2 ≤ C(δ, |D|)||f m || 2 are sharp in some sense (the main exceptions are Lemma 2.5 and Lemma 4.1). We say that an inequality of the form f (x) ≤ Cg(x) is sharp as x → a if there is some sequence x j → a such that g(x j )/f (x j ) is bounded. Usually, δ or |D| will play the role of x and a will be 0 or +∞.
In general, if a theorem about V = V u is based on sharp lemmas about ||u m || 2 , then it is also sharp, so we will focus mainly on our lemmas in this section. We illustrate this principle with a discussion of Theorem 2. 
So, u satisfies (1.1) with
Thus, the formula δ However, we do not claim that Lemma 2.5 is sharp in all dimensions. So, we cannot claim that the term Cρ δ − in Theorem 2.3 is sharp, for example. We will leave this kind of reasoning to the reader for the other theorems in the paper and will focus here on the sharpness of the lemmas.
One advantage of this approach is that the lemmas are dilation invariant (most of the theorems on u are not). The reader may note that since Example 6.4 is based on Lemma 6.3, its potential V m has support on I = B 1 (0). But this is not necessary. Since Lemma 2.4 is dilation invariant, Example 6.4 can be easily revised so that I = B R (0) for any given R > 0. Similar remarks apply to all examples in this section which concern ||V m || ∞ or ||u m || 2 , but not to the few examples about ||V || ∞ , such as Example 6.11. So, we can focus on u m and sharpness in terms of k (or δ).
The first subsection below contains some general purpose lemmas and several examples which are direct consequences of those. The next one contains special constructions needed for n = 2 and n = 3. The last one deals with the cases k < π 2 and k ∈ K.
6.1. Patching lemmas. We use Lemma 6.1 below to construct examples with fairly small potentials based on radial parabolic interpolation near the origin. We are given k and m and some radial function v(r) (such as g m (r)) defined for r = |x| > 1 in R n−1 that satisfies
Based on the boundary values of v where r = 1, we want to extend (B 1 (0) ) fairly small. Since the extension involves simple quadratic interpolation, we refer to this as parabolic patching. In the Lemma below and the examples that follow, we will let
The first lemma is intended for the real-valued v that typically occur when k
Lemma 6.1. Suppose v is given, for r ≥ 1, with a well-defined v
Proof: v ′ (r) = −2br and v ′′ (r) = −2b and (on R n−1 ), we have ∆ x v(r) = −2b(n − 1) =
Lemma 6.2 below is similar, but is intended for π 2 m 2 < k, when the functions involved will be complex-valued and k m ∈ R. It is most useful when k m is small. 
.
Proof: It is similar to Lemma 6.1. ∆ψ(r) simplifies to (n − 1)(−2B) =
and |ψ(r)| ≥ Re(ψ(r)) ≥ Re(ψ(1)).
Lemma 6.3 combines patching with Lemma 4.8. We will use it to prove that several lemmas from Sections 2 to 5 are sharp.
Proof: Let u m (r) = g m (r) for |r| > 1. Extend this to |r| ≤ 1 using Lemma 6.1 when m > k/ √ π, or Lemma 6.2 when m < k/ √ π. By Lemma 4.8,
when n ≥ 3. The case n = 2 also follows from Lemma 4.8. That is, there is an absolute constant C such that, for a given δ ≤ 1, we can find an admissible solution u such that ||V m || ∞ ≤ Cδ. 
The constructions for Examples 6.5 and 6.6 are identical to Example 6.4 above.
6.2.
Special examples for n=2 and 3. In this subsection we discuss two cases which are not covered by Lemma 6.3. We construct an even function φ(x) on R 1 such that φ(x) ≡ 1 for |x| ≥ B. So, iu m = e iδ − |x| there, which is admissible and satisfies −u , φ will be a constant c j ≥ 0 to be defined recursively.
Let J j = (a, b) be a maximal interval where | cos(δ − x)| > This example concludes the proof of sharpness for all Lemmas in dimension n = 2; we now turn to n = 3. 6.3. Sharpness proofs for k < π 2 and k ∈ K. In this subsection, we study the sharpness results for some special values of k, in all dimensions. In contrast to the previous examples in this section, we will focus on ||u m || 2 or ||V ||, rather than ||V m ||.
Example 6.9. (Corollary 2.6 is sharp.) Assume n ≥ 2 and k < π 2 . Then, for every ǫ > 0, ||V || ∞ ≤ δ 2 + + ǫ can occur. Note that δ + = k 1 = √ π 2 − k. Let r 0 be a large positive number to be specified later. Let s(r) = e −δ + r for r > r 0 and let s(r) = Ar 2 + B for r ≤ r 0 , where A = −δ + e −δ + r 0 /(2r 0 ) and B = (1 + δ + r 0 /2)e −δ + r 0 are chosen so to make s differentiable. Let u(x, y) = s(|x|) sin(πy) on S. A direct computation shows that −∆u = (V + π 2 − δ 
