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An odd nilpotent injector of a ﬁnite group G is deﬁned to be
a subgroup which is maximal subject to being nilpotent of odd
order and containing a subgroup of maximal order amongst
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extending the result from soluble groups. The proof does not use
the classiﬁcation of minimal simple groups.
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1. Introduction
There are numerous types of subgroup which are known to form single conjugacy classes in ﬁnite
soluble groups, for example, Hall subgroups [3], Carter subgroups [3] and nilpotent injectors [12].
The question arises of whether any such statements can be extended to nonsoluble groups. In [13]
Mann extends the result for nilpotent injectors to N -constrained groups, i.e., groups G satisfying
CG(F (G))  F (G). As part of the proof he shows that a nilpotent injector as deﬁned in [12] can
be equivalently deﬁned (in N -constrained groups) to be a maximal nilpotent subgroup containing
the Fitting subgroup. It is clear that such subgroups do not always form a single conjugacy class,
as can be seen in An for n 5. However, Bialostocki [10] gives yet another deﬁnition, again equivalent
in N -constrained groups, in which the nilpotent injectors are all conjugate in the alternating groups.
He deﬁnes a nilpotent injector to be a subgroup which is maximal nilpotent and contains a subgroup
of nilpotence class at most 2 which has maximal order among all such subgroups (this is a special
case of the original deﬁnition, as proved by Neumann in [17]). Bialostocki establishes conjugacy in
the symmetric groups in [10] and in the alternating groups in [11]. He also makes the conjecture
that conjugacy holds for all ﬁnite groups. The conjecture is veriﬁed for the general linear groups by
Sheu [14] and for groups in which every local subgroup is N -constrained by Flavell [4]. It is also
veriﬁed for various other groups in [18–20] and [21] by Alali, Hering and Neumann, including most
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general and a counterexample is provided in [15, p. 47].
A fundamental property enjoyed by nilpotent injectors is that they contain every nilpotent sub-
group that they normalize. The following theorem of Glauberman is required in establishing this fact:
Theorem 1.1 (Glauberman). (See [6, Theorem B, p. 470].) Let G be a ﬁnite group and let A  G have maximum
possible order subject to being nilpotent of class at most 2. Suppose B  G is nilpotent and normalized by A.
Then AB is nilpotent.
In a different paper from the same journal, Arad and Glauberman prove a similar result:
Theorem 1.2 (Arad, Glauberman). (See [5, Proposition 1, p. 313].) Let G be a ﬁnite group and let A  G have
maximum possible order subject to being abelian of odd order. Suppose B  G is nilpotent of odd order nor-
malized by A. Then AB is nilpotent.
We are led into making the following deﬁnition:
Let G be a ﬁnite group. Then
dO(G) = max
{|A| ∣∣ A  G is abelian of odd order};
AO(G) =
{
A  G
∣∣ A is abelian and |A| = dO(G)};
MaxNO(G) = {I  G | I is maximal subject to being nilpotent of odd order};
NIO(G) =
{
I ∈ MaxNO(G)
∣∣ I contains an element ofAO(G)
}
.
We call elements of NIO(G) odd nilpotent injectors. Arad and Glauberman’s Theorem allows us
to prove that they contain every nilpotent subgroup of odd order that they normalize (Theorem 3.6).
Together with the results on nilpotent injectors, this suggests that odd nilpotent injectors may be
conjugate in various classes of groups. Indeed, the main theorem of this paper is the following:
Theorem. Let G be a minimal simple group. ThenNIO(G) forms a single conjugacy class of subgroups.
In a dissertation from 1990 under the supervision of H. Bender, Burkhard V. Karger obtains this
result for most of the minimal simple groups using Thompson’s classiﬁcation. The proof presented
here is elementary.
Further motivation to study NIO(G) is given by Bender in [9] where he observes that if G is sol-
uble and A ∈AO(G) then any 2-subgroup normalized by A is contained in O2(G) (see Theorem 4.5),
and says, “I have a feeling that abelian 2′-subgroups of maximal order could be interesting objects in
arbitrary ﬁnite groups”.
2. Notation and preliminary results
All groups considered in this paper are ﬁnite. We often use the letters G and p without explicitly
deﬁning them. Whenever this happens G is to be taken as an arbitrary group and p as an arbitrary
prime. Let H be a subgroup of G and let σ and τ each be a set of primes. We use the following
notation, most of which is standard:
O(G) =O2′ (G);
Fσ (G) =Oσ (F (G));
Fσ ,τ (G) = the inverse image of Fτ (G/Oσ (G)) in G;
IG(H, σ ) = the set of all σ -subgroups of G which are normalized by H ;
I∗G(H, σ ) = the set of maximal elements of IG(H, σ ) with respect to inclusion.
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[ψ, P/Φ(P )] = 1 then [ψ, P ] = 1.
Theorem 2.2. (See [3].) Let G act coprimely on a group H and suppose at least one of G and H is soluble. Then
(i) H = CH (G)[H,G];
(ii) H = CH (G) × [H,G] if H is abelian;
(iii) for any prime p there exists a Sylow p-subgroup of H that is left invariant by G;
(iv) [H,G,G] = [H,G].
Lemma 2.3. (See [3, 8.2.2(a), p. 184].) Let H be a group acting on G and let N be a normal H-invariant
subgroup of G. Suppose that |H| and |N| are coprime and that at least one of H and N is soluble. Set G = G/N.
Then CG(H) = CG(H).
Lemma 2.4 (Thompson P × Q Lemma). (See [1, 5.3.4, p. 179].) Let P be a p-group and let Q be a p′-group
such that P × Q acts on the p-group G. If [CG(P ), Q ] = 1 then [G, Q ] = 1.
Lemma 2.5. (See [1, 5.4.10, p. 199], [4, 2.11, p. 411].) Let p be an odd prime and let P be a p-group.
(i) If P does not contain a noncyclic abelian normal subgroup then P is cyclic;
(ii) If Q  P contains noncyclic abelian normal subgroups then one of them is normal in P .
Theorem 2.6. (See [1, 6.2.4, p. 225].) Let π be a set of primes and let the noncyclic abelian π -group A act on
the π ′-group G. Then G = 〈CG (a) | a ∈ A#〉.
Theorem 2.7. (See [3, 8.3.4(c), p. 193].) Let V ∼= Zp × Zp act coprimely on G. Then [G, V ] = 〈[CG(v), V ] |
v ∈ V #〉.
Lemma 2.8 (Goldschmidt). (See [2, 31.15, p. 159].) Let G be soluble and let P be a p-subgroup of G. Then
Op′(NG(P ))Op′ (G).
Theorem 2.9 (Bender). (See [16].) Let G be a simple group and let M and H be maximal subgroups of G.
Suppose M and H are soluble and let π = π(F (M)). Assume π(F (H)) ⊆ π and X  F (M) ∩ H such that
CF (M)(X) X. Then M = H or there exists a prime p such that F (H) =Op(H) and F (M) =Op(M).
Observe that the hypothesis of Theorem 2.9 is satisﬁed if F (H)  M and F (M)  H , by taking
X = F (M).
Lemma 2.10. Let D ∼= Z3p act on the nontrivial p′-groups X and Y . Then there exists d ∈ D# such that CX (d) 
=
1 
= CY (d).
Proof. Minimize |X |+|Y | in a counterexample, apply Theorem 2.2(iii) and use the fact that an abelian
group with a faithful irreducible representation is cyclic (see [1, 2.2, p. 64]). 
Lemma 2.11. Let P be a p-group which contains a noncyclic abelian normal subgroup. Then P has a normal
subgroup isomorphic to Zp ×Zp .
Proof. Let A P be noncyclic abelian. Then Ω(A) P is also noncyclic abelian. Let B Ω(A)∩ Z(P )
have order p and set P = P/B . Let C Ω(A) ∩ Z(P ) have order p and let C be the inverse image of
C in P . Then C  P and |C | = p2. Since C Ω(A) it must be the case that C ∼= Zp ×Zp . 
Lemma 2.12. Let P be a p-group acting on the cyclic p′-group G. Assume p is larger than any prime divisor
of |G|. Then P acts trivially on G.
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Lemma 2.13. Let H be a group acting coprimely on the soluble group K . If [H, F (K )] = 1 then [H, K ] = 1.
Proof. Form G = H  K and use Theorem 2.2(iv) together with the facts that CG(F (K ))  G and
CK (F (K )) F (K ). 
The following is a corollary of the Schur–Zassenhaus Theorem.
Lemma 2.14. Let H, K  G have odd order and suppose the images of H and K inside G/O2(G) are conjugate.
Then H and K are conjugate in G.
Lemma 2.15. Let G be soluble and let H, K  G be nilpotent such that F (G)  H ∩ K . Then for any distinct
primes p and q we have [Op(H),Oq(K )] = 1.
Proof. Let p and q be distinct primes. Then Op(H)  CG (Op′(F (G)))  G and Oq(K ) 
CG (Oq′ (F (G)))  G , so we get [Op(H),Oq(K )]  CG(Op′ (F (G))) ∩ CG(Oq′ (F (G))) = CG (F (G)) =
Z(F (G)). So Oq(K ) normalizes Z(F (G))Op(H). Since Z(F (G))Op(H) is nilpotent it follows that Oq(K )
normalizes Op(Z(F (G)))Op(H), as this is the unique Sylow p-subgroup of Z(F (G))Op(H). By sym-
metry Op(H) normalizes Oq(Z(F (G)))Oq(K ). Hence
[Op(H),Oq(K )
]

[Op(H),Oq
(
Z
(
F (G)
))Oq(K )
] ∩ [Op
(
Z
(
F (G)
))Op(H),Oq(K )
]
Oq
(
Z
(
F (G)
))Oq(K ) ∩Op
(
Z
(
F (G)
))Op(H) = 1,
and we are done. 
3. Odd nilpotent injectors in arbitrary groups
From now on whenever we have a group G we use π to denote the set of prime divisors of dO(G).
The ﬁrst two propositions are obvious.
Proposition 3.1. Let A ∈AO(G) and let B  G be of odd order. Then CB(A) A.
Proposition 3.2. Let A ∈AO(G) and I ∈NIO(G). If A  H  G then A ∈AO(H) and if I  H  G then
I ∈NIO(H).
Proposition 3.3. Let A ∈AO(G). Then π = π(A) = π(I) for any I ∈NIO(G).
Proof. Since elements of AO(G) all have the same order it suﬃces to assume A  I . The result then
follows from Proposition 3.1 since I is nilpotent of odd order. 
Proposition 3.4. Let H be a group. Then
(i) AO(G × H) = {AG × AH | AG ∈AO(G), AH ∈AO(H)};
(ii) NIO(G × H) = {IG × IH | IG ∈NIO(G), IH ∈NIO(H)}.
Proof. Let φG : G × H → G and φH : G × H → H be the projection maps and let A ∈AO(G × H). Then
AφG × AφH is abelian of odd order and A  AφG × AφH . So A = AφG × AφH and (i) follows because
clearly dO(G)dO(H) dO(G × H). The proof of (ii) is similar. 
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of odd order normalized by A. Then AB is nilpotent.
Theorem 3.6. Let I ∈NIO(G). Then I contains every nilpotent subgroup of G of odd order that it normalizes.
Proof. Suppose false and let B  G be nilpotent of odd order normalized by I but with B  I .
Choose B to be minimal with this property. If B is not a p-group then for some prime p we have
B =Op(B) ×Op′ (B) with 1 <Op(B),Op′ (B) < B . Since both direct factors are normalized by I , the
minimality of B implies Op(B),Op′(B) I , giving B  I . Since B  I we deduce that B is a p-group
for some prime p.
Let A ∈AO(G) with A  I . By Theorem 3.5 we see that AB is nilpotent, so CB(Op′(A)) = B . This
observation, together with Proposition 3.1 and the fact that Op(A)Op(I), yields
CB
(Op(I)
)
 CB
(Op(A)
) = CB(A) A.
Thus CB(Op(I)) I , so [CB(Op(I)),Op′ (I)] = 1. The P × Q Lemma implies that
[
B,Op′(I)
] = 1.
Hence I B is nilpotent, and the maximality of I gives B  I . This contradiction completes the proof. 
Proposition 3.7. Let A ∈AO(G) and let I ∈ MaxNO(G). Set G = G/O2(G). Then
(i) A ∈AO(G);
(ii) I ∈ MaxNO(G).
In particular, if I ∈NIO(G) then I ∈NIO(G).
Proof. Apply the Schur–Zassenhaus Theorem and Hall’s Theorem to a counterexample. 
Theorem 3.8 (Lausch). Let I, J ∈ MaxNO(G), let C = CG(I ∩ J ) and suppose C = Z(I ∩ J )O2(C). Then I
and J are conjugate.
Proof. Adapt the proof of the main result in [8]. 
Corollary 3.9. If A ∈AO(G) and A  I, J ∈NIO(G) then I and J are conjugate.
Proof. Let x ∈ CG(I ∩ J ) have odd order. Then x ∈ CG(A) implies x ∈ A  I ∩ J . So I ∩ J contains every
element of odd order that it centralizes, i.e., CG(I ∩ J ) = Z(I ∩ J )O2(CG(I ∩ J )). 
We only ever apply the next corollary for I1, J1 ∈NIO(〈A, B〉).
Corollary 3.10. Let A, B ∈AO(G) and let I, J ∈NIO(G) such that A  I and B  J . Let I1, J1  〈A, B〉 be
nilpotent of odd order containing A and B respectively and assume I1 and J1 are conjugate. Then I and J are
conjugate.
Proof. Let g ∈ G such that I1 = J g1 . Let I1  I2 ∈ NIO(G). Then Bg  I1  I2. Corollary 3.9 implies
that I2 is conjugate to both I and J g . 
Lemma 3.11. Let I ∈ NIO(G) and suppose Zp × Zp ∼= V  I . Let A ∈ AO(I). Then CA(V )V ∈ AO(I). In
particular, V is contained in an element ofAO(I).
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ery element of odd order that it centralizes we see that [V , A] 
= 1, so [V ,Op(A)] 
= 1. Hence
Op(A)/COp(A)(V ) acts faithfully and nontrivially on V , giving
Op(A)/COp(A)(V ) ∼= Zp
because a Sylow p-subgroup of Aut(Zp × Zp) has order p. Then V  A implies |COp(A)(V )|
< |COp(A)(V )V |, forcing COp(A)(V )VOp′(A) ∈ AO(I). We ﬁnally note that COp(A)(V )Op′(A) =
CA(V ). 
4. Soluble groups
Theorem 4.1. Suppose one of the following holds:
(i) G is soluble;
(ii) CG (F (G)) F (G) andO2(G) = 1.
ThenNIO(G) is a single conjugacy class of subgroups.
Proof. We may assume O2(G) = 1 in both cases by Lemma 2.14 and Proposition 3.7. Now
see [13]. 
Lemma 4.2 (Mann). (See [13].) Let G be soluble and suppose O2(G) = 1. For each p ∈ π(G) pick Sp ∈
Sylp(CG (F p′ (G))). Then 〈Sp | p ∈ π(G)〉 is the direct product of the groups Sp and 〈Sp | p ∈ π(G)〉 ∈
NIO(G). Moreover, every element ofNIO(G) is of this form.
Corollary 4.3 (Mann). (See [13].) Let G be soluble. If I ∈NIO(G) andOp(I) P ∈ Sylp(G) thenOp(I) P .
Theorem 4.4 (Thompson–Bender). (See [7, 1.12, p. 9].) Let G be soluble and suppose C  G is an abelian p-
subgroup for some odd prime p. Suppose further that C contains every p-element of its centralizer. If Q  G is
a p′-subgroup normalized by C then Q Op′ (G).
Theorem 4.5 (Bender). Let G be soluble and let A ∈AO(G). ThenI∗G(A,2) = {O2(G)}.
Proof. By Proposition 3.7(i) we may assume O2(G) = 1. Let R ∈IG(A,2) and let p ∈ π . We see that
Op(A) normalizes R and Op(A)R normalizes Op(G), so we can deﬁne a subgroup
K =Op(A)ROp(G).
Let P ∈ Sylp(CK (Op(A))). Then Op(A) P and since P  K we get the factorization
P =Op(A)
(
P ∩ ROp(G)
)
.
It follows from the fact that Op(G) is the unique Sylow p-subgroup of ROp(G) that P ∩ ROp(G) =
P ∩Op(G), hence
P =Op(A)
(
P ∩Op(G)
) =Op(A)COp(G)
(Op(A)
)
.
Theorem 3.5 implies that AF (G) is nilpotent, so
COp(G)
(Op(A)
) = COp(G)(A) A.
T. Morris, P. Flavell / Journal of Algebra 361 (2012) 1–22 7We conclude that P = Op(A) and Op(A) contains every p-element of its centralizer inside K . This
enables us to apply Theorem 4.4, which gives R  Op′(K ) and [R,Op(G)]  Op′(K ) ∩ Op(G) = 1.
Since p was arbitrary, R  CG(F (G)) F (G) giving R = 1. 
Lemma 4.6. If G is soluble then G = NG(I0)O2(G) for any Hall 2′-subgroup I0 of the inverse image of
F (G/O2(G)) in G. Moreover, if I ∈ NIO(G) then I contains such a subgroup I0 which is normal in I and
π(I0) = π .
Proof. Set G = G/O2(G). The inverse image of F (G) in G contains O2(G) as a normal Sylow
2-subgroup, so it has a complement I0 to O2(G) by the Schur–Zassenhaus Theorem. Since F (G) G
we get
I0O2(G) G,
and a Frattini argument yields G = NG(I0)O2(G). Now, by Proposition 3.7 and Theorem 3.6 we have
F (G) I , so I0  IO2(G) and by Hall’s Theorem I contains a conjugate of I0. This conjugate is again
a Hall 2′-subgroup of the inverse image of F (G) in G so the required factorization of G still holds.
The last statement follows from the fact that
π(I0) = π
(
F (G)
) = π(I) = π,
with the second equality holding because I is nilpotent containing F (G) and G is soluble. Finally, I0 is
normal in I because [I0, I] I0O2(G) ∩ I = I0(O2(G) ∩ I) = I0. 
5. Minimal simple groups
Deﬁnition 5.1. A minimal simple group is a nonabelian simple group all of whose proper subgroups
are soluble.
Deﬁnition 5.2. Let E be an elementary abelian p-group. The rank of E , denoted m(E), is the number
of direct factors Zp of E . More formally, m(E) = logp |E|. The rank m(G) of an arbitrary group G is
deﬁned to be the largest rank amongst all the elementary abelian subgroups of G .
For the rest of this chapter we assume that G is a minimal simple group. Our proof that NIO(G)
is a single conjugacy class goes as follows: Suppose I ∈NIO(G) contradicts the theorem. Then
• I contains a normal subgroup isomorphic to Zp ×Zp ;
• some element of AO(I) has rank at least 2;
• if no element of AO(I) has rank at least 3 then some A ∈AO(I) satisﬁes |I∗G(A,2)| = 1;• if A ∈AO(I) has rank at least 3 then |I∗G(A,2)| = 1;• I is contained in a unique maximal subgroup and a contradiction follows.
Points 3 and 4 require Thompson-transitivity arguments and point 5 uses results of Bender on
maximal subgroups.
Proposition 5.3. Let A, B ∈AO(G) with A  I ∈NIO(G) and B  J ∈NIO(G). Suppose A, B  H < G.
Then I and J are conjugate.
Proof. This follows from Corollary 3.10 because H is soluble. 
Proposition 5.4. Let I ∈NIO(G). Suppose I is contained in a maximal subgroup L of G withO2(L) = 1 and
F (L) cyclic. Then I is conjugate to every element ofNIO(G).
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abelian and L′  Z(F (L)). Since P ′  L′  Z(F (L)) and subgroups of cyclic groups are characteristic
we get P ′ char Z(F (L)). Hence
P ′ char L.
Suppose P ′ = 1. Then P is abelian, so [P ,Op(L)] = 1. We also have [P , F p′(L)] = 1 by Lemma 2.12,
whence P  CL(F (L)) F (L) and P =Op(L). Therefore NG(P ) = L and P ∈ Sylp(G).
If P ′ 
= 1 then NG(P ) NG(P ′) = L, so in all cases
P ∈ Sylp(G).
Let J ∈NIO(G). By Sylow’s Theorem we may assume Op( J ) P . Then Op( J ) centralizes F p′ (L)
by Lemma 2.12. Now, since O2(L) = 1 Lemma 4.2 implies that
Op(I) ∈ Sylp
(
CL
(
F p′(L)
))
,
and we again apply Sylow’s Theorem to assume that Op( J )Op(I). It follows that for any A ∈AO(I)
and B ∈AO( J ) we have
[Op(B),Op′(A)
] = 1.
Therefore A∗ = Op(B)Op′(A) is in AO(G) with A∗  I . Now observe that A∗, B  NG(Op(B)) < G
and apply Proposition 5.3. 
Corollary 5.5. Let I ∈ NIO(G). Suppose I is contained in a maximal subgroup L with O2(L) = 1. If there
does not exist a subgroup Zp × Zp ∼= V Op(L) for some prime p then I is conjugate to every element of
NIO(G).
Proof. Lemma 2.5(i) implies that F (L) is cyclic. Now apply the previous result. 
Lemma 5.6. Let A ∈AO(G) and suppose 1 
= R ∈I∗G(A,2). Then R = O2(M) for some M ∈ Max(G) con-
taining A.
Proof. Since G is simple, AR 
= G . Let AR  M ∈ Max(G). Then R O2(M) by Theorem 4.5, and since
R is maximal in IG(A,2) we get R =O2(M). 
Lemma 5.7. Let A ∈AO(G) and let R, S ∈I∗G(A,2). Suppose R ∩ S 
= 1. Then R = S.
Proof. Suppose false and pick R and S to contradict the lemma whilst maximizing |R ∩ S|. Since
R and S are 2-groups we must have R ∩ S < NR(R ∩ S) and R ∩ S < NS (R ∩ S).
Let N = NG(R ∩ S) and note that A  N < G . Theorem 4.5 then implies that I∗N(A,2) = {O2(N)},
so
NR(R ∩ S),NS(R ∩ S)O2(N).
Let O2(N)  R1 ∈I∗G(A,2). Then R1 ∩ R  NR(R ∩ S), so |R1 ∩ R|  |NR(R ∩ S)| > |R ∩ S|, and the
choice of R and S implies
R1 = R.
Similarly, |R1 ∩ S| |NS(R ∩ S)| > |R ∩ S|, hence S = R1 = R . 
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= 1 
= CS (a). Then
R = S.
Proof. Let C = CG (a) and note that A  C < G . Theorem 4.5 implies that I∗C (A,2) = {O2(C)}, so
CR(a),CS (a)O2(C). Let O2(C) R1 ∈I∗G(A,2). Then
R ∩ R1  CR(a) 
= 1 and S ∩ R1  CS(a) 
= 1,
and Lemma 5.7 yields R = R1 = S . 
6. The rank 1 case
Proposition 6.1. Suppose I ∈NIO(G) is cyclic. Then I is conjugate to every element ofNIO(G).
Proof. First we argue that for any H < G containing I we have
H = NH (I)O2(H). (†)
Set H = H/O2(H). Then F (H)  I , and as I is abelian and H is soluble, F (H) = I . So I  H and
IO2(H) H . A Frattini argument now yields (†). Let p = maxπ and let Op(I) P ∈ Sylp(NG(I)). We
have [P ,Op′(I)] = 1 by Lemma 2.12 since I is cyclic. Then as Op(I) ∈ Sylp(CG(Op′ (I))) we get
P =Op(I).
Let N = NG(Op(I)). Then N = NN (I)O2(N) by (†). In fact
N = NG(I)O2(N)
because NG(I)  NG(Op(I)) = N . So a Sylow p-subgroup of NG(I) is a Sylow p-subgroup of N , and
we deduce that Op(I) ∈ Sylp(N). Hence Op(I) ∈ Sylp(G), and we may now take any J ∈ NIO(G)
and assume that Op( J ) Op(I) by Sylow’s Theorem. In fact we must have Op( J ) = Op(I) because
|Op( J )| is at least |Op(I)| as I ∈ AO(G). Thus I, J  NG(Op(I)) < G and Theorem 4.1 provides the
result. 
Corollary 6.2. Let I ∈ NIO(G) and suppose every element of AO(I) is cyclic. Then I is conjugate to every
element ofNIO(G).
Proof. Apply Lemmas 3.11 and 2.5(i) to deduce that I is cyclic. Then Proposition 6.1 completes the
proof. 
7. The rank 2 case
Throughout this section let I ∈ NIO(G), assume no element of AO(I) has rank greater than 2
and assume that at least one element of AO(I) has rank 2. So there exists Zp × Zp ∼= V  I by
Lemma 2.5(i). The aim of this section is to show that one of the following holds:
• I is conjugate to every element of NIO(G);
• there exists such a V for which CG (V ) has even order;
• V does not normalize a nontrivial 2-subgroup of G .
Note that we can ﬁnd some A ∈AO(I) containing V by Lemma 3.11.
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Proof. Let V  A ∈AO(I). We ﬁrst show that V char CI (V ). Clearly
V Ω = Ω(Z(Op
(
CI (V )
)))
,
and by Proposition 3.1 we have Z(CI (V )) A as A  CI (V ). So Ω  A. Thus m(Ω) 2 and since V
and Ω are both elementary abelian we get
V = Ω char CI (V )
as claimed. Let v ∈ V # and let C = CG(v). Since A  CI (V ) C we may take K ∈NIO(C) containing
CI (V ). We must have |I : CI (V )| = 1 or p as Aut(V ) ∼= GL2(p), and it then follows from Corollary 3.9
that |K : CI (V )| = 1 or p as K is conjugate to a subgroup of I . Hence CI (V ) K , so
V  K
by the ﬁrst paragraph. Our aim now is to show that in the quotient group C˜ = C/O2(C) we have V˜ 
Op(C˜). If we were to do this we would begin by deﬁning another quotient group C˜ of C˜ . Rather than
use this confusing notation we will simply assume that O2(C) = 1. Set C = C/〈v〉. Since O2(C) = 1
we have F (C) K , so F (C) normalizes V . Therefore F (C) normalizes V . Now, F (C) = F (C) because
〈v〉 Z(C), so F (C) normalizes V and we deduce that
[
F (C), V
]
 F (C) ∩ V .
As |V | = p we have either F (C) ∩ V = V or F (C) ∩ V = 1. Both cases lead to the conclusion that
V  F (C), this being the case if the latter statement holds because CC (F (C))  F (C). Hence V 
Op(C) =Op(C), and we conclude that V Op(C) since 〈v〉Op(C). 
Proposition 7.2. Let V  H < G and let Q ∈IH (V ,2). Then [Q , V ]O2(H).
Proof. Instead of working in H/O2(H) we assume that O2(H) = 1 and show [Q , V ] = 1. Theorem 2.7
implies
[Q , V ] = 〈[CQ (v), V
] ∣∣ v ∈ V #〉
and for any v ∈ V # we have [CQ (v), V ]  Q ∩ O2,p(CG(v))  O2(CG(v)) by Proposition 7.1. So
[CQ (v), V ]  O2(CG (v)) ∩ H  O2(CH (v)). Goldschmidt’s Lemma 2.8 allows us to deduce that
O2(CH (v))Op′(H) because O2(CH (v))Op′(CH (v)), therefore [CQ (v), V ]Op′(H), giving
[Q , V ]Op′(H).
Now, [CFp′ (H)(v), V ]  F p′ (H) ∩ O2,p(CG (v)) = 1, so by another application of Theorem 2.7, as
above, [F p′ (H), V ] = 1. Then since F p′ (H) = F (Op′(H)) we get [F (Op′(H)), V ] = 1, and Lemma 2.13
yields
[Op′(H), V
] = 1.
Hence [Q , V , V ]  [Op′(H), V ] = 1 and Theorem 2.2(iv) implies [Q , V ] = 1. This concludes the
proof. 
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= 1. Then there exists c ∈ CG(V ) such that Q c1 = Q 2 .
Proof. Suppose false and pick Q 1 and Q 2 to maximize |Q 1 ∩ Q 2|. Let R = Q 1 ∩ Q 2 and let N =
NG(R) < G . We have R < Q 1, so
R < NQ 1(R).
Similarly R < NQ 2(R). Let R1, R2 ∈I∗N (V ,2) and S1, S2 ∈I∗G(V ,2) such that NQ 1(R) R1  S1 and
NQ 2(R)  R2  S2. Since R < NQ 1(R)  Q 1 ∩ S1, the choice of Q 1 and Q 2 implies that there exists
c1 ∈ CG(V ) such that
Q c11 = S1.
Similarly, there exists c2 ∈ CG(V ) such that Q c22 = S2. Now, Theorem 2.2(i) gives us the factorization
R1 = CR1 (V )[R1, V ], so by the previous proposition R1  CR1 (V )O2(N). In fact
R1 = CR1(V )O2(N)
because CR1 (V )O2(N) is a 2-subgroup of N normalized by V . Again, we also have R2 = CR2 (V )O2(N).
Next we show that CR1 (V ) ∈ Syl2(CN (V )). Let CR1 (V )  T ∈ Syl2(CN (V )). Then R1  TO2(N), and
again since TO2(N) is a 2-group normalized by V we must have R1 = TO2(N). Thus T  CR1 (V )
giving CR1 (V ) = T . So
CR1(V ),CR2(V ) ∈ Syl2
(
CN(V )
)
.
Let n ∈ CN (V ) such that CR1 (V )n = CR2 (V ). Then
Rn1 = CR1(V )nO2(N) = CR2(V )O2(N) = R2.
Now,
Rn < NQ 1(R)
n  Rn1 = R2  S2
and
Rn < NQ 1(R)
n  Rn1  Sn1.
The choice of Q 1 and Q 2 implies that there exists c3 ∈ CG(V ) such that Snc31 = S2. Hence
Q
c1nc3c
−1
2
1 = S
nc3c
−1
2
1 = S
c−12
2 = Q 2,
and c1nc3c
−1
2 ∈ CG(V ). 
Proposition 7.4. Let Q ∈ I∗G(V ,2) and suppose v ∈ V # such that [CQ (v), V ] 
= 1. Then [CQ (v), V ] =[O2(CG(v)), V ].
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[
CQ (v), V
] = [CQ (v), V , V
]

[O2
(
CG(v)
)
, V
]
.
Let O2(CG (v)) Q 1 ∈I∗G(V ,2). Then since 1 
= [CQ (v), V ] Q ∩ Q 1, Lemma 7.3 applies and we can
ﬁnd c ∈ CG(V ) such that Q c1 = Q . Now, CG(V ) CG(v), so CG (V ) normalizes O2(CG (v)) and
O2
(
CG(v)
) =O2
(
CG(v)
)c  Q c1 = Q .
From this we deduce that O2(CG (v)) Q ∩ CG(v) = CQ (v), giving
[O2
(
CG(v)
)
, V
]

[
CQ (v), V
]
and completing the proof. 
Corollary 7.5. Let Q ∈I∗G(V ,2). Then CG(V ) normalizes [Q , V ]. In particular, A normalizes [Q , V ] for any
A ∈AO(I) containing V .
Proof. Theorem 2.7 gives
[Q , V ] = 〈[CQ (v), V
] ∣∣ v ∈ V #〉
= 〈[CQ (v), V
] ∣∣ v ∈ V # and [CQ (v), V
] 
= 1〉
= 〈[O2
(
CG(v)
)
, V
] ∣∣ v ∈ V # and [CQ (v), V
] 
= 1〉.
This is clearly normalized by CG(V ). 
Proposition 7.6. If CG(V ) has even order then CG(V ) is transitive on I
∗
G(V ,2) and for every A ∈ AO(I)
containing V we have |I∗G(A,2)| = 1.
Proof. Let 1 
= S ∈ Syl2(CG(V )) and let S  Q ∈ I∗G(V ,2). We show that any other element of
I∗G(V ,2) is conjugate to Q under CG(V ). Let Q 1 ∈I∗G(V ,2). If Q 1  CG (V ) then Q 1 is conjugate to
S under CG(V ) and it must be the case that S = Q since otherwise Q 1 would not be maximal inside
IG(V ,2). So Q 1 is conjugate to Q in this case. Now assume [Q 1, V ] 
= 1. Then there exists v ∈ V #
such that
[
CQ 1(v), V
] 
= 1.
Now, S  CG (V ) CG(v), so we may take
SO2
(
CG(v)
)
 Q 2 ∈I∗G(V ,2).
Then 1 
= S  Q ∩ Q 2, and Q is conjugate to Q 2 under CG(V ) by Lemma 7.3. On the other hand,
Proposition 7.1 implies [CQ 1(v), V ]  O2,p(CG(v)) ∩ Q 1  O2(CG (v))  Q 2, so 1 
= [CQ 1(v), V ] 
Q 1 ∩ Q 2 and Q 1 is conjugate to Q 2 under CG(V ). This proves the ﬁrst statement.
Let V  A ∈ AO(I) and let R1, R2 ∈I∗G(A,2). Then we can choose Q 1, Q 2 ∈I∗G(V ,2) such that
R1  Q 1 and R2  Q 2. By Lemma 5.8 and Theorem 2.6 we may assume [R1, V ] 
= 1 
= [R2, V ]. Now,
A normalizes [Q 1, V ] by Corollary 7.5, so we can take [Q 1, V ] S1 ∈I∗G(A,2). Then
1 
= [R1, V ] [Q 1, V ] ∩ R1  S1 ∩ R1
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conjugating Q 1 into Q 2 and apply Corollary 7.5 to deduce that
[Q 1, V ] = [Q 1, V ]c =
[
Q c1, V
] = [Q 2, V ].
This implies that 1 
= [Q 1, V ] R1 ∩ R2, and therefore R1 = R2. 
Proposition 7.7. Let V  A ∈ AO(I) and suppose CG(V ) has odd order. Then I∗G(V ,2) = I∗G(A,2) and
CG(V ) normalizes each element ofI
∗
G(V ,2). Furthermore, if Zq × Zq ∼= W  I where q is a prime different
from p and CG(W ) has odd order thenI
∗
G(V ,2) =I∗G(W ,2).
Proof. Let Q ∈I∗G(V ,2). The factorization Q = [Q , V ]CQ (V ) implies Q = [Q , V ] since CG(V ) has
odd order, so A normalizes Q by Corollary 7.5. This allows us to deduce that I∗G(V ,2) =I∗G(A,2)
because V  A. To show that CG (V ) normalizes Q , let g ∈ CG(V ). Then Q , Q g ∈I∗G(V ,2). We may
assume Q 
= 1, so there exists v ∈ V # such that CQ (v) 
= 1. Then also CQ g (v) 
= 1. Hence Q = Q g by
Lemma 5.8 since I∗G(V ,2) =I∗G(A,2).
The ﬁnal statement now follows because we can choose A to contain W as well as V by
Lemma 3.11. 
For the next two results we introduce the following hypothesis:
(H) The centralizer of every subgroup of the form Zq × Zq ∼= W  I has odd order and I =
I∗G(V ,2) 
= {1}.
We will show that if (H) holds then I is conjugate to every element of NIO(G). By Proposition 7.6
this will achieve the goal for this section as set out at the beginning.
Proposition 7.8. Assume (H). Let q be a prime distinct from p. Suppose Zq ×Zq ∼= W  I . Then there exists a
maximal subgroup M of G such that I  M and Sylp(M) ∩ Sylp(G) 
= ∅ or Sylq(M) ∩ Sylq(G) 
= ∅.
Proof. Suppose no such maximal subgroup exists. Amongst all maximal subgroups containing I pick
one which maximizes the sum of the orders of a Sylow p-subgroup and a Sylow q-subgroup. Call
this maximal subgroup M . Without loss of generality we can assume V  P ∈ Sylp(M) and W  Q ∈
Sylq(M) by Lemma 2.5(ii) and Corollary 4.3. So P permutes the elements of I. Since I=I∗G(A,2),
we know that I has at most p+1 elements by Lemma 5.8 and the fact that V contains exactly p+1
subgroups of order p. So there are three possibilities for the lengths of the orbits of I under the
action of P . The possibilities are:
(i) all 1;
(ii) p and 1;
(iii) p.
Now, by the previous proposition, I=I∗G(W ,2), so Q acts on I as well. Thus we also know that
I has at most q + 1 elements, as we can ﬁnd B ∈AO(I) containing W , and I∗G(W ,2) =I∗G(B,2).
Again, there are three possibilities for the lengths of the orbits of I under Q :
(I) all 1;
(II) q and 1;
(III) q.
So there are nine cases here, but we need only consider six of them as we can freely interchange
p and q.
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NG(P ) permutes the elements of I. Both NG(V ) and NG(W ) permute the elements of I for the
same reason, and we cannot have 〈NG(P ),NG(V ),NG(W )〉 = G because V is in the kernel of the
action. So
〈
NG(P ),NG(V ),NG(W )
〉
 N ∈ Max(G).
We see that P /∈ Sylp(N) as P /∈ Sylp(G), and this gives us a contradiction to the choice of M after
observing that I, Q  NG(W ) N .
Case (ii), (II): This gives an immediate contradiction as p + 1 = |I| = q + 1 and p 
= q.
Case (ii), (III): The contradiction in this case is because p + 1 = |I| = q and p and q are distinct odd
primes.
Case (iii), (III): As before, p = |I| = q and p 
= q. 
Proposition 7.9. Assume (H). Then there exists A ∈AO(I) containing V and M ∈ Max(G) such that A  M
and P ∈ Sylp(M) ∩ Sylp(G). Moreover, V  P .
Proof. Suppose that for some prime q 
= p there exists Zq × Zq ∼= W  I . Then the result holds by
the previous proposition, after potentially replacing V with W . So we may suppose no such q exists,
in which case
Op′(I) is cyclic.
Assume no such pair A,M exists. Amongst all elements of AO(I) which contain such a subgroup V
and amongst all maximal subgroups of G choose A ∈AO(I) and M ∈ Max(G) so that A  M and so
that the order of a Sylow p-subgroup of M is maximized. We show that without loss of generality
V is normal in a Sylow p-subgroup of M . Let A  I1 ∈NIO(M) and let Op(I1) P ∈ Sylp(M). Then
Op(I1) P by Corollary 4.3. Since V Op(I1) we see that Op(I1) is noncyclic, then Lemma 2.5(ii)
implies that we can ﬁnd Zp ×Zp ∼= V1Op(I1) such that V1 P , and there exists A1 ∈AO(I1) con-
taining V1. Let I1  I2 ∈NIO(G). Then I2 is conjugate to I because A  I ∩ I2. Moreover, A1 and M
(with respect to I2) satisfy the conditions that we originally imposed on A and M (with respect to I).
Therefore we can replace I by I2, in which case we may assume that V  P .
Now ﬁx A  I1 ∈ NIO(M) with Op(I1)  P ∈ Sylp(M) and V  P . Without loss of generality,
I1  I . As before, P acts on I and the same three cases arise for the lengths of the orbits.
Case (i): A simpliﬁed version of the argument from case (i) of the previous proposition deals with
this.
Case (ii): It may be the case that O2(M) = 1, so we begin by showing we may suppose O2(M) 
= 1
and I∗G(P ,2) = {O2(M)}. First, recall that by Lemma 5.6 the element of I normalized by P is of
the form O2(N) for some N ∈ Max(G) containing A. We have 〈A, P 〉  NG(O2(N)) = N , and so we
can replace M by N if necessary to get O2(M) ∈ I. We remark that this does not invalidate our
assumption that V  P . Next, as V  P we see that
O2(M) ∈I∗G(P ,2).
Now let R be any element of I∗G(P ,2) and let R  S ∈ I. Then for any x ∈ P we have Sx ∈ I
because P  NG(V ), and since P normalizes R we get 1 
= R  S ∩ Sx , giving S = Sx by Lemma 5.7.
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normalized by P we conclude that R =O2(M) and
I∗G(P ,2) =
{O2(M)
}
.
Now, let P < P1 ∈ Sylp(G). Then P < NP1 (P ), and NP1 (P ) permutes the elements of I∗G(P ,2). But
I∗G(P ,2) has a unique element, O2(M), which implies that NP1 (P ) NG(O2(M)) = M , a contradic-
tion to the choice of M .
Case (iii): In this case P does not normalize any element of I, so
O2(M) = 1
and F p′ (M)Op′(I1). Since I1  I we see that Op′(I1) is cyclic by the ﬁrst paragraph, so also F p′ (M)
is cyclic. Therefore P/CP (F p′ (M)) is abelian and
P ′  CP
(
F p′(M)
)
.
Lemma 4.2 then implies that [P ′,Op′(I1)] = 1, and in particular, Op′ (A) normalizes P ′ . As Op(A) P ,
we deduce that A  NG(P ′). Let P < P1 ∈ Sylp(G). Then P < NP1 (P ) and P ′ NP1 (P ). So
〈
A,NP1(P )
〉
 NG
(
P ′
)
.
If P ′ 
= 1 this contradicts the choice of M , and if P ′ = 1 then P commutes with V , so P cannot induce
an orbit of length p on I. This is because for any Q ∈I there exists v ∈ V # such that CQ (v) 
= 1, and
if [P , V ] = 1 then for any x ∈ P we have CQ x(v) 
= 1, giving Q = Q x by Lemma 5.8. This eliminates
the ﬁnal case and completes the proof by contradiction of the main statement. The assumption that
V  P can now be made without loss of generality by a familiar argument. 
The following theorem completes the goals of this section. The hypothesis is satisﬁed by assum-
ing (H) and applying Proposition 7.9. We avoid assuming (H) explicitly in the hypothesis because we
use the result to prove Proposition 7.11, in which we do not assume (H).
Theorem 7.10. Suppose V  A ∈AO(I) and A  M ∈ Max(G) such that V  P ∈ Sylp(M) ∩ Sylp(G). Then
every element ofNIO(G) is conjugate to I .
Proof. Let J ∈ NIO(G) and let B ∈ AO( J ). By Sylow’s Theorem we may assume Op( J )  P , so
Op( J ) normalizes V . Now, |Op( J )| |Op(B)| = |Op(A)| |V | = p2, and since a Sylow p-subgroup of
Aut(V ) has order p we get COp( J )(V ) 
= 1 and
〈 J , V 〉 NG
(
COp( J )(V )
)
< G.
Let X = 〈 J , V 〉. Then [F2,p′ (X), V ] = 〈[CF2,p′ (X)(v), V ] | v ∈ V #〉 by Theorem 2.7, and Proposition 7.1
implies
[
CF2,p′ (X)(v), V
]
 F2,p′(X) ∩O2,p
(
CG(v)
)
O2(X)
for every v ∈ V #. Thus
[
F2,p′(X), V
]
O2(X)
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implies J ∈NIO(X), yielding [Op′( J ), V ] = 1 by Lemma 4.2. Therefore we can deﬁne a subgroup
Y =Op′( J )VO2(X)
of X . By Hall’s Theorem we can take J  H ∈ Hall2′ (X) and ﬁnd x ∈ X such that V x  H . Since Op( J )
normalizes Y we have Y  X , which implies H ∩ Y ∈ Hall2′ (Y ). Therefore H ∩ Y maps isomorphically
onto H ∩ Y = Y , which is nilpotent because [Op′( J ), V ] = 1. Hence H ∩ Y is nilpotent. We have
V x  H ∩Y with V x ∼= V ∈ Sylp(Y ), so we deduce that V x ∈ Sylp(H ∩Y ), i.e., V x =Op(H ∩Y ). The fact
that H ∩ Y  H then implies that V x  H , in particular J normalizes V x . Remembering that V  I ,
we conclude that 〈I, J x−1 〉 NG(V ) < G and Theorem 4.1 completes the proof. 
The ﬁnal result of this section is used to deal with a scenario that arises in the next section.
Proposition 7.11. Suppose CG (V ) has even order and I is contained in precisely two maximal subgroups L
and M of G satisfying O2(L) = 1 
= O2(M). Assume some element of NIO(G) is not conjugate to I . Then
there exists Zq ×Zq ∼= W  I such that W  F (L) and |I∗G(B,2)| = 1 for some B ∈AO(I) containing W .
Proof. Suppose false. Proposition 5.4 implies that F (L) is noncyclic, so there exists Zq × Zq ∼= W  I
such that W  F (L). Let Oq(I)  Q ∈ Sylq(L). Then since Oq(L)  Q we can choose W so that
W  Q . Let W  B ∈AO(I). We have |I∗G(B,2)| > 1, in particular CG(W ) has odd order by Propo-
sition 7.6. Then Proposition 7.7 gives I∗G(W ,2) =I∗G(B,2), so
O2(M) ∈I∗G(W ,2)
by Theorem 4.5. Let A = CB(V )V . Then A ∈AO(I) by Lemma 3.11. If q 
= p then we have W  CB(V ),
giving W  A, and another application of Proposition 7.6 yields |I∗G(A,2)| = 1 because V  A. Since
we have assumed the result is false we deduce that q = p, and for convenience of notation we will
change the name of Q to P . Now, A normalizes W , so A permutes the elements of I∗G(W ,2). We
have seen that O2(M) ∈ I∗G(W ,2) and since |I∗G(A,2)| = 1 and A  M , it must be the case that
I∗G(A,2) = {O2(M)}. Therefore A does not normalize any of the other elements of I∗G(W ,2). Since
A = CB(V )V and B normalizes each element of I∗G(W ,2), the action of A on I∗G(W ,2) is completely
determined by V . In particular, any orbit of length greater than 1 has length a power of p, so
∣∣I∗G(W ,2)
∣∣ ≡ 1 mod p.
Now, we picked W so that W  P , so P permutes the elements of I∗G(W ,2) as well. Since V  P ,
we deduce that P normalizes a unique element of I∗G(W ,2) because the same is true of A and V
controls the action of A on I∗G(W ,2). The element must be O2(M). So by an argument that can be
found in case (ii) of Proposition 7.9,
I∗G(P ,2) =
{O2(M)
}
.
We now let P  P1 ∈ Sylp(G) and take successive normalizers to conclude that I∗G(P1,2) = {O2(M)}.
Hence P1  M . Since Op(I)  P1, we can pick Zp × Zp ∼= V1  I such that V1  P1. Now apply
Theorem 7.10 to obtain a contradiction. 
8. The remaining cases
From what we have proved so far, we may assume that every element of NIO(G) contains a
normal subgroup isomorphic to Zp × Zp . Let I ∈ NIO(G) and let Zp × Zp ∼= V  I . Due to the
results of the previous two sections there are three cases that we must consider. We deﬁne three
hypotheses:
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(H2) V does not normalize a nontrivial 2-subgroup of G;
(H3) Some element of AO(I) has rank at least 3.
Lemma 8.1. Let A ∈AO(G) and suppose m(A) 3. Then |I∗G(A,2)| = 1.
Proof. Let R, S ∈ I∗G(A,2). We may assume both R and S are nontrivial, so by Lemma 2.10 there
exists a ∈ A# such that CR(a) 
= 1 
= CS (a). Hence R = S by Lemma 5.8. 
Proposition 8.2. If there exist elements ofAO(I) of rank at least 3 then V is contained in one of them.
Proof. Let A ∈AO(I) have rank at least 3 and let Z3p ∼= D  A. By an argument found in Lemma 3.11
we have |CD(V )|  p2. Then CD(V )V is elementary abelian of order at least p3, and Lemma 3.11
implies CD(V )V  CA(V )V ∈AO(G). 
From now on we let A be an element of AO(I) which satisﬁes |I∗G(A,2)| = 1. Under (H1) every
element of AO(I) containing V satisﬁes this property (see Proposition 7.6), and under (H3) we apply
Lemma 8.1. We also make the assumption that |π |  2. This will do us no harm since we wish to
prove that NIO(G) forms a single conjugacy class. If it were the case that |π | = 1 then the elements
of NIO(G) would be Sylow p-subgroups for some prime p and would be conjugate by Sylow’s
Theorem.
Lemma 8.3. If A  M ∈ Max(G) withO2(M) 
= 1 thenI∗G(A,2) = {O2(M)}.
Proof. Let O2(M) R ∈I∗G(A,2) and suppose O2(M) 
= R . Then
O2(M) < NR
(O2(M)) NG(O2(M)) = M.
This contradicts the fact that I∗M(A,2) = {O2(M)}. So O2(M) ∈I∗G(A,2) and the result follows be-
cause |I∗G(A,2)| = 1. 
Proposition 8.4. Let A  L,M ∈ Max(G). Then L = M if one of the following conditions holds:
(i) O2(L) = 1 =O2(M) and I  L ∩ M;
(ii) O2(L) 
= 1 
=O2(M).
Proof. In case (ii) the previous lemma implies I∗G(A,2) = {O2(L)} = {O2(M)}, so O2(L) =O2(M) and
L = NG(O2(L)) = NG(O2(M)) = M . In case (i) Theorem 3.6 implies that F (L)  I  M and F (M) 
I  L and Theorem 2.9 provides the conclusion because |π | 2. 
Proposition 8.5. Suppose I is contained in a maximal subgroup L of G with O2(L) = 1. Assume there exists
Zq × Zq ∼= W  I such that W Oq(L) and |I∗G(B,2)| = 1 for some B ∈AO(I) containing W . Then L is
the unique maximal subgroup of G containing I .
Proof. Suppose false and let I  M ∈ Max(G) with M 
= L. Then O2(M) 
= 1 by Proposition 8.4. Let
w ∈ W # and let CG(w)  H ∈ Max(G). Then CF (L)(w)  F (L) ∩ H and CF (L)(CF (L)(w))  CF (L)(w).
Thus Theorem 2.9 applies with X = CF (L)(w) and we deduce that one of the following holds:
(i) L = H ;
(ii) π(F (H)) π(F (L));
(iii) F (L) =Or(L) and F (H) =Or(H) for some prime r.
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can take B  IH ∈NIO(H). If O2(H) = 1 then F (H) IH and
π
(
F (H)
) = π(IH ) = π(B) = π = π
(
F (L)
)
.
This contradicts our assumption that (ii) holds, so O2(H) 
= 1. Then Proposition 8.4 implies H = M .
We conclude that for every w ∈ W # we have
CG(w) L or CG(w) M. (†)
Now, take any l ∈ L. Since F (L) I  M we see that F (L) normalizes O2(M), so also F (L) normalizes
O2(M)l . Then
O2(M)l =
〈
CO2(M)l (w)
∣∣ w ∈ W #〉.
By Theorem 4.5 we have O2(M) ∩ L = 1 because O2(M) ∩ L ∈IL(A,2) = {1}, and it follows from (†)
that whenever CO2(M)l (w) 
= 1 we must have CO2(M)l (w) M , because otherwise 1 
= CO2(M)l (w)
O2(M)l ∩ L = (O2(M) ∩ L)l = 1. Hence
O2(M)l  M for every l ∈ L.
In particular, if we take k, l ∈ L then O2(M)kl−1 normalizes O2(M), so O2(M)k normalizes O2(M)l .
Thus 〈O2(M)L〉 is a 2-group, which is contained in M and is normalized by I , implying that
〈O2(M)L〉  O2(M) and L  NG(O2(M)) = M . This is a contradiction because L and M are distinct
maximal subgroups. 
Proposition 8.6. Let A  L ∈ Max(G) and let A  I1 ∈NIO(L). Then I1 ∈NIO(G).
Proof. It suﬃces to show that NG(I1)  L. Let g ∈ NG(I1). Then I1  L, Lg and I1 ∈ NIO(Lg). If
O2(L) = 1 then F (L)  I1  Lg and F (Lg)  I1  L which implies L = Lg by Theorem 2.9 since
|π(F (L))| = |π |  2. If O2(L) 
= 1 then I∗G(A,2) = {O2(L)} = {O2(Lg)} by Proposition 8.4 and
L = Lg . 
Proposition 8.7. Suppose I is contained in a unique maximal subgroup L of G. Then L is the unique maximal
subgroup containing A.
Proof. Let A  M ∈ Max(G). We split into four cases.
Case 1: O2(L) = 1 =O2(M).
The argument comes from [4, 3.3, p. 412]. Let Z = Z(I) and observe that Z  A  M , so Z =
Op(Z) ×Op′(Z) normalizes Op(M) for any p ∈ π . Since I  CG(Op(Z)),CG (Op′ (Z)) we have
CG
(Op(Z)
)
,CG
(Op′(Z)
)
 L,
and as L is soluble Z  F (L), giving Op′(Z)Op′(L). These observations enable the following calcu-
lation:
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COp(M)
(Op(Z)
)
,Op′(Z)
]

[
L,Op′(L)
] ∩ [Op(M),M
]
Op′(L) ∩Op(M)
= 1.
Hence [Op(M),Op′ (Z)] = 1 by the P × Q Lemma. So
Op(M) CG
(Op′(Z)
)
 L,
and as p was arbitrary we get F (M) L. This implies M = L by Theorem 2.9.
Case 2: O2(L) 
= 1 
=O2(M).
Follows from Proposition 8.4 since A  L,M .
Case 3: O2(L) 
= 1 =O2(M).
Let A  I1 ∈NIO(M). Then I1 ∈NIO(G) by Proposition 8.6, so there exists g ∈ G such that
I1 = I g
by Corollary 3.9. We note that M is the unique maximal subgroup containing I1, because if N ∈
Max(G) with I1  N then I = I g
−1
1  Mg
−1 ∩ Ng−1 , giving Mg−1 = Ng−1 and M = N . Now, I g−11 = I
normalizes O2(L) 
= 1, so I1 normalizes O2(L)g 
= 1. Since G is simple we get I1O2(L)g < G , and it
follows that
O2(L)g  M.
Thus 1 
=O2(L)g ∈IM(A,2) = {O2(M)} = {1}, a contradiction.
Case 4: O2(L) = 1 
=O2(M).
Similar to case 3. 
Proposition 8.8. If some element of NIO(G) is not conjugate to I then A is contained in a unique maximal
subgroup of G.
Proof. Proposition 8.4 implies that I is contained in at most two maximal subgroups L and M of
G satisfying O2(L) = 1 
= O2(M). Suppose both exist. Then we need not consider (H2). We wish to
apply Proposition 8.5, so we need a subgroup W satisfying the hypothesis. Under (H3), by Lemma 8.1
and Proposition 8.2 we can assume V = W if we can ﬁnd Zq × Zq ∼= W  I such that W  F (L). It
is clear that we can ﬁnd such a W by Corollary 5.5 and Lemma 2.5(ii). Under (H1) we see that W
exists by Proposition 7.11. Thus we apply Proposition 8.5 to conclude that I is contained in a unique
maximal subgroup of G . Proposition 8.7 then provides the result. 
Proposition 8.9. Suppose A is contained in a unique maximal subgroup L of G. IfOp(A) P ∈ Sylp(L) then
P ∈ Sylp(G).
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so Op(A) normalizes Op′(Ln), and we have
Op′
(
Ln
) = 〈COp′ (Ln)(a)
∣∣ a ∈ A#〉.
It follows that Op′(Ln) 〈CG (a) | a ∈ A#〉 L since A  CG(a) for every a ∈ A#. Set L = L/Op′(L). Note
that Op(L) normalizes Op′ (Ln) since P normalizes Op′(Ln) and P ∈ Sylp(L). So
[Op(L),Op′
(
Ln
)]
Op(L) ∩Op′
(
Ln
) = 1.
We now observe that F (L) =Op(L) and deduce that
Op′
(
Ln
)
 CL
(
F (L)
)
 F (L) =Op(L),
giving Op′ (Ln) = 1 and Op′(Ln)  Op′(L). Since L and Ln are isomorphic we get Op′(Ln) = Op′(L).
It remains to check that Op′ (L) 
= 1 to obtain a contradiction. This holds because if O2(L) = 1 then
π(F (L)) = π and |π | 2. 
Theorem 8.10.NIO(G) forms a single conjugacy class.
Proof. Suppose false and pick J ∈NIO(G) not conjugate to I . Then I and J both satisfy the proper-
ties stated at the beginning of this section. In particular, there exists Zq ×Zq ∼= W  J , and for some
B ∈AO( J ) containing W we have |I∗G(B,2)| = 1.
The previous result implies that A and B are each contained in a unique maximal subgroup of G .
Call these subgroups L and M respectively and let Oq( J ) Q ∈ Sylq(M). Then Oq( J ) Q by Corol-
lary 4.3. We wish to assume that W  Q . We can certainly ﬁnd Zq ×Zq ∼= W1 J such that W1 Q
by Lemma 2.5(ii). We may assume W = W1 if there exists B1 ∈ AO( J ) containing W1 such that
|I∗G(B1,2)| = 1. If AO( J ) contains an element of rank at least 3 then this condition is satisﬁed
by Lemma 8.1 and Proposition 8.2. If not then no element of AO( J ) has rank greater than 2 and the
results of the previous section imply that B1 exists. So we assume W  Q . Next we apply Proposi-
tion 8.9 and Sylow’s Theorem to get Q ∈ Sylq(G) and then Oq(I) Q without loss of generality. So
Oq(I) normalizes W . Since a Sylow q-subgroup of Aut(W ) has order q we deduce that
COq(I)(W ) 
= 1.
Thus 〈A,W 〉 NG(COq(I)(W )) < G and we conclude that
W  L.
Now, for every w ∈ W # we have B  CG(w), so CG(w) M , and it follows that
Fq′(L) =
〈
CFq′ (L)(w)
∣∣ w ∈ W #〉 M.
We ﬁnally observe that Oq(L)Oq(I) M , giving
F (L) M.
Now, as in Lemma 4.6 we have the factorization
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where I0 is a Hall 2′-subgroup of the inverse image of F (L/O2(L)) in L and I0  I . We see that
NL(I0) contains a Sylow q-subgroup of L, so there exists l ∈ L such that Wl  NL(I0). In fact we can
choose l ∈O2(L). Then
Oq′(I0) =
〈
COq′ (I0)
(
wl
) ∣∣ w ∈ W #〉 Ml
since Ml is the unique maximal subgroup containing Bl and Bl  CG (wl) for every w ∈ W #. Our
choice of l implies that Ml = M , so Oq′ (I0) M . We also have Oq(I0)Oq(I) M , giving
I0  M.
Another application of Lemma 4.6 yields M = NM( J0)O2(M), again where J0 is a Hall 2′-subgroup of
the inverse image of F (M/O2(M)) in M and J0 J . Without loss of generality we can assume
I0  NM( J0)
by Hall’s Theorem. Let r, t ∈ π be distinct, and consider the action of Or(I0)×Ot(I0) on Or( J0). Since
I is contained in NG(Or(I0)), we must have NG(Or(I0)) L, therefore COr ( J0)(Or(I0)) L. Hence
[
COr( J0)
(Or(I0)
)
,Ot(I0)
]

[
L,Ot(I0)O2(L)
] ∩Or( J0)
Ot(I0)O2(L) ∩Or( J0)
= 1.
Thompson’s P × Q Lemma then implies
[Or( J0),Ot(I0)
] = 1. (†)
So Or( J0) NG(Ot(I0)) L, and in fact since r was chosen arbitrarily,
J0  L.
Set L = L/O2(L). Then by (†) we have [Or( J0),Ot(I0)] = 1. Since this holds for any distinct primes
r and t and since Ot(I0) =Ot(L) we get
[Or( J0), Fr′(L)
] = 1.
Thus J0F (L) is nilpotent. By Theorem 3.6 we see that I = I F (L) is also nilpotent, and Lemma 2.15
implies that
[Or(I),Ot( J0)
] = 1. (∗)
Consider the subgroup K = Or(I)Ot( J0)O2(L) of L. Let Or(I)  H ∈ Hall{r,t}(K ). From (∗) we have
Ot( J0)O2(L) K , so
Or(I) normalizes H ∩Ot( J0)O2(L).
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Ot( J0)O2(L). Since Ot( J0) ∈ Sylt(H∩Ot( J0)O2(L)), there exists l ∈O2(L) such that Or(I)l normalizes
Ot( J0). Hence Or(I)l  NG(Ot( J0)) M , and as l ∈O2(L) M we deduce that
Or(I) M.
Repeating the argument for every prime r ∈ π allows us to conclude that I  M , and Theorem 4.1
completes the proof. 
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