The zero temperature spin-glass transition for the random Ising model in a transverse field Γ, on random graphs with fixed connectivity, is studied with the density matrix renormalization group technique. We present results for the spin-glass susceptibility, energy gap, Edwards-Anderson order parameter, among other observables. We also present a simple variational Ansatz which shows that the numerical results for the critical value of Γc are non-trivial.
I. INTRODUCTION
Quantum phase transitions is a most active topic in theoretical physics 1 , to which disorder and frustration of a quantum spin glass add considerable intricacies 2 . Although quantum effects are usually considered to be negligible in spin glasses at finite temperatures, experiments on Li Ho x Y 1−x F 4 3 , UCu 5−x Pd x 4 , and cuprates such as La 2 (Cu,Li)O 4 5 have proved them to be highly relevant. The first experimental realization of quantum annealing 6 , also exploits, obviously, quantum effects.
Theoretical approaches to the QSGT started with the replica formulation of Bray and Moore 7 , for the infiniterange random Ising model in a transverse field (RITF). The debate about the restoration of the replica symmetry in the quantum case 8, 9 ended when replica symmetry breaking was proved by Goldschmidt and Lai 10 , and the mean-field QSGT was characterized by Miller and Huse 11 . A Landau theory formalism for the problem of quantum rotors was developed by Ye, Sachdev and Read 12 , and recently extended by Arrachea and coworkers 13 to characterize the T = 0 QSGT in presence of both longitudinal and transverse magnetic fields.
For models with short-range interactions, and at the other extreme of the dimensionality axis, an elegant solution of the one-dimensional (1D) RITF, using a real space renormalization group (RG) scheme, has been obtained by Fisher 14, 15 . No exact results exist in two (2D) and three dimensions (3D), although quantum Monte-Carlo (QMC) simulations 16, 17, 18 , along with the phenomenological droplet scenario of Thill and Huse 19 , and extensions of the RG method 20 , provide a reasonable picture: In 2D the QSGT takes place only at T c = 0, while in 3D, the critical line extends at finite temperatures 16 . QMC is the most reliable tool to analyze finite dimensional glasses, but the method is intrinsically designed to work at finite T : the T = 0 limit is therefore difficult to study.
Concerning classical spin glasses on graphs, the Cayley-tree case has been studied long ago 21 . However, a finite-size Cayley-tree is dominated by boundary effects (the leaves) and presents no frustration. A way out consists in studying random graphs with a fixed connectivity which, in the classical case, allow the application of an extremely powerful technique, the cavity approach 22 . These random graphs present frustration (i.e., have loops) and have no boundaries. On the other hand, the average size of their loops grows with the number of sites 23 , thus making them resemble, locally, a Bethe lattice (see figure 1) . We know of no work which explores quantum effects in these systems, althouth an ideal numerical tool to study these effects exists: The density matrix renormalization group (DMRG).
DMRG
24,25 is known to be a highly accurate method to analyze T = 0 ground state properties of 1D or quasi-1D quantum many body systems, including treelike structures 26 . We employ it, in the present paper, to analyse the ground state properties of the RITF model on random graphs of fixed connectivity K = 3, as a function of the applied transverse field Γ. The QSGT is characterized by finding the value of Γ c for which the spin glass susceptibility χ SG diverges. Moreover, other indicators of the QSGT have been checked: vanishing of the gap, non-zero Edwards-Anderson order parameter, maximum von-Neumann block entropy, etc. A simple variational Ansatz does not appear to capture in a quantitative way the relevant states involved in the transition.
The rest of the paper is organized as follows: Sec. II presents the model, and Sec. III provides details on the application of DMRG. Sec. IV shows the numerical DMRG results obtained. Sec. V presents a discussion of the results and some concluding remarks. 
II. MODEL
Let us consider the random Ising model in a transverse Field (RITF) on a generic graph 27 :
where i, j denotes pairs of neighboring sites i and j on the graph. The values of J ij are uncorrelated random variables with a uniform probability density distribution in the interval [−1, 1]. We will focus our study on randomly generated graphs, with N sites and a fixed connectivity K = 3 22,23 , i.e., each site i is connected to K = 3 other (randomly chosen) sites j. An example of such a graph, with N = 30 sites, is shown in Fig. 1 .
It should be noticed that, locally and for large N , such graphs resemble Bethe-lattices, as we have highlighted with thicker links in Fig. 1 . Nevertheless, unlike perfect trees -whose physical behavior is dominated by the boundary (i.e., the leaves)-, such a graph has no boundary. Moreover, perfect trees have no loops and, therefore, present no frustration, while random graphs with fixed connectivity do contain loops and, therefore, have genuine frustration. It has been proved, nonetheless, that short loops become rare as N → ∞: More precisely, the probability of finding a loop of any fixed size L falls to zero when N → ∞ 23 . The physics of classical spin glasses in these graphs has been studied using the cavity method by Mézard and Parisi 22 . We will take the product of eigenstates of σ The transverse field Γ may be considered as a kinetic energy coefficient, providing a hopping term among the classical configurations. In the Γ → ∞ limit the transverse field term dominates and the ground state tends to the state |x , with all the spins pointing in the positive x-direction, separated by a large gap ∆ ≈ Γ from the first excited state. Let us remark that all the components of the canonical basis have the same amplitude in the state |x .
By decreasing Γ there is a certain value Γ = Γ c for which the system undergoes a quantum spin-glass transition (QSGT). The most direct indicator of the transition is the vanishing of the energy gap ∆. For Γ > Γ c , the system is in a quantum paramagnetic phase, which presents no long-range order. Below Γ c , the system is in a quantum spin-glass phase, presenting a hidden longrange order which may be detected by a number of observables. We will focus here on the divergence of the spin-glass susceptibility:
i.e., physically, a small longitudinal magnetic field h z j , applied at site j, generates a magnetization response on each site i, which is measured (and squared, so as to disregard its sign); the results are summed over all sites i and averaged over all sites j. If the system is in a paramagnetic phase, the magnetization will be proportional to h z j and short-ranged in space, so that the sum over i and j yields a finite value for χ SG . On the other hand, on approaching the spin-glass phase, an infinitesimally small longitudinal magnetic field h z j , localized at a single site j, will eventually induce a finite magnetization over a long-range of spins. This effect is at the origin of the divergence of χ SG .
We shall now discuss the numerical approach we have used to study this system, and the results obtained.
III. APPLICATION OF THE DMRG
The density-matrix renormalization group (DMRG) has proved to be an accurate method to analyse the properties of 1D and quasi-1D systems 24, 25 . The DMRG may be described as a variational method within the matrix-product states (MPS), which constitute a lowdimensional subspace of the full Hilbert space 28 . A MPS may be expressed as
where each A (si) is a square matrix with dimension m, which may be considered as the number of retained states per block when splitting the system into a left and right parts. The total number of variational parameters is less than 2N m 2 ≪ 2 N . The success of the DMRG is related to the ability of these MPS to reproduce faithfully the ground states of local 1D many-body problems for low values of m 29 . If m → ∞, any state of the Hilbert space may be exactly represented as a MPS.
The minimum number of retained states m is related to the exponential of the von Neumann entropy of the DMRG block 30 . In a non-critical 1D system, this entropy is bounded for all sizes, while it grows as ln L for a 1D critical system of length L. It is believed that for a Ddimensional system out of criticality, the von Neumann entropy scales as L D−1 , where L is the shortest spatial dimension of the system 31 . This estimate is known as the area law and is believed to have logarithmic corrections at critical points. An important practical consequence is that, in order to study a 2D system, the number of retained states m should grow as e aL , thus making DMRG very inefficient.
Our system, on the other hand, is defined on a random graph of fixed connectivity, K = 3. We will show that this poses no problem to the number of retained states m, which appears to remain manageable even for N = 500. However, the implementation of the DMRG on such a model has required the following technical refinements of the original method:
(a) Path selection. In a non-1D system, DMRG proceeds by converting the system into an effective 1D problem with long-range couplings. A path is chosen along the graph, which does not repeat sites, and is considered to be appropriate if the number of broken links between the left and the right blocks is kept low along a DMRG sweep. Normally, the selection of a suitable path in a quasi-1D system (e.g. ladders) is done by geometrical intuition. In our implementation we have designed an automated procedure: a simulated annealing algorithm is employed in order to minimize the number of broken links. The full problem of finding the optimal path is computationally very hard: so we do not aim at the exact optimum, but only to a reasonably good local minimum. We have noticed that our quasi-optimal path performs much better than a random path.
(b) Perron-Frobenius criterion. The Hamiltonian of the RITF on any graph fulfills, on the canonical basis, the conditions of the Perron-Frobenius theorem, i.e., all off-diagonal components are nonpositive. Hence, all the ground state components must have the same sign. Using the MPS representation of the ground state obtained within the DMRG, it is always possible to reconstruct the amplitude of any configuration C = {s 1 · · · s N }. The obtention of the full |Ψ is unfeasible, since it would require reconstructing the amplitude of an exponentially large number of configurations. Nonetheless, it is possible to pick up a few random configurations C, and check that all their amplitudes have the same sign. Whenever this criterion was not met -a rather rare event-, the calculation was repeated by changing the random seed for the Lanczos procedure on the first DMRG step. (d) Adaptive number of retained states. The number of retained states m, and the number of DMRG sweeps n s , are not fixed in our algorithm. We set a maximum value for the neglected density-matrix probabilities in the RG-truncation (≈ 10 −6 ), and fix m accordingly. Moreover, sometimes convergence takes more sweeps than usual (n s ≈ 30 − 40) in order to obtain machine precision in the convergence of the ground state energy. This aspect is crucial in our case, since these extra-sweeps apparently allow the system to escape metastable states.
(e) Energy gap measurements. When there is a symmetry in a problem, e.g., under SU(2), it is usually possible to obtain the first excited state as the ground state of a different sector of the Hilbert space. In our case, lacking this, the best option has proved to be the following one. For each DMRG step, after the ground state |Ψ 0 had been found, it was "promoted" to a higher energy by the following transformation of the Hamiltonian:
in such a way that the ground state of this new hamiltonian is the former first excited state, as long as we take K > ∆, ∆ being the gap we are looking for. The density matrix used for truncation was built as a linear combination of the density matrices for each state, with equal weights. However, we should remember that only ground states of local Hamiltonians are expected to be faithfully represented by MPS 29 , and Eq. (4) does not define a local Hamiltonian. Therefore, the accuracy in the gap estimate is worse than that in the ground state energy and in other observables.
IV. RESULTS
In order to characterize the QSGT we have studied samples of random graphs with fixed connectivity K = 3 and sizes ranging from N = 50 to N = 500. We will illustrate our findings showing in detail the results obtained for a sample with N = 200 sites, whose behavior is typical of all the ensemble. 
which is found to increase very fast as Γ approaches 1.28 from above, and thereupon saturating at a very high value. We estimate the critical value Γ c for the given sample as the value of Γ at which the slope of the susceptibility attains its maximum. With this definition, Γ c appears to be completely independent of the chosen site i 0 , at our level of precision ∆Γ = ±0.01. The fact that this is a true divergence is demonstrated in figure 2(b) , where the behavior of χ 2 . Figure 2 (a) also shows two other observables which point towards the same value for Γ c . The first is the block entropy, defined as S = Tr(ρ log(ρ)), which is measured for all the left-right decompositions along a DMRG sweep, and whose maximum value is denoted by S max . This observable attains its maximum value, as a function of Γ, exactly at the same Γ c which is found by analyzing the spin-glass susceptibility. The second is the energy gap ∆, which extrapolates to zero at around Γ c : (This would be our main observable to pin-point the transition, were it not for the less reliable quality of its measurement, as discussed above.) Figure 2 (c), finally, shows our estimate of χ SG for different samples with N = 200 sites, differing in the choice of the couplings J ij , and diverging at different (sample dependent) values of Γ c .
The next observable we calculate, for our given sample, is the average value of S x , see figure 3 . For high Γ, the transverse field is dominant, the ground state is close to |x and the value of S x is close to 1. As we decrease Γ, this value is reduced fast. It is remarkable that, at the value of Γ c defined by χ SG , and confirmed by the energy gap and by the maximum block entropy, S x is never lower than 0.95, at variance with the 1D RITF, where it is normal to have values below 0.5. Along with S x , we also plotted in figure 3 the Edwards-Anderson order parameter, defined as
This quantity is nearly zero within the paramagnetic phase, coming to a value close to one inside the spin-glass phase. Notice that, as in the case of S x , q EA cannot be taken as an order parameter for the transition, because its increase is not sharp enough.
At different sizes N , the behavior of the various samples is qualitatively similar, the only difference being the sample-dependent value of Γ c . In principle, it is possible to construct histograms showing, for different N , the probability distribution of the various Γ c . As a preliminary result, we mark in figure 4 by empty circles the Γ c values obtained for 10 samples of different sizes: N =50, 100, 150, 200, 250, 300, 400, and 500. The crosses mark, for each size N , the average values of Γ c , which apparently saturate at some point around 1.5.
A useful clue to the physics of this system across the transition is obtained by monitoring selected wavefunction components of the ground state as a function of Γ, which is easily done with DMRG. We illustrate this in figure 5 , for a sample with N = 100 whose Γ c is marked by the arrow. One of the monitored configurations is the classical ground state of the system. (Naturally, there are two of them, related by a global spin-flip, which we denote by φ + and φ − . They are obtained by measuring the values of S z j at each site for very low Γ under the presence of a very small longitudinal field h z that splits the degeneracy between them. We will consider its weight to be the sum of their probabilities.) The classical ground state weight grows up to 1 as Γ is decreased. A second monitored configuration is picked at random (dashed lower line in figure 5 ): the weight of such a random configuration is similar to that of all the others only for very large values Γ, while it is definitely much smaller when Γ approaches the critical point. The remaining monitored configurations (and shown in figure 5 ) are several states obtained by classical simulated annealing, i.e., local minima of the classical energy. These states maintain a reasonable weight (similar to that of the optimal classical state) across the transition, up to a value of Γ below which their weight declines markedly.
These observations point to the following picture. The number of relevant classical states contributing to the figure 2 . The transition is marked with a vertical line, and it is clearly seen that both values start their crossover around that point. Notice that Sx takes a value very close to 1 at the moment of the transition, at variance with the situation in 1D. ground state changes drastically across Γ c . In the paramagnetic phase, the weights are very evenly divided among all possible states, and the ground state is close to |x : we recall that S x has a very high value down to the transition. Within the spin-glass phase, the ground state involves a much smaller set of classical states, until two states (the classical ground states φ + and φ − ) end up dominating for the lowest values of Γ. It would be helpful to understand how the number of states which are important across the transition increases for increasing N . One of classical states considered is the minimum energy classical configuration. Another one is chosen at random, and the rest are states with energies very close to the classical minimum. It is noticeable how, after the transition, all the states but the random one increase their probabilities. But, after some decrease in Γ, all of them but the real minimum reach a maximum value and, after that, fall to zero.
V. DISCUSSION AND CONCLUSIONS
As an attempt at explaining our numerical findings, let us construct a simple-minded variational theory based on the following drastic and crude assumption. Let us define |φ = with equal weights, of the two classical minimum energy states-and assume that, below a certain value of Γ, the ground state coincides with this state. We will assume that the spin at site i = 1 is + in φ + : φ + | σ z 1 |φ + = 1. Let us also define a state with all other possible configurations included:
In absence of longitudinal fields, we can try to represent the ground state as: |Ψ = α |φ + β |B . The relevant matrix elements of H are easily computed. We have: φ| H |φ ≡ E 0 ≈ −ǫN where E 0 is the minimum energy of the classical problem. For large N , E 0 behaves as −ǫN , where ǫ is the (absolute value of the) energy per site in the thermodynamic limit. For finite N , ǫ is clearly sample dependent, and we find it to increase from ∼ 0.6 at N = 100 up to ∼ 0.75 for larger N (its theoretical value is 0.75 as N → ∞, where frustration becomes irrelevant because of the large length of the loops). The other matrix elements are found to be: B| H |B ≈ −ΓN , and B| H |φ ≈ O(2 −N/2 ). The off-diagonal term is, therefore, exponentially small for large N . Neglecting it, we find a rather sharp crossover where the ground state changes from |Ψ ≈ |B , when Γ > Γ c = ǫ, to |Ψ ≈ |φ , when Γ < Γ c . One can even show that the spin-glass susceptibility χ SG diverges for Γ < Γ c . Indeed, including a (small) magnetic field on site i = 1, the Hamiltonian becomes
When the z-magnetization at a site i = 1 is measured, the states |B do not contribute, while |φ + and |φ − both give φ ± | σ z i |φ ± = ±1 for all sites i. Since there is no hopping term, the ground state will always be |φ + , no matter how small h z 1 is. This forces the divergence of the spin-glass susceptibility.
The fact that the physics of our model is actually more complicated than this simple Ansatz is signalled by the fact that our value of Γ c appears to be roughly twice as large as that predicted. If we set Γ c = αǫ, the values of α which are found in practice, using the samples from figure 4 are shown in table I. These values tend to converge to a certain α ∞ , roughly twice the predicted value α = 1. The real ground state energy of the system, as a function of Γ, is shown in figure 6 , and compared with the variational estimate given by the two straight lines.
Other works, such as 33 have provided simplified Hamiltonians which explain the QSGT in the ±J model in 2D by writing an Ansatz for the classical ground states, which in that case grow in number polynomially with the system size. In our case, the classical ground state for any given size N , barring accidental degeneracy, is unique. Nevertheless, a certain class of other important states makes a non-negligeable contribution to the energy close to the transition, as evidenced by Fig. 5 .
In conclusion, we have applied DMRG, with suitable technical modifications, to analyze the QSGT on random graphs of fixed connectivity K = 3 within the RITF Hamiltonian. The energy gap ∆, spin-glass susceptibility χ SG , maximum block entropy S max , Edwards-Anderson order parameter q EA and average x-magnetization S x were measured on samples of different sizes, ranging from N = 50 to N = 500 sites. We have used the divergence of χ SG as the indicator for the transition, providing a value of Γ c for which ∆ → 0, S max attains a maximum value and both q EA and S x start their crossover. We also monitored the ground state amplitude of several classical low-energy states, showing that, as Γ is reduced below Γ c , these amplitudes increase exponentially until they attain a maximum value and fall to zero, leaving the classical minimum energy state as the only ground state component as Γ → 0.
The fact that the model on such disordered graph was amenable to analysis within the DMRG is nontrivial. The maximum S max and, therefore, the maximum number of retained states per block, does not increase sensibly with the system size. In a restricted sense, the system behaves similarly to a 1D chain, despite the higher connectivity of the underlying graph. This is a rather remarkable effect due to the disorder, which perhaps leads to the selection of an effective 1D path of strong bonds: if the couplings J are not random, we have found that the number of retained states per block increases in a much more pronounced way. It will be interestingand is left to a future study -to understand quantitatively how the block entropy at the transition behaves as a function of the system size for random and non-random couplings 34, 35, 36 . It should be remarked that a quantum phase transition may be observed exactly in the MPS formalism with as few as two retained states per block 37 . The low values of S max measured in our system points to the fact that the number of states involved in the QSGT is reduced. Nevertheless, a simple variational Ansatz with only two states does not appear to represent appropriately the transition region, where evidently other states become important.
An interesting question is how our system differs from the 1D RITF analyzed by Fisher and coworkers 14, 15, 38 . In 1D, duality arguments and a detailed RG analysis give a value of Γ c satisfying log Γ c = [log J ij ] av , where [·] av indicates a sample average. This equation leads to values of Γ c much lower than those measured in our random graph case: The higher connectivity seems to make a large difference in that respect. Morevoer, in our case, the value of S x at the transition is fairly high, about 0.95, while it is almost always below 0.5 for RITF chains with the same sizes: This means that the state |x is dominant in the paramagnetic phase until the system is very close to the QSGT.
