A k-fault-tolerant gossip graph is a (multiple) graph whose edges are linearly ordered such that for any ordered pair of vertices u and v, there are k + 1 edge-disjoint ascending paths from u to v. Let τ (n, k) denote the minimum number of edges in a k-fault-tolerant gossip graph with n vertices. In this paper, we present upper and lower bounds on τ (n, k) which improve the previously known bounds. In particular, from our upper bounds, it follows that τ (n, k) ≤ nk 2 + O(n log n). Previously, it has been shown that this upper bound holds only for the case that n is a power of two.
Introduction
Throughout the paper, a graph may have multiple edges, but not self loops. When we emphasize that a graph has no multiple edges, we call it a simple graph. Let G = (V, E) be a graph. An edge-ordering of G is a bijection from E(G) to {1, 2, . . . , |E(G)|}. A graph G with an edgeordering ρ is an ordered graph (G, ρ). The underlying graph of an ordered graph (G, ρ) is the graph G. An ordered graph based on G is an ordered graph whose underlying graph is G. Let P = (v 0 , e 1 , v 1 , e 2 , v 2 , . . . , e k , v k ) be a path from a vertex v 0 to a vertex v k in G, where v i ∈ V (G) for 0 ≤ i ≤ k and e i ∈ E(G) for 1 ≤ i ≤ k such that all v i 's are distinct and e i joins v i−1 and v i for 1 ≤ i ≤ k. If ρ(e i ) < ρ(e j ) for 1 ≤ i < j ≤ k, then P is an ascending path from v 0 to v k in (G, ρ). An ordered graph (G, ρ) is a k-fault-tolerant gossip graph if for any ordered pair of vertices u and v in (G, ρ), there are k + 1 edge-disjoint ascending paths from u to v. A 0-fault-tolerant gossip graph is simply called a gossip graph. Let τ (n, k) be the minimum number of edges in a k-fault-tolerant gossip graph with n vertices. A minimum k-fault-tolerant gossip graph is a k-fault-tolerant gossip graph with n vertices and τ (n, k) edges.
The term of a gossip graph comes from the gossiping problem, first proposed by Boyd. Suppose that there are n persons such that each person has a unique message, and all the n persons want to know all the n messages by telephone. In each telephone call, the two persons exchange every message which they have at the time of the call. The gossiping problem is to find the minimum number of calls. A process that the n persons communicate by telephone can be modeled by an ordered graph (G, ρ), where each vertex (respectively, edge) corresponds to each person (respectively, telephone call) such that the edge-ordering ρ indicates the ordering of telephone calls. A person (vertex) v receives the message originated from a person (vertex) u if and only if there is an ascending path from u to v in the ordered graph (G, ρ). Thus, a gossiping for n persons can be modeled by a gossip graph with n vertices. The minimum number of calls in the gossiping problem on n persons was determined to be 2n − 4 by several researchers independently (see [1] , [4] , [6] , [11] ). Besides, several variations of the problem have been studied in [10] , [12] .
In some situation, a telephone call may fail in the sense that the messages in the failed call are not exchanged. The gossiping problem under the assumption of the existence of failed calls has been considered in [2] , [5] . Berman and Hawrylycz [2] first proposed the gossiping problem with at most k failed calls. Gossiping with at most k failed calls can be modeled by a k-fault-tolerant gossip graph (G, ρ), since an ordered graph obtained from (G, ρ) by deleting k edges corresponding to failed calls is still a gossip graph. Gossiping is now a fundamental problem in computer networks. When we study gossiping problems in computer networks, we need to specify many assumptions. Our gossiping model corresponds to gossiping in computer networks under the assumptions that communication mode is full-duplex and whispering, packet size is unbounded, fault type is transient link-fault, fault model is bounded, and algorithm is nonadaptive. For each terminology in these assumptions, the reader is referred to the survey [9] by Pelc.
Berman and Hawrylycz [2] showed that
)
(n − 1)
Haddad, Roy, and Schäffer [5] proved that
where p is any integer between 1 and log 2 n inclusive. By choosing p appropriately, this upper bound improves the Berman and Hawrylycz's upper bounds for almost all k. In particular, by choosing p = ⌈ log 2 n 2 ⌉, the following bound is obtained:
For the special case of n = 2 p for some p, Haddad, Roy, and Schäffer [5] also showed that
when n is a power of two. Later on Berman and Paul [3] improved Berman and Hawrylycz's lower bounds by showing that
Recently, Hou and Shigeno [8] showed that
Thus, it holds that
. Hou and Shigeno's bounds improve the previous bounds for small n and sufficiently large k.
In this paper, we show that
if n is a power of two,
From our results, it holds that τ (n, k) ≤ nk 2 + O(n log n). In particular, our upper bound improves Hou and Shigeno's upper bound for all n ≥ 13. We also improve the upper bound by Haddad et al. by showing that the factor (k/2 + 2p) in their upper bound can be replaced with a smaller factor (k/2 + p):
where p is any integer between 1 and log 2 n inclusive. Besides, we show that
Our lower bound improves Berman and Paul's lower bound when k > n/2 and Ho and Shigeno's lower bound when n ≥ 5. This paper is organized as follows. Section 2 presents our general method for constructing fault-tolerant gossip graphs. Upper bounds on the minimum number of edges in fault-tolerant gossiping graphs based on the ((h, p)-)hypercube and a circulant graph are given in Sections 3 and 4, respectively. Section 5 gives our lower bound. 
Construction of Fault-Tolerant Gossip Graphs

Let G and H be graphs with V (G) = V (H) and E(G) ∩ E(H) = ∅. The edge sum G ⊕ H of G and H is the graph with vertex set V (G) and edge set E(G) ∪ E(H). Note that G ⊕
A walk is a path if all the vertices in the walk are distinct. In order to simplify the discussion for edge-disjoint paths, we often omit the vertices (or edges) in the description of a path if there is no confusion. Let P = (e 0 , e 1 , . . . , e k ) be a path in an ordered graph (G, ρ), where e i ∈ E(G) for 0 ≤ i ≤ k. If P is divided into s + 1 subpaths P (0) = (e 0 , . . . , e p 0 ), P (1) = (e p 0 +1 , . . . , e p 1 ), . . . , P (s) = (e p s−1 +1 , . . . , e k ), then we write P = P (0) ⊙ P (1) ⊙ · · · ⊙ P (s) , where ⊙ is the concatenation operation on two paths for which the last vertex of one path is the first vertex of the other. If P = P (0) ⊙ P (1) ⊙ · · · ⊙ P (s) such that P (j) is an ascending path for 0 ≤ j ≤ s and P (j) ⊙ P (j+1) is not an ascending path for 0 ≤ i < s, then P is an s-folded ascending path in (G, ρ). For an s-folded ascending path P , the folded number of P is defined to be s.
For two graphs G 1 and G 2 , if there is a bijection ϕ from V (G 1 ) to V (G 2 ) such that for any two vertices u and v, u and v are joined by ℓ edges if and only if ϕ(u) and ϕ(v) are joined by ℓ edges, then G 1 and G 2 are isomorphic and ϕ is an isomorphism from G 1 to G 2 . If two graphs G 1 and G 2 are isomorphic, then we write
is a copy of G with the same vertex set and for any edge e ∈ E(G), (ϕ * i ) −1 (e) and (ϕ * j ) −1 (e) are distinct, i.e., they have distinct labels, if i ̸ = j.) The edge sum 
be an s-folded ascending path from a vertex u to a vertex v in (G, ρ) where P (j) is an ascending subpath for 0 ≤ j ≤ s. Then, P i is also an s-folded ascending path and
i . Now consider the path
Thus, based on P , we can construct (h − s) edge-disjoint ascending paths from u to v in h (G, ρ) . Similarly, based on another s-folded ascending path P ′ from u to v, we can construct (h − s) edge-disjoint ascending paths P ′ (k) from u to v for 1 ≤ k ≤ h − s. If P and P ′ are edge-disjoint, then P (1), . . . , P (h − s) and P ′ (1), . . . , P ′ (h − s) are clearly edge-disjoint each other. Therefore, the following lemma holds. This lemma was shown by Haddad et. al. [5] in a slightly different form. 1 . 
Lemma 1 Let
Based on this corollary, Haddad et al. derived their upper bound. In order to improve their upper bound, we need a proposition stronger than Corollary 1.
Theorem 3
Let (G, ρ) be an ordered graph with n vertices. Suppose that
• for any two vertices u and v, there are p edge-disjoint paths from u to v such that the sum of their folded numbers is at most q, and the last edges of r i paths are in
Proof:
Suppose that for two vertices u and v, there are
• Case 1: h ≥ s. From Lemma 1, we can see that based on p i i-folded ascending paths from
let H i be the ordered graph obtained from H i−1 by adding the edges in
is an ascending subpath. Now consider the path
h+1 is an ascending path. There are r i paths in S(u, v) whose last edge is in F i . Therefore, compared to H i−1 , r i ascending paths are newly constructed in H i while preserving edge-disjointness. Consequently, in the ordered graph with
ascending paths from any vertex to any other vertex.
• Case 2: h < s. In this case, there are
The discussion in Case 1 can be similarly applied to t-folded paths in S(u, v) for 0 ≤ t ≤ h while for h < t ≤ s, any t-folded path is not newly appeared in H i compared to H i−1 . Hence, in the ordered graph with 
Fault-Tolerant Gossip Graphs Based on Hypercubes
The p-dimensional hypercube Q p is the simple graph whose vertex set is the set of all 0-1 vectors of length p and two vertices are adjacent if and only if their coordinates differ in exactly one place. For an edge e = {u, v} in Q p , where u = (u 1 , u 2 , . . . , u p ) and v = (v 1 , v 2 , . . . , v p ), and an integer i ∈ {1, 2, . . . , p}, if u i ̸ = v i and u j = v j for all j ̸ = i, then the dimension dim(e) of the edge e is defined to be i. Haddad et al. [5] showed that there are p vertex-disjoint paths from any vertex to any other vertex in an ordered graph based on Q p such that each path is at most 1-folded, which implies that
by Corollary 1. In order to avoid inefficiency caused by the ceiling function, Haddad et al. replaced the last edge-sum of the hypercube by the edge sum of (k + 1) mod p optimal 0-fault-tolerant gossiping graphs with 2n − 4 edges.
Applying Theorem 1 to the vertex-disjoint paths in the hypercube shown in [5] , we can improve their upper bound result.
Note that for an edge e = {u, v}, bin dim(e) (u) = bin dim(e) (v). Now define the edge-ordering ρ of Q p as follows: for each edge e = {u, v}, ρ(e) = 2 p−1 (dim(e) − 1) + bin dim(e) (u). By definition, it holds that for any two edges e 1 and e 2 , if dim(e 1 ) < dim(e 2 ), then ρ(e 1 ) < ρ(e 2 ).
Let 
. Now consider the following paths which were previously defined in [5] :
As shown in [5] , these paths are vertex-disjoint, thus edge-disjoint, each other. The first path is 0-folded and the others are 1-folded. Also, the dimensions of the last edges of the paths are distinct, i.e., there is exactly one path whose last edge is in F i , where |F i | = n/2 for 0 ≤ i < p. Therefore, by setting q = p − 1, and
Haddad et al. [5] defined the (h, p)-hypercube Q h,p to be the graph obtained from h copies of Q p by selecting one vertex from each Q p and identifying such h vertices as a single vertex called the center vertex.
. In what follows, we show that the factor ( k 2 + 2p) in the upper bound on τ (n, k) by Haddad et al. can be replaced with a smaller factor (
, where p is any integer between 1 and log 2 n inclusive.
. . , Q h p be the h hypercubes by which Q h,p is constructed. Define the edge-ordering ρ of Q h,p as follows: for an edge e = {u,
By definition, it holds that for any two edges e 1 and e 2 , if dim(e 1 ) < dim(e 2 ), then ρ(e 1 ) < ρ(e 2 ).
Let u and v be any two vertices of Q h,p and x the center vertex of Q h,p . Suppose that u ∈ V (Q i p ) and v ∈ V (Q j p ). We construct p edge-disjoint paths from u to v in Q h,p by concatenating edge-disjoint paths from u to x in Q i p and edge-disjoint paths from x to v in Q j p . The set S i (S j ) of such edge-disjoint paths in Q i p (Q j p ) is defined similarly to that shown in the proof of Theorem 2. For 1 ≤ i ≤ p, P i (respectively, P ′ i ) denotes the path in S i in which the dimension of the last edge is i (respectively, the path in S j in which the dimension of the first edge is i). Then, we define p edge-disjoint paths from u to v as follows:
, there is exactly one ascending path and the remaining paths are 1-folded ascending paths. The folded number of each R i is the sum of the folded numbers of P i and P ′ i+1 for 1 ≤ i < p, while the folded number of R p is just one more than the sum of the folded numbers of P p and P ′ 1 . Thus, the sum of the folded numbers of R i 's is 2p − 1.
In Theorem 1, by letting F i be the set of edges with the dimension i in
Fault-Tolerant Gossip Graphs Based on Circulant Graphs
In this section, we assume that the number n of vertices is not a power of two.
Definition 6 The simple graph R(n) is defined as follows
Note that R(n) is 2⌊log n⌋-regular. We denote a path in R(n) by a sequence of vertices instead of a sequence of edges. The span sp(e) of an edge e = {u, u + 2 i (mod n)} in R(n) is defined to be i. By definition, it holds that for any two edges e 1 and e 2 , if sp(e 1 ) > sp(e 2 ), then ρ n (e 1 ) < ρ n (e 2 ). In what follows, the ordered graph (R(n), ρ n ) is simply abbreviated to R(n).
Let π c be the cyclic permutation (0 1 · · · n−1) on V (R(n)). Also, let π m be the permutation
, and X on paths in R(n) as follows: for a given path P = P (0;
path in R(n). If all t i 's are distinct and every element in S(P ) is a path, then the elements in S(P ) are pairwise edge-disjoint paths.
Proof: Let P 1 and P 2 be two paths in S(P ) such that
Assume that P 1 and P 2 have a common edge e. Note that the edge e is an intermediate edge, i.e., it is incident to neither the vertex 0 nor the vertex v, since the spans of the first (last) edges in P 1 and P 2 are distinct and both P 1 and P 2 are paths from 0 to v. Thus the edge e is corresponding to an edge with span t j (1 ≤ j ≤ ℓ) in P . Since all the spans t i 's of edges in P are distinct, P 1 and P 2 must have the subpath consisting of the edges with spans t 1 , t 2 , . . . , t ℓ in common, which contradicts the fact that the first edges in P 1 and P 2 are distinct.
Suppose that ℓ ≥ 2. Note that in this case P ̸ = X(P ). Let P 3 be a path in S(P ) such that P 3 ̸ = X(P ). By definition, the edges incident to 0 or v in P 3 are not used in X(P ) and vice versa. Assume that P 3 and X(P ) have a common edge with span t j (2 ≤ j < ℓ). Since all t i 's are distinct, P 3 and X(P ) must have the subpath consisting of the edges with spans t 2 , . . . , t ℓ−1 in common. Let e 2 be the edge with span t 2 in the subpath. In X(P ), the first edge is {0, s ℓ 2 t ℓ } and the next edge is e 2 . In P , the first edge is {0, s 1 2 t 1 } and the next edge is e 2 . Since s ℓ 2 t ℓ ̸ = s 1 2 t 1 , P 3 ̸ = P . If P 3 = L i (P ) ∈ S(P ), then in P 3 , the first and second edges are {0, −2 i } and {−2 i , −2 i + s 1 2 t 1 }, respectively, and the third edge is e 2 , which implies s ℓ 2 t ℓ = −2 i + s 1 2 t 1 . However, it can be easily checked that such an equality cannot hold, since t 1 ̸ = t ℓ , i ̸ = t 1 , and i ̸ = t ℓ . If P 3 = R i (P ) ∈ S(P ), then s ℓ 2 t ℓ = 2 i + s 1 2 t 1 , which also cannot hold.
Therefore, the paths in S(P ) are edge-disjoint paths.
In order to prove our upper bound result, we construct 2⌊log 2 n⌋ edge-disjoint paths from 0 to v in R(n) for 0 < v < n/2 so that the sum of their folded numbers is at most 4⌊log 2 n⌋ − 2.
Our constructions of edge-disjoint paths are divided into the following seven cases. We will basically explain each construction in this order.
• Case 1: ℓ ≥ 2 and t 1 = ⌊log 2 n⌋ − 1,
• Case 5: ℓ = 1 and t 1 = ⌊log 2 n⌋ − 1,
• Case 6: ℓ = 1 and t 1 = ⌊log 2 n⌋ − 2,
• Case 7: ℓ = 1 and t 1 ≤ ⌊log 2 n⌋ − 3.
Define P * = P (0; t 1 , t 2 , . . . , t ℓ ; v) and call it the standard path from 0 to v. Note that P * is an ascending path from 0 to v. Clearly, X(P * ) is a path. Also, any L i (P * ) (respectively, R i (P * )) in S(P * ) is also a path, since i ̸ = t 1 and
Thus, every element in S(P * ) is a path from 0 to v. Then, we call L i (P * ), R i (P * ), and X(P * ), the i-left-shift path of P * , the i-right-shift path of P * , and the exchange path of P * , respectively. From Lemma 2, the following lemma holds.
Lemma 8 2⌊log 2 n⌋ − 2 paths in S(P * ) are pairwise edge-disjoint.
By definition, P * is an ascending path and the folded number of any other path in S(P * ) is at most two. Next, we define the opposite path OP * as follows:
For any ordered pair of vertices u and v in R(n), the interval [u, v] is the set {u, u + 1, . . . , v(mod n)}. If both end-vertices of an edge e are in the interval [u, v] , then we say that the edge e is in [u, v] .
edge-disjoint to any path in S(P * ).
Proof: Since t 1 is the maximum span of an edge in R(n), it can be easily checked that any edge in the interval [v + 2 t 1 −1 , −1] is not used in any path in S(P * ).
Thus, any edge in [v + 2 t 1 , −2 t 1 ] is not used in any path in S(P * ). Therefore, OP * is edge-disjoint to any path in S(P * ).
• Case B: Note that the folded numbers of OP * and JP * are at most two. From Lemmas 3,4, and 5, it is sufficient to present one more path edge-disjoint to any path in S(P * ) ∪ {OP * } if ℓ ≥ 2 and
By defining the following path called the merged path, our constructions are completed for Cases 1 and 2.
Note that M P * is a 2-folded ascending path. 
Proof:
• Case A:
It is clear that the first edge and the last edge in M P * are not used in any path in S(P * ) ∪ {OP * }. First consider the case that there is a positive integer j such that t j > t j+1 + 1 and k = max{j | t j > t j+1 + 1, 0 ≤ j < ℓ}. Note that the edge with span t k+1 + 1 is not used in any path in S(P * ) ∪ {OP * }. Assume that the intermediate edge with span t ℓ in M P * is used in some path P 1 in S(P * ) − {X(P * )}. (The edge is clearly not used in OP * and X(P * ).) Then P 1 must be L i (P * ), where 2 i = 2 t k+1 +1 − 2 t ℓ , i.e., k + 1 = ℓ and i = t ℓ . However, L t ℓ (P * ) ̸ ∈ S(P * ). Thus, the intermediate edge with span t ℓ is not used in any path in S(P * ) ∪ {OP * }. The remaining edges with spans t 1 , . . . , t k in M P * form the ascending subpath. The edge-disjointness of this subpath and a path in S(P * ) can be shown similar to the proof of Lemma 2. Also, the edge-disjointness of the subpath and OP * is clear.
Next consider the case that M P * = P (0; −t ℓ , t 1 , t ℓ , t 1 , −t ℓ ). Since R t 1 (P * ), L t ℓ (P * ) ̸ ∈ S(P * ), the edges with span t 1 are not used in any path in S(P * ) − {X(P * )}. If the intermediate edge with span t ℓ is used in a path in S(P * ) − {X(P * )}, such a path must be a left-shilf path L i (P * ) where 2 t 1 − 2 t ℓ = 2 i , i.e., i = t ℓ , which contradicts the fact that L t ℓ (P * ) ̸ ∈ S(P * ). Thus, the intermediate edge with span t ℓ is not used in S(P * )−{X(P * )}. It can be easily checked that M P * and any path in {X(P * ), OP * } are edge-disjoint.
• Case B: t 1 ≤ ⌊log n⌋ − 2 and v ̸ = 2 t ℓ (2 t 1 −t ℓ +1 − 1).
Note that in this case
. It is sufficient to show that M P * and JP * are edge-disjoint, since edge-disjointness for M P * and other paths can be shown similar to Case A. Clearly, the edges incident to vertex 0 or vertex v are edge-disjoint. Edge-disjointness for the k edges with span t 1 , . . . , t k in M P * can be shown similar to Case A. The edge with span t k+1 + 1 is not used in JP * . Moreover, the intermediate edge with span t ℓ in M P * is not used in JP * , since the edge is in [0, v] while the edge with span t ℓ in JP * is not in [0, v] . Therefore, M P * and JP * are edge-disjoint.
Next, we consider Cases 3 and 4, i.e., ℓ ≥ 2, t 1 ≤ ⌊log 2 n⌋ − 2 and v = 2 t ℓ (2 t 1 −t ℓ +1 − 1). In these cases, we cannot employ the set of paths for Case 2, since JP * and M P * are no longer edge-disjoint under the condition that v = 2 t ℓ (2 t 1 −t ℓ +1 − 1). Then, we consider the path
Clearly, P ′ is an ascending path and the folded number of any other path in S(P ′ ) is at most two. From Lemma 2, all the paths in S(P ′ ) are pairwise edge-disjoint.
Similarly to Cases 1 and 2, we can add OP * or JP ′ to S(P ′ ) while preserving edgedisjointness, where JP ′ is defined as follows:
. The folded number of JP ′ is two.
any path in S(P ′ ).
Proof: Except for the edge e = {v + 2 t 1 , v + 2 t 1 + 2 t ℓ }, any edge in [v + 2 t 1 , −1] is not used in any path in S(P ′ ). Thus, by the similar discussion in the proof of Lemma 4, it is sufficient to prove that the edge e is not used in OP * .
If
and OP * cannot have the edge e.
, then z 1 must be equal to t 1 and OP * cannot have the edge e. Suppose that v + 2 t 1 ≡ −2 t 1 +1 . In this case, z 1 = t 1 and if OP * has the edge e, then t 1 = t ℓ , which contradicts the assumption that ℓ ≥ 2. Therefore, the edge e is not used in OP * .
Lemma 8 can be shown similarly to the proof of Lemma 5.
From Lemmas 6,7 and 8, it is sufficient to construct one more path edge-disjoint to any path in
. Define the right-cyclic-shift path CP * of the standard path P * from 0 to v as CP * = P (0; t ℓ , t 1 , . . . , t ℓ−2 , t ℓ−1 ; v). Besides, define the divided path DP * of CP * as DP * = P (0; t ℓ , t 1 , . . . , t ℓ−2 , t ℓ , t ℓ : v). The folded number of DP * is two. We use DP * for Cases 3 and 4. However, DP * and L t ℓ−1 (P ′ ) have an edge with span t ℓ in common. Then, instead of L t ℓ−1 (P ′ ), we employ the t ℓ−1 -left-shift path of CP * : 
is not used in any path in S(P ′ ). Thus, L t ℓ−1 (CP * ) is edge-disjoint to any path in S(P ′ ) except for L t ℓ−1 (P ′ ). Clearly, L t ℓ−1 (CP * ) is edge-disjoint to JP ′ and DP * . Thus, it remains to show that L t ℓ−1 (CP * ) and OP * are edge-disjoint. We can easily check that except for the edge
and OP * cannot have a common edge.
Assume that e ′ is used in OP * . Then, it holds that v + 2 t 1 +1 + 2 t ℓ ≥ n. This means that 2 t 1 +2 ≥ n, since v = 2 t 1 +1 − 2 t ℓ . Thus, t 1 + 2 ≥ log 2 n. Since t 1 = ⌊log 2 n⌋ − 2, n must be a power of two, which is a contradiction.
Finally, we consider the case that ℓ = 1 which is divided into Cases 5,6, and 7. In these cases, the standard path from 0 to v consists of one edge: P * = (0; t 1 ; v). From Lemma 2, 2⌊log 2 n⌋ − 1 paths in S(P * ) are pairwise edge-disjoint. Thus, we need one more path edge-disjoint to any path in S(P * ).
When t 1 = ⌊log 2 n⌋ − 1, we can add OP * to S(P * ) while preserving edge-disjointness. When t 1 ≤ ⌊log 2 n⌋ − 3, we employ the wide jumping path:
, where the folded number of W P * is two.
For two vertices x and y, where n > x > y > 0, if x − y < n/2 and
we can define the opposite standard path P − * (x; y) from a vertex x to a vertex y as follows: P − * (x; y) = P (x; −u 1 , −u 2 , . . . , −u m ; y). When t 1 = ⌊log 2 n⌋ − 2, we use the divided opposite path defined as follows:
It can be easily checked that the folded number of OP * * is at most two. We show that S(P * ) ∪ {OP * }, S(P * ) ∪ {OP * * }, and S(P * ) ∪ {W P * } are sets of 2⌊log 2 n⌋ edge-disjoint paths for Cases 5,6, and 7, respectively.
Proposition 16
Suppose that ℓ = 1. Then, there are 2⌊log 2 n⌋ edge-disjoint paths from 0 to v in R(n) such that the folded number of one path is 0 and the folded numbers of remaining paths are at most two.
Proof:
Since ℓ = 1, except for P * , the length of any path in S(P * ) is three and the span of the intermediate edge in each path is t 1 .
• t 1 = ⌊log 2 n⌋ − 1.
In this case, we add OP * to S(P * ). The opposite path OP * cannot have an edge with span ⌊log 2 n⌋ − 1 as an intermediate edge. Thus, OP * is edge-disjoint to any path in S(P * ).
• t 1 ≤ ⌊log 2 n⌋ − 3.
In this case, we add W P * to S(P * ). The wide jumping path W P * has the edge {3 · 2 t 1 , 2 t 1 +2 } with span t 1 as an intermediate edge. However the edge {3 · 2 t 1 , 2 t 1 +2 } is not used in any path in S(P * ), since 3 · 2 t 1 is not a power of two. Thus, W P * is edge-disjoint to any path in S(P * ).
• t 1 = ⌊log 2 n⌋ − 2.
Note that it holds that 2 t 1 +2 < n < 2 t 1 +3 . The edges {−2
] is not used in any path in S(P * ).
In this case, OP * * has the subpath P − * (0; −2 t 1 +1 +1 
Note that OP * * is well defined since t 1 > 0. If t 1 = 0 then n = 4 which contradict our assumption that n is not a power of two. Therefore, in any case, we can add one more path to S(P * ) while preserving edge-disjointness.
Therefore, for every pair of vertices u and v, there are 2⌊log n⌋ edge-disjoint paths between u and v in which one path is an ascending path and the folded number of any other path is at most two.
By letting F i be the set of edges with span ⌊log n⌋ − i − 1 for 0 ≤ i < ⌊log n⌋, the last edges of two paths in the set of 2⌊log 2 n⌋ edge-disjoint paths are exactly in F i for each i, i.e., r i = 2, such that |F i | = n for each i. Since the sum of the folded numbers of paths is at most 2(2⌊log 2 n⌋− 1), from Theorem 1, it follows that τ (n, k) ≤ 2n⌊log 2 n⌋ + n⌈
Theorem 17 τ (n, k) ≤ 2n⌊log 2 n⌋ + n⌈ k−1 2 ⌉ if n is not a power of two.
When k is even, we can slightly improve the number of edges by the following observation. First we construct k edge-disjoint ascending paths for which we need 2n⌊log 2 n⌋ + n(k−2) 2 edges. Since the spanning subgraph with edge set F (k/2−1) mod ⌊log 2 n⌋ is 2-regular, it consists of t disjoint cycles with n t vertices. By adding edges in each cycle alternately, i.e., at most t⌈ n 2t ⌉ ≤ 2n 3 edges in F (k/2−1) mod ⌊log 2 n⌋ , we can obtain one more ascending path which is edge-disjoint to any path in the k edge-disjoint ascending paths.
A Lower Bound
In this section, we present a lower bound on the minimum number of edges in a k-fault-tolerant gossip graph.
In order to show our lower bound, we need two results on broadcasting. Broadcasting is a process that sends a message originated from one vertex to all the other vertices in a graph. Broadcasting can be modeled by an ordered graph in which there is an ascending path from a vertex to any other vertex. A k-fault-tolerant broadcast graph is an ordered graph in which there are k + 1 edge-disjoint ascending paths from a vertex to any other vertex. Let µ(n, k) be the minimum number of edges in a k-fault-tolerant broadcast graph. Berman and Hawrylycz determined µ(n, k) for any n and k. (n − 1)
For a vertex v in an ordered graph (G, ρ), the v-broadcast number of (G, ρ) is the number of vertices w(̸ = v) such that there is an ascending path from v to w. The broadcast number of (G, ρ) is the minimum v-broadcast number over all vertices v of (G, ρ). Berman and Paul presented an upper bound on the broadcast number of an ordered tree. (Besides, they showed that there exists an ordered tree with n vertices whose broadcasting number is equal to ⌊log 2 n⌋.) Theorem 19 (Berman and Paul [3] ) Let (T, ρ) be an ordered tree with n vertices. Then, the broadcasting number of (T, ρ) is at most ⌊log 2 n⌋.
Let (G, ρ) be an ordered graph with n vertices. For each ordered pair of vertices u and v in (G, ρ), define η (G,ρ) (u, v) to be the maximum number of edge-disjoint ascending paths from u to v in (G, ρ). Moreover, define ψ (G,ρ) (v; k) = max{0, k + 1 − min u∈V (G)−{v} η (G,ρ) (u, v)} and we call ψ (G,ρ) (v; k) the difectible number of v with respect to k. for n ≥ 3 and k ≥ 1.
