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Abst rac t - -Many  software reliability growth models based upon an NHPP (nonhomogeneous Poisson 
process) have been proposed to measure and assess the reliability of a software system quantitatively. 
Generally, the error-detection rate per residual error during software testing is considered to be 
dependent on the elapsed time of testing. In this paper, to describe such a software reliability growth 
aspect realistically, we classify the software errors detected by the testing into two classes: some 
are easy to be detected and corrected and the other difficult to be detected. We describe the error- 
detection phenomena oftwo c l~es  of errors as the disslmilar NHPP's. Then, we propose xponential- 
S-shaped software reliability growth models by superposing the reliability growth proceases for the 
two error-detection phenomena. Finally, numerical illustrations of software rellability as~-ssment 
are shown by applying the actual error data, and the model proposed here is compared among the 
existing software reliability growth models in terms of goodness-of-fit. 
1. INTRODUCTION 
It is very important for software ngineers and managers to develop a highly reliable software sys- 
tem efficiently. To do this, it is necessary to measure and assess continually the quality/reliability 
attained following the reviewing and testing effort. Especially, to know an attained level of the 
reliability helps us at the testing phase to monitor the progress of testing, to predict the time 
when to stop the testing and release it to the user, and to estimate more accurately the main- 
tenance cost for the undetected errors which may cause software failures during the operation 
phase. Software failure is defined as an unacceptable departure from program operation caused 
by a software rror remaining in the system. 
From the point of view, many software reliability growth models [1-3] based on a nonho- 
mogeneous Poisson process (NHPP) have been proposed for describing software rror detection 
phenomena during the testing phase. Most of them have assumed that the error-detection rate 
per error is constant during the testing, or depends on the elapsed time of testing. In the former 
case, the errors are assumed to be independent of each other and equally likely to be detected 
during the testing. In the latter case, the models are considered to have more realistic assump- 
tions. Then, for the latter case, we introduce a new assumption that there are two classes of 
errors detected by software testing, i.e., some errors are easy to be detected and the others more 
difficult to be detected in the testing. The former class of errors can be detected early in the 
testing and the latter class of errors detected later on. For example, assuming that errors detected 
by software testing consists of such two classes of errors and modifying an exponential software 
reliability growth model proposed by Goel and Okumoto [4], Yamada et al. [5] have developed a 
modified exponential software reliability growth model. 
In this paper, we describe a software rror-detection process of each error class by using dis- 
similar counting processes. Superposing the two error-detection processes enables us to explain 
a software reliability growth phenomenon that the growth curve of the cumulative number of de- 
tected errors shows an exponential curve at the initial stage of testing phase and later shows an 
S-shaped curve following by the exponential curve. Such a phenomenon can be often observed in 
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the actual software testing [6]. Then, we propose new software reliability growth models for thk 
error-detection process based on an NHPP. Finally, we show numerical illustrations of software 
reliability measurement and assessment by using actual software rror data, and compare among 
several existing models. 
2. ASSUMPTIONS AND MODELS 
For software reliability measurement and assessment during the testing (or operation) phase, 
many software reliability growth models have been proposed. Basically, these models have some 
assumptions to describe the real error-detection phenomenon in the testing phase. However, 
existing models cannot describe plausibly the case in which the software reliability growth process 
changes during the testing, i.e., the growth curve of the cumulative number of detected errors 
shows an exponential curve at the initial stage of testing and later shows an S-shaped curve 
followed by the exponential curve (e.g., see [6]). In such a case, we can assume that the software 
reliability growth process is described by two growth curves and the residual errors in the system 
consist of two classes, i.e., some errors are detected early in the testing and can be immediately 
removed when they are detected and the other detected later on and can not be corrected without 
enough cause-analysis of the software failure [7]. The former are defined as class 1 errors, the 
latter as class 2 errors. Therefore, we can fomulate a model of the error-detection phenomenon 
of the class 1 and class 2 errors from the view point of software reliability growth. 
Let Mi(t) (i = 1,2) be the cumulative number of class 1 and class 2 errors detected by testing 
time t (t ~ 0), respectively. Considering probabilistic haracteristics associated with the error- 
detection procedure in the testing phase, we define M~(t) (i = 1, 2) as non-negative counting 
processes and assume Mi(t) (i = 1,2) to be NHPP's having the following properties [3]: 
(1) A software failure is caused by a software error. 
(2) No new error is introduced into the program when an error is corrected and removed. 
(3) M,(0) = 0 (i = 1,2). 
(4) {Mi(t), t >_ 0} (i = 1,2) have the independent increments. 
(5) Pr[M,(t + At) -- M,(t) = 1] = h,(t)At + o(At) (i = 1,2), 
(6) Vr[M,(t + At) -- Mi(t) >_ 21 = o(At) (i = 1, 2). 
Under these assumptions, the error-detection processes {Mi(t),t >__ 0} (i = 1, 2) are described as 
follows, respectively: 
PR[M~(t) = m] = ~ exp[-H,(t)] (m = 0,1,2 . . . .  ) t  
Hi(t) = fo hi(t') dr' (i = 1, 2) ' (1) 
where Hi(~) (i = 1,2) are called mean value functions which describe the expected cumulative 
number of class i errors detected in the time-interval [0,t), and hi(t) (i = 1,2) called intensity 
functions which describe the error-detection rate of class i error at testing time t. 
2.1. Error-Detection Process for Class 1 Error 
As mentioned above, class 1 errors are corrected and removed immediately when they are 
detected uring the testing. Then, we can assume the following equation for Hi(t):  
dill(t) 
= bl[al - Hi(t)], (al > 0, bl > 0), (2) 
where al and bl are constant parameters representing 
al = the initial error content of class 1 errors before the testing, 
bl = the error-detection rate per class 1 error. 
Solving (2) with the initial condition H1 (0) = 0 yields 
/ ' / l ( t )  ---- a l (1  - -  exp[-blt]). (3) 
Equation (3) means that we apply an exponential software reliability growth model (see [5]) to 
the error-detection process of class 1 error. 
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P,.2. Error-Detection Process for Class 2 Error 
We have assumed that class 2 errors are so difficult to be detected that we need enough cause- 
analysis of software failure. Therefore, we suppose that the error-detection process of class 2 
errors is consisted of two successive processes. That is, there are failure-detection process and 
error-isolation processes (i.e., cause-analysis process of detected software failures) (see [7]). Then, 
we introduce the following parameters: 
aa = the initial error content of class 2 errors before the testing, 
by = the failure-detection rate, 
be = the error-isolation rate. 
Under these assumptions, let H I (t) be the cumulative number of failures detected up to testing 
time t (t > 0). We can formulate the following equation for the failure-detection process: 
dill(t) 
dt = b[aa  - HAt)] .  (4) 
And let Ha(t) be the cumulative number of class 2 errors isolated and corrected after the failure- 
detection up to testing time t (t _> 0). We can formulate the following equation for the error- 
isolation process: 
dga(t) 
dt = be[HI(t ) - Ha(t)], (be > 0). (5) 
Solving the simultaneous differential Equations (4) and (5) under the approximate assumption 
ba = by = be with the initial conditions Hf(O) = Ha(0) = 0 yields 
Ha(t) - an{1 - (1 + bat) exp[-bat]}. (8) 
Equation (6) means that we apply a delayed S-shaped software reliability growth model (see [3,7]) 
to the error-detection process of class 2 error. 
~.3. Exponential-S-Shaped Software Reliability Growth Models 
In Sections 2.1 and 2.2, we have described the error-detection processes of class 1 and class 2 
errors as the dissimilar NHPP models, respectively. In the actual testing phase, the class 1 and 
class 2 errors will be detected and recorded without distinction each other. Therefore, we consider 
a new counting process {M(t), t _> 0} by superposing {Ml(t), t _> 0} and {Ma(t), t > 0} [8]. 
The superposed counting process {M(t), t ~_ 0} is also NHPP. Letting H(t) be its mean value 
function, we have 
Pr[M(t) = m] = {H(t)}m " m! exp[-H(t)], (m = 0, 1,2,. . .) ,  
2 
H(t) - E Hi(t) = a{1 - (1 -p )  exp[ -b l t ] -  p(1 + bat) exp[-bat]}, 
i=l 
(7) 
(8) 
where a = al + a2 and p = aa/a. In (8), parameter p means the content ratio of class 2 errors to 
the total errors in the software system before the testing. 
We call the model formulated by (7) and (8) an exponential-S-shaped software reliability growth 
model. Obviously, this model corresponds toexponential nd delayed S-shaped software reliability 
growth models when p = 0 and p = 1, respectively. 
From the exponential-S-shaped software reliability growth model, we can derive several quan- 
titative measures for software reliability assessment (see [3,9]). The expected number of errors 
remaining in the system at testing time t is represented by 
n(t) = a -H( t )  
=a{(1-p)  exp[-blt]+p(1-I-b2t) exp[-b2t]}. 
(9) 
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Let R(x I t) be the probability that a software rror is not detected in the time-interval (t,t + 
z] (z > 0) under the condition that all software rrors detected up to the testing time t are 
eliminated. We call this conditional survival function software reliability. The software reliability 
R(x It) can be expressed as follows: 
R(z It) ---- exp[-{H(t + z) - H(t)}] 
- exp[-a{(1 - p) e -b'' + p(1 + b2t) e -b2' 
- -  (1 - p) e -b'('+') - p(l -I- bz(t -I" x)) e-ha('+=)}]. 
(10) 
The instantaneous MTBF (mean time between software failures) (see [3]) can be derived 
from (8) as 
1 1 
MTBF( t )  (11) 
= abl(1 - p)e - t ' t  + ab]pte -b2'" 
If MTBF( t )  in (11) becomes longer, then we decide that the software system becomes more 
reliable. 
3. PARAMETER ESTIMATIONS 
In this section, applying the method of maximum-likelihood estimation (see [2,3]), we discuss 
the following two estimation methods for unknown parameters in (8). From view point of accuracy 
of software reliability prediction, it is desirable that the software rrors detected and corrected 
during the testing are counted and recorded with classification into class 1 and class 2 errors. 
Then, if this error classification is possible, we can estimate the unknown parameters in the 
exponential-S-shaped software reliability growth model by applying the Method 1; otherwise, 
i.e., the case in which we apply our model to the data set which has recorded in the past without 
error classification, we can estimate the unknown parameters based on the Method 2: 
[METHOD 1]. Consider the case in which the software rrors have been counted and recorded 
with the error classification. Let Ycl and Yc~ be the cumulative numbers of detected class 1 and 
class 2 errors, respectively, at the testing time t. The software development manager can estimate 
the value of the content ratio of class 2 error, p, approximately as Ycu/(Ycl + Yc2). Then, he or she 
can apply the exponential-S-shaped software reliability growth model described by (7) and (8) 
more easily. We call this model E-S model 1. In this model, the unknown parameters to be 
estimated are a, bl and bu. 
[METHOD 2]. If the software development manager applies the exponential-S-shaped software 
reliability growth model to the data set which has recorded in the past without error classification, 
and he or she can suppose b- bl - bu approximately from the past experience of several software 
projects, then the mean value function of the exponential-S-shaped software reliability growth 
model is simplified as follows: 
H2(t ) = a{1 - (1 + pbt) exp[-btl}. (12) 
We call the simplified model described by (7) and (12) E-S model 2. In this model, the unknown 
parameters to be estimated are a, b and p. 
Then, the software reliability measures n(t) in (9), R(z  it)  in (10) and MTBF( t )  in (11) are 
respectively, 
n2(t) = a(1 +10bt) exp[-bt], (13) 
R2(z I t) = exp[-a(1 + pbt) e -b' + a{1 + pb(t + z)} e-b('+z)], (14) 
1 
MTB F~(t) = ab(1 - p + pbt) e -~' " (15) 
We discuss the estimation method for unknown parameters in E-S model 1 and 2. Let us 
suppose that we can get the n observed ata pairs in the form (tk,yk) (k = 1,2,.. .  ,n; 0 < tl < 
t2 < ... < in), where Yk is the cumulative number of errors detected in the time-interval (0,tk]. 
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The likelihood function I for the counting process M(t) is given by the following joint probability 
mass function: 
1 = Pr[M(tl) = Yl, M(t2) = Y2,..., M(t,)  = Yn]. (18) 
Using the property of NHPP, we have 
I -" YI {H(tt) -- H(tt-1)) (vk-~*-') 
~=t (--~-k : ~ expt -{H( t t ) -  H(*t-1)}], (17) 
where to = 0 and Y0 = 0. Taking natural logarithm of (17) yields 
n 
L = E(y t  - Yt-1) ln[H(tk) - H(tk_l)] - H(t,)  - E ln[ (yk  -- Yk-1)l]. 
k=l  k=l  
(18) 
In the case of E-S model 1, substituting (8) into (18) yields 
n 
L = v .  in ,  + ~-~(w - yk -1 )  In{(1 - p)[e -b '*~- '  - e-b,**] 
k=l  
- . ~ _ -b , tk - ,  - -  (1  + b2tt) e-b'**]} 
n 
- a{(1  - (1 - p) ~-b , , .  _ p(1 + b2t . )  ~-b" ' )}  -- ~ ln[(vk -- Yk-1)!]. 
k----1 
(19) 
From (19), the maximum-likelihood estimates a*, b~ and b~ can be obtained as the solutions of 
the following simultaneous likelihood equations: 
OL OL OL 
0~ = ~ = ~ = 0. (20) 
It is noted that the solutions atisfy the following conditions: 0 < b, < 1 and 0 < b2 < 1. 
In the case of E-S model 2, substituting (12) into (18) yields 
n 
L = Yn In a + E(yk  - Yk-1) In[(l + pbtt_1) e -bth-' - (I + pbtt) e -bts] 
k----i 
n 
- ,11  - (1 + m. )  ~-b,~ } _ ~ ln[(y~ - Y~-I)! I .  
k---1 
(21) 
From (21), the maximum-likelihood estimates a*, b* and p* can be obtained as the solutions of 
the following simultaneous likelihood equations: 
aL 0L t}L 
0. = ~-  = ~ = 0. (22) 
It is noted that the solutions satisfy the following conditions: 0 < b < 1 and 0 < p < i. 
4. NUMERICAL  ILLUSTRATIONS 
In this section, based on the exponential-S-shaped software reliability growth model, we analyze 
the actual software error data to show numerical illustrations of software reliability asseasment. 
Consider two sets of software error data denoted by DS-I and DS-2, which were cited by Brooks 
and Motley [101. The forms of the data sets are: 
DS-I: (ti,yj) (j = 1,2,... ,35) where t# is measured on the basis of wall clock hours, 
DS-2: (t#,yj) (j = 1,2,..., 12) where tj is measured on the basis of CPU hours. 
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Applying the E-S model 2 described by (7) and (12), we estimate the model parameters a', b" 
and p'. The simultaneous likelihood Equations (22) can be solved numerically for the data sets 
DS-1 and DS-2 to obtain the maximum-likelihood estimates a', b* and f by using a Newton- 
Raphson method. The estimated model parameters for each data set are: 
DS-1 : a* - 1374.1, b* - 0.0021882, p* - 0.50160, 
DS-2 : a* - 3770.8, b ° - 0.00011674, p* - 0.00000. 
The estimated mean value functions for the data sets DS-1 and DS-2 are plotted in F ~  1 
and 2 along with the actual software error data, respectively. It is noted that our result of the 
parameter estimations for DS-2 mean that we have applied the exponential software reliability 
growth model proposed by Goel and Okumoto [4] to this data set since f - 0. 
By using the estimated parameters, the estimated expected numbers of remaining errors in (13), 
r~(t), is plotted in Figure 3. Figure 4 shows the estimated software reliability function in (14), 
/~s(~ I t), with respect o z where t is evaluated at the terminated time point of the tainting plum, 
i.e., t = 1846.92 (hours). Moreover, the estimated instantaneous MTBF in (15), M~'~P2(t), for 
the data eet DS-1 is plotted in Figure 5. This shows that the reliability of the software system 
grows as the testing procedure goes on. 
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Further, based on the analysis results of DS-1 we compare E-S model 2 with existing two NHPP 
models in terms of goodness-of-fit, The mean value functions of selected NHPP models are: 
(i) Exponential software reliability growth model (see [2,4]): 
E(t)  -- a(1 - exp[-bt]), (a > 0, b > 0), (23) 
(ii) Delayed S-shaped software reliability growth model (see [3,7,9]): 
D(t )  - a{1 - (1 ~- bt) exp[-bt]}, (a > 0, b > 0), (24) 
where a is the initial error content in the software system before the testing and b the error- 
detection rates. 
As comparison criterion of goodness-of-fit, we adopt the values of likelihood function L in (19). 
Table I shows a summary of comparison among the estimated E-S model 2 and other two NHPP 
models. For this data set, we conclude that the E-S model 2 fits best among the models. 
Table 1. A ellmmm'y of goodne~-of-fit with respect o the value of likelihood func- 
tion L. 
E-S Model 2 Exponential Model Delayed S-Shaped Model 
L -330.66 -340.08 -554.29 
5. CONCLUDING REMARKS 
In this paper, we have developed an exponential-S-shaped software reliability growth model by 
superposing two dissimilar software reliability growth processes. In Section 3, we have proposed 
E-S model 1 and 2 and shown how to estimate the model parameters as efficiently as possible. 
From the application results of E-S model 2 to two sets of the actual software rror data, our model 
is considered to be the integration of the exponential and delayed S-shaped software reliability 
growth models. Moreover, we have found that the E-S model 2 is coincident with the exponential 
software reliability growth model when we apply this model to the data set in which a typical 
exponential growth curve is observed. 
In the future, we have to study how to determine the unknown parameter p in E-S model 1 
practically. 
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