Abstract-Spot segmentation-the second essential stage of cDNA microarray image analysis-constitutes a challenging process. At present, several up-to-date spot-segmentation techniques or software programs-proposed in the literature-are often characterized as "automatic." On the contrary, they are in effect not fully automatic since they require human intervention in order to specify mandatory input parameters or to correct their results. Human intervention, however, can inevitably modify the actual results of the cDNA microarray experiment and lead to erroneous biological conclusions. Therefore, the development of an automated spot-segmentation process becomes of exceptional interest. In this paper, an original and fully automatic approach to accurately segmenting the spots in a cDNA microarray image is presented. In order for the segmentation to be accomplished, each real spot of the cDNA microarray image is represented in a three-dimensional (3-D) space by a 3-D spot model. Each 3-D spot model is determined via an optimization problem, which is solved by using a genetic algorithm. The segmentation of real spots is conducted by drawing the contours of their 3-D spot models. The proposed method has been compared with various published and established techniques, using several synthetic and real cDNA microarray images that contain thousands of spots. The outcome has shown that the proposed method outperforms prevalent existing techniques. It is also noise resistant and yields excellent results even under adverse conditions such as the appearance of spots of various sizes and shapes.
I. INTRODUCTION
T HE DISCOVERY of cDNA microarrays in 1995 has fundamentally altered the way scientists monitor the expression levels of genes. Instead of analyzing the expression level of one gene at a time, scientists can simultaneously analyze the expression levels of thousands of genes over different samples [1] . Due to this revolutionary feature, during the last decade, cDNA microarrays have been broadly used in many biomedical application areas such as: i) cancer research, infectious disease diagnosis, and treatment (i.e., determination of molecular differences between normal and abnormal cells, classification of tumors, determination of risk factors, and monitoring of treatment during different disease stages) [2] ; ii) pharmacology research (i.e., determination of correlations between the genetic profiles of patients and their therapeutic responses to drugs) [3] ; iii) toxicology research (i.e., determination of correlations between toxic responses to toxicants and changes in the genetic profiles of objects exposed to such toxicants) [4] ; and iv) agricultural development [5] . In current-day bioinformatics, even if other techniques (such as proteomics) increasingly gain ground in the aforementioned biomedical applications, cDNA microarrays continue to be used. Image analysis is an essential aspect of a cDNA microarray experiment. The process of analyzing a cDNA microarray image can be divided into three main stages [6] : i) gridding: the cDNA microarray image is cut into numerous compartments, each containing one individual spot and background; ii) spot segmentation: each compartment is individually segmented into a spot area and a background area; and iii) intensity extraction: the expression levels of the genes in these spot areas are calculated.
Although cDNA microarray image analysis may appear as relatively straightforward, it is in fact a rather complicated procedure. Amongst its stages, the segmentation of cDNA spots is the most challenging one. This is attributed to the nature of cDNA microarray images. The quality of images is often degraded due to the existence of noise and/or artifacts as well as due to uneven background [7] . Additionally, many spots are rather different from the ideal ones (circles with fixed diameters) as they vary in size and shape. Furthermore, some spots are so poorly contrasted that are not clearly visible. A considerable number of spot-segmentation techniques have therefore been proposed to date, some of which have been incorporated into commercial software programs that nevertheless fail to unequivocally resolve the aforementioned problems. According to [6] , the segmentation techniques can be classified into: i) shape-segmentation approaches and ii) shape-independent approaches.
Shape-segmentation approaches assume that the spot has a certain two-dimensional (2-D) shape. Amongst them, the fixed circle segmentation algorithm (implemented by the ScanAlyze software program [8] ) and the adaptive circle segmentation algorithm (implemented by the Dapple software program [9] ) match circular templates to spots. Recently, another shape-segmentation method capable of segmenting noisy microarray spots has been proposed [10] . In this method, each spot is represented by a parametric circle with one or two elliptical center holes. A weakness of the preceding methods is that they can segment only circular microarray spots. To deal with the various shapes of spots, the seeded region growing algorithm, adopted by the Spot software program [11] has been suggested. Although this algorithm can segment regions of irregular shapes by implementing a watershed algorithm, its performance is based on the appropriate selection of starting points.
Shape-independent segmentation approaches regard pixel intensities in a compartment as one-dimensional real values and classify pixels into a spot area or a background area. Amongst them, there are clustering algorithms such as K-means and, hybrid K-means, which use cluster intensity representation [12] - [15] . A weakness of these methods is that they do not perform well in the cases when the spots are poorly contrasted or when the spots are very close to each other. The model-based segmentation algorithm, based on the clustering of pixels' values, has been also suggested [16] . This method uses a removal technique of the components that are spatially connected in order to exclude small disconnected clusters which are assumed to be artifacts. An obvious weakness is that this removal technique is based on a threshold that defines the minimum size of the connected components in a cluster. Finally, there are segmentation methods based on active contours and multiple snakes [17] - [20] . Although these methods are very effective in segmenting typical microarray spots, they usually need a preprocessing stage in order to deal with large variations of spots sizes. Furthermore, in the case of the compartment being contaminated with noise and artifacts, these methods occasionally yield inaccurate results.
Hybrid approaches, which have recently been presented, utilize prior knowledge of the spot's shape and location as well as of the expected intensity information. For example, the Markov random fields method (MRF) [21] , [22] utilizes neighboring information, along with intensity information based on an MRF modeling of the compartment. Although this combination of intensity and spatial information results in a more accurate pixel classification process, it requires an initial classification of the pixels, which in turn affects the final results [23] . Nagarajan [24] has also proposed a spot-segmentation method based on the correlation of the pixels comprising a spot. Although the correlation statistics is useful in flagging low-intensity spots, this method can perform well only on good-quality images. Gottardo et al. [25] has applied a Markov random field approach to segmentation. In their method the red and green intensities for both foreground and background were represented using an uncorrelated bivariate t distribution. Another hybrid approach is the segmentation method included in the Matarray toolbox of Matlab [26] , which also combines both spatial and intensity information. A disadvantage of this method is that it requires input parameters in order to segment the spots.
As a result, the up-to-date spot-segmentation techniques or software programs lack automation; they require human intervention in order to specify mandatory input parameters or to correct their results. Automating this part of the process is essential because: i) it allows the acceleration of the analysis of the expression levels of thousands of genes and ii) it prevents variations in the results of gene expression levels due to human intervention as it is reported in the experiment presented in [27] . In this paper, an original, fully automatic, and unsupervised approach to the segmentation of spots in cDNA microarray images is presented. The proposed approach does not belong to any of the aforementioned groups, as it processes microarray spots in a three-dimensional (3-D) space, in which the third dimension represents the intensity. In particular, the proposed approach relies on a genetic algorithm (GA) which represents the real spots of the cDNA microarray image with spot models, in a 3-D space. The segmentation of the real spots is conducted by drawing the contours of the spot models. Earlier versions of our proposed method on spot segmentation, published in conferences [28] - [31] , utilize the diffusion model in order to represent the real spots in a 3-D space. The main disadvantage of these earlier versions of our method is that the diffusion model cannot represent all types of microarray spots (Fig. 1) . It can only deal with peak-shaped spots. Therefore, the segmentation results are inefficient in the cases of volcano or doughnut-shaped spots. In the proposed approach an original spot model is presented which can be used for the representation of all types of real microarray spots. Consequently, the proposed method can segment all possible types of microarray spots. Moreover, the genetic algorithm has been further developed in order to be noise-resistant and yield more accurate results. It adopts fuzzy logic so as to take into account the uncertainties that exist in the pixels' intensities due to noise, artifacts, and uneven background. The proposed approach can conclusively deliver under the following adverse conditions: i) the appearance of various spot shapes, such as peak-shaped, volcano-shaped, and doughnut-shaped spots; ii) the appearance of spots of diverse intensities, such as low-intensity spots or saturated spots; and iii) the appearance of various spot sizes. Last but not least, the accuracy of the proposed method is higher than that of various well-known and broadly used segmentation techniques, as is evident in the comparison results in Section V.
The remainder of this paper is structured in five sections as follows: In Section II, a typical cDNA microarray spot is portrayed and a brief description of fuzzy logic and genetic algorithms is provided. In Section III, the proposed modeling of a microarray compartment is presented, while in Section IV the segmentation method is described. Section V illustrates experiments on the proposed method and offers its comparison with nine existing techniques. To this extent, several artificial cDNA microarray images and real cDNA microarray images were used. Our conclusions are contained in Section VI.
II. BACKGROUND MATERIAL

A. Typical cDNA Microarray Spots
Based on empirical observations [32] , the following three types of microarray spots, in relation to their shapes, can be identified in a cDNA microarray image.
1) Peak-shaped spot [ Fig. 1(a) ]; this type of spot has an intensity that peaks at its central region and declines at regions further from the center. In the case when the peak is narrow, the spot resembles a 3-D-Gaussian function. In the case when the peak is wide, the spot resembles a plateau. 2) Volcano-shaped spot [ Fig. 1(b) ]; this type of spot is defined as the peak-shaped spot having a small hole in the area of its peak. It therefore resembles a volcano. 3) Doughnut-shaped spot [ Fig. 1(c) ]; this type of spot has a narrow rim of high intensity and a large hole of very low intensity at its central region.
B. A Conventional Genetic Algorithm
Genetic Algorithm is a powerful optimization search methodology and a promising alternative to conventional heuristic methods as it exhibits a number of advantages: it can optimize a large number of variables of extremely complex cost surfaces and solve problems for which there is little or no a priori knowledge of the underlying processes. Furthermore, it permits the implementation of our method automatically without human intervention which in turn has the following benefits: i) acceleration of the process of microarray images and ii) prevention of eventual variations of the results.
A conventional genetic algorithm emulates the principles of natural selection and evolution [33] . Its search begins by constructing a finite number of potential solutions encoded as alpha-numerical sequences called chromosomes. These chromosomes, which constitute an initial population Pop , are evaluated using a fitness function. Subsequently, the population Pop evolves into a new population Pop using the following three genetic operators: reproduction, crossover, and mutation. This evolutionary cycle of a current population Pop (where stands for the consecutive number of populations) to its next Pop continues until a specific termination criterion is satisfied. In conclusion, the following four basic elements are deemed necessary for the determination of a particular problem: chromosome representation, chromosome evaluation, evolutionary cycle, and termination criteria.
C. Fuzzy Logic
The fundamental assumption upon which the two-valued logic (or classical logic) is based is that every proposition is either true or false. However, it is now well acknowledged that many propositions can simultaneously be partially true and partially false. In order to accommodate the concept of uncertainty appearing in propositions, fuzzy logic [34] broadens the two-valued logic by permitting intermediate values to be defined between the two conventional ones. As a result, the "truth value" of a proposition is represented by a value between In 1965, Zadeh [34] described mathematically the fuzzy logic using the concept of fuzzy subsets. More precisely, let be a nonempty set, called the "universe of discourse," consisting of all the possible elements of concern in a particular context. A fuzzy subset of is defined as a set of ordered pairs as follows: (1) where is an element of Universe and is defined as the membership function of in the fuzzy set , which assigns to each element a value between 0 and 1 . The value of is called the "membership degree" of in the fuzzy set , and it expresses the degree in which the element belongs to the fuzzy set . If the value of equals 0, then does not belong to the fuzzy set , or in other words, the proposition " belongs to " is completely false. Respectively, if the value of equals 1, then belongs to the fuzzy set , or in other words, the proposition " belongs to " is completely true.
III. PROPOSED MODELING OF A MICROARRAY COMPARTMENT
Due to the aforementioned common spots' characteristics, a microarray compartment can be represented by a 3-D compartment model, in which the third dimension represents the intensity. More precisely, let be a compartment of a real microarray image containing one individual spot and its background. A compartment model can represent, in a 3-D space, the real one by modeling the latter's intensity values. The can be expressed as a 3-D curve constituted of two components: i) a surface representing the average background intensity of the compartment model and ii) a 3-D curve representing the spot model . In turn, the spot model can be expressed as a 3-D curve made of two components: The first component represents the 3-D curve of the main body of the spot model, while the second one represents the 3-D curve of the inner dip of the spot model (Fig. 2) . 
B. The Compartment Model
The compartment model corresponds to a 3-D curve whose function is defined as (5) 
A. Chromosome Representation
A chromosome represents a specific compartment model in a 3-D space, where stands for a specific chromosome. It is therefore a simple numerical sequence which encodes the values of the variables defining the specific compartment model. It consists of three segments (Fig. 6) . The first segment encodes the value of the average background intensity of the compartment model . The second segment encodes the values of the variables of the main body of the spot model , while the third segment encodes the values of the variables of the inner dip of the spot model . The use of a numerical sequence instead of a binary sequence is preferred in the present application of genetic algorithms. The reason lies in the fact that a real-coded genetic algorithm reveals numerous benefits over the binary-coded genetic algorithms [35] .
B. Fuzzy Logic for Determining the Error Estimation Between the Model Compartment and the Real One
The aim of the genetic algorithm is the maximization of the resemblance between the compartment model and the real one . However, since the real compartment is contaminated with noise and artifacts, its intensity values are noticeably fluctuated-even between two consecutive pixels-resulting in a scabrous 3-D curve that contains many peaks. As a result, pixels belonging to the spot area may have lower intensity values than the pixels belonging to the background area . Correspondingly, pixels belonging to the background area may have higher intensity values than the pixels belonging to the spot area . To deal with the ambiguity and vagueness of the intensity values of pixels-due to noise, artifacts, and uneven background-we set the membership degree of a pixel to belong to the background area or to the spot area according to the following two rules of fuzzy logic theory:
1) The smaller the intensity's value is, the greater the membership degree that belongs to the background area becomes.
2) The higher the intensity's value is, the greater the membership degree that belongs to the spot area becomes. Based on the two aforementioned rules, the membership function of a pixel so that it belongs to the background area, and the membership function of a pixel so that it belongs to the spot area, are defined by the following equations: (6) and (7) where and are two intensity values. More precisely, let be the intensity corresponding to the minimum between the maxima of those two normal distributions which represent the distributions of background pixels and spot pixels (Fig. 7) . and are the minimum and maximum intensity values that appear in the . Let be the number of pixels whose intensity values are less or higher than , respectively. is chosen so that number of pixels has intensity lower than or equal to , where is a constant . is chosen so that number of pixels has intensity higher than or equal to . Fig. 8 represents the membership functions and . Pixels with intensity lower than or equal to belong to the background area ( and ), while pixels with intensity higher than or equal to belong to the spot area ( and ) . Pixels with intensity between and have a membership degree so as to belong to the background area and a membership degree so as to belong to the spot area. In this case, the values of and range between (0,1). Contrary to the scabrous 3-D curve of the real compartment, the compartment model has a smooth 3-D curve. Consequently, some of the points of the 3-D curve of the compartment model are identical to the points of the real one, while some others interpolate the points of the real one. The identical points should belong mostly to the region near the spot's contour, while the interpolated points should belong mostly to spot areas or background areas. Therefore, the relative intensity error between a model-compartment's pixel and its corresponding real compartment's pixel is defined according to the pixels' locations, as follows: if spot background area if near spot's contour area (8) where the function calculates the relative intensity error in the case of the and pixels belonging to the spot area or the background area. Likewise, function calculates the relative intensity error in the case of the and pixels being situated near the spot's contour area. More precisely, in the case when the membership value (or ) of the pixel is higher than or equal to a constant , the and its corresponding pixel are considered to be located in the background area (or the spot area, respectively) (Fig. 8) . In this case, the optimal intensity value of the compartment model on the pixel may interpolate a set of intensity values near the pixel of the real one. Therefore, the relative intensity error is defined as the minimum relative error between the intensity of the model-compartment's pixel , and the intensity values of the pixels located in a 3 3 window around its corresponding pixel of the real compartment (9) Otherwise, according to (8) , the pixel and its corresponding pixel are considered to be located in the region near the spot's contour. In this case, the optimal intensity value of the compartment model at pixel should equal to the intensity value of the real one at pixel. Therefore, the relative intensity error is defined as the relative error between the intensity of the model compartment's pixel , and the intensity value of its corresponding real compartment's pixel (10)
C. Chromosome Evaluation
The aim of the genetic algorithm is satisfied by the appropriate evaluation of the chromosomes. Each chromosome is evaluated using a fitness function , which assigns to it a degree of how appropriate a solution to the optimization problem it is. As far as the specific optimization problem of modeling a microarray compartment, the higher the resemblance of a compartment model to the real one is, the higher the value of the fitness function of the chromosome becomes. During evaluation, a chromosome can be classified into one of the following two categories.
1) An inefficient chromosome: This is a chromosome which represents a compartment model that hardly resembles the real one . In this case, the spot model satisfies one of the following attributes: i) its component is mostly or entirely located in the background area [ Fig. 9(a) ] or ii) its component approximates deficiently the real spot [ Fig. 9(b) ]. 2) An acceptable chromosome: This is a chromosome which represents a compartment model that resembles-to a degree-the real one . In this case, the spot model satisfies one of the following attributes: i) its component approximates-to a degree-the real spot , but its component does not [ Fig. 9(c) ] or ii) both its and components of the spot model resemble-to a degree-the real spot [ Fig. 9(d) ].
The main difference between an inefficient chromosome and an acceptable one is that the former's component approximates deficiently the real spot . Therefore, there is no need for a precise estimation of the fitness value in the former case. The fitness function of a chromosome is defined by the following equation:
where denotes a rough estimation of the resemblance degree between the real compartment and the model compartment , while denotes a precise estimation of the above resemblance degree.
More precisely, the is defined as the product of the following two percentages: i) the portion of spot pixels (their intensity's value is higher than - Fig. 8 ) whose intensity value has been efficiently represented by the main body of the spot model, and ii) the portion of background-pixels (their intensity's value is less or equal to - Fig. 8 ) whose intensity value has been efficiently represented by the average background intensity . A pixel is considered to be efficiently represented by its corresponding pixel if its relative intensity error is less or equal to a constant . is a positive constant which controls an acceptable margin of the error existing between the intensity values of the compartment model and the intensity values of the real compartment. For example, Fig. 10 depicts the margin in the area of the real microarray spot. Spot models whose values fall within this margin represent efficiently the real microarray spot.
The precise estimation of the resemblance's degree is defined as (12) where (13) (14) TP TN (15) (16) denotes the degree of the real spot's pixels whose intensity values have been efficiently represented by the spot model . denotes the degree of the background's pixels whose intensity values have been efficiently represented by the average background intensity . is a weight coefficient which is set equal to 0.1 or to 1 according to the value of the error. If , the relative intensity error between the compartment model and the real one , on the corresponding pixels, is considered negligibly small and thus insignificant. Consequently, the is multiplied by 0. 1 . Otherwise is set equal to 1.
is a weight coefficient which is set equal to 1 or to 1 according to the values of the or . If one of the or value is negative, is set equal to 1 so that the resemblance also becomes negative. Otherwise, it is set equal to 1.
denotes the degree to which the area containing the spot model overlaps the area containing the real spot. TP denotes the true positive rate: the portion of the compartment model's pixels which have been correctly identified as spot pixels; in other words the portion of pixels which have been identified as spot pixels and their intensity value is higher than (Fig. 8) . TN denotes the true negative rate: the portion of the compartment model's pixels which have been correctly identified as background pixels; in other words the portion of pixels which have been identified as background-pixels and their intensity value is lower or equal to (Fig. 8) . Due to the uncertainty existing in the pixel's intensities, the pixels contributing to the calculations of TP and TN are weighted: For the calculation of TP , the weight coefficient of a pixel equals to its corresponding membership degree , while for the calculation of TN the weight coefficient of a pixel equals to its corresponding membership degree . The higher the TP and the TN are, the higher the overlapping of the spot model with the real one is.
Last but not least, an inefficient chromosome in (11) represents a model-compartment having one of the following attributes: i) its resemblance to the real compartment is less than a threshold or ii) its resemblance to the real compartment is higher than the threshold but its resemblance to the real compartment is negative. Otherwise, a chromosome is acceptable.
It is worth mentioning that by using this fitness function the genetic algorithm can progressively assign-from left to right-a higher fitness value to the chromosomes representing the compartment models in Fig. 9 .
D. Evolutionary Circle Termination Criteria
A new population Pop is created from the current Pop by applying the following stages: i) Reproduction stage: of Fig. 11 . Spot-segmentation result of a block in a good-quality artificial microarray image.
the best chromosomes of the current population Pop are carried over to the new population Pop
. ii) Crossover-mutation stage: The chromosomes needed to complete the new population Pop are produced through iterations of the following: Four chromosomes of the population Pop are selected using the tournament selection method; these chromosomes are subsequently subjected in turn to the joint application of the BLX-a, and the dynamic heuristic crossover operator (according to a probability) and then to the wavelet mutation operator (according to a probability). The best two of the four resulting chromosomes proceed to the new population Pop . New populations are thus produced until the genetic algorithm is executed up to a maximum number of populations for which the best fitness value has remained unchanged. Due to the evolutionary circles of the genetic algorithm, it is obvious that its execution time is higher than the ones of relevant techniques (see results section). This drawback is compensated by: i) the high accuracy of the proposed method's segmentation results, which, as demonstrated in the results section, is higher than the ones provided by established techniques and software programs and ii) the lack of variations in the results of gene expression levels due to human intervention, since the proposed method is fully automatic. These attributes are very significant since erroneous segmentation results can detrimentally affect the final gene-expression results [27] . Moreover, the computational speed of modern microcomputers is ever increasing, while the execution time of the proposed method can be decreased by parallelizing the genetic algorithm.
V. RESULTS
Several experiments on various images, including synthetic and real cDNA microarray images of different manufacturing techniques, were conducted so as to evaluate the performance of our proposed method in spot segmentation. Given that spot segmentation is the second stage in the process of microarray image analysis as the gridding stage precedes the spot-segmentation one [6] , gridding is necessary to be executed before applying the spot-segmentation algorithm. Although any gridding technique could be used in combination with our spot-segmentation approach, in our conducted experiments, gridding has been performed as described in our past publication [36] . More precisely, in this preceding stage of gridding, a genetic algorithm determines near optimally the line segments constituting the borders of each compartment. The main reason for choosing our past method is that its performance achieves the high accuracy value of 95%, and it outperforms other methods.
Moreover, in all the experiments, the values of the , , ,
, and parameters of the genetic algorithm have been set equal to their corresponding values of the genetic algorithm described in [36] . This can be explained by the fact that these parameters do not depend on the optimization problem at hand. The parameters mentioned in Sections IV-B and IV-C have been experimentally adjusted once. Actually, the constant of 0.6 was adopted as the most appropriate for the definition of the and membership functions of a pixel. The constant of 0.7 was adopted as the most suitable for the calculation of the model compartment's error on a specific pixel.
A constant of 0.2 was adopted so as to control the maximum acceptable error of a model compartment on a specific pixel. A threshold of 0.15 was adopted in order to define the minimum rough estimation of an acceptable chromosome . Since all of the above parameters were adjusted once, they remained constant during all experiments. Thus, the whole experimental procedure on the synthetic and real cDNA microarray images took place without any human intervention.
A. Comparison of the Proposed Segmentation Approach With Established Methods Using Synthetic Microarray Images
In order to objectively compare the proposed segmentation method with established methods, a dataset of synthetic cDNA microarray images was used, which is available on the Internet [38] . This dataset contains 50 good-quality images (GQI) and 50 low-quality images (LQI) for which the ground truth is known. Each image is digitized at 330 750 pixels, it contains 1000 spots, and it has been produced by the microarray simulator of Nykter, which generates synthetic cDNA microarray images with realistic characteristics [39] . The good-quality images have low variability in spot sizes and shapes, and their noise level is reasonably low. On the contrary, the low-quality images contain spots whose shape and size vary significantly. In addition, their noise level is significantly higher in the low-quality images.
The aforementioned dataset has already been used for the comparison of various established segmentation techniques (see Table I , first nine rows), by means of the statistical analysis described in [23] . In order to compare our method with the aforementioned techniques, we evaluated its efficiency by means of the same statistical analysis. According to this statistical analysis, we have examined the pixel-level accuracy of our segmentation's method by using the following two measures.
1) The first one is the probability of error PE which measures the missegmented pixels, and it is defined as PE (17) where and are the a priori probabilities of foreground and background.
denotes the probability of error in classifying background as foreground, while denotes the probability of error in classifying foreground as background.
2) The second one is the discrepancy distance , which gives different weights for missegmented pixels, based on how spatially far they are located from the nearest correct segmentation result. It is defined as (18) where is the number of missegmented pixels, is the Euclidian distance from the th missegmented pixels to the nearest pixel that actually belongs to the missegmented class. is the total number of pixels in the image. The evaluation results of the proposed method are shown in Table I (last row). It is evident that the proposed method can near optimally segment the spots of good-quality images while it can very efficiently segment the spots of low-quality images. In the same table we have included the results of nine established segmentation techniques (first nine rows), as they are reported by Lehmussola et al. [23] . By comparing the results, one can conclude that the proposed method is radically more successful than the first eight techniques, indicating its high performance. Compared with the K-means technique, in the case of HQI the proposed method yields the same results. However, in the case of LQI the proposed method is significantly superior. The significant number of spots which are contained in the used dataset additionally supports these arguments. Indeed, the evaluation of all methods has been statistically calculated in 50 000 artificial microarray spots for which the ground truth is given, which means that the correct segmentation result is known. Fig. 11 illustrates the segmentation result of a microarray block taken from a good-quality synthetic image, while Fig. 12 illustrates the segmentation result of a microarray block taken from a low-quality synthetic image. On these segmentation results, one can observe that the proposed approach has near-optimally segmented all the microarray spots of Fig. 11 and most of the microarray spots of Fig. 12 . Moreover, the proposed method has not segmented any spurious spot.
Figs. 13 and 14 illustrate four magnified spots isolated from a good and low synthetic microarray image respectively. They also depict their spot models determined by the genetic algorithm, as well as their segmentation results, produced by our proposed method. It is obvious that the proposed approach has near optimally segmented these microarray spots. Moreover, this example demonstrates that the proposed segmentation algorithm is able to segment not only circular spots but also spots of various shapes (Fig. 14) .
B. Evaluation of the Performance Using Real Microarray Images
In order to evaluate the performance of our segmentation method, on real cDNA microarray images, we used the Stanford Microarray Database (SMD) [40] , which is publicly available. These microarray images have been produced by comprehensively analyzing the gene expression profiles in 54 specimens of acute lymphoblastic leukemia, 37 positive and 17 negative to BCR-ABL [2] . BCR-ABL is a fusion gene product resulting from translocation between the 9th and the 22nd chromosomes. From these images we have arbitrary selected ten microarray blocks. Each block is digitized at 450 450 pixels at 16-bit gray level depth, and it contains 864 spots. Thus, these blocks contain 8640 spots in total. Fig. 15 illustrates the segmentation results of a region of a poor quality image obtained from the Stanford Microarray Database. This image contains several spots whose intensity value is low while the background level and noise is high enough. In order for the reader to be able to observe the results even for the low-intensity spots, we have increased the brightness. On this image, it is apparent that the proposed method has very efficiently segmented the real microarrays spots. It should be noted that the proposed method segmented all the low-intensity spots, even those which are not easily distinguished. However, in two cases, the proposed method segmented two spurious spots. Fig. 16 illustrates 16 magnified microarray compartments which have been isolated from real microarray blocks obtained from the Stanford Microarray Database. The first 15 compartments contain very low intensity spots, while the last one contains a high-intensity spot. Although the ground truth is not known, it is clear that the proposed method has very efficiently segmented the real microarrays spots. Fig. 17 illustrates the spot models and the segmentation results of three real magnified spots of different shapes. The real spots have been isolated from a real microarray image and their shapes resemble a volcano (1st line) or a doughnut 3-D curve (2nd and 3rd lines). The proposed method has very efficiently represented the real spots with the spot models and therefore has very efficiently segmented the real microarrays spots.
VI. CONCLUSION
Spot segmentation in microarray images is undoubtedly one of the most challenging stages of the microarray image analysis sequence. In this paper, the segmentation procedure is a result of an optimization problem which is tackled by using a genetic algorithm, which represents, in a 3-D space, the real spots of the microarray image with spot models. To this end, fuzzy logic is adopted in order to take into account the uncertainty existing in the pixels' intensities, which can be caused by noise, artifacts, and/or uneven background. The segmentation of the real spots is conducted by drawing the contours of the spot models.
The proposed approach is robust, very accurate, and efficient under the following adverse conditions: i) the appearance of various spot shapes, such as peak-shaped spots, volcano-shaped spots and doughnut-shaped spots; ii) the appearance of spots of diverse intensities, such as low-intensity spots which are not clearly visible or saturated spots; and iii) the appearance of various spot sizes. Additionally, it is fully automatic since all needed parameters have been adjusted once and they have been kept fixed during all the experiments. Consequently, there is no requirement of any input parameter or human intervention in order to determine properly the contours of microarray spots. The experimental results over synthetic and real images firmly confirm the validity of our method, as well as its robustness and effectiveness.
