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INTRODUCTION
Examples of clustered data include repeated measurements in longitudinal study, paired observations on both eyes in ophthalmology research and family data in genetics study. It is well known that observations within a cluster tend to exhibit intracluster correlation, which has to be appropriately considered for valid inferences. The parameter as in model (1.1) measures the change in the conditional logit of the probability of response with the covariate Xij for units in each of the underlying risk groups described by bi (Neuhaus et al., 1991) . Note that, in the marginal scale, pry.j-11 12 which is usually not of logistic form. Thus, the parameter as usually does not have an explicit marginal, population-averaged interpretation. On the other hand, for a marginally specified assessment, the marginal distribution (1"2) may be modelled directly by
logit
(1"3)
where ap measures a marginal regression effect associated with the covariate Xij.
The intracluster correlation is commonly modelled by adopting a 'working' covariance structure and parameter estimation can be carried out by solving generalised estimating equations (Liang & Zeger, 1986 In this paper, we study a special distribution function for the random intercept logistic regression model. Under this distributional assumption, the marginal functional shape is still logistic and regression parameters have an explicit marginal interpretation. In s 2 this special distribution is identified and some of its properties are discussed. The generality of the results is investigated in s 3. Parameter estimation and interpretation are given in s 4. In s 5 an example is presented for illustration, followed by a discussion in s 6.
DERIVATION AND PROPERTIES OF THE BRIDGE FUNCTION Consider the random intercept logistic model
(1"1) but with a general inverse link function H(.). For ease of discussion, we first assume the same random effects distribution across clusters, that is G(biIXi)':=G(bi). We relax this condition to allow bi to depend on In order to retain the logit shape in the marginal mean, bfZij must follow the bridge distribution discussed previously. However, as one can easily verify, the bridge distribution BI is not closed under linear combination. Thus, even if each component of the random vector bi follows the bridge distribution, bfZij does not necessarily follow the same distribution. Therefore, a straightforward generalisation to multivariate random effect distributions does not seem possible.
In practice, there can be covariate group-specific heterogeneity. One simple way of extending of the bridge distribution to accommodate this scenario is to relate the variance of the bridge distribution in (1.1) to covariates via a link function. For example, the log link may be used, so that log{12} In this situation, the marginal shape remains logistic and the rescaling parameter becomes dependent on Zi1, that is Ob(Zij) = (1 + 37r-2eI3zii)_-.
When the random effects are nested, for example of the form bi + bij, the bridge distribution can still be used to preserve marginalisation. N(O, b) .
It is worth noting that, for the probit link, a simple generalisation of the bridge distribution to multivariate bridge distributions is available since the Gaussian family is closed under linear combination. Furthermore, it is straightforward to verify that such a property still holds when the link is the inverse cumulative distribution function of a positive stable distribution.
Another commonly-used link function is the complementary log-log, with inverse function function

In this case, h(q)=-e-" and straightforward calculations show that Fh() )= F(1 where F is the gamma function. If we follow previous arguments, the bridge density function is given by
A It can be shown that, for 0 <q0 < 1, F(1 -iF(1 -i is a characteristic function of a random variable and is therefore integrable. Therefore, the above bridge density function gb(x) exists. In a survival context, survival and hazard functions are closely related to the complementary log-log relationship. Hougaard (1986) showed that the common conditional survival distribution with a random effect, or frailty, is retained marginally in Weibull models when the random effect follows the positive stable distributions. Thus, the bridge distribution for the complementary log-log link is the log-positive stable distribution. It is straightforward to verify that the rescaling parameter in this case is given by 1 where a2 is the variance of the bridge distribution.
Other Table 1 . The estimates based on the two models are very similar. The estimated conditional log odds ratios measuring the treatment effect are both highly significant, as are the estimated standard deviations of the random effect, indicating considerable heterogeneity across patients. The rescaling parameter q0 for the model with the bridge distribution is estimated as 0621, so that in the marginal scale the log odds ratio measuring the marginal treatment effect is approximately 2.105 x 0.621 = 1.307. We also fitted the marginally specified random intercept logistic model (4.2) to assess the marginal effect directly. For comparison, a marginal generalised estimating equation model with the exchangeable correlation structure was also fitted. The results are presented in Table 2 . The parameter estimates and standard errors of the marginal effects shrink towards zero when compared with those from the conditional models. The Wald tests of regression effects appear to be consistent between the marginal and conditional models. The marginal regression effects from the marginally specified model are very comparable to those from the generalised estimating equation model. For the marginally and conditionally specified random intercept models with the bridge distribution, the estimates of the covariate effects approximately satisfy the relationship c.p = 4b0, which is consistent with our previous discussion: the rescaling factor ft reflects the magnitude of the difference between the conditional and marginal regression effects. 
DiSCUSSION
Other approaches have been proposed for estimating regression effects for clustered binary data for random effects models. One is to use conditional likelihood to estimate the effects of within-cluster covariates; the random effects are eliminated and therefore the distribution of the random effects need not be specified (Breslow & Day, 1980, p. 248) . However, the effects of between-cluster covariate effects cannot be estimated by this approach, nor can features of the random effects. Another approach is to model the random effects nonparametrically and to estimate the random effects and covariates effects jointly (Laird, 1978; Follmann & Lambert, 1989 ). However, marginal effects cannot be assessed in this approach.
The bridge distribution function has a special functional form and this may limit its use in practice. However, it has been observed that regression effects in the random intercept logistic models are quite robust to different distributional assumptions for the random effect (Neuhaus et al., 1992; Heagerty & Kurland, 2001 ). In practice, it is often unlikely to have enough information to distinguish between different random effects distributions for a given dataset. The bridge distribution offers a useful tool for conditional inference while allowing for meaningful marginal assessments of regression effects.
