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1. INTRODUCTION 
The purpose of this article is to discuss when the associated graded ring of 
a given Noetherian local ring is Buchsbaum. 
Throughout, let A denote a Noetherian local ring of dim A = d and m the 
maximal ideal of A. Then A is called Buchsbaum if the difference 
is an invariant of A not depending on the choice of a parameter ideal q of A, 
where f,(A/q) and e,(q) denote, respectively, the length of the A-module A/q 
and the multiplicity of A relative to q (see Section 2 for detail). Here recall 
that if A is Buchsbaum, the local ring A, is Cohen-Macaulay and 
dim A, = d-dim A/p for any prime ideal p (p # m) of A. Moreover the 
local cohomology modules #,,(A) (i # d) of A are vector spaces, that is, 
m . H;(A) = (0) and one has the equality 
. h’(A), 
where h’(A) denotes, for each i, the dimension of H;(A) as a vector space 
over A/m. 
Let G = @n>O m”/m”” denote the associated graded ring of A and 
M = G, the irrelevant maximal ideal of G. Then it is well known that if the 
local ring G, is regular (respectively complete intersection, Gorenstein, and 
Cohen-Macaulay), then so is A. This is, however; not true in Buchsbaum 
case and the first counterexamples are given by M. Steurich (Essen 
University) (cf. (4.10)). Meanwhile according to a recent result of S. Ikeda 
(Nagoya University), a Noetherian local ring A must be Buchsbaum if G, is 
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a Buchsbaum ring and if m3 = qm’ for some parameter ideal q of A. 
Moreover his argument seems to suggest hat with suitable assumptions on 
the local cohomology modules E&(G) of G relative to A4, A is Buchsbaum 
whenever G, is. Our first main result concerns this subject and can be stated 
as follows: 
THEOREM (1.1). Let [HL(G)],, (n E Z) denote the homogeneous 
component of the graded G-module H;(G) with degree n and assume that 
there exists an integer r such that [HL(G)], = (0) (n # r - 1 - i, r - i) for 
any 0 < i < d and [H&(G)],, = (0) (n > r - d). Then A is Buchsbaum if G, 
is Buchsbaum. Moreover h’(G,) = h’(A) (0 < i < d) in this case. 
In case m3 = qm2 for some parameter ideal q of A and G, is Buchsbaum, 
the hypothesis in Theorem (1.1) is naturally fulfilled for r = 2 and thereby 
Ikeda’s result is a consequence of our Theorem (1.1): 
COROLLARY (1.2) (Ikeda). Assume that m3 = qm2 for some parameter 
ideal q of A. Then A is Buchsbaum and I(A) = I(G,) tf G, is Buchsbaum. 
The author [7] proved that if A is a Buchsbaum local ring with mz = qm for 
some parameter ideal q of A, then the ring G, is again Buchsbaum. Notice 
that the converse of this result is also true, which immediately follows from 
(1.2). 
In a certain special situation the converse of Theorem (1.1) also holds. 
Namely, let R be a regular local ring with maximal ideal n and assume that 
A = R/Z for some ideal Z of R. We suppose that A contains a parameter ideal 
q such that mntl = qm” for some n > 0 (this condition is always satisfied if 
the field A/m is infinite, cf., e.g., [ 17, 2.2, Chapter 2.21). Then we have the 
following 
THEOREM (1.3). Let r > 0 be an integer and assume that I c nrt ‘. Then 
the following conditions are equivalent. 
(1) H;(G) = [H$(G)],-, for 0 Q i < d and [H;(G)], = (0) 
(n > r - d); 
(2) (a) A is Buchsbaum, (b) mr+ ’ = qm’, and (c) q f’? m” = qm”- ’ 
for any 3 < n < r. 
When this is the case, the local ring G, is Buchsbaum and the 
Hilbert-Samuel series H(A, t) = CTz0 (dim,,,m”/m”’ ‘) . t” of A is given by 
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where v = v(A) denotes the embedding dimension of A. 
Provided I c n’+‘, the condition (1) in Theorem (1.3) is equivalent to 
saying that the graded ring G has r-linear resolution as a graded G(R)- 
module (cf. [ 1 ] and [23]. Here G(R)= Ona,, n”/n”+’ denotes the 
associated graded ring of R.) Therefore by virtue of a theorem due to J. Sally 
[ 191, one knows that the free resolution of G as a graded G(R)-module can 
be inherited from that of A over R. We shall discuss this subject in Section 5 
a little more closely. In case r = 1, the implication [(2) =z- (l)] in 
Theorem (1.3) is already discovered by the author [7]. For r = 2, as an 
immediate consequence of Corollary (1.2) and Theorem (1.3), one has the 
following 
COROLLARY (1.4). Suppose that I c n’ and m3 = qm’. Then A is 
Buchsbaum if and only if G, is Buchsbaum. 
Unfortunately unless I c n3, even though m3 = qm’, the only if part of 
(1.4) is not necessarily true. Counterexamples may be found in Section 7. 
We shall prove Theorem (1.1) (resp. Theorem (1.3)) in Section 4 (resp. 
Section 6). Section 2 is devoted to some preliminaries on quasi-Buchsbaum 
rings and local rings with finite local cohomology, which we shall frequently 
need to prove the above two theorems. We will discuss in Section 3 when the 
associated graded ring G of a Buchsbaum local ring A is again a Buchsbaum 
ring with Z(G,) = I(A). This is the motive problem of the present research 
and the result may have its own interest. 
Throughout this paper let A be a Noetherian local ring of dim A = d and 
m the maximal ideal of A. We always denote by G = G(A) the associated 
graded ring of A and by A4 the irrelevant maximal ideal G, of G. Let Hi(.) 
(resp. E&(e)) stand for the ith local cohomology functor relative to m (resp. 
Ml. 
2. PRELIMINARIE!~ 
First of all let us recall the definition of Buchsbaum rings, or more 
generally that of Buchsbaum modules. 
DEFINITION (2.1). Let E be a finitely generated A-module. Then E is 
BUCHSBAUMASSOCIATEDGRADED RINGS 339 
called Buchsbaum if the difference I(E) = l,(E/qE) - e,(q) is an invariant of 
E which does not depend on the choice of a parameter ideal q of E (here 
lA(E/qE) and e,(q), respectively, denote the length of the A-module E/qE 
and the multiplicity of E relative to q). This is equivalent o the condition 
that every system a,, a2 ,..., a, (r = dim, E) of parameters for E is a weak E- 
sequence, that is, the equality 
(a 1 ,**-, ai)E: ui+ I = (a, ,..., ai)E : m 
holds for any 0 < i < r [25]. The ring A is said to be a Buchsbaum ring if A 
is a Buchsbaum module over itself. 
Let E be a Buchsbaum A-module of dim, E = r. Then the local 
cohomology modules H;(E) (i # r) of E are vector spaces, that is, 
m . Hi(E) = (0) and one has the equality 
I(E)=;g; (‘;’ 1 ah’(E) (2.2) 
(see [ 161). Here h’(E) = dim,,, H;(E) denotes, for each i, the dimension of 
H;(E) as a vector space over A/m. 
The next lemma gives a powerful criterion of Buchsbaum modules, which 
plays a certain role in the sequel. 
LEMMA (2.3) [24,26]. Let E be a finitely generated A-module. If the 
canonical maps 
*’ Ext>(A/m, E) - lig Extft (A/m”, E) 
n 
are surjective for all i # dim,,, E, then E is Buchsbaum. In case A is a regular 
local ring, the converse is also true. 
COROLLARY (2.4) [26, Corollary (1. l)]. Let E be a finitely generated 
A-module with t = depth, E < I = dim, E. Assume that H;(E) = (0)fir any 
t < i < r. Then E is Buchsbaum if and only if m . H;(E) = (0). 
EXAMPLE (2.5). Let v(A) (resp. e(A)) denote the embedding dimension 
of a given Noetherian local ring A (resp. the multiplicity of A relative to m). 
(1) Let R = k[s, tn b e a formal power series ring over a field k and 
e > 0 an integer. We put 
in R. Then 
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(a) A is a Buchsbaum local domain with dim A = 2 and 
h’(A)=e- 1; 
(b) v(A) = 2e and e(A) = e; 
(c) m* = (se, t)m. 
ProojI Since R is module-finite over A, we get dim A = 2. Apply functors 
Hi(.) to the exact sequence 
O+A-+R+R/A-tO 
of A-modules and, as m . (R/A) = (0), we have Hi(A) = R/A. Therefore A 
is, by (2.4), a Buchsbaum ring with h’(A) = e - 1 (notice that 1,(R/A) = 
e - 1). Clearly m2 = (se, t)m and hence e(A) = e, as e(A) = e,((C, t)A) = 
eR((se, t)R) = e. The assertion that u(A) = 2e is trivial. 
(2) [ 141 Let E be a finitely generated module over a Noetherian local 
ring R. Assume that dim R = dim, E = d > 0. We denote by A = R K E the 
idealization of E (thus the additive group of A coincides with the direct sum 
of R and E and the multiplication in A is given by (a, x) . (b, y) = 
(ab, ay + bx)). Then A is a Buchsbaum ring if and only if the following 
conditions are satisfied: 
(a) R is a Buchsbaum ring; 
(b) E is a Buchsbaum R-module; 
(c) the equality 
[(a,, a, ,..., a,-,)R : a,] . E = (a,, u2,..., a,-,)E 
holds for any system a,, u2,..., ud of parameters for R [ 141. Consequently in 
case R is a Cohen-Macaulay ring, A is a Buchsbaum ring if and only if E is 
a Buchsbaum R-module. 
(3) Let R be a regular local ring of dim R = d > 0 and 12 the maximal 
ideal of R. Let 
O+F,+ . . . +F,-tF,=R-,R/n+O 
denote a minimal free resolution of the R-module R/n. We put 
Ei = R/n (i = 0), 
=?I (i= l), 
= Ker(Fi-, + Fim2) (2<i<d- 1). 
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Then H:(Ei) = (0) (j # i, d) and H’,(E,) = R/n clearly, whence we get by 
(2.4) that Ei is a Buchsbaum R-module. Let h,, h,,..., h,-, > 0 be integers 
and put 
d-l 
A=RD( @ E)i 
( 1 i=O 
(here E)f denotes the direct sum of hi copies of Ei). Then 
(a) A is a Buchsbaum local ring of dim A = d; 
(b) h’(A) = hi for each 0 < i < d; 
(c) u(A)=d+Cf:i(y)hi and e(A)= 1 +C~:~(~r~)hi; 
(d) m* = (a,, a, ,..., ud)m, where a,, a2 ,..., ad is a regular system of 
parameters of R. 
Proof. See Example (2), [ 5, 3.21, and [9,4.11]. 
(4) [5, see Section 5 also] Let d > 0 and ho, h, ,..., h,- 1 > 0 be 
integers. Then there exists a Buchsbaum local ring A such that dim A = d 
and h’(A) = hi for each 0 < i < d - 1. Moreover if ho = 0 (resp. h, = h, = 0), 
then the ring A can be taken to be an integral domain (resp. a normal ring). 
Let E be a finitely generated A-module of dim, E = r. 
DEFINITION (2.6). We say that E is quasi-Buchsbaum (resp. E has finite 
local cohomology) if nz . H$?Z) = (0) (resp. H;(E) is a finitely generated A- 
module) for any i # r. 
Any quasi-Buchsbaum module has finite local cohomology and every 
Buchsbaum module is naturally quasi-Buchsbaum. We Put 
h’(E) = ZJH~(E)) (0 < i < ) r and I(E) = CT=; (‘;I). h’(E) when E has 
finite local cohomology. 
In case E has finite local cohomology, the A,-module E, is 
Cohen-Macaulay and dim, E, = r - dim A/p for any element p of Supp, E 
such that p # m. When A fs a homomorphic image of a Cohen-Macaulay 
ring, the converse is also true [22, 3.81. Moreover we have 
LEMMA (2.7) [22]. F or any fmitely generated A-module E of 
dim, E = r, the following conditions are equivalent. 
(1) E has finite local cohomology; 
(2) the supremum 
sup (UEIqE) - e,(q)) 
4 
is finite (and equals I(E)), where q runs over parameter ideals of E; 
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(3) there exists a system a,, a, ,.., a, of parameters of E such that the 
supremum 
sup {l,(E/(a;l, a;‘,..., aFr)E) - e,((a;l, a;‘,..., a:r))) 
n,.“2....>“, 
is finite, where n,, n2 ,..., n, run through positive integers. 
We note 
COROLLARY (2.8). Let E be an A-module with finite local cohomology 
and let a be an element of m such that dim, E/aE = dim, E - 1. Then 
(1) the length lA( [(0) : alE) is finite; 
(2) there is an exact sequence 
0 + [ (0) : alE --t H:(E) S, H:(E) + Hk(E/aE) 
-+ H;(E) L Z-Z;(E) + Hk(E/aE) -+ . . . 
-+ H:(E) * H;(E) + H’,(E/aE) -+ . . . 
of local cohomology modules; 
(3) the A-module E/aE again hasJnite local cohomology. 
This is well known (cf. [22]). Notice that the asserLion (2) follows only from 
the assertion (1) (see [8, 2.61 for an explicit proof). 
LEMMA (2.9) [ 14, 211. Let E be a Jnitely generated A-module of 
dim, E = r. Then the following conditions are equivalent. 
(1) E is quasi-Buchsbaum; 
(2) any system of parameters of E contained in m2 is a weak E- 
sequence; 
(3) the ideal m2 contains a weak E-sequence of length r. 
COROLLARY (2.10). Let E be a quasi-Buchsbaum A-module of 
dim, E = r > 2. Then 
(1) E/bE is a quasi-Buchsbaum A-module with Z(E/bE) = Z(E) for any 
element b of m2 such that dim, E/bE = dim, E - 1; 
(2) the equality 
Z(E) = l,(E/(a,, a:2 ,..., a:r)E) - eE((a,, a;* ,..., a:r)) 
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holds for any integers n2, n3 ,..., n, > 2 and any system a,, a2 ,..., a, of 
parameters for E. 
Proof: (1) First of all choose a system b = b,, bz,..., b, of parameters 
for E so that all the his are in m*. Then as b,, b2,..., b,. is a weak E-sequence 
by (2.9), the sequence b,, b, ,..., b, must be a weak E/bE-sequence whence we 
get by (2.9) (cf. (3)) that E/bE is quasi-Buchsbaum. 
Consider the exact sequence obtained by (2.8)(2). Then since b . H;(E) = 
(0) (i # r), we obtain a short exact sequence 
0 -+ H;(E) -+ Hk(E/bE) + H: ‘(E) + 0 
for each 0 <i < r- 1. Thus h’(E/bE)= h’(E) + h’+‘(E), by which we 
immediately get that 
I(E/bE) = ;$l ( r; 2 ) . h’(E/bE) 
=z i’r”j . {h’(E) + h’+‘(E)} 
=g (‘;‘)~h’O 
= I(E) 
as (‘;‘) = (‘7’) + (;I:). 
(2) We see by (2.8)(l) that a,, az2,..., aFr is a reducing system of 
parameters, that is, 
la@/@, , a;*,..., a:r)E) - e,((a,, a;*,..., a:r)) 
= lA([(a:2 ,..., a:r)E : a,]/(a;2 ,..., a:?)E), 
whence to get the required equality it suffices to show that I(E) = 
l,([W*,..., a:r)E : a,]/(a;*,..., a:r)E). 
Let E= E/(a;*,..., a:r)E. Then as E is still quasi-Buchsbaum and of 
dimension 1, it must be Buchsbaum by (2.4); in particular H~(J!?) = 
[(0) : alIF. Hence as I(E) = lA([(0) : a,]& the equality I(E) = lA([(0) : a,lF) 
follows from the assertion (1). 
There exist, of course, quasi-Buchsbaum modules which are not 
Buchsbaum and the first published example is due to Vogel (291: 
EXAMPLE (2.11). Let R = k[x, y, z, WI be a formal power series ring 
over a field k and put 
A = R/k Y) n (z, W) n (~2, Y, ~2, w). 
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Then A is not Buchsbaum but quasi-Buchsbaum. dim A = 2 and h’(A) = 1 
(i = 0, 1) in this case. 
There are numerous examples of quasi-Buchsbaum integral domains which 
are not Buchsbaum. In fact, let d > 3 and h,, h, ,..., h,-, > 0 be integers. 
Assume that #{ 1 < i < d - 1 1 hi > 0) > 2. Then it is proved by [ 14) that 
there exists a quasi-Buchsbaum local domain A such that 
(a) dimA =d and hi(A)=hi (1 <i<d- 1); 
(b) A is not a Buchsbaum ring. 
Moreover if hi = 0, the ring A can be taken to be a normal ring. 
Nevertheless with suitable additional assumptions, any quasi-Buchsbaum 
module must be Buchsbaum. Namely, 
PROPOSITION (2.12). Let E be a quasi-Buchsbaum A-module of 
dim, E = r > 0 and let a,, a, ,..., a, be a system of generators for the ideal m. 
Assume that dim, E/(a, 1 iE I)E = 0 for any subset I of (1, 2,..., v}with 
#I = r. Then E is Buchsbaum tf E/a,E is Buchsbaum for every I < i ,< v. 
Proof Passing to the completion of A and appealing to the Cohen’s 
structure theorem, we may assume that A is a regular local ring. We put 
U = HO,(E). 
Let I be a subset of { 1, 2 ,..., v } with #I = r. Then 
Claim 1. U (7 (ai 1 i E Z)E = (0). 
Proof: We may assume without loss of generality that I= { 1, 2,..., r). 
First of all recall that 
(U+a,E)n(a,,a, ,..., a,.)E=a,E 68 
(cf. [25, Hilfssatz 1 l]), since E/a,E is Buchsbaum and mlJ= (0). Let 
x E Un (a,, a,,..., a,.)E. Then by (#) we may express x = a, y with y E E. 
Notice that a: y = 0 as x E U. Then y E [(0) : rnlE as a: is weakly E-regular 
(cf. (2.9)), whence we get x = a, y = 0. Thus Un (a,, a2 ,..., a,)E = (0) as 
required. 
Claim 2. a, is E/U-regular. 
Proof: As E/U is still quasi-Buchsbaum and Hi(E/U) = (0), this follows 
from (2.8)( 1). 
Claim 3. E/U is Buchsbaum. 
Proof As E/a, E is Buchsbaum and mU = (0), we know 12.5, Proof of 
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Proposition 121 that E/(U + a,E) is Buchsbaum. We put E= E/U. Consider 
the exact sequence 
of A-modules and apply functors Ext:(A/m, .) and H’,(.) to it. Then as ,!? is 
quasi-Buchsbaum, we get for each i < r a commutative diagram 
Exti-‘(A/m, ,??/aIE) - Ext:(A/m, ,!?) - 0 
I 
h&c& 
I 
hb 
H;- ‘(@a 1 E) - Hi(E) -0 
with exact rows. Therefore the canonical map hk is surjective for any 
0 < i < r because so is h&i,,- by (2.3), whence we conclude again by (2.3) 
that E is Buchsbaum. 
Now let us prove that E itself is Buchsbaum. First of all, consider the 
exact sequence 
O+U-+E-+E+O 
and, applying functors Exti(A/m, .) and H;(e) to it, we get for each 
1 < i < r a commutative diagram 
Ext: (A/m, E) - Ext> (A/m, ,?) - Ext: ‘(A/m, U) - Exty ‘(A/m, E) 
I 
h; 
I 
hh 
WI 
H;(E) = H;(E) 
with hk surjective and with exact top row. We would like to show that h; is 
also surjective. To do this it suffices to get that the map 
Extj: ‘(A/m, u) --) Exty ‘(A/m, E) in the above diagram (#) is injective, 
which follows from Claim 1 similarly as in the proof of [24, Lemma 31. As 
the canonical map hi : Hom,(A/m, E) + Hi(E) is certainly surjective, this 
guarantees by (2.3) that E is Buchsbaum. This completes the proof of (2.12). 
3. THE ASSOCIATED GRADED RINGS 
OF BUCHSBAUM LOCAL RINGS 
We are now ready to discuss the asociated graded ring G of A. Let 
R = On>,, m,” denote the Rees algebra of A and N = mR + R + the unique 
graded maximal ideal of R. Recall that G = R/mR and that 
dim R = dim R, = d + 1 if d = dim A > 0. In what follows we shall usually 
481/86/2-5 
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identify R with the subalgebra A [aT ) a E m] of A [T], where T is an indeter- 
minate over A. 
We note 
PROPOSITION (3.1). Suppose that the local ring G,,, has Jinite local 
cohomology. Then 
(1) A itself has finite local cohomology and Z(G,) > Z(A); 
(2) the local ring R, also has finite local cohomology. 
Proof (1) Passing to A[X],,,,,, where X is an indeterminate over A, 
we may assume that the field A/m is infinite (cf. [ 11, Proof of 3.81). Hence 
G contains a linear system f,, f2,..., fd of parameters. We express 
fi=a,modm2 with a, E m for each l<i<d. Notice that 
e,((a,, a,,..., ad)) = eG((f,, f2,..., fd)). Then by virtue of (2.7) we get for any 
positive integers n, , n2 ,..., nd that 
Z(G,) 2 l,(G/(f ;I, f P,..., f 2)) - +((f :I, f ?,..., f $9) 
> l,(W/(a?, ai?,..., @)I) - e,((f ?, f T,..., s8)) 
= l,(A/(a;l, a;2 ,..., a?)) - e,((a;I, a:2 ,..., a?)), 
whence again by (2.7) we see that A has finite local cohomology. Moreover 
we get the inequality Z(GM) > Z(A), since 
Z(A) = la(A/(a;l, a;2 ,..., a2)) - e,((a;l, a;*,..., a?)) 
for all integers nr, n2,..., nd large enough (cf. [22,3.5]). 
(2) We may assume that dim A = d > 0 and, passing to the 
completion of A, may assume further that A is a homomorphic image of a 
Cohen-Macaulay ring. Recall that dim A/p = d for any minimal prime ideal 
p of A (cf. [ 10,2.6]) and we see by [28] also that dim R/p = d + 1 for every 
minimal prime ideal P of R. Therefore to prove that the ring R, has finite 
local cohomology, by virtue of [22,3.8] it suffkes to show that R, is a 
Cohen-Macaulay local ring for any prime ideal P (P # N) of R. 
We put p=PnA. Then if p#m, the ring R,=A,[T] is 
Cohen-Macaulay as the coefficient ring A, is Cohen-Macaulay by the 
assertion (1). Thus we get that R, = (RJPRg is Cohen-Macaulay in this case. 
Assume that p = m. Then P 5 R + as P # N. Choose an element a of m so 
that P d aT. Let R” = R [ l/aT]. Then we have mR” = aR” as b = a . (bT/aT) 
for all b E m. Hence we get an isomorphism R,/aR, = Gp as 
z/ax= G[ l/aT]. Therefore the required assertion that R, is a 
Cohen-Macaulay ring follows, since a is R,-regular and the local ring G, is 
Cohen-Macaulay by our standard assumption. 
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LEMMA (3.2). Let a,, a, ,..., ad be elements of m such that 
d 
(Q,..., ap)n m” = C alim”-“i 
i=l 
for any integers n,, n2 ,..., nd > 0 and n. Then the equality 
i 
(a;‘,..., ali)n m” = 1 aJjmnpni 
j=O 
also holds for every 1 < i < d and for any integers n,, n,,..., ni > 0 and n. 
Proof It suffices to show that (a:~,..., ali) n m” c Cj=, aJjm”-“I. Let 
1 <i<d, n,, n, ,..., n, > 0 and n be fixed integers. Then for all s > 0 we get 
that 
(a;#,..., al’) n m” c (a;l,..., ali, a;+, ,..., a;) n m” 
= i ajnmnpnj + (a;, ,,..., ai) mnes, 
j=1 
whence 
#I,..., ali) n m” c 0 
s C' 
C ajn’m”-“j + mS 
j=l 1 
i 
= C aj”imnp”i 
j= I 
as required. 
THEOREM (3.3). Let A be a Buchsbaum local ring and a,, a,,..., ad be 
elements of m. Assume that m”” = (a,, az ,..., ad) m” for some n > 0. Then 
the following conditions are equivalent. 
(1) G, is Buchsbaum and h’(G,) = hi(A) any 0 < i < d; 
(2) G, has finite local cohomology and Z(G,) = Z(A); 
(3) G, is quasi-Buchsbaum and the equality 
<a: ,..., ai) n m” = (a:,..., CZ:) mn-* 
holds for any integer n; 
(4) the equality 
(a:,..., af) n m” = (ui,..., af) mnp2 
holds for every 1 < i < d and any integer n. 
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When this is the case, one has the equality 
I 
(ayl,..., ali) fJ m” = x a+“-“, 
j=l 
for every 1 < i < d and for any integers n, , n2 ,..., n, > 0 and n. 
Proof: We put f;: = a, mod m* (1 < i < d). Recall that f,, f2,..., fd is a 
system of parameters for G and such that e,((f,, f2,..., f,)) = 
eJ(a, , a2 ,..., ad)). 
(1) + (2) This is clear. 
(2) S- (4) We shall further show the last assertion. Let n, , n2,..., nd > 0 
be integers. Then as eA((a,, a2 ,..., adI) = +(dfi, f2,..., fd)) and as A is 
Buchsbaum, by virtue of (2.7) we find that 
Z(G,) > MGldf:‘, f %.., f~))-eG((f:l,f;*,...,fng)) 
> 4AG(AI(a?, a?,..., Q;“))) - e,((f :I, f PT..., f 2)) 
= l,(A/(a;l, a;2 ,..., a?)) - e,((ayl, a;* ,..., a?)) 
= Z(A). 
Hence as Z(G,) = Z(A) by our assumption (2), we know that 
MWf;‘, f ?,..., f 2)) = &(G(A/(aT1, a?,..., a?))) 
which guarantees that the canonical epimorphism 
G/(f ;I, f ;z,..., f 2) -+ G(A/(afI, ai2 ,..., a2)) 
of associated graded rings is an isomorphism. Thus 
d 
(a;], a;‘,..., azd)n m” = x alim”-“i 
i=l 
for any n (cf., e.g., [27, l.l]), and so by (2.14) we get that 
(a;‘, a;*,..., ayi)n m” = C ajn’m”-“l 
j=l 
for each 1 < i < d. 
(4) * (3) It suffices to show that 
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for any 0 < i < d (cf. (2.9)). Assume that <ff ,..., ff) : ff, 1 is not contained 
in <ff ,..., ff) : M and take a homogeneous element g of G so that 
.f;+,gE (f:,...,f:> but g& (.I%.., f:) : M. We put n = deg g and write 
g=bmodm”” with b E m”. Then as af+,b E (a:,..., a:) + M”+~, we may 
choose, by our assumption (4), an element c of m”+ ’ so that 
a;+ ,(b - c) E (a;,..., a:). Let x E m. Then since A is Buchsbaum, we get that 
x(b - c) E (uf,..., at) n mntl and consequently, again by the assumption (4), 
that x(b - c) E (a:,..., uf) m”-‘. Therefore xb E (a:,..., uf) m”-’ + m*‘* for 
x E m, whence Mg is contained in the ideal (ft ,..., ff)-this is a con- 
tradiction. 
(3) * (1) Induction on d. 
(d = 1) As G, is Buchsbaum it suffices to show that Z(G,) = Z(A) 
(cf. (2.2)). Notice that G/ffG = G(A/u:A) since u:A I-J m” = aim”-* for 
any n, and we get that 
Z(G,) = W/f: G) - c4.f: G) 
= MWI@)) - df: G) 
= Z,(A/uyA) - eA(ufA) 
= Z(A) 
as required. 
(d > 2) Assume that our/ implication is true for d - 1. Notice that, 
passing to A P%, txI where X is an indeterminate over A, we may assume 
the field Afm to be infinite. 
Claim 1. Z(G,) = Z(A). 
In fact as G, is Buchsbaum, we get by (2.10)(l) that 
Z(G,) = l,(G/(f:, f: ,..., .C>> - e,((ff v f: Te..9 .C>>. 
On the other hand we have by our assumption (3) that the canonical 
epimorphism 
G/U :,.f :,...&>- G(A/(a:, a:,..., a:)> 
is an isomorphism (cf., e.g., [27, l.l]), whence 
Z(G,) = l,(G(A/(u:, a: ,..., ~3)) - e,((f:, f ~,...,f~)> 
= l,(A/(af, a: ,..., ai)) - e,((ai, a:,..., d>) 
= Z(A I 
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Now let g,, gz,..., g, be an arbitrary linear system of parameters for G 
and express gi = bi mod m* with 6, E m (1 < i < d). Then as G, satisfies the 
condition (2) (cf. Claim l), by the implication [(2) 3 the last assertion] we 
get that 
(b:‘, b;‘,..., byi) n m” = 5 bj”m”-*i 
j=l 
for every 1 & i < d and for any integers n,, q,..., n, > 0 and n (consider the 
system b,, b, ,..., b, instead of the system a,, a2 ,..., ad). In particular, we find 
that- G/g,-G = G(A/b,A) and that the last assertion holds for the system 
*, 3,..., b, of parameters of the Buchsbaum ring A/b,A (here 6. denotes the 
rbedubction mod b, A). Hence by the implication [ (4) * (3j] and the 
hypothesis of induction on d, the ring GM/g1 G, must be a Buchsbaum ring 
with h’(G,/g, G,,,) = h’(A/b,A) f or each 0 < i < d - 1. Because the ideal M 
of G can be generated by linear forms such that any d elements of them 
constitutes a system of parameters of G, we conclude that the local ring G, 
is Buchsbaum (cf. (2.12)). Moreover by (2.8)(2) we get that 
h’(G,) = hi-‘(GM/g, G,) - hi-‘(G,) 
= hi-‘(A/b,A) - hi-‘(G,,,) 
= h’(A) + (h’-‘(A) - h’-‘(G,)) 
for any 1 <i < d and consequently to show that h’(G,) = h’(A) for all 
0 < i < d, it suffices only to get that h’(G,) = h’(A). 
We put W = Hi(A) and W* = Ker(G -+h G(A/W)), where h denotes the 
canonical epimorphism of associated graded rings. Then M . W* = (0) 
clearly and I,( W*) = lA( IV). In particular we get W* c Hk(G). 
Claim 2. g, is regular on G(A/W’). 
In fact let xE m”n (b,A + IV). Then since b,xE m”+’ n bfA and 
m”+‘nb2A =bZm”- 
x = b, y +’ u with y E b, 
we get b,x= b:y for some y E m”-‘. Hence 
and thereby we have proved that m” n (b, A + W) 
is contained in b,m”-’ + W for any integer n. Of course this guarantees that 
g, is regular on G(A/W) (cf., e.g., [27]). 
By this claim we get that Hk(G(A/W)) = (0), whence H:(G) = W* and 
therefore h’(G,) = ho(A) as required. This completes the proof of the 
implication [(3) S- (l)] and we have done with (3.3). 
Remark (3.4). If A is Buchsbaum and m2 = (a,, a2,..., ad)m for some 
elements a,, a, ,..., ad of m, the condition (4) in Theorem (3.3) is naturally 
satisfied (cf. [7]). Hence G, is Buchsbaum and h’(G,) = h’(A) for any 
0 < i < d in this case. 
BUCHSBAUMASSOCIATEDGRADEDRINGS 351 
Remark (3.5). Even though both the rings G, and A are Buchsbaum, 
one does not necessarily have Z(G,) = Z(A). For instance, let R = kit] be a 
formal power series ring over a field k and put A = kit”, t5, t”]l in R. Then 
G, is Buchsbaum and Z(G,) = 1 (cf. (7.7)). Of course Z(A) = 0 in this 
example. 
4. PROOF OF THEOREM (1.1) AND ITS COROLLARIES 
Similarly as in the previous section we denote by R = On>,, m” the Rees 
algebra of A and by N = mR + R + the unique graded maximal ideal of R. 
Let ZZk(.) be the ith local cohomology functor relative to N. Given a graded 
R-module E, we consider ZZ&??) to be a graded R-module whose 
homogeneous component of degree IZ shall be denoted by [ZZ#)], . For an 
integer m and a graded R-module E let E(m) denote the graded R-module 
which coincides with E as underlying R-modules and whose graduation is 
given by PW)l,, = E,,,, (n E Z). In what follows we shall freely utilize 
such a notation and the reader may consult [ 121 and [ 131 for a general 
reference on graded rings and modules. 
Let p: R + A denote the canonical projection. We regard, via p, the ring A 
as a graded R-module trivially, i.e., A, = A and A, = (0) (n # 0). We put 
Z = Ker p (= R +). Notice that Z( 1) = mR as graded R-modules. 
LEMMA (4.1). There exist exact sequences 
O+H;(Z)+H@)+H;(A) j~;(Z)-+~;(~)+~;(~)+ . . . 
and 
0 + H;(Z)( 1) --t H;(R) + H;(G) -+ H;(Z)( 1) + H;(R) + Z+,,(G) + . . . 
of graded R-modules. 
ProoJ As Z(1) = mR and G = R/mR, we have short exact sequences 
O-+Z+R-+A+O and O+Z(l)+R-+G+O 
of graded R-modules. The required exact sequences are derived from these 
short exact sequences as long exact sequences of local cohomology modules 
relative to N. 
Proof of Theorem (1.1). We may assume that d = dim A > 0 and that the 
field A/m is infinite. Notice that A has finite local cohomology (cf. (3.1)). 
Let W= Z-Z:(A) and W* = Ker(G +” G(A/W)), where h denotes the 
canonical epimorphism of associated graded rings. We begin with the 
following 
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LEMMA (4.2). m . H:(A) = (0) and ho(A) = h”(G,w). 
Proof: W* cH,&(G) clearly. Therefore [W*], = (0) for n # r - 1, I-. 
Accordingly we get for any integer n > r + 1 that W f7 m” = w n mn+ ’ ; 
hence Wn m’+’ = (0). Now assume that mx # (0) for some x E W. Then as 
x 6? m’ and [ W*], = (0) for n < r - 1, we have that x E mr-‘. Consequently 
mx= (0) as mxcm’+’ (recall that Ma W* = (0)~this is a contradiction 
and we get that m . W = (0). 
Because ho(A) = EA( IV) = ZG( W*) and h’(G,) = 1,(HL(G)), in order to 
prove the second assertion it suffices to show that W* = H:(G). Consider 
the exact sequence 
O+ W*+GAG(A/W)+O 
of graded G-modules. Then applying functors H;(e) to it, we get an 
isomorphism 
H;(G) = Hh(G(A/W)) 
of graded G-modules for each i > 0 and a short exact sequence 
0 + W* + H:(G) + H&(G(A/ W)) -+ 0 (1) 
of graded G-modules. Therefore as the local ring G(A/W), remains 
Buchsbaum (cf. [25, Proof of Proposition 12]), we see that the ring G(A/ W) 
also fulfills the assumption of Theorem (1.1) for the same integer r. Of 
course the required equality that W* = H:(G) will follow from the exact 
sequence (l), after proving that Hb(G(A/W)) = (0). Hence we may assume 
that W = (0). 
Let us consider the exact sequence 
O+H;(I)+H#?)+H;(A)+ -.. 
and 
(2) 
0 -, H;(G) --t H;(I)( 1) + H;(R) -+ H;(G) -, a.. (3) 
of graded R-modules obtained by (4.1). Let n > r + 1 be an integer and 
recall that r > 0 (cf. [9, 4.141). Then since [H:(G)]. = (0) and 
[Hk(G)],- r = (0) by our standard assumption on G and since 
%(A) = VT!,WIo~ we get by the above exact sequence (2) (resp. (3)) an 
isomorphism 
[HN)l. g ku~)l, 
(resp. an isomorphism [Z-Z;(Z)],,+ r z [H;(R)],, and an epimorphism 
[H#)lr+ 1 -+ [Hi(R)],) of A-modules. Accordingly 
W~V)lr+, g W~(Wl, 
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for any integer n > r + 1; hence we get that [H#)],.+ , = (0) and 
FW)l, = (0) as N@)I, = (0) f or all n large enough (cf., e.g., (3.1)(2)). 
Notice that [HA(I)], also vanishes, since it is an A-submodule of [H#)], 
(see the exact sequence (2)). Then we find that 
wv)u)ln = (0) for n=r- 1,r 
which guarantees by the sequence (3) that 
H:(G) = (0) 
as required. 
In case d = 1, our conclusion immediately follows from (4.2). Suppose 
that d > 2 and that our assertion is true for d - 1. Choose an A/m-basis 
fr, f2,..., f, of G, so that any d elements of them constitutes a system of 
parameters of G. We write 
fi = a, mod m2 
with ai E m for each 1 < i < u. 
LEMMA (4.3). Let 1 < i < u be an integer. Then [Z&(G/‘G)], = (0) 
(n#r-j- l,r-j) for O<j<d-2 and [H$‘(G~G)], = (0) 
(n > r-d+ 1). 
ProoJ: Since fi . @,,(G) = (0) f or all j # d, by the graded version of 
(2.8)(2) we get isomorphisms 
H’,(G,‘jJG) = Z$,(G) @ H’,+‘(G)(-1) 
(0 < j < d - 2) of graded G-modules and an exact sequence 
(1) 
O-Hi-‘(G)+H;-;‘(G/&G)+H;(G)(-l)L H;(G)+0 (2) 
of graded G-modules. Because [Hh(G)], = (0) (n # r - j - 1, r - j) for 
0 < j ( d and [H;(G)],, = (0) (n > r - d), the first assertion follows from the 
isomorphisms (1) and the second assertion follows from the sequence (2). 
PROPOSITION (4.4). A is a quasi-Buchsbaum ring and Z(A) = Z(G,). 
Proof Let 1 Q i < v be a fixed integer. We put c = G(A/ W). Then as is 
shown in the proof of (4.2), P&(e) = (0) and both the rings G and G possess 
the same property; hence 
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as A is regular on G. Therefore, by virtue of (4.3), we get that the ring 
G(A/W+ a,A) also fulfills the requirement in Theorem (1.1). Accordingly 
by the hypothesis of induction on d, A/( W + UiA) must be Buchsbaum and 
hj(A/aiA) = hj(GM/‘cM) for each 0 < j < d - 2. 
Now notice that 
Z(G,) - h’(G,) = I@?,) 
= m/h Gf> 
= w/w + ar4)) 
=g (“I’) - hj(A/( W + qA)). 
On the other hand by the exact sequence given by (2.8)(2), we see for each 
O<j(d-2 that 
hj(A/(W+ uiA)) < hj(A/w) + h’+‘(A/W) 
(recall that A/W has finite local cohomology). Hence 
Z(G,+g)-hO(G,)= yz: (“J”) * hj(A/(W+UiA)) 
. {hj(A/w) + hj+ ‘(A/W)} 
. d(A/W) 
= Ww) 
= Z(A) - h’(A), 
from which the inequality Z(GM) <Z(A) follows since ho(A) = hO(G,) by 
(4.2). Therefore we conclude Z(G,+,) =Z(A) by (3.1) and consequently we find 
that 
h’(A/(W+ u,A)) = hj(A/W’) + h’+‘(A/?V) 
for each O< j<d- 1; hence 
ui . EZj,(A/FV) = (0) (#I 
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for any 0 < j < d (recall the exact sequence 
..a + H$JA/W) 2 H’,(A/W)+ H’,(A/(W+ aiA)) 
of local cohomology modules and the fact that A/W has finite local 
cohomology). Because the maximal ideal m of A is generated by that system 
a,, a2,..., a,, we get by the identity (#) that A/W is quasi-Buchsbaum 
whence so is A by (4.2). This completes the proof of (4.4). 
COROLLARY (4.5). Let 1 < i < v be an integer. Then 
ajA n m” = aim*-’ 
for any n. 
Proof. We may assume without loss of generality that i = 1. Let s > 2 be 
an integer. Then as A is quasi-Buchsbaum, we get by (2.10)(2) that 
W,) = MGl(f, y f L..., f 3) - d(f, y f S y...p f 2) 
> hi(G(A/@, , a;,..., 4))) - d(f, T f L..., f 3) 
= Z,JA/(a, ,a; ,..., @J> - e,((a, ,a; ,..., as>) 
= Z(A). 
Because Z(G,+,) = Z(A) by (4.4), this guarantees that 
MGl(f,,f iv, f 3) = MG(A/(a, , a; ,..., a;))) 
whence we see that the canonical map 
Wf, > f; ,..., f 2 -+ WW,, a;,..., a;)> 
is actually an isomorphism. Therefore we get by [27, 1.11 that 
(a, , a; ,.a., a:) n m” = a, m”-’ + (a; ,..., a:) mnps 
for all n, which yields by the proof of (3.2) that 
a,Anm”=a,m”-L 
for all n. 
Now let us finish the proof of Theorem (1.1). By (4.5) we have an 
isomorphism G,$G = G(A/a,A) for each 1 < i < v. On the other hand we 
know by (4.3) that the ring G/&G fulfills the assumption of (l.l), whence the 
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hypothesis of induction on d yields that A/a,,4 is a Buchsbaum ring for any 
1 < i < U. Therefore by virtue of (2.12) we conclude that A itself is 
Buchsbaum (notice that A is quasi-Buchsbaum by (4.4)). The assertion that 
h’(A) = h’(G,,,) (0 < i < d) follows from (3.3) and (4.4). This completes the 
proof of Theorem (1.1). 
For a moment let R = @n>O R, be a Noetherian graded ring with k = R, 
a field and M = R + the irrelevant maximal ideal of R. We put d = dim R. 
Let f, , f2 ,..., fd be a fixed linear system of parameters for R. 
LEMMA (4.6). Let r be an integer and assume that [R/(f, , f, ,..., fd)], = 
(0)for all n>r+ 1. Then 
W&@)l, = (0) (n & { 1 - i, 2 - i,..., r - i)) for any 0 < i < d, 
P%VW, = (0) (n > r - d), 
ifRM is Buchsbaum. 
Proof: If d = 0, there is nothing to prove. Assume that d > 0 and that 
our assertion holds for d - 1. Then as f, . H;(R) = (0) for all i # d, we get 
by (2.8)(2) an isomorphism 
H;(R/fl R) = H;(R) @ H;‘(R)(-1) 
of graded R-modules for each 0 < i < d - 2 and an exact sequence 
(1) 
O-EL;-‘(R)+H;-‘(R,‘f,R)~h$(R)(-l)+L$(R)+O. (2j 
Because [Hh(RIf, R)], = (0) (n 6Z { 1 - i, 2 - i,..., r - i}) for any 
0 < i < d - 2, we get by the isomorphism (1) that [L&(R)], = (0) 
(n @ { 1 - i, 2 - i,..., r-i}) for all O<i<d- 1. 
Let us assume that [Z-Z$(R)], # (0) for some n > r - d and choose such n 
as large as possible. Let 0 # x E [H&(R)],. Then as fix = 0, in the exact 
sequence (2) we can take an element y of [H$-‘(R/f, R)],, i so that 
x = h(y); in particular [H$‘(R/fl R)],, , # (O)--this contradicts the 
hypothesis of induction on d since n + 1 > r - (d - 1). Thus we conclude 
that [H$(R)], = (0) f or any IZ > r - d and this completes the proof of (4.6). 
LEMMA (4.7). Assume that R = k[R,] and that [H,$(R)], = (0) for all 
n > 1 - d. Then M3 = df, , f, ,..., fd) M2 if R, is Buchsbaum. 
Proof We put J, = (fi, f i,..., f i) and deal with the inductive system 
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~wJsw)~ &th<s<r of graded R-modules where the structure map 
g,, : (R/J,)(sd) -+ (R/J,)(d) is defined by 
g,,(x mod J,) = (f, . . . f,)‘-’ . x mod J1. 
Notice that 
We denote by g, the canonical map (R/J,)(&) -+ H;(R). 
Let x be an element of R, and put y = g,(x mod J,). Then since 
y E [H$(R)],-, and [l&!,(R)],-, = (0) by our standard assumption, we have 
y= 0; hence (fi ..ajJt. xE (f:“,f:+’ ,..., f f: ‘) for some t > 1. Therefore 
as R, is Buchsbaum, by virtue of [9,4.7] we find that x E (S, , f2 ,..., &) + 
Cf=, [(f, ,..., j;: ,..., fd) :f;:] and thereby Mx c (f, ,fi ,..., fd). Thus 
M3 = (f,, f2 ,..., fd) M* as required. 
Proof of Corollary (1.2). We put fi = ai mod m2 (1 < i < d), where 
q = (a,, a, ,..., ad). Then 
[G/(f,,f,v..,f,)l, = (0) 
for all n > 3 because m3 = qm’; hence [HL(G)], = (0) (n # 1 - i, 2 - i) for 
0 < i ( d and [Hi(G)], = (0) (n > 2 -d) by (4.6). Thus the assertion 
immediately follows from (1.1). 
COROLLARY (4.8). Assume that [H$(G)], = (0) for all n > 1 - d. Then 
A is Buchsbaum if G, is Buchsbaum. 
ProoJ Passing to A[X],,[,, where X is an indeterminate over A, we may 
assume that the ring G has a linear system of parameters; hence the assertion 
follows from (1.2) and (4.7). 
EXAMPLE (4.9). Let r > 0 be an integer and let k[X, Yl denote a formal 
power series ring over a field k. We put 
A = kjiX, Yg/(Y’ - X’+ ‘)(X, Y). 
Then 
(1) A is a Buchsbaum local ring and dim A = 1; 
(2) G z k[X, Y]/Y’(X, Y) and G, is a Buchsbaum ring; 
(3) f%(G) = (G/W(--r); 
(4) F-MG)I, = (0) (n > r- 2) and [f%(G>L2 f (0). 
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EXAMPLE (4. IO) (M. Steurich). The condition given in Theorem (1.1) is 
the best possible. For instance let r > 3 be an integer and put 
A = k[X, Y, Z]/(X’, XY, xz - Y’, Yr’ I, XZ’), 
where k[X, Y, Z] denotes a formal power series ring over a field k. Then 
(1) G g k[X, Y, Z]/(X’, XY, XZ, Yrt I, YrZ) and G, is a Buchsbaum 
local ring; 
(2) A is not Buchsbaum; 
(3) @,(G) = (G/W(-1) 0 ((VW-r); 
(4) WiAG)l. = (0) (n > r - 2) and [~~<G>ll-2 # (0). 
Of course dim A = 1. 
5. RINGS WITH LINEAR RESOLUTION 
Let S = k[X, , X2 ,..., X,] be a polynomial ring with u variables over a field 
k and E a finitely generated graded S-module. Let h = hd,E, the 
homological dimension of E, and let 
O-F$+Fh-, -i . . . -+$+F,+E+O 
be a graded minimal free resolution of E. We put b, = rank, F, (0 < i < h) 
and express 
Fi = & S(-aij) 
j=l 
with integers a,. 
DEFINITION (5.1). We say that E has linear resolution if a, = i for all 
O<i<h and l<j<bi. 
This is equivalent to the condition that the module E is generated by 
elements of degree 0 and any entry of the matrices fi is an element of ‘S,. 
Let I be a graded ideal of S and put R = S/I. Let r > 0 be an integer. 
DEFINITION (5.2). We say that the ring has r-linear resolution if the 
graded S-module E = I(r + 1) has linear resolution. 
In this section we will summarize some basic results on rings with linear 
resolution which we shall need in Section 6. Since a more general theory will 
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be explored in [ 11, here we restrict our attention only to the case of 
Buchsbaum rings. 
Let N= S, denote the irrelevant maximal ideal of S. In what follows we 
fix an integer r > 0 and a graded ideal I of S. We put 
R = S/I; 
M = R + , the irrelevant maximal ideal of R; 
d=dimR. 
Let hi(R) = dim, Tory@, R) denote, for each i > 0, the ith Betti number of R. 
First of all we note 
PROPOSITION (5.3). Assume that R has r-linear resolution. Then 
r = i (-l)i . i. hi(R) 
i=l 
Proof: Since R has a resolution of the form 
0 -9 S(-(r + u))~J~) 3 . . . -+ S(-(r + 2))b2(R’ 
+ S(-(r + l))bl’R’ --t S --, R + 0, 
the Hilbert-Samuel series H(R, t) = CE0 (dim, Ri) . t’ of R is given by 
H(R, t) = g(t)/( 1 - t)“, where 
g(t)= 1 + i (-l)i. b,(R). tr+i. 
i=l 
On the other hand as H(R, t) =f(t)/(l - t)d for some polynomial f(t) in t 
and as v > d + 2, we get that 
g’(l) = f (-1)’ . hi(R) . (r + i) = 0; 
i=l 
that is, 
r. 5 (-l)i+l . hi(R) = 2 (-l)i . i . L+(R). 
i=l i=l 
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As C:‘=i (-l)‘+’ . hi(R) = 1, we have the required equality 
r= 2 (-l)i . j . b,(R) 
ix- * 
at once. 
EXAMPLE (5.4). Let s > r > 0 be integers and let X = [X,] denote an s 
by r + 1 matrix of indeterminates over k. Let Z = Z,.(X) be the ideal of 
S=k[X,] 1 <i<s, 1 <j,<r+ l] generated by r+ 1 by r+ 1 minors of 
the matrix X. Then the ring R = S/Z is a Cohen-Macaulay normal domain 
of dimension T(S + 1) and has r-linear resolution. The free resolution of R is 
given by the Eagon-Northcott complex associated with X and as is pointed 
out by D. A. Buchsbaum, any power Is of Z also has (sr + s - I)-linear 
resolution over S. 
We denote by [ a]* the graded k-dual (cf. [ 121). 
LEMMA (5.5) (Local duality theorem). Let E be a finitely generated S- 
module. Then there exists, for each i, a natural isomorphism 
Extf,(E, S(-v)) z [H;-‘(E)] * 
of graded S-modules. 
Proof: See, e.g., [12, 2.1.6 and 3.1.61. 
The following result is due to [I], However we need it so frequently that 
we shall give a proof for completeness. 
LEMMA (5.6) [ 11. Let E be a finitely generated S-module and assume 
that E, = (0) for all n < 0. Then the following conditions are equivalent. 
(1) E has linear resolution; 
(2) [H;(E)], = (0) ifn > -i. 
Proof: Let h = hd,E and let 
O-F,,-, . . . +F,+F,+E-tO (4 
be a graded minimal free resolution of E. We put bi = ranli,F, for each 
O<i<h. 
(1) 3 (2) We may write F0 = S’ (t = b,). If h = 0, then E = S’ and we 
have nothing to prove (recall that (H;(S)],, = (0) if and only if n > -v, cf., 
e.g., [ 12, 3.1.61). Assume that h > 0. We put E’ = Ker g and consider the 
exact sequence 
O-+E’-+S’-+E+O (b) 
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of graded S-modules. Then E’(1) has linear resolution as E has; hence by 
induction on h we see that for n > 1 - i 
[ELI, = (0). 
Apply functors H;(a) to the exact sequence (b) and get a long exact 
sequence 
. . . -+ &(SI) + H;(E) + H; ‘(E’) + . . . cc> 
of local cohomology modules. Let 12 and i be integers uch that n > -i. Then 
since [Hi'], = (0) and [I&(C)],, = (0), by the sequence (c) we obtain 
that 
as required. 
(2) * (1) Let us express 
Fi = & q-a,) 
j=l 
with integers aij for each 0 < i < h. Notice that aij > i as the resolution (a) is 
minimal. We like to show that aij = i for all 0 < i Q h and 1 < j < bi. 
Assume that this fails to hold and choose i as large as possible among such 
counterexamples. We may assume ai, > i. 
Apply the functor Hom,(., S(-u)) to the resolution (a) and get a complex 
bg S(-(u - ui-l,j)) L & S(-(u - Uij)) 
j=l j=l 
J-+ S(-(u - (i + l)))bi+l (4 
of graded S-modules. Recall that the cohomology of this complex is by 
definition 
Extf;(E, S(-0)) z [H;-'(E)] * 
(cf. (5.5)). Now take e = (1, 0 ,..., 0) E [S(-(v - a,,)) @ ..a @ 
S(-(v -a,,,))]. Then h(e) = 0, as a,, > i and h(e) E [S(-(u - 
(i + l)))b’+l],-,i, = (SCi+lj-ail]bi+l (recall that the resolution (a) is chosen to 
be minimal). Hence e determines an element of [H:-'(E)]* with degree 
u - a,, , which must be 0 since a,, > i and since [Hi-'(E)], = (0) for all 
n > i - u by our standard assumption on E. Therefore e = (1, O,..., 0) is 
contained in the direct sum of bi copies of the ideal M, since the resolution 
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(a) is minimal. This is, of course, impossible and we conclude that aij = i for 
all O,<i<h and l<j<bi. 
PROPOSITION (5.7) [ 11. Suppose that I, = (0) for all n < r. Then the 
following conditions are equivalent. 
(1) The ring R has r-linear resolution; 
(2) [I&(R)], = (0) if n > r - i. 
Proof. By virtue of (5.6) this assertion immediately follows from the 
exact sequence 0+ I + S + R -+ 0 (recall that [H;(S)], = (0) if n > -i). 
COROLLARY (5.8). Let g be an element of S, and assume that the length 
lR([(0) : glR) isfinite. Then R/gR has r-linear resolution over S/gS ifso does 
R over S. 
ProoJ There exists an exact sequence 
O-, [(0): g]R+II~(R)(-l)-gtII;(R)+,(R/gR)+ . . . 
+I&(R)(-l)AII;(R)+,(R/gR)-t . . . 
of graded S-modules (cf. (2.8)(2)). Therefore in case R has r-linear 
resolution over S, we know by this sequence that [IIL(R/gR)], = (0) for 
n > r - i as [I&(R)], = (0) and (IIz’(R)(-l)], = (0) (cf. (5.7)). Hence the 
ring R/gR also, again by (5.7), has r-linear resolution over S/gS. 
COROLLARY (5.9). Assume that the field k is infinite. Then 
M r+l = (g,, g2,..., gd)M’ 
for some elements gl, g2 ,..., gd of S, , if R has r-linear resolution. 
ProoJ: If d = 0, then R,, i = (0) by (5.7); hence Mrfl = (0) in this case. 
Let d > 1 and assume that our assertion is true for d - 1. First of all choose 
an element g, of S, so that g, is regular on the ring R/I-IL(R). Then 
[(0) : g,], c H;(R) clearly. Therefore by virtue of (5.8) we see that the ring 
R/g,R also has r-linear resolution over S/g, S. Consequently since 
dim R/g,R = d - 1, by the hypothesis of induction on d we may take 
elements g,, g, ,..., g, of S, so that 
Wlg,W+’ = (gz, g3,-., &)@f/&!,R)‘; 
hence M’+ ’ = (g, , g, ,..., gd) M’ as required. 
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PROPOSITION (5.10). Assume that R has r-linear resolution. Then the 
canonical map 
is surjective for any i. 
ProoJ Let 
o+~+p-, . . . ,fP,f+l, .,. w> 
be a graded minimal injective resolution of R over S. Let E denote the 
injective envelope of the graded S-module S/N. Recall that E = S*; in 
particular E, = k and E, = (0) for any n > 0 (cf. [ 12, 1.2.71). 
Apply the functor Hi(.) to the resolution (#) and we have a resulting 
complex 
of graded Artinian injective S-modules. Recall that the local cohomology 
module FL(R) appears as the ith cohomology of this complex. We put 
I’ = H:(Y) for each i 2 0. Then the structure theorem of injective modules 
allows us to write 
I’ = & E(-aij) 
j=l 
with integers bi > 0 and aij (cf. [ 12, 1.2.11). 
Claim. aij<r-iforalliaoand l<j<bi. 
In fact, assume that this fails to hold and choose i as small as possible 
among such counterexamples. We may assume a,, > r - i. Let e # 0 be an 
element of [lilai, such that Ne = (0). Then f’(e) = 0 as the resolution (#) is 
minimal. Therefore e determines an element of H;(R) with degree ai,, which 
must be 0 since [H;(R)], = (0) for all n > r - i (cf. (5.7)). Consequently we 
have e =f’-‘(e’) for some 0 #e’ E [li-‘lai, = @FL-~ Eai,-ai-,,j. Let 
1 <j< biel be an integer such that a,, < ai-,,j. Then 
r-i<ail<ai-,,j<r-i+ 1 
by our choice of i; hence a,, = ai- ,,j. As 
e’ E 0 Eail-ai-, .) 
1< j<bi-, such 
3, 
that ai,<ai-,,j 
this argument guarantees that e’ E [(0) : NIJim, whence e = f’-‘(e’) = 0 
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again by the minimality of (#). This contradicts the choice of e and thereby 
we have that aij<r-i for all i&O and 1 <j<bi. 
By this claim we see that [li],-i is contained in the socle [ (0) : NIJi of J’ 
and consequently we conclude that the canonical map 
[EXt$(S/N,R)],-i+ [HL(R)],-i 
is surjective for any integer i. 
THEOREM (5.11). Let f,, f2,..., fd be a linear system of parameters of R. 
Assume that I,, = (0) for all n < r. Then the following conditions are 
equivalent. 
(1) Hb(R) = [HL(R)]rpi for 0 < i < d and [Hi(R)], = (0) 
(n > r-d); 
(2) R, is a Buchsbaum ring and it4”’ = (f,, f2 ,..., fd) M’; 
(3) R, is a Buchsbaum ring and R has r-linear resolution. 
When this is the case, the Hilbert-Samuel series H(R, t) = CzO (dim, Ri) . t’ 
of R is given by 
v-d-l+i 
i 
rtd 
i 
ti+ t] (-l)i+r 
i=rtl 
. lrg;i (i+;mrj .h'(R,)i .ti]- 
Proof: (1) * (3) Certainly R has r-linear resolution by (5.7). The 
assertion that R, is a Buchsbaum ring follows from (2.3) and (5.10). 
(3) 3 (2) See Proof of (5.9). As R, is a Buchsbaum ring, the element 
f, is regular on the ring R/H&(R) if d > 0. Hence the proof of (5.9) still 
works in our situation. 
(2) + (1) The second assertion that [H&(R)], = (0) for any n > r - d 
follows from (4.6). Hence we have only to do with the first assertion. 
Assume that d > 1. We like to show that H,&(R) = [H;(R)],. Let n < r be 
an integer and take X E S, so that X mod I is contained in H:(R). Then as 
R, is Buchsbaum, we get that XY E I for any YE S,. This implies XY = 0 
as XYEI,+, and In+r =(0) by our standard assumption (recall that 
n + 1 < r); hence X= 0. Thus [H,&(R)], = (0) for all n < r and therefore we 
get H;(R) = [@AR)],, b ecause [Hk(R)], = 0 for any n > r as is shown in 
(4.6). 
Since HL(R/f, R) = H;(R) 0 H,$‘(R)(-1) as graded R-modules for any 
0 < i < d - 2, we shall immediately find, by induction on d, the required fact 
that Hh(R) = [HL(R)],-, for all 0 < i (d - 1. 
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Now let us prove the last assertion. If d = 0, then I = N” ’ (cf. (2)) and 
hence we get H(R, t) = Xi=0 (“-;+i) . t’. Assume that d > 0. Then as R,,, is 
Buchsbaum, there is an exact sequence 
O+Z$(R)(-l)+R(-l)AR-tR/f,R+O 
of graded R-modules, by which we find that 
WR 4 = & [H(RIJ; R, t) + h’(R,) . t’+ ‘1. 
Since R/f,, also has r-linear resolution (cf. (5.8)), appealing to the identity 
h’(R,/f, RM) = h’(R,) + hi+ ‘(R,,,) (0 < i < d - 2) (cf., e.g., [ 10, 2.6]), we 
shall have the required equality by induction on d. 
The rest of this section is devoted to systematically construct examples of 
Buchsbaum integral domains with linear resolution. 
Assume that u > 4 and that the ground field k is infinite. Let E be a 
finitely generated, non-free, and reflexive graded S-module. Assume that 
E = SE, and that E, is a free S,-module for any prime ideal P of S such 
that P # N. Let t = rank,E. Then we have 
LEMMA (5.12) [2]. There exists an exact sequence 
O-+ [S(-l)]‘-‘AEAP(r+ l)+O 
of graded S-modules, where r is an integer and P is a graded prime ideal of 
S with ht,P = 2. (Zn case depthsnr E, > 3, the ideal P can be taken so that 
SIP is a normal domain.) 
We put R = S/P. Let b,(R) and b,(E) denote, respectively, the ith Betti 
numbers of R and E for each i > 0. 
THEOREM (5.13). Suppose further that E has linear resolution. Then 
(1) R has r-linear resolution and 
r= fj (-l)r+l . (i - 1) . b,(E) - 2; 
i=l 
(2) dim R = u - 2 and Z&(R) = HF’(E)(-(r + 1)) (0 < i < u - 3); 
(3) b,(R) = b,(E). 
Proof. Let 
O+F,+ . . . +F,+F,*E+O (4 
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be a graded minimal free resolution of E. We choose a homomorphism h: 
F = [S(-I)]‘-’ + F,, of graded S-modules so that the triangle 
is commutative. Let f 5 : F, + F, @F (resp. f; : F, OF -+ F,,) denote the 
homomorphism of graded S-modules defined by 
f a> = (f*(Q), 0) (rev. f IV4 cl =f,(b) - h(c)). 
Then it is a routine work to check that the sequence 
O+F,+ . . . +F$+F2~F,@F~Fo- h*‘g P(r+ l)-+O (b) 
is an exact sequence of graded S-modules. Because the resolution (a) is 
linear, the resolution (b) is also linear; hence it must be minimal. Therefore 
R has r-linear resolution. As 
b,(R) = 1 (i = 0), 
=bl(E)+ C (-l)‘.bj(E)-1 (i = 2), 
j=O 
=bi-l(E) (i # 0, 21, 
we get by (5.3) that 
r= i (-l)i+I . (i - 1) . hi(E) - 2. 
i=l 
This proves the assertion (1). The assertion (3) and the former part of the 
assertion (2) are clear. The latter part of the assertion (2) follows from the 
exact sequences 
04 [S(-l)]‘-‘-E-+P(r+ l)+O 
and 
O+I-+S+R-+O. 
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For instance, let E,(l < i < v - 3) denote the (i + 1)th syzygy module of 
the graded S-module k = S/N and let hi (1 < i < v - 3) and s ‘be non- 
negative integers. Assume that hi > 0 for some i. We put 
v-3 
E = c (Efi)(i + 1) @ S”. 
i=l 1 
Then clearly E has linear resolution. Of course E is non-free and reflexive. 
The S,-module E, is ,free for any prime ideal p of S such that p # N. 
Therefore by virtue of (5.12) and (5.13), we obtain a graded prime ideal P of 
S satisfying the following conditions: 
(1) R=S/Ph as r-linear resolution, where 
(2) dimR=v-2andH~(R)=[k(i-~)]h~(1~i~u-3); 
(3) the local ring R, is Buchsbaum (here M = R, denotes the 
irrelevant maximal ideal of R); 
(4) b,(R)=CY=f (i+Ul). hi + S; 
(5) R is normal in case h, = 0. 
More simply, assume that k is algebraically closed and u = 4. Then 
r = 5h + s - 2 and b,(R) = 6h + s, where h = h,. Hence for each integer 
r > 3, there is an irreducible and reduced curve C in Ip: satisfying the 
following conditions: 
(1) the homogeneous coordinate ring R, of C is a Buchsbaum domain 
and has r-linear resolution; 
(2) H’(R,) = k(1 - r); 
(3) b,(R,)=r+3. 
6. PROOF OF THEOREM (1.3) 
In this section let R denote a regular local ring with maximal ideal n and 
assume that A = R/I for some ideal Z of R. We suppose that the maximal 
ideal m of A contains elements a,, a*,..., ad (d= dim A) of m such that 
m n+ l = (a,, a, ,...) ad) m” for some integer n > 0 (this assumption is always 
satisfied if the field A/m is infinite, cf., e.g., [ 171). We put q = (a,, a, ,..., ad) 
and 
fi = a, mod m2 
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for each 1 ,< i < d. Recall that f,, fz ,..., fd is a system of parameters for the 
associated graded ring G of A, i.e., M = \/cf, , fi ,..., fd), where M = G, . 
Proof of Theorem (1.3). ((1) S- (2)). It follows from (1.1) that A is 
Buchsbaum. As the ring G fulfills the condition (5.1 l)(l), the equality 
r+l = qm’ follows (see (5.1 l)(2)). The assertion (c) now follows from the 
Est assertion of (3.3) ( recall that by (l.l), h’(A)= h’(G,) for each 
0 < i < d). The formula of the Hilbert-Samuel series of A may be found in 
(5.11). 
In order to prove the opposite implication [(2) * (l)] we need some 
preliminaries. In what follows we assume that Z c nrt’ and that the ring A 
satisfies the conditions (a), (b), and (c) in (1.3)(2). As the implication is 
trivial if dim A = 0, we assume that d = dim A > 0. 
Let b, , b, ,..., b, be elements of the ideal n such that a, = bi mod Z for each 
1 < i Q d. Notice that b,, b, ,..., b, can be extended to a regular system of 
parameters of R. Then we clearly have 
LEMMA (6.1). The ring A/a, A also satisfies the condition (2) of (1.3) 
over the regular local ring R/b, R. 
LEMMA (6.2). Hi(A) c m’. 
Proof: Let x E H;(A) and express x = y mod Z with y E R. Then b, y E Z 
as m . Hi(A) = (0). Therefore we get y E n’ because Z c n’+ ’ by our 
assumption; hence x E m’. 
COROLLARY (6.3). Let 1 < i < d be an integer. Then 
(a, )...) a^, )...) ad) : a, = (a, )...) 6, )...) ad) + Ii 
for some ideal Ii of A contained in m’. 
ProoJ: This immediately follows from (6.2), because 
[(a 1 ,***, a^( ,..., ad) : ai]/(al ,..., a^( ,..., ad) = H;(A/(a, ,..., a^, ,..., ad)) 
and the ring A/(a, ,..., a^, ,..., ad) also satisfies the condition (2) of (1.3) over 
the regular local ring R/(b, ,..., gi ,..., bd) (cf. (6.1)). 
PROPOSITION (6.4). Let 1 < i < d be an integer. Then the equality 
(a 1 ,..., a,) r‘l m” = (a, ,..., ai) m”-’ 
holds for any n. 
ProoJ It suffices to show that (ui,..., al) n m” c (a, ,..., ai) m”-‘. In case 
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i = d, we have nothing to prove (cf. the condition (c)). Assume that 1 < i < d 
and that our equality holds for i + 1. Let x E (a, ,..., ai) n m”. Then as x E 
(a , ,***, a,, J ~7 m”, we may write x = y + a,, ,z withy E (a,,..., ai) m”-‘and 
z E m”-‘. 
In case n - 1 < r (hence 15 n”), let us write x = Xmod I with X E n”. 
Then as X E (b, ,..., bi) + I, we see that 
x E [(b, v..., bi) t I] n n” 
= [(b, ,..., b,)nn”] +I 
= (b, ,..., bi) n”-’ t I; 
hence x E (a, ,..., ai) m”-‘. 
Now assume that n - 12 r + 1. Then we get z E q as m”-’ = qm*-* by 
the condition (b); therefore z E (a, ,..., ai) as z E (a,,..., a,): a,, , by our 
choice (cf. [ 10,4.2]). Hence z E (a, ,..., ai) n m”- ’ and consequently, 
appealing to the induction of n too, we have that z E (a, ,..., ai) mnm2. Thus 
x E (a, ,..., ai) m”-’ as required. 
COROLLARY (6.5). a:A n m” = a:mne2 for any n. 
Proof. Let xEa:Anm” and write x = a: y with y EA. Then since 
x=~,zforsomezEm”~~ (cf.(6.4)),weseethatu=z-a,yisinHi(A). 
If n-l>r+ 1, then zEq as m”-’ c q and consequently u = 0, since 
uEqnJf%A) and q n fCi(A) = (0) (cf. [ 10,4.2]). Therefore 
z=a,yEm”-’ and we get by (6.4) that z E a,mne2. Hence x E afmn-*. 
Assume that n - 1 <r. Then as u E m”-’ by (6.2), we have that 
a,y E m”-‘. Hence again by (6.4) we get x E aim”-* also in this case. 
COROLLARY (6.6). Hz(G) = [Hi], = [(0) : f,], = {x mod mr+’ ) 
x E H:(A)}. In particular M . H:(G) = (0) and I&If,(G)) = ho(A). 
Proof. We begin with the following 
Claim 1. l(O) :.m = [PI : MIG’ 
Proof. Let g be a homogeneous element of G and assume that fi g = 0. 
We write g = x mod m”’ ’ with x E m”, where n = deg g. Then as 
afx E mn+‘, we get by (6.5) that a:x = u: y for some y E m”+‘; hence 
x - y E H:(A). Therefore xz = yz E rn” 2 for any z E m. Thus Mg = (0) 
and we have proved that [(0) : f:], c [ (0) : MIG. 
Claim 2. Me Hk(G) = (0). 
Proof. Let g E H;(G) and let n > 1 be the smallest integer such that 
M”g = (0). We claim n = 1. In fact if n > 2, then as f: . (M”-‘g) = (0) we 
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get by Claim 1 that M”-‘g = (O)---this contradicts the choice of n and so 
n = 1, i.e., Mg = (0). 
By these two claims we have a sequence 
of inclusions, which yields that 
since H;(G) 3 [ (0) : M], by definition. 
Now let us show H>(G) = [H:(G)],. First of all, recall that 
HO,(A)nm’+’ = (0) by [lo, 4.21, since mrt ’ c q by our standard 
assumption. Let n be an integer and let 0 # g E [H:(G)],. We write 
g=xmodm”+’ with x E m”. Then since a,x E mn+*, we get by (6.4) that 
a,x=a,y for some yEm”+‘. Hence u = x - y E H:(A). In particular we 
findthatn~rasu~m’+‘.Assumen<r.ThenxEm”+’becauseuEm”+’ 
by (6.2)-this is impossible and we conclude that n = r. Thus 
Hk(G) = [Hk(G)],. Moreover as g = u mod mrt I, we see 
[H:(G)], = {x mod mrt 1 ) x E Hi(A)}. 
Therefore the equality I&Y;(G)) = ho(A) follows, since HO,(A) n mrt ' = (0) 
as is remarked above. 
Let G(R) denote the associated graded ring of R. We put 
I* = Ker(G(R) -+” G), where h denotes the canonical epimorphism. 
THEOREM (6.7). G has r-linear resolution over G(R). 
Proof. As [I*], = (0) for any n < r (recall that Ic n’+’ by our 
assumption) it is enough, by (5.7, to show that [H;(G)], = (0) if n > r - i. 
Suppose d = 1. Then the assertion follows from (5. I l), as it4” ’ = f, M’ and 
G, is Buchsbaum (cf. (2.4) and (6.6)). 
Let d > 2 and suppose that our assertion holds for d - 1. We put f =fi . 
Then since [(0) :flc = H:(G) by (6.6), we have by (2.8)(2) an exact 
sequence 
-+ Z$,(G)(-1) A H&(G) -+ H;(G/“) -+ -0. 
-+ HL(G)(- 1) f. H;(G) -+ @,,(G,“3 -+ . . . . (4 
Let n and i be integers such that n > r - i. Assume that [Ha(G)], f (0). 
Then i > 0 by (6.6). Choose such n as large as possible and, as 
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f . b%,Wl. = (O), we get by the sequence (#) that [ZZL ‘(G/fG)],+ r j, (0). 
On the other hand since G/fG = G(A/a,A) by (6.4), it follows from the 
hypothesis of induction on d that [Hb’(G/fG)].+ r = (O)-this is a 
contradiction and we conclude that [Z$,,(G)], = (0) whenever n > r - i. This 
completes the proof of (6.7). 
COROLLARY (6.8). Znnn=nn-c”f”Zfor all n. 
Proof: By virtue of (6.7) we know that the ideal Z* of G(R) is generated 
by forms of degree r + 1; hence Z n n” c n n-(rt’)Z for all n. The opposite 
inclusion is trivial. 
Let R = an>,, m” denote the Rees algebra of A and put N = mR, + R, , 
the unique graded maximal ideal of R. We identify R with the subalgebra 
A[aT( a E m] of A[T], where T is an indeterminate over A. 
LEMMA (6.9). \/(u, T, a,T ,..., u,T) 2 R,. 
Proof: Let a be an element of m. Then we may write urfl = Cy=, ui . bi 
with bi E m’ for each 1 < i < d; hence (UT)‘+’ = Cy=, aiT. biT’. Thus 
&a, T, a, T,..., ud 7’) I R + as required. 
We put B=A[x/u,IxEm]. 
LEMMA (6.10). a,, u,/u ,,..., ad/u, is a B-regular sequence. 
Proof Certainly a, is B-regular. Let x E B and assume that 
ui+ L/ul * x E (uj 7 a2/u,,***7 u,/a,)B for some 1 < i < d - 1. We write 
ui+ *la1 ’ x = u,x, + uz/u, . x2 + ... + Ui/U, . xi 
with xi E B (1 < j < i) and write further 
x = y/a; and xj = yj/a: (1 <j<i) 
withn>r+l andy,yjEm”.Thensinceai+,y=u~y,+u2y2+~~~+aiyi 
in B, we get for some integer t > 0 that 
in A. 
Now notice that y, E [(a,, u3,..., ai.,,): u{“] nm” and that m” cq as 
n > r + 1 by our choice. Then we get y, E (a,, a3 ,..., ui+ ,) m”-’ by (6.4) 
because 
[(a,, a3 ,..., Ui+l):U~+2] nq= (a;, U3,...,Ui+1) 
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(cf. [ 10,4.2]). Let us write y, = Cj’: ujzj with z,~ E m”+ I. Then as 
ai+l 3 (a: y) = a: 
I 
i aj’(yj+a~zj)+ffi+~‘a~Zi+, 2 
.j= 2 I 
we see a,+,ai * (y - Ufzi+ 1) E (a*,..., a,); hence 
Y - UfZj+, E [(a,,..., a,): m] n m” 
(notice that a2, a3 ,..., ai, ai+, ai is a subsystem of parameters of A). Accor- 
dingly we get, again by [ 10, 4.21 and (6.4), that y - ufzi+, is in 
(a 21”‘, ai) m”-’ 
vjE mnwL 
which allows us to write y= uizi+, + CjE2 ajvj with 
for all 2 < j < i. Thus 
x = y/a: = a, . zi+,/a;-’ + a2/a, . vJa:-’ + f-f + ai/a, . vi/a:-‘, 
which proves that a,, a2/a, ,..., ad/a, is a B-regular sequence. 
PROPOSITION (6.11). The ring R, has finite local cohomology. 
ProoJ: We may assume, after enlarging, the field A/m to be algebraically 
closed (cf. [8, 3.51). Recall that dim A/p = d for any p E Ass A - {m} and 
we get by [28] that dim R/P = d + 1 for all minimal prime ideals P of R. 
Hence as R is certainly a homomorphic image of a regular (hence 
Cohen-Macaulay) ring, according to [22,3.8] in order to prove our 
assertion it is enough to show that the local ring R, is Cohen-Macaulay for 
any prime ideal P of R such that P # N. 
We put p=PnA. If pfm, then the ring R,=A,[T] must be 
Cohen-Macaulay as the coefficient ring A,, is. Hence the local ring R, = 
@iJPRp is Cohen-Macaulay in this case. 
Now assume that p = m. Then P ~4 R, and therefore, by (6.9), P 3 ai T for 
some l<i<d, say Paa,T. We put B=A[x/a,lxEm] and 
R=R[l/a,T]. Then as is well known, R=B[a,T, l/a,T] and a,T is 
transcendental over 3. Accordingly because R, = R,+, it is enough to show 
that B is a Cohen-Macaulay ring. 
Let Q be an arbitrary maximal ideal of B. Then B, = Apna if Q 3 a, ; 
hence B, is certainly Cohen-Macaulay. Assume that Q 3 a,. Then as 
Q f7 A = m, the ideal Q of B determines a maximal ideal Q/mB of B/mB. 
Let us extend a,, a2,..., ad to a minimal system a,, &,..., a, of generaters of 
m. Then as the field A/m is algebraically closed and as 
B = A[a,/a, ] 2 < i < v], we may write 
Q = mB + (q/a, -b, ,..., au/a, - b,)~ 
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with b, E A for all 2 < i < u. Notice that 
4=(a,,a,-a,b,,...,a,-a,b,) 
and consequently by (6.10), we find that the ideal Q contains a regular 
sequence a,, (a, - a,b,)/a, ,..., (a, - a i b,)/a i of length d. As dim B = d, this 
guarantees that the local ring B, is Cohen-Macaulay as required. This 
completes the proof of (6.11). 
COROLLARY (6.12). The ring G, has finite local cohomology. 
ProoJ Let Q be a prime ideal of G such that Q $ M. Then since 
G = R/mR, we may choose a prime ideal P of R so that PII mR and 
Q = P/mR. Notice that P $ R, as Q # M. Choose an element a of m so that 
P 3 UT. Then as is pointed out in the proof of (3.1), G, = R,/uR, and the 
element a is regular on R,. Therefore G, is a Cohen-Macaulay ring as R, is 
by (6.11). In particular if dim G, = 0, then dim R, = 1 and so we have that 
dim G,/QG, = d since dim R, + dim R,/PR, = d + 1 (cf. (6.11)) and 
G,/QG, z R,/PR,. Hence the local ring G,,, has finite local cohomology 
(cf., e.g., [22,3.8]). 
We put Z(q) = q + Cf= i [(a, ,..., a^, ,..., ad): ai]. Recall that Z(q) = 
6.4 ,...9 a;>: (a, * ..* * uJ-1 for all s 2 2 (cf. [9,4.7]). 
LEMMA (6.13). Let a be an element of m’ and s > 2 an integer. Then 
a 6? Z(q) ifund only if (f, a.. fJ-’ . g E (fi ,..., ff,), where g = a mod m’+ ‘. 
Proof. Suppose that df, ...fd)‘-‘g E (fi,...,fi). Then (a, ... uJ-‘u E 
(ai ,..., a~) + m(s-l)d+r+ I clearly. Notice that m(s-‘)d+r+’ = qcs-“d+‘mr 
because m’+’ - qm’ by our standard assumption. Then we get that 
m(s-‘)d+r+ ’ c (us ,,.., a;) 
since q (s- I)d+ 1 c (Us ,..., a:); hence 
a E Z(q) = (ai ,.**,a;) : (a, . . . ud)S- ’ 
as required. 
Conversely assume that u E Z(q). Let Ii be, for each 1 < i Q d, the ideal of 
A obtained by (6.3). Then since Z(q) = q + Cf=, Ii and Ii c m’ for all i, we 
have that Z(q) ~7 m’ = qm’- ’ + Cy= 1 Ii. Hence (a, ..+ ad)‘-’ . a E 
(us . . . . . a>). m(s-l)d+r-s + rf=, (a, . . . ad)‘-’ . Ii. 
374 SHIRO GOT0 
Claim. Cf=, (a, ... ad)s-’ . Ii c (a:,..., a:) m(s~‘)d+r~s. 
ProojI Let 1 < i < d be an integer and b E Ii. Then since 
(a 1 ,..., di ,..., ad) f’~ mrtsel = (a, ,..., ii ,..., ad) mrisp2 by (6.4), we get 
as-’ . b E (a, ,..., 6, ,..., ad) mr+s-2. 
Consequently the element (a, ... u~)~-’ - b = (a, -.a di ... u~)~-’ . af-‘b is 
contain* in (a, ..- a^, -1. aJ-r . (a ,,..., zi ,..., a,) m”+‘-’ and thereby in 
(as ,..., a: ,..., as) m (sP1)d+r-s. Thus we have shown that 
A 
(a, . . . u~)~-’ . Zj c (as ,..., ai ,..., a:) m’“- ‘w+r-s 
for any 1 ,< i < d. 
By this claim we immediately get that (a, -a+ ad)s-l . a is in (as ,..., af,) . 
mcS- l)d+r-s; hence (f, . - - fJ-‘g E (f; ,..., fi) as required. This completes 
the proof of (6.13). 
PROPOSITION (6.14). dim,,,[H$(G)],-, = Z,(m’/Z(q) f? ml). 
Proo$ We put J, = (f i, f i ,..., fi) (s > 1) and deal with the inductive 
system W/JsN4~ gstLGt of graded G-modules, where the structure map 
gst is defined by 
g,,(x mod J,) = (f, .. . fd)lps . g mod Jl. 
Then as is well known, 
H;(G) = li+ (G/J&d). 
In particular 
First of all notice that M’“- l)d+r = (f, , f2,..., fd)(‘- ‘jdMr since 
A4 r+ ’ = (f,, f2 ,..., fd) M’. Then we find 
[G/Jslw)d+r = {(f, ‘?fd)‘-’ * gmod J, I gE Grl 
for each s > 1. Accordingly by virtue of (6.13), we find that [G/Js]c,-,jd+r = 
m’/Z(q) n mr for any s > 2; hence [ZIZ$(G)],-~ = m’/Z(q) n m’. The required 
equality dim,,,[Z&G)],-, = l,(m’/Z(q) n mr) now follows. 
Let k = A/m and put S = k[f,, f2,..., fd] in G. Notice that S is a 
polynomial ring, as f, , f, ,..., fd is a system of parameters for G. Let 
wi = dimk[G/(S,,f,,...,fd)li 
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for each 0 < i < r. Then we have an exact sequence 
O+E+ 6 (,S’+‘i)(-i)-+G+O 
i=O 
of graded S-modules, since [G/(f,,f,,...,f,)],+, = (0). We put L = 
@fco (S”‘~)(-i) and P = S,. 
LEMMA (6.15). dim,[H$(L)],-, = w, and dim,[H$(L)], = 0 (n > r - d). 
Proof: We get H:(L) = @rzo (S * “i)(d - i) since H:(S) = S*(d) (here 
S* means the graded k-dual of S, cf. (5.5)). Consequently we have, for any 
n, that 
dim,[H$(L)], = C Wi . dim,[S*],+,-i 
i=O 
= go wi * dim,Si-,.+,,- 
The required equalities are now obvious. 
COROLLARY (6.16). There exists a k-subspace V of [I$(E)],_, such 
that dim, V= JJyzd (y) . h’(A) and [H$(E)],-d = [Hg-l(G)],-,O V. 
ProoJ Applying local cohomology functors H;(a) to the exact sequence 
O-+E+L+G-+O 
of graded S-modules, we get an exact sequence 
0 + H;-'(G) + H;(E) + H;(L) + H;(G) + 0 
of local cohomology. Consider the homogeneous part of this sequence with 
degree r - d and we have an exact sequence 
O+ [~~-,-‘(G)l,w~ [ff~WI,m~ b%WI,-,+ [~$WI,-,+O 
of vector spaces over k. We put V= Ker([H$(L)],_,+ [Hi(G)],+,). 
First of all notice that 
dim, V= w, - lA(m’/l(q) r7 ml) 
which follows from (6.14) and (6.15). Then we get 
dim, V = Z,((l(q) n m’)/(q n m”)) 
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because w, = ZA(mr/qmr-l) and qrn’-’ = q f? mr. Recall further that 
(Z(q) n W/k n m7 = W/q as Z(q) = q + (Z(q) n mr) by (6.3). Then the 
required equality 
follows from [9, 3.61. 
Now we are ready to prove the implication [(2) =P (l)] in Theorem (1.3). 
Notice that by (5.1 l), the last assertion of (1.3) follows from the assertion 
(1). 
Proof of Theorem (1.3). ((2) + (1)) If d = 0, we have nothing to prove. 
Assume that d > 0 and that our implication is true for d - 1. Notice that 
G/f, G = G(A/a,A) by (6.4); hence by virtue of (6.1) and the hypothesis of 
induction on d, the ring G/f, G satisfies the condition (1) of Theorem (1.3). 
First of all we prove the following 
Claim 1. H;(G) = [Hk(G)],-, for any integer 0 < i < d - 2. 
Proof: Let 0 < i < d - 2 be an integer. Then as G/f, G = G(A/a,A) by 
(6.4), we see by the hypothesis of induction on d that [Z$(G/fl G)], = (0) 
(n # r - i). Now assume that [H;(G)],, # (0) for some n < r - i and choose 
such n as small as possible (this choice is possible, see (6.12)). Then 
according to the exact sequence 
-.. -+ H;(G)(-1) ~H$(G)4~(G,‘S,G)+H;‘(G)(-l)+ .a. (#) 
of graded G-modules obtained by (2.8)(2), we find that 
[%(G)(--I)I, = [f&C-31,-1 # (0) 
-this contradicts the minimality of n and we conclude that [H;(G)], = (0) 
for all n < r - i. Since [H;(G)], = (0) for n > r - i (cf. (5.7) and (6.7)), we 
have that Z&(G) = [H$(G)],-i at once. 
Claim 2. dim,[Hh(G)],-i = h’(A) for any 0 < i < d - 1. 
ProoJ: By (6.6) we have dim,[HL(G)], = h’(A). Suppose that 
0 < i < d - 1 and that our assertion is true for i - 1. Consider the exact 
sequence’ (#) appearing in the proof of Claim 1 and take the homogeneous 
component of it with degree r - (i - 1). Then we get a short exact sequence 
O+ [~~‘(G)lr-~i-~~ - t [H,k’(G/flGG)Ir-,i-1, + [H,L(G)lr-i -+ 0 
BUCHSBAUM ASSOCIATED GRADED RINGS 311 
of vector spaces over k, because fi + H&‘(G) = (0) by Claim 1 and 
[H~(G)],-cj-,, = (0) by (5.7) and (6.7). Therefore 
dim,[H~(G)],-i=dim,[H~l(G/~,G)],-,i-l, - dim,[Hb’(G)],-,i-,, 
= dim,[H&‘(G/fi G)],-+ r) - h’-‘(A). 
Since dim,[H~l(G/f,G)],_,i_,, = hi-‘(A/a,A) by (1.1) and the hypothesis 
of induction on d, we finally get that 
dim,[HL(G)],-i = hi-‘(A/a,A) - h’-‘(A) 
= (h’-‘(A) + h’(A)) -h’-‘(A) 
= h’(A) 
as required. 
Claim 3. [Hi-‘WI,-, = (0). 
ProoJ We may assume by (6.6) that d > 2. According to (6.16) it is 
enough to show that dim,[H$(E)],-, = Cf:i (4) . h’(A). Recall the exact 
sequence 
O-+E+L+G-+O wf) 
of graded S-modules. We put E= Ker(L/f, L + G/f, G). Then as H:(G) = 
[P):f,l, by (647 we have by the sequence (##) a short exact sequence 
O-+Hk(G)(-l)-,E/‘f,E+-,+O 
of graded S-modules. Hence Hg-‘(E/fIE) = H$- l(E) as d > 2. 
Now apply functors H;(e) to the exact sequence 
and we get a long exact sequence 
. . . + H;-‘(E)(-1) fl H;-‘(E) --) H;-‘(EIf,E) 
+ H;(E)(-1) 3 H;(E) + 0 ww 
of local cohomology. Notice that [Hfl(E)]r-d+l = (0) by Claim 1 since 
Hz-‘(E) r H&*(G) (cf. the sequence (##)). Then considering the 
homogeneous component of the sequence (###) with degree T - d + 1, we 
find that 
dimkW@)Ld = dimk[H~(E)(--l)lr-d+ 1 
= dimlW%E)l,-,+, + dim,[H~-‘(E/f,E)l,-,+ ,. 
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Let us recall that H$-‘(E/f,,) = H:-‘(E). Then we get by (6.16) (applied 
to the ring A/a,A) that 
dimA%-‘R!!~)l,-~+ 1 =
because [H~-*(G/fl G)]r-d+, = (0) by the hypothesis of induction. Thus 
dim,[Hg(E)],-, = dim,[H$(E)],-,+ 1 + :$I (‘5 ’ 1 . h’(A/uA). 
Consider the following exact sequence 
which also comes from the sequence (##). Then we see by Claim 2 that 
dimkW~.(ELd+ 1 = hd-‘(A) because [H!(L)],-,+ I = (0) by (6.15). 
Therefore we get 
dim,[H,d(E)],-, = &-‘(A) + ‘2’ (” y ’ ) * h’(A/a,A) 
i=O 
* (h’(A) + hi+ ‘(A)) 
- h’(A) 
as required. 
We are now in position to finish the proof of Theorem (1.3). Since 
[I-Z;(G)], = (0) (n > r - d) by (5.7) and (6.7), by virtue of Claim 1 we have 
only to show that [H$‘(G)], = (0) (n # r - d + 1). Assume that 
[H&-‘(G)], f (0) for some n # r-d+ 1 and choose such II as large as 
possible. Then n < r - d + 1 clearly (cf. (5.7) and (6.7)). Moreover n < r - d 
by Claim 3. Consider the homogeneous component with degree n + 1 in the 
exact sequence 
. . . + H~-2(G,‘fl G) + H$-‘(G)(-1) 3 H;-‘(G) -, ... 
obtained by (2.8)(2). Then we get that [H&-‘(G)],+, # (0) because 
l~~-*WA WI,, 1 = (0) by the hypothesis of induction on d-of course this 
contradicts the maximality of n and we conclude that H;-‘(G) = 
(%-‘@)I,-d+ 1. This completes the proof of Theorem (1.3). 
We close this section with a single remark. Suppose that A satisfies the 
condition (2) of Theorem (1.3). Let h = hd,A and let 
O-L,+ . . . +L1+Lo=R+A+O 
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denote a minimal free resolution of A over R. We regard each Li (1 < i < h) 
as a filtered R-module with the following filtration: [Li], = CCitr)Li 
(n E Z). Then we have the following 
COROLLARY (6.17). The sequence 
O+L,+ . . . +L1+L,=R+A-+O 
is an exact sequence offiltered R-modules and the derived sequence 
0-i G(L,)+ ... -G(L,)+G(L,)=G(R)-,G+O 
of graded G(R)-modules provides a minimal free resolution of G over G(R). 
By virtue of [ 19, 2.61 this follows from (6.7). 
7. CONSEQUENCES OF THEOREMS (1.1) AND (1.3) AND FINAL REMARKS 
Let A be a Noetherian local ring. We denote by v(A) (resp. e(A)) the 
embedding dimension of A (resp. the multiplicity of A relative to m). Then it 
is well known that 
v(A)<e(A)+dimA+Z(A)- 1 
in case A is Buchsbaum (cf. [4,3.8]). We say that a Buchsbaum ring A has 
maximal embedding dimension if 
v(A)=e(A)+dimA+Z(A)- 1. 
Provided the maximal ideal m contains elements a,, a*,..., ad (d = dim A) 
such that mntl = (a,, a,,..., ad) m” for some n > 0, a Buchsbaum ring A has 
maximal embedding dimension if and only if one may take n = 1 (cf., e.g., 
[4, 3.81). For example, Buchsbaum rings given by (2.5)(l) and (3) certainly 
have maximal embedding dimension. 
PROPOSITION (7.1). Let A be a Noetherian local ring. Then the following 
conditions are equivalent. 
(1) I&(G) = [ZZL(G)]l-i for 0 < i < d and [H;(G)],, = (0) 
(n > 1 -d). 
(2) G, is a Buchsbaum ring of maximal embedding dimension. 
(3) A is a Buchsbaum ring of maximal embedding dimension. 
When this is the case. h’(G.,‘I = h’(A) for all 0 ,< i < d. 
380 SHIRO GOT0 
Proof: (1)o (2) See (7,3.3]. 
(3)*(I) See [7, 1.11. 
(1) * (3) The fact that A is Buchsbaum follows from (1.1). Recall 
that dim G, = dim A, v(G,) = u(A), e(G,) = e(A), and I(G,) = I(A) 
(cf. (1.1)). Then we get that A has maximal embedding dimension because 
G, has. The last assertion is now obvious. 
Let A be a Buchsbaum ring. Then it is discovered by [ 9,4.1] that 
. h’(A). 
We say that A has minimal multiplicity if 
For example, Buchsbaum rings given by (2.5)(3) have minimal multiplicity. 
In case e(A) = 2, a Buchsbaum ring A is naturally of minimal multiplicity if 
A is non-Cohen-Macaulay and depth A > 0. (Such Buchsbaum rings are 
closely discussed in [6] and the structure of them is completely known.) 
Notice that a Buchsbaum ring has maximal embedding dimension if it 
possesses minimal multiplicity [ 9, 4.121. 
COROLLARY (7.2). Let A be a Noetherian local ring. Then the following 
conditions are equivalent. 
(1) G, is a Buchsbaum ring and [Hf.,(G)], = (0)for n > -d. 
(2) G, is a Buchsbaum ring of minimal multiplicity. 
(3) A is a Buchsbaum ring of minimal multiplicity. 
Prooj (1)o (2) and (3)* (2) See [9,4.12 and 4.131. 
(2) + (3) As G, h as maximal embedding dimension, we get by (7.1) 
that A is Buchsbaum. Notice also that hi(GM) = h’(A) (0 < i < d) by (7.1). 
Then we get that A has minimal multiplicity because G, has. 
LEMMA (7.3). Let A be a Buchsbaum ring and assume that m’ = qm2 
for some parameter ideal q of A. Then G, is Buchsbaum if A/H:(A) is 
Cohen-Macaulay. 
Proof: We may assume that d > 0. We put W = Hi(A). Let W* = 
Ker(G +h G(A/W)), where h is the canonical epimorphism. Then we get, by 
[20, Proof of 2.11, that G(A/W) is a Cohen-Macaulay ring. Hence we find 
by (2.4) that G, is Buchsbaum, because Ma W* = (0) and Hh(G) = (0) for 
if 0, d. 
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PROPOSITION (7.4). Assume that dim A = 1 and that m3 = am2 for some 
element a of m. Then G, is Buchsbaum if and only if A is. 
ProoJ The only if part is due to Ikeda (1.2). The ifpart follows from (7.3). 
PROPOSITION (7.5). Assume that dim A = 2 and that m3 = (a, b) m2 for 
some elements a, b of m. Then G, is Buchsbaum cf and only if the following 
conditions are satisfied: 
(1) A is Buchsbaum; 
(2) aA n m3 = am2 and bA n m3 = bm2; 
(3) (a2, b2) n m4 = (a’, b2) m2. 
ProoJ: The only if part follows from (1.2) and (3.3). Let us consider the 
if part. We like to show that a2A n m” = a2m”-2 and (a’, b*)n m” = 
(a’, b*) m”-’ for all n. We begin with the following 
Claim 1. aAnm”=am”-’ for any n. 
Proof It suffices to show aA n m” c am”-‘. We may assume that n 2 4. 
Let x E UA n m”. Then as x E (a, 6) n m”, we may write x = uy + bz with), 
z E m”-‘. Notice that m”-’ c (a, b). Then we get z E aA, because 
z E [(a) : b] n (a, b) and [(a) : b] n (a, b) = (a) by [ 10,4.2 J, Therefore the 
required inclusion follows by induction on n. 
Claim 2. a2A n mn = a2m”-2 for any n. 
Proof: We have only to show aZA nm” c a2m”-‘. We may assume 
n~4.LetxEa2Anm”andwritex=a2ywithyEA.Thensincex=azfor 
some 2 E m”-’ by Claim 1, we get z - uy E [(0) : a]. Notice that z E (a, b) 
as m”-’ c (a, b). Then we get z = uy, because z - uy is in [(0) : a] n (a, b) 
and [ (0) : a] n (a, b) = (0) (cf. [ 10,4.2]). Hence z E aA n m”-’ and 
therefore by Claim 1 we get x = az E a2mn-’ as required. 
Now let us prove that (a’, b2) n m” = (a’, b2) mn-’ for all n. We may 
assume, by the condition (3), that n > 5. Let x E (a’, b2) n m”. Then since 
the local ring G(A/aA), is Buchsbaum by (7.4), we get by (3.3) that 
2 E (b2mn-‘)A (here A=A/aA and I=xmoduA). Hence 
x E (aA + b’m”-‘) n m” = am”-’ + b2mn-’ (cf. Claim 1) and thereby we 
may write x = uy + b2z with y E m”-’ and z E m”-‘. By the symmetry 
between a and b, we may write also x = a2v + bw with v E mne2 and 
w E m”-‘. Now notice that y -au E [(b) : a] n m”-’ = bmnM2 and express 
y = au + bu with ZJ E m”-‘. Then because rn”-’ = (a, b) mnp3, we get that 
uy E (a’, b2) rn*-’ whence x = ay + b2z E (a’, b2) m”-’ as desired. 
Thus we have proved that a2A n m* = a’m”-’ and (a’, b2)n m” = 
(a’, b’) rnnm2 for all n; hence G, is Buchsbaum by (3.3). 
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EXAMPLE (7.6). Even though A is Buchsbaum and m3 = qm2 for some 
parameter ideal q of A, G, is not necessarily again Buchsbaum. For 
example, let S = k[X, Y, Z] be a polynomial ring over a field k and put 
R = k[X2, Y*, Z*, XY, YZ, X3Z, XZ”] 
in S. Let P = (X2, Y*, Z2, XY, YZ, X’Z, XZ3)R. Then 
(1) A = R, is a Buchsbaum local domain; 
(2) dimA =3, h’(A)= 1, and h’(A)=0 (if 1,3); 
(3) m3 = (X2, Y*, Z’) m*; 
(4) G, is not Buchsbaum. 
Notice that the ring A/X’A gives a counterexample of dimension 2. 
Proof. Let R= k[X*, Y*, Z*, XY, YZ, ZX]. Then R is the normalization 
of R and R/R z R/P as R-modules. Therefore as R is a Cohen-Macaulay 
ring, we get immediately by [3, 1.11 the assertions (1) and (2). It is routine 
to check that m3 = (X2, Y*, Z’) m*. Now consider the assertion (4). If G,,, is 
Buchsbaum, then by (7.5) we must have Y2A fI m3 = Y*m*. However 
Y* -XZ3 =XY. YZ. Z* E Y2A nm3 but XZ3 @m*. Hence G, is not 
Buchsbaum in this example. 
We close this paper with the following 
PROPOSITION (7.7). Suppose that A is a Cohen-Macaulay local ring of 
dimension 1 and assume that m4 = am3 for some element a of m. Then G, is 
Buchsbaum and Z(G,) = Z,((m3 :a)/m’). 
Proof We put f = a mod m*. Let Z = [ (0) : f J,. We claim that Z = I,. In 
fact, choose g E I, so that n > 2. We write g = b mod mnf’ with b E m”. 
Then abEm”t2=am”t’, as n>2; hence bEm”+‘, i.e., g=O. Thus we 
conclude that Z = I,. 
Now let g be an element of G and assume that f2g = 0. Then as fg E Z = 
[(0) : flc and Z = I,, we find that fg = 0, i.e., g is in [(0) : f JG. Hence 
i(O) :f lc = [(O) :f ‘IG and therefore we get M . [(0) : f ‘lG = (0). Thus G, 
is Buchsbaum (cf. (2.9)). Because 
we immediately have that Z(G,) = E,((m3 :a)/m’). 
COROLLARY (7.8). Suppose that A is a Cohen-Macaulay local ring of 
dimension 1. Then G, is Buchsbaum if e(A) < 4. 
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