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A SIMPLE (2 + ǫ)-APPROXIMATION ALGORITHM FOR SPLIT
VERTEX DELETION
MATTHEW DRESCHER, SAMUEL FIORINI, AND TONY HUYNH
Abstract. A split graph is a graph whose vertex set can be partitioned into a clique
and a stable set. Given a graph G and weight function w : V (G) → Q≥0, the Split
Vertex Deletion (SVD) problem asks to find a minimum weight set of vertices X
such that G−X is a split graph. It is easy to show that a graph is a split graph if and
only it it does not contain a 4-cycle, 5-cycle, or a two edge matching as an induced
subgraph. Therefore, SVD admits an easy 5-approximation algorithm. On the other
hand, for every δ > 0, SVD does not admit a (2− δ)-approximation algorithm, unless
P=NP or the Unique Games Conjecture fails.
For every ǫ > 0, Lokshtanov, Misra, Panolan, Philip, and Saurabh [9] recently
gave a randomized (2 + ǫ)-approximation algorithm for SVD. In this work we give an
extremely simple deterministic (2 + ǫ)-approximation algorithm for SVD.
A graph G is a split graph if V (G) can be partitioned into two sets K and S such that
K is a clique and S is a stable set. Split graphs are an important subclass of perfect
graphs which feature prominently in the proof of the Strong Perfect Graph Theorem by
Chudnovsky, Robertson, Seymour, and Thomas [3].
Given a graph G and weight function w : V (G) → Q≥0, the Split Vertex Deletion
(SVD) problem asks to find a set of vertices X such that G − X is a split graph and
w(X) :=
∑
x∈X w(x) is minimum. A subset X ⊆ V (G) such that G−X is a split graph
is called a hitting set. We denote by OPT(G,w) the minimum weight of a hitting set.
It is easy to show G is a split graph if and only if G does not contain C4, C5 or 2K2 as
an induced subgraph, where Cℓ denotes a cycle of length ℓ and 2K2 is a matching with
two edges. Therefore, the following is an easy 5-approximation algorithm1 for SVD in the
unweighted case (the general case follows from the local ratio method [6]). If G is a split
graph, then ∅ is a hitting set, and we are done. Otherwise, we find an induced subgraph
H of G such that H ∈ {C4, C5, 2K2}. We put V (H) into the hitting set, replace G by
G− V (H), and recurse.
On the other hand, there is a simple approximation preserving reduction from Vertex
Cover to SVD (see [9]). Therefore, for every δ > 0, SVD does not admit a (2 − δ)-
approximation algorithm, unless P=NP or the Unique Games Conjecture fails [7].
For every ǫ > 0, Lokshtanov, Misra, Panolan, Philip, and Saurabh [9] recently gave a
randomized (2 + ǫ)-approximation algorithm for SVD. Their approach is based on the
randomized 2-approximation algorithm for feedback vertex set in tournaments [8], but is
more complicated and requires several new ideas and insights.
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1An α-approximation algorithm for SVD is a (deterministic) polynomial-time algorithm computing
a hitting set X with w(X) 6 α ·OPT(G,w).
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Here we give a much simpler deterministic (2 + ǫ)-approximation algorithm for SVD.
Theorem 1. For every ǫ > 0, there is a (deterministic) (2+ ǫ)-approximation algorithm
for SVD.
As far as we can tell, the easy 5-approximation described above was the previously
best (deterministic) approximation algorithm for SVD. Before describing our algorithm
and proving its correctness, we need a few definitions.
Let G be a graph and H be a family of graphs. We say that G is H-free if G does
not contain H as an induced subgraph for all H ∈ H. We let G be the complement of
G. A cut in a graph G is a pair (A,B) such that A ∪ B = V (G) and A ∩ B = ∅. The
cut (A,B) is said to separate a pair (K,S) where K is a clique, and S a stable set if
K ⊆ A and S ⊆ B. A family of cuts F is called a clique-stable set separator if for all
pairs (K,S) where K is a clique and S is a stable set disjoint from K, there exists a cut
(A,B) in F such that (A,B) separates (K,S). For each k ∈ N, let Pk be the path on k
vertices.
The main technical ingredient we require is the following theorem of Bousquet,
Lagoutte and Thomassé [1]
Theorem 2. For every k ∈ N, there exists c(k) ∈ N such that every n-vertex, {Pk, Pk}-
free graph has a clique-stable set separator of size at most nc(k). Moreover, such a clique-
stable set separator can be found in polynomial time.2
We are now ready to state and prove the correctness of our algorithm.
Proof of Theorem 1. Let G be an n-vertex graph, w : V (G)→ Q≥0, and ǫ > 0. We may
assume that w(v) > 0 for all v ∈ V (G), since we may delete vertices of weight 0 for free.
Choose k sufficiently large so that 2k
k−4 ≤ 2 + ǫ. Let 1 be the weight function on V (Pk)
which is identically 1. Since the largest clique of Pk has size 2 and every vertex cover
of Pk has size at least ⌊k/2⌋, every hitting set of Pk has size at least k−42 . Therefore,
|V (Pk)|/OPT(Pk,1) ≤ 2 + ǫ, and so by the local ratio method [6], we may assume that
G is Pk-free. Note that G is a split graph if and only if G is a split graph. Thus, we may
also assume that G is Pk-free. Now, by Theorem 2, there exists a constant c(k) such that
G has a clique-stable set separator F such that |F| ≤ nc(k).
For each (A,B) ∈ F , let ρA and ρB be the weights of the minimum vertex covers of
(G[A], w) and (G[B], w). Since there is a 2-approximation algorithm for vertex cover,
for each (A,B) ∈ F , we can find vertex covers XA and XB of (G[A], w) and (G[B], w)
such that w(XA) ≤ 2ρA and w(XB) ≤ 2ρB . Let X∗ be a minimum weight hitting set
for (G,w), and suppose that V (G−X∗) is partitioned into a clique K∗ and a stable set
S∗. Since F is a clique-stable set separator, there must be some (A∗, B∗) ∈ F such that
K∗ ⊆ A∗ and S∗ ⊆ B∗. Therefore, if we choose (A,B) ∈ F such that w(XA) + w(XB)
is minimum, then XA ∪XB is a hitting set such that w(XA ∪XB) ≤ 2w(X∗). Finally,
since |F| ≤ nc(k), our algorithm clearly runs in polynomial time. 
2We remark that [1] do not state that the clique-stable set separator can be found in polynomial time,
but this is easy to check, where the relevant lemmas appear in [2, Theorem 4], [5, Theorem 1.1], and [4,
Lemma 1.5]. Note that the abstract of [1] states that c(k) is a tower function. However, the bound for
c(k) can be significantly improved by using [5, Theorem 1.1] instead of a lemma of Rödl [10] (which was
used in an older version of [2]). The proof of [5, Theorem 1.1] does not use the SzemerÃľdi Regularity
Lemma [11], and provides much better quantitative estimates.
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