Numerical modeling of internal nozzle flow can be regarded as an essential investigation in the field of gasoline direct injection system of combustion engines since it is directly connected with fuel spray atomization and subsequently efficiency of exhaust gas emission. Internal nozzle flow can be changed and formed according to several parameters such as; system pressure, chosen fuel type, the orientation of spray holes according to injector axis, conicity of spray holes and distribution of spray holes on valve-seat, etc. The changes in these parameters also affect the formation of cavitation inside of whole domain, spray angle and create wall-wetting on the spray hole surfaces. The present work investigates the parameter and design analysis in the valve-seat region of direct gasoline injection (GDI) injector using Computational Fluid Dynamics (CFD) and Design of Experiments (DOE). CFD is employed to study the behaviors of internal flow inside the valve-seat region according to several design parameters, whereas a mixed-level factorial design is used to test the significance of the effects on the response variables. In conclusion, the effects of the most significant factors on response parameters as amount of vapor formation, spray (Tau) angle, and pre-hole wall wetting are determined for further efficient design.
NOMENCLATURE

DF
fuel types DP system pressure f v void fraction F empirical calibration coefficient N B number of bubbles per unit volume P surrounding pressure around of bubble P thermodynamic pressure P v pressure in the bubble RANS Reynolds-Averaged-Navier-Stokes RP Rayleigh-Plesset R B bubble radius R nuc nucleation site radius S c source term for the mass transfer of condensation S e bubble growth S e source term for the mass transfer of evaporation TauOut spray angle at out plane U j mixture velocity VSW1 pre-hole wall wetting VVF amount of vapor creation µ eff effective viscosity ρ m mixture density σ surface tension
INTRODUCTION
Nowadays, the growing apprehension over environmental pollution caused by cars and heavy vehicles bring new stringent emission regulations, which leads to further improvement of combustion process of both in gasoline and diesel engines (WHO, 2003; Xu et al., 2016) . Further developments are directly connected with fuel spray atomization inside the gasoline engine since it decreases the exhaust gas emissions and increases the efficiency. Previous works show that characteristics of spray inside the combustion chamber are strongly affected by cavitation phenomena, which occurs inside the injector nozzle under high injection pressure (Bicer, 2015; Chaves et al., 1995; Hiroyasu, 1991; Sou et al., 2007) . Although cavitation can create a negative impact on pumps, valves, and injectors, such as erosion damage, it can also improve the process of atomization by increasing the spray angle and homogenous distribution inside combustion chamber Previous studies and investigations related to internal flow inside injector showed that cavitation plays a significant role in order to develop fuel spray and further optimize the combustion processes. (Biçer and Sou, 2016; Bicer et al., 2013) . The main reason for cavitation formation is the sudden pressure drop below the saturation pressure of liquid fuel, which can be created by acoustic or hydraulic factors. Acoustic cavitation is formed from pressure difference since the pressure wave propagates through the liquid flow such can be observed like in high-pressure injection engines, transmission and traction control systems (Ferrari, 2010) . Hydraulic cavitation is produced during the pressure reduction due to the hydrodynamic motion of fluid flow such as boundary layer separation from the wall of the orifice inlet (He et al., 2016) . This separation results in an abrupt change in the flow passage and direction of internal velocity flow and leads to flow contraction, causing to decrease of static pressure below the vapor pressure of the fluid. In this work, hydraulic cavitation is considered.
An experiment is a series of systematic tests, which attempt to find the factors, which have the largest effect on a response variable (Montgomery, 2017) . Traditionally, the effect of factors on the response variable has been tested by altering the levels of onevariable-at-a-time (OVAT) while the other factors are held constant. However, this approach disregards the information about possible factor interactions. The design of experiment (DOE) is a popular approach to analyze the effects of multiple design parameters as inputs on the output parameters as response variables. By DOE, one can investigate not only the main effects of the inputs but also interaction effects of the main factors (Antony, 2014) .
In literature, various DOE studies combined with CFD simulations have been proposed. To mention a few, Jin and Untaroiu (2018) presented a CFD-DOE study to investigate the effects of different geometrical properties on the overall performance of a hole-pattern annular gas seal. Yoon and Lee (2018) analyzed the effects of different parameters for the design of hovering thrust of a quad-rotor air vehicle using CFD simulations and DOE. Kear et al., (2016) presented an approach for the optimal design of a vertical axis wind turbine using DOE and the results of the CFD simulations. Chen et al. (2015) investigate and formulate the correlation of the fuel spray sauter mean diameter using factors such as viscosity, fuel injection pressure, and air-blast pressure. They implemented a response surface methodology to optimize the design parameters. He and Dass (2018) investigate the main and interaction effects of design parameters on the performance of electrostatic precipitators through a full factorial two-level DOE. Chapela et al. (2018) studied the deposition of undesirable matter of the surfaces in biomass combustion. In this study, authors developed a model using CFD and the effects of several operational parameters were tested through a robust central composite design based on a latin hyber-cube sampling. Lee et al. (2018) implemented CFD analysis with a response surface model in order to evaluate the factors influencing the drag coefficient of a sedan in the double-deck tunnel system. In another study, researchers employed CFD analysis and Taguchi DOE to optimize the aerodynamic performance of a typical three-bladed vertical-axis wind turbine (Wang et al., 2018) . Zhang et al. (2017) used CFD simulations and factorial designs to investigate the effect of the impeller on the sinking and floating performance of suspended particles in a stirred tank. They used three different 23 full factorial designs. In the study by Yang et al. (2017) , CFD simulations and response surface designs were used to optimize the membrane bioreactor hydrodynamics for cake layer fouling control.
The presented study aims to investigate the parameter and design analysis in the valve-seat region of gasoline direct injection (GDI) injector using CFD and DOE. For this purpose, a mixedlevel factorial design is created using different physical (injection pressure & different fuels) and geometric design parameters such as I-angle, conicity, and pitch circle diameter, which intensively affect the internal flow inside the injector. The effects of aforementioned design parameters are investigated using CFD simulations and DOE analysis regarding atomization and emission related response variables such as spray (Tau) angle (TauOut), amount of vapor creation (cavitation) inside computation domain (VVF) and Pre-hole wall wetting (VSW1). In other words, a full mixed-level factorial design is generated, then the results of the response variable are obtained from CFD simulations for each design point, and a DOE analysis is conducted to provide insights into the effects of these design parameters on the response variables. In other words, the physical and geometric parameters were optimized in accordance to a mixed 2 and 3 level full factorial design, where the effect of injection pressure, fuel type, conicity, and pitch circle diameter as two levels of factors and I-angle as three levels of factor were investigated. This paper creates an important outlook on the design phase of valve-seat to understand effects of several input parameters effects on internal flow, which also subsequently affects the efficiency of atomization and emission.
The rest of this paper is organized as follows. In Section 2, the numerical methodology and cavitation models are given. Input parameters and response variables are described in Section 3. Section 4 is dedicated to results of DOE studies. Finally, Section 5 summarises the conclusions and directions for future research.
COMPUTATIONAL FLUID DYNAMICS
This section describes the numerical methodology and cavitation models, which are covered in this study.
Numerical Methodology
It is really important to precisely define vapor and liquid fractions and the resulting change in the mixture fluid properties in the numerical modeling of internal flow inside injector (Bicer, 2015) . In the present work, Reynolds-Averaged-Navier-Stokes (RANS) equations for homogeneous multiphase mixture are used for simulation methodology. This model presumes that the liquid and vapor phase are perfectly mixed in homogeneous equilibrium which means that velocity, temperature, turbulence field, etc. are equal for both phases.
The continuity and momentum equations for the twophase (single) fluid mixture flow are given as follows (Gong and Baar, 2017) :
where P, ρ m , µ eff , x i = (x, y, z) and U i = (U, V, W) are thermodynamic pressure, mixture density, effective viscosity, Cartesian coordinates, and mixture flow velocity components, respectively. The simulation covers the following assumptions: -Ansys-CFX tool is used for in-nozzle simulations (ANSYS, 2015).
Thermal effects are ignored.
The two-phase mixture flow is incompressible where mixture density ( ρ m ) and mixture viscosity (µ m ) are taken into account. They are expressed using Eqs. (3) and (4) as below:
where suffixes l and v denote liquid and vapor phases, and α is the volume fraction. As explained above µ eff is effective viscosity and given by:
where, µ t denotes the turbulence viscosity and turbulence effects are represented using the k-ωSST model which is developed by Menter (1994) . This model includes the blending function between the k-ω model near the walls and the k-ε model in the outer region. Further, the definition of the turbulent viscosity is modified to account the transport of the turbulent shear stress. These features make the kω-SST model more accurate and reliable for industrial applications. In addition to these features, with the help of previous experiences (Bicer, 2015; Biçer and Sou, 2016) and related literature (Bicer and Sou, 2015; Pierrat et al., 2008; Zhang et al., 2013) , the kω-SST model is chosen for the modeling of turbulence in this paper.
Cavitation Model
The transport equation based on the liquid volume fraction is introduced to close the system instead of the energy equation as follows:
where U j , S c , and S e are the mixture velocity, source terms for the mass transfer of condensation and evaporation, respectively.
Rayleigh-Plesset (RP) model is used for the representation of mass transfer due to cavitation (Prosperetti, 1982) . This model assumes that the change of bubble size is driven by the difference in vapor pressure across the bubble surface and displays the basic representation of bubble formation (evaporation) and collapse (condensation). RP model equation is described in Eq. (7).
where R B , P v , P, and σ are bubble radius, the pressure in the bubble (assumed to be equal to liquid vapor pressure at the liquid temperature), surrounding pressure around of bubble and surface tension, respectively. Simplified RP equation is given by neglecting the surface tension and secondorder terms as follows:
According to the pressure change in Eq. (7), vapor bubbles grow and collapse. The rate change in bubble volume (v B ) is calculated as follows (Gong and Baar 2017) :
If N B shows the number of bubbles per unit volume, the void fraction (f v ) can be stated as:
The net mass transfer rate for evaporation, S e (bubble growth) is given by:
Equation (11) can be generalized in order to satisfy the bubble collapse process (condensation, S c ) as follows: where F denotes the empirical calibration coefficient.
In Ansys-CFX solver for the modeling purpose, the nucleation site radius (R nuc ) is used instead of the bubble radius (R B ). The R nuc should decrease since the vapor volume fraction increases due to less liquid. Additionally, void fraction is replaced by f nuc (1 − f v ) for evaporation model as follows:
Then the final form of RP cavitation model in CFX is as follows:
If P ≤ Pv which means bubbles are growing for evaporation:
If P≥Pv, which means that bubbles are collapsing for condensation:
Following default parameters are used during simulation in Ansys-CFX: nuc = 1µm, fnuc = 5E − 4, Fvap = 50, Fcond = 0.01.
Geometry and Boundary Conditions
In the present work, one-hole simplified geometry is used for calculations as shown in Fig. 1 . Spray hole diameter is 143 µm, whereas pre-hole diameter is 450 µm. Applied boundary conditions are also displayed in Fig. 1 . Ansys-workbench Design modular tool is used for geometry preparation.
Mesh Description and Calculations
Internal flow simulations are strongly affected by computational mesh, especially in the zones where high gradients in velocity are obtained. For that reason, a mesh independence study is carried out to verify the proper mesh using three different meshes whose properties are indicated in Table 1 . We have created uniform hexahedral structured meshes using Ansys-workbench mesh tool. Figure 2 shows the structured fine mesh with 2.3 million hexahedral cells. Table 2 displays comparison of measured and calculated mass flows. As can be seen in the results, course and middle meshes underestimate the mass flow, while the fine mesh almost good prediction when compared to measured flow rate. Since Bosch standard gives +/-6% limits during flow rate measurement, the fine mesh is chosen for all simulations. 
DOE BASED PARAMETER DESIGN
In this section the input parameters, response variables and corresponding DOE setup are summarized. 
Input Parameters
Following physical and geometrical design parameters are used in DOE study:
-System Pressure: In GDI injector 250 bar and 350 bar system pressures are chosen as an input parameter.
-Fuel type: Several types of gasoline fuels are used in the field according to locations. In this work, the most complicated and problematic ethanol-based E30 and E85 blended gasoline fuels are chosen.
-Temperature: Since most of ethanol-based fuels work at 75 o C in the field, fuel temperature is taken as constant.
-I-angle: It corresponds to the orientation of each hole according to the injector line as indicated below in Fig. 3 . Three different I angle values are chosen for investigation (low, medium, high) -Conicity: An injector hole divided into two regions such as pre-hole and spray hole (See Fig. 4) for Bosch type GDI injector. Hole conicity is set to positive (Pos.) and negative (Neg.) as indicated in Fig. 5 . Since conicity values are Bosch internal information, in this paper they will be represented as Pos. and Neg. conicity.
-Pitch circle diameter: It shows the diameter of holes' orientation on the valve-seat as indicated below Fig. 6 . Since the pitch circle diameter values are Bosch internal information, here it is represented minimum and maximum in terms of dimension mm. 
Response Variables
In this subsection, the response parameters are explained and the analytical effects of input parameters on corresponding response variables are discussed.
-Spray (Tau) angle at out plane (TauOut): It shows the angle of sprays as indicated in Fig. 7 .
-
Amount of vapor creation (cavitation) inside the computation domain (VVF):
It is calculated as an average volume of created vapor amount during the transient simulation inside the whole domain. Further, as can be seen from Table 3 , for full factorial 2 and 3 levels design with one parameter in three levels and four parameters with two levels, 48 (2 4 × 3) experiment points are generated, and simulation was carried out at each experiment point. Moreover, the response variables are also tabulated in Table 3 . The DOE setup, factor levels and case numbers are given in Table 4 .
RESULTS AND DISCUSSIONS
In this section, the results and discussions of corresponding experiments are given. For each response variable, the results are given in terms of ANOVA tables, Pareto charts of standardized effects, and main effect plots. The Pareto charts are used to compare the relative magnitude of both main and interaction effects. Further, the charts also show the reference line for the p-value, which is the %95 confidence level line. Moreover, the main effect plots display the means of response variable values for each level within a given input parameter. Last, the CFD results on selected cases are illustrated for each response variable.
Effects of Input Parameters on the Amount of Vapor Creation (VVF)
Main effects and the effects of two-way linear interactions on VVF are summarized in Table 5 . The effects of the main and two level interactions that are depicted in bold are statistically significant ( p < 0.05) in 95% confidence levels. In other words, the linear effects of DF, Conicity, PCD, the two-way interactions of DF * IA and DF * PCD, and the quadratic effect of IA on the response VVF are significant. Further, the Pareto chart of standardized effects on VVF is given in Fig. 8 , where the effects are sorted from most to least significance and each bar is proportional to the standardized effect size. Figure 8 shows that the VVF is affected by aforementioned factors significantly. Further, the Pareto chart demonstrate that, DF is the most powerful factor affecting the VVF followed by Conicity, IA, DF * IA, PCD, and DF * PCD. Combining the results given in Table 5 and Fig. 8 , VVF is significantly affected by DF, IA, Conicity, and PCD parameters.
Finally, in order to clearly illustrate the effects directions on VVF, main effects plots are figured in Fig. 9 . As a result, one can say that better VVF values can be achieved by setting DF at E30, Conicity at Pos., PCD at Maximum and IA at High levels. The CFD results for VVF, which were obtained for different experiment cases are summarized in Figs. 10-13. These results are also accordant with DOE result shown in Fig. 8 . Figure 10 shows the effects of DF on vapor formation at a given design point. As seen, created VVF at the level E30 (58.14E-12 m 3 ) is higher than the level E85 (19.75E-12 m 3 ) due to higher saturation pressure, which leads to more vapor formation. Figure 11 displays effects of different Conicity on VVF. Since the Neg. level of Conicity leads to choking of flow and to decrease the separation region, it shows less vapor formation compared to Pos. level. Effects of different IA on vapor formation for a given point are shown in Fig.  12 . As Fig. 12 shows, high level of IA results in larger separation region, and leads to more vapor formation compared to the low level. Finally, the effects of different levels of PCD on VVF is indicated in Fig. 13 . PCD at Maximum level corresponds to the closer distribution of spray holes to flow field, which leads earlier separation and more vapor formation. Therefore, PCD at Maximum level shows more vapor formation (or cavitation) compared to Minimum level as can be seen in Fig.  13 . 
Effects of input parameters on spray angle (TauOut)
The ANOVA results on TauOut are summarized in Table 6 . Similar to the previous subsection, the effects of the input parameters that are depicted in bold are statistically significant (p < 0.05) in 95% confidence level. As can be seen from 14, it can be seen that the most effective parameter on TauOut is PCD followed by the quadratic effect of IA and Conicity. Additionally, the main effect plots are presented in Fig. 15 . From  Fig. 15 , TauOut values can be significantly decreased at the Low, Neg. and Minimum levels of IA, Conicity, and PCD respectively.
Lastly, Fig. 16 shows CFD results of TauOut achieved at different IA values for Cases 43 and 45. The calculated TauOut values at the high level of IA are larger than low level since higher IA leads to more separation and more vapor formation, which is directly proportional to the increase of Tau-angle. As can be also in Fig. 15 , the Neg. level of Conicity and Minimum level of PCD cause to decrease of TauOut, since negative Conicity leads to choking of flow whereas minimum PCD results in orientation of holes more closer to the center. Therefore, TauOut shows a step-down trend in the case of Neg. level for Conicity and Minimum level of PCD. 
Effects of Input Parameters on Wall-Wetting
ANOVA results are tabulated in Table 7 for the response variable, VSW1. As aforementioned, VSW1 shows the amount of liquid fuel on the wall of injector's pre-hole in terms of percentage. From Table 7 , it is clear that only the quadratic effect of IA is statistically significant on VSW1. The effects of different levels of all other parameters such as DF, DP, Conicity, PCD, and two-way interactions are not statistically significant on VSW1. As can be seen from Table 7 , the p-value for the quadratic effect of IA is 0.0397, which is below 0.05. Moreover, the Pareto chart of standardized effects on VSW1 and the main effects plot is given in Figs. 17-18 . Similar to the results achieved from Table 7 , the only important parameter is the IA as can be seen in Fig.  17 .
Lastly, the effect of different IA levels on VSW1 value achieved at a given cases 37, and 39 are illustrated in Fig. 19 . As can be seen from Fig. 19 , IA at High level causes more separation of flow fields and extension of angle in the outlet side of the spray hole. Therefore, High level of IA (VSW1 = 2.7590) creates much more wall pre-hole wetting compared to Low level of IA (VSW1 = 0.0924).
CONCLUSION
In this study, the parameter and design analysis in the valve-seat region of direct gasoline injection (GDI) injector have been carried out using Computational Fluid Dynamics (CFD) and Design of Experiments (DOE). In DOE studies, the significance of both the main effects and interaction effects of injection pressure, fuel type, I-angle, conicity and pitch circle diameter parameters are analyzed on various response variables. It is found that PCD is the most significant input parameter on spray (Tau) angle, whereas IA is the determinant factor for wallwetting. Additionally, fuel type is found to be the most significant factor on the vapor/cavitation formation due to physical properties of fuels. Those results can be used in the design phase of valve-seat in GDI injector to increase the atomization (which is directly related vapor formation and spray angle) and decrease the emission (which is also related excessive wallwetting).
Further studies in the DOE side may cover implementing different regression models or response surface methodologies to effectively determine the relation between design and response parameters. Also, the presented results will be validated and verified with test results in the future as an extension of this work.
