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Abstract
An inductive denition of the class of all cubic toroidal maps will be given. Moreover, it
will be demonstrated how this denition can be used to develop an e*cient algorithm which
constructs all cubic toroidal maps with a limited number of vertices. ? 2002 Elsevier Science
B.V. All rights reserved.
1. Introduction
In mathematics, the two most common ways to dene an innite class of objects
are given by (1) listing the properties which every object belonging to the class has to
satisfy, and (2) describing how the objects belonging to the class can be built from a
nite class of so-called basic objects. The second case is called an inductive de$nition
of a class. An inductive denition can be used to develop an algorithm which constructs
the class of objects or—in practice, e.g. if the algorithm is implemented as a computer
program—at least a well-dened nite subclass.
There exist inductive denitions for many classes of graphs. Inductive denitions for
some classes of cubic graphs are given in [5] and [6]. Graphs which are embedded in
some surface are of interest also in chemistry, e.g. the resulting maps can be interpreted
as molecule structures. In this context, only orientable surfaces are interesting.
In this paper, we will consider graphs which are embedded in the torus. We will
give an inductive denition of cubic toroidal maps. Furthermore, we will describe
how this inductive denition has been used to implement a computer program which
constructs all cubic toroidal maps up to a given vertex number. An inductive denition
of 3-connected cubic toroidal maps can be found in [1].
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2. Basic denitions and notation
We will only consider graphs that are simple, i.e. they have no loops or multiple
edges. A graph G=(V; E) is cubic if every vertex has degree 3, i.e. every vertex
is incident to exactly 3 edges. A vertex which is adjacent to a vertex v is called a
neighbour of v.
We will treat maps combinatorially as in [8]: A rotation system of a graph with
vertex set V = {v1; v2; : : : ; vn} is a collection = {	v1 ; 	v2 ; : : : ; 	vn} such that for all i,
	vi is a transitive cyclic permutation of the edges incident with vi. 	vi is called the
-clockwise orientation around vi. A map M is a pair M =(G;) where G is a
loopless connected graph and  is a rotation system of G. M is cubic if G is cubic.
The mirror image DM of a map M =(G;) is given by DM =(G; D) with D=
{	v1 ; 	v2 ; : : : ; 	vn} where 	vi is the inversion of 	vi for every i. Two maps M1 = (G1; 1)
and M2 = (G2; 2) are isomorphic if there exists an incidence preserving isomorphism
G1 → G2 which induces an isomorphism 1 → 2 or 1 → 2.
A path p in a map M is a sequence p= 〈e0; e1; : : : ; er−1〉 (for clarity, sequences
are embraced in French braces when the entries are listed) of edges where the indices
are expressed modulo r, ei and ei+1 are incident to a common vertex vi+1 for every
i∈{0; 1; : : : ; r − 2}, and the vertices v1; v2; : : : ; vr−1 as well as the edges e0; e1; : : : ; er−1
are pairwise distinct. e0; e1; : : : ; er−1 are called the elements of p. e0 is called the start
edge and er−1 is called the end edge of p. Let v0 be the other vertex ( = v1) incident
with e0, and let vr be the other vertex ( = vr−1) incident with er−1. If v0 = vr , then p
is an r-cycle.
A face F in a map M is a sequence F = 〈e0; e1; : : : ; er−1〉 of edges where the indices
are expressed modulo r, the edges ei and ei+1 are incident to a common vertex vi for
every i∈{0; 1; : : : ; r−1} (here v0; v1; : : : ; vr−1 are not necessarily pairwise distinct), and
	vi(ei)= ei+1 for all i. r is the degree of F . A face of degree 3, 4, 5, or 6 is called
a triangle, square, pentagon, or hexagon, respectively. The edges e0; e1; : : : ; er−1 are
called elements of F . the Each edge in a map is an element of either 1 or 2 diHerent
faces. Exactly if an edge appears twice in the edge sequence of a face, then this edge
is an element only of this face. Such an edge is called a face-bridge.
Two paths are incident if they share at least one edge. The same holds for two faces
or for one face and one path.
The genus gM of a map M =(G;) is dened by Euler’s formula nM − qM +
fM =2− 2gM where nM , qM , and fM are the number of vertices, edges, and faces of
M , respectively. A map of genus 0 is called planar and a map of genus 1 is called
toroidal. In cubic maps, we always have qM = 32nM . Hence, we have fM =
1
2nM + 2
for cubic planar maps and fM = 12nM for cubic toroidal maps. Moreover, cubic maps
have always an even number of vertices.
We will denote the class of all simple cubic toroidal maps by T and the class of
all simple cubic toroidal maps with up to n vertices by Tn.
Thomas Harmuth /Discrete Applied Mathematics 120 (2002) 117–140 119
3. Drawing toroidal maps
In order to make the arguments in the following sections easy to follow, we will use
some gures. A map M =(G;) of genus g can be drawn on an oriented surface S
of genus g where a surface is a connected compact 2-manifold without boundary. The
vertices are represented by pairwise distinct points and the edges are represented by arcs
whose interiors are mutually disjoint and do not meet the points representing vertices.
The arcs must be embedded in a way that by surrounding a point representing a vertex
v su*ciently close in clockwise direction, the arcs representing the edges incident with
v are traversed in the order indicated by the rotation 	v. See Fig. 2 example. Thus,
all arguments can also be veried purely combinatorially. The most transparent way
to draw a toroidal map is to draw the map on a rectangle whose opposite sides are
identied. If only a part of a map is drawn, then it might not be clear how an edge
must be drawn even if both incident vertices are known and lie inside the drawn part.
In particular, this is the case when we do not know if this edge must or must not
cross two sides of the rectangle. Figs. 1 and 2 shows an example. If both possibilities
shall be kept, then this edge is not drawn completely, but two parts which are labelled
identically are drawn (see Fig. 1). If two partly drawn edges are not labelled identically
or not labelled at all, then the corresponding edges might be identical or not. On the
other hand, drawn vertices are always pairwise distinct.
The following theorem is the combinatorial analogon to the well-known Jordan curve
theorem. For reasons of intuition, we will also call it Jordan curve theorem although
it is much weaker in its importance than the topological Jordan curve theorem.
Fig. 1. Two possibilities how u and v are connected via edge e summarized in one picture.
Fig. 2. This drawing represents the information 	v(a)= b, 	v(b)= c, and 	v(c)= a.
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Fig. 3.
Theorem 1 (Jordan curve theorem). Let M =(G;) be a cubic planar map. Let c=
〈e0; e1; : : : ; er−1〉 be a cycle in M; and let vi; i∈{0; 1; : : : ; r − 1}; be the vertex which
is incident with ei and ei−1 (indices modulo r). Let e; e′ ∈E be edges that are no
elements of c but 	vi(ei)= e and 	vj (ej)= e
′ for some i; j∈{0; 1; : : : ; r− 1}. Then; for
every path p with start edge e and end edge e′; we have p incident with c.
This theorem corresponds to the topological Jordan curve theorem in the following
sense: The cycle c represents a Jordan curve, the edges e and e′ represent the two
sides of the cycle, and the theorem states that it is not possible to get from an edge
on one side to an edge on the other side without crossing the cycle. Fig. 3 illustrates
the situation for an example with i=0 and j=3. The proof of the theorem (see [7])
is easy and based on the fact that by deleting all edges not being elements neither of
p nor of c, we obtain a submap of M of genus 1.
The Jordan curve theorem can also be formulated for arbitrary planar maps in the ob-
vious manner. A consequence of the Jordan curve theorem is the following well-known
result:
Corollary 2. A face-bridge in a planar map is not an element of a cycle.
3.1. Faces of small degree
By easy counting arguments (see [4]) applied to Euler’s formula, we obtain the
following formula: Let pi(M) be the number of faces of degree i in a cubic (not
necessarily simple) map M of genus g. Then it holds
∑
i¿2
pi(M)(6− i)= 12(1− g): (1)
An easy consequence of this formula is that each map M ∈T contains at least one
face of degree at most 6.
The following lemma states that an edge which is an element of a face of degree at
most 7 is no face-bridge. Consequently, a face of degree d6 7 is also a d-cycle and
has exactly d incident vertices.
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Fig. 4.
Fig. 5.
Fig. 6.
Lemma 3. If an edge e in a simple cubic map M =(G;) is an element of only one
face F; then |F |¿ 8 where |F | denotes the degree of F .
Proof. In Fig. 4, the situation is illustrated. e is adjacent to four edges a, b, c, and d
which are pairwise distinct because M is simple. For the same reason, u is the only
common incident vertex of a and b, and v is the only common incident vertex of c and
d. Since e is only an element of F , e must be counted twice in order to compute |F |.
a, b, c, and d are counted at least once. So |F |¿ 6 is clear. Now there are 3 cases:
• If a, b, c, and d have pairwise no common incident vertices except u and v, then
there must be at least two more edges that are elements of F and hence |F |¿ 8.
• If a and c are adjacent, then the 3-cycle 〈a; e; c〉 is no triangle because |F |¿ 6.
Hence the situation is as shown in Fig. 5. Here h is an element only of F and must
therefore be counted twice. Moreover, h ∈ {b; d} because M is simple. So |F |¿ 8.
The same argument applies if b and d instead of a and c are adjacent.
• If a and d are adjacent, then the situation is as shown in Fig. 6 and either a and
b or c and d must be counted twice depending on whether 	w(g)=d or 	w(d)= g.
Thus |F |¿ 8. The same argument applies if b and c are adjacent.
4. The inductive denition of T
In order to give the inductive denition of T, we need to provide a set B ⊆T of
so-called basic maps and a set R of generating rules. We will show that every map
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Fig. 7. The two basic maps with 4 vertices K ′4 and K
′′
4 .
Fig. 8. Six more basic maps B1–B6.
M ∈T can be constructed by applying a nite number of generating rules to a basic
map where every intermediate map will be in T.
4.1. Basic maps
We need the following basic maps:
• the two toroidal embeddings K ′4 and K ′′4 of K4 shown in Fig. 7.
• six more maps with up to 14 vertices shown in Fig. 8
The reason why we need the maps in Fig. 8 as basic maps is given by the generating
rules. This will be shown in Section 4.3.
4.2. Generating rules
We use the generating rules shown in Figs. 9–18. Each rule inserts a new submap
into an existing map. For convenience, we will number the submaps in the same way
the generating rules are numbered. Thus the application of rule Ri is to insert submap
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Fig. 9.
Fig. 10.
Fig. 11.
Fig. 12.
Si into a map. Here, all drawn vertices and completely drawn edges (on the right side
of the gure) belong to the submap, while a partly drawn edge belongs to the submap
exactly if there exists another partly drawn edge which is labelled identically.
Some of the generating rules are related to each other in the sense that if we would
consider graphs instead of maps, then these rules could not be distinguished. This holds
for the rules R1 and R6 as well as for R4, R7, and R8.
For every generating rule, there is one reference edge e before and e′ after the ap-
plication of the rule. These edges are rooted, i.e. a direction de (indicated by the arrow
and given e.g. by the source vertex of the directed edge) and a side se ∈{left; right}
(indicated by a dashed arrow perpendicular to the edge) are assigned to the edge. Thus
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Fig. 13.
Fig. 14.
Fig. 15.
Fig. 16.
r(e)= (e; de; se) denotes a root. If e is the reference edge, then r(e) is the reference
root. The direction and the side x the way a generating rule is applied. For exam-
ple, if we switch se before applying generating rule R5 (see Fig. 13), then the “kite”
will be inserted on the left-hand side of r(e). The following denition illustrates the
implication of the side: Two roots (e1; de1 ; se1 ) and (e2; de2 ; se2 ) inside a map M are
called isomorphic if there exists an automorphism f :M → M which maps (e1; de1 )
onto (e2; de2 ) where f must be orientation preserving if and only if se1 = se2 .
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Fig. 17.
Fig. 18.
There are some restrictions to the application of the generating rules:
• It is obvious that by applying R3, we obtain a double edge if c= a (Fig. 11). Hence
R3 may only be applied if c = a holds.
• For the same reason, R10 must not be applied if k = h.
• If we want to apply one of the generating rules R6–R9, then e must be a face-bridge.
Otherwise, the resulting map would have genus 2. As an example, we will demon-
strate this for R8: Let e be an element of two faces D= 〈d1; d2; : : : ; dr〉 and
E= 〈e1; e2; : : : ; es〉 (w.l.o.g., let e=d1 = e1) in a map M ∈T. By inserting S8, we ob-
tain a map N with one new face F = 〈d; c; b; a〉 (see Fig. 16). Moreover, D and E in
M are replaced by one face C = 〈e′; b; f; a; e′; d2; d3; : : : ; dr; g; d; f; c; g; e2; e3; : : : ; es〉
in N . No further faces are modied. Thus fN =fM , qN = qM +6, and nN = nM +4,
and hence Euler’s formula yields gN = gM + 1=2.
4.3. Main theorem
Theorem 4. Let B= {K ′4; K ′′4 ; B1; B2; B3; B4; B5; B6}. Then the set M of maps which
can be constructed by applying a $nite number of generating rules R1–R10 to an
element of B considering the above restrictions is exactly T.
Proof. It is clear that M ⊆T holds because if the above restrictions are considered,
then applying a generating rule to a map M ∈T preserves simplicity, 1-connectivity,
cubicity, and genus.
Let R−i denote the inverse of the generating rule Ri. In order to prove that T ⊆M,
it su*ces to show that every map M ∈T−B contains a submap which can be reduced
by applying the inverse of a generating rule. Thus, a map M ′ ∈T having a smaller
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number of vertices than M is obtained. If M ′ is not a basic map, then again we apply
the inverse of a generating rule to M ′. We repeat this procedure until the resulting map
Mˆ is a basic map. By starting with Mˆ and applying the sequence of original generating
rules (not their inverses), we obtain M .
The generating rules R1–R10 are not redundant, i.e. there exists no Ri which can
be substituted by a sequence of other generating rules. For example, if we apply the
generating rule R1 to an arbitrary vertex, then the degree of each of the (at most 3)
incident faces will increase (by at least 1) as well as the lengths of all incident cycles.
Hence the new triangle will not be incident with any 3-cycle (we call that an isolated
triangle). Thus it will not be contained in a submap S4, S5, S7, S8, or S9. Hence none
of the generating rules R4, R5, R7, R8, and R9 can be substituted by a sequence of
generating rules including R1.
Contrary, to every submap at most one inverse of a generating rule R1–R10 can
be applied. For example, R−1 cannot be applied to a triangle which is contained in a
submap S5 because then a double edge would be obtained. The same holds for every
other submap. So for convenience, in search of submaps S1–S10 inside a map M , we
will only consider those submaps which are not contained in bigger submaps S1–S10.
Such submaps will be called maximal submaps in M . So maximal submaps might
contain other submaps S1–S10. Explicitly, an 1 S1 might be contained in an S4, S5, S7,
S8, or S9, an S2 might be contained in an S5 or S8, an S4 might be contained in an
S5 or S9, and an S6 might be contained in an S7 or S8. In these cases, the smaller
submaps are not considered. So, for example, a “twin triangle” (two triangles sharing
a common edge) in M will not be considered as a submap S4 if both triangles are
incident with a square. Instead, the twin triangle and the square are contained in an S5
(which is maximal in M), and thus only the S5 will be considered. This is done because
the intention of searching a submap inside a map is given by reducing this submap,
and — as mentioned above — one would obtain loops or double edges anyway if
the inverse of a generating rule would be applied to a submap which is contained in
another submap S1–S10.
But even though we only consider maximal submaps, it is possible that the reduction
of a (maximal) submap applying the inverse of the appropriate generating rule would
result in a loop, a double edge, or even in a planar map. In this case, the resulting
map is not in T and the submap is called irreducible. Otherwise, the submap is
called reducible. Examples for irreducible submaps can be found in Fig. 8: In B1–B6,
all submaps are irreducible (this is the reason why B1–B6 need to be basic maps at
all). This can be veried using Table 1: Table 1 shows all conditions for a submap
in M to be irreducible and thus all restrictions for the application of the inverse of
the corresponding generating rule. The column “case 1” contains constellations that
would result in a loop or double edge (because some edges in a short cycle would be
contracted or replaced by a fewer number of edges), and the column “case 2” contains
1 For convenience, we omit the more precise formulation “a submap in M which is isomorphic to S1”.
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Table 1
How to detect irreducible submaps in a map M ∈T−B
Submap Case 1 Case 2
S1 — —
S2 a and b are adjacent or c and d are adjacent —
S3 a and b are adjacent or c and f are adjacent or a= d or c= d —
S4 f and g are elements of a pentagon —
S5 a and b are elements of a 3-cycle —
S6 e′ is adjacent to a or to b or a and b are adjacent to each other c is a face-bridge
S7 d and g are adjacent to each other or to a common edge c is a face-bridge
S8 e′ and g are adjacent to each other or to a common edge f is a face-bridge
S9 b and c are adjacent to each other or to a common edge except a a is a face-bridge
S10 k and a are adjacent or h and d are adjacent or h= c or k = b —
constellations that would result in a planar map (which can be veried using Euler’s
formula). See Figs. 19–18.
Remarks.
• We assume that in S4, it holds f = g because otherwise we would have a planar
embedding of K4. Moreover, we assume that in S8, it holds e′ = g, and in S7, it
holds g =d because otherwise M would be a basic map K ′4 or K ′′4 , respectively.
• If f and g in S4 are adjacent to each other, then one of the 4-cycles 〈a; b; f; g〉 or
〈f; c; d; g〉 is a square so that the S4 is not maximal but contained in an S5. If f and
g in S4 are not adjacent to each other but to a common edge x, then either one of
the 5-cycles 〈a; b; f; x; g〉 or 〈f; c; d; g; x〉 is a pentagon (which would make the S4
irreducible as indicated in Table 1) or the S4 would be contained in an S9. Hence,
we presume that these cases do not hold.
• In S7, c is a face-bridge exactly, if f is a face-bridge. In S9, a is a face-bridge
exactly, if d is a face-bridge and exactly, if f is a face-bridge.
• If it holds a=f and b= c in S3, then we have a 4-cycle 〈a; g; c; h〉 whose elements
g and h would both be contracted by applying R−3 . The same eHect of contracting
2 edges in a 4-cycle would be given if a= c and b=f, but a= c is not possible
because this implies a double edge {a; e′}. For the same reasons, in Fig. 18, h= a
and d= k make the S10 irreducible, and h= k (and d= a) is not possible. In S2, a
similar constellation is not possible at all: If g and h in Fig. 10 are elements of a
4-cycle, then a= c and b=d so that M is a basic map K ′4.
Now we show that every map M ∈T −B contains at least one reducible submap
S1–S10.
Step 0: First, we show that every hexagonal lattice contains a reducible submap
S10. A hexagonal lattice is a simple cubic toroidal map whose faces have degree 6
each. A hexagonal lattice H does not contain 3-cycles: Triangles are not permitted
per denition, and 3-cycles not being triangles (as in S6, S7, and S8) are not possible
because otherwise H would contain a face-bridge, but then due to Lemma 3, H must
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Fig. 19.
contain a face of degree at least 8 which is impossible. Hence the conditions given for
S10 in Table 1 cannot hold and R−10 may be applied to every hexagonal lattice where
an arbitrary rooted edge may be used as the reference root. So every hexagonal lattice
contains a reducible submap S10.
Let H be the set of all hexagonal lattices. It remains to be shown that every map
M ∈T − (H ∪ B) contains a reducible submap S1–S10. We will show that M even
contains a reducible submap S1–S9. Formula (1) implies that each map M ∈T− (H∪
B) ⊂T−H contains at least one face of degree at most 5.
Step 1: Next, we prove that a map M ∈T containing a pentagon also contains a
reducible submap S1–S9. In most cases, this submap will be the corresponding S3 itself.
We will consider those cases rst. Fig. 19 shows the S3 in M . Assume that none of
the following 5 cases holds: both &= ' and (= ), both (= * and '= &, both '= )
and *= (, both *= & and )= ', both )= ( and &= *. We will assign the edges of the
pentagon in Fig. 19 to the edges of Fig. 11 such that the conditions in Table 1 are not
satised and R−3 can be applied. Let a | b denote that the edges a and b are adjacent,
and let a . b denote that a and b are not adjacent.
(a) Let ( = *, & = *, & . ), ( . '. Then we assign + → e′ and , → g so that & → a,
( → c, '→ f, *→ d, and ) → b, and thus no condition in Table 1 is satised.
(b) Let (= *. Then & = ' (see above). Moreover, & = *, ' . (, and * . ). We assign
- → e′ and . → g so that & → d, ( → b, '→ a, *→ c, and ) → f.
(c) Let &= *. Then ) = ' (see above). Moreover, & = ', * . ), and & . (. We assign
/→ e′ and +→ g so that & → c, ( → f, '→ d, *→ b, and ) → a.
(d) Let & | ).
(d1) Let ( | &. Then ( | ) and hence ( . ', * . ), & = ', and & = *. We assign
- → e′ and . → g as in case (b).
(d2) Let * | ). Then * | & and hence * . ', ( . &, ) = ', and ) = (. We assign
, → e′ and - → g so that & → b, ( → a, '→ c, *→ f, and ) → d.
(d3) Let ( . & and * . ). & | ) implies & = ' and ) = '. We assign / → e′ and
+→ g as in case (c).
(e) Let ( | '. This case is treated like case (d).
Now we assume that one of the remaining 5 cases holds (both &= ' and (= ),. . . ). In
these cases, there exists an assignment of the edges in Fig. 19 to the edges in Fig. 11
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Fig. 20.
such that in Fig. 11, it holds both a=f and b= c. For example, if &= ' and (= ),
then we assign +→ e′ and , → g. Thus, the situation is as shown in Fig. 20. S3 is not
reducible. But we will prove now that a planar submap A as in Fig. 20 (the grey area
may be replaced by a planar map) either contains at least one reducible submap S1–S9
or is itself an S5. It can be veried using Euler’s formula that A is indeed planar. If A
(containing the two vertices u and v and the edge d, to be precise) is an S5, then we
are done. Let now A not be an S5. If we remove d and u and connect the two other
neighbours ( = v) of u in A by an edge, then the resulting map A′ is cubic and planar
(not necessarily simple). Hence formula (1) holds and implies that A′ contains at least
three faces of degree smaller than 6 (because
∑
26i65 pi(A
′) · (6− i) must be at least
12). At most one of these faces is the outermost face, at most one of these faces is
the second face that has been modied by removing u. Hence A contains at least one
face F of degree smaller than 6 where F is not incident with u so that A′ contains F ,
too.
Case 1: Let A contain a pentagon. Then this pentagon is reducible because due to
Corollary 2, a=f and b= c (Fig. 11) cannot hold simultaneously (if a=f, then c is
a face-bridge so that 〈c; e′; h〉 cannot be a cycle) and hence we have one of the above
cases (a)–(e).
Case 2: Let A not contain a pentagon, but a square. See Fig. 10. If a= c, then
b =d, and b and d cannot be adjacent neither to each other nor to a common edge
due to the Jordan curve theorem. Hence, the square may be reduced using R−8 . The
same argument applies if b=d instead of a= c. Let now a = c and b =d. If neither
a and b nor c and d are adjacent, then R−2 may be applied. Now, w.l.o.g., let a and
b be adjacent. If the 3-cycle 〈a; h; b〉 is not a triangle, then due to the Jordan curve
theorem, the conditions in Table 1 cannot be satised and the 3-cycle may be reduced
using R−6 . Let now 〈a; h; b〉 be a triangle. If neither a and d nor c and b are adjacent,
then R−2 may be applied using g or h as the reference edge. Now, w.l.o.g., let a and
d be adjacent. Then c is adjacent neither to b nor to d, 〈a; d; e′〉 is also a triangle, and
thus we have an S5 where c corresponds to e′ in Fig 13. Now look at Fig. 13. Either
the S5 is reducible, or a and b are elements of a 3-cycle 〈a; b; x〉. In this case, let u
be the vertex incident with both b and x, and let v be the vertex incident with both a
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Fig. 21.
and x. Moreover, let y be the third edge incident with u, and let z be the third edge
incident with v.
• If 	u(b)= x and 	v(x)= a, then 〈a; b; x〉 is a triangle. If x is an element of another
3-cycle 〈x; y; z〉, then depending on whether 〈x; y; z〉 is a triangle or not, we have a
reducible S4 or a reducible S7. If x is not an element of another 3-cycle, then we
have a (reducible) S1.
• If 	u(b)= x and 	v(x)= a, then 〈a; b; x〉 is no triangle. If y and z are adjacent with
each other, then we have either a triangle 〈x; z; y〉 or a square 〈a; b; y; z〉 and either
R−7 or R
−
8 may be applied. If y and z are not adjacent with each other, then R
−
6
may be applied.
• If both 	u(b)= x and 	v(x)= a or both 	u(b)= x and 	v(x)= a hold, then due to
the Jordan curve theorem, y and z are not adjacent, and due to Corollary 2, neither
a nor b is a face-bridge so that R−6 may be applied.
Case 3: Let A contain neither a pentagon nor a square. Hence, A contains a triangle
〈e′; f; d〉 as in Fig. 9. If no 3-cycle is incident with 〈e′; f; d〉, then R−1 may be applied.
Otherwise, w.l.o.g., let 〈a; c; e′〉 be a 3-cycle. Let 〈a; c; e′〉 not be a triangle. Let x = e′
be the other edge which is adjacent to a and c (in Fig. 15, x= g). Due to the Jordan
curve theorem and Corollary 2, c and a (Fig. 9) are no face-bridges, x = b, and x and
b are not adjacent neither to each other nor to a common edge. Hence R−7 may be
applied. Let now 〈a; c; e′〉 be a triangle. See Fig. 12. It holds g =f because otherwise
A would be disconnected. Furthermore, f and g are not adjacent because otherwise A
would contain a square. If f and g are not adjacent to a common edge x, then R−4
may be applied. Otherwise, neither of the 5-cycles 〈a; b; f; x; g〉 and 〈f; c; d; g; x〉 is a
pentagon so that we have an S9. See Fig. 17. As usual, a is no face-bridge, and b and
c are adjacent neither to each other nor to a common edge except a. Hence R−9 may
be applied.
This completes the proof that A — and thus also every map M ∈T containing a
pentagon—contains at least one reducible submap S1–S9. Analogously, one can prove
that a planar submap which looks like B in Fig. 21 (including the vertices u and v)
either contains at least one reducible submap S1–S9 or is an S4.
Now we will show that every map M ∈T−H not containing a pentagon is either
a basic map or contains at least one reducible submap S1, S2, or S4–S9.
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Fig. 22. Three situations for an irreducible S8 (mirror images excluded).
Step 2: M does not contain a pentagon, but a square. Look at Fig. 10. If a= c or
d= b, then we have an S8. Look at Fig. 16. If g= e′, then M is a K ′4 ∈B. Hence we
presume g = e′. If g and e′ are adjacent to each other, then the situation is as shown
in Fig. 22(i). As shown above, A is either an S5 (with reference edge k) which is
reducible in this case, or A contains another reducible submap. If g and e′ are not
adjacent to each other but to a common edge m, then the situation is as shown in
Fig. 22(ii) or (iii). If k and l are adjacent, then we have either a reducible S1 (case
(iii) only) or a reducible S6 (case (ii) or (iii)). If k and l are not adjacent and k
is a face-bridge, then l is a face-bridge, too (and vice versa), and similar to case
(i), M contains two planar submaps each containing a reducible submap. If k and l
are not adjacent and neither k nor l is a face-bridge, then k and l correspond to a
and b in Fig. 21. If B is an S4, then we have case (ii) (because in case (iii), we
would have a pentagon) and the S4 is not maximal but contained in a reducible S9.
If B is not an S4, then B contains a reducible submap as stated above. Let nally
g and e′ (Fig. 16) be adjacent neither to each other nor to a common edge m. If
f is a face-bridge, then g and e′ correspond to b and a in Fig. 21. B is either a
reducible S4 or contains a reducible submap. If f is no face-bridge, then R−8 may be
applied.
Let now a = c and d = b in Fig. 10. If neither a and b nor c and d are adjacent,
then R−2 may be applied. The same holds if neither a and d nor b and c are adjacent.
In this case, we use g or h as the reference edge. In the remaining cases, either a is
adjacent to both b and d, b is adjacent to both a and c, c is adjacent to both b and d,
or d is adjacent to both a and c. W.l.o.g., let a be adjacent to both b and d. If 〈a; h; b〉
is no triangle, then 〈a; d; e′〉 is not a triangle, too, and the situation is as shown in Fig.
23. As usual, A (containing c and w) is planar and thus A either is a reducible S5 or
contains a reducible submap. If 〈a; h; b〉 is a triangle, then we can proceed as in case
2 of step 1 of this proof (starting with “Let now 〈a; h; b〉 be a triangle”). See there.
The only diHerence is that we cannot apply the Jordan curve theorem and Corollary 2.
So we must consider the last case (both 	u(b)= x and 	v(x)= a or both 	u(b)= x and
	v(x)= a). W.l.o.g., let 	u(b)= x and 	v(x)= a. If the resulting S6 is irreducible, then
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Fig. 23.
Fig. 24.
due to Table 1, y and z are adjacent or b is a face-bridge. In both cases, the situation
is as shown in Fig. 24.
• If y and z are adjacent, then the situation corresponds to the one shown in Fig. 22(i)
(where y and z correspond to g and e′). See there. Either A contains a reducible
submap S1, S2, or S4–S9, or A is an S5. In this case, M is one of the basic maps B5
or B6.
• If y and z are not adjacent and b is a face-bridge, then y and z must correspond
to a and b in Fig. 21 so that we have a planar submap B. If B does not contain a
reducible submap S1, S2, or S4–S9, then B is an S4 and thus M is the basic map B2.
If 	u(b)= x and 	v(x)= a instead of 	u(b)= x and 	v(x)= a, then we obtain the same
basic maps.
Step 3: M contains neither a pentagon nor a square. Thus M contains a triangle.
Look at Fig. 9. If neither a and b nor a and c nor b and c are adjacent, then the
triangle is isolated and can be reduced applying R−1 . Now, w.l.o.g., let a and b be
adjacent. If 〈a; d; b〉 is no triangle, then we have an S7. If c is adjacent to a or b, then
M is a K ′′4 ∈B, else with the same arguments as for the S8 (step 2 of this proof),
one can show that M contains a reducible submap. For that, replace the S8 in Fig. 22
by an S7. Now let 〈a; d; b〉 be a triangle. Then we have an S4. Look at Fig. 12. We
have f = g because otherwise M would be planar. f and g are not adjacent because
otherwise M would contain a square. If f and g are not adjacent to a common edge
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Fig. 25.
m, then the S4 is reducible. If f and g are adjacent to a common edge m, then we
have an S9 because the 5-cycles containing f, g, and m cannot be pentagons. If this
S9 is not reducible, then the situation is as shown in Fig. 25 which corresponds to the
one in Fig. 24. Due to Table 1, m is a face-bridge or k and l are adjacent to each
other or to a common edge.
• If k and l are adjacent to each other, then as in step 2 of this proof, M contains a
planar submap A which contains a reducible submap S1, S4, S6, S7, or S9. A cannot
be an S5 because an S5 contains a square.
• If k and l are not adjacent to each other but to a common edge x, then the situation
corresponds to the one in Fig. 22(ii) or (iii). Thus the arguments of step 2 of this
proof apply except that if x is contained in another S9, then this S9 is not reducible.
Instead, M is one of the basic maps B3 or B4.
• If k and l are not adjacent to each other or to a common edge and if m is a
face-bridge, then as usual, k and l correspond to a and b in Fig. 21 so that we have
a planar submap B. If B does not contain a reducible submap, then B is an S4 and
thus M is the basic map B1.
This completes the proof of Theorem 4.
5. Fast construction of Tn
Since T is innite, the above inductive denition can of course not be used to
actually construct T, but it can be used to construct Tn or Tn−Tn−2 for a given n.
We will now present an algorithm which constructs Tn. Starting with all basic maps
with up to n vertices, the algorithm applies sequences of the generating rules R1–R10
in every possible way. This means that every edge of a map will be rooted in every
possible way in order to serve as a reference edge, and then every generating rule
that can be applied to this reference edge (due to the restrictions listed in Section 4.2)
will be applied. This procedure will be repeated as long as the resulting maps do not
contain more than n vertices. Since every application of a generating rule adds vertices
to a map, it is then certain that no map M ∈Tn will be missed, or to be precise: Of
each isomorphism class of maps in Tn, at least one representative will be constructed.
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Fig. 26.
The remaining task is to ensure that exactly one representative of each isomorphism
class is accepted, i.e. no two isomorphic maps will be accepted. To construct Tn,
we use the McKay-type orderly generation principle which is discussed in [2] and
[3]. Let D(M;R; r(e)) denote the map that is obtained by applying the generating rule
R∈{R1; R2; : : : ; R10} to a map M ∈T where r(e)= (e; de; se) is the reference root (as
in Section 4.2). We presume that the application is permitted due to the restrictions in
Section 4.2, i.e. D(M;R; r(e))∈T. Moreover, let A(M;R; r(e′)) denote the map which
is obtained by applying the inverse R∈{R−1 ; R−2 ; : : : ; R−10} of a generating rule to a
map M ∈T with respect to the reference root r(e′). Here we also presume that the
application is permitted. D(M;R; r(e)) is the child of M with respect to R and r(e), and
A(M;R; r(e′)) is the parent. In principle, the parameter R is redundant in A(M;R; r(e′))
because the reference roots in S1–S10 are xed in a way that a root can be the reference
root of at most one reducible (maximal) submap. Thus r(e′) implies R.
We need to consider the following rules:
• Never do the same thing twice.
Since every application of a generating rule adds vertices to a map, no sequence
of generating rules will transform one map into itself. Hence, we will never do ex-
actly the same thing twice. This is the reason why we do not use generating rules
like rule P7 in [5] (see Fig. 26). Here, with e and e′ rooted arbitrarily, it holds
D(D(M;P7; r(e)); P7; r(e′))=M so that it is di*cult to avoid copies of one map M
during the construction process. However, avoiding doing exactly the same thing twice
is not the only problem. We must also avoid applying one generating rule R to two
isomorphic roots r(e1) and r(e2) inside a map M because otherwise the resulting maps
D(M;R; r(e1)) and D(M;R; r(e2)) would obviously be isomorphic, too. Hence, before
applying generating rules to M , we compute the isomorphism classes of all rooted
edges in M , and then we take one representative out of each class to serve as a
reference root for generating rules.
• If a map can be constructed in more than one way (applying diHerent sequences of
generating rules), then accept only one of them.
This is obviously a problem for every map M that contains more than one reducible
submap. Each of these submaps can be the one which has been inserted last. Since we
apply generating rules in every possible (non-isomorphic) way, M will be constructed
several times. But even for a single reducible submap, it is often not unique how this
submap can be reduced. For example, in an S3, there are up to ten rooted edges which
can serve as the reference root r(e′) (each of the ve elements of the pentagon can be
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directed in two possible ways; the side is then given by the side on which the pentagon
is located). So if the reference root r(e′) is not unique for a reducible submap S in M ,
then it is also not unique how M can be constructed inserting S into a smaller map.
We solve this problem in the following way: To every map M ∈T−B, we assign a
unique parent from which it must be constructed and a way how it must be constructed
from it. This is done by assigning a canonical generating rule R and a canonical root
r(e′) to M so that up to isomorphism, A(M;R−; r(e′))∈T is the unique canonical
parent of M . We accept M only if M has been obtained by applying the canonical
generating rule R to the canonical parent of M in a way that in M , the obtained
reference root is the canonical root. In all other cases, M will be rejected and no
further generating rules will be applied to M . Thus M will be accepted exactly once
even though it might be constructed several times.
In order to assign a canonical generating rule to M , qualities are assigned to the
reducible submaps in M . To Si, we assign the quality 10− i. Let Ei, i∈{1; 2; : : : ; 10},
be the set of all roots in M that can be used as reference roots r(e′) for the application
of R−i . In particular, Ei is non-empty if and only if M contains a reducible submap Si.
Let j∈{1; 2; : : : ; 10} be the smallest number for which Ej is non-empty. Then M does
not contain a submap having a higher quality than Sj, and hence Rj is the canonical
generating rule and one element of Ej is the canonical root. In most cases, simple
techniques help to assign diHerent qualities to the roots in Ej. For example, the quality
of a root r(e′)∈Ej can be determined by the degrees of the faces of which r(e′) is
an element.
If no simple criterion is suitable to distinguish two non-isomorphic roots r(e′1) and
r(e′2), then the map M =(G;) can be uniquely encoded with respect to a root in the
following way: Suppose M has n vertices. Then the vertices will be labelled with the
numbers 1; 2; : : : ; n in increasing order. The source of the root is labelled 1 and the
target is labelled 2. Next we label the neighbours of vertex 1 that have not yet been
labelled, and that is done starting with vertex 2 using the rotation system  if the side
s of the root is right or its inversion D if the side is left, respectively. Hence the
two remaining neighbours are labelled 3 and 4. Next we repeat the following steps
for the vertices labelled v=2; 3; : : : ; n: At least one of the neighbours of v is labelled.
Starting with the neighbour having the smallest label, the neighbours of v are glanced
over using  or D depending on s as above, and whenever an unlabelled neighbour
occurs, the smallest remaining label will be assigned to it.
From this labelling, we obtain the unique code by recording the labels of the neigh-
bours of v=1; 2; : : : ; n in the order they appear in the labelling algorithm. Here it does
not matter if a neighbour has already been labelled before or not. Thus for every vertex
v=1; 2; : : : ; n, the labels of all 3 neighbours are recorded in a lexicographically minimal
order and we obtain a sequence of length 3n. This sequence represents the quality of
the selected root.
If all these quality criterions are considered, then identical qualities are assigned
exactly to isomorphic roots (where the labelling induces the automorphism). If r(e′1)
and r(e′2) are isomorphic, then the maps A(M;R; r(e
′
1)) and A(M;R; r(e
′
2)) as well as
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their reference roots are isomorphic, too. Since we construct only one representative
M ′ of the isomorphism class containing A(M;R; r(e′)) and A(M;R; r(e′)), and since we
take only one representative of each isomorphism class of rooted edges in M ′, any of
the roots in M having the highest possible quality is canonical.
5.1. Look-aheads
When a generating rule R shall be applied to a map M using the reference root
r(e), then of course, in general it cannot be seen in advance whether R is the canon-
ical generating rule for D(M;R; r(e)) because in order to answer this question, it is
necessary to determine all reducible submaps in D(M;R; r(e)). However, the insertion
of a new submap in M modies only a few existing submaps. Hence it is sometimes
possible to conclude in advance that R cannot be the canonical generating rule in
D(M;R; r(e)) because there will remain at least one reducible submap having a higher
quality. We call tests on M that tell us in advance if D(M;R; r(e)) will be rejected look-
aheads.
There exist two diHerent types of look-aheads: A local look-ahead nds out whether
D(M;R; r(e)) will be rejected for a given reference root r(e). A global look-ahead nds
out whether D(M;R; r(e)) will be rejected for any suitable reference edge r(e) in M .
Thus, a global look-ahead nds out if R needs to be applied to M at all. Look-aheads
help to increase the so-called accept–reject e;ciency given by the number of accepted
maps divided by the number of constructed maps.
The conditions for a generating rule R to be applied to M (using the reference root
r(e)) are listed in Table 2 where Si is the set of all reducible submaps Si in M , si
is the cardinality of Si, and S′i is the set of all (reducible and irreducible) submaps
Si in M . The edge labels listed in column “local look-ahead” refer to Figs. 9–18. In
order to apply the global look-aheads to a map M , rst all reducible submaps in M are
counted. A local look-ahead is applied whenever M passes the corresponding global
look-ahead. In the following description, let M ′:=D(M;Ri; r(e)).
Table 2 in detail:
R1: R1 must always be applied to every possible reference root.
R2: The application of R2 does not decrease the length of any cycle. Thus, no new
isolated triangle will occur and no S1 in M will become non-maximal. Moreover, the
only faces that are modied by the application of R2 are the faces F1 = 〈a; b; : : :〉 and
F2 = 〈c; d; : : :〉 (Fig. 10; F1 =F2 is possible). Hence local look-ahead 1 and the global
look-ahead follow.
Moreover, if e (Fig. 10) is an element of a triangle, then this triangle will become an
isolated (reducible) S1 having a higher quality than the new S2. Thus local look-ahead
2 follows.
Furthermore, if M contains a twin triangle with one triangle being F1 or F2 (dened
as above), then the other triangle becomes isolated in M ′ so that an S1 is obtained.
Thus local look-ahead 3 follows.
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Table 2
Look-aheads for M before applying R1–R9
R Global look-aheads Local look-aheads
R1 — —
R2 s16 2
(1) ∀S ∈S1 : S contains both a and b or both
c and d
(2) e is not an element of a triangle
(3) ∀S ∈S′4 ∪S′5 ∪S′9: no triangle contained
in S contains both a and b or both c and d
R3
(1) s1 = 0
(2) s26 2
(1) the face 〈a; e; m; c : : :〉 is neither a square
nor a pentagon
(2) ∀S ∈S2: S contains both a and b or both
c and f
(3) ∀S ∈S′4 ∪S′5 ∪S′9: no triangle contained
in S contains both a and b or both c and f
R4
(1) s16 1
(2) s1 + s2 + s36 2
∀S ∈S1 ∪S2 ∪S3: S contains e
R5
(
∑4
i=1
si6 2 and s3 ¿ 0)
or
∑4
i=1
si6 1
∀S ∈⋃4i=1Si: S contains e
R6
(1) s1 = 0
(2) s4 = 0
(3) s2 + s36 1
(4) s2 + s3 + s56 2
(1) if s2 + s3 = 1; then the reducible S2 or S3
contains a and b
(2) ∀S ∈S5: e; a; or b (Fig: 14) is the
face-bridge in S
R7
(1)
∑4
i=1
si =0
(2) s5 + s66 1
(1) if s5 = 1; then e is the face-bridge in that
reducible S5
(2) if s6 = 1; then e is contained in that
reducible S6
R8
(1)
∑4
i=1
si =0
(2) s5 + s66 1
(3) s7 = 0
(1) if s5 = 1; then e is the face-bridge in that
reducible S5
(2) if s6 = 1; then e is contained in that
reducible S6 R9
R9
(1)
∑4
i=1
si =0
(2) s5 + s66 1
(3) s7 + s8 = 0
(1) if s5 = 1; then e is the face-bridge in that
reducible S5
(2) if s6 = 1; then e is contained in that
reducible S6
R3: If the face F = 〈a; e; m; c; : : :〉 (Fig. 11) is a pentagon in M , then M ′ will contain
a reducible S2 (e′ is the reference edge). If F is a square in M , then M ′ will contain
an S1. Thus local look-ahead 1 follows.
The application of R3 modies three faces: F (see above), F1 = 〈b; a; : : :〉, and
F2 = 〈c; f; : : :〉. No S2 becomes irreducible and no isolated triangle becomes incident
with another 3-cycle. Similar to R2, an S1 will be destroyed if and only if it contains
F1 or F2, but then it is replaced by a reducible S2 which still has a higher quality
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than the inserted S3 in M ′. Thus global look-ahead 1 follows. Moreover, an S2 will
be destroyed without being replaced by an S1 if and only if the S2 contains F1 or F2.
Thus global look-ahead 2 and local look-ahead 2 follow. For local look-ahead 3 see
above (R2).
R4: If e (Fig. 12) is contained in an S1, S2, or S3, then the corresponding triangle,
square, or pentagon in M will be replaced in M ′ by a face of degree at least 6. Faces
not containing e will not be modied. Thus the local look-ahead and global look-ahead
2 follow. If e is an element of 2 triangles, then we have a twin triangle. So e cannot
be an element of 2 isolated triangles and we demand s16 1.
R5: By applying R5 to r(e) (Fig. 13), the degrees of the faces containing e are
increased by 1 (left side) and 7 (right side). No other faces are modied. Thus the
local look-ahead follows and we demand
∑4
i=1 si6 2. Let F be the face on the left
side of r(e) in Fig. 13. If F is a triangle contained in an S1, then the S1 is replaced
by a reducible S2 in M ′. If F is a square contained in a reducible S2, then the S2 is
replaced by a reducible S3 in M ′. If F is a triangle contained in a reducible S4, then
the face on the right side of r(e) cannot be contained in an S1, S2, S3, or another S4.
Hence, by applying R5, the only possibility to destroy two reducible submaps S1–S4
without substitute is given when F is a pentagon contained in a reducible S3. So the
global look-ahead follows.
R6: e (Fig. 14) is a face-bridge. Hence the degree of the face F containing e is
at least 8. The only further face which will be modied is the face G= 〈b; a; : : :〉
(F =G is possible). Hence we demand
∑4
i=1 si6 1. If G is a triangle, then this triangle
is replaced by a reducible S3. Hence we demand s1 = 0 and s4 = 0 so that global
look-aheads 1–3 follow. If one of the edges e, a, or b in M (Fig. 14) is the face-bridge
in an S5 and the remaining two edges correspond to a and b in Fig. 13, then the S5
becomes irreducible in M ′. However, at most two of the three edges can each be the
face-bridge in an S5 because otherwise M would be a planar map (which looks like
a “propeller”). Hence we demand s56 2. If a or b is a face-bridge, then G cannot
be a square or a pentagon. Thus we demand that s5 = 2 implies s2 + s3 = 0. On the
other hand, if G is a square or a pentagon, then a and b are no face-bridges. Hence
we demand that s2 + s3 = 1 implies s56 1. Global look-ahead 4 follows.
R7: e (Fig. 15) is a face-bridge. Hence the degree of the face F containing e is
at least 8. Moreover, F is the only face which will be modied. Hence, we demand∑4
i=1 si =0, and the local look-aheads follow. If e is the face-bridge in an S5, then this
S5 will become irreducible in M ′. If e was the face-bridge in two S5, then M would
be a planar map with 10 vertices. Hence, we demand s56 1. If e is one of the edges
c, d, or f in Fig. 14, then the corresponding S6 will be destroyed, but then e cannot
be the face-bridge in an S5. Hence we demand s5 + s66 1.
R8: The arguments are the same as for R7. An S7 in M will be destroyed only if e
in Fig. 16 corresponds to c or f in Fig. 15, but then c and f are face-bridges and the
S7 is irreducible in M . Hence we demand s7 = 0.
R9: The arguments are the same as for R7 and R8.
R10: No look-aheads are considered for R10. In Section 5.2, it will be explained why.
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5.2. Remarks on the algorithm
The order of R1–R9 is not chosen arbitrarily: Some statistics on the maps in T show
that the average number of submaps Si in a map M ∈T increases with decreasing i.
By assigning high qualities to those generating rules whose corresponding submaps
are most likely to occur in a map, the look-aheads become most eHective: Generating
rules with low qualities often need not be applied due to look-aheads which conrm
the existence of reducible submaps of higher qualities.
Let Hn be the set of all hexagonal lattices with up to n vertices. S10 has the lowest
quality for the following reason: By assigning the quality 0 to S10, the application of
R10 is canonical only if the resulting map is a hexagonal lattice because every other
map M ∈T−(H∪B) contains a reducible submap S1–S9. Since the cardinality ofHn
is very small in comparison to the cardinality of Tn (see Table 3), it is much faster
to omit R10 and construct the hexagonal lattices directly. Hexagonal lattices are very
easy to classify and hence to construct. For example, in [7], an algorithm is described
which can be used to construct hexagonal lattices. So in the actual implementation
of the algorithm, we use only R1–R9 as generating rules, and as basic maps we use
B= {K ′4; K ′′4 ; B1; B2; B3; B4; B5; B6} ∪Hn for the construction of Tn.
The algorithm can also be used to construct simple cubic planar maps. In this case,
we have the following changes:
• The only basic map is a planar embedding of K4.
• In Table 2, case 2 can be rejected due to the Jordan curve theorem. Moreover, some
of the conditions in case 1 need not be veried because they cannot hold in planar
maps.
• The look-aheads for R6–R9 must be modied as indicated in the explanation of Table
2, i.e. the upper limit for s5 must be increased by 1.
6. Results
The results in Table 3 have been computed on a large cluster of computers using
the parallelizing technique described in [3], Section 8. The generation rate of the im-
plemented algorithm, i.e. the number of constructed structures within a given amount
Table 3
n |Tn| |Hn| n |Tn| |Hn| n |Tn| |Hn|
4 2 0 14 14 379 2 24 1 014 547 266 7
6 7 1 16 127 282 4 26 9 846 232 922 3
8 37 2 18 1 170 626 3 28 96 055 936 574 4
10 232 1 20 11 021 519 3
12 1 742 2 22 105 245 468 2
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of time, is approximately 14,000 structures per second on a 350 MHz Intel Pentium II
computer.
References
[1] S. Lavrenchenko, The irreducible triangulations of the torus, Ukrain. Geom. Sb. 30 (1987) 52–62 (in
Russian).
[2] G. Brinkmann, Isomorphism rejection in structure enumeration programs, Proceedings of the 1998
DIMACS Workshop on Discrete Mathematical Chemistry, in press.
[3] B.D. McKay, Isomorph-free exhaustive generation, J. Algorithms 26 (1998) 306–324 (Article No.
AL970898).
[4] J. Malkevitch, Polytopal Graphs, Graph Theory 3 (1988) 169–188 (ISBN 0-12-086203-4).
[5] V. Batagelj, Inductive Classes of Cubic Graphs, Colloq. Math. Soc. Janos Bolyai 37 (1981) 89–101.
[6] V. Batagelj, Inductive classes of graphs—Denitions and Bibliography http:==vlado.fmf.uni-lj.
si=vlado=projects=indcla.htm
[7] T. Harmuth, The construction of cubic maps on orientable surfaces, Dissertation, UniversitTat Bielefeld,
FakultTat fTur Mathematik, 2000.
[8] C. Thomassen, The graph genus problem is NP-complete, J. Algorithms 10 (1989) 568–576.
