In this paper it is established that all two-dimensional polynomial automorphisms over a Dedekind Q-algebra are stably tame; in fact, they become tame with the addition of three more dimensions. A key element in the proof is this additional new theorem: Over an Artinian Q-algebra all two-dimensional polynomial automorphisms having Jacobian determinant one are tame.
Introduction
The famous theorem of Jung and van der Kulk ( [4] , [5] ) asserts that all two-dimensional polynomial automorphisms over a field are tame. (See §2 for the definition of tameness and other terminology.) Jung proved this for fields of characteristic zero and van der Kulk generalized it to arbitrary characteristic. It is well-known that this fails to be true over a domain R which is not a field. A standard example of a non-tame automorphism is
here a is any non-zero non-unit in R. For R = k[T ] and a = T , k a field, this is the famous example of Nagata [7] which he conjectured to be non-tame as a 3-dimensional automorphism over k. Shestakov and Umirbaev [10] finally proved Nagata's conjecture. Meanwhile it had been shown by Smith [8] and Wright (unpublished) that Nagata's example is stably tame, in fact tame with the addition of one more variable 1 . The matter of stable tameness is one of intrigue because no example has been produced (to the authors' knowledge) of a polynomial automorphism over a domain which cannot be shown to be stable tame.
The main result of this paper is Theorem 4.3, which asserts that all two-dimensional polynomial automorphisms over a Dedekind domain become tame with the addition of three new dimensions. It is proved by a somewhat delicate argument for which Theorem 4.1 serves as the enabling preparation lemma. The latter result, which says that all two-dimensional automorphisms over an Artinian Q-algebra are tame, can be viewed as a generalization of Jung's Theorem [4] . Also used in the proof of the main theorem are four technical lemmas and a result of Suslin, all of which appear in §3.
Notation and Terminology
We use the following fairly standard notations for the polynomial automorphism groups over a commutative ring R. We write R
[n] for the polynomial ring R[X1, . . . , Xn]. GAn(R) denotes the automorphism group of Spec R
[n] over Spec R. As such, it is anti-isomorphic to the group of R-algebra automorphisms of R [n] . An element of GAn(R) is represented by a vector ϕ = (F1, . . . , Fn) ∈ (R [n] ) n , and we often write X for the identity element (X1, . . . , Xn) of GAn(R). We write Jϕ for the Jacobian matrix of an automorphism ϕ. The general linear group GLn(R) is contained in GAn(R) in an obvious way. We have the following other subgroups (and we here suppress R):
• SAn is the subgroup of all ϕ for which |Jϕ| = 1. (Here and throughout this paper | | denotes determinant.)
• EAn is the subgroup generated by the elementary automorphisms. An elementary automorphism is one of the form (X1, . . . , Xi−1, Xi + f (X1, . . . , Xi−1, Xi+1, . . . , Xn), Xi+1, . . . , Xn)
for some i ∈ {1, . . . , n}. An elementary automorphism of the above form for a specific i is called elementary in the i th position.
• Tn, the group of tame automorphisms, is the subgroup generated by GLn and EAn.
• Trn is the subgroup of translations. A translation is an automorphism of the form (X1 + a1, . . . , Xn + an) with a1, . . . , an ∈ R. This group is isomorphic to the additive group R n .
• Afn, the affine group, is the subgroup generated by GLn and Trn. It is, in fact, the semidirect product GLn ⋉ Trn, with GLn acting by conjugation on Trn ∼ = R n in the obvious way.
We will use standard notation for the linear groups such as SLn, En (the subgroup of GLn generated by elementary matrices), Dn (the group of invertible diagonal matrices), and GEn (the subgroup generated by En and Dn).
If G and H are subgroups of some group, we write G, H for the subgroup generated by G ∪ H. For example Tn = GLn, EAn and GEn = Dn, En .
Given t a non-zero-divisor in a ring R, we write Rt for the localization R[1/t]. For a ∈ Rt and n an integer ≥ 0 we say "a has t-order ≥ −n" if t n a ∈ R. Also if γ is a matrix over Rt we say "γ has t-order ≥ −n" if t n γ has entries in R. We say ϕ, ψ ∈ GAn(R) are tamely equivalent (respectively elementarily equivalent) if there exist ǫ, ǫ ′ in Tn(R) (resp. EAn(R)) such that ǫϕǫ ′ = ψ. To show that an automorphism is tame (resp. a product of elementaries) we may replace it by an automorphism to which it is tamely (resp. elementarily) equivalent.
The results herein use the concept of stabilization, which refers to the embedding of GAn(R) into GAn+m(R) (the "stabilization homomorphism"). If ϕ ∈ GAn(R), we write ϕ [m] for its image in ϕ ∈ GAn+m(R); we also sometimes just write ϕ for ϕ [m] . We say, for example, an automorphism ϕ is stably tame if it becomes tame in some higher dimension. We sometimes specify the number of dimensions by saying "ϕ becomes tame with the addition of m dimensions (or variables)", meaning ϕ
[m] is tame. We will also encounter the "restriction of scalars" embedding, by which we view GAm(R [n] ) as the subgroup of GAn+m(R) which fixes (anti-isomorphically) the first n variables. By this identification we have EAm(R [n] ) ⊂ EAn+m(R), but the embedding does not necessarily place Tm(R [n] ) within Tn+m(R). In fact elements of GLm(R [n] ) may not be tame over R. This fact presents an obstruction in the proof of the main theorem, Theorem 4.3, which requires the use of Theorem 3.5 to overcome.
Preliminaries
In order to prove Theorem 4.1, we need the two following lemmas. The statement of the first appears in [1] , § 5.2, as Exercise 7. Proof. For every k ∈ {0, . . ., n + m}, we have the identity
hen v = αw, where the square matrix α = (aij ) is given by aij = (i − 1) j−1 . Hence, α is a Vandermonde matrix, which implies that its determinant is an element of Q * . The inverse of α, together with the inverse of ( n+m n ), now give the desired expression for X n Y m .
The following lemma borrows ideas from [2] .
" n , and define φ, γ ∈ GAn(R) by φ = X + F , γ = X + G (note, that φ and γ are indeed
Proof. Straightforward. Now we present two technical lemmas on elementary equivalence which will be needed in the proof of the main theorem (Theorem 4.3).
Lemma 3.3. Let R be a ring and t ∈ R a non-zero-divisor. The map
and is elementarily equivalent to ϕ [2] in GA4(R).
This shows that Ψt is a group homomorphism. However, we can also write Ψt(ϕ) = σϕ [2] ωσ
If t divides F and G then ω is elementary over R, and since σ ∈ EA4(R) it follows that Ψt(ϕ) is elementarily equivalent over R to ϕ [2] .
Lemma 3.4. Let R be a ring and t ∈ R a non-zero-divisor. Let n ≥ 0 be an integer and let
(R) and it lies in EA3(R).
Proof.
, we see that we can further write f (X) = t n h(t n X), with h(X) ∈ R[X]. Writing
Adding one more dimension, represented by the variable Z, (α −1 εα) [1] becomes the commutator κνκ
Finally, we will also employ the following result of Suslin, which is a special case of [9] , Corollary 6.5.
The Main Results
The following theorem will be an important component in the proof of Theorem 4.3, but it is also of interest in its own right. Again, some ideas from [2] are employed. Proof. Since R is Artinian it is a product of Artinian local rings ( [6] , Ch. X, Theorem 7.7).
Since GAn splits over a product, we may assume from now on, that R is an Artinian local ring. So now we have a local ring (R, m) with m N = 0 for some integer N ≥ 1. We will prove by induction on N that F is a product of elementary automorphisms.
The case N = 1 follows from the famous Jung-van der Kulk Theorem. So now let N ≥ 2 and letR = R/m N−1 . Sinceφ ∈ GA2(R) with det Jφ = 1,φ is a composition of elementary automorphisms, i.e., ϕ ∈ EA(R). We can lift each of these elementary automorphisms to elementary automorphisms over R to produce ε ∈ EA2(R) such that ε n Y m as a Q-linear combination of polynomials of the form (X + aY ) n+m , with a ∈ Q. Using Lemma 3.2 again, we may assume that
where k ≥ 1, a, b ∈ Q and r ∈ R. But then ϕ = α −1 βα, where α = (X + aY, Y ) and
Remark 4.2. We do not know whether Theorem 4.1 holds for an Artinian ring R which is not a Q-algebra, except in the case where R is a finite product of local rings each of which is either a Q-algebra or a field of positive characteristic. In this case the conclusion follows from Theorem 4.1 together with van der Kulk's Theorem.
We now prove:
Theorem 4.3 (Main Theorem). Let R be a Q-algebra which is a Dedekind domain, and let ϕ ∈ GA2(R). Then ϕ is stably tame. More strongly, ϕ becomes tame with the addition of three more dimensions. In other words GA2(R) ⊂ T5(R).
Proof. Let ϕ ∈ GA2(R). We may assume |J(ϕ)| = 1. Let K be the field of fractions of R. Then GA2(K) = T2(K) by Jung's Theorem. Since T2(K) = GL2(K), EA2(K) , we can write ϕ in the form ϕ = α1ε1 · · · αrεr, where α1, . . . , αr ∈ GL2(K) and, for i = 1, . . . , r, εi = (X, Y + fi(X)), with fi ∈ K[X]. (To get all the εi to be elementary in the second position we use the formula (Y, X)
.) Moreover, we can arrange that α1, . . . , αr lie in SL2(K); this is accomplished by sweeping diagonal elements to the left and using the fact that |J(ϕ)| = 1. Let di = max (deg fi, 1).
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Choose an element t ∈ R such that each fi(X) and all coefficients of each αi lie in Rt[X]. We will now carefully choose an integer N ≥ 0 such that t N will be a sufficiently large power of t to enable some repeated applications of Lemmas 3.3 and 3.4. For i = 1, . . . , r, let ni, ℓi ≥ 0 be such that fi(X) has t-order ≥ −ni and αi has t-order ≥ −ℓi. Let Ni be defined by Nr = nr +ℓr and Nj = nj + ℓj + djNj+1 for j = 1, . . . , r − 1. Secondly, define the sequence M1, . . . , Mr by Mr = Nr and Mj = nj + djNj+1 + (dj + 1)(Nj+1 + Nj+2 + · · · + Nr). Finally choose an integer N ≥ max (N1, M1, M2, . . . , Mr). Note that N ≥ Nj for each j since Nj ≥ Nj+1. LetR = R/t N R. We consider the imageφ of ϕ in GA2(R), which must also have the property |J(φ)| = 1. SinceR is Artinian (R being a Dedekind domain), Theorem 4.1 gives thatφ ∈ EA2(R). Writeφ −1 =ρ1 · · ·ρs, a product of elementary automorphisms. Eachρj lifts to an elementary automorphism ρj in GA2(R). We can replace ϕ by ϕρ1 · · · ρs, so that ϕ has the factorization ϕ = α1ε1 · · · αrεrρ1 · · · ρs ,
andφ = (X,Ȳ ). We can now write ϕ = (X + t N F, Y + t N G) with F, G ∈ R[X, Y ]. Now we apply the map Ψ = Ψ t N of Lemma 3.3, and note that
lies in GA4(R), and that, by Lemma 3.3, ϕ is elementarily equivalent to Ψ(ϕ) in GA4(R). For the moment we will view Ψ(ϕ) as an element of GA2(R[X, Y ]) and the factors of (2) 
•ρs−1ρs 
Since our goal is to show Ψ(ϕ) is tame in GA5(R) and since eachρj is elementary over R, we may replace Ψ(ϕ) by
and it becomes our goal to show that ψ is tame in GA5(R). Now we examine Ψ(εr)τ ,which appears at the end of the factorization (4). Since εr = (X, Y + fr(X)) we have Ψ(εr) = (Z, W + (1/t N )fr(X + t N Z)) and hence, from (3):
Since N ≥ nr we havefr(X, In order to sweep τ ′ r past Ψ(αr), we make this observation: Given any α ∈ SL2(Rt), viewed as an element of GA2(Rt), write α = (X + aX + bY, Y + cX + dY ), with a, b, c, d ∈ Rt, and note that
Letting α = αr one can easily see that Ψ(αr)τ ′ r can be written as τrαr withαr = (Z + aZ + bW, W + cZ + dW ) ∈ SL2(Rt[X, Y ]) (with coefficients in Rt, even) having t-order ≥ −ℓr, and τr a translation over Rt[X, Y ]. More precisely, we can write τr = (Z + (1/t N )p(X, Y ), W + (1/t N )q(X, Y )) with p, q having order ≥ −(nr + ℓr). Finally, let γr =αrβr and note that γr ∈ SL2(Rt[X, Y ]) has t-order ≥ −(nr + ℓr). Recall that Nr = nr + ℓr.
We now have ψ = Ψ(α1)Ψ(ε1) · · · Ψ(αr−1)Ψ(εr−1)τrγrεr, and sinceεr is elementary over R we see that ψ is elementarily equivalent in GA4(R) to ψr = Ψ(α1)Ψ(ε1) · · · Ψ(αr−1)Ψ(εr−1)τrγr Now, inductively, suppose 2 ≤ j ≤ r and suppose we have shown that ψ is elementarily equivalent in GA5(R) (the need for dimension 5 will arise in the induction and in the final step of the proof) to ψj = Ψ(α1)Ψ(ε1) · · · Ψ(αj−1)Ψ(εj−1)τjγj
, pj, qj having t-order ≥ −Nj, and γj ∈ SL2(Rt[X, Y ]) having t-order ≥ −(Nj + Nj+1 + · · · + Nr). We will show that we can achieve this same situation with j replaced by j − 1.
We have Ψ(εj−1) = (Z, W + (1/t N )fj−1(X + t N Z)), so as in (5) above we obtain
and we write this composition (6) as Ψ(εj−1)τj = τ Remark 4.5. We do not know whether three additional dimensions are needed to achieve tameness over a Dedekind domain. As was pointed out in the introduction, the example of Nagata, and other similar examples, become tame with just one more dimension. Note that W properly contains the tame subgroup T3(k), as Nagata's example lies in W but is not tame. It is not known whether W is all of GA3(k).
