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Abstract
In an earlier paper of the author, locally compact quantum torsors
were defined for locally compact quantum groups, putting into the an-
alytic framework the theory of Galois objects for Hopf algebras. Such
quantum torsors allow to deform the given quantum group, providing
a generalization of the 2-cocycle twisting procedure. It was also shown
that a quantum torsor can be constructed from an action of the dual
quantum group on a type I-factor. In this paper, we study quantum
torsors which are themselves type I-factors. These I-factorial quan-
tum torsors turn out to have a nice duality theory. We illustrate the
general theory with the example of the Heisenberg double.
Introduction
The theory of locally compact quantum groups [14, 15] provides a vast gen-
eralization of the classical theory of locally compact groups. Being steeped
in the theory of von Neumann algebras and Tomita-Takesaki theory, it is
the proper setting in which to study quantum symmetries such as arising
for example from subfactor theory [10, 7, 23]. One of the main attributes of
the theory is the existence of a generalized Pontryagin duality theory, allow-
ing for a uniform treatment of many classical group theoretical results and
constructions.
By now, many construction methods for locally compact quantum groups
are known. We mention for example
• the bicrossed product construction [18, 25],
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• the double crossed product construction [19, 2],
• 2-cocycle twisting [11, 5].
Apart from this, many specific examples have been studied, especially within
the context of compact quantum groups [31], such as q-deformations of semi-
simple compact Lie groups [17] and universal quantum groups [29]. Within
the non-compact setting, we mention among others the quantizations of low-
dimensional Lie groups [32, 30, 13, 24] and the interesting developments in
[4, 12] concerning quantizations of split real Lie groups (which have however
not been formally put yet within the framework of locally compact quantum
groups).
In this article, we will be concerned with the generalization of the 2-cocycle
twisting technique as defined in [5]. More precisely, in that article a specific
class of quantum group actions on von Neumann algebras was studied, con-
sisting of those actions which are in a sense “free, transitive and proper”.
Such actions will be called quantum torsors. It was shown how from such a
quantum torsor can be constructed a new locally compact quantum group
by a twisting procedure.
The theory in [5] was only partially developed, up to the point where the
applications to the theory of 2-cocycle twisting could be presented. The full
story was presented in the Ph.D. thesis of the author, parts of which however
remained unpublished. In the meantime, Enock generalized these results to
the broader setting of measured quantum groupoids [9]. Since it will be
important to have these results available in the technically easier setting of
locally compact quantum groups, we will spend some time introducing the
relevant terminology and fundamental statements. However, our proofs are
devised as to arrive at our end result in the quickest way possible by using
results already explicitly stated in the literature. Although a direct, first
principles approach would certainly be possible, we do not feel this would
be worth the effort, as many of the needed techniques are well-known already
and would offer nothing interesting or new.
It was also shown in [5] how a quantum torsor for a quantum group can be
constructed from an action of its dual on a type I-factor, called projective
representation. Moreover, this turns out to produce a 1-to-1-correspondence
between quantum torsors for a quantum group and projective representa-
tions of its dual (up to the appropriate notion of equivalence).
The main object of this paper will be the study of quantum torsors which
are at the same time projective representations. These quantum torsors will
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be called I-factorial quantum torsors. This provides for a particularly nice
situation, as it turns out that the associated projective representation of
the dual is again a I-factorial quantum torsor, thus allowing one to twist
both the original quantum group as well as its dual. This situation is not
as uncommon as it may seem on first sight, and an interesting class of
examples will be presented in the article [6], for which this paper sets the
stage. Here, however, we will content ourselves with the simpler example of
the Heisenberg double.
The precise contents of this paper are as follows.
In the first section, we recall some basic facts from the theory of locally
compact quantum groups in the von Neumann algebraic setting. In the
second section, we introduce the notion of Galois object, and recall some of
the main results of [5]. In the third section, we define co-linking quantum
groupoid von Neumann algebras, and prove that they provide very special
examples of measured quantum groupoids [16, 8]. We then show, following
partly [9], how any Galois object can be completed, in an essentially unique
way, into a co-linking quantum groupoid von Neumann algebra. In the fourth
section we consider the reduction of a Galois object with respect to a (dual)
quantum subgroup, providing for concrete examples a useful technique to
break down a complicated Galois object into simpler constituents. These
results were proven in the Ph.D. thesis of the author, but have not been
published before. In the fifth section we introduce I-factorial Galois objects,
and prove our main theorem, Theorem 5.2. Finally, in the sixth section we
illustrate the general theory with the Heisenberg double example.
Notation
We denote by ⊗C the tensor product of vector spaces, by ⊗ the tensor prod-
uct of Hilbert spaces, and by ⊗¯ the spatial tensor product of von Neumann
algebras. We further denote by
Σ : V ⊗C W →W ⊗C V, v ⊗ w 7→ w ⊗ v
the flip map for vector spaces as well as Hilbert spaces, while for algebras
A,B we will rather use the notation
ς : A⊗C B → B ⊗C A, a⊗ b 7→ b⊗ a,
and similarly for tensor products of von Neumann algebras.
For H a Hilbert space we denote
ωξ,η(x) = 〈ξ, xη〉, x ∈ B(H), ξ, η ∈ H.
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We also make frequent use of the leg numbering notation as is common in
quantum group theory. For example, if X ∈ B(H⊗2), then
X13 = (id⊗ ς)(X ⊗ 1) = (1⊗ Σ)(X ⊗ 1)(1 ⊗ Σ) ∈ B(H
⊗3).
When M is a von Neumann algebra, we denote by M+ its positive cone, by
M∗ its pre-dual, by M
+
∗ the positive cone of its predual, and by S∗(M) its
space of normal states. For ω ∈M∗ we denote
ω(x) = ω(x∗).
We denote by L2(M) = (L2(M), πM , JM ,P) a standard form of M [22,
Chapter IX, Definition 1.13], where πM is the standard representation of M
on L2(M), where JM = J
∗
M = J
−1
M is the modular conjugation and where P
is the positive cone. In practice we will suppress the notation πM and view
M ⊆ B(L2(M)).
We also use standard notation for weight theory: if ϕ is a normal, semi-finite,
faithful (nsf) weight on a von Neumann algebra M , we denote
Nϕ = {x ∈M | ϕ(x
∗x) <∞}, Mϕ = N
∗
ϕ Nϕ, M
+
ϕ = Mϕ ∩M
+,
and we write σϕt for the modular automorphism group. We denote by
Λϕ : Nϕ → L
2(M)
the canonical GNS-map, and by ∇ϕ the modular operator, so that
Λϕ ◦ σ
ϕ
t = ∇
it
ϕ ◦ Λϕ.
1 Quantum group von Neumann algebras
Definition 1.1. [15, Definition 1.1] A quantum group von Neumann al-
gebra consists of a von Neumann algebra M together with a coassociative
unital normal ∗-homomorphism
∆ :M →M⊗¯M
for which there exist normal, semi-finite, faithful (nsf) weights
ϕ,ψ :M+ → [0,+∞]
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such that for all x ∈M+ and all ω ∈ S∗(M)
ϕ((ω ⊗ id)∆(x)) = ϕ(x), ψ((id ⊗ ω)∆(x)) = ψ(x).
These properties are called respectively left-invariance and right-invariance.
Remark 1.2. 1. In [15, Definition 1.1], these objects are called rather
‘von Neumann algebraic quantum groups’. We prefer the above ter-
minology as it refers more directly to ‘an algebra associated to the
quantum group’ instead of vice versa. Also the terminology Hopf-von
Neumann algebra is sometimes used for the above structure.
2. As shown in [15], one can associate to (M,∆) a unique (reduced)
C∗-algebra with an appropriate comultiplication and weights, forming
a quantum group C∗-algebra (adapting terminology of [14]). This
C∗-algebraic structure then completely remembers the original quan-
tum group von Neumann algebra. This justifies the interpretation of
a quantum group von Neumann algebra (M,∆) as being associated to
a locally compact quantum group. Since the use of the latter termi-
nology will not be particularly helpful in this paper and can sometimes
cause confusion, we will refrain from using it explicitly, having however
used it in the introduction for the sake of intuition.
3. In [15], the main results are proven by copying techniques from the
C∗-algebra setting [14]. For a more direct von Neumann algebra ori-
ented approach, see [28]. The latter does not contain any new results
with respect to [14, 15], but contains some simplifications of and new
approaches to the original results, and is sometimes more suitable as
a direct reference.
4. The invariance condition is stated in a slightly stronger form than
needed, see [15, Proposition 3.1].
The nsf weights ϕ,ψ are unique up to scalars [28, Theorem 2.5], and we
usually suppose them fixed from the outset. We then denote
M = (M,∆) = (M,∆, ϕ, ψ)
as a shorthand.
Let (M,∆) be a general quantum group von Neumann algebra. We write
the modular conjugation J = JM and further use the shorthand notation
Λ = Λϕ, Γ = Λψ, σt = σ
ϕ
t , σ
′
t = σ
ψ
t , ∇
it = ∇itϕ , ∇
p it = ∇itψ .
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Remark 1.3. Note that the map Γ used in [14, 15] is not quite the same
as the one above, since in our notation Λψ denotes the standard GNS-map,
while the map Γ in [14, 15] is constructed more explicitly. The difference
is however only by a unimodular scalar - we will come back to this in a
moment.
Associated to (M,∆) we have the unitary left and right regular corepresen-
tations
W ∈M⊗¯B(L2(M)), V ∈ B(L2(M))⊗¯M,
uniquely determined by the fact that for all ω ∈ B(L2(M))∗ one has
(ω ⊗ id)(W ∗)Λ(x) = Λ((ω ⊗ id)∆(x)), x ∈ Nϕ,
(id ⊗ ω)(V )Γ(x) = Γ((id ⊗ ω)∆(x)), x ∈ Nψ.
They are multiplicative unitaries in the sense that W and V are unitaries
satisfying
W12W13W23 =W23W12, V12V13V23 = V23V12,
see [15, Theorem 1.2]. There then exists a unique σ-weakly continuous one-
parameter group (τt)t∈R of normal ∗-automorphisms of M and a unique
involutive anti-automorphism R of M such that, writing τz for the analytic
extension of τt to z ∈ C and
S : D(τ−i/2) ⊆M →M, x 7→ R(τ−i/2(x)),
one has (id⊗ω)(W ) and (ω⊗ id)(V ) in D(τ−i/2) for all ω ∈ B(L
2(M))∗ and
S((id⊗ ω)(W )) = (id⊗ ω)(W ∗), S((ω ⊗ id)(V )) = (ω ⊗ id)(V ∗),
see [28, Proposition 1.24]. One has, see e.g. [28, Theorem 2.3 and Theorem
2.10],
∆ ◦ τt = (τt ⊗ τt) ◦∆ = (σt ⊗ σ
′
−t) ◦∆ (1)
and
∆ ◦R = (R⊗R) ◦∆op, (2)
where ∆op(x) = ς∆(x). One calls (τt)t∈R, R, S respectively the scaling group,
unitary antipode and antipode of (M,∆).
By the above anti-comultiplicativity of R, it is usual to normalize ψ in
function of ϕ by putting
ψ = ϕ ◦R,
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and we assume this in what follows. It can then be shown that there exists
a unique scalar ν > 0 and unique invertible operator δ > 0 affiliated with
M such that the Connes cocycle derivative of ψ with respect to ϕ satisfies
(Dψ : Dϕ)t = ν
it2/2δit,
see the proof of [28, Theorem 2.11]. One calls ν the scaling constant and δ
the modular element of (M,∆). They are independent of the normalisation
of ϕ. One has that the δit are grouplike,
∆(δit) = δit ⊗ δit,
and satisfy
σt(δ
is) = νistδis.
Remark 1.4. It follows from the last commutation relation that Γ is deter-
mined explicitly by
Γ(x) = ν−i/4Λ(xδ1/2),
where x ranges over those x ∈M such that the composition xδ1/2 closes to
a bounded operator inside Nϕ. Hence our Γ differs from the Γ in [14, 15]
by the scalar ν−i/4.
Associated to (M,∆) are a variety of related quantum group von Neumann
algebras.
First of all, we can flip the coproduct,
∆op = ς ◦∆,
and we will write this as M cop = (M,∆op). We endow this with the re-
spective left and right invariant nsf weights ψ and ϕ, so that the associated
multiplicative unitaries become
W cop = ΣV ∗Σ, V cop = ΣW ∗Σ,
with Σ the flip map on L2(M)⊗ L2(M).
On the other hand, we can also flip the product, which by Tomita theory
can be realized by taking the commutant,
M ′ = JMJ.
We can endow M ′ with the coproduct
∆′(x) = (J ⊗ J)∆(JxJ)(J ⊗ J),
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so that invariant weights are given by
ϕ′(x) = ϕ(Jx∗J), ψ′(x) = ψ(Jx∗J).
Choosing as the GNS-maps
Λ′(x) = JΛ(JxJ), Γ′(x) = JΓ(JxJ),
we have the associated multiplicative unitaries
W ′ = (J ⊗ J)W (J ⊗ J), V ′ = (J ⊗ J)V (J ⊗ J).
There is an isomorphism of quantum group von Neumann algebras
θ :M cop →M ′, x 7→ JR(x)∗J. (3)
We now treat the duality theory for quantum group von Neumann algebras.
Theorem 1.5. [15, Definition 1.5] The σ-weak closure of
{(ω ⊗ id)(W ) | ω ∈M∗}
is a von Neumann algebra, and defines a quantum group von Neumann
algebra by means of the comultiplication
∆ˆ(x) = ΣW (x⊗ 1)W ∗Σ.
Definition 1.6. We define M∧ = Mˆ to be the quantum group von Neumann
algebra given by the von Neumann algebra
M∧ = Mˆ = {(ω ⊗ id)(W ) | ω ∈M∗}
′′
with the above coproduct
∆∧(x) = ∆ˆ(x) = ΣW (x⊗ 1)W ∗Σ.
We call (Mˆ, ∆ˆ) the Pontryagin dual of M = (M,∆).
In the following, we will denote
λ(ω) = (ω ⊗ id)(W ) ∈ Mˆ, ω ∈M∗.
Let I be the set of ω ∈M∗ for which there exists a vector ξω ∈ L
2(M) such
that
ω(y∗) = 〈Λ(y), ξω〉, ∀y ∈ Nϕ.
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The vector ξω is uniquely determined, and one can then show that the σ-
strong-norm closure Λˆ of
λ(I ) ⊆ Mˆ → L2(M), λ(ω) 7→ ξω
is the GNS-map of a uniquely determined left invariant nsf weight ϕˆ forM∧,
see e.g. [28, Theorem 3.13]. We can hence identify in this way L2(Mˆ ) =
L2(M).
We adorn the associated modular and scaling data of Mˆ with ˆ. Then by
[15, Proposition 2.15] the multiplicative unitaries of Mˆ are given by
Wˆ = ΣW ∗Σ = (Jˆ ⊗ Jˆ)V (Jˆ ⊗ Jˆ), Vˆ =W ′ = (J ⊗ J)W (J ⊗ J). (4)
We also note, see e.g. [15, Proposition 2.1], that the unitary antipode R of
the original quantum group von Neumann algebra (M,∆) is implemented
by Jˆ ,
R(x) = Jˆx∗Jˆ , x ∈M. (5)
The scaling constant νˆ equals ν−1, and pops up in the commutation relation
between J and Jˆ ,
JJˆ = ν−i/4JˆJ.
It follows that we can make a self-adjoint unitary
Θ = νi/8JJˆ,
so that Θ provides a spatial implementation of the isomorphism θ in (3).
We have the following commutation relations between the multiplicative
unitaries and the modular conjugations, see [15, Corollary 2.2]:
(Jˆ ⊗ J)W (Jˆ ⊗ J) =W ∗, (J ⊗ Jˆ)V (J ⊗ Jˆ) = V ∗.
By (4), it follows that
M∧ ′ = {(id ⊗ ω)(V ) | ω ∈M∗}
′′.
We will denote
ρ(ω) = (id ⊗ ω)(V ), ω ∈M∗.
Theorem 1.7. [28, Theorem 3.18] The following Pontryagin biduality holds:
M∧∧ =M.
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We can write here an actual equality since by construction the above von
Neumann algebras are all concretely implemented on the same Hilbert space
L2(M).
We will in the following mostly need the commutant (M∧′,∆∧′) = (Mˆ ′, ∆ˆ′)
of the dual. Also the operation M 7→ M∧′ is involutive, but only after
twisting with Θ,
ΘM∧′∧′Θ =M, (Θ⊗Θ)∆∧′∧′(x)(Θ ⊗Θ) = ∆(ΘxΘ).
We also note for further reference that, following the above constructions,
the left and right multiplicative unitaries of M∧′∧′ are given by
WΘ = (Θ⊗Θ)W (Θ⊗Θ), VΘ = (Θ⊗Θ)V (Θ⊗Θ),
in agreement with the above isomorphism.
Finally, we will also need the notion of quantum group von Neumann subal-
gebra.
Definition 1.8. [24, Definition 2.9] We call a quantum group von Neumann
algebra (M1,∆1) a quantum group von Neumann subalgebra of (M,∆) if
we are given a unital, normal inclusion of von Neumann algebras M1 ⊆M
such that ∆1 = ∆|M .
We recall the following theorem.
Theorem 1.9. [2, Proposition 10.5] Let (M,∆) be a quantum group von
Neumann algebra. A von Neumann subalgebra M1 ⊆M is a quantum group
von Neumann subalgebra (with respect to the restriction of ∆) if and only if
∆(M1) ⊆M1⊗¯M1, R(M1) =M1, τt(M1) =M1, ∀t ∈ R.
2 Coactions and Galois objects
Let us fix a quantum group von Neumann algebra (M,∆).
Definition 2.1. We call right coaction of (M,∆) on a von Neumann alge-
bra N any unital normal ∗-homomorphism
α : N → N⊗¯M
such that
(id ⊗∆)α = (α⊗ id)α.
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Similarly, one defines left coactions γ : N → M⊗¯N . Any right coaction
(N,α) of (M,∆) then determines a left coaction (N,αop) of (M,∆op) by
αop : N →M⊗¯N, x 7→ ςα(x),
allowing to transfer statements concerning right coactions to corresponding
ones for left coactions.
We will in the following be mainly concerned with right coactions.
Definition 2.2. The subalgebra of coinvariants for a right coaction (N,α)
is the von Neumann subalgebra
Nα = {x ∈ N | α(x) = x⊗ 1} ⊆ N.
We call γ ergodic if Nα = C.
Definition 2.3. The crossed product von Neumann algebra for a right coac-
tion (N,α) is the von Neumann algebra
N ⋊M = N ⋊α M = {(1⊗ x)α(y) | x ∈ Mˆ
′, y ∈ N}′′ ⊆ N⊗¯B(L2(M)).
One has on N ⋊M a dual right coaction αˆ of Mˆ ′, determined by
αˆ(z) =WΘ,23(z ⊗ 1)W
∗
Θ,23. (6)
This definition entails for x ∈ N and y ∈ Mˆ ′
αˆ(α(x)) = 1⊗ α(x), αˆ(1⊗ y) = 1⊗ ∆ˆ′(y).
Let us recall the following biduality result, cf. [23, Theorem 2.6] for the left
handed version.
Theorem 2.4. Considering
(N ⋊α M)⋊αˆ Mˆ
′ ⊆ N⊗¯B(L2(M)⊗ L2(M)),
one has an isomorphism of von Neumann algebras
χ⋊ : N⊗¯B(L
2(M)) ∼= (N ⋊M)⋊ Mˆ ′, x 7→ V ∗23x12V23. (7)
In particular, one has
α(x) 7→ α(x)⊗ 1, 1⊗ y 7→ 1⊗ ∆ˆ′(y), 1⊗ z 7→ 1⊗ 1⊗ z
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for x ∈ N, y ∈ Mˆ ′ and z ∈M∧′∧′.
Moreover, this isomorphism satisfies the equivariance condition
(χ−1
⋊
⊗Ad(Θ))(α∧∧(x)) = Σ23W23(α⊗ id)(χ
−1
⋊
(x))W ∗23Σ23 (8)
for x ∈ (N ⋊M)⋊ Mˆ ′.
Definition 2.5. A right coaction (N,α) is called integrable if the set
{x ∈ N+ | ∃y ∈ N+,∀ω ∈M+∗ , ϕ((ω ⊗ id)α(x)) = ω(y)}
has σ-weakly dense linear span in N .
If x lies in the above set, the element y is uniquely determined and lies in
Nα. We write
y = (id⊗ ϕ)α(x) ∈ Nα.
For example, any dual coaction αˆ is integrable. See again [23, Section 2].
Choosing a fixed state ω on Nα, we can then define an nsf weight
ϕN (x) = ω((id ⊗ ϕ)α(x)), x ∈ N
+ (9)
on N , with associated GNS-map ΛN . We have in this case the following
expression for the standard implementing unitary for α.
Lemma 2.6. [23, Proposition 2.4] Let α be an integrable right coaction.
There exists a unique unitary U ∈ B(L2(N))⊗¯M such that
(id⊗ ωη,ξ)(U)ΛN (x) = ΛN ((id ⊗ ωη,δ−1/2ξ)α(x))
for all η ∈ L2(M), ξ ∈ D(δ−1/2) and x ∈ NϕN . This U satisfies
(id⊗∆)(U) = U12U13.
We then write
ρN (ω) = (id⊗ ω)(U).
In the case of an integrable coaction, we can also present N ⋊M on L2(N).
Theorem 2.7. [23, Theorem 5.3] If (N,α) is an integrable right coaction
of (M,∆), there exists a unique normal unital ∗-homomorphism
π⋊ : N ⋊M → B(L
2(N)) (10)
such that
α(x)(1 ⊗ ρ(ω)) 7→ xρN (ω)
for x ∈ N and ω ∈M∗. Moreover, the range of this map equals JN (N
α)′JN .
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In particular, we will write
πˆ′ : Mˆ ′ → B(L2(N)), 1⊗ x 7→ πˆ′(x) = π⋊(1⊗ x), x ∈ Mˆ
′. (11)
We will be interested in right coactions (N,αN ) which are both ergodic and
integrable. In this case, the nsf weight ϕN in (9) is uniquely determined
(choosing on C the canonical functional ω(z) = z), and we will call it (at the
moment purely by analogy) the left invariant nsf weight on N . It is easily
seen that there then exists a unique coisometry
W : L2(N)⊗ L2(M)→ L2(N)⊗ L2(N),
called the Galois map, such that for all ω ∈ B(L2(N))∗
(ω ⊗ id)(W∗)ΛN (x) = ΛN ((ω ⊗ id)αN (x)), x ∈ NϕN .
Note that in [5] the notation G˜ = ΣW∗Σ was used.
Definition 2.8. We say that a coaction (N,αN ) is a right Galois object if
α is ergodic and integrable with unitary Galois map W.
Interpreting M as a quantum group function von Neumann algebra L∞(G),
one can envision N as a function von Neumann algebra L∞(X), with G
acting on the locally compact space X in a free, transitive and proper way
(and with some quasi-invariant measure on X fixed). In other words, X can
be seen as a “locally compact quantum torsor” for G. See also [21] for an
overview of this concept within the purely algebraic setting.
For (N,α) a Galois object, it was shown in [5, Section 4] that
W ∈ N⊗¯B(L2(M), L2(N)), (12)
that W satisfies the hybrid pentagon equation
W12W13W23 =W23W12, (13)
and that W implements the coaction α in the sense that
α(x) =W∗(1⊗ x)W, x ∈ N. (14)
In particular, we find
(α⊗ id)W =W13W23. (15)
We also recall from [5, Lemma 4.2] that, with πˆ′ as in (11),
W(1⊗ x) = (1⊗ πˆ′(x))W, x ∈ Mˆ ′. (16)
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In practice, one can sometimes avoid working directly with the Galois uni-
tary. Indeed, from [5, Theorem 3.1] one sees that an integrable ergodic
coaction (N,α) defines a Galois object if and only if the representation
π⋊ : N ⋊M → B(L
2(N)) in Theorem 2.7 is faithful (also known as satu-
ratedness of the coaction) and hence an isomorphism. As a type I-factor is
simple as a von Neumann algebra, we obtain the following corollary.
Corollary 2.9. A right coaction (N,α) is a Galois object if and only if α
is ergodic and integrable with N ⋊M a type I-factor, in which case we have
a natural identification
π⋊ : N ⋊M ∼= B(L
2(N)). (17)
Note that by (14) and (16) the inverse of the above isomorphism is imple-
mented by the Galois unitary,
π−1
⋊
: B(L2(N)) ∼= N ⋊M, x 7→ W∗(1⊗ x)W. (18)
If (N,α) is a right coaction, an nsf weight ψN on N is called right invariant
if for all states ω ∈M∗ and all x ∈ N
+ one has
ψN ((id⊗ ω)α(x)) = ψN (x).
Theorem 2.10. [5, Theorem 4.19] If (N,α) is a Galois object, there exists a
right invariant nsf weight ψN for α, unique up to multiplication by a positive
scalar.
In general, there is no canonical normalisation available for ψN . Neverthe-
less, once ψN has been chosen there exists by its construction in [5, Theorem
4.19] and [5, Lemma 4.18 and Theorem 4.23] a unique δN > 0 affiliated with
N such that
(DψN : DϕN )t = ν
it2/2δitN (19)
with δNηN an invertible positive operator and ν the scaling constant of M .
We further have by [5, Lemma 4.18] that
σ
ϕN
t (δ
is
N ) = ν
istδisN (20)
and by [5, Proposition 4.16] that
α(δitN ) = δ
it
N ⊗ δ
it, (21)
with δ the modular element of M .
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Evidently, one can develop also a theory of left Galois objects (N, γ), where
γ is an integrable ergodic left coaction with the Galois map V determined
by
(ω ⊗ id)(V)ΓN (x) = ΓN ((ω ⊗ id)γ(x)), ω ∈ B(L
2(M))∗
a unitary, where ΓN is the GNS-map with respect to the weights ψN deter-
mined by ψN (x) = (ψ ⊗ ω)γ(x) for all x ∈ N
+ and ω ∈ S∗(N). All of the
above results then have their left analogue.
The main source of examples of Galois objects comes from the theory of
projective corepresentations.
Definition 2.11. [5, Definition 7.1 and Theorem 7.2] Let (M,∆) be a quan-
tum group von Neumann algebra. A projective corepresentation of (M,∆)
is a coaction α : N → N⊗¯M with N a type I-factor.
For
α : N → N⊗¯M
a projective corepresentation we can form
Nα = α(N)
′ ∩ (N ⋊M),
and we have a canonical isomorphism of von Neumann algebras
N ⋊M ∼= N⊗¯Nα,
as N is a type I factor. It is easy to see that the dual right coaction αˆ of
Mˆ ′ restricts to a coaction
α◦ : Nα → Nα⊗¯Mˆ
′. (22)
Theorem 2.12. The couple (Nα, α
◦) is a right Galois object for (Mˆ ′, ∆ˆ′).
Proof. This is contained in the proof of Theorem 7.2 of [5].
In particular, let α : N → N⊗¯M be a right Galois object for (M,∆). As
N⋊M is a type I-factor, αˆ is a projective corepresentation of Mˆ ′. We hence
obtain a right Galois object for (M,∆) defined by
((N ⋊α M)αˆ, αˆ
◦).
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Theorem 2.13. Let (N,α) be a right Galois object for (M,∆). Then we
have an isomorphism of von Neumann algebras
π : N ∼= (N ⋊α M)αˆ, x 7→ χ⋊(W
∗(x⊗ 1)W)
which is equivariant in the sense that
(π ⊗Ad(Θ))(α(x)) = αˆ◦(π(x)), x ∈ N. (23)
Recall that the isomorphism χ⋊ was defined in (7).
Proof. This is indirectly contained in [5], but let us give a direct proof.
As χ−1
⋊
puts N ⋊M is in its ordinary position on L2(N)⊗ L2(M), we find
χ−1
⋊
((N ⋊M)αˆ) = (N⊗¯B(L
2(M)) ∩ (N ⋊M)′.
Let now W be the Galois unitary for (N,α). It then follows from (14), (12),
(16) and the final part of Theorem 2.7 that
N ⊗ 1 =W((N⊗¯B(L2(M)) ∩ (N ⋊M)′)W∗. (24)
This proves that π as in the statement of the theorem is a well-defined
isomorphism.
It remains to show (23), which by (8) reduces to
W23(α⊗ id)(W
∗(x⊗ 1)W)W ∗23 =W
∗
13α(x)12W13, x ∈ N.
But this follows from the fact that W implements α, together with the
hybrid pentagon equation (13).
Let us single out an important operation which was hidden in the definition
of the map π in the above theorem.
Lemma 2.14. Let (N,α) be a Galois object with Galois unitary W. Then
Adα(x) =W
∗(x⊗ 1)W
defines a right coaction of (Mˆ, ∆ˆ) on N .
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Proof. By (12) and (16), we have
W∗(x⊗ 1)W ∈ N⊗¯Mˆ , x ∈ N.
Since
∆ˆ(y) = Ad(ΣW ∗Σ)(1⊗ y), y ∈ Mˆ,
the coaction property of Adα follows straightforwardly from (13).
Definition 2.15. We call the coaction Adα the adjoint coaction associated
to the Galois object.
In the Hopf algebra setting, this is known as the Miyashita-Ulbrich action,
see [21].
3 Co-linking quantum groupoid von Neumann al-
gebras
The following considerations can be found in the Hopf algebra setting in
[3], and in the more general setting of measured quantum groupoids in [9,
Section 5]. However, for our particular situation we can slightly relax the
necessary conditions in the following definition.
Definition 3.1. A co-linking quantum groupoid von Neumann algebra will
consist of a collection of four (non-zero) von Neumann algebras Qij together
with a collection of eight unital ∗-homomorphisms
∆ij;k : Qij → Qik⊗¯Qkj
satisfying for all indices
(∆ik;l ⊗ id)∆ij;k(x) = (id ⊗∆lj;k)∆ij;l(x), x ∈ Qij, (25)
and such that on each Qij there exist nsf weights ϕij , ψij such that for all
indices
(id ⊗ ϕjk)∆ij;k(x) = ϕij(x)1ik, ∀x ∈ (Qij)+, (26)
(ψik ⊗ id)∆ij;k(x) = ψij(x)1jk, ∀x ∈ (Qij)+, (27)
with 1ij the unit in Qij .
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We further write
Q = Q11 ⊕Q12 ⊕Q21 ⊕Q22,
for the total von Neumann algebra, and
∆Q : Q→ Q⊗¯Q, x 7→
∑
i,j,k
∆ij;k(1ijx), x ∈ Q.
Note that Q is a non-unital normal ∗-homomorphism such that
(∆Q ⊗ id)∆Q = (id ⊗∆Q)∆Q, ∆Q(1
ij) =
∑
k
1ik ⊗ 1kj .
Consider now the following two faithful unital ∗-homomorphisms from C2
into Q,
a : C2 → Q, (r, s) 7→ r(111 + 112) + s(121 + 122), (28)
b : C2 → Q, (r, s) 7→ r(111 + 121) + s(112 + 122). (29)
Then identifying
L2(Q) = ⊕ijL
2(Qij), ξ = ⊕ξij,
we can view L2(Q) as a C2-C2-bimodule by left multiplication composed
with the maps a and b. Considering on C2 the positive functional
ǫ : C2 → C, (r, s) 7→ r + s,
so that the GNS-space of ǫ can be identified as C2 with the usual Hilbert
space structure and standard basis {ei}, it then follows that each ξ
ij ∈
L2(Qij) is left bounded with respect to (b, ǫ), with
Lǫ(ξ
ij)ek = δkjξ
ij, Lǫ(ξ
ij)∗ηkl = δikδjl〈ξ
ij, ηkl〉ej .
It follows that the relative tensor product (or Connes fusion)
L2(Q) b∗
ǫ
a L
2(Q),
see for example [22, Chapter IX.3], can be identified with the direct sum
⊕ijkL
2(Qij)⊗ L2(Qjk) via the unitary
⊕ijkL
2(Qij)⊗ L2(Qjk)→ L2(Q) b∗
ǫ
aL
2(Q), ξij ⊗ ηjk 7→ ξij ⊗
ǫ
ηjk.
It follows as well immediately that the fiber product Q b ∗
C2
aQ, as defined in
[20], can be identified under the above isomorphism as
Q b ∗
C2
aQ ∼= ⊕ijkQ
ij⊗¯Qjk.
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We see then that ∆Q is in fact a unital ∗-homomorphism
∆Q : Q→ ⊕ijkQ
ij⊗¯Qjk ⊆ Q⊗¯Q,
and that (Q,C2, a, b,∆Q) forms a Hopf bimodule in the sense of [27, Defini-
tion 2.2.1].
Let now Tϕ, Tψ be the respective operator valued weights
Tϕ : Q
+ → a(C2), x 7→
∑
ij
ϕij(x)a(ei), x ∈ Q
+,
Tψ : Q
+ → b(C2), x 7→
∑
ij
ψij(x)b(ei), x ∈ Q
+.
It is trivial to verify that Tϕ and Tψ are respectively left and right invariant
nsf operator valued weights in the sense of [16, Definition 3.2]. We further
write
ϕQ = ǫ ◦ Tϕ = ⊕ijϕ
ij , ψQ = ǫ ◦ Tψ = ⊕ijψ
ij ,
and by ΛQ = ⊕ijΛ
ij and ΓQ = ⊕ijΓ
ij the associated GNS-maps.
We now obtain immediately from the above and the results of [16] the fol-
lowing theorem, noting that we have, in the notation of [16, Section 3.2]
bˆ(x) = JQa(x)
∗JQ = a(x), x ∈ C
2
and
L2(Q) a∗
ǫ
a L
2(Q) ∼= ⊕ijkL
2(Qij)⊗ L2(Qik).
Theorem 3.2. [16, Corollary 3.18 and Theorem 3.51] There exists a unique
partial isometry
W ∈ Q⊗¯B(L2(Q))
with
W
∗
W =
∑
ijk
1ij ⊗ 1jk, W W ∗ =
∑
ijk
1ij ⊗ 1ik,
and such that for all ω ∈ Q∗
(ω ⊗ id)(W ∗)ΛQ(x) = ΛQ((ω ⊗ id)∆Q(x)), x ∈ NϕQ .
Moreover, W satisfies the pentagon equation
W12W13W23 = W23W12
and implements ∆Q in the sense that
∆Q(x) = W
∗(1⊗ x)W , ∀x ∈ Q.
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By restricting W , we obtain unitaries
W ij;k : L2(Qij)⊗ L2(Qjk)→ L2(Qij)⊗ L2(Qik)
satisfying the sixteen hybrid pentagon equations
W
ij;k
12 W
ij;l
13 W
jk;l
23 =W
ik;l
23 W
ij;k
12 (30)
as maps from L2(Qij)⊗L2(Qjk)⊗L2(Qkl) to L2(Qij)⊗L2(Qik)⊗L2(Qil).
These implement the ∆ij;k in the sense that
∆ij;k(x) = (W ik;j)∗(1⊗ x)W ik;j, x ∈ Qij. (31)
To show now that (Q,∆Q) fits within the theory of measured quantum
groupoids, we still have to show, following the axiom system as in [8, Defi-
nition 3.7], that the modular automorphism groups of ϕQ and ψQ commute.
Let us prove this by using directly the results of [5], making contact with
the theory of Galois objects.
Lemma 3.3. If (Q,∆Q) is a co-linking quantum groupoid von Neumann
algebra, then (Q12,∆12;2) is a right Galois object for (Q22,∆22;2) with Galois
unitary W = W 12;2. Similarly, (Q21,∆21;1) is a right Galois object for
(Q11,∆11;1).
Proof. It follows immediately from the definition that (Q22,∆22;2) is a quan-
tum group von Neumann algebra with invariant weights ϕii and ψii, and
that (Q12,∆12;2) is an ergodic and integrable right coaction for (Q22,∆22;2).
From Theorem 3.2 it follows that (Q12,∆12;2) is in fact a Galois object, with
the above unitary as Galois unitary.
The second statement follows by symmetry.
Note that from the arguments in the proof of the above lemma, it follows as
well that all weights ϕij and ψij are unique up to positive scalars. In fact,
if we fix the ϕii and ψii, it follows that all ϕij , ψij are uniquely determined.
Corollary 3.4. Let (Q,∆Q) be a co-linking quantum groupoid. Then (Q,∆Q)
defines a measured quantum groupoid in the sense of [8, Definition 3.7].
Proof. As stated, the only thing left to prove is the commutation between
the modular automorphism groups of ϕQ and ψQ. However, these split as
the direct sum of the modular automorphism groups of the components ϕij
and ψij , so it is enough to prove the commutation for the latter.
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As (Q11,∆11;1) and (Q22,∆22;2) are quantum group von Neumann alge-
bras, the commutation follows for the modular automorphisms groups of
the weights ϕii and ψii. Further, by uniqueness as in [5, Theorem 4.23], ϕij
and ψij must be the left and right invariant weight associated to the Galois
object (Qij ,∆ij;j) for (Qjj,∆jj;j). But we know by (19) and (20) that then
the modular automorphism groups of ϕij and ψij commute.
Corollary 3.4 now allows us to use the full strength of the theory of [16] and
[8]. In particular, we distill the following results which we will need.
Theorem 3.5. [8, Theorem B.7] There exists on Q a unique σ-weakly con-
tinuous one-parametergroup of automorphisms (τQt )t∈R, called the scaling
group, such that
∆Q ◦ τ
Q
t = (σ
ϕQ
t ⊗ σ
ψQ
−t ) ◦∆Q.
Moreover, then τQt satisfies also
∆Q ◦ τ
Q
t = (τ
Q
t ⊗ τ
Q
t ) ◦∆Q.
It follows that τQt splits into a direct sum of automorphisms
τ
Q
t = ⊕ijτ
ij
t .
Theorem 3.6. [8, Theorem A.6 and Theorem A.9] There exists on Q a
unique involutive anti-isomorphism RQ, called the unitary antipode, such
that, writing SQ = RQ ◦ τ
Q
−i/2, we have for all ω ∈ Q∗ that
(id ⊗ ω)(W ) ∈ D(SQ), SQ((id⊗ ω)(W )) = (id⊗ ω)(W
∗).
Moreover, RQ and τ
Q
t commute, and
∆Q ◦ τ
Q
t = (τ
Q
t ⊗ τ
Q
t ) ◦∆Q, ∆Q ◦RQ = (RQ ⊗RQ) ◦∆
op
Q .
It follows immediately that RQ splits as a direct sum of anti-isomorphisms
RQ = ⊕R
ij, Rij : Qij → Qji.
It is clear that τ iit and R
ii restrict to the scaling group and unitary antipode
of the von Neumann algebraic quantum groups (Qii,∆ii;i). In the following
we will then scale also the ψij such that
ψij = ϕji ◦Rij.
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Note now that the scaling operator for (Q,∆Q) is a scalar ν by [8, The-
orem 3.8.(vi)], and must hence coincide with the scaling constant of both
(Q11,∆11;1) and (Q22,∆22;2). It is clear that we can then define a unique
anti-unitary JˆQ such that
1
JˆQ : L
2(Q)→ L2(Q), ΛQ(x) 7→ ν
i/4ΓQ(RQ(x)
∗).
Theorem 3.7. [8, Theorem 3.10 and Theorem 3.11] One has
JˆQx
∗JˆQ = RQ(x), ∀x ∈ Q,
and
(JˆQ ⊗ JQ)W (JˆQ ⊗ JQ) = W
∗. (32)
Note that JˆQ splits up into the components
Jˆ ij : L2(Qij)→ L2(Qji).
Then (32) splits up into the identities
(Jˆ ij ⊗ J ik)W ij;k(Jˆ ji ⊗ J jk) = (W ji;k)∗. (33)
The following theorem shows that a Galois object can be completed into a
co-linking quantum groupoid von Neumann algebra.
Theorem 3.8. Let (N,αN ) be a Galois object for a quantum group von
Neumann algebra (M,∆M ). Then there exists a co-linking quantum groupoid
von Neumann algebra (Q,∆Q) such that
(Q22,∆22;2) ∼=π22 (M,∆M ), (Q
12,∆12;2) ∼=π12 (N,αN ), (34)
with the understanding that
∆M ◦ π
22 = (π22 ⊗ π22) ◦∆22;2, αN ◦ π
12 = (π12 ⊗ π22) ◦∆12;2.
Proof. This is a special case of [9, Theorem 5.12].
1We add the factor νi/4 to be in consistency with the conventions of the first section
and the general duality theory for measured quantum groupoids, but this factor will be
irrelevant in what follows.
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Remark 3.9. The proof of [9, Theorem 5.12] roughly goes as follows: first,
a structure dual to (Q,∆Q) is constructed, an argument which, for quantum
group von Neumann algebras, was already done at the end of [5, Section 5].
Then, using the duality theory for measured quantum groupoids, a candidate
for (Q,∆Q) is constructred, and it is then verified by standard techniques that
the corners of (Q,∆Q) can indeed be identified with (N,αN ) and (M,∆M )
in the above way. It would be interesting to obtain a direct way of proving
the above theorem, without passing through duality theory, but we could not
find a particularly quick way to achieve this. See however the discussion
below.
In what remains, we want to show how to construct a co-linking quantum
groupoid von Neumann algebra directly from a Galois object (N,αN ), with-
out having to pass through duality theory. This will also show immediately
that a co-linking quantum groupoid as in Theorem 3.8 is essentially uniquely
determined.
Let O be a copy of N with the opposite multiplication, and fix an anti-
isomorphism
RN : N → O, RO = R
−1
N .
Define ψO to be the nsf weight
ψO = ϕN ◦RO
on O, and write its GNS-map as ΓO. Let
JˆN : L
2(N)→ L2(O), ΛN (x) 7→ ν
i/4ΓO(R(x)
∗), x ∈ NϕN , (35)
which is a well-defined anti-unitary whose inverse we write JˆO. We have
that JˆN and JˆO implement RN ,
RN (x) = JˆNx
∗JˆO, x ∈ N.
Lemma 3.10. There exists a unique unital and faithful ∗-homomorphism
βM :M → O⊗¯N
such that
βM (x) = (JˆO ⊗ JN )W(1 ⊗ JMxJM )W
∗(JˆN ⊗ JN ).
Proof. Let (Q,∆Q) be a co-linking quantum groupoid von Neumann algebra
with (Q22,∆22;2) = (M,∆M ) and (Q
12,∆12;2) = (N,αN ). Then we may
take L2(O) = L2(Q21) and JˆN = Jˆ
12. Since W = W 12;2, it then follows by
Theorem 3.7 that O = Q21 and by (33) that βM = ∆
22;1.
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We call βM the external comultiplication of M .
Let now
γO(x) = ς(RN ⊗RM )α(RO(x)), x ∈ O.
Clearly, this is a left coaction of (M,∆M ) on O.
Lemma 3.11. The following commutations hold:
(id ⊗ αN )βM = (βM ⊗ id)∆M .
(γO ⊗ id)βM = (id⊗ βM )∆M .
Proof. In the setting of the proof of Lemma 3.10, we have that γO = ∆
21;2
by Theorem 3.6 and Theorem 3.7. The commutation relations now follow
from the hybrid coassociativity identities (25).
Definition 3.12. We define
P = {x ∈ N⊗¯O | (αN ⊗ id)(x) = (id ⊗ γO)(x)}.
Clearly P is a unital von Neumann subalgebra of N⊗¯O.
Lemma 3.13. There exists on P a unique unital, normal, coassociative
comultiplication
∆P (x) = (id⊗ βM ⊗ id)(αN ⊗ id)(x), x ∈ P ⊆ N⊗¯O.
Moreover, there exist on N and O a left, respectively right coaction of P by
the formulas
γN (x) = (id ⊗ βM )αN (x) ∈ P ⊗¯N ⊆ (N⊗¯O)⊗¯N,
αO(x) = (βM ⊗ id)γO(x) ∈ O⊗¯P ⊆ O⊗¯(N⊗¯O).
Proof. It follows straightforwardly from the coaction property of αN and
αO, the comultiplicativity of ∆M and the commutation relations in Lemma
3.11 that for all ω ∈ (N⊗¯O)∗ and x ∈ P ⊆ N⊗¯O one has
(ω ⊗ id⊗ id)∆P (x) ∈ P, (id ⊗ id⊗ ω)(∆P (x)) ∈ P.
Hence ∆P (P ) ⊆ P ⊗¯P , and the coassociativity follows similarly in a straight-
forward way from the above commutation relations.
The proof for the existence of the coactions is similar.
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Let us finally denote by
βP : P → N⊗¯O
the identity map.
Theorem 3.14. The von Neumann algebras P,N,O,M together with the
eight maps
∆M , αN , γO, βM ,∆P , γN , αO, βP
form a co-linking quantum groupoid von Neumann algebra.
Proof. Let us resume the set-up as in the proof of Lemma 3.11. We claim
that Q ∼= P ⊕N ⊕O⊕M by the identity maps on the components N,O,M
and the map
∆11;2 : Q11 → P.
Indeed, it follows immediately from the hybrid coassociativity identities (25)
and the identifications as in the previous lemmas that ∆11;2 has range in
P . On the other hand, the definition of ∆P and the hybrid coassociativity
identities (25) imply that
∆P (P ) ⊆ (∆
11;2(Q11)⊗¯Q12⊗¯Q21) ∩ (Q12⊗¯Q21)⊗¯∆11;2(Q11))
= ∆11;2(Q11)⊗¯∆11;2(Q11).
Hence we can define
P → Q11⊗¯Q11, x 7→ (∆11;2 ⊗∆11;2)−1 ◦∆P .
Again the coassociativity relations show that the image of P lands in the
set
{x ∈ Q11⊗¯Q11 | (∆11;1 ⊗ id)(x) = (id⊗∆11;1)(x)} ⊆ Q11⊗¯Q11.
However, it is well-known that this latter set is precisely ∆11;1(Q11), see
for example [23, Theorem 2.7]. We obtain directly from this that ∆11;2
must indeed be an isomorphism between Q11;1 and P , and the resulting
isomorphism
Q ∼= P ⊕N ⊕O ⊕M
clearly intertwines the respective comultiplications.
Definition 3.15. Let (M,∆M ) be a quantum group von Neumann alge-
bra, and (N,αN ) a right Galois object for (M,∆M ). We call a quan-
tum group von Neumann algebra (P,∆P ) the reflection of (M,∆M ) across
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(N,αN ) if there exists a quantum groupoid von Neumann algebra (Q,∆Q)
with (Q11,∆11;1) ∼= (P,∆P ), (Q
22,∆22;2) ∼= (M,∆M ) and (Q
12,∆12;2) ∼=
(N,αN ).
It follows from the above discussion that (P,∆P ) is uniquely determined up
to isomorphism.
We will in the following interchangingly use the index notation and the more
personalized notation for the co-linking quantum groupoid von Neumann
algebra associated to a Galois object (N,αN ),
Q = Q11 ⊕Q12 ⊕Q21 ⊕Q22 = P ⊕N ⊕O ⊕M.
Let us end with the following lemma which we will need later on.
Lemma 3.16. Let (Q,∆Q) be a co-linking quantum groupoid von Neumann
algebra. Then for all i, j, k one has that Qij is the σ-weakly closed linear
span of
{(id ⊗ ω)(∆ik;j(x)) | x ∈ Qik, ω ∈ (Qkj)∗}. (36)
Similarly, Qij is the σ-weakly closed linear span of
{(ω ⊗ id)(∆kj;i(x)) | x ∈ Qkj, ω ∈ (Qki)∗}. (37)
Proof. Let l be an arbitrary index. Let us write Aij for the set in (36).
By [8, Theorem 3.6], it follows that Qik contains all elements of the form
(id ⊗ χ)(W ik;l) for χ ∈ B(L2(Qkl), L2(Qil))∗. Since
(∆ik;j ⊗ id)(W ik;l) =W ij;l13 W
jk;l
23 ,
it follows that A contains all elements of the form (id⊗ ω ⊗ χ)(W ij;l13 W
ik;l
23 )
for ω ∈ B(L2(Qik))∗ and χ ∈ B(L
2(Qkl), L2(Qil))∗. As W
ik;l is a unitary,
we obtain that
A ⊇ {(id⊗ ω)(W ij;l) | ω ∈ B(L2(Qjl), L2(Qil))∗}.
As l was arbitrary, it follows from [8, Theorem 3.8.(vii)] that Aij is σ-weakly
dense in Qij .
The σ-weak density of the set in (37) follows by symmetry.
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4 Reduction of Galois objects
Theorem 4.1. Let (M,∆M ) be a quantum group von Neumann algebra,
and (M1,∆M1) a quantum group von Neumann subalgebra. Let (N,αN ) be
a right Galois object for (M,∆M ), and denote
N1 = {x ∈ N | αN (x) ∈ N ⊗M1}.
Then the restriction αN1 of αN to N1 makes (N1, αN1) into a right Galois
object for (M1,∆M1). Moreover, the co-linking quantum groupoid von Neu-
mann algebra associated to (N1, αN1) can be realized as a quantum groupoid
von Neumann subalgebra of the co-linking quantum groupoid von Neumann
algebra associated to (N,αN ).
In particular, the reflection (P1,∆1) of (M1,∆M1) across (N1, αN1) is nat-
urally a quantum group von Neumann subalgebra of the reflection (P,∆P )
of (M,∆M ) across (N,αN ).
Proof. First note that αN1 is a right coaction on N1. Indeed, for x ∈ N1
and ω ∈M∗, we have that
αN ((id ⊗ ω)αN1(x)) = (id ⊗ id⊗ ω)((id ⊗∆M1)αN (x)) ∈ N ⊗M1.
Hence
αN1(N1) ⊆ N1⊗¯M1.
Since αN is a coaction and ∆M restricts to ∆M1 on M1, we have that αN1
is a right coaction of (M1,∆M1) on N1.
Let us use the notation for the co-linking quantum groupoid von Neu-
mann algebra (Q,∆Q) associated to (N,αN ) as in Section 3. Denote O1 =
RN (N1). Since
γO ◦RN = (RM ⊗RN ) ◦ α
op
N ,
and RM (M1) = M1 by the easy direction in Theorem 1.9, we can also
characterize O1 as
O1 = {z ∈ O | γO(z) ∈M1⊗¯O}.
Now denote
P˜1 = {z ∈ N1⊗¯O1 | (αN ⊗ id)(z) = (id⊗ γO)(z)},
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and put
P1 = β
−1
P (P˜1) ⊆ P.
Then
∆P (P1) ⊆ P1⊗¯P1.
Indeed: applying βP ⊗ βP to ∆P (z) for z ∈ P1, and using that
(βP ⊗ βP )∆P = ((id ⊗ βM )αN ⊗ id),
we see that
((βP ⊗ βP )∆P )(z) ∈ N1 ⊗ βM (M1)⊗¯O1,
so we should only check if βM (M1) ∈ O1⊗¯N1. Since
(id⊗ αN )βM = (βM ⊗ id)∆M , (γO ⊗ id)βM = (id ⊗ βM )∆M ,
this condition is fulfilled. It is further also easy to check that we have
RP (P1) ⊆ P1, τ
P
t (P1) ⊆ P1
as well, using the commutations between the ∆ij;k, RQ and τ
Q
t , and the
fact that RM (M1) = M1 and τM(M1) = M1. Using the other direction in
Theorem 1.9, we conclude that (P1,∆P1) is a quantum group von Neumann
subalgebra of (P,∆P ), and in particular is a quantum group von Neumann
algebra.
Note now that αN1 is clearly ergodic. We show that it is integrable. By
ergodicity, we have a faithful normal weight on N1 determined by
ϕN1(x)1 = (id⊗ ϕM1)αN1(x), x ∈ N1.
We want to show that it is semi-finite. Take x ∈ M+ϕM1
and ω ∈ S∗(O1).
Then by left invariance of ϕM1 ,
ϕN1((ω ⊗ id)βM1(x)) = (id⊗ ϕM1)((((ω ⊗ id)βM1)⊗ id)∆M1(x))
= ϕM1(x),
so that (ω ⊗ id)βM1(x) is integrable for ϕN1 . From this, the semi-finiteness
of ϕN1 follows.
We now want to show that (N1, αN1) is a Galois object. We do this by al-
ready constructing the associated co-linking von Neumann algebraic quan-
tum groupoid.
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Denote
Q1 = P1 ⊕O1 ⊕N1 ⊕M1 ⊆ Q.
It is again easy to check that ∆Q(Q1) ⊆ Q1 ⊗Q1, and that RQ(Q1) ⊆ Q1.
Denote by ∆Q1 the restriction of ∆Q to Q1, and by RQ1 the restriction of
RQ to Q1. Denote by γN1 the associated coaction N1 → P1 ⊗N1 of P1. By
symmetry, also γN1 is an ergodic integrable coaction. Denote
ψN1 = (ψP1 ⊗ id)γP1 , ϕO1 = ψN1 ◦RQ1 .
We want to check that the collection ϕP1 , ϕO1 , ϕN1 and ϕM1 satisfies the
conditions for left invariant nsf weights on a co-linking von Neumann alge-
braic quantum groupoid. In fact, apart from trivial cases, symmetry allows
us to reduce to two cases, namely the left invariance of the weights with
respect to βM1 and γN1 . For βM1 , the argument has already been given
when discussing integrability of αN1 . To prove invariance with respect to
γN1 , choose ω ∈ S∗(P1), ω˜ ∈ S∗(N) and x ∈ M
+
ϕN1
. Then
ϕN1((ω ⊗ id)γN1(x)) = ϕM1((ω ⊗ ω˜ ⊗ id)((id ⊗ αN1)γN1(x)))
= ϕM1((((ω ⊗ ω˜)γN1)⊗ id)αN1(x))
= ((ω ⊗ ω˜)γN1)(1) · ϕN1(x)
= ϕN1(x).
Since RQ1 is an anti-multiplicative
∗-involution flipping the comultiplication,
Q1 has the structure of a co-linking quantum groupoid von Neumann alge-
bra. In particular, (N1, αN1) is a Galois object. By uniqueness, (Q1,∆Q1)
will then be a realization of the co-linking quantum groupoid von Neumann
algebra associated to (N1, αN1).
Definition 4.2. In the situation of the above theorem, we call (N1, αN1) the
reduction of (N,αN ) to (M1,∆M1).
The following theorem proves a uniqueness property for the reduction of a
Galois object.
Theorem 4.3. Let (N,α) be a right Galois object for the quantum group
von Neumann algebra (M,∆), and let (M1,∆1) be a quantum group von
Neumann subalgebra of (M,∆). Let N1 ⊆ N be a von Neumann subalgebra
on which α restricts to a coaction α1 : N1 → N1⊗¯M1 making (N1, α1) into
a right (M1,∆1)-Galois object. Then (N1, α1) equals the reduction of (N,α)
to (M1,∆1).
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This theorem follows immediately from Theorem 4.1 and the following lemma.
Lemma 4.4. Let (N,αN ) be a right Galois object for (M,∆M ), and let
N1 ⊆ N be a von Neumann subalgebra to which αN restricts as a coaction
α1 : N1 → N1⊗¯M.
If (N1, αN1) is a Galois object, then N1 = N .
Proof. This is a special case of [9, Proposition 5.13].
As an application we show that one can completely determine the co-linking
quantum groupoid von Neumann algebra of a Galois object once one knows
those for a generating collection of quantum group von Neumann subalge-
bras of the coacting quantum group von Neumann algebra.
Theorem 4.5. Let (N,αN ) be a right Galois object for (M,∆M ) with re-
flection (P,∆P ). Assume that {(Mi,∆Mi) | i = 1, 2, . . . ,m} are a collection
of quantum group von Neumann subalgebras of (M,∆M ) such that M is the
σ-weak closure of the linear span of M1M2 · · ·Mm. Then with (Ni, αNi) the
reduction of (N,αN ) with respect to (Mi,∆Mi), and (Pi,∆Pi) the reflection
of (Mi,∆Mi) across (Ni, αNi) considered as quantum group von Neumann
subalgebra of (P,∆P ), one has that N , resp. P , is the σ-weak closure of the
linear span of the N1 · · ·Nm, resp. P1 · · ·Pm.
Proof. It follows from Lemma 3.16 that N is the σ-weak closed linear span
of
A = {(ω ⊗ id)(βM (x)) | ω ∈ O∗, x ∈M}.
But by Theorem 4.1 and the hypothesis, it follows that A is contained in
the σ-weak closed linear span of A1 · · ·Am with
Ai = {(ω ⊗ id)(βMi(x)) | ω ∈ (Oi)∗, x ∈Mi}.
As the Ai are σ-weakly dense in Ni, the first part of the theorem follows.
The statement for P follows similarly, replacing M by N , βM by γN and
looking at right slices.
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5 I-factorial Galois objects
We now come to the main new topic of this paper: Galois objects which
define at the same time a projective corepresentation, that is, Galois object
structures on B(H) for some Hilbert space H. In the Hopf algebra context,
such Galois objects were introduced in [1, Definition 5.1].
Definition 5.1. We call I-factorial (right) Galois object any right Galois
object (N,α) with N a type I-factor.
Our main theorem is the following duality statement. Recall the notion of
adjoint coaction from Definition 2.15.
Theorem 5.2. If (N,α) is a I-factorial Galois object for (M,∆), then
(N,Adα) is a I-factorial right Galois object for (Mˆ, ∆ˆ). Moreover,
AdAdα = α.
The theorem will be proven in two steps, see Theorem 5.4 and Theorem 5.6.
But we first make the following remark.
Remark 5.3. Starting with a I-factorial right Galois object (N,α) for
(M,∆), one thus has two constructions one can apply:
• reflect (M,∆) across (N,α) to obtain a left Galois object (N, γ) of the
reflected quantum group (P,∆P ), or, what amounts to the same thing,
a right Galois object (N, γop) for (P,∆opP ), or
• take the adjoint coaction to obtain the right Galois object (N,Adα) for
(Mˆ, ∆ˆ).
It is not clear how these two operations are related. In general they need
not commute, and one could in principle obtain an infinite discrete family
of quantum group von Neumann algebras for which N has the structure of
a I-factorial Galois object.
We now prove the first part of Theorem 5.2.
Theorem 5.4. If (N,α) is a I-factorial Galois object with respect to (M,∆),
then (N,Adα) is a I-factorial right Galois object with respect to (Mˆ, ∆ˆ).
Proof. As N is a type I-factor, we can interpret α as a right projective
corepresentation of (M,∆). Using the notation from Theorem 2.12 and
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the paragraph following it, we can hence consider the right Galois object
(Nα, α
◦) for Mˆ ′. As by definition
Nα = α(N)
′ ∩N ⋊M,
with N a type I-factor by assumption and N ⋊M a type I-factor by Corol-
lary 2.9, it follows that Nα is again a type I-factor, and (Nα, α
◦) is a right
I-factorial Galois object for Mˆ ′ by Theorem 2.12.
Now under the isomorphism π⋊ : N ⋊M ∼= B(L
2(N)) as in Corollary 2.9,
we can identify Nα ∼= N
′. If we now denote for any von Neumann algebra
A (in standard form) by CA the canonical anti-isomorphism
CA : A→ A
′, x 7→ JAx
∗JA, CA′ = C
−1
A ,
we can transport the above right coaction α◦ of Mˆ ′ on Nα to a right coaction
of Mˆ on N ,
x 7→ (CN ′ ⊗ CMˆ ′)(π⋊ ⊗ id)(α
◦(π−1
⋊
(CN (x)))), x ∈ N, (38)
which obviously makes N into a I-factorial right Galois object for Mˆ .
Let us prove that the above coaction is equal to Adα. This is equivalent
with proving that
(π⋊ ⊗ id)α
◦(π−1
⋊
(x))
= ((JN ⊗ Jˆ)W
∗(JN ⊗ Jˆ))(x⊗ 1)((JN ⊗ Jˆ)W
∗(JN ⊗ Jˆ))
∗.
Using the formula for π−1
⋊
in (18) and the defining formula (6) for the dual
coaction αˆ, we see that it is sufficient to show that there exists an operator
X ∈ B(L2(N)⊗ L2(M)) such that
WΘ,23W
∗
12X13 =W
∗
12((JN ⊗ Jˆ)W
∗(JN ⊗ Jˆ))23,
or hence that
W12W
∗
Θ,23W
∗
12((JN ⊗ Jˆ)W
∗(JN ⊗ Jˆ))23 ∈ B(L
2(N))⊗¯C⊗¯B(L2(M)). (39)
Using the notation as in Section 3, applying Ad(Jˆ12 ⊗ J12 ⊗ Jˆ22) to (39)
and using that
(Jˆ ij ⊗ J ik)W ij;k(Jˆ ji ⊗ J jk) = (Wji;k)∗
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by (33), we have that the left hand side of (39) becomes
(W 21;2)∗12W
22;2
23 W
21;2
12 (W
12;2)∗23 =W
21;2
13 ,
by the hybrid pentagon equations (30), proving (39).
The second part of Theorem 5.2 is a bit more involved. If we are only
interested in proving (N,AdAdα)
∼= (N,α) equivariantly, the proof is not
that hard, and can be derived relatively straightforwardly from Theorem
2.13. However, to have an actual equality requires computing the Galois
unitary of Adα. We need some preparations.
Fix a Hilbert space H such that N = B(H). Then we can identify the
standard form of N as
L2(N) ∼= H⊗H,
with N acting in the canonical way on the first component, with
JN : H⊗H → H⊗H, ξ ⊗ η 7→ η ⊗ ξ
and with the self-dual cone PN consisting of the positive Hilbert-Schmidt
operators under the canonical embedding H⊗H →֒ B(H).
We then have canonically that N ′ = 1⊗B(H) ∼= B(H), and we can identify
the GNS-space of N ′ with L2(N) = H ⊗ H in such a way that N ′ acts by
its canonical action and such that JN ′ = JN and PN ′ = PN .
We now have two natural choices for a standard form of B(L2(N)). On the
one hand, one has the first standard implementation which is available for
any N , namely L2(B(L2(N))) ∼= L2(N)⊗ L2(N) with standard representa-
tion
πB(L2(N))(x) = x⊗ 1, JB(L2(N))(ξ ⊗ η) = JNη ⊗ JNξ,
and with PB(L2(N)) corresponding to the trace class operators in B(L
2(N))
under the canonical imbedding
L2(N)⊗ L2(N) →֒ B(L2(N)), ξ ⊗ η 7→ ξ(JNη)
∗.
On the other hand, since we also have B(L2(N)) = B(H)⊗¯B(H), we can use
the tensor product standard construction on L2(N) ⊗ L2(N) = (H ⊗H)⊗2
such that
πN⊗¯N ′(x) = x14, JN⊗¯N ′ = JN ⊗ JN
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and PB(L2(N)) the closed positive linear span of elements ξ ⊗ η with ξ, η ∈
PN . We will call this the second standard implementation. A careful in-
spection shows that the two standard forms are related by the involutive
unitary
U = Σ24 ∈ B((H⊗H)
⊗2) = B(L2(N)⊗ L2(N)),
Ad(U) ◦ πB(L2(N)) = πN⊗¯N ′ .
Let us also in the following the notation
Vˆ = (JN ⊗ JN )W(JN ⊗ J),
by analogy with (4). Recall also again the isomorphism π⋊ : N ⋊ M ∼=
B(L2(N)) from (10), which restricts to the representation πˆ′ of Mˆ ′ on L2(N).
Theorem 5.5. Let WAd be the Galois unitary for (N,Adα). Then WAd
satisfies
WAd = U Vˆ((πˆ
′ ⊗ id)((JJˆ ⊗ JJˆ)Wˆ (JˆJ ⊗ 1)) (40)
as a map from L2(N)⊗ L2(M) to L2(N)⊗ L2(N).
Proof. Let ϕN be the left invariant nsf weight on N for α, and let ϕAd be
the left invariant nsf weight for Adα. Let ΛN ,ΛAd be their respective GNS-
maps. Recall the coaction α◦ from (22), which is the restriction of the dual
coaction αˆ to Nα = α(N)
′ ∩N ⋊M , and let α˜◦ be the coaction
α˜◦ = (π⋊ ⊗ id) ◦ α
◦ ◦ π−1
⋊
of Mˆ ′ on N ′, so that, using notation as in (38),
Adα(x) = (CN ′ ⊗ CMˆ ′)(α˜
◦(CN (x))), x ∈ N. (41)
Then (N ′, α˜◦) is clearly a right Galois object with left invariant weight
ϕα˜◦ = ϕAd ◦ CN ′ ,
for which the canonical GNS-map is hence given by
ΛN ′(x) = JNΛAd(JNxJN ), x ∈ Nϕα˜◦ .
Similarly, the GNS-map for the weight ϕB(L2(N)) on B(L
2(N)) correspond-
ing to the tensor product weight ϕN ⊗ ϕα˜◦ on N⊗¯N
′ ∼= B(L2(N)) is given
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with respect to the second standard implementation by the tensor product
of the corresponding GNS-maps,
ΛN⊗¯N ′ = ΛN ⊗ ΛN ′ .
On the other hand, we will denote
ΛB(L2(N)) = U ◦ ΛN⊗¯N ′
for the GNS-implementation with respect to the first standard implementa-
tion.
Consider now the crossed product N ⋊M with its canonical weight ϕN⋊M
given by
ϕN⋊M (x) = ϕN (α
−1((id⊗ ϕˆ′)αˆ(x))), x ∈ (N ⋊M)+.
One can adapt the results of [23] to the right hand setting to deduce that
we can make L2(N)⊗L2(M) a standard form for N ⋊M in such a way that
the GNS-map for ϕN⋊M is given by
ΛN⋊M ((1⊗ y)αˆ(x)) = ΛN (x)⊗ Λˆ
′(y), y ∈ x ∈ NϕN ,Nϕˆ′ , .
Now as by construction ϕB(L2(N)) = ϕN⋊M ◦ π⋊, we can identify
L2(N)⊗ L2(N) = L2(B(L2(N))) ∼= L2(N ⋊M) ∼= L2(N)⊗ L2(M).
Inspecting carefully the commuting square (3.2) of [5], using the first stan-
dard implementation for B(L2(N)), one sees that this identification is im-
plemented by the unitary
W∗Σ : L2(N)⊗ L2(N)→ L2(N)⊗ L2(M).
Let now Wα˜◦ be the Galois unitary for α˜
◦. By (41), we immediately get
WAd = (JN ⊗ JN )Wα˜◦(JN ⊗ Jˆ). (42)
By definition, Wα˜◦ satisfies
W∗α˜◦ : L
2(N)⊗ L2(N)→ L2(N)⊗ L2(M),
ΛN ′(x)⊗ ΛN ′(y) 7→ (ΛN ′ ⊗ Λˆ
′)(α˜◦(y)(x⊗ 1)), x, y ∈ Nϕα˜◦ .
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Consider the following maps Z1, Z2, Z3, which are clearly well-defined and
isometric:
Z1 : L
2(N)⊗ L2(N)⊗ L2(N)→ L2(N)⊗ L2(N)⊗ L2(M),
ΛB(L2(N))(x)⊗ ΛN ′(y) 7→ (ΛB(L2(N)) ⊗ Λˆ
′)((π⋊ ⊗ id)(αˆ(π
−1
⋊
(x)))(y ⊗ 1)),
Z2 : L
2(N)⊗ L2(M)⊗ L2(N)→ L2(N)⊗ L2(N)⊗ L2(M),
ΛN (x)⊗ Λˆ
′(y)⊗ ΛN ′(z) 7→ (ΛB(L2(N)) ⊗ Λˆ
′)((πˆ′ ⊗ id)(∆ˆ′(y))23(xz ⊗ 1)),
Z3 : L
2(N)⊗ L2(N)⊗ L2(M)→ L2(M)⊗ L2(N)⊗ L2(N),
ΛB(L2(N))(x)⊗ Λˆ
′(y) 7→ (ΛN⋊M ⊗ Λˆ
′)(∆ˆ′(y)23(π
−1
⋊
(x)⊗ 1)).
Then it is easily verified that one has the following commuting squares,
where we write Z0 = 1⊗W
∗
α˜◦ ,
L2(N)⊗ L2(N)⊗ L2(N)
U12Σ23

Z0 // L2(N)⊗ L2(N)⊗ L2(M)
U12

L2(N)⊗ L2(N)⊗ L2(N)
Z1
// L2(N)⊗ L2(N)⊗ L2(M)
(43)
L2(N)⊗ L2(N)⊗ L2(N)
Z1 // L2(N)⊗ L2(N)⊗ L2(M)
L2(N)⊗ L2(M)⊗ L2(N)
Σ12W12
OO
Z2
// L2(N)⊗ L2(N)⊗ L2(M)
id
OO
(44)
L2(N)⊗ L2(M)⊗ L2(N)
U12Σ23

Z2 // L2(N)⊗ L2(N)⊗ L2(M)
W∗
12
Σ12

L2(N)⊗ L2(N)⊗ L2(M)
Z3
// L2(N)⊗ L2(M)⊗ L2(M)
(45)
L2(N)⊗ L2(N)⊗ L2(M)
Z3 // L2(N)⊗ L2(M)⊗ L2(M)
L2(N)⊗ L2(M)⊗ L2(M)
Σ12W12
OO
Z4
// L2(N)⊗ L2(M)⊗ L2(M)
id
OO
(46)
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where Z4 = 1⊗ ((Jˆ ⊗ Jˆ)Wˆ
∗(Jˆ ⊗ Jˆ)).
Combining the commuting squares (43), (44), (45) and (46) together, clear-
ing away Σ23 and using that U12 and W
∗
13 commute since the first leg of the
latter lies in N , we find
1⊗W∗α˜◦ = (ΣU)
∗
12W12((Jˆ ⊗ Jˆ)Wˆ
∗(Jˆ ⊗ Jˆ))23W
∗
12W
∗
23(ΣU)12(ΣU)13 (47)
Recall now (42). Then multiplying (47) to the left with JN ⊗ JN ⊗ Jˆ and
to the right with JN ⊗ JN ⊗ JN , the left hand side turns into 1⊗W
∗
Ad. On
the other hand, using that
U = (JN ⊗ JN )(ΣU)
∗(JN ⊗ JN )
by a small computation, and using that the second leg of Vˆ intertwines
the standard representation of Mˆ ′ with πˆ′ by (16), (5) and the identity
JN πˆ
′(x)∗JN = πˆ
′(Rˆ′(x)) for x ∈ Mˆ ′ from [5, Lemma 4.9.3], we find that
1⊗W∗Ad = U12((πˆ
′ ⊗ id)((JJˆ ⊗ 1))Wˆ ∗(JˆJ ⊗ JˆJ))Vˆ∗)23U12U13.
Now using that U12U13 = U23U12, we obtain by taking adjoints and moving
U12 to the other side that
U12(1⊗WAd)U12 = 1⊗ (U Vˆ((πˆ
′ ⊗ id)((JJˆ ⊗ JJˆ)Wˆ (JˆJ ⊗ 1))).
But since the first leg of WAd lies in N , and 1 ⊗ N commutes with U , we
obtain the expression for WAd in (5.5).
Theorem 5.6. If (N,α) is a I-factorial Galois object, then AdAdα = α.
Proof. Let us use notation as in Section 3. Then we can write
Vˆ = (J12 ⊗ J12)W 12;2(J12 ⊗ J22),
(πˆ′ ⊗ id)((JJˆ ⊗ JJˆ)Wˆ (JˆJ ⊗ 1)) = (Jˆ21 ⊗ J22)Σ(W 22;1)∗Σ(Jˆ12 ⊗ Jˆ22).
Hence for x ∈ N , we compute using Theorem 3.6, Theorem 3.7 and the
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identities (31) that
Vˆ((JJˆ ⊗ JJˆ)Wˆ (JˆJ ⊗ 1))α(x)
= (J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)Σ(W 22;1)∗Σ(Jˆ12 ⊗ Jˆ22)∆12;2(x)
= (J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)
×Σ(W 22;1)∗Σ(R12 ⊗R22)(∆12;2(x))∗(Jˆ12 ⊗ Jˆ22)
= (J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)
×Σ(W 22;1)∗Σ(∆21;2)op(R12(x∗))(Jˆ12 ⊗ Jˆ22)
= (J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)Σ(W 22;1)∗∆21;2(R12(x∗))Σ(Jˆ12 ⊗ Jˆ22)
= (J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)Σ(1 ⊗R12(x∗))(W 22;1)∗Σ(Jˆ12 ⊗ Jˆ22)
= (J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)(R12(x∗)⊗ 1)Σ(W 22;1)∗Σ(Jˆ12 ⊗ Jˆ22)
= (J12 ⊗ J12)W 12;2(J12xJ12 ⊗ 1)(J12Jˆ21 ⊗ 1)Σ(W 22;1)∗Σ(Jˆ12 ⊗ Jˆ22)
= (x⊗ 1)(J12 ⊗ J12)W 12;2(J12Jˆ21 ⊗ 1)Σ(W 22;1)∗Σ(Jˆ12 ⊗ Jˆ22)
= (x⊗ 1)Vˆ((JJˆ ⊗ JJˆ)Wˆ (JˆJ ⊗ 1)),
where in the third last step we used that J12xJ12 ∈ (Q12)′ commutes with
the first leg of W 12;2 ∈ Q12⊗¯B(L2(Q)).
Since both legs of U commute with N , we conclude from Theorem 5.5 that
WAdα(x) = (x⊗ 1)WAd),
hence AdAdα = α.
We can also use the formula in Theorem 5.5 to find a concrete form for the
exterior comultiplication
βAd
Mˆ
: Mˆ → O⊗¯N
on Mˆ . Note that we choose here also O as the opposite of N as a right
Mˆ -Galois object, and we keep the same modular conjugation maps JˆN and
JˆO.
Proposition 5.7. The exterior comultiplication βAd
Mˆ
is given by
βAd
Mˆ
(x) = (JˆN ⊗ JN )U(πˆ
′(JˆxJˆ)⊗ 1)U∗(JˆO ⊗ JN ) (48)
for x ∈ Mˆ , where the expression is interpreted as an operator on L2(O) ⊗
L2(N).
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Proof. By Lemma 3.10, we have
βAd
Mˆ
(x) = (JˆN ⊗ JN )WAd(1⊗ JˆxJˆ)W
∗
Ad(JˆO ⊗ JN ).
We use now the formula for WAd in Theorem 5.5. First, note that
(JJˆ ⊗ JJˆ)Wˆ (1⊗ JˆxJˆ)Wˆ ∗(JˆJ ⊗ JˆJ)
= (JJˆ ⊗ JJˆ)Wˆ (J ⊗ Jˆ)(1⊗ x)(J ⊗ Jˆ)Wˆ ∗(JˆJ ⊗ JˆJ)
= (Jˆ ⊗ J)Wˆ ∗(1⊗ x)Wˆ (Jˆ ⊗ J)
= (Jˆ ⊗ J)∆ˆ(x)(Jˆ ⊗ J)
= (1⊗ JJˆ)∆ˆ′(JˆxJˆ)(1⊗ JˆJ).
Further,
Vˆ(1⊗ JJˆ)(πˆ′ ⊗ id)(∆ˆ′(JˆxJˆ)(1⊗ JˆJ))Vˆ∗
= (JN ⊗ JN )W(JN ⊗ Jˆ)(πˆ
′ ⊗ id)(∆ˆ′(JˆxJˆ)(JN ⊗ Jˆ))W
∗(JN ⊗ JN )
= (JN ⊗ JN )W(πˆ
′ ⊗ id)((J ⊗ Jˆ)(∆ˆ′(JˆxJˆ)(J ⊗ Jˆ)))W∗(JN ⊗ JN )
= JN πˆ
′(JJˆxJˆJ)JN ⊗ 1
= πˆ′(JˆxJˆ)⊗ 1,
where in the penultimate step we used [5, Lemma 4.2.(iv)]. By Theorem 5.5
we then find the expression (48).
Note that we can take O = B(H) with H the conjugate Hilbert space and
RN the transpose map,
RN (x) = x
∗ = JHx
∗J∗H
for
JH : H → H, ξ 7→ ξ.
Since the GNS-spaces L2(N) and L2(O) are then respectively H ⊗ H and
H⊗H, we can identify the map JˆN with
JˆN = ν
i/4(JH ⊗ JH) : H⊗H → H⊗H.
Since JN = Σ ◦ (JH ⊗ J
∗
H), we can view β
Ad
Mˆ
as the ∗-homomorphism
βˆMˆ (x) = (JH ⊗ J
∗
H)πˆ
′(JˆxJˆ)(J∗H ⊗ JH) ∈ B(H)⊗¯B(H) = O⊗¯N,
where we see πˆ′ as a representation of Mˆ ′ on H⊗H = L2(N).
Let us end by giving some more information concerning the invariant weights
on a I-factorial Galois object (N,α).
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Theorem 5.8. Let (N,α) be a I-factorial right Galois object for (M,∆), say
N = B(H) for a Hilbert space H. Let h be the unique positive (unbounded,
invertible) operator on H such that the left invariant weight ϕN for α is
given by
ϕN (x) = Tr(h
1/2xh1/2), ∀x ∈ N+.
Then the left invariant weight ϕAd for (N,Adα) is given by
ϕAd(x) = Tr(h
−1/2xh−1/2), x ∈ N+.
Proof. Let as before
ϕN⋊M : (N ⋊α M)
+ → [0,+∞], x 7→ ϕN ◦ α
−1 ◦ (id ⊗ id⊗ ϕˆ′)αˆ(x)
be the dual weight of ϕN [23, Definition 3.1], and denote again
ϕB(L2(N)) = ϕN⋊M ◦ π
−1
⋊
.
Then it follows from [5, Proposition 3.7] that
ϕB(L2(N)) = Tr(∇
1/2
N · ∇
1/2
N ).
With h as in the statement of the theorem, we have however
∇itN = h
it ⊗ hit = hit ⊗ (h)−it,
where we write xξ = xξ for x ∈ B(H) and ξ ∈ H the conjugate of ξ ∈ H.
Hence on B(H)⊗¯B(H) ∼= N⊗¯N ′ ∼= B(L2(N)), the above weight can be
expressed as
ϕB(L2(N)) = Tr(h
1/2 · h1/2)⊗Tr((h)−1/2 · (h)−1/2).
Now by the proof of Theorem 5.4 we have that
Adα(x) = (JN ⊗ Jˆ)α˜
◦(JNxJN )(JN ⊗ Jˆ),
where
α˜◦(x) = (π⋊ ⊗ id)α
◦(π−1
⋊
(x)), x ∈ N ′.
As α◦ is the restriction of αˆ to the factor α(N)′ ∩ N ⋊M ∼= N ′ ∼= B(H)
which splits of, it follows immediately from the above discussion that the
left invariant weight for α˜◦ must be
x 7→ Tr((h)−1/2x(h)−1/2), x ∈ B(H).
From the above form for Adα, we then deduce that
ϕAd = Tr(h
−1/2 · h−1/2).
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Note that the inversion h → h−1 in the above theorem is not unexpected:
if we rescale ϕ → λϕ for λ > 0, then the dual weight gets rescaled in the
inverse way, ϕˆ→ λ−1ϕˆ.
6 Example: Heisenberg double
Let (M,∆) be a quantum group von Neumann algebra, and consider the
tensor product quantum group von Neumann algebra M˜ = Mˆ⊗¯M with
comultiplication
∆
M˜
(x) = ς23(∆ˆ ⊗∆)(x).
Then one obtains a right coaction of M˜ on N˜ := B(L2(M)) by
α
N˜
(x) = Vˆ12V13(x⊗ 1⊗ 1)V
∗
13Vˆ
∗
12.
Indeed, since V ∈ M∧′⊗¯M and Vˆ ∈ M ′⊗¯Mˆ , the map α
N˜
restricts to
the coaction ∆ of M on M and the coaction ∆ˆ of Mˆ on Mˆ . Since M
and Mˆ generate B(L2(M)) (see for example [26, Proposition 2.5]), this is
sufficient to conclude that α
N˜
is well-defined. This is a generalization of the
Heisenberg algebra for the Cartesian product of an abelian compact group
with its Pontryagin dual. In general we call (N˜ , αN˜ ) the Heisenberg double
of (M,∆).
Proposition 6.1. The coaction (N˜ , α
N˜
) is a I-factorial Galois object.
Proof. The σ-weak closure of the first leg of Vˆ12V13 contains M
′M∧′ =
JJˆMMˆJˆJ , and is hence σ-weakly dense in B(L2(M)). As any coinvariant
element in B(L2(M)) commutes with the first leg of Vˆ12V13, the coaction
α
N˜
is ergodic.
We deduce easily that α
N˜
is integrable, as all elements of the form y∗x∗xy
for x ∈ Nϕ and y ∈ Nϕˆ are integrable.
Now the crossed product by αN˜ is generated by ∆(M)13, 1⊗1⊗M
∧′, ∆ˆ(Mˆ)12
and 1⊗M ′ ⊗ 1. Applying Ad(Σ23Σ13W13), we obtain that it is isomorphic
to the von Neumann algebra generated by
(M ⊗ 1⊗ 1) ∪ (M∧′ ⊗ 1⊗ 1) ∪ (∆ˆ ⊗ id)∆ˆ(Mˆ) ∪ 1⊗ 1⊗M ′.
But MM∧′ = JˆMMˆJˆ is σ-weakly dense in B(L2(M)). In particular, we
can throw in another copy of Mˆ⊗1⊗1 in the first leg. Using coassociativity
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of ∆ˆ and the fact that (Mˆ ⊗1)∆ˆ(Mˆ ) is σ-weakly dense in Mˆ⊗¯Mˆ , we obtain
that the above von Neumann algebra is the same as the one generated by
B(L2(M))⊗ 1⊗ 1 ∪ 1⊗ ∆ˆ(Mˆ ) ∪ 1⊗ 1⊗M ′.
Applying Ad(Σ23Wˆ23), we see that this becomes an isomorphic copy of the
von Neumann algebra B(L2(M))⊗¯B(L2(M)). In other words, the crossed
product N˜⋊M˜ is a type I-factor, which is sufficient to conclude that (N˜ , α
N˜
)
is a Galois object by Corollary 2.9.
Proposition 6.2. The invariant weights on N˜ are given by
ϕN˜ (x) = Tr(h
1/2xh1/2), ψN˜ (x) = Tr(k
1/2xk1/2),
where h, k are the positive invertible operators such that
hit = νit
2/2∇itJδitJ, kit = P−it,
with P it determined by P itΛ(x) = νt/2Λ(τt(x)) for x ∈ Nϕ.
Proof. The formula for ϕ
N˜
follows from [26, Proposition 2.8 and Proposition
2.9]. By [5, Theorem 4.19], ψN˜ = ϕN˜ (δ
1/2
N˜
· δ
1/2
N˜
) with the positive operator
δN˜ determined up to a positive scalar by the fact that
αN˜ (δ
it
N˜
) = δit
N˜
⊗ δˆit ⊗ δit.
It follows that we can take
δit
N˜
= νit
2/2δˆitδit,
and the form for ψ
N˜
now follows from the remarks above [26, Proposition
2.10].
Let us now compute the Galois unitary associated to (N˜ , α
N˜
). In fact,
following the discussion after [26, Proposition 2.9], we may realize Λ
N˜
as
the unique GNS-map having the linear span of NϕˆNϕ as its core and on
which
Λ
N˜
(xy) = Λˆ(x)⊗ Λ(y).
The corresponding GNS-representation of B(L2(M)) is by
x→ V (x⊗ 1)V ∗,
which identifies B(L2(M)) with M ⋉∆ M . Taking this presentation, we
can represent the Galois unitary W˜ of (N˜ , α
N˜
) as a unitary operator on
L2(M)⊗4.
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Proposition 6.3. The Galois unitary of (N˜ , αN˜ ) is given by
W˜ =W14W24W
∗
31.
Proof. Using KSGNS-maps of the form id⊗ Λ and identities of the form
(id ⊗ Λ)(∆(y)) =W ∗(id ⊗ Λ(y)), y ∈ Nϕ,
we compute for x ∈ Nϕˆ, y ∈ Nϕ and ξ, η ∈ L
2(M)⊗ L2(M) that
W˜∗((ξ ⊗ η)⊗ Λ
N˜
(xy))
= ((id⊗ id⊗ Λˆ)(∆ˆ(x)13)⊗ id)(id ⊗ id⊗ ΛM )((∆ ⊗ id)∆(y))(ξ ⊗ η)
= ((id⊗ id⊗ Λˆ)(∆ˆ(x)13)⊗ id)W
∗
23W
∗
13(ξ ⊗ η ⊗ Λ(y))
= Wˆ ∗13W
∗
24W
∗
14(ξ ⊗ η ⊗ Λˆ(x)⊗ Λ(y))
= Wˆ ∗13W
∗
24W
∗
14((ξ ⊗ η)⊗ ΛN˜ (xy)).
To have an expression for W˜ ∈ N˜⊗¯B(L2(M˜ ), L2(N˜)) with the first leg in
its ordinary representation on B(L2(M)), note that
V ∗12W14W24W
∗
31V12 = V
∗
12(∆⊗ id)(W )124W
∗
31V12
=W14V
∗
12W
∗
31V12 =W14W
∗
31,
so we obtain the natural expression
W˜ =W13Wˆ12 ∈ N˜⊗¯B(L
2(M˜), L2(N˜)).
Identifying the dual of M˜ with M⊗¯Mˆ in the natural way, we get the fol-
lowing corollary.
Corollary 6.4. The adjoint coaction Adα
N˜
of M⊗¯Mˆ on B(L2(M)) is given
by
x 7→ Wˆ ∗12W
∗
13(x⊗ 1⊗ 1)W13Wˆ12.
Using that
(id⊗ ς)α
N˜
(x) = V12Vˆ13(x⊗ 1⊗ 1)Vˆ
∗
13V
∗
12,
together with the fact that
Wˆ ∗12W
∗
13 = (JˆJ ⊗ 1⊗ 1)V12Vˆ13(JJˆ ⊗ 1⊗ 1),
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we deduce that
Adα
N˜
(x) = (Ad(JˆJ)⊗ ς23)αN˜ (Ad(JJˆ)(x)),
so that identifying M⊗¯Mˆ ∼= Mˆ⊗¯M via the flip map, Adα
N˜
is just an iso-
morphic copy of α
N˜
itself.
Let us consider now the reflection of (M˜ ,∆
M˜
) across (N˜ , α
N˜
). In fact, we
have that (M,∆) and (Mˆ, ∆ˆ) are quantum group von Neumann subalge-
bras of (M˜ ,∆
M˜
), and it is clear by Theorem 4.3 that their reductions are
respectively M and Mˆ as sitting inside B(L2(M)). Define
O˜ = B(L2(M)), R
N˜
(x) = Jˆx∗Jˆ ,
so that
γO˜(x) = ∆(x), γO˜(y) = ς(J ⊗ Jˆ)∆ˆ(JˆyJˆ)(J ⊗ Jˆ), x ∈M,y ∈M
∧′.
It follows then by Theorem 4.5 that the reflected quantum group von Neu-
mann algebra (P˜ ,∆P˜ ) is the σ-weak closure of PPˆ where
P = ∆(M), Pˆ = (1⊗ JJˆ)∆ˆ(Mˆ)(1 ⊗ JJˆ),
with the coproduct on P and Pˆ inherited respectively from (M,∆) and
(Mˆ , ∆ˆ).
We show that (P˜ ,∆P˜ ) is isomorphic to the Drinfel’d double (D(M),∆D(M))
of (M,∆M ). We will follow here the approach of [2, Section 8], and de-
fine the Drinfel’d double of (M,∆M ) as the dual of the Drinfel’d codou-
ble (Dˆ(M),∆Dˆ(M)), which consists of the von Neumann algebra Dˆ(M) =
M⊗¯Mˆ endowed with the coproduct
∆Dˆ(M) = (id⊗ ς ◦ Ad(W )⊗ id) ◦ (∆⊗ ∆ˆ).
Theorem 6.5. There is an isomorphism (D(M),∆D(M)) ∼= (P˜ ,∆P˜ ).
Proof. By [2, Theorem 5.3 and Proposition 8.1], D(M) can be realized as
the von Neumann algebra
D(M) = ((Mˆ ⊗ 1) ∪ (J ⊗ Jˆ)W ∗(J ⊗ Jˆ)W ∗(1⊗M)W (J ⊗ Jˆ)W (J ⊗ Jˆ))′′
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with the coproduct ∆D(M) restricting to the coproducts on the copies of
(M,∆) and (Mˆ, ∆ˆ) inside. However, conjugating with (J ⊗ Jˆ)W (J ⊗ Jˆ)
shows that
D(M) ∼= ((J ⊗ Jˆ)W (JMˆJ ⊗ 1)W ∗(J ⊗ Jˆ) ∪W ∗(1⊗M)W )′′
= ((J ⊗ Jˆ)ΣWˆ ∗(1⊗ Rˆ(Mˆ))WˆΣ(J ⊗ Jˆ) ∪∆(M))′′
= ((J ⊗ Jˆ)∆ˆop(Rˆ(Mˆ ))(J ⊗ Jˆ) ∪∆(M))′′
= ((J ⊗ Jˆ)(Rˆ ⊗ Rˆ)∆ˆ(Mˆ)(J ⊗ Jˆ) ∪∆(M))′′
= ((1 ⊗ JˆJ)∆ˆ(Mˆ)(1 ⊗ JJˆ) ∪∆(M))′′
= P˜ .
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