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Abstract
This paper presents an automatic approach to analyze the human interactions appearing in
multiparty data, aiming at understanding the data content and at extracting social informa-
tion such as Which role do people play?, What is their attitude?, or Can people be split into
meaningful groups?. To extract such information, we use a set of mathematical techniques,
namely Social Networks Analysis (SNA), developed by sociologists to analyze social interac-
tions. This paper shows that a strong connection can be established between the content
of broadcast data and the social interactions of the individuals involved in the recordings.
Experiments aiming at assigning each individual to a social group corresponding to a speciﬁc
topic in broadcast news, and experiments aiming at recognizing the role played by each indi-
vidual in multiparty data are presented in this paper. The results achieved are satisfactory,
which suggests on one side that the application of SNA to similar problems could lead to
useful contributions in the domain of multimedia content analysis, and on the other side, that
the presented analysis of social interactions could be a signiﬁcant breakthrough for aﬀective
computing.
Keywords: Social Network Analysis, Role Recognition, Story Segmentation, Broadcast data,
Meeting Recordings.
1 Introduction
The amount of audio and video material available in digital form is increasing rapidly with the
progress of capture and storage technologies, but without eﬀective techniques for structuring its
content, it is not possible to make an asset of it. Many research eﬀorts have addressed the prob-
lem of extracting information from data for indexing purposes. For example, existing systems
extract the information from: automatic speech transcriptions, shot transitions in video, faces
and objects in images. However, when I started working on my PhD thesis three years ago, no
major eﬀorts were made to automatically analyze social interactions, even if they represent a com-
mon subject of multimedia recordings. Human interactions are present everywhere: in movies,
television shows, broadcast news, radio programs, meeting recordings, call center conversations,
etc. Moreover, psychologists showed that social interactions are one of the main channels through
which we understand reality (Kunda, 1999). For these reasons, we decided to investigate auto-
matic approaches for the audio content analysis, based on the extraction of social interactions in
multiparty recordings.
We started investigating the audio content analysis on broadcast news, this type of data ac-
counts for large collections of real unconstrained conversations. Our idea was to establish a link
between the content of the news, i.e. its structure intended as a sequence of topics, and the
social interactions between the individuals who presented the diﬀerent topics. The rationale of
our approach was that individuals involved in the same topic interact more with each other thanindividuals involved in diﬀerent topics. To this end, we aimed at identifying social groups, i.e. in-
dividuals characterized by a high degree of mutual interactions. Preliminary experiments showed
that the groups corresponding to the most important (i.e. dominant) topics could be detected
eﬀectively (Vinciarelli, 2007). These results suggest that social interactions lead the structure of
broadcast data and can facilitate the content analysis of such recordings.
Moreover, we know that individuals involved in news recordings play a speciﬁc role or function,
and that those roles are governing the structure of the conversations (e.g. an anchorman conducting
an interview). We thus extend our original idea that broadcast news are subdivided into social
groups, assuming that the interactions between the individuals involved in the social groups are
governing the structure of the recordings. We investigated a social-interactions-based approach
for the automatic recognition of the roles played by broadcast-news participants. Numerical
experiments revealed that around 80 percent of the data-time was correctly labeled in terms
of role (Favre, 2008, 2009). This seems to suggest that there is a strong connection between role
interactions and content of news data.
Another interesting challenge was to apply our approach to less structured data. In fact,
broadcast news follow a predeﬁned structure by assigning speciﬁc roles or functions to every person
(such as anchorman, guest, interviewer). We hypothesize the existence of a connection between
social interactions and content of small-group meetings, where individuals have a position in a given
social system and do not follow stable behavioral patterns. Therefore, we investigated an approach
for the automatic recognition of the roles played by the participants in the AMI meeting corpus
(McCowan, 2005). The results showed that the best recognized role was the Project Manager,
which acts as a chairman and thus follows predictable behavioral patterns. This suggests that the
features extracted from social interactions in such data (containing spontaneous interactions) are
not suﬃcient to analyze the structure, and that lexical content is necessary to obtain an eﬀective
content analysis (Garg, 2008).
The experiments proposed in this paper aimed at analyzing the audio content, to improve
tasks performed in the multimedia content analysis community. However, the results of my work
reveal that the approach we propose for the analysis of social interactions could be relevant for
the aﬀective community as well. In fact, as soon as people interact, they adopt a speciﬁc behavior
depending on the social context, depending on how they percieve their interlocutor, and according
to their emotions. The analysis of social interactions could thus facilitate the recognition and
interpretation of human emotions.
In this paper, we describe the approach we proposed for extracting the social interactions
through a set of mathematical techniques used by sociologists, namely Social Network Analysis
(SNA) (Wasserman, 1994). We also describe how we applied machine learning techniques to the
social patterns extracted from the data, aiming at classifying individuals into social groups or into
roles.
The rest of this paper is organized as follows: Section 2 describes the approach we have applied
to extract social groups and roles, Section 3 outlines the experimental setup and the automatic
story segmentation results as well as the automatic role recognition results, and ﬁnally Section 4
draws some conclusions summarizing the main contributions of this work.
2 Our Approach
The approach we propose includes three main steps: the ﬁrst is Speaker Diarization, which splits
the audio into speaker turns, i.e. segments corresponding to single speaker intervals (see Section
2.1). The aim of this ﬁrst step is to detect the persons involved in the recordings and the sequence
of their interventions. The second step is Feature Extraction, which applies Social Aﬃliation Net-
works (see Section 2.2) (Wasserman, 1994) to represent each person in terms of their relationships
with the others. The third step is the actual Classiﬁcation step (see Section 2.3), where each
person is assigned to a social group or to a role.x1= (1,1,1,1) x2= (0,0,1,1) x3= (1,1,1,0)
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Figure 1: Social Aﬃliation Network extraction. The events correspond to the segments wj and
the actors are linked to the events when they talk during the corresponding segments. The actors
are represented using vectors   xi where the components account for the links between actors and
events.
2.1 Speaker Diarization
The aim of a speaker diarization system is to segment an audio recording into time intervals during
which there is only one speaker talking. The experiments presented in this paper were performed
over broadcast data and meeting recordings which requires two diﬀerent approaches to cope with
the characteristics of each type of data. The diarization technique for broadcast data is fully
described in Ajmera (2003). A speech/non-speech detection system is used for meeting recordings
and is fully described in Dines (2006). The techniques are not described here for space reasons as
it is not the main element of interest of this work.
For both kinds of data, the speaker diarization process converts each recording into a sequence
of turns S = {(sk,∆tk)}, where k = 1,...,N, sk is the speaker label corresponding to the voice
detected in the kth turn, and ∆tk is the duration of the kth turn. The label sk belongs to the set
A = {a1,...,aG} of G unique speaker labels as provided by the speaker diarization process.
2.2 Feature Extraction
The turn sequence S generated by the speaker diarization system is used to build a Social Aﬃliation
Network (SAN), a graph with two types of nodes (actors and events) where links are not allowed
between nodes of the same type (see Figure 1) (Wasserman, 1994). In our experiments, the actors
correspond to the speakers as detected in the diarization process, and the events correspond to D
uniform non-overlapping segments spanning the whole length of the recording (see lower part of
Figure 1). The rationale is that actors participating in the same events (i.e. participants speaking
during the same time intervals) are likely to interact with each other. Therefore, the SAN extracts
the evidence of interactions in terms of: who talks to whom and when.
One of the main advantages of this representation is that each actor ai can be represented with
a D-dimensional vector   xi, where the component xj accounts for the presence or the absence of
each actor ai in the diﬀerent events j. The component xj is set to 1 if the actor ai talks during
the jth segment and 0 otherwise (the corresponding vectors are shown at the bottom of Figure 1).
The persons that interact more with each other tend to talk during the same segments and are
represented by similar vectors.
The number D of events was set through crossvalidation during the experiments.2.3 Classification
We applied our approach to two diﬀerent tasks: the ﬁrst is the story segmentation, i.e. the
segmentation of radio and television news into the diﬀerent topics presented one after the other,
corresponding to social groups (more details can be found in Vinciarelli (2007)). The second is the
role recognition, i.e. the automatic recognition of the roles played by the individuals participating
in broadcast news or multiparty meetings (see (Favre, 2008, 2009; Garg, 2008) for more details).
The next two sections outline the machine learning techniques used to perform these two tasks.
2.3.1 The Story Segmentation Approach
This section presents an approach to make the content of a long recording more accessible: an
automatic segmentation in terms of topics, i.e. stories.
The main idea behind the approach presented here is that people involved in the same story
interact more with each other than people involved in diﬀerent stories. This means that the
stories can be identiﬁed by grouping the people having a high degree of mutual interaction or, in
sociological terms, by detecting social groups.
The goal of the story segmentation is to assign the sequence of speakers talking during a conver-
sation (represented by vectors   xi as explained in Section 2.2), a sequence of labels hi corresponding
to the stories presented one after the other during the recordings.
This corresponds to ﬁnding the sequence H∗ = (h1,...,hM) which maximizes the a-posteriori
probability:
H∗ = arg max
H∈H
p(X|H)p(H) (1)
where H is the set of all possible H sequences. The term p(X|H) can be estimated by using a
fully connected Hidden Markov Models (HMMs) (Rabiner, 1989) with S +1 states, where S is
the maximum number of stories that can be observed. In fact, S states account for stories and
one state accounts for the anchorman role. The emission probability function for each state is
a mixture of Gaussians. The term p(H) can be estimated using a tri-gram statistical language
model (SLMs) (Rosenfeld, 2000).
2.3.2 The Role Recognition Approach
This section presents an approach for content analysis using the roles of the person involved in
broadcast data and group meetings.
The idea of the approach is that the interactions between the roles played by the persons
involved in the recordings, are governing the structure of the data.
We have considered two diﬀerent approaches for the role classiﬁcation: the ﬁrst assigns a
speciﬁc role to each speaker voice involved in the recordings using Bayesian classiﬁers. The
second approach considers the sequence of speakers talking during a conversation, taking into
account the dynamics of the conversation, and aligns the sequence of speakers with a sequence of
roles applying probabilistic sequential models.
The Role Recognition Approach based on Bayesian Classiﬁers Section 2.2 has shown
that the interaction patterns of every speaker i can be represented by a vector   xi. Furthermore,
every speaker i talks during a fraction τi of the total time of a recording. We can thus represent
every speaker by a vector   yi = (  xi,τi). Consider the vector   r = (r1,...,rG), where ri is the role
of speaker i, and the vector of observation Y = {  y1,...,  yG}, where   yi is the vector representing
speaker i. The problem of assigning the role to all speakers can be thought of as the maximization
of the a-posteriori probability p(  r|Y ). By applying Bayes Theorem and by taking into account
that p(Y ) is constant during recognition this problem is equivalent to ﬁnding   ˆ r such that:
  ˆ r = arg max
  r∈RG p(Y |  r)p(  r), (2)
where R is the set of the predeﬁned roles.In order to simplify the problem, we make the assumption that the observations are mutually
conditionally independent given the roles. In the case we are considering, it seems also reasonable
to assume that the observation   yi of speaker i only depends on their role ri and not on the roles
of the other speakers. To further simplify the problem, we assume that the interaction vectors   xi
and the speaking time τi are statistically independent given the role, and thus Equation (2) can
be rewritten as:
  ˆ r = arg max
  r∈RG p(  r)
G Y
k=1
p(  xk |rk)p(τk |rk). (3)
We estimated p(  x|r) using mixtures of Bernoulli distributions (Bishop, 2006). Probability p(τ |r)
was estimated using Gaussian distributions. The a-priori probability of the roles p(r) was esti-
mated making the assumption that the roles are independent. We modeled p(r) as the fraction
of speakers in the training set labeled with the role r, and thus we do not take into account the
constraints that the role distribution across diﬀerent participants in a given recording must re-
spect, e.g. there is only one Anchorman in a talk-show, or there is only one Project Manager in
a meeting, etc. (see Favre (2008) for more details).
Role Recognition Approach based on Probabilistic Sequential Models In this approach
(see Favre (2009) for more details), we consider the sequence of speakers, taking into account the
dynamics of the conversation. We have seen in Section 2.2 that the interaction patterns of every
speaker i can be represented by a vector   xi. Furthermore, every speaker i talks during a fraction
τi of the total time of a recording. We can thus represent every speaker by a vector   yi = (  xi,τi).
Therefore, each recording can be represented by a sequence Y = (  y1,...,  yN), where N is the
number of turns detected at the speaker diarization step.
The role recognition can be thought of as ﬁnding the role sequence R∗ satisfying the following
equation:
R∗ = arg max
R∈RN p(Y |R)p(R), (4)
where R = (r1,...,rN) is a sequence of roles of length N, r ∈ R (R is a predeﬁned set of roles),
and RN is the set of all role sequences of length N.
In our experiments, the likelihood p(Y |R) is estimated with a fully connected, ergodic, Hidden
Markov Models (HMMs) (Rabiner, 1989) where each state corresponds to a role r ∈ R. The a-
priori probability p(R) is estimated using a 3-gram statistical language model (Rosenfeld, 2000):
p(R) =
N Y
k=3
p(rk|rk−1,rk−2). (5)
3 Data and Results
This section outlines the experimental setup and the results.
3.1 Story Segmentation Results
The story segmentation experiments were performed over two corpora: the ﬁrst, referred to as
C2 in the following, contains 27 one hour long talk-shows broadcasted by Radio Suisse Romande
(the French speaking Swiss National broadcasting service) during February 2005. Each bulletin
is managed by two anchormen that start and stop the stories by giving the ﬂoor to diﬀerent
participants. The average number of participants is 25. The second corpus is the largest existing
database of news video, namely TRECVID (TRECVID, 2003), which consists of 229 news video
of 30 minutes provided by ABC and CNN.
We used a leave-one-out approach to train HMMs models and achieved a performance in
terms of purity (Ajmera, 2003) of 0.80 and 0.64 over broadcast data (C2) and the television news
(TRECVID) respectively, showing that the groups corresponding to the most important stories are
detected eﬀectively (by important stories we mean the most dominant stories). These results showTable 1: Role recognition performance for C1 and C2. The table reports both the overall accuracy
and the accuracy for each role.
overall (σ) AM SA GT IP HR WM
Results over C1
C1 Bayes 82.5 (6.9) 98.0 3.6 91.8 8.0 64.6 79.9
C1 HMMs + 3-gram 79.7 (9.3) 97.8 10.3 81.4 25.7 59.5 78.0
Results over C2
C2 Bayes 82.6 (6.9) 75.0 88.3 91.6 N/A 18.3 6.7
C2 HMMs + 3-gram 86.1 (6.8) 74.4 91.9 92.0 N/A 72.8 30.5
Table 2: Role recognition performance for C3. The table reports both the overall accuracy and
the accuracy for each role.
overall (σ) PM ID ME UI
C3 Bayes 43.5 (23.9) 75.3 15.1 15.1 40.0
C3 HMMs + 3-gram 46.9 (24.9) 61.8 25.0 39.4 33.8
that there is a link between the social interactions and the content of news data. The proposed
approach enables to extract social groups that can be used to analyze the content of the data.
3.2 Role Recognition Results
The experiments on the role recognition task are performed over three diﬀerent corpora. The ﬁrst,
referred to as C1 in the following, contains 96 news bulletins broadcasted by Radio Suisse Romande
(the French speaking Swiss National broadcasting service) during February 2005. The average
length of C1 recordings is 11 minutes and 50 seconds, and the average number of participants is
12. The second corpus is C2 (see Section 3.1). The third corpus, referred to as C3 in the following,
is the AMI meeting corpus (McCowan, 2005), a collection of 138 meeting recordings involving 4
persons each and with an average length of 19 minutes and 50 seconds.
The roles of C1 are Anchorman (AM), Second Anchorman (SA), Guest (GT), Interview Par-
ticipant (IP), Headline Person (HP), and Weather Man (WM). Roles with the same name are
played in C2 (with the exception of IP that appears only in C1), but they correspond to diﬀerent
functions (e.g., AM are not expected to deliver the news but to entertain in talk-shows). The
roles of C3 are Project Manager (PM), Marketing Expert (ME), User Interface Expert (UI), and
Industrial Designer (ID).
Table 1 reports the results achieved on C1 and C2, and in Table 2, those obtained on C3.
The performance is measured in terms of accuracy, intended as the percentage of time correctly
labeled in terms of roles in the test set. We used a leave-one-out approach to train our models
and to select the number D of segments used to split the recordings (see Section 2.2). For
each corpus, the ﬁrst line reports the results achieved with the approach based on a Bayesian
classiﬁer (Bayes) (see Section 2.3.2), and the last row reports the results when using probabilistic
sequential models (HMMs + 3-gram) (see Section 2.3.2). Each accuracy value is accompanied by
the standard deviation of the accuracies achieved over the diﬀerent recordings of each corpus.
The results show that the overall role recognition accuracy is above 80 percent for both C1 and
C2. This highlights the strong connection between the interactions of the speakers playing roles
and the content of the recordings in broadcast data. However, in meeting recordings, the roles are
recognized with a lower accuracy. The explanation is that the roles in meetings are informal, i.e.
they correspond to a position in a given social system and do not correspond to stable behavioral
patterns like in the case of the formal roles in broadcast data. In meetings, the only role recognizedC1 HMM C HMM W
Bayes C 77.1 2.7
Bayes W 5.4 14.8
C2 HMM C HMM W
Bayes C 81.1 5.0
Bayes W 1.5 12.4
C3 HMM C HMM W
Bayes C 27.1 14.0
Bayes W 11.1 47.7
Table 3: Diversity assessment. The table reports the percentage of data-time where the Bayes
and HMM based role recognition approach are both correct (C), both wrong (W), or one wrong
and the other correct.
approach overall PM ID ME UI
SNA 43.1 75.7 13.4 16.4 41.2
lexical 67.1 78.3 53.0 71.9 38.1
SNA+lexical 67.9 84.0 50.1 69.8 38.1
Table 4: Role recognition results for C3. The table reports both the overall accuracy and the
accuracy for each role.
with a high accuracy is the Project Manager (PM). The reason is because the PM also acts as a
chairman, playing thus a more formal role than the domain experts ID, ME, and UI.
The comparison between the approach based on HMMs and the one based on Bayesian classi-
ﬁers results in a signiﬁcant degree of diversity (see Table 3). The probabilistic sequential approach
results in an improved recognition of less frequent roles, which are typically penalized by Bayesian
classiﬁers because of their low a-priori probability. The combination of the two approaches could
thus lead into signiﬁcant performance improvements, and will be the subject of future work.
The limitation of our approach is represented by the low values of accuracy obtained on the
meeting recordings. This suggests that the social interaction based role recognition approach is not
well suited for unconstrained data characterized by spontaneous interactions (such as multiparty
meetings). Table 4 shows the role recognition accuracy for the C3 corpus combining a SNA and
lexical based role recognizer. The ﬁrst line reports the accuracies obtained by using only SNA,
the second line those obtained using only the lexical approach, and the last line those obtained
using the combination of the two. The lexical approach appears to be a more reliable cue for the
recognition of the roles in such meeting recordings (more details can be found in (Garg, 2008)).
4 Conclusion and Contributions
This paper has presented automatic approaches aiming at analyzing the human interactions ap-
pearing in multiparty data in order to indexing multimedia content. The idea developed in this
paper is that a strong connection can be established between the content of multiparty material
and social interactions.
We demonstrated that this assumption is relevant in the case of data characterised by struc-
tured human interactions, such as broadcast news. We investigated a story segmentation task
where the social interactions allow to index the content into social groups corresponding to the
topics presented in the news. Moreover, we performed a role recognition task where the social
interactions allow to assign a role to each individual, and thus to structure the content of the
recordings. In the case of more spontaneous interactions (like meetings), the experiments show
that our proposed approach is not suﬃcient and that lexical content analysis is necessary.This paper suggests that the analysis of social interactions in combination with other behavioral
cues extracted from audio (e.g. prosodic and lexical features) and video (e.g. gestures, visual focus
of attention) could lead to useful contributions in the domains of multimedia content analysis
and aﬀective computing. In fact, the analysis of social groups could be further developed into
discriminating between positive vs negative stories, or sad vs happy stories.
Moreover, following Kelly (2001), we can hypothesize that the social groups are characterized
by a composition of the moods, emotions, and sentiments brought by group members. The analysis
of social groups, combined with lexical and prosodic features, could help in understanding group
aﬀect, e.g. Can we deﬁne group mood?, or Do groups share emotions as do individuals?.
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