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Abstract
We describe the polynomial identities of the bilinear mappings V ⊗ W → K and Vr ⊗
V ∗r → Mr(K), where V , W , Vr are finite dimensional vector spaces over a field K of char-
acteristic 0, dim Vr = r and Mr(K) is the r × r matrix algebra. We show that these iden-
tities follow from the commutativity of the values in K of the bilinear forms V ⊗ W → K
and V ∗r ⊗ Vr → K and Capelli identities. We apply these results to the G-graded polyno-
mial identities of the algebra Mr(K) with the elementary G-grading associated with the r-
tuple (g, . . . , g, h), where G is an arbitrary group and g, h ∈ G are such that (g−1h)2 /= e. In
particular, we describe the graded identities depending only on the variables xi,h−1gxi,g−1h,
i = 1, 2, . . .
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1. Introduction
There are various generalizations of the notion of polynomial identities, for ex-
ample weak polynomial identities (or identities of representations), trace identities,
etc. One of the purposes of this paper is to describe the identities of a bilinear form
〈–, –〉 : V ⊗ W → K , where V and W are finite dimensional vector spaces over a
field K of characteristic 0. It turns out that they depend only on the rank of the form.
We obtain that the identities follow from the commutativity
〈y1, z1〉〈y2, z2〉 = 〈y2, z2〉〈y1, z1〉
and the Capelli identity∑
σ∈Sr+1
(sign σ)〈yσ(1), z1〉 · · · 〈yσ(r+1), zr+1〉 = 0,
where r is the rank of the form 〈–, –〉.
This result is equivalent to a well-known result in invariant theory called the sec-
ond fundamental theorem of invariant theory of GLr(K) acting on r-vectors and
r-covectors. It is established by De Concini and Procesi [3] in a characteristic free
way, over a field of any characteristic. Their proof is based on standard Young table-
aux and uses deep combinatorial results of Doubilet et al. [5]. Instead, we suggest
a proof which works in characteristic 0 only but is based on easier arguments from
representation theory of the general linear group in a way which has already shown
its efficiency in the theory of algebras with polynomial identities.
We consider also the identities of the natural mapping V ⊗ V ∗ → Mr(K), where
dim(V ) = r and V ∗ is the dual space. Again, it has turned out that the identities
follow from
(y1, z1)(y2, z2)(y3, z3) = (y1, z2)(y3, z1)(y2, z3),
which is a consequence of the commutativity law for the canonical bilinear form
V ∗ ⊗ V → K and the Capelli identities∑
σ∈Sr+1
(sign σ)(yσ(1), z1)(yσ(2), z2) · · · (yσ(r+1), zr+1) = 0,
∑
τ∈Sr+1
(sign τ)(y1, zτ(1))(y2, zτ(2)) · · · (yr+1, zτ(r+1)) = 0.
To the best of our knowledge, these are objects which have not yet appeared in the
context of PI-algebras.
Our results are closely related to G-graded polynomial identities of matrix al-
gebras. So far, the graded identities of Mr(K) have been described only in very
special cases, when r = 2 and G = Z2 [4]; G = Z and G = Zr , for any r [8,9];
when the grading is fine or elementary with the identity component coinciding with
the diagonal subalgebra and for the tensor products of these two types of gradings [2].
In this paper we consider an elementary G-grading of Mr(K), for an arbitrary group
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G, induced by an r-tuple (g, . . . , g, h), where g, h ∈ G are such that (g−1h)2 /=
e, and e is the identity element of G. In this case Mr(K) may be considered as
the algebra of graded endomorphisms of the vector space V = Vr−1 ⊕ V1, where
dim Vr−1 = r − 1, dim V1 = 1 and Vr−1, V1 are the homogeneous components of V
of degree g and h, respectively. Then Mr(K) is divided into four blocks
Mr(K) =
(
Mr−1(K) M(r−1)×1(K)
M1×(r−1)(K) K
)
,
where Mp×q(K) is the vector space of p × q-matrices. The homogeneous compo-
nents of Mr(K) are
(Mr(K))e =
(
Mr−1(K) 0
0 K
)
,
(Mr(K))h−1g =
(
0 0
M1×(r−1)(K) 0
)
,
(Mr(K))g−1h =
(
0 M(r−1)×1(K)
0 0
)
.
It is clear that the graded polynomial identities depend essentially on the ordinary
polynomial identities of Mr−1(K) and the identities of bilinear mappings. Although
our results on G-graded identities of Mr(K) are not in their final form, we give a
complete description of the graded identities depending only on the variables corre-
sponding to the homogeneous components (Mr(K))h−1g and (Mr(K))g−1h. They are
obtained by the natural translation of the identities of the bilinear mappings V ∗r−1 ⊗
Vr−1 → K and Vr−1 ⊗ V ∗r−1 → Mr−1(K).
2. Preliminaries
We fix a field K of characteristic 0 and consider vector spaces and associative
algebras over K only. Let Y = {y1, y2, . . .} and Z = {z1, z2, . . .} be two sets of vari-
ables and let KY and KZ be the vector spaces with bases Y and Z, respectively. By
analogy with generic matrices, and as in [3], we consider the generic bilinear form
〈–, –〉 : KY ⊗ KZ → K[ξij | i, j = 1, 2, . . .],
defined by 〈yi, zj 〉 = ξij , where ξij are commuting variables. It is convenient to iden-
tify 〈yi, zj 〉 with its value ξij and to consider the free algebra of bilinear forms F =
K[〈yi, zj 〉 | i, j = 1, 2, . . .]. Let V and W be two vector spaces with a bilinear form
φ(–, –) = 〈–, –〉 : V ⊗ W → K . We say that the expression
f (y1, . . . , yp; z1, . . . , zq) =
∑
αij 〈yi1 , zj1〉 · · · 〈yin, zjn〉, αij ∈ K,
is an identity for the form φ if
f (v1, . . . , vp;w1, . . . , wq) =
∑
αij 〈vi1 , wj1〉 · · · 〈vin, wjn〉 = 0
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for all v1, . . . , vp ∈ V and w1, . . . , wq ∈ W . Clearly, the set T (φ) of all identities
of φ is an ideal of F which is invariant under replacement of the variables yi and
zj with any elements of KY and KZ, respectively. As in the case of associative
or Lie algebras, or weak polynomial identities (see e.g. the books [1,6]), one can
introduce consequences of a set of identities and bases (i.e. generating sets for the
corresponding ideals of identities), varieties, relatively free algebras, etc. We call the
factor algebra
F(φ) = F/T (φ) = K[〈yi, zj 〉 | i, j = 1, 2, . . .]/T (φ)
the relatively free algebra of the variety of bilinear forms generated by φ. We shall
denote the generators of F(φ) by the same symbols 〈yi, zj 〉 and shall consider the
relatively free algebra Fm(φ) of rank m generated as a subalgebra of F by 〈yi, zj 〉,
i, j = 1, . . . , m. Since we work over a field of characteristic 0, all identities follow
from the multilinear ones. As in the case of polynomial identities of algebras when
one uses representation theory of the symmetric group Sn and the general linear
group GLm(K), one can use the representation theory of groups in the study of
identities of bilinear forms (see [6, Chapter 12] for the ordinary polynomial identi-
ties). Since we have two sets of variables, we consider the action of Sn × Sn on the
vector space P2n of multilinear identities of degree 2n by
(ρ, σ ) : 〈yi1 , zj1〉 · · · 〈yin, zjn〉 → 〈yρ(i1), zσ(j1)〉 · · · 〈yρ(in), zσ(jn)〉,
(ρ, σ ) ∈ Sn × Sn. Since T (φ) ∩ P2n is an Sn × Sn-submodule of P2n for any bilinear
form φ, this action is inherited by P2n(φ) = P2n/(T (φ) ∩ P2n). The irreducible Sn ×
Sn-modules are tensor products of two irreducible Sn-modules and are indexed by
the set of pairs (λ, µ) of partitions of n. We denote by χλ ⊗ χµ the corresponding
irreducible character. In particular,
χ2n(φ) = χ(P2n(φ)) =
∑
λ,µ	n
mλµχλ ⊗ χµ, n = 0, 1, 2, . . . ,
is the cocharacter sequence of φ. Let GLm = GLm(K) and let W(λ) be the irreduc-
ible GLm-module with highest weight λ = (λ1, . . . , λm). The group GLm × GLm
acts diagonally on Fm(φ) by
(g, h) : 〈yi1 , zj1〉 · · · 〈yin, zjn〉 → 〈g(yi1), h(zj1)〉 · · · 〈g(yin), h(zjn)〉,
(g, h) ∈ GLm × GLm. The GLm × GLm-module Fm(φ) is a direct sum of tensor
products of irreducible GLm-modules,
Fm(φ) =
∑
n0
∑
λ,µ	n
mλµW(λ) ⊗ W(µ)
with the same multiplicities mλµ as in the cocharacter sequence. It is naturally multi-
graded, counting the degree of each variable y1, . . . , ym, z1, . . . , zm, and its Hilbert
series is defined by
H(Fm(φ), t1, . . . , tm; u1, . . . , um) =
∑
dimF (a,b)m (φ)t
a1
1 · · · tamm ub11 · · ·ubmm ,
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where F (a,b)m (φ) is the homogeneous component of degree (a, b) = (a1, . . . , am;
b1, . . . , bm). It is a formal sum of products of Schur functions:
H(Fm(φ), t1, . . . , tm; u1, . . . , um)
=
∑
n0
∑
λ,µ	n
mλµSλ(t1, . . . , tm)Sµ(u1, . . . , um).
Every irreducible polynomial GLm × GLm-module W(λ) ⊗ W(µ) is generated
by an element w(y1, . . . , ym; z1, . . . , zm) of degree λi in yi and µj in zj , i, j =
1, . . . , m. The element w is unique up to a multiplicative constant and is called the
highest weight vector of the module. It has the form wλ ⊗ wµ ∈ W(λ) ⊗ W(µ),
where wλ ∈ W(λ) and wµ ∈ W(µ) are the highest weight vectors in the correspond-
ing factors of the tensor product; see e.g. [6, Chapter 12] for the explicit form of wλ
and wµ.
One can introduce identities for other bilinear mappings in the same way as above.
We shall need the following. Let V and W be vector spaces and let R be an algebra.
Consider a bilinear mapping
ψ(–, –) : V ⊗ W → R.
The free object which serves as a source for the identities of ψ is the free associative
algebra
F = K〈(yi, zj ) | i, j = 1, 2, . . .〉,
where {ηij = (yi, zj ) | i, j = 1, 2, . . .} may be considered as noncommuting vari-
ables and (–, –) : KY ⊗ KZ →∑K · ηij is the associated bilinear mapping (where
Y = {y1, y2, . . .} and Z = {z1, z2, . . .}). The element ofF
f (y1, . . . , yp; z1, . . . , zq) =
∑
βij (yi1 , zj1) · · · (yin , zjn), βij ∈ K,
is an identity for the mapping ψ if
f (v1, . . . , vp;w1, . . . , wq) =
∑
βij (vi1 , wj1) · · · (vin , wjn) = 0
for all v1, . . . , vp ∈ V and w1, . . . , wq ∈ W . Clearly, the setT(ψ) of all identities
of ψ is an ideal ofF, the factor algebra
F(ψ) =F/T(ψ)
is the relatively free algebra and we may consider the action of the groups Sn × Sn
and GLm × GLm on the corresponding subspaces ofF.
We shall be also interested in the elementary gradings of matrices and their graded
polynomial identities. Let G be an arbitrary group. A G-grading of an algebra R is a
vector space decomposition R =⊕g∈G Rg such that RgRh ⊆ Rgh for any g, h ∈ G.
The subspace Rg is called the homogeneous component of degree g and its nonzero
elements are called homogeneous of degree g. If e is the identity element of G, then
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Re is called the identity (or neutral) component of R. Let g = (g1, . . . , gr ) be an
r-tuple of elements of G. If any matrix unit eij ∈ Mr(K) is homogeneous of degree
g = g−1i gj , then the induced G-grading is called elementary. In this case the G-
graded algebra Mr(K) is isomorphic, as a graded algebra, to the graded algebra of
endomorphisms of a G-graded vector space V =⊕g∈G Vg with basis v1, . . . , vr
such that deg(vj ) = gj , j = 1, . . . , r . In this paper we consider an elementary G-
grading of Mr(K), for an arbitrary group G, induced by the r-tuple (g, . . . , g, h),
where g, h ∈ G are such that (g−1h)2 /= e. In this case the corresponding graded
vector space is V = Vr−1 ⊕ V1, where dimVr−1 = r − 1, dim V1 = 1 and Vr−1,
V1 are the homogeneous components of V of degree g and h, respectively. The
homogeneous components of Mr(K) are
(Mr(K))e =
(
Mr−1(K) 0
0 K
)
,
(Mr(K))h−1g =
(
0 0
M1×(r−1)(K) 0
)
,
(Mr(K))g−1h =
(
0 M(r−1)×1(K)
0 0
)
.
The G-algebra Mr(K) satisfies the identities xk = 0 for all k ∈ G, k /= e, g−1h,
h−1g. Hence it is sufficient to consider only three kinds of generators of the free
graded algebra, namely
xi,e, xi,h−1g, xi,g−1h, i = 1, 2, . . .
Finally, we need the following identity of symmetric functions in two sets of
commuting variables {t1, . . . , tm} and {u1, . . . , um} (see [7, Chapter 1]):
m∏
i,j=1
1
1 − tiuj =
∑
Sλ(t1, . . . , tm)Sλ(u1, . . . , um), (2.1)
where the summation is taken over all partitions λ = (λ1, . . . , λm).
3. Identities of bilinear forms
In this section we shall find a basis for the identities of an arbitrary bilinear form
φ : V ⊗ W → K in terms of the rank of φ. We keep the notations of the previous
section. The description of the free object F in the language of the representation
theory of groups is given in the following proposition.
Proposition 3.1. Let F be the polynomial algebra on the commuting variables
〈yi, zj 〉, i, j = 1, 2, . . . , and let P2n be the subset of F consisting of all multilinear
elements of degree 2n in the variables y1, . . . , yn; z1, . . . , zn. Then the character of
the Sn × Sn-module P2n is
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χ2n =
∑
λ	n
χλ ⊗ χλ.
The highest weight vector of the GLm × GLm-submodule W(λ) ⊗ W(λ) of Fm is
equal to the product
wλ(y1, . . . , ym; z1, . . . , zm) =
k∏
i=1
wpi (y1, . . . , ypi ; z1, . . . , zpi ),
where p1, . . . , pk are the lengths of the columns of the diagram related to the parti-
tion λ and
wp =
∑
σ∈Sp
(sign σ)〈yσ(1), z1〉 · · · 〈yσ(p), zp〉.
Proof. The Hilbert series of the polynomial algebra generated by p variables x1, . . . ,
xp, where xi is associated with the “degree variable” ξi , is
H(K[x1, . . . , xp], ξ1, . . . , ξp) =
p∏
i=1
1
1 − ξi .
Hence the Hilbert series of the polynomial algebra Fm generated by the m2 “vari-
ables” xij = 〈yi, zj 〉, associated with the “degree variables” ξij = tiuj , is
H(Fm, t1, . . . , tm; u1, . . . , um) =
m∏
i,j=1
1
1 − tiuj
=
∑
Sλ(t1, . . . , tm)Sλ(u1, . . . , um),
by (2.1). Since the GLm × GLm-module structure of Fm is completely determined
by its Hilbert series, we obtain that
Fm ∼=
∑
W(λ) ⊗ W(λ),
where the sum is on all partitions λ in not more than m parts. Using the correspon-
dence between the GLm × GLm-module structure of Fm and the Sn × Sn-character
of the multilinear elements of degree 2n, we obtain that
χ2n =
∑
λ	n
χλ ⊗ χλ.
As in [6, Chapter 12], the element
w′p =
∑
σ∈Sp
∑
τ∈Sp
(sign σ)(sign τ)〈yσ(1), zτ(1)〉 · · · 〈yσ(p), zτ(p)〉,
if nonzero, is a highest weight vector of the submodule W(1p) ⊗ W(1p) of Fm.
Since
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w′p = p!wp = p!
∑
σ∈Sp
(sign σ)〈yσ(1), z1〉 · · · 〈yσ(p), zp〉 /= 0
in Fm, we obtain that the product
wλ(y1, . . . , ym; z1, . . . , zm) =
k∏
i=1
wpi (y1, . . . , ypi ; z1, . . . , zpi ),
where p1, . . . , pk are the lengths of the columns of the diagram related to the parti-
tion λ, is a highest weight vector of the unique submodule W(λ) ⊗ W(λ) of Fm. 
Doubilet et al. [5] prove the straightening formula which gives that the polynomial
algebra F on the commuting variables 〈yi, zj 〉, i, j = 1, 2, . . . , has a basis which can
be indexed by double standard tableaux. Since the Sn × Sn-character χ2n is deter-
mined by the GLm × GLm-structure of Fm, the result in [5] implies our Proposition
3.1. Although our proof depends essentially on the characteristic, it has the advantage
that we use only classical results of representation theory of the general linear group
and the combinatorial formula (2.1). On the other hand, with some additional work,
our approach based on (2.1) implies a new proof of the straightening formula in [5].
The following theorem describes the identities of a bilinear form, in terms of the
rank of the form.
Theorem 3.2. Let V and W be finite dimensional vector spaces and let φ : V ⊗
W → K be a bilinear form of rank r . The identities of φ follow from the identity
wr+1 =
∑
σ∈Sr+1
(sign σ)〈yσ(1), z1〉 · · · 〈yσ(r+1), zr+1〉 = 0.
Proof. Since the rank of φ is equal to r , we may find suitable bases {e1, . . . , ep} of
V and {f1, . . . , fq} of W such that
φ(ei, fj ) = 〈ei, fj 〉 = εiδij ,
where δij is the Kronecker symbol and εi = 1 for i = 1, . . . , r , and εi = 0 for i =
r + 1, . . . , p. Obviously, wr+1 = 0 is an identity for the form φ and all identi-
ties wk = 0 are consequences of wr+1 = 0 for k  r + 1. Hence, by Proposition
3.1, if λr+1 /= 0, then wλ belongs to the ideal of identities T (φ) and the relatively
free algebra Fm(φ), as a GLm × GLm-module is isomorphic to a submodule of∑
W(λ1, . . . , λr ) ⊗ W(λ1, . . . , λr ). In order to complete the proof, it is sufficient
to show that for m  r , the highest weight vectors wλ are not equal to 0 in Fm(φ)
for all λ = (λ1, . . . , λr ). Clearly, for k  r ,
wk(e1, . . . , ek; f1, . . . , fk) =
∑
σ∈Sk
(sign σ)〈eσ(1), f1〉 · · · 〈eσ(k), fk〉 = 1
and wλ(e1, . . . , ek; f1, . . . , fk) = 1 /= 0. 
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Theorem 3.2 is equivalent to the second fundamental theorem of invariant theory
of GLr(K) (see [3]), but our proof does not use the straightening formula of Doubilet
et al. [5].
Corollary 3.3. If V and W are infinite dimensional vector spaces and the bilinear
form φ : V ⊗ W → K is not degenerate, then φ does not satisfy any identity.
Proof. By Proposition 3.1, if φ satisfies a nontrivial identity, then it satisfies also
some wλ = 0. Let λ = (λ1, . . . , λr ). Since the form φ is not degenerate, we may
choose subspaces V ′ ⊂ V and W ′ ⊂ W such that the restriction of φ on V ′ ⊗ W ′ is
of rank r . By Theorem 3.2, wλ does not vanish on V ′ ⊗ W ′ which is a contradiction.
Hence φ does not satisfy a nontrivial identity. 
4. Bilinear mappings to matrix algebras
Let V be an r-dimensional vector space with basis {e1, . . . , er } and let V ∗ be
the dual space of V with basis {e∗1, . . . , e∗r } such that the linear forms e∗j are de-
fined by e∗j (ei) = δij , where δij is the Kronecker symbol. There is a natural mapping
ψ : V ⊗ V ∗ → Mr(K) defined by
ψ(ei, e
∗
j ) = (ei, e∗j ) = eij , i, j = 1, . . . , r.
The main purpose of this section is to give a basis for the identities of the mapping
ψ . We shall keep the notation of Section 2. In particular, we shall work in the algebra
F, the free associative algebra with free generators (yi, zj ), i, j = 1, 2, . . .
Lemma 4.1. The natural mapping ψ : V ⊗ V ∗ → Mr(K) satisfies the identities
(y1, z1)(y2, z2)(y3, z3) = (y1, z2)(y3, z1)(y2, z3), (4.1)∑
σ∈Sr+1
(sign σ)(yσ(1), z1)(yσ(2), z2) · · · (yσ(r+1), zr+1) = 0, (4.2)
∑
τ∈Sr+1
(sign τ)(y1, zτ(1))(y2, zτ(2)) · · · (yr+1, zτ(r+1)) = 0. (4.3)
Proof. Since the identities (4.1)–(4.3) are multilinear, it is sufficient to evaluate
them on the basis elements of V and V ∗. The identity (4.1) expresses the fact that
the canonical bilinear form 〈–, –〉 : V ∗ ⊗ V → K satisfies the commutative law: If
v1, v2, v3 ∈ V , w1, w2, w3 ∈ V ∗, then
〈w1, v2〉〈w2, v3〉 = 〈w2, v3〉〈w1, v2〉
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and this implies that
(v1, w1)(v2, w2)(v3, w3) = (v1, 〈w1, v2〉〈w2, v3〉w3)
= (v1, 〈w2, v3〉〈w1, v2〉w3)
= (v1, w2)(v3, w1)(v2, w3).
For the formal proof of (4.1), let vp = eip , wq = e∗jq , p, q = 1, 2, 3. Then
(v1, w1)(v2, w2)(v3, w3) = ei1j1ei2j2ei3j3 = ei1j3
if j1 = i2, j2 = i3 and (v1, w1)(v2, w2)(v3, w3) = 0 otherwise. Similarly,
(v1, w2)(v3, w1)(v2, w3) = ei1j2ei3j1ei2j3 = ei1j3
if j2 = i3, j1 = i2 and (v1, w2)(v3, w1)(v2, w3) = 0 otherwise. In both the cases
(v1, w1)(v2, w2)(v3, w3) = (v1, w2)(v3, w1)(v2, w3)
which gives (4.1). The Eqs. (4.2) and (4.3) follow from the fact that dim V =
dim V ∗ = r and are consequences of the skew-symmetry of the corresponding poly-
nomials. 
Lemma 4.2. Modulo the identity (4.1) every element ofFr is a linear combination
of the products
(yi1 , zj1)(yi2 , zj2) · · · (yin−1 , zjn−1)(yin , zjn), (4.4)
where ip, jq = 1, . . . , r, j1  j2  · · ·  jn−1,and if jq = jq+1 for someq = 1, . . . ,
n − 2, then iq+1  iq+2. The elements (4.4) are linearly independent modulo the
identities of the natural mapping ψ : V ⊗ V ∗ → Mr(K).
Proof. The first statement of the lemma is obvious because (4.1) allows to change
the places of the pairs {zjq , yiq+1} and {zjq+1 , yiq+2} in (yi1 , zj1) · · · (yin , zjn). Hence
we may assume that j1  j2  · · ·  jn−1 and, if jq = jq+1, we may arrange iq+1 
iq+2. For the proof of the second statement, we shall replace the variables yi and zj ,
i, j = 1, . . . , r , respectively, by the “generic” elements
vi = ω1ie1 + · · · + ωrier ,
where ωpi , i, p = 1, . . . , r , are commuting variables, and by the elements e∗j . Let
f (y1, . . . , yr ; z1, . . . , zr )
=
∑
i,j
αij (yi1 , zj1)(yi2 , zj2) · · · (yin−1 , zjn−1)(yin , zjn)
be a linear combination of elements of the form (4.4), where αij ∈ K depends on the
indices (i1, i2, . . . , in) and (j1, . . . , jn−1, jn) and let f (v1, . . . , vr ;w1, . . . , wr) =
0. Direct calculations show that
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f (v1, . . . , vr ;w1, . . . , wr) =
r∑
p=1
∑
i,j
αijωpi1ωj1i2ωj2i3 · · ·ωjn−1inepjn = 0.
(4.5)
Let us denote
f
(p)
i1jn
=
∑
i,j
αijωpi1ωj1i2ωj2i3 · · ·ωjn−1in ,
where the sum is on all n-tuples (i1, i2, . . . , in) and (j1, . . . , jn−1, jn) with fixed i1
and jn. Then (4.5) has the form
f (v1, . . . , vr ;w1, . . . , wr) =
r∑
p=1
r∑
jn=1
( r∑
i1=1
ωpi1f
(p)
i1jn
)
epjn = 0. (4.6)
Comparing the entries in the matrix equation (4.6) we obtain that
r∑
i1=1
ωpi1f
(p)
i1jn
= 0, p = 1, . . . , r.
Viewing these r equalities as a linear homogeneous system with unknowns f (p)i1jn ,
i1 = 1, . . . , r , and bearing in mind that the entries of its matrix

ω11 ω12 · · · ω1r
ω21 ω22 · · · ω2r
...
...
.
.
.
...
ωr1 ωr2 · · · ωrr


are algebraically independent commuting variables, we obtain that the determinant
of the matrix is different from zero and the only solution of the system is f (p)i1jn =
0, p = 1, . . . , r . Hence all coefficients αij of f (y1, . . . , yr ; z1, . . . , zr ) are equal
to 0. 
The following theorem describes the identities of the natural mapping V ⊗ V ∗ →
Mr(K).
Theorem 4.3. Let dimV = r . The identities (4.1)–(4.3) form a basis for the iden-
tities of the natural mapping ψ : V ⊗ V ∗ → Mr(K).
Proof. Let T be the ideal of identities of the algebra F generated by the polyno-
mials
(y1, z1)(y2, z2)(y3, z3) − (y1, z2)(y3, z1)(y2, z3),∑
σ∈Sr+1
(sign σ)(yσ(1), z1)(yσ(2), z2) · · · (yσ(r+1), zr+1),
∑
τ∈Sr+1
(sign τ)(y1, zτ(1))(y2, zτ(2)) · · · (yr+1, zτ(r+1)),
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corresponding to the identities (4.1)–(4.3), and let F/T and Fm/(Fm ∩T) be
the corresponding relatively free algebras of infinite rank and rank m, respectively.
Since, by Lemma 4.1, the natural mapping ψ : V ⊗ V ∗ → Mr(K) satisfies the iden-
tities (4.1)–(4.3), we obtain that the relatively free algebraF(ψ) is a homomorphic
image of F/T and the 2nth cocharacter of T(ψ) is a subcharacter of the 2nth
cocharacter ofT. Let the 2nth cocharacters ofT andT(ψ) be respectively
χ2n(T) =
∑
λ,µ	n
mλµχλ ⊗ χµ,
χ2n(T(ψ)) =
∑
λ,µ	n
nλµχλ ⊗ χµ,
where nλµ  mλµ for all pairs of partitions λ and µ of n. The translation of these
decompositions into the language of GLm × GLm-modules is that
Fm/(Fm ∩T) =
∑
n0
∑
λ,µ	n
mλµW(λ) ⊗ W(µ), (4.7)
Fm(ψ) =
∑
n0
∑
λ,µ	n
nλµW(λ) ⊗ W(µ). (4.8)
Let W(λ) ⊗ W(µ) be a submodule of Fm/(Fm ∩T) which vanishes in Fm(ψ)
and let the element w(y1, . . . , yp; z1, . . . , zq) be its highest weight vector, where
λ = (λ1, . . . , λp), µ = (µ1, . . . , µq) (and m is sufficiently large, e.g. m  p, q).
Hence w(y1, . . . , yp; z1, . . . , zq) = 0 is an identity for ψ . If p, q  r , this is im-
possible because Lemma 4.2 gives that all identities in r variables for ψ follow
from (4.1)–(4.3) and hence belong to T. In this way, the multiplicities mλµ and
nλµ are equal if p, q  r . So, we may assume that p > r and λr+1 > 0 or q > r
and µr+1 > 0. First, let p > r and let us write explicitly the highest weight vector
w(y1, . . . , yp; z1, . . . , zq), as prescribed in [6, Chapter 12]. It is a linear combination
of the alternating sums∑
π∈Sp
(sign π)(ya1 , zb1) · · · (yak , zbk )(yπ(1), zj1)(yak+1 , zbk+1) · · ·
× (yal , zbl )(yπ(2), zj2) · · · (yπ(p), zjp ) · · · (yas , zbs ), (4.9)
where the p elements (yπ(i), zji ) are separated by products of some (yat , zbt ). Since
dim V = r < p, we obtain that all sums (4.9) vanish on the pair V ⊗ V ∗ and this
means that nλµ = 0. Now, we shall work modulo the identities (4.1)–(4.3). If the sum
(4.9) starts with ya1 , we may use (4.1) and rearrange ya2 , . . . , yas , yπ(1), . . . , yπ(p)
and to present (4.9) in the form∑
π∈Sp
(signπ)(ya1 , zc1)(yπ(1), zd1) · · · (yπ(p), zdp )(ya2 , zc2) · · · (yas , zcs ),
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for some indices c1, . . . , cs, d1, . . . , dp, and this is 0 by (4.2). If the sum (4.9) starts
with yπ(1), then again (4.1) gives that (4.9) is of the form∑
π∈Sp
(signπ)(yπ(1), zd1) · · · (yπ(p), zdp )(ya1 , zc1) · · · (yas , zcs ),
and we use (4.2). In both the cases w(y1, . . . , yp; z1, . . . , zq) = 0 inFm/(Fm ∩T)
and we derive that mλµ = 0. The case q > r is similar. The skew-symmetry argu-
ments and dim V ∗ = r < q give that the highest weight vector w is equal to 0 in
Fm(ψ) and we use (4.1) and (4.3) to show that w = 0 in Fm/(Fm ∩T). As a
result, in (4.7) and (4.8) the multiplicities mλµ and nλµ are the same if p, q  r
and both are equal to 0 if λr+1 /= 0 or µr+1 /= 0. Hence the cocharacter sequences
of T and T(ψ) are equal and this means that all identities of the mapping ψ are
consequences of (4.1)–(4.3). 
Remark 4.4. The statement of Theorem 4.3 is a translation of Theorem 3.2 in terms
of the mapping ψ : V ⊗ V ∗ → Mr(K). Although inspired by Theorem 3.2, our
proof does not use it. It is interesting to show that Theorem 4.3 is a straightforward
consequence of Theorem 3.2. A possible way is to use a standard trick from the the-
ory of trace identities. Namely, the polynomial f (x1, . . . , xn) from the free algebra
K〈X〉 is a polynomial identity for Mr(K) if and only if tr(f (x1, . . . , xn)xn+1) = 0
is a trace identity. It is easy to see that for any v1, v2, . . . , vn ∈ V and w1, . . . ,
wn ∈ V ∗,
tr(ψ(v1, w1)ψ(v2, w2) · · ·ψ(vn,wn))
= tr(ψ(v2, w1)) tr(ψ(v3, w2)) · · · tr(ψ(vn,wn−1)) tr(ψ(v1, wn))
= 〈w1, v2〉〈w2, v3〉 · · · 〈wn−1, vn〉〈wn, v1〉.
It seems possible to use this relation and to derive directly Theorem 4.3 from Theo-
rem 3.2.
5. Graded polynomial identities of matrices
In this section we shall fix the elementary G-grading of the r × r matrix algebra
with homogeneous components
(Mr(K))e =
(
Mr−1(K) 0
0 K
)
,
(Mr(K))h−1g =
(
0 0
M1×(r−1)(K) 0
)
,
(Mr(K))g−1h =
(
0 M(r−1)×1(K)
0 0
)
,
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where G is an arbitrary group and g, h ∈ G are such that (g−1h)2 /= e. Our pur-
pose is the complete description of the G-graded polynomial identities of Mr(K)
depending only on the two kinds of variables ti = xi,h−1g and ui = xi,g−1h.
Lemma 5.1. In the above notation, the r × r matrix algebra Mr(K) satisfies the
graded identities
t1t2 = 0, u1u2 = 0, (5.1)
(t1u1)(t2u2) = (t2u2)(t1u1), (5.2)∑
σ∈Sr
(sign σ)(uσ(1)t1) · · · (uσ(r−1)tr−1)uσ(r) = 0, (5.3)
∑
τ∈Sr
(sign τ)(tτ(1)u1) · · · (tτ(r−1)ur−1)tτ(r) = 0. (5.4)
Proof. Obviously, ((Mr(K))h−1g)2 = ((Mr(K))g−1h)2 = 0 which gives (5.1). The
identity (5.2) follows from the fact that (Mr(K))h−1g(Mr(K))g−1h = Kerr ∼=K and
the field K satisfies the commutative law. The identities (5.3) and (5.4) express the
fact that dim(Mr(K))g−1h = dim(Mr(K))h−1g = r − 1. 
There are natural isomorphisms θ between the vector space V with basis {e1, . . . ,
er−1} and the homogeneous component (Mr(K))g−1h = Ke1r + Ke2r + · · · +
Ker−1,r and θ∗ between the dual space V ∗ of V with basis {e∗1, . . . , e∗r−1} and
(Mr(K))h−1g = Ker1 + Ker2 + · · · + Ker,r−1 defined by
θ(ei) = eir , θ∗(e∗i ) = eri , i = 1, . . . , r − 1. (5.5)
Clearly, these isomorphisms agree with the natural mappings φ : V ∗ ⊗ V → K and
ψ : V ⊗ V ∗ → Mr−1(K) considered in Sections 3 and 4 in the following sense. If
we identify (Mr(K))e with Mr−1(K) ⊕ K , then, with respect to the usual multipli-
cation of Mr(K),
φ(v∗ ⊗ w) = θ∗(v∗)θ(w), ψ(w ⊗ v∗) = θ(w)θ∗(v∗), v∗ ∈ V ∗, w ∈ V.
(5.6)
We shall use this property of θ and θ∗ and shall apply the results of Sections 3 and 4
to the graded identities of Mr(K).
Lemma 5.2. The following elements depending on the 2(r − 1) variables t1, . . . ,
tr−1, u1, . . . , ur−1 only
w11 = (uj1 ti1) · · · (ujn tin), w22 = (ti1uj1) · · · (tinujn),
w12 = uj0(ti1uj1) · · · (tinujn), w21 = (ti1uj1) · · · (tinujn)tin+1 ,
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is , js = 1, . . . , r − 1, are linearly independent modulo the graded polynomial iden-
tities of Mr(K).
Proof. Since the evaluations of w11, w22, w12, w21 on Mr(K) belong respectively
to the subspaces of block matrices(
Mr−1(K) 0
0 0
)
,
(
0 0
0 K
)
,
(
0 M(r−1)×1(K)
0 0
)
,(
0 0
M1×(r−1)(K) 0
)
,
we obtain that all monomials w11, w22, w12, w21 are linearly independent modulo
the graded identities of Mr(K) if and only if the monomials of each group are lin-
early independent. Since t1w12 and w21u1 are of the form w11, it is sufficient to show
that the monomials of the form w11 are linearly independent. We may consider the
multiplication (Mr(K))g−1h · (Mr(K))h−1g as a bilinear mapping (Mr(K))g−1h ⊗
(Mr(K))h−1g → Mr−1(K). In this way, by (5.6), the vector space isomorphisms θ
and θ∗ from (5.5) induce an isomorphism V ⊗ V ∗ ∼= (Mr(K))g−1h ⊗ (Mr(K))h−1g
which preserves the bilinear mappings V ⊗ V ∗ → Mr−1(K) and
(Mr(K))h−1g ⊗ (Mr(K))g−1h →
(
Mr−1(K) 0
0 0
)
.
Now the proof follows from the second part of Lemma 4.2. 
Theorem 5.3. Let G be any group, let g, h ∈ G be such that (g−1h)2 /= e and let
the r × r matrix algebra Mr(K) be equipped with the elementary grading induced
by the r-tuple (g, . . . , g, h). The G-graded polynomial identities of Mr(K) which
depend on the variables ti = xi,h−1g and ui = xi,g−1h only are consequences of the
graded identities (5.1)–(5.4).
Proof. We shall work in the factor algebra of the free G-graded algebra
K
〈
xi,e, xi,h−1g, xi,g−1h | i = 1, 2, . . .
〉
modulo the G-graded identities (5.1)–(5.4). We shall consider the subalgebras F(T ,
U) and Fm(T ,U) of this factor algebra generated respectively by the sets of variables{
ti = xi,h−1g, ui = xi,g−1h | i = 1, 2, . . .
}
, {ti , ui | i = 1, . . . , m}.
Let us assume that Mr(K) satisfies some graded identity
f (t1, . . . , tp; u1, . . . , uq) = 0 (5.7)
which does not follow from (5.1)–(5.4), and hence f /= 0 in F(T ,U). We may as-
sume that f is homogeneous in each variable. By (5.1), we may assume that the
monomials of f in (5.7) do not contain products ti1 ti2 and uj1uj2 of two consecutive
variables of the same grading. Hence f = f11 + f12 + f21 + f22, where
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f11 =
∑
αij (uj1 ti1) · · · (ujn tin), αij ∈ K,
f22 =
∑
βij (ti1uj1) · · · (tinujn), βij ∈ K,
f12 =
∑
γijuj0(ti1uj1) · · · (tinujn), γij ∈ K,
f21 =
∑
δij (ti1uj1) · · · (tinujn)tin+1 , δij ∈ K.
As in the proof of Lemma 5.2, the evaluations of f11, f22, f12, f21 on Mr(K) belong
to different blocks of Mr(K), and since f = 0 is a graded identity for Mr(K), we
obtain that all components fij = 0 are also graded identities. We shall repeat the
main steps of the proof of Theorem 4.3. We fix an integer m  p, q. Without loss
of generality we may assume that each fij ∈ Fm(T ,U) is a highest weight vec-
tor and generates an irreducible GLm × GLm-module isomorphic to W(λ) ⊗ W(µ)
where λ = (λ1, . . . , λp) and µ = (µ1, . . . , µq) depend on the indices i, j . The case
p, q  r − 1 is impossible because implies that, in the notation of Lemma 5.2, some
elements of the form wij are linearly dependent in Fr−1(T , U), and hence modu-
lo the graded identities of Mr(K). This contradicts Lemma 5.2. Hence λr /= 0 or
µr /= 0. First, let λr /= 0. Hence fij is a linear combination of alternating sums∑
π∈Sp
(sign π)f0(tπ(1)uj1)f1(tπ(2)uj2)f2 · · · fp−2(tπ(p−1)ujp−1)fp−1tπ(p)fp,
(5.8)
where p  r and all f1, . . . , fp−1 are products of some tiuj . Using the identity (5.2),
we bring (5.8) to the form
f0f1 · · · fp−1
( ∑
π∈Sp
(sign π)(tπ(1)uj1)(tπ(2)uj2) · · · (tπ(p−1)ujp−1)tπ(p)
)
fp,
which is equal to zero modulo (5.4). Similarly, if µr /= 0, then fij is a linear combi-
nation of sums of the form∑
ρ∈Sq
(sign ρ)f0uρ(1)f1(ti2uρ(2))f2 · · · fq−1(tiq uρ(q))fq, (5.9)
where q  r and f1, . . . , fq−1 are products of ti , uj . Using again (5.2), we present
(5.9) in the form
f0
( ∑
ρ∈Sq
(sign ρ)uρ(1)(ti2uρ(2)) · · · (tiq uρ(q))
)
f1 · · · fq−1fq,
which vanishes modulo (5.3). In all the cases the polynomial f is identically zero in
F(T ,U) which is a contradiction. Hence all graded identities of Mr(K) depending
only on the variables ti , uj , i, j = 1, 2, . . . , are consequences of (5.1)–(5.4). 
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Remark 5.4. The fact that the components f11 and f22 in the proof of Theorem 5.3
are identically zero in F(T ,U) follows also directly from Theorems 3.2 and 4.3. For
the proof, let f22 = 0 be a graded identity for Mr(K). Considering the multiplication
(Mr(K))h−1g · (Mr(K))g−1h as a bilinear form (Mr(K))h−1g ⊗ (Mr(K))g−1h → K ,
the natural isomorphism V ∗ ⊗ V ∼= (Mr(K))h−1g ⊗ (Mr(K))g−1h preserves the bi-
linear forms. Since the form (Mr(K))h−1g ⊗ (Mr(K))g−1h → K satisfies the com-
mutative law (5.2), we obtain that
g22 =
∑
βij 〈yi1 , zj1〉 · · · 〈yin, zjn〉 = 0
is an identity for the bilinear mapping V ∗ ⊗ V → K . By Theorem 3.2 the polyno-
mial g22 belongs to the ideal of K[〈yi, zj 〉 | i, j = 1, 2, . . .] generated by all poly-
nomials∑
σ∈Sr
(sign σ)〈yσ(p1), zq1〉 · · · 〈yσ(pr ), zqr 〉,
where the symmetric group Sr acts on the set {p1, . . . , pr }. Hence f22 belongs to the
ideal generated by∑
σ∈Sr
(sign σ)(tσ (p1)uq1) · · · (tσ (pr )uqr )
in the commutative subalgebra generated by all products tiuj , i, j = 1, 2, . . . , in
the factor algebra of K〈ti , uj | i, j = 1, 2, . . .〉 modulo the identities (5.1) and (5.2).
This implies that f22 = 0 is a consequence of (5.1), (5.2) and (5.4). The consider-
ations for the component f11 are similar. We consider the natural isomorphism V ⊗
V ∗ ∼= (Mr(K))g−1h ⊗ (Mr(K))h−1g which preserves the bilinear mappings V ∗ ⊗
V → Mr−1(K) and
(Mr(K))h−1g ⊗ (Mr(K))g−1h →
(
Mr−1(K) 0
0 0
)
.
The graded identity
(u1t1)(u2t2)(u3t3) = (u1t2)(u3t1)(u2t3)
is a consequence of (5.2) and, by Theorem 4.3, the identity f11 = 0 follows from
(5.2)–(5.4) in the same way as
g11 =
∑
αij (yj1 , zi1) · · · (yjn, zin) = 0
follows from (4.1)–(4.3).
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