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Introduction
Studying the distribution of zeros of orthogonal polynomials is a classical theme that has been addressed in an enormous number of research papers. The sole reason for revisiting this topic here is the crucial role of LegendreGauss-Lobatto (LGL) grids, formed by the zeros of corresponding orthogonal polynomials, for the development of efficient preconditioners for high order finite element and even spectral discretizations of PDEs, see e.g. [4, 5, 2, 3] . In connection with elliptic PDEs, which often possess very smooth solutions and thus render high order methods at least potentially extremely efficient, a key constituent is the fact that interpolation at LGL grids give rise to fully robust (with respect to the polynomial degrees) isomorphisms between high order polynomial spaces and low order finite element spaces on LGL grids. However, unfortunately, one quickly faces some serious obstructions to fully exploiting this remarkable potential of LGL grids when simultaneously trying to exploit the flexibility of Discontinuous Galerkin (DG) schemes, namely locally refined grids and locally varying polynomial degrees. Indeed, as explained in [2] , the essential source of the problems encountered then is the fact that LGL grids are not nested. This affects the choice and analysis of suitable auxiliary spaces, when using the auxiliary space method, see e.g. [8, 12] as preconditioning strategy, as well as the efficient solution of the corresponding auxiliary problems. As a crucial remedy, certain hierarchies of nested dyadic grids have been introduced in [2] which are associated in a certain sense with LGL grids. The term "associated" encapsulates a number of properties of such dyadic grids, some of which have been used and claimed in [2] but will be proved here which is the central objective of this paper.
The layout of the paper is as follows. After collecting, for the convenience of the reader, in Section 2 some classical facts and tools used in the sequel, we formulate in Section 3 the main results of the paper. The first one, Theorem 4, is concerned with the quasi-uniformity of LGL grids as well as with a certain notion of equivalence between LGL grids of different order. This is important for dealing with DG-discretizations involving locally varying polynomial degrees, see [2, 3] . The second one, Theorem 5, concerns certain hierarchies of nested dyadic grids that are associated in a very strong sense with LGL grids. Both theorems play a crucial role for the design and analysis of preconditioners for DG systems. Section 4 is devoted to the proof of Theorem 4. This requires deriving a number of refined properties of LGL grids which to our knowledge cannot be found in the literature. In particular, we need to revisit in Section 4.4 some close relatives namely Chebyshev-Gauss-Lobatto (CGL) nodes since they have explicit formulae that help deriving sharp estimates. The central subject of Section 5 is the generation of dyadic grids associated in a certain way with a given other grid as well as the analysis of the properties of these dyadic grids. In particular, the results obtained in this section lead to a specific hierarchy for which the properties claimed in Theorem 5 are verified.
Throughout the paper we shall employ the following notational convention. By a b we mean that the quantity a can be bounded by a constant multiple of b uniformly in the parameters a and b may depend on. Likewise a b is equivalent to b a and a ≃ b means a b and b a.
Preliminaries and Classical Tools
A central notion in this work concerns grids G induced by zeros of certain orthogonal polynomials, especially, the first derivatives of Legendre polynomials. It will be important though that those are special cases of Ultraspherical or Gegenbauer polynomials whose definition is recalled for the convenience of the reader.
Definition 1 (Ultraspherical or Gegenbauer polynomials, [11, Section 4.7] ) Let the parameters λ > − The following useful properties of ultraspherical polynomials can be found in [11, Chapter 4.7] . For any N ∈ N the ultraspherical polynomials fulfill the symmetry property
and the differentiation rule
holds.
The understanding of these polynomials hinges to a great extent on a fact that will be used several times, namely that the ultraspherical polynomial P 
see, e.g., [11, (4.2.1) ]. By an elementary transformation, based on the product ansatz for the solution y(x) := s(x)u(x), the first order term can be eliminated, see [11, Section 1.8] , so that the transformed ODE
N (x)u = 0 , where φ 1 − x 2 ,
has the solutions u(x) = (1 − x 2 ) (2λ+1)/4 P (λ)
N (x), see [11, (4.7.10) ]. For the convenience of the reader we recall next some standard tools that are used to estimate the zeros of classical orthogonal polynomials and their spacings. 
respectively. One application of the Sturm comparison theorem is the Sturm convexity theorem, where two intervals between zeros of the same function are compared. 
where f : [a, b] → R is continuous and non-increasing. Then the sequence of zeros of y(x) is convex, i.e., for consecutive zeros
We also record the following consequence of a theorem by Markoff, see [11, Theorem 6 .21.1, pp. 121 ff], that
In other words, taking the symmetry (1) into account, we observe that the zeros of the ultraspherical polynomial P We recall next for later purposes the main relations between ultraspherical, Legendre and Chebyshev polynomials from [11, Chapter IV] .
Here we are mainly interested in the Legendre polynomials L N of degree N ∈ N, which are the ultraspherical polynomials L N = P 
N is the first derivative of the Legendre polynomial of degree N . The LGL nodes are sorted in increasing order, i.e., we have ξ
We also define the corresponding LGL angles (η
Our notation deviates from the standard literature on orthogonal polynomials because the LGL nodes are usually enumerated in decreasing order, see for example [11, Chapter VI] . Note that η Figure 2 exemplifies the enumeration scheme used for the LGL points and intervals for odd and even values of N .
LGL grid for odd N.
LGL grid for even N. By the differentiation rule (2) for ultraspherical polynomials, we have in the special case of Legendre polynomials
For the special case of λ = 3 2 , the transformed ODE (4)
has the solution u(
N (x), which has its zeros exactly at the LGL nodes of order N + 1.
By the symmetry relation (1), the LGL nodes are symmetric with respect to the origin, i.e., ξ In what follows all grids under consideration are assumed without further mentioning to be symmetric in this sense.
We close this section with recalling a well-known fact about the monotonicity of LGL grids since this will be used frequently. N (x), which is a solution of the transformed ODE (8) . Since φ N (x) is monotonically decreasing on (−1, 0], by the Sturm Convexity Theorem 2, we have
which is the assertion.
⊓ ⊔
Note that for N = 1 there is only one interval and for N = 2 the two intervals are of same length by symmetry.
Main Results
In this section we present the main results of this paper. As pointed out in the introduction, they are relevant for the development and analysis of robust preconditioners for high order DG-discretizations. These results can be roughly grouped into two parts, namely (A) results on refined properties of LGL grids themselves and (B) results on the relationship between LGL grids and certain families of associated dyadic grids.
For ready use of the subsequent results in the DG context we formulate the results in this section for a generic interval [a, b] . As mentioned before LGL nodes and corresponding grids on such an interval are always understood as affine images of the respective quantities on [−1, 1] using for simplicity the same notation.
To be precise in what follows one should distinguish between a grid and a partition or mesh induced by a grid. In general, a grid G in [a, b] is always viewed as an ordered set {x j } N j=0 of strictly increasing points x j -the nodes, with x 0 = a and x N = b, which induces a corresponding partition P(G) formed by the closed intervals
The length x j+1 − x j of ∆ j is denoted by |∆ j |. Conversely, a partition P of [a, b] into consecutive intervals induces an ordered grid G(P) formed by the endpoints of the intervals.
Definition 3 (Quasi-uniformity) A family of grids {G N } N ∈N is called locally quasi-uniform if there exists a constant C g such that
The next notion concerns a certain comparability of two grids.
Definition 4 (Local uniform equivalence) Given two constants 0 < A ≤ B, the grid G is said to be locally (A, B)-uniformly equivalent to the grid G ′ if the following condition holds:
3.1 Legendre-Gauss-Lobatto grids
The main result concerning LGL grids reads as follows.
Theorem 4 (i) The family of LGL grids {G
LGL N } N ∈N , is locally quasi-uniform and the constant C g = C
LGL g in (9) satisfies
(ii) Assume that M, N ∈ N with c N ≤ M ≤ N for some fixed constant c > 0. Then, the LGL grid G
LGL M is locally (A, B)-uniformly equivalent to the grid G
LGL N , with A and B depending on c but not on M and N .
The fact (i) that LGL grids are quasi-uniform seems to be folklore. Since we could not find a suitable reference we restate this fact here as a convenient reference for [2] and include later a proof with a concrete bound for the constant C g . Claim (ii) is essential for establishing optimality of preconditioners for high order DG discretization with varying polynomial degrees, see [2] . 
We have verified numerically that property StrN holds for LGL grids up to orderN = 2000. This supports the following conjecture.
Conjecture 1 The family of LGL grids {G
LGL N } N ∈N has property StrN for all N ∈ N. LGL N with its stretched version.
Associated dyadic grids
LGL grids are unfortunately not nested, i.e., an interval in P(G LGL N ) cannot be written as the union of intervals in P(G LGL N +1 ) which is a severe impediment on the use of LGL grids in the context of preconditioning. Hierarchies of nested grids are conveniently obtained by successive dyadic splits of intervals. More precisely, a single split, i.e., replacing an interval I in a given grid by the two intervals I ′ , I ′′ obtained by subdividing I at its midpoint, gives rise to a refinement of the current grid. Hence successive refinements of some initial interval give rise to a sequence of nested grids. We shall see next that that one can associate in a very strong sense with any LGL grid G
LGL N a dyadic grid D N that inherits relevant features from G
LGL N while in addition the family {D N } N ∈N is nested.
Moreover, when using the associated dyadic grids in the context of the Auxiliary Space Method (see [8, 12, 2] ) for preconditioning the systems arising form DG-discretizations, one may obtain meshes with hanging nodes. It then turns out that it is important that the dyadic grids are "closed under stretching" in the following sense. For the application of the above results in the context of preconditioning [2] quantitative refinement of Theorem 5 (ii) is important. We call a dyadic grid D graded if any two adjacent intervals I, I
′ in P(D) satisfy |I|/|I ′ | ∈ {1/2, 1, 2}, i.e., they differ in generation by at most one. 
Proof of Theorem 4
In this section we proceed establishing further quantitative facts about LGL grids needed for the proof of Theorem 4. We address first interrelations of LGL nodes within a single grid G
LGL N of arbitrary order N . We begin recalling the following estimates on LGL angles which can be found, for instance, in [5] and [10] 
The lower bound follows from (7) and the fact that the ultraspherical polynomial P Note that the lower bound obtained from (7) is sharper than the lower estimate in [10, Lemma 1].
Legendre-Gauss-Lobatto intervals and their spacings
Next we consider the spacings between two subsequent LGL nodes. To this end, in the following, we will repeatedly make use of the following elementary estimates: for any x ∈ [0,
(13) Moreover, we shall use the prostapheresis trigonometric identity
Note that for x, y ∈ [0, 
. (15) For N ≥ 3 the length of the boundary interval ∆ N 0 can be estimated by
Moreover, if N is odd and N ≥ 3, we get
whereas if N is even and N ≥ 4, we have
Proof From (12) for N ≥ 5 and 1
2 − 1 we can derive the upper estimate
.
Analogously, we have in the same case as lower estimate
In the special case of the boundary interval
Therefore we obtain
If N is odd ( Figure 2 (a). We estimate its length by
If N is even (
and N ≥ 4, the center of the interval is a LGL node, i.e., we have η ). This can be estimated by 
Quasi-uniformity of Legendre-Gauss-Lobatto grids
In this subsection we present the proof of Theorem 4 (i), i.e., we show that two consecutive LGL intervals differ in length at maximum by a constant factor independent of N .
Property 2 (Quasi-uniformity of LGL grids) The LGL grids G
LGL
where the constant C g = C 
For the quotient including the boundary interval ∆ N 0 , we have
and N ≥ 4, we can estimate the quotient from above by
because the very but last term is monotonically decreasing for N ≥ 4. From below we can estimate the quotient by
On the other hand, if N is odd (
2 ) and N ≥ 3, we can estimate the quotient from above by
because the very but last term is monotonically decreasing for N ≥ 3. For the estimate from below we have
Overall, we have the desired estimate for C g given by (11), as claimed. ⊓ ⊔ For later purposes it is important to have as tight a bound for C g as possible and the one derived above will not quite be sufficient. The remainder of this section is devoted to a discussion of possible quantitative improvements and related conjectures.
Definition 7
We say that the family of LGL grids {G
LGL N } N ∈N has property MQN for someN ∈ N, if the quotients
for N <N , i.e., the quotients increase monotonically in N for each fixed k ∈ {1, . . . , ⌊N/2⌋},
, i.e., the quotients decrease monotonically in k ∈ {1, . . . ,
} for any fixed N ≤N .
In the present context property (i) is only relevant for k = 1, 2. The following observations are immediate and recorded for later use.
Remark 5 Assume that property MQN holds for someN ∈ N. Then, the value of the (smallest) constant C
LGL g in (9) for the family of LGL grids {G
LGL N } N ≤N is qN 1 . Moreover, when omitting the outermost intervals, the constantC g satisfyingC 
Numerical evidence supports the following
Conjecture 2 The LGL grids G
LGL N have property MQN for allN ∈ N.
In order to determine a constant C
LGL g that holds for all N ∈ N, one can exploit the well known fact that the asymptotic behavior of the LGL nodes can be expressed by means of the zeros of the Bessel function J 1 . The first nonnegative zeros of the Bessel function J 1 (x) are given in Table 1 .
The
N −1 (x), which is a solution of equation (8). The affine mapping N −1 (cx − δ) = 0. To complete the proof using the Sturm Comparison Theorem 1, we need to show that
N −1 (x), which is equivalent to
By elementary calculations this can be shown to be equivalent to c 2 + δ 2 − 1 < x2δc.
Remark 6
Since we only need to consider x ∈ (ξ 2 , ξ 3 ), Conjecture 2 (ii) would follow from the inequality
whose proof is still open. However, this inequality has been verified numerically for N ≤N = 2000.
A sharper estimate could be obtained in the proof of Theorem 3 by stretching the mirrored function in order to estimate the stretching constant.
If Conjecture 2 was correct, the minimal constant in Theorem 4 (i) could be determined. . Moreover, when omitting the outermost intervals the (smallest) constant
Proof Since η N k → 0 as N → ∞, we apply the Taylor expansion ξ
. Using Theorem 6, we have for each k
If Conjecture 2 holds we conclude that
Thus, taking k = 1 in (25), one obtains C
LGL g ⊓ ⊔ Similar ideas like the ones preceding Proposition 1 lead us to formulate the following conjecture which is again supported by numerical experiments, see Table 2 .
Conjecture 3 The quotientsq
decrease monotonically when k ∈ N increases. 
, where j 1,k are the nonnegative zeros of the Bessel function J 1 of first kind.
Dependence of Legendre-Gauss-Lobatto interval lengths on the order
In this subsection we analyze the behavior of LGL interval lengths with increasing order. The situation in the following theorem is depicted in Figure 5 . The result is an essential ingredient of the proof of Theorem 5 (iv).
Theorem 7 (Displacement of LGL intervals with increasing order)
Let N ∈ N with N ≥ 2 and 0
, then for the corresponding LGL intervals
Proof By symmetry it is sufficient to consider only the left half of [−1, 1]. If N = M , the assertion follows directly from Theorem 3. Otherwise we observe that the function
M−1 (x) for N < M and x ∈ (−1, 1).
Let y(x) be a solution of the ODE y ′′ (x) + φ 
which completes the proof. ⊓ ⊔
Chebyshev-Gauss-Lobatto nodes and intervals
In order to prove Theorem 4 (ii) we make a small digression establishing first corresponding properties for another class of grids associated with ultraspherical polynomials, namely Chebyshev-Gauss-Lobatto (CGL) grids. This is a much easier task since the corresponding nodes can be expressed by explicit formulae. Recall that the Chebyshev polynomials of first kind T N of degree N ∈ N are also special instances of ultraspherical polynomials. In fact, for λ = 0 one has T N = c T (N )P
N with appropriate nonzero normalization constants c T (N ).
Definition 8 (Chebyshev-Gauss-Lobatto nodes, grid and intervals)
For N ∈ N we define the CGL nodes ζ We can immediately calculate the lengths of the intervals bounded by two consecutive CGL points using the prostapheresis trigonometric identity (14). Note that for x, y ∈ [0, . The following properties whose analogs for LGL grids have already been established before are simpler in this case but will be needed below.
Property 3 (CGL interval lengths) The length of the k-th
We derive next two types of facts about CGL nodes and corresponding intervals, namely first monotonicity statements for any given polynomial degree and second the evolution of interval lengths for increasing degrees.
Monotonicity and quasi-uniformity properties of Chebyshev-Gauss-Lobatto intervals
Let us consider the quotient of the lengths of two consecutive CGL intervals
Property 4 (Monotonicity of CGL interval lengths, quasi-uniformity of the CGL grid) The lengths of the CGL intervals increase monotonically in the left half of the interval [−1, 1], i.e.,
Furthermore, the CGL nodes form a quasi-uniform decomposition of the interval [−1, 1], i.e., we have
Proof By symmetry ( . In this case, the arguments of the sine functions in the numerator and the denominator of the last term of (29) are in [0, 
which is the second part of our claims. ⊓ ⊔
Displacement of intervals for Chebyshev nodes for increasing order
As the degree N increases, the CGL intervals decrease in length and move towards the end points of [−1, 1]. To quantify both effects, we formulate the following proposition on the monotonicity of the interval lengths. As before, by symmetry, we can restrict ourselves to the left half of the interval [−1, 1]. The following proposition is not strictly needed for our present purposes. But since CGL grids are also used in numerical analysis their association with dyadic grids may also be of interest so that we pause including the following result for completeness. 
which is the desired estimate. ⊓ ⊔
Locally uniform equivalence of grids
We are now prepared to establish locally uniform equivalence of grids of comparable order, associated with a family of ultraspherical polynomials, namely for the Chebyshev and Legendre cases. Here the Chebyshev case will serve as a major tool for deriving later an analog for the Legendre case. 
,
The invertibility of the cosine function in [0, π] yields
Now, using Property 3 and sin x ≃ x for small x, as well as M ≃ N , we have
Therefore it is enough to prove the uniform equivalence of the two sines. To this end, we first observe that, by (30), we have
whence, noting that k ≥ 0, we get
Exchanging the roles of k and ℓ, we obtain
Putting together (31) and (32), we see that we have two angles γ and ϕ , that we can assume to be in (0, π/2], which satisfy 0 < a ≤ (γ/ϕ) ≤ b for some constants a < 1 and b > 1. This immediately implies that there exist constants a * and b * with the same properties such that
Indeed, fix any λ ∈ (0, 1) and let C > 0 such that Cx ≤ sin x ≤ x for all 0 ≤ x ≤ λπ/2; then, let µ < λ to be determined in a moment, and let D > 0 be such that D ≤ sin x ≤ 1 for all µπ/2 ≤ x ≤ π/2. Now, if bϕ ≤ λπ/2, then also ϕ ≤ λπ/2 as well as γ ≤ bϕ ≤ λπ/2, whence
Conversely, if bϕ > λπ/2, then ϕ > (λ/b)π/2 and γ ≥ aϕ ≥ (a/b)λπ/2. Choosing µ = (a/b)λ, we have both ϕ > µπ/2 and γ > µπ/2, whence
This concludes the proof of the theorem.
⊓ ⊔
In order to establish the analogous property for the LGL grids, we need the following auxiliary result. In order to obtain the reverse bound, we use the following lower estimate from Property 1:
and we already know from Property 3 that
Now, it is immediate to observe that for the given interval of variation of k we have
On the other hand, we write
and we observe that
Since we have seen in the proof of the previous theorem that uniformly equivalent arguments imply uniformly equivalent sines, we conclude that The main objective of this section is to construct for the family {G
LGL N } N ∈N , of LGL grids an associated family {D N } N ∈N , of dyadic grids that are locally (A, B)-uniformly equivalent with constants A, B, independent of N , which in addition offer the additional advantage of being nested. This construction is the essential basis for the proof of Theorem 5. Therefore, we formulate the construction for a general interval [a, b]. Although we shall be concerned in this section with more general classes of ordered grids
we retain some notation used earlier only for LGL grids such as the notation ∆ for corresponding intervals. We always assume that G is symmetric around the midpoint of [a, b] and monotonic in the spirit of Theorem 3. Recall that we denote by P = P(G) the partition of subintervals of [a, b] induced by G; conversely, G = G(P) denotes the grid defined by a partition P of [a, b] comprised of the endpoints of its intervals.
The following notions will serve as important tools for the envisaged construction. We exploit the symmetry of G and consider for any subinterval I ⊂ [a, (a + b)/2] the largest and shortest overlapping subcell in P(G) ∆(I, G) := argmax{|∆| : ∆ ∈ P(G), I ∩ ∆ = ∅} and ∆(I, G) := argmin{|∆| : ∆ ∈ P(G), I ∩ ∆ = ∅}.
Note that due to the monotonicity property of G and the restriction of I to one half of the base interval, ∆, ∆ are always uniquely defined. For any interval D in some dyadic partition P with D = [a, b] we shall denote byD =D(D) its parent interval which has D as a subinterval created by splittingD at its midpoint. The following inequalities will be useful in the sequel:
It will be convenient to associate with a dyadic partition P of [a, b] the corresponding rooted binary tree T = T (P) whose nodes are those subintervals generated during the refinement process yielding P. Thus, T has the interval [a, b] as its root and the parent-child relation is given by the inclusion of intervals. Those nodes in the tree that have no children are called leaves. Note that the binary tree T associated with a dyadic grid is a full binary tree, i.e., every node has either no or two child nodes in the tree. Furthermore, note that the binary tree T is full if and only if the set of leaves of T is a partition of [a, b].
The algorithm Dyadic
Given a real number α > 0, a grid G on the interval [a, b] and an initial dyadic grid D 0 , the following Algorithm 1 creates a certain refined dyadic grid D = DyadicGrid(G, D 0 , α) through suitable successive refinements of partitions.
for the generation of dyadic grids.
split D by halving into its two children
Since the parameter α is usually fixed and clear from the context it will be convenient for further reference, to set
Of course, a natural "extreme" choice for the initial dyadic grid is D 0 = {a, b}. Note that clearly P is also a dyadic partition of [a, b] .
In what follows we shall frequently make use of the following relations which are immediate consequences of the definition of Algorithm 1.
Remark 7
The resulting partition P = P(G, D 0 ) has the following properties:
(i) For any ∆ ∈ P(G), D ∈ P, one has
(ii) Assume that P 0 = P(D 0 ) satisfies
then, for any ∆ ∈ P(G), D ∈ T (P) \ P, one has
Hence, for any D ∈ P(G, {a, b}) \ {[a, b]}, the parent intervalD of length |D| = 2|D|, whose halving produced D, satisfies It is easy to see that Algorithm 1 terminates after finitely many steps. In fact, the maximal dyadic level of D is
where h := min{|∆| : ∆ ∈ P(G)} is the finest resolution in the original grid G. Indeed, for any dyadic cell D of maximal level J we have
hence, such a cell cannot be halved in the algorithm.
We shall see next that D= D(G, D 0 ) = DyadicGrid(G, D 0 , α) and the original grid G are still locally of comparable size whenever the initial dyadic grid D 0 satisfies a condition like (37), but with a potentially smaller constant β, which will be important later.
Proposition 3 Assume that (9) holds for a given grid G and assume that the initial dyadic partition P 0 = P(D 0 ) satisfies the following condition: there exists some β > 0 such that for all
Then, the grid D = DyadicGrid(G, D 0 , α) is locally (A, B)-uniformly equivalent to G with A = α −1 , B = 2C g / min{α, β, 1}, i.e., one has
Proof The lower bound follows directly from (36) in Remark 7 (i). We shall show next that there exists an η > 0 such that for any D ∈ P |D| ≥ η|∆| holds for all ∆ ∈ P(G) such that
To see this, consider any D ∈ P \ {[a, b]} and recall from (38) in Remark 7 (ii) that its parentD satisfies the inequality
Suppose first thatD intersects at most two intervals from P(G); these two intervals therefore have to be ∆(D, G), ∆(D, G). Using (44), (9) and (35), we obtain i.e., (43) holds with η = min(α, β)/(2C g ). Suppose next that one has #{∆ ∈ P(G) : ∆ ∩D = ∅} ≥ 3. Note that, if ∆(D, G) is not contained inD, it must have a neighbor ∆ ′ ∈ P(G) fully contained inD. Therefore, by (9) and (35),
which means that in this case (43) is valid with η = 1/(2C g ). This concludes the proof of (42).
⊓ ⊔
The value of the parameter α influences the deviation of the cardinality of D = DyadicGrid(G, D 0 , α) from that of G: the larger is α, the smaller is the number of refinements of the initial grid D 0 induced by G. When D 0 = {a, b}, a choice of α around 1 produces comparable cardinalities for D = DyadicGrid(G, D 0 , α) and G. This is clearly documented in Figure 6 for the LGL grids G
LGL N of increasing order N .
Remark 8
Since the algorithm Dyadic(G, D 0 , α) only depends on relative sizes of the overlapping subintervals in P(G) and P, it is invariant under affine transformations.
Monotonicity of the dyadic grids
The grids produced by algorithm Dyadic(G, D 0 , α) exhibit two types of monotonicity. We first consider the monotonicity with respect to the parameter α which is obvious.
Remark 9 (Monotonicity with respect to α) By construction of the algorithm, for any α,α ∈ R with α <α, the dyadic mesh DyadicGrid(G, D 0 , α) is equal to or a refinement of the dyadic mesh DyadicGrid(G, D 0 ,α).
We show next that the monotonicity of the interval lengths in the input grid G in the sense of Theorem 3 is inherited by the dyadic grid. 
which is a contradiction. ⊓ ⊔ Using Theorem 3 we now can conclude that the dyadic grids generated for LGL input grids G
LGL N are symmetric and monotonic.
Corollary 2 Let α > 0 and N ∈ N. Then the dyadic grid D generated by DyadicGrid(G
LGL N , {a, b}, α) is symmetric and monotonic.
Gradedness of the dyadic grids
If a symmetric grid G and an initial dyadic grid D 0 are locally quasi-uniform (see (9) ), one readily infers from Proposition 3 that, due to the local uniform (A, B)-equivalence of G and the dyadic grid D, generated by the algorithm DyadicGrid(G, D 0 , α), the grid D is also locally quasi-uniform. Numerical experiments indicate that this can be further quantified in terms the following notion of gradedness. Lemma 2 Assume that G is a symmetric, monotonic, and locally quasi-uniform grid. If D 0 is graded and if the constant C g from (9) satisfies
then the output D of DyadicGrid(G, D 0 , α) is graded.
Proof Consider any two neighboring dyadic intervals D, D
, where as before D is the left neighbor of D ′ . By Proposition 4, we know that |D| ≤ |D ′ | and since the lengths of the dyadic intervals can only differ by powers of two, it remains to show that |D ′ | < 4|D|. Suppose now to the contrary that
When D ∈ P 0 = P(D 0 ) there is nothing to prove since either both D, D ′ ∈ P 0 , in which case (46) contradicts the hypothesis on P 0 , or D ′ ∈ P 0 which means that the original right neighbor of D in P 0 has been refined which also contradicts (46). Now let ∆ l ∈ P denote the left neighbor of ∆(D ′ , G). From (9) and (36) we infer that
Thus, denoting byD the parent of D, we conclude that ∆ l = ∆(D, G). Hence, sinceD ∈ P 0 , (39) and the previous estimate assert that
which is a contradiction for α ≥ 1. This finishes the proof.
⊓ ⊔
In order to apply this to LGL grids we note first that the above argument is local in the following sense. Again, considering by symmetry only the left half of the base interval, suppose that (45) holds only for intervals of P(G) that are equal to or on the right of some∆ ∈ P(G). Proof Recall that property MQN has been verified numerically to hold at least forN ≤ 2000. Thus, we can invoke Remark 5 and note that forC g given by (23) and (21) implies that for α ≤ 1.25 that condition (45) is satisfied for all quotients not involving the outermost LGL intervals. The same arguments apply, on account of Proposition 1, for all N ∈ N provided that Conjecture 2, holds.
Hence, it suffices to verify gradedness for the intervals adjacent to the left end point of the base interval. Let D 0 ∈ P = P(D) share the left end point. Then either D 0 has a right sibling of equal size in P or equals half the base interval. In both cases gradedness holds trivially. The next observation is that the right neighbor D 2 ∈ P of the parentD of two siblings next to the left end point of the base interval must satisfy |D 2 | ≤ |D| since otherwise these intervals cannot belong to a partition that stems from successive dyadic splittings. The next possibility for breaking gradedness would be the transition to D 3 . But, again to be part of the leaf set of a dyadic tree one must have
To obtain a jump of two levels at the left boundary of D 3 one must have that the two children D 2,0 , D 2,1 also belong to P, i.e. |D 2,i | = |D 1 | = |D 0 |, i ∈ {0, 1}. But this means (since as in the proof of Lemma 2 we can assume that . For D ∈ P 0 ∩ P there is nothing to show by our assumption on D 0 . Suppose now that D ∈ T (P) is a node that is split during the execution of algorithm Dyadic, i.e., due to the condition in line 2 of Algorithm 1, we know that |D| > α|∆|, where ∆ := ∆(D, G). Since α ≥ 1 we have, in particular, |∆| ≤ |D|. The assertion follows as soon as we have shown that the stretched version L(D) must also be split, i.e., we have to show that A first natural attempt to construct a dyadic grid associated with a given LGL grid G
LGL N would be to take D N = DyadicGrid(G
LGL N , {a, b}, α) for some α ∈ [1, 1.25]. In fact, the initial dyadic grid {a, b} trivially satisfies all the assumptions on D 0 used in the derivation of the various properties above. Unfortunately, although this seems to occur very rarely, the grids DyadicGrid(G
LGL N , {a, b}, α) are not always nested, as shown by numerical evidence. For instance, for α = 1, the first pair N − , N + of polynomial degrees where such dyadic grids are not nested, occurs for N + = 20 and N − = 19. For corresponding extensive numerical studies and further examples of non-nestedness, we refer the reader to [1] .
Therefore, to ensure nestedness we employ DyadicGrid(G
LGL N , D 0 , α) with dynamically varying initial grids D 0 , as described in Algorithm 2. By construction, the grids D N are nested. Moreover, one inductively concludes from the results of the preceding sections that the D N are symmetric and monotonic. They are also closed under stretching for any range of degrees N for which property Str N holds. Moreover, they are also graded (beyond any numerically confirmed range of N ) if Conjecture 2 is valid.
A little care must be taken to confirm the desired locally (A, B)-uniform equivalence of D N with G
LGL N . Again the lower inequality is ensured by (36), see Remark 7 (i). As for the upper inequality, a certain obstruction lies in the fact that (39) is not necessarily inherited for the specific value α. In fact, the following situation may occur which again is a consequence of the fact that intervals in LGL grids not only decrease in size but also move outwards with LGL N with constants A, B specified below: 
