














































































（ただし， ,  ）．
l 最適解はKKT条件：
を満たすから，(KKT) を満たす を列挙すればよい．
l を解けば， が得られ，(KKT)から が得られる．








































































非凸FLD Fisher Linear 
Discriminant (FLD) 
Sparse Feature Selection 
Bhattacharyya (’04)
楕円
非凸MPM Minimax Prob. Machine 







Scholkopf et al. (’00)
凸包
ー ー Hard Margin SVM 
Boser et al. (‘92)
n ： 各クラスの平均ベクトル （真の分布が未知なので不確定）
n : 有界閉凸集合 ( の動きうる範囲）
n ： :         のMinkovski差
n :                     が最適解 の中点を通るように設定














●パラメータ κ が大きい→ が交わる→  (UCM)は非凸最適化
●多くの既存モデルは，集合が交わらない範囲内に κ をとる．しかし，
*各クラスの平均ベクトルが近い & クラス間のデータ数に偏り


























加速近接勾配法 (APG) (Beck &Teboulle,‘09) + 高速化テクニック
人工データに対する計算時間 (SVM)










Step 3. pk+1 = qk + tk 1tk+1 (q
k   qk 1)| {z } .
慣性
: への射影
従来の局所
最適解法
