The maximum vertex weight clique problem (MVWCP) is an important generalization of the maximum clique problem (MCP) that has a wide range of real-world applications. In situations where rigorous guarantees regarding the optimality of solutions are not required, MVWCP is usually solved using stochastic local search (SLS) algorithms, which also define the state of the art for solving this problem. However, there is no single SLS algorithm which gives the best performance across all classes of MVWCP instances, and it is challenging to effectively identify the most suitable algorithm for each class of MVWCP instances. In this work, we follow the paradigm of Programming by Optimization (PbO) to develop a new, flexible and highly parametric SLS framework for solving MVWCP, combining, for the first time, a broad range of effective heuristic mechanisms. By automatically configuring this PbO-MWC framework, we achieve substantial advances in the state-of-the-art in solving MVWCP over a broad range of prominent benchmarks, including two derived from real-world applications in transplantation medicine (kidney exchange) and assessment of research excellence.
Introduction
Given an undirected graph G, a clique is a subset of vertices of C ⊆ G whose induced subgraph is complete. The maximum clique problem (MCP) is to find a clique C of maximum size |C| in a given graph. MCP is one of the most widely known combinatorial optimization problems; it was one of the first problems proven to be NP-hard, with an NP-complete decision variant [1] . The maximum vertex weight clique problem (MVWCP) is an important generalization of the MCP, where each vertex is associated with a positive number representing its weight, and the objective is to find a clique with maximum weight, i.e., a clique C with maximum total weight over the vertices contained in C. The MVWCP has a wide range of practical applications, including computer vision, pattern recognition, robotics [2] , broadband network design [3] and wireless telecommunication [4] .
In light of the importance of the MCP and MVWCP in theory and practice, considerable effort has been expended to develop effective algorithms for these problems. In practice, there are two popular categories of algorithms for solving the MCP and MVWCP: complete algorithms and incomplete algorithms. Complete algorithms are usually based on an approach known as branch and bound (see, e.g., [5, 6, 7, 8, 9] ). These algorithms use sophisticated techniques to determine tight upper bounds and branching strategies, in order to reduce the search space and accelerate the search process. In * Corresponding author contrast, incomplete algorithms, which are mostly based on some form of local search, cannot prove the optimality of candidate solutions. However, the best incomplete algorithms are usually able to find high-quality solutions even for large and challenging instances within reasonable time (see, e.g., [10, 11, 12, 13, 14, 15, 16, 17, 18, 19] ).
Among these incomplete algorithms, MN/TS [15] shows an advantage on the well-known BHOSLIB benchmark, where instances are generated in the phase-transition area according to Model RB [20] and known to be difficult in theory and practice [21] , while the strong configuration checking (SCC) strategy underlying the LSCC algorithm [16] exhibits stronger performance on the prominent DIMACS benchmark [22] , which contains instances from applications in various areas. Overall, there is no single algorithm that performs best on all types of MVWCP instances, and selecting the most appropriate algorithm for a given set of instances is challenging.
Designing an effective local search algorithm for MVWCP involves a large number of design choices, such as 1) how to construct the initial solution, 2) which intensification and diversification strategies to use, 3) how to strike a good balance between intensification and diversification, and 4) when to restart the local search process. As noted earlier, to deal effectively with various types of MVWCP instances, different search strategies appear to be required, yet, current state-of-theart MVWCP solvers are based on rather restrictive choices. In addition, for a given graph, it is quite challenging to identify the most effective combination of algorithmic strategies.
Recently, a novel algorithm design paradigm dubbed programming by optimization (PbO) [23] has been proposed to encourage algorithm developers to embrace and exploit rich design spaces incorporating a broad range of algorithmic techniques, to expose choices that may affect performance as parameters, and to use general-purpose automated configuration techniques to instantiate those choices such that performance for specific classes or sets of problems instances is optimized. Through the use of PbO, major improvements have been achieved in the state of the art for solving a broad range of NP-hard problems, including propositional satisfiability [24] , mixed integer programming [25] and minimum vertex cover [26] .
In this work, we present what we believe to be the first application of the PbO paradigm to the MVWCP and achieve major improvements in the state of the art in solving this prominent and important NP-hard combinatorial optimization problem. Our main contributions can be summarized as follows:
• We propose a new PbO-based local search framework for MVWCP dubbed PbO-MWC, which is highly configurable and incorporates a broad range of of effective techniques.
• We conduct extensive experiments to compare PbO-MWC against five state-of-the-art solvers on four benchmarks, including two benchmarks that have been widely used in the literature (BHOSLIB and DIMAC), and two benchmarks derived from practical applications (kidney exchange and research excellence assessment). Our empirical results indicate that PbO-MWC outperforms its competitors on all four benchmarks. PbO-MWC significantly improves over the performance of state-of-the-art solvers for solving MVWCP on three benchmarks (BH-SOLIB, kidney exchange and research excellence assessment). Notably, usng PbO-MWC, we were able to achieve an improvement in the best known solution for a challenging graph known as 'MANN a81'.
• Based on our extensive empirical analysis, we provide insights into the efficacy of different local search strategies and mechanisms.
The remainder of this paper is structured as follows. In Section 2, we provide necessary definitions, notations and an introduction to multi-neighborhood search. In Section 3, we give an overview of related work. Then, in Section 4, we present our PbO-MWC solver framework and provide detailed descriptions of all its core components. In Section 5, we conduct extensive experiments to show the effectiveness of PbO-MWC and analyze the experimental results. Finally, we conclude this paper and give future work in Section 6.
Preliminaries
Given an undirected graph G = (V, E), where V = {v 1 , v 2 , · · · , v n } is the set of vertices and E = {e 1 , e 2 , · · · , e m } ⊆ V × V is the set of edges, a clique C is a subset of V, such that each pair of vertices in C is connected by an edge. Given an undirected graph G, the objective in the maximum clique problem (MCP) is to find a clique C ⊆ V with a maximum number of vertices. Given an undirected vertex-weighted graph G = (V, E, w), where (V, E) is an unweighted graph and w a weight function that assigns a positive weight w(v) to each vertex v ∈ V, the weight of a clique C is defined as w(C) := Σ v∈C w(v).
In the maximum vertex weight clique problem (MVWCP), the objective is to find a clique C ⊆ V with maximum weight w(C) in a given vertex-weighted graph G. As usual, edges e ∈ E in a given undirected graph G are represented as pairs of vertices e(u, v), where u, v ∈ C are called the end points of e = (u, v). Finally, for a vertex v ∈ V, we use N(v) := {u ∈ V | (u, v) ∈ E} to denote the set of neighbours of v, and d(v) := |N(v)| to denote the degree of v.
Stochastic local search (SLS) algorithms for the MVWCP usually build and subsequently modify cliques until some termination criterion is met, and then return the clique with the maximum weight encountered during the search process. Three kinds of search steps are performed: add, swap and drop. To formally define these, we introduce three sets of vertices for a given clique C:
, the set of vertices that, when added to C, result in a larger clique;
, the set of vertices that can replace some vertex in C resulting in a new clique of the same size;
, the set of all vertices that can be dropped from the given clique, resulting in a new, smaller clique.
An add step moves from a clique C to a clique C ∪ V add (C); a swap step moves from a clique C to a clique C ∪ V swap (C); and a drop step moves from a clique C to a clique C ∪ V drop (C). Cliques C and C are called neighbours if C can be obtained from C by a single add, swap or drop step.
Formally, we define a general framework of SLS algorithms for the MVWCP as shown in Algorithm 1. Starting from an empty set, we construct an initial clique C by iteratively choosing a vertex from V add (C) and add it into C, until V add (C) = ∅ (Line 3-5); the choosing approach is based on different strategies. Then, we iteratively move from one clique to one of its neighbours until the termination criteria are met or some restarting criteria are met (e.g. a fixed number of steps have been iterated) (Line 8-11).
High-performance SLS algorithms usually balance between two types of strategies: intensification and diversification strategies. In the case of MVWCP, intensification strategies aim to greedily improve the weight of the clique, e.g., by iteratively moving from current clique to the neighbouring clique with the largest weight. Diversification strategies are used to prevent or overcome search stagnation, usually by moving to a different part of the search space with little or no regard to solution quality (here: weight of the current clique).
Let C be a clique, W(C) denotes the weight of clique C. We use Ascore(v,C) to denote the increment of W(C) after adding v into C, i.e., Ascore(v,C) = W(C ∪ {v}) − W(C). We use Sscore(u,v,C) to represent the increment of W(C) after both adding u into C and removing v from C, i.e., Sscore(u, v, C) = W(C\{v} ∪ {u}) − W(C). We use Dscore(v, C) to express the increment of W(C) after removing v from C, i.e., Dscore(v, C) = W(C\{v}) − W(C).
Besides, given a graph G = (V, E, W) and a clique C, a vertex v ∈ V has two possible states: inside C, or outside C. We define the number of steps that has occurred since v last changed its states as the age of v, denoted as age(v).
Related Work
In this section, we give an overview of related work, including the existing local search algorithms for MCP and MVWCP, programming by optimization and automated algorithm configuration, which form the basis of PbO-MWC.
Existing Local Search Algorithms for MCP (MVWCP)
Notable progress on local search algorithms for MCP and MVWCP has been made in recent years. In this subsection, we briefly review the most representative and the state-ofthe-art local search algorithms. Reactive local search (RLS) [10] , dynamic local search (DLS-MC) [12] and cooperating local search (CLS) [14] are designed for MCP. RLS combines local-neighborhood-search with prohibition based diversification techniques. Starting from an empty clique, RLS explores the search space by two moves: Add and Drop. As soon as a vertex is added or dropped, it is put into the tabu list and remains prohibited for the next T iterations. The prohibition T is adjusted through feedback from the previous history of the search. RLS performs better than its predecessors on DIMACS benchmark. DLS-MC alternates between clique expansion phase and plateau search phase. The expansion phase selects a vertex from V add (C) to add it to the current clique. The plateau search phase selects a vertex pair from V swap (C) to perform the Swap move.
The selection of vertices is based on vertex penalties that are dynamically adjusted during the search process. DLS-MC shows excellent performance on DIMACS benchmark. CLS also alternates between clique expansion phase and plateau search phase. CLS integrates four low level heuristics which are effective for different instance types. The low level heuristics differ primarily in their vertex selection methods and also the perturbation mechanisms used to overcome search stagnation. CLS improves the state-of-the-art performance for MCP on BHOSLIB benchmark and achieves the performance that are comparable to state-of-the-art algorithms on DIMACS.
Multi-neighborhood tabu search (MN/TS) [15] is designed for MCP and MVWCP. Local search with SCC (LSCC) [16] and Restart and random walk in local search (RRWL) [19] are both developed on the basis of MN/TS and designed for solving MVWCP. These algorithms alternate between clique construction phase and and local search phase. In the local search phase, algorithms are based on a combined neighborhood induced by Add, Drop and Swap moves. The general prohibition rule in these algorithms is only prohibit removed vertices to move back to the clique C during the prohibition period, vertices that in C can be removed without restriction. In the local search phase, MN/TS adopts tabu strategy. LSCC proposes a new prohibition mechanism named Strong Configuration Checking (SCC) that are based on Configuration Checking (CC). SCC mechanism is more restrictive than CC, a prohibited vertex will be lifted prohibition after adding one of its neighboring vertices to clique by Add move. LSCC shows obvious advantage on DIMACS benchmark when comparing with predecessors. RRWL [19] proposes a revisiting based restart strategy and adopts random walk strategy. In the local search phase, RRWL uses the SCC strategy. RRWL utilizes a hash table to record cliques that have been visited and detects revisiting after the first step which increases the clique weight. In order to increase diversity, RRWL adopts random walk strategy when choosing a vertex to perform Drop move. RRWL finds a new best-known solution (111,341) on 'MANN a81' instance from DIMACS benchmark.
These algorithms do not contain various techniques and no single algorithm can perform well on all types of benchmarks. In addition, the performance of the above algorithms for solving MVWCP on many hard instances from BHOSLIB benchmark and DIMACS benchmark still exists the enhanced space. They also do not perform well on some benchmarks transformed from real-world problems.
Programming by Optimization
PbO approach encourages algorithm developers to greatly expand the design space of algorithms by integrating more algorithmic technologies [23] . Algorithm development following PbO approach usually involves exposing all design options as configuration parameters and searching for design alternatives to key components. The traditional algorithm configuration method is to test relatively few configurations through some experiments. With the progress of optimization and machine learning, solving the algorithm configuration problem as an optimization problem is a trend of algorithm design [27, 28, 29] . Up to now, PbO-based approaches have shown effectiveness in many problems, including Boolean satisfiability [24, 30] , mixed integer programming [25, 31] , AI planning [32] and Minimum Vertex Cover [26] .
Automated Algorithm Configuration
The ability of complex heuristic algorithms to solve challenging combinatorial problem instances often critically depends on the use of suitable parameter settings [28] . Since it may be difficult to seek for performance optimization values for these parameters, in recent years, some work has focused on the automated process of determining optimization parameter configurations, such as ParamILS [28] , GGA [27] , F-RACE [33] , SMAC [29] and irace [34] . In these automated algorithm configurations, SMAC is a sequential model-based algorithm configurator, that supports conditional parameters. Since SMAC is one of the best-performing algorithm configuration procedures, we utilized it to configure our PbO-MWC framework and the parametric competitors.
Parametric Stochastic Local Search for MVWCP
In order to explore the performance of configurations in configuration space and avoid premature selection of strategies for different benchmarks, we design a stochastic local search framework named PbO-MWC for solving MVWCP, which exposes various strategies as parameters to the configuration procedure for selection. In the following, we first introduce the top-level design of PbO-MWC, then describe its key components, configuration space and default configuration.
The PbO-MWC Framework
The top level design of PbO-MWC can be described as follows: PbO-MWC iteratively executes two components until the termination criteria are met: initially, PbO-MWC generates an initialized clique; then PbO-MWC iteratively moves the current clique by local search step.
PbO-MWC consists of two components: construction and search. In the construction component, the initial clique is generated and regarded as the starting point of the search component. In the search component, PbO-MWC iteratively performs local search to move the clique to another. The pseudo-code of PbO-MWC is outlined in Algorithm 2. There is an outer loop (lines 2-18 in algorithm 2) and an inner loop (lines 6-18 in algorithm 2). This framework determines whether the algorithm jumps from the inner loop to the outer loop through a parameter called perform restart, thereby restarting the local search process by reconstructing the initial clique. If the weight of current clique do not increase after performing intensification process() and perform restart= True, the algorithm restarts the search process with a probability of restart prob (lines 13-16 in algorithm 2).
The Construction Component
To make construction effective, PbO-MWC adopts three simple effective construction approaches, resulting in three instantiations of the construction component init construction (Line 3 in algorithm 2): 
ii) Weight-based approach: randomly selecting a vertex v as the initialized clique C, repeats adding a vertex v ∈ V add (C) with the largest weight into C until V add (C) = ∅.
iii) Degree-based approach: randomly selecting a vertex v as the initialized clique C, repeats adding a vertex v ∈ V add (C) with the largest degree into C until V add (C) = ∅.
The Random Walk Component
PbO-MWC utilizes a parameter called perform randomwalk to determine whether to attempt a random walk search or not, if perform randomwalk=true, then PbO-MWC performs random walk search with a probability of randomwalk prob, where randomwalk prob is a parameter. This procedure is outlined in Algorithm 3.
The Intensification Component
The Intensification procedure is outlined in algorithm 4. The intensification process moves the current clique to a neighboring clique with the maximum weight with prohibition mechanism. It first selects a vertex v ∈ V add (C) with the largest Ascore and v is not forbidden (Line 1), and selects a vertex pair u, u ∈ V swap (C) with the largest Sscore and u is not forbidden (Line 2-5). If an Add move is possible, it selects the move with the largest weight (Line 6-10). On the contrary, it selects a vertex x ∈ V drop (C) with the largest Dscore, it picks the Drop move if there is no Swap move or Dscore>Sscore (Line 13-15), otherwise it picks the Swap move (Line 16-17). In intensification search, local search algorithms correspond to efforts of revisiting promising regions of the search space [35] . In this process, algorithms may easily encounter the cycling phenomenon, i.e., returning to a candidate solution that has been visited recently. The cycling problem is an inherent problem of local search as the method does not allow our algorithms to memorize all previously visited candidate solutions. To deal with this severe issue, two fundamental prohibition mechanisms have been proposed to combine with local search : tabu mechanism [36] and configuration checking (CC) [37] . Tabu mechanism was proposed by Glover [36] , and the tabu mechanism forbids reversing the recent changes, where the "strength" of prohibition is controlled by a parameter called tabu tenure(tt). Configuration Checking (CC) was proposed by Cai [37] , CC forbids a vertex to be added back into the candidate set until its circumstance information (also called configuration) has been changed. This paper adopts two prohibition mechanisms: one is based on the tabu mechanism and the other is derived from CC. A brief description is as follows:
The MN/TS algorithm proposes a prohibition rule: a vertex that leaves the current clique C (by a Swap or Drop move) is forbidden to move back to C for the next tt iterations. A vertex in the clique C is free to be removed from C without restriction [15] .
For the Swap move, a vertex pair
where u is removed from C, u is prohibited to be moved back to C for the next tt drop iterations.
tt drop=T 1 . T 1 is set to 7 as in [15] . The LSCC algorithm proposes a prohibition rule called strong configuration checking (SCC) for MVWCP [16] . The SCC strategy is implemented with a Boolean array named con-fChange, where confChange[v] = 1 means v is allowed to be added to the current clique C and confChange[v] = 0 means v is forbidden to be added to C.
(1) Initially, for each vertex v, confChange[v] = 1.
Algorithm 4:
The intensification process Procedure Input: C; Output: C; 1 v := a vertex with the largest Ascore in V add (C) and v is not forbidden by the prohibition mechanism, breaking ties by a breakingTiesRule; 2 if perform BMS then 3 u, u := a vertex pair with the largest Sscore in V swap (C) with BMS strategy and u is not forbidden by the prohibition mechanism, breaking ties by a breakingTiesRule; (2) When v is added into C, confChange[u] = 1 for all u ∈ N(v).
(
In this intensification component, we propose a new prohibition mechanism named TabuCC, which is inspired by tabu strategy and SCC strategy. The aim of MVWCP is to find a clique with the maximum weight, therefore, intuitively, if a vertex v is added to the current clique, then its neighbors should also be encouraged to add to the clique [16] . Based on this idea, we propose a tabu-based prohibition mechanism. The TabuCC mechanism is worked as follows:
i) For the Swap move, a vertex pair u, v ∈ V swap (C), where v is removed from C, v is prohibited to be moved back to C for the next tt swap iterations.
tt swap=random(|V swap (C)|) + T 1 . ii) For the Drop move, a vertex u ∈ V drop (C), where u is removed from C, u is prohibited to be moved back to C for the next tt drop iterations.
tt drop=T 1 . iii) For the Add move, a vertex v ∈ V add (C), where v is added into C, for each vertex u ∈ N(v), lift the prohibition of u.
The intensification component provides three prohibition mechanisms for selection, including the tabu mechanism pro- posed in MN/TS, SCC proposed in LSCC and TabuCC mentioned above. The tabu mechanism and TabuCC involve a parameter called tabu tenure, which is exposed to the configurator for selection. For selecting a vertex pair from V swap (C), intensification process procedure applies a fast and effective strategy named Best from Multiple Selection (BMS), which strikes a balance between quality and complexity and can bring diversity to the search process [38] . The BMS strategy randomly selects bms num elements (bms num is an integer parameter) from source set S, and then returns the best element. The activation of BMS strategy is depended on a Boolean-valued parameter perform BMS. If BMS strategy is activated, the parameter bms num of BMS strategy will be activated. There are three selectDropVertexRule in this component: i) Random selection; ii) Weight-based selection; iii) Perform random selection with a probability of randomdrop prob, otherwise perform weightbased selection. This component includes two breakingTies-Rules: i) Breaking ties randomly; ii) Breaking ties in favor of the largest age.
Configuration space and default configuration
PbO-MWC is a parametric local search framework and can be configured to various high-performance local search algorithms. We have introduced the top level of our algorithm framework, all its components and the parameters in Subsections 4.1-4.4. In Table 1 , we give an overview of the full configuration space of PbO-MWC, including all strategies and parameters, as well as the conditions under which strategies and parameters are activated. The default configuration settings of PbO-MWC are shown in Table 2 .
Experimental Evaluations
To evaluate the efficiency of our proposed PbO-MWC framework and explore the potential of the configuration space, we conduct extensive experiments to compare PbO-MWC against five state-of-the-art solvers on a broad range of MVWCP benchmarks. First, we describe the benchmarks and the competitors. Second, we describe the configuration protocols used to automatically configure PbO-MWC and its competitors. Then we describe the experimental setup. Finally, we present the experimental results and give some speculations about which strategies work well on which benchmark.
The Benchmarks
The set of 40 BHOSLIB instances arose from the SAT'04 Competition. The BHOSLIB instances were translated from hard random SAT instances. DIMACS benchmark set was established for the Second DIMACS Implementation Challenge. This set comprises 80 instances from a variety of real-world applications [39] . The BHOSLIB and DIMACS benchmarks have been widely used in the recent literature to test new MCP and MVWCP solvers [40, 13, 14, 15, 16, 7, 41, 19] . The original graphs are unweighted, we adopt the method described in [13] : for each vertex i, W i is set to (i mod 200) + 1.
Besides the above two benchmarks, we evaluate the performance of all the solvers on two real-world application benchmarks. Kidney Exchange Scheme (KES) exists in several countries to increase the number of transplants from living donors to patients with end-stage renal disease. A donor-patient pair contains a patient and a person who is willing to donate to that patient but unable to do so due to non-compatible problem. Each feasible exchange gives a score that reflects its desirability. Typically, administrators perform matching operations at fixed intervals, with the goal of maximizing the sum [42] proposed that this optimization problem may be solved by reduction to MVWCP, where each vertex is an exchange, whose weight is its score. Two exchanges are adjacent if and only if they have no participants in common. The clique stands for a maximally desirable set of donor-patient exchange. Research Excellence Framework (REF) is the system for assessing the quality of research in higher education institution. In each assessment unit, each staff would submit six publications, from which the organization chooses four. Cooperating authors within the same assessment unit cannot submit a shared publication. MVWCP helps the assessment units find a way to maximize the submission, where each vertex is a choice of four publications from six publications. The clique stands for the set of publications that an assessment unit can provide to the authority. These two benchmarks are generated by McCreesh et al. [42] . In this paper, we selected 42 instances the KES benchmark and 29 instances from the REF benchmark that are difficult to solve.
Competitors
In this paper, we compare PbO-MWC (the implementation is available online. 1 ) against five state-of-the-art solvers, including four SLS solvers and one complete solver:
SLS solvers: MN/TS [15] is a high performance SLS solver based on multi-neighborhood search and tabu mechanism. In our experiments, we used the version of MN/TS made available by its authors. 2 1 https://github.com/PbO-MWC/PbO-MWC 2 http://www.info.univ-angers.fr/%7ehao/clique.html LSCC [16] is an efficient SLS solver which perform well on BHOSLIB and DIMACS. LSCC+BMS [16] is suitable for massive graph instances. We used the version of these two solvers that are available online. 3 RRWL [19] is an efficient SLS solver without parameters. We used the version of RRWL made available by its authors. 4 Complete solver: TSM-MWC [9] is a state-of-the-art complete solver for MWC in both small/medium and massive real-world graphs. The source code is available online. 5 
Configuration Protocol
In this work, we made use of SMAC(version:2.10.03) to automatically configure our PbO-MWC framework. In this subsection, we describe the protocol used for PbO-MWC and its competitors. We extracted a training set for each benchmark. For BHOSLIB, frb45 family is chosen to be the training set. For DIMACS and REF, we randomly chosen an instance from each family. For KES, we randomly chosen 10 instances from the benchmark. For some training sets, SMAC could not find a configuration for some solvers, with the configuration, the solver could reach the known optimal solution at least once within a cutoff time for each run. In order to configure all the solvers in a uniform protocol, we define a new solution quality named NewSQ: NewSQ=0-(solution quality) + (solution time)/1000. We used SMAC to minimize NewSQ. Throughout the configuration process, we allowed a 2-day time budget and a cutoff time Table 3 .
Experimental Setup
All the experiments were carried out on a workstation under the operating system CentOS (version: 7.6.1810), with Intel(R) Xeon(R) CPU E5-2620 2.10GHz CPU, 20MB L3 cache and 128GB RAM. Except RRWL and TSM-MWC without parameters, other solvers were configured using SMAC with the same configuration protocol. Each local search solver was executed 100 runs on each instance with seeds from 1 to 100. TSM-MWC was performed 1 run on each instance. The cutoff time for each solver run was set to 3600 seconds. The best solutionquality known so far is indicated by solBest. We report the number of successful runs (reaches solBest within cutoff time), denoted by #Suc, and the averaged running time of finding the final solution on each instance, denoted by t avg . We denote the number of successful runs divided by the number of total runs as success rate. Since the main difference between solvers on DIMACS is the solution quality, for each solver on each instance of DIMACS, on the 100 runs, we report the maximum weight (w max ) and averaged weight (w avg ) of the cliques found by each solver. For TSM-MWC, we report the weight of final clique found, denoted by w sol , and the time of the final clique found, denoted by time. We do not report the instances that all the local search solvers reach 100% success rate with t avg <10 seconds. In this experiments, unspecified time units are CPU seconds.
We also report the averaged PAR10 (penalized running time, if the solver can not get the solBest in a given cutoff time, it counts the running time as 10 times the given cutoff time.) of each solver on each benchmark, denoted by avgPAR10. 
Experimental Results

Results on BHOSLIB Benchmark.
Results on Kidney Exchange Scheme (KES) Benchmark
The comparative results of PbO-MWC and its competitors on KES benchmark are illustrated in Table 6 . From Table 6 , our PbO-MWC algorithm performs much better than its competitors. On training set, PbO-MWC is the only solver achieves a 100% success rate with the shortest t avg on all 10 instances. On all 27 test instances, PbO-MWC reaches a 100% success rate for all of them, while the figure is 10, 16, 12, 13 and 11 for MN/TS, LSCC, LSCC+BMS, RRWL and TSM-MWC, respec- 
An Overview of Results on All Benchmarks
We summarize all the results in Table 8 . Table 8 shows that PbO-MWC outperforms all its competitors in terms of avg-PAR10 on all four benchmarks. On BHOSLIB, DIMACS, KES and REF, the ratio of avgPAR10 of the best performing competitor to avgPAR10 of PbO-MWC is 31.64, 1.53, 1093.38 and 275.29, respectively. The performance of state-of-the-art solver for MVWCP on BHOSLIB benchmark and two benchmarks that are transformed from real-world problems has been improved remarkably.
The effect of automatically configuring PbO-MWC
To illustrate the effect of automatic configuration of PbO-MWC, we report the performance comparison between PbO-MWC and PbO-MWC (Default) on the four benchmarks, as shown in Figure 1 . Figure 1 clearly illustrates that configuration leads to performance improvements on a large majority of instances on all the four benchmarks. 5.5.7. The speculations on the effectiveness of different strategies Based on the extensive experiments, we made some speculations. We presumed that random walk strategy plays an im- We consider an effective framework on REF benchmark has the following properties: restarting local search with a lower probability, including BMS strategy with a lower bms num and no random walk strategy is included.
Conclusions and Future work
In this work, we proposed a parametric SLS framework for MVWCP, called PbO-MWC, which contains many effective techniques and restarts the local search process with a certain probability when it getting stuck local optima. We used the automated algorithm configuration procedure SMAC to configure PbO-MWC and its competitors. We conducted experiments to compare the performance of all the configured solvers on four benchmarks. On BHOSLIB, KES and REF, the ratio of avg-PAR10 of the second best solver to avgPAR10 of PbO-MWC is 31.64, 1093.38 and 275.29 respectively. On 'MANN a81' from DIMACS, a new optimal solution (111,355) is found by PbO-MWC.
In the future, we plan to do some research to understand which strategies are best suit for particular problem types, and design novel strategies to integrate them into PbO-MWC framework to further improve the performance. In addition, we would like to conduct experiments on more benchmarks that are transformed from real-world problems.
