







Classification of Japanese Signed Character with Pose 
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第 5 章「提案手法拡張」では，第 4 章の実験結果を受けて提案手法の改善を目的とした拡
張を再提案している． 












の分類に使用するパタン認識モデルの一種である Support Vector Machine [7]について述
べる．次に画像認識分野で多用される深層学習の一つである Convolutional Neural 
Network [8]について概説する．その後，本研究で姿勢推定に用いる Realtime Multi-Person 
2D Pose Estimation using Part Affinity Fields [9]について述べる． 
 













図 2.1 SVMによるサンプル群分離模式図 
 
2.3 Convolutional Neural Network 
Convolutional Neural Network (CNN) は，画像処理において多用される深層学習の一













2.4 Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields 
Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields (OpenPose) は，
画像内の人物の 2 次元姿勢情報を効率的かつ高精度に推定する手法である．基本的な構成





















































図 3.2 提案手法概要図 
 
3.3 指文字の姿勢推定 
まず，指文字の骨格推定を OpenPose [9]によって行う．一般に RGB 値を用いる画像処




が手指の推定結果として JSON 形式で出力される．リスト 3.1 は出力結果の例であり，関







図 3.3 OpenPoseにおける手指モデルの関節番号 [14] 
 







      "pose_keypoints_3d":[], 
 "face_keypoints_3d":[], 
      "hand_left_keypoints_3d":[], 
      "hand_right_keypoints_3d":[] 




各種指文字の映像を 1 フレームずつ OpenPose に入力することで，そのフレームにおける
姿勢情報 𝐏𝐟 を取得する．ここで，f = (1,2,⋯ , F) はフレーム番号を表し，F は入力映像の
最終フレーム番号である．𝒑𝒇,𝒊 はそのフレームにおける各関節の 2 次元座標である．関節







𝑷𝒇 = {𝒑𝒇,𝒊} 






を特徴量として使用し SVMによる分類を行う手法を示す．一連の処理を図 3.4に示す． 
 
 






表 3.1 カナ指文字のラベル対応 





あ い う え お 
6 7 8 9 10 
か き く け こ 
11 12 13 14 15 
さ し す せ そ 
16 17 18 19 20 
た ち つ て と 
21 22 23 24 25 
な に ぬ ね の 
26 27 28 29 30 
は ひ ふ へ ほ 
31 32 33 34 35 
ま み む め も 
36 37 38 39 40 
や ゆ よ   
41 42 43 44 45 
ら り る れ ろ 
46 47 48 49 50 



















図 3.5 関節角度計算 
 
図 3.5のように関節点𝐩f,a，𝐩f,bおよび𝐩f,cが与えられたとき，二つのリムが成す角度αは 
 𝜶 = 𝐀𝐫𝐜𝐜𝐨𝐬
(𝒑𝒇,𝒂 − 𝒑𝒇,𝒃) ∙ (𝒑𝒇,𝒄 − 𝒑𝒇,𝒃)
‖𝒑𝒇,𝒂 − 𝒑𝒇,𝒃‖‖𝒑𝒇,𝒄 − 𝒑𝒇,𝒃‖




 𝐏𝐟の全ての要素を𝐩𝐟,𝐛として式(3.2)に入力し，表 3.1 のラベル y を付与することで次のベ
クトル𝐀𝐟を得る． 
 
𝑨𝒇 = [𝒚,𝜶𝒇]  
 𝜶𝒇 = [𝜶𝒇,𝟎,⋯ , 𝜶𝒇,𝟏𝟗] 
(3.3) 







図 3.6 各関節のインデックス 
 
入力映像を構成する全フレームについて，式(3.3)を 1 行とした行列を作成することで静的
指文字 cにおける学習データ𝐃𝐜とする．なお，cは表 3.1の文字ラベルに対応する． 





式(3.4)と同様に𝐃𝐜を c について多重化したものを訓練集合𝐃とする．構造を図 3.7 に示す． 
 
 
図 3.7 訓練集合の構造（静的指文字） 










































































表 3.2 動的文字の区分と対応ラベル 
































(𝒑𝒇,𝟐 + 𝒑𝒇,𝟓 + 𝒑𝒇,𝟗 + 𝒑𝒇,𝟏𝟑 + 𝒑𝒇,𝟏𝟕) (3.8) 
 𝒔𝒇 = |(𝐦𝐚𝐱𝒖𝒇 −𝐦𝐢𝐧𝒖𝒇)(𝐦𝐚𝐱𝒗𝒇 −𝐦𝐢𝐧𝒗𝒇)| (3.9) 









                                     𝒎𝟏(𝒑𝟏
𝒂𝒗𝒆, 𝒑𝑭
𝒂𝒗𝒆) = {
𝟎, |𝒖𝟏 − 𝒖𝑭| ≤ √𝒔𝟏
𝟏, 𝒖𝟏 < 𝒖𝑭
−𝟏, 𝒖𝟏 > 𝒖𝑭
 (3.11) 
                                     𝑚2(𝒑1
𝑎𝑣𝑒 , 𝒑𝐹
𝑎𝑣𝑒) = {
0, |𝑣1 − 𝑣𝐹| ≤ √𝑠1
1, 𝑣1







1000, |𝑣1 − 𝑣𝐹| ≤ √𝑠1𝑎𝑛𝑑 |𝑢1 − 𝑢𝐹| ≤ √𝑠1













































 𝒅𝒌 = 𝒑𝒇
𝒂𝒗𝒆 − 𝒑𝒇−𝟏






























𝑨 ≤ 𝟏𝟕𝟎 

































表 4.1 実験環境 
OS Ubuntu 16.04 LTS 
RAM 32GB 
CPU Intel® Xeon® X3450 @2.67GHz 
GPU NVIDIA GeForce GTX 1070 Ti 














表 4.2 データ区分 
分類番号 撮影部位 枚数 
1 手のみ 10 
2 肩から上 10 
3 上半身 10 










表 4.3 OpenPoseによる手指検出特性評価 
分類番号 






検出成功 身体 手指 
1 0  21 0  0 
2 44 19 37 0 0.432 0 
3 60 58 105 84 0.967 0.8 



























 解像度は1920 × 1080[pixel]とすること 































































図 4.1 静的指文字データセットの一例 
 
4.3.2 動的指文字データセット 
撮影条件等の設定は静的指文字に準ずる．しかし，動的指文字は動作 1 回につき 1 文字
を表すため，静的指文字と異なり映像の各フレームを切り出してサンプルに使用すること
ができない．そこで，新たに被験者 7名を選び動的指文字のデータセットを作成した．各動
的指文字に対応する全 7動作を一つにつき 50回撮影し，それらを 7人分集めたものを使用






表 4.5 各動的指文字のデータ数 




























4.4 評価実験 1：静的指文字 
4.3節で作成した静的データセットを用いて提案手法の評価実験を行った．本節でその結
果を提示する．精度評価に用いる指標を表 4.6および式(4.1)~(4.4)で与える．また，SVMの
フレームワークには scikit-learn [16]を使用し，パラメータ等の設定は表 4.6に従う．なお，
本節で得られる結果についての考察は 4.6節において行う． 
 
表 4.6 混同行列 
予測          真値 Positive Negative 
Positive True Positive (TP) False Positive (FP) 
Negative False Negative (FN) True Negative (TN) 
 








 F値 𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4.3) 
 正解値 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑃 + 𝑇𝑁
 (4.4) 
 
表 4.7 使用 SVMの諸元 


















予測を 10回行い，得られた全静的指文字の正解率を平均した結果を表 4.8に示す． 
 
表 4.8 角度特徴量の適用性確認 
 元データ 正規化・欠損値補完 





ットは全部で 12 人分と少数であるため，Leave-One-Out 交差検定を適用する．ただし表
4.8の結果から，撮影した映像のあるフレームを学習に用いた場合はその動画全体を予測で








図 4.4 全静的指文字の姿勢推定結果一例 
 
得られた全静的指文字の 1 文字ごとの平均正解率，および全文字平均正解率を表 4.9 に示
す．また，適合率，再現率，F値の文字別平均をグラフにまとめ，図 4.5に示す． 
 
表 4.9 静的指文字データセット全体における提案手法精度 
テスト番号 テスト数 正解率（全文字平均） 
1 11415 0.698 





3 6859 0.758 
4 6758 0.792 
5 5998 0.571 
6 7500 0.456 
7 6779 0.667 
8 6945 0.731 
9 6576 0.485 
10 3726 0.450 
11 7151 0.700 
12 5044 0.533 
AVG 7151.333 0.636 


















 𝒑′𝑓,𝑗 = 𝒑𝑓,𝑗 − 𝒑𝑓,0 (4.5) 
 結果を表 4.10および図 4.6，図 4.7に示す． 
 
表 4.10 スケール変化時における各手法の分類精度 
 テスト数 正解率（全文字平均） 
提案手法 11415 0.939 
座標値ベース 11415 0.0282 
 
 







図 4.7 スケール変化時における座標値ベース手法の文字別分類精度 
 
4.5 評価実験 2：動的指文字 
図 4.2 のデータセットを用い，基本動作 6 クラスの分類実験を行った．評価基準および
SVMの設定，実験方法は 4.4節で述べたものと同様である．基本動作 6に関しては静的指
文字の実験に用いたデータセットの一部を転用した．図 4.8に基本動作の姿勢推定結果を示








図 4.8 動的指文字各基本動作の姿勢推定結果一例 
 
表 4.11 動的指文字データセットにおける提案手法精度 
テスト番号 テスト数 正解率（全動作平均） 
1 50 0.947 
2 50 0.950 
3 50 0.983 
4 50 0.903 
5 50 0.987 
6 50 0.997 
7 50 0.957 
AVG 50 0.960 







図 4.9 動的指文字の文字別分類精度 
 
4.6 考察 









表 4.9 から，提案手法を適用することで 11人分の学習データから未知の静的指文字映像
に対して 63～65%程度の精度で正しい分類が可能であることが分かる．図 4.5 より最も高























































































5.2 多段 SVM による二段階分類 
本章で提案する拡張手法の概要を図 5.1に示す．最初の SVMにより手の裏表・角度を一
意に定めた後，それらが同一の静的指文字のみを第 3 章の手法で分離する．本手法では初








図 5.1 多段 SVM分類模式図 
 
5.3 静的指文字のサブクラス化 



















第 3 章と同様に画像横軸を U，横軸を V とする．ここで，掌中央から見て人差し指，中










図 5.3 手掌方向基準ベクトルおよび回転処理 
 
 𝒉𝒇 =
𝒑𝒇,𝟓 + 𝒑𝒇,𝟗 + 𝒑𝒇,𝟏𝟑 + 𝒑𝒇,𝟏𝟕
𝟒
− 𝒑𝒇,𝟎 (5.1) 












本節では図 5.4に示した 4パタンの内容を保持する特徴量の算出法を述べる． 
 
 
図 5.4 掌の向きによる 4パタン定義 
 











以上より，人差し指と小指第 3関節の u座標が 
 等しければパタン 1 
 異なればパタン 2，3 
を全て特定できる． 
得られた関節点のうち，人差し指第 3関節と小指第 3関節に相当する𝒑′𝑓,5と𝒑′𝑓,17の u座



















′ = 𝑹𝒑𝒇,𝒋 (5.4) 
 𝒅𝒊𝒓(𝒖𝒇,𝟓
′ , 𝒖𝒇,𝟏𝟕





 𝟎, 𝒊𝒇 |𝒉𝒇,𝒋| < 𝝉𝟐
𝟏, 𝒆𝒍𝒔𝒆 𝒊𝒇|𝒖′𝒇,𝟓 − 𝒖𝒇,𝟏𝟕
′ | ≤ 𝝉𝟑






















表 6.1 拡張手法のサブクラス分類精度 
テスト番号 テスト数 正解率 
1 11415 0.891 
2 11065 0.804 
3 6859 0.885 
4 6758 0.897 
5 5998 0.771 
6 7500 0.799 
7 6779 0.850 





9 6576 0.787 
10 3726 0.796 
11 7151 0.857 
12 5044 0.800 
AVG 7151.333 0.827 
Weighted-AVG 7151.333 0.831 
 
 
図 6.1 拡張手法によるサブクラスごとの平均分類精度 
 
6.3 静的指文字のサブクラス内分類実験 
SVM2 により各サブクラス内において第 3 章での提案手法を適用した結果を表 6.2-6.7，
図 6.2-6.7に示す．なお，サブクラス 6に含まれる指文字は「は」のみであるため SVM2へ
の入力は不要である．6.2節と同様に結果の考察は 6.4節にて行う． 
 
表 6.2 サブクラス 1における提案手法精度 
テスト番号 テスト数 正解率 
1 4210 0.870071 
2 3999 0.912728 
3 2791 0.971695 
4 2458 0.963385 
5 1900 0.718947 





7 2441 0.598116 
8 2578 0.94647 
9 2474 0.621261 
10 1706 0.58558 
11 2861 0.94093 
12 1640 0.788415 
AVG 2655.583 0.794812 
Weighted-AVG 2655.583 0.813443 
 
 
図 6.2 サブクラス 1における提案手法精度（文字別） 
 
表 6.3 サブクラス 2における提案手法精度 
テスト番号 テスト数 正解率 
1 2132 0.891182 
2 2164 0.972274 
3 1331 0.767092 
4 1320 0.909091 
5 1061 0.900094 
6 1450 0.793793 
7 1255 0.863745 
8 1358 0.994109 
9 1316 0.791033 





11 1439 0.789437 
12 1322 0.516641 
AVG 1413.667 0.831578 
Weighted-AVG 1413.667 0.841193 
 
 
図 6.3 サブクラス 2における提案手法精度（文字別） 
 
表 6.4 サブクラス 3における提案手法精度 
テスト番号 テスト数 正解率 
1 1657 0.728425 
2 1631 0.993869 
3 1025 0.88 
4 984 0.96748 
5 887 0.940248 
6 1110 0.781081 
7 1327 0.975885 
8 997 0.814443 
9 984 0.942073 
10 397 0.730479 
11 1054 0.754269 
12 962 0.753638 









図 6.4 サブクラス 3における提案手法精度（文字別） 
 
表 6.5 サブクラス 4における提案手法精度 
テスト番号 テスト数 正解率 
1 1733 0.992499 
2 1629 0.511971 
3 1013 0.819348 
4 1001 0.892108 
5 1052 0.5827 
6 1073 0.204101 
7 962 0.879418 
8 1016 0.661417 
9 921 0.636265 
10 660 0.907576 
11 1052 0.84981 
12 719 0.742698 
AVG 1069.25 0.723326 







図 6.5 サブクラス 4における提案手法精度（文字別） 
 
表 6.6 サブクラス 5における提案手法精度 
テスト番号 テスト数 正解率 
1 825 1 
2 823 1 
3 506 1 
4 493 1 
5 515 0.990291 
6 540 0.937037 
7 418 0.95933 
8 493 1 
9 484 0.516529 
10 235 0.982979 
11 527 1 
12 473 0.985201 
AVG 527.6667 0.947614 







図 6.6 サブクラス 5における提案手法精度（文字別） 
 
表 6.7 サブクラス 7における提案手法精度 
テスト番号 テスト数 正解率 
1 568 1 
2 533 1 
3 302 0.880795 
4 338 0.988166 
5 338 0.920118 
6 338 0.488166 
7 226 1 
8 333 0.942943 
9 322 0.639752 
10 166 0.608434 
11 337 0.985163 
12 174 0.471264 
AVG 331.25 0.827067 














表 6.1 よりサブクラス分類の正解率は平均・重み付き平均ともに 83%前後の精度を示し
た．したがって，全体的には拡張法における二つの特徴量が手の上下左右，掌の裏表を分類
する上で有効性を示したといえる．しかし，図 6.1から拡張法はどのサブクラスに対しても
平均的に高精度を示しているとはいえない．サブクラス 2 に対しては適合率こそ 90%以上











図 6.8 保持角度に曖昧性が認められる指文字群 
 





















表 6.8 サブクラス内分類実験結果のまとめ 
サブクラス名 クラス内指文字数 正解率 
1 15 0.813443 
2 8 0.841193 
3 6 0.86262 
4 6 0.720131 
5 3 0.952464 
6 1 0.799 
7 2 0.864906 
AVG  0.836 
Weighted-AVG  0.825 
 
表 6.8 より提案手法は類似骨格が分離されている条件下では単純平均で 83.6%，重み付
き平均で 82.5%の正解率を示すことが確認され，いずれも 4.4 節における実験値 63.6%お





 次に，文字別の分類精度から OpenPose の検出特性について考察を深める．各サブクラ
スにおいて F値を基準に検出精度が他より低い文字を挙げると，図 6.2-6.7よりサブクラス
1では「ら」，サブクラス 2では「ぬ」，サブクラス 3では「み」，サブクラス 4では「ま」，

































𝑬𝒙𝒑 = 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝑺𝑽𝑴𝟏 ∗ 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝑺𝑽𝑴𝟐 
= 𝟎. 𝟖𝟑𝟏 ∗ 𝟎. 𝟖𝟐𝟓 
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