Abstract. This paper presents a performance analysis and comparison of several pre-processing methods used in a hand gesture recognition system. The preprocessing methods are based on the combinations of several image processing operations, namely edge detection, low pass filtering, histogram equalization, thresholding and desaturation. The hand gesture recognition system is designed to classify an input image into one of six possible classes. The input images are taken with various background conditions. Our experiments showed that the best result is achieved when the pre-processing method consists of only a desaturation operation, achieving a classification accuracy of up to 83.15%.
Introduction
Many people still find the interaction with machines an uncomfortable experience. Using keyboard and mouse are cumbersome ways to interact. Efforts should be made to adapt machines to our natural means of communication [1] . Hand gestures, as a part of human body language, are used for many purposes. Hand gestures as a communication tool with machines can be used in many fields. Examples of such uses are socially assistive robotics, computer interfaces, game technology, assistance of surgeons and also military robotics [2] , [3] .
In this paper, we will use hand gesture images that represent different commands to a robot, in particular a military robot. The system identifies six different classes of commands: move forward, turn right, turn left, stop, move backward and a class that consists of gesture variations that do not fall into any of the five previously mentioned classes. These variations of hand gesture images refer to military hand signals [4] and previous results in the literature [5] , [6] .
A recognition system typically consists of pre-processing steps and a classifier. The classifier used in the proposed system is a nearest neighbor classifier. In our previous work [7] , we have presented a hand gesture recognition system using images against a uniform white background. In this paper, we improve the system using images taken against a different background, namely an environmental background, because this type of background is mostly found in military situations. We have also implemented more pre-processing methods compared to our previous work [7] , in which we have only used combinations of histogram equalization and desaturation. The additional pre-processing methods implemented in this paper are: edge detection, low pass filtering and image binary processing in HSI color space.
The rest of this paper is organized as follows. Section 2 discusses the image processing operations we used as pre-processing methods. In Section 3, a more detailed discussion of the nearest neighbor classifier is presented. Section 4 describes the overall system proposed in this paper. Experiment design and results are presented in Section 5. An analysis of the results is presented in Section 6. Finally, our conclusions are given in Section 7.
Pre-Processing
Pre-processing is a process of preparing data for another procedure. This preprocessing step aims to transform the data into a form that can be more easily and effectively processed [8] . In this paper, the pre-processing steps are built on the basis of several combinations from the following image processing operations: edge detection, low pass filtering, histogram equalization, binary image processing (i.e. thresholding) in HSI color space, and desaturation. These image-processing operations are discussed in more detail below.
The first image-processing operation used in the pre-processing step is edge detection. Edge detection is a process of identifying and locating sharp discontinuities in an image [9] that usually signify the presence of edges. Edges play an important role in object identification and recognition, since they represent the boundary between an object and the background or between adjacent objects [10] . Therefore, edge detection can be used as a feature extractor in pattern recognition/classification applications. In this investigation, the edge detector was based on the Sobel operators [11] , which are presented in Figure 1 . The edge detection operation, when combined with other image processing operations during pre-processing, is always the last operation performed on the input images. The second image processing operation used during pre-processing is the application of a low pass filter. Low pass filters or smoothing filters are used to produce an output image that is smoother than the input image. This filter works by suppressing the high-frequency contents of the image, including noise. Since we worked with color images in this study, the smoothing filter was applied to each color component (i.e., the R, G and B components) of the image. In this study, we have used the 3×3 averaging filter [11] . The kernel of the low pass filter is shown in Figure 2 . The next image-processing operation used during pre-processing is histogram equalization. The histogram of an image represents the distribution of pixel values in the image. Furthermore, it also approximates the probability distribution of pixel values in the image. This distribution is directly reflected in the appearance of the image. An image with poor contrast will have a narrow histogram. On the other hand, an image whose histogram resembles a uniform distribution has good contrast. Histogram equalization is a process employed to adjust the histogram of an image such that the pixel values in the image are more uniformly distributed. Because of this, histogram equalization can be used to adjust the contrast of an image [12] . Since histogram equalization enhances the contrast of the image, it can reveal more details in the image. This can potentially aid the classfication process.
The fourth image processing operation used in during pre-processing is image thresholding in HSI (Hue, Saturation, Intensity) color space. This operation is performed to produce a binary image in which the object is given a pixel value of 1 and the background is given a pixel value of 0. The thresholding is performed in HSI color space because it is appropriate for describing color, especially human skin color. HSI color space is an ideal tool for developing image processing algorithms based on color descriptions that are natural and intuitive to humans. Hue is an attribute associated with the dominant wavelenght in a mixture of light waves. Saturation refers to the relative purity or the amount of white light mixed with a hue [11] , while intensity shows the amount of light or white it contains [13] . The conversion from the original RGB color space to HSI is performed after the low pass filtering or histogram equalization operations (or after both operations in cases in which the preprocessing step contains both operations), and before the edge detection operation (if applicable). After conversion, a thresholding operation is performed to produce a binary image in which the areas of the image that correspond to human skin color will be changed into white and other areas will be changed into black. The detection of human skin color is based on the hue value of the pixels. In this study, areas having hue values < 43 were designated as human skin areas. This threshold has been obtained empirically.
The final image processing operation used during pre-processing is desaturation. Desaturation is a process that converts an image into a grayscale image by removing the chromatic (color) information. In other words, we only preserve the intensity information of the pixels. We can do this most easily by using the HSI color space, since it can be achieved by simply taking the intensity layer (I). The conversion from RGB color space to HSI color space is performed before the edge detection operation (if applicable). In this study, we did not combine the desaturation operation with low pass filtering, histogram equalization or thresholding.
As mentioned in the previous section, the pre-processing methods implemented in this study consist of combinations of two or more of the five image processing operations described above. These combinations will be discussed further in Section 4.
1-Nearest Neighbor
The K-nearest neighbor (k-NN) classifier is a method that classifies objects based on the class of k-closest neighbors [14] . The input vector for this method is the vector obtained by reshaping the input image into a column vector.
In this study, we have used the 1-nearest neighbor classifier. The 1-nearest neighbor (1-NN) classifier classifies the input vectors based on the class of the closest neighbor in the database. In this study, the distance between vectors is calculated using Euclidean distance. If a and b are two vectors of length n, then according to the Euclidean distance criterion, the distance between a and b is calculated using Eq. (1) as follows. 
System Description
The overall block diagram of our system is presented in Figure 3 . The system operates in two phases, namely the training phase and the testing phase. During the training phase, the input images of the system are training images, while during the testing phase the input images of the system are test images. As shown in this figure, the input images are first processed using various combinations of the image-processing operations described in Section 2. We have used ten pre-processing combinations in order to compare their performances. These combinations are presented in Table 1 . The pre-processing operations were performed sequentially, that is from the leftmost entry of this table to the rightmost entry. The pre-processing output is shown in Figure 4 . After pre-processing, the input image was fed into the nearest neighbor classifier. The classifier then classified the input image into one of six classes. 
Experimental Setup and Results
The experiment conducted in this study employed cross validation to measure the performance of the system using the various pre-processing variants. We used 10 runs of 2-fold, 5-fold and 10-fold cross validations.
The hand gesture images used in this study were taken from the Video, Image and Signal Processing (VISiO) laboratory of the Satya Wacana Christian University (SWCU) hand gesture database. Each of the images is taken using a web camera. The images are in RGB color format, with a resolution of 320×240 pixels. The camera's automatic white balance was used. The hand gestures images were taken from 30 respondents. The images were taken against two different backgrounds, a uniform white background and an environmental background. All input images were taken under controlled conditions. The images with a white background were taken in a closed room with sufficiently bright and uniform lighting from fluorescent light. The images with a real-world background were taken in bright daylight.
For each respondent and each background condition, the VISiO hand gestures database contained 48 hand gesture images belonging to 6 classes. Each class consisted of 8 images with variations in the angle of the hands. In total, 2880 images were used as the training and testing data set for cross validation. Some examples of these images are presented in Figure 3 .
In the proposed system, the original 320×240 pixels images are resized by resampling the images into a resolution of 64×48 pixels. This step is performed to reduce the computational load of the system. In reducing the size of the images, we do lose a considerable number of pixels. The loss of pixels mainly affecs the small details in the image, for example the surface details of the skin. Since in this system we are interested only in the shape of the hand in the gestures and not in the details of the skin surface, this loss of pixels should not have any significant effect on the performance of the proposed system. The results of the experiment, i.e. the average accuracy of the 10 runs of crossvalidation, are presented in the following tables. Table 2 presents the average accuracy achieved by the system when the input images had a uniform white background. Table 3 presents the average accuracy of the proposed system when the input images had an environmental background. Finally, Table 4 presents the average accuracy of the proposed system when the input included both images with a uniform white background and an environmental background. 
Discussion
From Tables 2, 3 and 4 we can see that the performance of the system was higher with a higher number of folds for the cross-validation, since a higher number of folds means that the number of training data, compared to the test data, is larger. Therefore, in this section we will base our discussion on the accuracy obtained by the system with 10-fold cross-validation. Table 2 shows that for input images with a uniform white background, the use of edge detection as part of the pre-processing step lowered the accuracy. For example, the accuracy of PP1 was higher than that of PP6. The difference between these two pre-processing steps is in the use of edge detection. This can be explained as follows. The output of an edge detector contains only the edges of the input image without the areas within the objects in the image. Therefore, a slight variation in object's position will greatly influence the result of the classification process. The proposed system uses a nearest neighbor classifier. This type of classifier only performs a substraction operation between the training and testing vectors. Since the vectors containing image edges are very sparse, even a slight variation of the object position (and hence, the edge positions) will result in a large difference. An exception is observed, however, for PP2 and PP7 in which the accuracy of PP2 is lower than PP7, although the difference is not significant and can be attributed to the randomization performed in the cross validation process. A similar trend is also observed in Tables 3 and 4 , i.e. the use of edge detection tends to lower system accuracy except in the case of PP2 and PP7.
When we compare the results of Tables 2 and 3 , we observe that for most cases, the system's performance was higher when the hand gesture was captured against an environmental background. In the case of PP1 and PP6, the performance improvement was very small and can be attributed to the randomization done in the cross validation process. However, in other cases, such as PP3, PP4, PP8 and PP9, the performance increase was quite significant. In the case of PP3, PP4, PP8 and PP9, the main contributing factor to this phenomenon is the hue of the background. The environmental background used in these experiments was dominated by a green hue, which is very different from that of the human skin. Therefore, the thresholding operation was capable of separating the object (i.e. the hand) from the background. This in turn improved the performance of the classifier. Table 4 shows that the performance of the system when the input consisted of images with both uniform and environmental backgrounds falls between the performances of the system as presented in Table 2 and 3. This is because the classifier used in this investigation is a nearest neighbor classifier. In this case, the system operates as if we have two parallel classifiers, one for the images with a white background and one for the images with an environmental background. The overall system performance then falls between the performances of these two classifiers. Finally, we can also conclude that the best pre-processing variant (in terms of system accuracy) was PP5. This holds true for all types of input image background.
Conclusion
In this study, we have compared ten variants of pre-processing methods applied to a hand gesture recognition system. Our experiments showed that the best preprocessing variant was PP5, giving a system accuracy of up to 83.78%. In future work, we will expand our hand gesture database to include images with more varied backgrounds, both in terms of complexity and hue variation.
