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Resumo
Geometria complexa generalizada é uma estrutura geométrica que contém as geometrias
complexa e simplética como casos especiais. Nesta tese, exploramos a geometria complexa
generalizada invariante em variedades flag de grupos de Lie semissimples.
Para as variedades flag maximais descrevemos todas as estruturas quase complexas
generalizadas invariantes. Em seguida, apresentamos quais dessas estruturas são integráveis,
tanto no caso usual (não torcido) quanto no caso torcido. Utilizando essa classificação,
descrevemos a ação do grupo de Weyl e o efeito da ação por B-transformações no espaço
das estruturas quase complexas generalizadas invariantes em uma variedade flag maximal.
Apresentamos também uma classificação das estruturas (quase) Kähler generalizadas
invariantes.
No caso das variedades flag parciais, apresentamos uma descrição das estruturas quase
complexas generalizadas invariantes. Em seguida, classificamos quais dessas estruturas são
integráveis para uma variedade flag com até quatro somandos isotrópicos.
Palavras-chave: Variedade flag; Geometria complexa generalizada; Espaços homogêneos,
Grupos de Lie.
Abstract
Generalized complex geometry is a geometrical structure which contains complex and
symplectic geometry as special cases. In this thesis, we explore the invariant generalized
complex geometry on flag manifolds of semisimple Lie groups.
For maximal flag manifolds we describe all invariant generalized almost complex structures.
Then, we present which of these structures are integrable, in both the usual (nontwisted)
and twisted cases. Using this classification, we describe the action of the Weyl group
and the effect of the action by B-transforms on the space of invariant generalized almost
complex structures on a maximal flag manifold. We also present a classification of the
invariant generalized (almost) Kähler structures.
In the case of partial flag manifolds, we present a description of the invariant generalized
almost complex structures. Then, we classify which of these structures are integrable for a
flag manifold with at most four isotropy summands.
Keywords: Flag manifold; Generalized complex geometry; Homogeneous spaces; Lie
groups.
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Introdução
O tema central desta tese é estruturas complexas generalizadas invariantes em
variedades flag de grupos de Lie semissimples. Uma estrutura complexa generalizada é
uma estrutura diferencial que foi introduzida por Hitchin [17] e depois desenvolvida por
Gualtieri [14], com a proposta de estudar estruturas complexas e simpléticas em uma
única linguagem. Atualmente, geometria complexa generalizada tem um papel importante
em aplicação a vários aspectos de teoria das cordas, ver [13] e [8], e também a problemas
relacionados a simetria do espelho e T -dualidade [11]. Referenciamos a Gualtieri [14], [15]
e Cavalcanti [10] para os fundamentos da teoria de estruturas complexas generalizadas.
Neste trabalho consideramos variedades flag maximais e parciais de grupos de Lie
semissimples. Seja g uma álgebra de Lie semissimples complexa e seja G o grupo de
Lie conexo com álgebra de Lie g. Seja Σ um sistema simples de raízes de g, para cada
subconjunto Θ  Σ existe uma subálgebra parabólica pΘ associada (ver Definição 1.2).
Uma variedade flag é o espaço homogêneo FΘ  G{PΘ em que PΘ é um subgrupo parabólico
de G. Se U é uma forma real compacta de G, então U age transitivamente em FΘ, assim
podemos também escrever o espaço homogêneo FΘ  U{KΘ em que KΘ  PΘ X U . No
caso em que Θ  H temos que KH  T é um toro maximal em U , escrevemos FH  F
e dizemos que F é uma variedade flag maximal. No caso Θ  H temos que KΘ é o
centralizador de um toro em U e dizemos que FΘ é uma variedade flag parcial. Estamos
interessados em estudar estruturas complexas generalizadas U -invariantes em FΘ.
Nossa abordagem para estudar estruturas invariantes é reduzir o problema à origem
b0 de FΘ  U{KΘ  G{PΘ. Uma estrutura quase complexa generalizada U -invariante em
FΘ é completamente determinada por uma estrutura quase complexa generalizada J no
espaço vetorial Tb0FΘ ` T b0FΘ que comuta com a representação de isotropia de KΘ.
O Capítulo 1 é dedicado a introduzir os conceitos fundamentais que serão utilizados
ao longo do trabalho. Assumimos que o leitor já está ambientado com a teoria de Lie
semissimples, caso não esteja recomendamos [20] e [21]. Começamos apresentando o
conceito de variedades flag de grupos de Lie semissimples e, em seguida, apresentamos
as definições e os primeiros resultados sobre geometria complexa generalizada em uma
variedade suave.
O Capítulo 2, baseado em [24], aborda as variedades flag maximais F  U{T  G{P
em que T é um toro maximal em U . Nesta abordagem, o primeiro passo é determinar as
estruturas quase complexas generalizadas invariantes J em F. Fazemos isso decompondo
a álgebra de Lie u de U como u  m ` t em que t é a álgebra de Lie de T (que é uma
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subálgebra de Cartan) e
m 
¸
α
uα
é a soma dos espaços de raízes de u, isto é, uα  pgα   gαq X u e gα é o espaço de raiz
na álgebra de Lie complexa g. Assim, Tb0FΘ ` T b0FΘ é identificado com duas cópias de
m, a saber, Tb0FΘ ` T b0FΘ  m`m
 em que m 
¸
α
uα (ver Seção 2.2 para a realização
precisa de uα). Dessa forma, podemos escrever uma estrutura quase complexa generalizada
invariante J em m ` m como uma soma direta J  `αJα em que cada Jα é uma
estrutura quase complexa generalizada invariante em uα ` uα. Para cada raiz α, provamos
que as estruturas quase complexas generalizadas invariantes Jα em uα ` uα devem ter a
seguinte forma:
J0 

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 tipo complexo,
ou
Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα
 tipo não complexo,
em que a2α  xαyα  1 com aα, xα, yα P R.
Uma vez que temos a descrição algébrica das estruturas quase complexas generaliza-
das invariantes J em F procedemos a análise da integrabilidade delas nos casos torcido e
não torcido. Escrevemos equações algébricas para as condições de integrabilidade. Resol-
vendo tais equações obtemos uma classificação das estruturas complexas generalizadas em
uma variedade flag maximal. Em resumo, provamos que uma estrutura quase complexa
generalizada invariante J em F é integrável se, e somente se, para cada terna de raízes
pα, β, α   βq temos que Jα, Jβ e Jα β satisfazem uma das linhas da seguinte tabela
Jα Jβ Jα β
complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (	J0)
não complexo complexo (J0) complexo (J0)
complexo (J0) não complexo complexo (J0)
complexo (J0) complexo (	J0) não complexo
não complexo não complexo não complexo
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em que, além disso, as estruturas que aparecem na última linha devem satisfazer o sistema#
aα βxαxβ  aβxαxα β  aαxβxα β  0
xαxβ  xαxα β  xβxα β  0
em que, para cada γ P tα, β, α   βu, temos a2γ  xγyγ  1.
O mesmo método funciona para a análise das estruturas complexas generalizadas
Ω-integráveis em F, em que Ω é uma 3-forma invariante (ver Seção 2.5).
Uma classificação prévia das estruturas integráveis foi feita por Milburn [19] a partir
das 2-formas diferenciais que definem estruturas quase complexas generalizadas. Por outro
lado, nossa abordagem utiliza os espaços de raízes das estruturas no mesmo espírito dos
artigos clássicos de Borel [6] e Wolf–Gray [26] e [27] (ver também [22]) para a descrição de
estruturas complexas invariantes.
O Capítulo 3, baseado em [23], trata das variedades flag parciais FΘ  U{KΘ  G{PΘ
em que KΘ é o centralizador de um toro em U . A grande diferença ao analisar as estruturas
invariantes em uma variedade flag parcial e em uma variedade flag maximal se dá pela
decomposição da representação de isotropia que, em nosso caso, pode ser identificada com
a representação adjunta. Em uma variedade flag maximal a representação de isotropia
se decompõe em subrepresentações unidimensionais, enquanto no caso de uma variedade
flag parcial isto não necessariamente é verdade. É conhecido, ver [7], que uma estrutura
complexa invariante em uma variedade flag pode ser descrita por sinais, isto é, se J é uma
estrutura quase complexa invariante em FΘ, então JpXαq  εαiXα em que εα  1. Mais
ainda, se mj é uma componente irredutível da representação de isotropia, temos que εα é
constante dentro de mj. Analogamente, também é conhecido, que uma métrica invariante
em FΘ é constante dentro das componentes irredutíveis da representação de isotropia.
Motivado por esses resultados é razoável esperar que, de alguma forma, uma estrutura
quase complexa generalizada invariante J em uma variedade flag FΘ seja ‘constante’
quando restrita a mj `mj , em que mj é uma componente irredutível da representação de
isotropia.
Desta forma, o primeiro passo foi estudar o comportamento de uma estrutura quase
complexa generalizada J em uma variedade flag parcial FΘ restrita a mj `mj , em que
mj é uma componente irredutível da representação de isotropia. Graças a invariância de
J provamos que J |mj`mj tem tipo constante, isto é, se α é uma raiz positiva na soma
mj 
¸
β
uβ tal que Jα é de tipo complexo (não complexo), então Jβ também é de tipo
complexo (não complexo) para todo β aparecendo na soma mj 
¸
β
uβ.
Uma vez que temos a descrição das estruturas quase complexas generalizadas inva-
riantes em uma variedade flag parcial procedemos ao estudo da integrabilidade de tais
estruturas. Entretanto, devido a decomposição da representação de isotropia precisamos
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estudar a integrabilidade das estruturas quase complexas generalizadas caso a caso. Existe
uma classificação completa de todas as variedades flag com dois, três e quatro somandos
isotrópicos em [4], [18] e [3], respectivamente. Aqui, apresentamos uma classificação de
todas as estruturas complexas generalizadas invariantes em uma variedade flag parcial
com até quatro somandos isotrópicos.
Por fim, no Capítulo 4, abordamos um trabalho conjunto com E. Gasparim e F.
Valencia (ver [12]), no qual passamos a estudar a geometria de variedades quase complexas
generalizadas em variedades flag maximais. Descrevemos a ação natural do grupo de Weyl
associado a um sistema de raiz no espaço das estruturas quase complexas generalizadas
em F e mostramos que a condição de integrabilidade é preservada por esta ação.
Estudamos os efeitos da ação por B-transformações no espaço das estruturas quase
complexas generalizadas invariantes em F. Mostramos que, para cada espaço de raiz,
qualquer estrutura quase complexa generalizada invariante de tipo não complexo é uma
B-transformação de uma estrutura de tipo simplético. Mostramos ainda que as estruturas
quase complexas generalizadas de tipo complexo são pontos fixos pela ação induzida
por B-transformações. Adaptando esses resultados ao caso geral e denotando MqpFq o
espaço quociente obtido do conjunto de todas as estruturas quase complexas generalizadas
invariantes em F módulo a ação por B-transformações, obtemos que
MqpFq 
¹
αPΠ 
MαpFq  pR Y0qα1      pR Y0qαd ,
em que |Π |  d e αj P Π .
Encerramos o capítulo com o estudo das estruturas (quase) Kähler generalizadas
invariantes em F, isto é, pares pJ ,J 1q de estruturas (quase) complexas generalizadas
invariantes em F que comutam e tal que G  JJ 1 define uma métrica definida positiva
em TF` T F. Classificamos todas estruturas Kähler generalizadas. Por fim, se denotamos
por KqpFq o espaço de todas as estruturas quase Kähler generalizadas invariantes em F
módulo a ação por B-transformações, concluímos que
KqpFq 
¹
αPΠ 
KαpFq  R:α1      R
:
αd
 pR:qd.
em que |Π |  d e R: : pt0u  R q Y pR   t0uq Y pt0u  Rq Y pR  t0uq.
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1 Conceitos Preliminares
Esse capítulo é dedicado a introduzir os conceitos fundamentais que serão utilizados
ao longo de todo o trabalho. Assumimos que o leitor já está ambientado com a teoria de
Lie semissimples, caso não esteja recomendamos [20] e [21]. Começamos apresentando o
conceito de variedades flag de grupos de Lie semissimples e, em seguida, apresentamos
as definições e os primeiros resultados sobre geometria complexa generalizada em uma
variedade suave. Maiores detalhes da teoria de geometria complexa generalizada pode ser
encontrada em [14], [15] e [10].
1.1 Variedades flag generalizadas
Seja g uma álgebra de Lie complexa e semissimples e seja G um grupo de Lie conexo
com álgebra de Lie g. Dada uma subálgebra de Cartan h de g, seja Π um sistema de raízes
de g relativo a h. Podemos decompor g como
g  h`
¸
αPΠ
gα,
em que gα  tX P g | rH,Xs  αpHqX para todo H P hu é um espaço de raiz.
A forma de Cartan–Killing de g é definida como
xX, Y y  tr padpXq adpY qq .
Fixamos uma base de Weyl de g, que é formada por uma base de h e por elementos
Xα P gα tais que xXα, Xαy  1 e rXα, Xβs  mα,βXα β com mα,β P R, mα,β  mα,β
e mα,β  0 se α   β não for raiz.
Para cada raiz α P Π denote por Hα o elemento de h definido por αpq  xHα, y. O
subespaço vetorial sobre R gerado pelos elementos Hα, α P Π, será denotado por hR.
Seja Σ um sistema simples de raízes de Π e Π  o conjunto das raízes positivas de Π
com relação a Σ. Temos as seguintes definições:
Definição 1.1. Seja g uma álgebra de Lie. A subálgebra de Borel b é a subálgebra
solúvel maximal de g definida por
b  h`
¸
αPΠ 
gα.
Definição 1.2. Uma subálgebra p de g é dita parabólica se p contém a subálgebra de
Borel b.
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Agora seja Θ um subconjunto de Σ. Denotamos por xΘy o conjunto de raízes gerado
por Θ, isto é, se α, β P xΘy e α β é uma raiz, então α β P xΘy. Denote xΘy  xΘyXΠ,
então
g  h`
¸
αPxΘy 
gα `
¸
αPxΘy 
gα `
¸
βPΠ zxΘy
gβ `
¸
βPΠ zxΘy
gβ.
Seja
pΘ  h`
¸
αPxΘy 
gα `
¸
αPΠ 
gα.
Como b  pΘ, segue que pΘ é uma subálgebra parabólica gerada por xΘy.
Definição 1.3. A variedade flag generalizada FΘ associada a pΘ é definida como o
espaço homogêneo
FΘ 
G
PΘ
em que PΘ é o normalizador de pΘ em G.
Seja u a forma real compacta de g dada por
u  spanRtihR, Aα, Sα | α P Π u,
em que Aα  Xα  Xα e Sα  ipXα   Xαq. Considere U  exp u a correspondente
forma real compacta de G e defina KΘ  PΘ X U . O grupo de Lie U age transitivamente
em FΘ com subgrupo de isotropia KΘ e, portanto, temos a identificação
FΘ 
U
KΘ
.
Seja kΘ a álgebra de Lie de KΘ. Assim, o espaço tangente de FΘ na origem pode
ser identificado com o complemento ortogonal de kΘ em u (com respeito à forma de
Cartan-Killing de u), que vamos denotar por m. Dessa forma, se bΘ é a origem de FΘ,
temos
TbΘFΘ  m  spanRtAα, Sα | α P Π zxΘyu 
¸
αPΠ zxΘy
uα,
em que uα  pgα ` gαq X u  spanRtAα, Sαu.
Temos que FΘ é um espaço homogêneo redutível. A representação de isotropia de
KΘ no espaço tangente de FΘ é equivalente à restrição da representação adjunta Ad de
KΘ em m. Esta representação é completamente redutível, de modo que podemos decompor
m como
m  m1 `    `ms,
em que cada mi é uma componente irredutível da representação de isotropia, i  1,    , s.
Vale observar que as componentes irredutíveis da representação de isotropia foram comple-
tamente descritas em [1] e [2].
Capítulo 1. Conceitos Preliminares 18
Observação 1.4. É interesante dividir o estudo de variedades flag em dois casos, quando
Θ  H e quando Θ  H, chamadas de variedade flag maximal e parcial, respectivamente.
No caso das variedades flag maximais, ou seja, em que Θ  H, denotamos apenas F
ao invés de FH e temos que
p  pH  h`
¸
αPΠ 
gα
é uma subálgebra parabólica minimal (subálgebra de Borel) de g. Dessa forma F  G{P 
U{T em que T  P X U é um toro maximal em U .
No caso de Θ  H temos FΘ  G{PΘ  U{KΘ em que KΘ  PΘXU é o centralizador
de um toro em U .
1.1.1 Estruturas quase complexas
Definição 1.5. Uma estrutura quase complexa em uma variedade M é um tensor J
que, para cada ponto x PM , é um endomorfismo Jx : TxM Ñ TxM satisfazendo J2x   Id.
No caso de uma variedade flag FΘ  U{KΘ, diremos que uma estrutura quase
complexa J é U -invariante se J é uma estrutura quase complexa e é invariante pela ação
de U . Neste caso, J é completamente determinada pelo seu valor na origem de FΘ. Além
disso, se J é U -invariante temos que J comuta com a representação adjunta de KΘ em m.
Também vamos denotar por J a complexificação desta aplicação a mC.
A invariância de J nos garante que Jpgαq  gα para toda raiz α. Como J2   Id
temos que seus autovalores são i e seus autovetores são Xα, α P ΠzxΘy, ou seja,
JpXαq  εαiXα com εα  1 e εα  εα. Dessa forma, temos que uma estrutura quase
complexa U -invariante J é completamente descrita por um conjunto de sinais tεαuαPΠzxΘy.
Mais que isso, pelo Lema de Schur, temos que esse sinal é constante em cada componente
irredutível, isto é, εα  εβ para todo α, β que aparece em mi com i  1,    , s.
Agora, para tratar a questão da integrabilidade de uma estrutura quase complexa J
precisamos do tensor de Nijenhuis que é definido por
NJpX, Y q  JrX, Y s  rJX, Y s  rX, JY s  JrJX, JY s
em que X, Y são campos de vetores em M .
Definição 1.6. Seja M uma variedade diferenciável. Uma estrutura quase complexa J
em M é dita ser integrável, ou simplesmente uma estrutura complexa, se o tensor de
Nijenhuis da estrutura J é identicamente nulo.
No caso de uma variedade flag FΘ, uma estrutura quase complexa U -invariante J
em FΘ é complexa se, e somente se, NJ se anula na origem b0 de FΘ.
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Em suma tanto a construção das estruturas quase complexas invariantes quanto
o critério para decidir se elas são complexas ou não, se reduzem a uma análise do que
acontece na origem de FΘ. Essa análise depende apenas da representação de isotropia e,
em muitos casos, é feita via cálculos puramente algébricos.
1.2 Geometria complexa generalizada
Nesta seção introduziremos os conceitos básicos de geometria complexa generalizada.
Para maiores detalhes ver [14] e [10].
1.2.1 Álgebra linear de V ` V 
Seja V um espaço vetorial de dimensão m e seja V  seu dual. Então V ` V  está
munido com a seguinte forma bilinear simétrica não-degenerada:
xX   ξ, Y   ηy 
1
2pξpY q   ηpXqq,
em que X, Y P V e ξ, η P V . Essa forma bilinear simétrica tem assinatura pm,mq e,
portanto, define o grupo ortogonal OpV ` V q  Opm,mq. Em adição a essas formas
bilineares, V ` V  tem uma orientação canônica, como segue. A maior potência exterior
pode ser decomposta como©2m
pV ` V q 
©m
V `
©m
V ,
e existe um pareamento natural entre
©m
V e
©m
V  dado por
pv, uq  detpvi pujqq,
em que v  v1 ^    ^ vk P
©m
V  e u  u1 ^    ^ uk P
©m
V . Dessa forma, temos
uma identificação natural
©2m
pV ` V q  R, e o número 1 P R define uma orientação
canônica em V ` V . O grupo de Lie preservando a forma bilinear simétrica junto com a
orientação canônica é o grupo espacial linear SOpV ` V q  SOpm,mq.
A álgebra de Lie de SOpV ` V q é definida como usual:
sopV ` V q  tT | xTx, yy   xx, Tyy  0 @x, y P V ` V u.
Dessa forma, temos
T 

A β
B A

em que A P EndpV q, B : V Ñ V  e β : V  Ñ V , e em que B  B e β  β. Portanto,
podemos ver B como um 2-forma em
©2
V  via BpXq  iXB e, de maneira similar,
podemos considerar β como um elemento de
©2
V . Isto no diz que podemos identificar
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a álgebra de Lie das isometrias infinitesimais de V ` V  com o espaço sopV ` V q ©2
pV `V q  EndpV q`
©2
V `
©2
V . Consequentemente, cada elemento B P
©2
V 
pode ser visto como

0 0
B 0

P sopV ` V q, e então consideramos
eB  exppBq 

1 0
B 1

P SOpV ` V q.
Esta é uma transformação ortogonal que envia X   ξ ÞÑ X   ξ   iXB, chamada B-
transformação.
Definição 1.7. Um subespaço L  V ` V  é isotrópico quando xX, Y y  0 para todo
X, Y P L. Equivalentemente, se L  LK, em que LK é o subespaço ortogonal a L em
relação a forma bilinear simétrica natural de V ` V .
Dado L  V ` V  um subespaço isotrópico temos que
dim V ` V   dimL  dimLK ¥ 2 dimL,
ou seja, a dimensão de L é menor ou igual a m, em que dim V  m.
Definição 1.8. Seja L  V ` V  um subespaço isotrópico. Quando a dimensão de L é m
dizemos que L é isotrópico maximal.
Em alguns textos, os subespaços isotrópicos maximais são também chamados de
estruturas de Dirac linear.
Exemplo 1.9. V e V  são claramente subespaços isotrópicos maximais.
Exemplo 1.10. Seja E ¤ V um subespaço. Considere o subespaço
E ` AnnpEq   V ` V ,
em que AnnpEq  tξ P V  : ξ|E  0u é o anulador de E em V . Temos que E `AnnpEq é
um subespaço isotrópico maximal.
Exemplo 1.11. Seja E ¤ V um subespaço e seja ε P ^2E. Olhando ε como antiauto-
adjunto E Ñ E via X ÞÑ iXε, considere o seguinte subespaço, análogo ao gráfico de
ε:
LpE, εq  tX   ξ P E ` V  : ξ|E  εpXqu.
Então, se X   ξ, Y   η P LpE, εq, temos:
xX   ξ, Y   ηy 
1
2pξpY q   ηpXqq

1
2pεpX, Y q   εpY,Xqq
 0,
pois ε P ^2E. Mostrando que LpE, εq é um subespaço isotrópico maximal.
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O Exemplo 1.11 é muito importante no estudo de subespaços isotrópios maximais
pois, como veremos adiante, todo subespaço isotrópico maximal pode ser escrito na forma
LpE, εq. Por exemplo, note que se ε  0, então LpE, εq  E ` AnnpEq.
Lema 1.12. Seja piV : V ` V  Ñ V a projeção, L  V ` V  um subespaço isotrópico
maximal e E  piV pLq. Então
LX V   AnnpEq,
em que AnnpEq é o anulador de E.
Demonstração. Sejam ξ P LX V  e X P E, temos que existe η P V  tal que X   η P L e
0  x0  ξ,X   ηy  12 pηp0q   ξpXqq 
1
2ξpXq
logo ξpXq  0 e, portanto, ξ P AnnpEq.
Por outro lado, se ξ P AnnpEq e X   η P L temos
x0  ξ,X   ηy  12ξpXq  0,
pois X  piV pX   ηq P E e ξ P AnnpEq. Pela maximalidade de L segue que ξ P L.
Proposição 1.13. Cada subespaço isotrópico maximal em V ` V  é da forma LpE, εq.
Demonstração. Dado um subespaço isotrópico maximal L, considere E  piV pLq. Pelo
Lema 1.12 temos que LXV   AnnpEq. Daí segue que E  V {AnnpEq  V { pLX V q.
Assim, defina ε : E Ñ E por
ε : e ÞÑ piV 
 
pi1V peq X L

e, portanto, L  LpE, εq.
O inteiro k  dim AnnpEq  m dim piV pLq é um invariante associado a qualquer
subespaço isotrópico maximal em V ` V .
Definição 1.14. O tipo de um subespaço isotrópico maximal L  V `V  é a codimensão
k de sua projeção em V .
Como uma B-transformação preserva as projeções em V , ela não afeta E:
expBpLpE, εqq  LpE, ε  iBq,
em que i : E ãÑ V é a inclusão natural. Assim, B-transformações não alteram o tipo de
um subespaço isotrópico maximal.
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Antes de definirmos uma estrutura complexa generalizada em V , vamos falar breve-
mente sobre spinors. A ação de V ` V  em
©
V  dada por
pX   ξq  ϕ  iXϕ  ξ ^ ϕ
se estende a uma representação spin da álgebra de Clifford CLpV ` V q associada ao
produto interno natural x, y. Desta forma, nos referimos aos elementos de
©
V  como
spinors.
Definição 1.15. Um spinor ϕ é puro quando o espaço
Lϕ  tX   ξ P V ` V
 : pX   ξq  ϕ  0u,
é um subespaço isotrópico maximal. O subespaço real KL gerado por ϕ em
©
V  é
chamado spinor puro de linha gerado por ϕ.
Podemos obter uma descrição spinorial dos subespaços isotrópicos maximais como
segue, para mais detalhes ver [14].
Proposição 1.16. Sejam LpE, εq um subespaço isotrópico maximal, pθ1,    , θkq uma base
para AnnpEq e B P
©2
V  uma 2-forma tal que iB  ε, em que i : E Ñ V é a inclusão
natural. Então o spinor puro de linha KL representando LpE, εq é gerado por
ϕL  exppBqθ1 ^    ^ θk.
Introduzimos agora o conceito de estrutura complexa generalizada em V .
Definição 1.17. Uma estrutura complexa generalizada em V é um endomorfismo
J : V ` V  Ñ V ` V 
tal que J 2  1 e que J   J .
Proposição 1.18. Equivalentemente, podemos definir uma estrutura complexa genera-
lizada em V como uma estrutura complexa em V ` V  que é ortogonal em relação ao
produto interno natural de V ` V .
Demonstração. Seja J uma estrutura complexa generalizada em V , então J 2  1 e
J   J , daí segue que J J  1, o que implica que J é ortogonal. Reciprocamente,
suponha que J 2  1 e que J é ortogonal, ou seja, J J  1, donde segue que J  
J .
As estruturas complexas e simpléticas em V nos fornecem estruturas complexas
generalizadas, como veremos nos exemplos a seguir:
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Exemplo 1.19. Seja J : V Ñ V uma estrutura complexa em V e considere o endomorfismo
JJ : V ` V  Ñ V ` V  definido por
JJ 

J 0
0 J

.
Vejamos que JJ é uma estrutura complexa generalizada em V . Temos
J 2J 

J 0
0 J



J 0
0 J



J2 0
0 pJq2



1 0
0 1

 1
e
xJJpX   ξq,JJpY   ηqy  xJpXq   Jpξq,JpY q   Jpηqy

1
2 pJ
pξq pJpY qq  Jpηq pJpXqqq

1
2
 
ξ
 
J2pY q

  η
 
J2pXq


1
2 pξpY q   ηpXqq
 xX   ξ, Y   ηy.
Provando que JJ é uma estrutura complexa generalizada em V .
Exemplo 1.20. Seja ω P Ω2pV q uma estrutura simplética em V e considere o endomorfismo
Jω : V ` V  Ñ V ` V  definido por
Jω 

0 ω1
ω 0

.
Vejamos que Jω é uma estrutura complexa generalizada em V . Temos
J 2ω 

0 ω1
ω 0



0 ω1
ω 0



ω1ω 0
0 ωω1



1 0
0 1

 1
e
xJωpX   ξq,JωpY   ηqy  xω1pξq   ωpXq,ω1pηq   ωpY qy

1
2
 
ωpY q
 
ω1pξq

  ωpXq
 
ω1pηq


1
2
 
ω
 
ω1pξq

pY q   ω
 
ω1pηq

pXq


1
2 pξpY q   ηpXqq
 xX   ξ, Y   ηy.
Provando que Jω é uma estrutura complexa generalizada em V .
Um fato importante, que justifica o estudo de subespaços isotrópicos maximais, é que
especificar J é equivalente a especificar um subespaço isotrópico maximal de pV ` V qbC.
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Proposição 1.21. Uma estrutura complexa generalizada em V é equivalente a escolha de
um subespaço isotrópico maximal L  pV ` V q b C com LX L  t0u.
Demonstração. Se J é uma estrutura complexa generalizada em V , seja L o autoespaço
associado ao autovalor i. Dados x, y P L temos
xx, yy  xJ pxq,J pyqy  xix, iyy  xx, yy,
o que mostra que L é isotrópico. Além disso, dimL  dim V , portanto L é isotrópico
maximal. E mais, observe que L é o autoespaço associado ao autovalor i, logo LXL  t0u.
Agora, suponha L como no enunciado da proposição, defina J como a multiplicação
por i em L e a multiplicação por i em L. Temos que esse endomorfismo satisfaz que
J 2  1 e a ortogonalidade segue do seguinte: dados x P L e y P L então
xJ pxq,J pyqy  xix,iyy  xx, yy.
Isso define um endomorfismo em pV ` V q b C que comuta com a conjugação complexa,
logo ele é a complexificação de um endomorfismo de V `V , que é uma estrutura complexa
generalizada.
Este resultado nos diz que estudar estruturas complexas generalizadas é equivalente a
estudar subespaços isotrópicos maximais complexos, isto é, subespaços isotrópicos maximais
em pV ` V q b C.
1.2.2 Variedades complexas generalizadas
Queremos transportar o conceito de estruturas complexas generalizadas para varie-
dades. Com o que foi visto até agora, temos a seguinte definição:
Definição 1.22. Uma estrutura quase complexa generalizada em uma variedade
M2n é dada por uma das seguintes condições equivalentes:
• Um endomorfismo J : TM ` T M tal que J 2   Id e J   J .
• Um subfibrado isotrópico maximal L  pTM ` T Mq b C tal que LX L  t0u.
Ainda precisamos de algum tipo de condição de integrabilidade para estas estruturas.
No caso de estruturas quase complexas a condição de integrabilidade é satisfeita, segundo
o Teorema de Newlander–Nirenberg, se seu i-autofibrado é involutivo com relação ao
colchete de Lie, ou equivalentemente, se seu tensor de Nijenhuis se anula:
NJpX, Y q : JrX, Y s  rJX, Y s  rX, JY s  JrJX, JY s  0 @X, Y P XpMq.
Para as estruturas complexas generalizadas definimos um colchete nas seções suaves
de TM ` T M .
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Definição 1.23. O colchete de Courant é um colchete antissimétrico definido nas
seções suaves de TM ` T M , dado por
rX   ξ, Y   ηs  rX, Y s   LXη  LY ξ  12dpiXη  iY ξq
em que X   ξ, Y   η P C8pTM ` T Mq.
Agora, podemos definir a condição de integrabilidade de estruturas quase complexas
generalizadas:
Definição 1.24. Seja M uma variedade. Uma estrutura quase complexa generalizada
J : TM ` T M Ñ TM ` T M é dita integrável quando seu i-autofibrado L  pTM `
T Mq b C é involutivo pelo colchete de Courant, isto é, satisfaz rL,Ls  L.
As condições de integrabilidade para as estruturas quase complexas generaliza-
das provenientes de uma estrutura quase complexa e de uma estrutura simplética são
equivalentes as condições de integrabilidade vindas da geometria complexa e simplética,
respectivamente.
Exemplo 1.25. (Tipo simplético, k  0) Dada uma variedade quase simplética pM,ωq
(isto é, ω é uma 2-forma não degenerada em M , não necessariamente fechada), temos que
Jω 

0 ω1
ω 0

define uma estrutura quase complexa generalizada em M . Temos que Jω é integrável se, e
somente se, ω é simplética, isto é, dω  0. Neste caso, diremos que esta estrutura complexa
generalizada é de tipo simplético.
Temos que Jω determina um subfibrado isotrópico maximal L  tX  iωpXq | X P
TM b Cu e um spinor puro de linha gerado por ϕL  exppiωq. Temos que esta é uma
estrutura quase complexa generalizada de tipo k  0, constante ao longo de M . Sabemos
que ao aplicar umaB-transformação neste exemplo obtemos outra estrutura quase complexa
generalizada de tipo k  0, como segue:
eBJωeB 

1 0
B 1

0 ω1
ω 0

1 0
B 1



ω1B ω1
ω  Bω1B Bω1

,
eBpLq  tX  pB   iωqpXq : X P TM b Cu,
ϕeBL  e
B iω.
Lembre que Jω é integrável se, e somente se, ω é fechada. Neste caso, é possível verificar
que a estrutura eBJωeB também é integrável se, e somente se, B é fechada.
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Exemplo 1.26. (Tipo complexo, k  n) Dada pM,Jq uma variedade quase complexa,
temos que
JJ 

J 0
0 J

define uma estrutura quase complexa generalizada em M . Temos que JJ é integrável
se, e somente se, J é integrável como estrutura complexa. Neste caso, diremos que esta
estrutura complexa generalizada é de tipo complexo.
Temos que JJ determina um subfibrado isotrópico maximal L  TM0,1 ` TM1,0 
pTM `T MqbC em que TM1,0  TM0,1 é o i-autoespaço de J e, determina também, um
spinor puro de linha gerado por ϕL  Ωn,0 em que Ωn,0 é qualquer gerador das pn, 0q-formas
para a variedade quase complexa pM,Jq. Temos que esta é uma estrutura quase complexa
generalizada de tipo k  n, constante ao longo de M . Este exemplo pode ser transformado
por uma B-transformação
eBJJeB 

J 0
BJ   JB J

,
eBpLq  tX   ξ  iXB : X   ξ P TM0,1 ` TM1,0u,
ϕeBL  e
BΩn,0.
Observação 1.27. Qualquer estrutura quase complexa generalizada de tipo k  n é uma
B-transformação de uma estrutura quase complexa generalizada de tipo complexo, ver [14].
A definição de integrabilidade para uma estrutura quase complexa generalizada J
envolve o colchete de Courant de seu i-autofibrado que, por sua vez, é um subfibrado
isotrópico maximal de pTM ` T Mq b C. Isso nos permite verificar a integrabilidade de
uma estrutura quase complexa generalizada analisando o operador de Nijenhuis restrito
ao i-autofibrado de J , em que o operador de Nijenhuis é definido por
NijpA,B,Cq  13pxrA,Bs, Csy   xrB,Cs, Ay   xrC,As, Byq.
Proposição 1.28. Seja M uma variedade e L um subfibrado isotrópico maximal de
pTM ` T Mq b C. Então as seguintes afirmações são equivalentes:
• L é involutivo;
• Nij |L  0.
Podemos falar também de estruturas (quase) Kähler generalizadas.
Definição 1.29. Uma estrutura quase Kähler generalizada em M é um par pJ ,J 1q
de estruturas quase complexas generalizadas em M que comutam e tal que G : JJ 1
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define uma métrica definida positiva em TM ` T M . Se, além disso, J e J 1 são inte-
gráveis, dizemos que o par pJ ,J 1q é uma estrutura Kähler generalizada. A métrica
correspondente em TM ` T M dada por
GpX   ξ, Y   ηq  xJ pX   ξq,J 1pY   ηqy
é chamada métrica Kähler generalizada.
Exemplo 1.30. Assuma que pM,J, ωq é uma variedade Kähler tal que J é uma estrutura
complexa em M e ω é uma forma simplética de tipo p1, 1q, satisfazendo ωJ  Jω, o que
implica que JJJω  JωJJ . É simples checar que
G  JJJω 

0 g1
g 0

,
define uma métrica definida positiva em TM ` T M . Portanto, o par pJJ ,Jωq é uma
estrutura Kähler generalizada em M . Aqui, g denota a métrica Riemanniana em M
induzida pela forma gpX, Y q  ωpX, JY q.
1.2.2.1 Estruturas complexas generalizadas torcidas
Como foi desenvolvido por Ševera e Weinstein, em [25], o colchete de Courant pode
ser ‘torcido’ por uma 3-forma fechada. Dada uma 3-forma fechada Ω, defina outro colchete
r, sΩ em TM ` T M , por
rX   ξ, Y   ηsΩ  rX   ξ, Y   ηs   iY iXΩ.
A partir disso, podemos definir o operador de Nijenhuis torcido NijΩ usando a expressão
do colchete de Courant torcido r, sΩ, obtendo assim
NijΩpA,B,Cq  NijpA,B,Cq   ΩpX, Y, Zq,
em que A  X   ξ, B  Y   η e C  Z   ζ.
Definição 1.31. Uma estrutura quase complexa generalizada J é dita ser integrável
com respeito a uma 3-forma fechada Ω (ou simplesmente Ω-integrável) quando seu
i-autofibrado L é involutivo com respeito ao colchete de Courant torcido por Ω.
Analogamente ao caso usual (não torcido), pode-se provar que L é involutivo com
respeito ao colchete de Courant torcido por Ω se, e somente se, NijΩ |L  0. Para mais
detalhes, ver [14].
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2 Estruturas Complexas Generalizadas Invari-
antes em Variedades Flag Maximais
Este capítulo, baseado em [24], apresenta o estudo completo das estruturas complexas
generalizadas invariantes em uma variedade flag maximal. Primeiramente estudamos uma
decomposição das estruturas quase complexas generalizadas invariantes em espaços de
raízes. Num segundo momento, nos preocupamos com a integrabilidade de tais estruturas
tanto no caso usual (não torcido) quanto no caso torcido por uma 3-forma.
2.1 Decomposição em espaços de raízes
Quando estamos trabalhando com uma variedade flag podemos considerar estruturas
quase complexas generalizadas invariantes. Uma estrutura quase complexa generalizada
invariante J é completamente determinada por seu valor na origem, ou seja, é completa-
mente determinada por J : Tb0F` T b0FÑ Tb0F` T b0F em que b0 é a origem da variedade
flag F. Desta forma, o endomorfismo J satisfaz J 2  1, J é ortogonal com respeito ao
produto interno x, y e é invariante pela representação de isotropia.
Sabemos que uma estrutura complexa generalizada está relacionada a um subespaço
isotrópico maximal. Nesse momento, estamos interessados em descrever os subespaços
isotrópicos em Tb0F` T b0F que são invariantes pela representação de isotropia. Note que
Tb0F  n e T b0F  n
 , assim buscamos descrever os subespaços isotrópicos invariantes
em n ` n . Observe que a representação de isotropia em n é dada pela representação
adjunta e, portanto, em n  será dada pela representação coadjunta.
Proposição 2.1. Seja L um subespaço invariante em n ` n . Então
L 
¸
α¡0
LX pgα ` gαq.
Demonstração. Sabemos que uma variedade flag maximal F  U{T é um espaço homogê-
neo redutível, portanto podemos ver a representação de isotropia como a representação
adjunta restrita a T , isto é, Ad |T : T Ñ Glpuq.
Seja L  n` n  um subespaço invariante pela representação de isotropia que, neste
caso, é identificado com Ad`Ad. Como T é um toro (maximal), todo elemento g P T
pode ser escrito como g  eH em que H P t  LpT q. Seja α uma raiz positiva e sejam
Xα P gα e Xα P gα, então temos
pAd`Adq pgqpXα  Xαq  AdpeHqXα   AdpeHqXα
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visto que Adpgq  Adpg1q. Agora, usando o fato de que AdpeY q  eadpY q segue que
pAd`Adq pgqpXα  Xαq  eadpHqXα   e adpHqXα
 eαpHqXα   e
αpHqXα
 eαpHqpXα  Xαq P gα ` gα.
Desta forma, obtemos que gα ` gα são autoespaços de pAd`AdqpT q. Portanto, como
L é invariante em Tb0F ` T b0F temos que L é escrito como soma de autoespaços de
pAd`AdqpT q|L, ou seja,
L 
¸
α¡0
LX pgα ` gαq.
Note que a forma de Cartan-Killing é uma forma bilinear simétrica não-degenerada
de assinatura pm,mq sobre R, em que m  dimF. Logo a forma de Cartan-Killing coincide
com a forma natural x, y definida em Tb0F` T b0F.
Proposição 2.2. Seja L 
¸
α¡0
LXpgα`gαq um subespaço invariante em n`n . Então
L é isotrópico em n ` n  se, e somente se,
Lα : LX pgα ` gαq
é um subespaço isotrópico em gα ` gα, para toda raiz positiva α.
Demonstração. Se L é isotrópico em n ` n , então temos que xX, Y y  0 para todo
X, Y P L. Em particular, se X, Y P Lα então xX, Y y  0. Portanto, Lα é um subespaço
isotrópico em gα ` gα, para toda raiz positiva α.
Reciprocamente, suponha que Lα é isotrópico em gα ` gα para toda raiz positiva
α, então xX, Y y  0 para todo X, Y P Lα. Agora, quando α  β temos xX, Y y  0 para
todo X P Lα e Y P Lβ, pois xgα, gβy  0 a menos que β  α. Portanto, L é isotrópico
em n ` n .
Observe que gα ` gα é um subespaço complexo de dimensão 2, ou ainda, podemos
vê-lo como um subespaço real de dimensão 4. Note ainda que a forma de Cartan–Killing é
uma forma bilinear simétrica não-degenerada e de assinatura 2 (sobre R) com matriz
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

para alguma base. Mais ainda, note que se L é um subespaço isotrópico maximal em
n`n , então cada subespaço Lα é isotrópico maximal em gα`gα (ou seja, dimR Lα  2).
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Desta forma, o próximo passo é descrever os subespaços isotrópicos de gα ` gα, ou
seja, buscamos descrever todos os subespaços isotrópicos de dimensão 2 em um espaço
de dimensão 4, que é equivalente a dar uma descrição de todas as estruturas complexas
generalizadas invariantes em R2.
Estruturas complexas generalizadas em um espaço de dimensão 2
Seja Q uma forma bilinear com matriz
B 

022 122
122 022

.
Estamos interessados em descrever as estruturas J tais que:
1. J é uma estrutura complexa, isto é, J2  1;
2. J é uma isometria de Q, isto é, QpJx, Jyq  Qpx, yq, isto é, JTBJ  B, que é
equivalente a JTB  BJ ;
3. J é invariante pela representação de isotropia. Neste caso, J deve ser invariante pela
ação do toro.
Se J satisfaz JTB  BJ , temos
J 

α β
γ αT

em que β   βT  γ   γT  0. Assim,
J2 

α2   βγ αβ  βαT
γα  αTγ γβ   pα2qT

e como J2  1, então 0  αββαT  αβ pαβqT , isto é, αβ é uma matriz antissimétrica.
Escrevendo
α 

a b
c d

e β 

0 x
x 0

,
temos que
αβ 

bx ax
dx cx

.
Portanto, se αβ é antissimétrica e β  0, então α é uma matriz escalar, ou seja, α é
uma matriz diagonal com a  d P R. Similarmente, usando a expressão γα  αTγ  0
obtemos a mesma conclusão com γ ao invés de β. Reciprocamente, se β e γ são matrizes
antissimétricas e α é uma matriz escalar, então αβ e γα são matrizes antissimétricas.
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A última afirmação garante que β  0 se, e somente se, γ  0. De fato, se β  0 e
γ  0, então quando calculamos J2 aparece α2 na diagonal, de onde teríamos que α2  1
(pois J2  1) com α uma matriz escalar real, o que é absurdo.
Agora, se β  γ  0 a única possibilidade é α2  1. Portanto, as estruturas
complexas que são isometrias de Q são dadas por:
1. Diagonal:
J 

α 0
0 αT

em que α2  1;
2. Não diagonal:
J 

a  id β
γ a  id

com
β 

0 x
x 0

e γ 

0 y
y 0

em que α2   βγ  1, isto é, a2  xy  1.
Entretanto, como estamos procurando estruturas invariantes, precisamos que J seja
invariante pela ação do toro. Seja T o grupo das matrizes diagonais em blocos
k 

rt 0
0 rt

com
rt 

cos t sent
sent cos t

a matriz de rotação. Uma estrutura complexa é invariante pela ação de T se kJk1  J
para todo k P T . Seja J uma estrutura complexa que é uma isometria de Q, então
kJk1 

rtαr
1
t rtβr
1
t
rtγr
1
t rtα
T r1t



rtαr
1
t β
γ rtα
T r1t

pois β e α são matrizes antissimétricas e portanto comutam com as rotações.
Agora, como α é uma matriz 2 2 que comuta com as rotações, temos que
α 

a b
b a

.
Além disso, α2  1 logo a  0 e b  1, assim
α 

0 1
1 0

ou α 

0 1
1 0

.
Portanto, as estruturas complexas que são isometrias de Q e que são invariantes por T ,
são dadas por
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1. Diagonal: J  J0 em que
J0 

α 0
0 α

com α 

0 1
1 0

.
2. Não diagonal:
J 

a  id β
γ a  id

com
β 

0 x
x 0

e γ 

0 y
y 0

tal que xy  0 e a2  xy  1 (todas estruturas deste tipo são invariantes por T , pois
β e γ comutam com as rotações e a  id é uma matriz escalar).
2.2 O colchete de Courant e o operador de Nijenhuis
Existem diversas maneiras de relacionar uma álgebra de Lie g com seu dual. Neste
trabalho iremos usar a forma simplética de Konstant–Kirillov–Souriau (KKS), que é
definida na órbita coadjunta G  α, com α P g, por
Ωα
 rXpαq, rY pαq	  αprX, Y sq
em que X, Y P g e rX, rY são os respectivos campos induzidos. Em nosso caso, podemos
identificar as órbitas adjunta e coadjunta de modo que, na origem, a forma KKS em
AdpUqH se torna
Ωb0p rX, rY q  xH, rX, Y sy
com X, Y P u.
Temos que u  u, mais que isso temos que uα  uα. Os elementos de uα serão
denotados por Aα e Sα. Tal isomorfismo é dado por
X  ΘXpq 
1
2ixH,Hαy
Ωb0p rX, q
para X P uα. Por conveniência, iremos escrever kα 
1
2ixH,Hαy
.
Estamos interessados em encontrar uma expressão melhor para o colchete de Courant,
lembrando que o mesmo é definido por
rX   ξ, Y   ηs  rX, Y s   LXη  LY ξ  12dpiXη  iY ξq.
Lembrando que m 
¸
α¡0
uα, observe que para X P m e Y P uα,
LXY   diXY    iXdY 
 diXΘY   iXdΘY
 diXΘY
Capítulo 2. Estruturas Complexas Generalizadas Invariantes em Variedades Flag Maximais 33
pois Ωo  df em que f é a função altura. Daí, temos que dado Z P m:
dpiXΘY qZ  Z

kαΩb0prY , rXq	
 kαΩb0

r rZ, rY s, rX	  kαΩb0 rY , r rZ, rXs	
 kα pxH, rrZ, Y s, Xsy   xH, rY, rZ,Xssyq
 kαxH, rZ, rY,Xssy
Dessa forma, dados Y  P uα eW  P uβ, obtemos uma expressão para o colchete de Courant
em m`m:
rX   Y , Z  W s  rX,Zs   LXW   LZY   12d piXW
  iZY
q
 rX,Zs   dpiXΘW q  dpiZΘY q 
1
2dpiXΘW  iZΘY q
 rX,Zs  
1
2dpiXΘW q 
1
2dpiZΘY q
 rX,Zs  
1
2kβxH, r, rW,Xssy 
1
2kαxH, r, rY, Zssy.
Uma questão natural a ser estudada é a integrabilidade de estruturas quase complexas
generalizadas. Uma maneira de realizar esse estudo é verificar se o operador de Nijenhuis
se anula quando restrito ao i-autofibrado da estrutura, em que o operador de Nijenhuis é
definido por
NijpA,B,Cq  13pxrA,Bs, Cy   xrB,Cs, Ay   xrC,As, Byq.
Utilizando a expressão para o colchete de Courant obtida acima para A  A1   A2 ,
B  B1   B

2 e C  C1   C2 , em que A2 P uα, B2 P uβ e C2 P uγ, calculamos cada uma
das parcelas da expressão de Nij:
xrA,Bs, Cy  xrA1   A

2 , B1  B

2 s, C1   C

2 y
 xrA1, B1s  
1
2kβxH, r, rB2, A1ssy 
1
2kαxH, r, rA2, B1ssy, C1   C

2 y

1
2kγxH, rC2, rA1, B1ssy  
1
4kβxH, rC1, rB2, A1ssy 
1
4kαxH, rC1, rA2, B1ssy.
Analogamente,
xrB,Cs, Ay  xrB1  B

2 , C1   C

2 s, A1   A

2y

1
2kαxH, rA2, rB1, C1ssy  
1
4kγxH, rA1, rC2, B1ssy 
1
4kβxH, rA1, rB2, C1ssy
e
xrC,As, By  xrC1   C

2 , A1   A

2s, B1  B

2 y

1
2kβxH, rB2, rC1, A1ssy  
1
4kαxH, rB1, rA2, C1ssy 
1
4kγxH, rB1, rC2, A1ssy.
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Logo, juntando tudo obtemos:
NijpA,B,Cq  16 pkγxH, rC2, rA1, B1ssy   kαxH, rA2, rB1, C1ssy   kβxH, rB2, rC1, A1ssyq
 
1
12 pkβxH, rC1, rB2, A1ssy   kγxH, rA1, rC2, B1ssy   kαxH, rB1, rA2, C1ssyq

1
12 pkαxH, rC1, rA2, B1ssy   kβxH, rA1, rB2, C1ssy   kγxH, rB1, rC2, A1ssyq .
Reorganizando os termos e utilizando a identidade de Jacobi, temos:
NijpA,B,Cq  212kγxH, rC2, rA1, B1ssy  kγ
1
12xH, rC2, rA1, B1ssy
 
2
12kαxH, rA2, rB1, C1ssy 
1
12kαxH, rA2, rB1, C1ssy
 
2
12kβxH, rB2, rC1, A1ssy 
1
12kβxH, rB2, rC1, A1ssy.
Portanto,
NijpA,B,Cq  112 pkγxH, rC2, rA1, B1ssy   kαxH, rA2, rB1, C1ssy   kβxH, rB2, rC1, A1ssyq .(2.1)
Observação 2.3. Note que se A1  A2, B1  B2 e C1  C2, temos que NijpA,B,Cq  0
sempre que kα  kβ  kγ pela identidade de Jacobi.
Mais ainda, pela expressão obtida em (2.1) temos alguns resultados imediatos:
Corolário 2.4. Sejam A,B,C P m. Então
NijpA,B,Cq  0.
Corolário 2.5. Sejam A,B P m. Então
NijpA,B,Cq  0
para todo C P m`m.
2.3 Integrabilidade
Para cada α P Π, considere B  tAα, Sα,Sα, Aαu base ordenada de uα ` uα. Note
que com essa base a matriz da forma bilinear x, y é

0 1
1 0

. Dessa forma, as únicas
estruturas quase complexas generalizadas invariantes em uα ` uα são
J0  

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ou Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα

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em que a2α  xαyα  1 (aα, xα, yα P R).
Assim, fixamos a seguinte notação:
Definição 2.6. Seja J uma estrutura quase complexa generalizada em uα ` uα:
a) Se J  J0  

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 diremos que J é de tipo complexo.
b) Se J  Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα
, em que a2α  xαyα  1 paα, xα, yα P Rq,
diremos que J é de tipo não complexo.
A nomenclatura usada acima é devida ao fato que se J é de tipo complexo, então J é
uma estrutura quase complexa generalizada proveniente de uma estrutura quase complexa,
isto é,
J 

J1 0
0 J1

em que J1 é uma estrutura quase complexa.
Neste momento estamos interessados em estudar a integrabilidade dessas estruturas.
Mais especificamente, queremos estudar quando uma estrutura quase complexa generalizada
é de fato uma estrutura complexa generalizada. Para fazer isso, dada uma estrutura quase
complexa generalizada J , analisaremos o operador de Nijenhuis restrito ao i-autoespaço
de J (ver Proposição 1.28).
Seja J uma estrutura quase complexa generalizada invariante em uα ` uα. Com
alguns cálculos simples conseguimos provar que:
a) Se J é do tipo complexo, seu i-autoespaço é
L  spanCtAα  iSα, Aα  iSαu
ou
L  spanCtAα   iSα, Aα   iSαu
dependendo do sinal de J .
b) Se J é do tipo não complexo, seu i-autoespaço é
L  spanCtxαAα   paα  iqAα, xαSαpaα  iqSαu.
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Como iremos fazer cálculos envolvendo os elementos Aα e Sβ, com α e β raízes, vale
lembrar o seguinte lema:
Lema 2.7. O colchete de Lie entre os elementos básicos de u são dados por:
riHα, Aβs  βpHαqSβ
riHα, Sβs  βpHαqAβ
rAα, Sαs  2iHα
rAα, Aβs  mα,βAα β  mα,βAαβ
rSα, Sβs  mα,βAα β mα,βAαβ
rAα, Sβs  mα,βSα β  mα,βSαβ.
Em busca de estruturas complexas generalizadas integráveis iremos considerar o
operador de Nijenhuis, primeiramente, restrito ao subespaço gerado por tAα, Sα, Aα, Sαu.
Proposição 2.8. Seja α uma raiz. O operador de Nijenhuis restrito ao subespaço uα ` uα
é identicamente nulo.
Demonstração. Pelo Corolário 2.5, precisamos analisar apenas dois casos:
1. NijpAα, Sα, Aαq
NijpAα, Sα, Aαq 
1
12kα pxH, rAα, rAα, Sαssyq

1
12kαxH, rAα, 2iHαsy
 
i
6kαxH,αpHαqSαy
 0, pois H é ortogonal a Sα.
2. NijpAα, Sα, Sαq
NijpAα, Sα, Sαq 
1
12kα pxH, rSα, rAα, Sαssyq

1
12kαxH, rAα, 2iHαsy
 
i
6kαxH,αpHαqAαy
 0, pois H é ortogonal a Aα.
Provando que Nij |uα`uα  0.
Procedendo dessa forma, o próximo passo é analisar o operador de Nijenhuis quando
restrito ao subespaço gerado pelos elementos Aα, Sα, Aα, Sα, Aβ, Sβ, Aβ e Sβ , em que
α, β P Π. Graças aos Corolários 2.4 e 2.5, precisamos analisar apenas 10 casos. Fazendo
cálculos análogos aos que foram feitos na proposição anterior, obtemos que:
NijpAα, Sα, Aβq  NijpAα, Sα, Sβq  NijpAα, Aα, Aβq  NijpAα, Aα, Sβq
 NijpAα, Sα, Aβq  NijpAα, Sα, Sβq  NijpSα, Aα, Aβq  NijpSα, Aα, Sβq
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 NijpSα, Sα, Aβq  NijpSα, Sα, Sβq  0.
Destes cálculos podemos concluir que o operador de Nijenhuis restrito ao subespaço gerado
por duas raízes é nulo.
Proposição 2.9. Sejam α e β raízes. O operador de Nijenhuis restrito ao subespaço
uα ` uβ ` u

α ` u

β é identicamente nulo.
Nos resta analisar o caso em que temos três raízes α, β e γ. Podemos dividir essa
análise em dois casos: α   β   γ  0 e α   β   γ  0. Mas, com cálculos similares, temos
que se α   β   γ  0 então Nij é zero, pois o único caso em que xH,Xy  0 é quando
X P ihR e isto acontece apenas quando temos o colchete entre elementos Aλ e Sλ, para
alguma raiz λ.
Por fim, precisamos fazer os cálculos com três raízes α, β e γ satisfazendo α β γ  0.
Dessa forma, considere α e β raízes tal que α   β também seja uma raiz. Após fazer os
cálculos, exatamente análogos aos que já foram feitos até aqui, obtemos:
NijpAα, Sβ, Aα βq  NijpAα, Aβ, Sα βq  NijpSα, Sβ, Sα βq
 NijpSα, Aβ, Aα βq 
i
6mα,β
NijpAα, Sβ , Aα βq  NijpAα, Aβ, Sα βq  NijpSα, Sβ , Sα βq
 NijpSα, Aβ, Aα βq  
i
6mpα βq,α
NijpAα, Sβ, Aα βq  NijpAα, Aβ, Sα βq  NijpSα, Sβ, Sα βq
 NijpSα, Aβ, Aα βq  
i
6mβ,pα βq
e os demais casos são todos zero. Para estes cálculos, lembre que mα,β  mβ,γ  mγ,α
sempre que α   β   γ  0.
Considere J uma estrutura quase complexa generalizada invariante. Sabemos que,
para cada raiz α, a restrição de J ao subespaço uα` uα é de tipo complexo ou de tipo não
complexo, isto implica que o i-autoespaço de J restrito a esse subespaço é Lα  spanCtAα
iSα, A

α  iS

αu ou Lα  spanCtxαAα   paα  iqAα, xαSα   paα  iqSαu, respectivamente.
Assim, precisamos analisar o operador de Nijenhuis restrito ao i-autoespaço de J para
cada terna de raízes pα, β, α   βq.
Antes de começar a análise, vamos fixar uma notação:
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Notação 2.10. Seja J uma estrutura quase complexa generalizada invariante e sejam α
e β raízes tal que α   β também é uma raiz. Denotaremos por Jα, Jβ e Jα β a restrição
de J aos subespaços gerados pelas raízes α, β e α   β, respectivamente. Denotaremos
também por Lα, Lβ e Lα β os i-autoespaços de Jα, Jβ e Jα β, respectivamente.
Proposição 2.11. Dada J uma estrutura quase complexa generalizada invariante, supo-
nha que Jα e Jβ são de tipo complexo com o mesmo sinal, isto é, ambas iguais a J0 ou
J0, e suponha que Jα β é de tipo não complexo. Então o operador de Nijenhuis restrito
a L  Lα Y Lβ Y Lα β é não nulo.
Demonstração. A prova segue de um cálculo direto:
a) Se Jα e Jβ são iguais a J0:
NijpAα  iSα, Aβ  iSβ , xα βAα β   paα β  iqAα βq  
1
3xα βmpα βq,α.
b) Se Jα e Jβ são iguais a J0:
NijpAα   iSα, Aβ   iSβ , xα βAα β   paα β  iqAα βq 
1
3xα βmpα βq,α.
Podemos provar um outro resultado similar como segue:
Proposição 2.12. Dada J uma estrutura quase complexa generalizada invariante, su-
ponha que dentre Jα, Jβ e Jα β sejam duas de tipo não complexo e a outra seja de tipo
complexo. Então o operador de Nijenhuis restrito a L  Lα Y Lβ Y Lα β é não nulo.
Demonstração. Novamente, podemos fazer os cálculos caso a caso, obtendo:
a) Se Jα e Jβ são de tipo não complexo, então Jα β é de tipo complexo. Neste caso,
podemos ter Jα β igual a J0 ou J0. Assim, temos
NijpxαAα   paα  iqAα, xβAβ   paβ  iqAβ, Aα β  iSα βq  
1
6xαxβmα,β
quando Jα β  J0 e
NijpxαAα   paα  iqAα, xβAβ   paβ  iqAβ, Aα β   iSα βq 
1
6xαxβmα,β
quando Jα β  J0.
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b) Se Jα e Jα β são de tipo não complexo, então Jβ é de tipo complexo. Novamente,
podemos ter Jβ igual a J0 ou J0. Dessa forma, temos
NijpxαAα   paα  iqAα, Aβ  iSβ , xα βAα β   paα β  iqAα βq
 
1
6xαxα βmpα βq,α
quando Jβ  J0 e
NijpxαAα   paα  iqAα, Aβ   iSβ , xα βAα β   paα β  iqAα βq

1
6xαxα βmpα βq,α
quando Jβ  J0.
Observação 2.13. Observe que o caso em que Jβ e Jα β são de tipo não complexo e
que Jα é de tipo complexo, é exatamente o mesmo caso do item (b), pois podemos ver
α   β  β   α.
Proposição 2.14. Dada J uma estrutura quase complexa generalizada invariante, su-
ponha que Jα é de tipo não complexo e que Jβ e Jα β são de tipo complexo com sinais
diferentes, isto é, se Jβ  J0 então Jα β  	J0. Então o operador de Nijenhuis restrito
a L  Lα Y Lβ Y Lα β é não nulo.
Demonstração. Precisamos analisar dois casos. Para o primeiro caso, suponha Jβ  J0 e
Jα β  J0. Neste caso, temos
NijpxαAα   paα  iqAα, Aβ  iSβ, Aα β   iSα βq 
1
3xαmα,β.
Para o segundo caso, suponha Jβ  J0 e Jα β  J0. Assim, temos
NijpxαAα   paα  iqAα, Aβ   iSβ, Aα β  iSα βq  
1
3xαmα,β.
Note que a Proposição 2.14 mostra também que quando Jα e Jα β são de tipo
complexo com sinais diferentes e Jβ é de tipo não complexo, então o operador de Nijenhuis
é não nulo quando restrito a L  Lα Y Lβ Y Lα β, pelo mesmo argumento usado na
Observação 2.13.
Antes de continuarmos, observe que, se Jα é de tipo complexo com Jα  J0,
então temos que JαpAαq  Sα e JαpSαq  Aα. Segue daí que JαpXαq  iXα e
JαpXαq  iXα, o que implica que εα  1. Analogamente, se Jα  J0 então εα  1.
Em [14] foi provado que dada uma estrutura quase complexa generalizada J pro-
veniente de uma estrutura quase complexa J , então J é integrável se e somente se J é
integrável. Dessa forma, podemos enunciar o seguite resultado:
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Teorema 2.15. Seja J uma estrutura quase complexa generalizada invariante. Suponha
que Jα, Jβ e Jα β sejam de tipo complexo, então nos casos
Jα Jβ Jα β
J0 J0 J0
J0 J0 J0
J0 J0 J0
J0 J0 J0
J0 J0 J0
J0 J0 J0
o operador de Nijenhuis restrito a L  Lα Y Lβ Y Lα β se anula.
Observação 2.16. Outra consequência desse fato é que nos casos em que Jα  Jβ  J0
e Jα β  	J0, temos que o operador de Nijenhuis é não nulo.
Teorema 2.17. Seja J uma estrutura quase complexa generalizada invariante. Suponha
que Jα é de tipo não complexo e que Jβ e Jα β são de tipo complexo com mesmo sinal,
então o operador de Nijenhuis restrito a L  Lα YLβ YLα β é zero. O mesmo é válido se
Jα e Jβ são de tipo complexo com sinais distintos e Jα β é de tipo não complexo.
Demonstração. A demonstração deste fato é feita através do cálculo direto do operador
de Nijenhuis restrito ao subespaço L, usando tudo que temos construído até aqui. Mais
especificamente, usamos a multilinearidade do operador de Nijenhuis, sua expressão para
os elementos básicos calculada anteriormente e os Corolários 2.4 e 2.5.
Dentre todos os casos possíveis, resta apenas analisar o caso em que Jα, Jβ e Jα β são
de tipo não complexo. Calculando o operador de Nijenhuis restrito a L  Lα YLβ YLα β,
obtemos que Nij |L  0 se, e somente se,
xαxβpaα β  iq  xαxα βpaβ  iq  xβxα βpaα  iq  0. (2.2)
Note que a expressão (2.2) é equivalente ao sistema#
aα βxαxβ  aβxαxα β  aαxβxα β  0
xαxβ  xαxα β  xβxα β  0
que nos permite enunciar o seguinte resultado:
Teorema 2.18. Seja J uma estrutura quase complexa generalizada invariante e suponha
que Jα, Jβ e Jα β são de tipo não complexo. O operador de Nijenhuis restrito a L 
Lα Y Lβ Y Lα β é zero se, e somente se,#
aα βxαxβ  aβxαxα β  aαxβxα β  0
xαxβ  xαxα β  xβxα β  0
(2.3)
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em que, para cada γ P tα, β, α   βu, temos a2γ  xγyγ  1.
Dessa forma, analisamos o que acontece com o operador de Nijenhuis quando res-
tringimos ao subespaço gerado por três raízes da forma α, β e α  β. Ou seja, dada uma
terna de raízes dessa forma podemos dizer exatamente o que acontece com o operador
de Nijenhuis restrito ao subespaço gerado por essas raízes. Em suma, temos que uma
estrutura quase complexa generalizada invariante J é integrável se, e somente se, para
cada terna de raízes pα, β, α   βq temos que Jα, Jβ e Jα β satisfazem uma das linhas da
tabela abaixo:
Jα Jβ Jα β
complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (	J0)
não complexo complexo (J0) complexo (J0)
complexo (J0) não complexo complexo (J0)
complexo (J0) complexo (	J0) não complexo
não complexo não complexo não complexo
Tabela 1 – Estruturas integráveis.
em que, além disso, as estruturas que aparecem na última linha devem satisfazer o sistema
(2.3).
Agora, dada uma raiz α, considere a base ordenada B  tAα, Sα,Sα, Aαu para
uα` u

α. Observe que B1  tAα, Sα,Sα, Aαu também é uma base para uα` uα e que
a matriz de mudança de base de B para B1 é
M 

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
M1.
Mais ainda, se Jα é de tipo complexo e Jα  J0 na base B, então mudando para a base
B1 obtemos J0. E, se Jα é de tipo não complexo na base B, com xα, yα e aα satisfazendo
a2α  xαyα 1, então mudando para a base B1 obtemos outra matriz de tipo não complexo
aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα

em que xα  xα, yα  yα e aα  aα.
Do que foi feito acima, podemos concluir que a mudança da base B para B1 não
altera o tipo da estrutura, muda apenas alguns sinais. Mais especificamente, se é de tipo
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complexo muda de J0 para J0 (ou de J0 para J0) e se é de tipo não complexo, então
troca os sinais de xα e yα.
Proposição 2.19. Seja J uma estrutura complexa generalizada invariante integrável. O
conjunto
P  tα P Π | Jα é de tipo complexo com Jα  J0u Y
tα P Π | Jα é de tipo não complexo com xα ¡ 0u
é uma escolha de raízes positivas com respeito a alguma ordem lexicográfica em hR.
Demonstração. Vamos provar que o conjunto P definido desta forma é um conjunto
fechado. Para isto, precisamos provar que dadas duas raízes α, β P P tal que α β também
é uma raiz, então α   β P P .
Sejam α, β P P tal que α β é uma raiz. Precisamos analisar alguns casos, lembrando
que estamos supondo que J é integrável. Assim temos:
• Se Jα e Jβ são de tipo complexo com Jα  Jβ  J0, então a única possibilidade é
que Jα β seja de tipo complexo com Jα β  J0. Portanto α   β P P .
• Se Jα é de tipo complexo com Jα  J0 e Jβ de tipo não complexo com xβ ¡ 0, então
devemos ter que Jα β seja de tipo complexo com Jα β  J0. Portanto α   β P P .
• Se Jα é de tipo não complexo com xα ¡ 0 e Jβ é de tipo complexo com Jα  J0, a
análise é análoga ao caso anterior.
• Se Jα e Jβ são de tipo não complexo com xα, xβ ¡ 0, então a única possibilidade é
que Jα β seja de tipo não complexo também. Agora, devemos provar que xα β ¡ 0.
Mas da integrabilidade de J temos que
xαxβ  xαxα β  xβxα β  0
de onde obtemos
xα β 
xαxβ
xα   xβ
¡ 0
pois xα, xβ ¡ 0. Portanto α   β P P .
Com isso, provamos que o conjunto P é fechado. Mais ainda, observe que Π  P Y pP q.
É conhecido que se o conjunto P é fechado e satisfaz Π  P Y pP q, então P é uma
escolha de raízes positivas.
Em particular, temos:
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Corolário 2.20. Seja J uma estrutura complexa generalizada invariante integrável. Se
Jα é de tipo complexo para todo α P Π, então P  tα P Π | Jα  J0u é uma escolha de
raízes positivas com respeito a alguma ordem lexicográfica em hR.
E temos também:
Corolário 2.21. Seja J uma estrutura complexa generalizada invariante integrável. Se
Jα é de tipo não complexo para todo α P Π, então P  tα P Π | xα ¡ 0u é uma escolha de
raízes positivas com respeito a alguma ordem lexicográfica em hR.
Dada J uma estrutura complexa generalizada invariante integrável, note que o
conjunto das raízes α tal que Jα é de tipo não complexo é um conjunto fechado. De fato,
a integrabilidade de J garante que para todas raízes α e β, tal que α   β também é uma
raiz, tal que Jα e Jβ são de tipo não complexo, então Jα β deve ser de tipo não complexo.
Teorema 2.22. Seja J uma estrutura complexa generalizada invariante integrável. Então
existe um sistema simples de raízes Σ e um subconjunto Θ  Σ, tal que Jα é de tipo não
complexo para cada α P xΘy  e de tipo complexo para α P Π zxΘy .
Demonstração. Segue do comentário acima e da Proposição 2.19.
O próximo resultado é uma recíproca do Teorema 2.22.
Teorema 2.23. Seja Σ um sistema simples de raízes e considere Θ  Σ um subconjunto.
Então existe uma estrutura complexa generalizada invariante integrável, J , tal que Jα é
de tipo não complexo para α P xΘy  e de tipo complexo para α P Π zxΘy .
Demonstração. Como o conjunto xΘy é fechado, então xΘy  também o é. Assim, dados
α, β P xΘy , com α   β P Π, temos α   β P xΘy . Portanto, podemos definir Jα, Jβ e
Jα β de tipo não complexo satisfazendo#
aα βxαxβ  aβxαxα β  aαxβxα β  0
xαxβ  xαxα β  xβxα β  0
Desta forma o operador de Nijenhuis restrito a L  Lα Y Lβ Y Lα β é zero.
No caso em que α, β P Π zxΘy , com α   β P Π, temos que α   β P Π zxΘy .
Então, para estas raízes, definimos Jα, Jβ e Jα β sendo de tipo complexo com Jα  Jβ 
Jα β  J0. Definidos dessa forma temos que Nij |L  0 em que L  Lα Y Lβ Y Lα β.
Agora, no caso em que α P Π zxΘy  e β P xΘy , com α   β P Π, devemos ter
que α   β P Π zxΘy . Com efeito, como β P xΘy temos que β P xΘy, e então α 
pα βq pβq P xΘy que contradiz a hipótese. Portanto, neste caso, temos α β P Π zxΘy .
Desta forma, definimos Jα e Jα β de tipo complexo com Jα  Jα β  J0 e Jβ de tipo
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não complexo. E, portanto, o operador de Nijenhuis se anula quando restrito ao subespaço
gerado por essas raízes.
Portanto, J construída dessa forma é uma estrutura complexa generalizada invariante
integrável.
2.4 Soluções para o tipo não complexo
Seja J uma estrutura quase complexa generalizada invariante e suponha que exista
uma terna de raízes pα, β, α βq tal que Jα, Jβ e Jα β sejam de tipo não complexo. Vimos
que o operador de Nijenhuis restrito a L  Lα Y Lβ Y Lα β se anula se, e somente se, as
equações #
aα βxαxβ  aβxαxα β  aαxβxα β  0
xαxβ  xαxα β  xβxα β  0
(2.4)
são satisfeitas.
Neste momento, estamos interessados em saber quando existem xα, xβ, xα β, aα, aβ
e aα β que satisfazem o sistema acima, em que xα, xβ, xα β  0. Manipulando o sistema
obtemos que
xα β 
xαxβ
xα   xβ
e aα β 
aβxα   aαxβ
xα   xβ
são solução para o sistema. Ou seja, dados xα, xβ, aα, aβ a única solução para o sistema é
xα β e aα β como acima.
O problema aparece quando temos mais de uma terna de raízes do tipo pα, β, α  βq.
Para explicar melhor, vamos fazer um exemplo:
Exemplo 2.24. Considere a álgebra de Lie de tipo A3 com sistema simples de raízes
Σ  tα, β, γu e com raízes positivas α, β, γ, α β, β γ e α β γ. Seja J uma estrutura
quase complexa generalizada invariante tal que Jδ é do tipo não complexo para toda raiz
δ. Queremos que J seja integrável, ou seja, para cada terna de raízes pα1, α2, α1   α2q,
precisamos que o sistema (2.4) seja satisfeito. Neste exemplo, temos que as raízes de
altura dois se escrevem de maneira única como soma de raízes simples. Entretanto, a raiz
α  β   γ pode ser escrita de duas maneiras diferentes como soma de duas raízes, a saber,
pα   βq   γ e α   pβ   γq. Assim, precisamos tomar cuidado com que todos os sistemas
sejam satisfeitos simultaneamente.
Fixamos aδ e xδ para toda raiz δ P Σ. Analisaremos todos os possíveis sistemas:
Começamos com a terna pα, β, α   βq. Temos o sistema igual a (2.4) e que tem solução
xα β 
xαxβ
xα   xβ
e aα β 
aβxα   aαxβ
xα   xβ
.
Agora, considere a terna pβ, γ, β   γq. Neste caso, obtemos solução
xβ γ 
xβxγ
xβ   xγ
e aβ γ 
aγxβ   aβxγ
xβ   xγ
.
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Para a terna pα, β   γ, α   β   γq, temos a solução
xα β γ 
xαxβ γ
xα   xβ γ
e aα β γ 
aβ γxα   aαxβ γ
xα   xβ γ
.
Por fim, temos a terna pα   β, γ, α   β   γq, em que obtemos outras expressões para
aα β γ e xα β γ, dadas por
xα β γ 
xα βxγ
xα β   xγ
e aα β γ 
aγxα β   aα βxγ
xα β   xγ
.
Precisamos verificar que ambas expressões são iguais. Já temos as expressões para xβ γ,
aβ γ, xα β e aα β. Substituindo essas expressões acima, obtemos em ambos os casos que
xα β γ 
xαxβxγ
xαxβ   xαxγ   xβxγ
e
aα β γ 
aγxαxβ   aβxαxγ   aαxβxγ
xαxβ   xαxγ   xβxγ
,
provando que as expressões estão bem definidas. Portanto, fixando valores para xδ e aδ,
para as raízes simples δ, obtemos valores para x e a associados a raízes positivas de altura
maior que um de maneira que J é integrável.
No caso geral, seja J uma estrutura quase complexa generalizada invariante em F.
Se J é integrável, pelo Teorema 2.22, existe um conjunto Θ  Σ tal que Jα é de tipo não
complexo para todo α P xΘy. Mais ainda, pela Proposição 2.19, podemos supor que xα ¡ 0
para α P xΘy . Novamente, fixamos os valores de xα e aα para todo α P Θ. Procederemos
como no Exemplo 2.24 resolvendo o sistema para as raízes de altura dois, três, quatro e
assim sucessivamente. Denote Θ  tα1,    , αlu e fixe xαi , aαi para i  1,    , l. Dada uma
raiz α P xΘy, então α pode ser escrita como α  n1α1        nlαl. Obtemos assim que
xα 
xn11    x
nl
l
l¸
i1
nix
n1
α1    x
ni1
αi1x
ni1
αi
xni 1αi 1    x
nl
αl
(2.5)
e
aα 
l¸
i1
aαinix
n1
α1    x
ni1
αi1x
ni1
αi
xni 1αi 1    x
nl
αl
l¸
i1
nix
n1
α1    x
ni1
αi1x
ni1
αi
xni 1αi 1    x
nl
αl
(2.6)
é solução para o sistema de maneira que J é integrável.
2.5 Estruturas complexas generalizadas torcidas em F
Como mencionamos anteriormente, Ševera e Weistein notaram que o colchete de
Courant pode ser torcido por uma 3-forma fechada. O colchete de Courant torcido é
definido por
rX   ξ, Y   ηsΩ  rX   ξ, Y   ηs   iY iXΩ
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em que Ω é uma 3-forma fechada.
Como H3pFq  t0u temos que toda 3-forma fechada em F é exata. Por conta disso,
considere ω 
¸
ωα,βX

α ^X

β uma 2-forma invariante em F. Graças a invariância de ω
sua diferencial exterior é facilmente calculada, em que obtemos:
dωpXα, Xβ, Xγq  ωprXα, Xβs, Xγq   ωprXα, Xγs, Xβq  ωprXβ, Xγs, Xαq.
Se denotamos Ω  dω, temos que Ω é uma 3-forma fechada e invariante, visto que ω
é invariante. Definida desta forma, temos que ΩpXα, Xβ, Xγq é zero, exceto possivelmente
quando α   β   γ  0. Neste caso
ΩpXα, Xβ, Xγq  mα,β pωpXα, Xαq   ωpXβ, Xβq   ωpXγ, Xγqq .
Com uma simples verificação, temos que
ΩpXα, Xβ, Xγq  ΩpXα, Xβ, Xγq
pois mα,β  mα,β e mα,β  mβ,γ  mγ,α, em que a última igualdade é válida sempre
que α   β   γ  0.
Considere Aα  Xα Xα e Sα  ipXα  Xαq, então
ΩpAα, Aβ, Sα βq  ΩpAα, Sβ, Aα βq
 ΩpSα, Aβ, Aα βq
 ΩpSα, Sβ, Sα βq
 2iΩpXα, Xβ, Xpα βqq
e os demais casos zero.
Estamos interessados em verificar quando NijΩ |L é zero, em que L é o i-autoespaço
de uma estrutura quase complexa generalizada. Por definição, temos que
NijΩpX   ξ, Y   η, Z   ζq  NijpX   ξ, Y   η, Z   ζq   ΩpX, Y, Zq.
Assim podemos provar:
Teorema 2.25. Seja J uma estrutura quase complexa generalizada invariante em F e Ω
uma 3-forma fechada invariante. Suponha que existe uma terna de raízes pα, β, α   βq tal
que Jα, Jβ e Jα β não são do tipo não complexo simultaneamente. Então Nij |L  0 se, e
somente se, NijΩ |L  0, em que L  Lα Y Lβ Y Lα β.
Demonstração. Suponha que Nij |L  0. Para provar que NijΩ |L  0 precisamos provar
que a restrição de Ω à parte vetorial de L é zero. Entretanto, isto é consequência do fato
Capítulo 2. Estruturas Complexas Generalizadas Invariantes em Variedades Flag Maximais 47
que
ΩpAα, Aβ, Sα βq  ΩpAα, Sβ, Aα βq
 ΩpSα, Aβ, Aα βq
 ΩpSα, Sβ, Sα βq
 2iΩpXα, Xβ, Xpα βqq
e os demais casos são zero.
Por outro lado, suponha NijΩ |L  0. Visto que temos uma terna de raízes que não
são simultaneamente de tipo não complexo, então existe δ P tα, β, α   βu tal que Jδ é
do tipo complexo e, neste caso, temos Aδ  iSδ ou Aδ   iSδ pertencente a L. Portanto,
teremos
0  NijΩpX   ξ, Y   η, Aδ  iSδ q  NijpX   ξ, Y   η, Aδ  iSδ q
e, pelos cálculos que já foram feitos anteriormente para o operador de Nijenhuis usual,
temos que se isto ocorre para todo X   ξ, Y   η P L, em que L  Lα Y Lβ Y Lα β, então
Nij |L  0.
Agora, se consideramos que existe uma terna de raízes pα, β, α  βq tal que Jα, Jβ e
Jα β são do tipo não complexo temos:
Teorema 2.26. Seja J uma estrutura quase complexa generalizada invariante em F e Ω
uma 3-forma fechada invariante. Suponha que existe uma terna de raízes pα, β, α βq tal que
Jα, Jβ e Jα β são do tipo não complexo simultaneamente. Se Nij |L  0, então NijΩ |L  0
se, e somente se, Ω (restrita a L) é identicamente nula, em que L  Lα Y Lβ Y Lα β.
Demonstração. Suponha que NijΩ |L  0. Como Nij |L  0 temos que
0  NijΩpxαSα   paα  iqSα, xβSβ   paβ  iqSβ , xα βSα β   paα β  iqSα βq
 ΩpxαSα, xβSβ, xα βSα βq
 2ixαxβxα βΩpXα, Xβ, Xpα βqq.
Provando que ΩpXα, Xβ, Xpα βqq  0 e, portanto, Ω restrita a parte vetorial de L é
identicamente nula.
A recíproca é imediata da definição de NijΩ.
Corolário 2.27. Seja J uma estrutura complexa generalizada invariante integrável em F
tal que Jα é de tipo não complexo para toda raiz α e considere Ω uma 3-forma invariante
fechada. Então J é Ω-integrável se, e somente se, Ω é zero.
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Com os resultados que provamos até aqui temos uma classificação das estruturas
complexas generalizadas invariantes integráveis que são Ω-integráveis. Uma questão natural
a ser analisada é a existência de estruturas não integráveis no sentido usual mas que sejam
Ω-integráveis.
Considere J uma estrutura quase complexa generalizada invariante em F que não
seja integrável, então existe uma terna de raízes pα, β, α  βq tal que Nij |L  0, em que
L  Lα Y Lβ Y Lα β. Se Jα, Jβ e Jα β não são do tipo não complexo simultaneamente,
então é possível verificar que Nij |L  0 implica que NijΩ |L  0 para qualquer 3-forma
fechada invariante Ω. Agora, suponha que Jα, Jβ e Jα β são todos do tipo não complexo.
Com alguns cálculos, obtemos que NijΩ |L  0 se, e somente se,
i
6mα,βpxαxβpaα β  iq  xαxα βpaβ  iq  xβxα βpaα  iqq
2ixαxβxα βΩpXα, Xβ, Xpα βqq  0
que é equivalente a
ΩpXα, Xβ, Xpα βqq 
mα,β
12

aα β  i
xα β

aβ  i
xβ

aα  i
xα


. (2.7)
Observação 2.28. A expressão dada em (2.7) também engloba o caso em que J é
integrável. De fato, como Jα, Jβ e Jα β são do tipo não complexo, então a integrabilidade
implica que
xα β 
xαxβ
xα   xβ
e aα β 
aβxα   aαxβ
xα   xβ
.
Substituindo essas expressões de xα β e aα β em (2.7), obtemos que ΩpXα, Xβ, Xpα βqq 
0.
Portanto, de maneira geral temos:
Teorema 2.29. Seja J uma estrutura quase complexa generalizada invariante em F e
Ω uma 3-forma fechada invariante. Suponha que existe uma terna de raízes pα, β, α   βq
tal que Jα, Jβ e Jα β são do tipo não complexo e denote L  Lα Y Lβ Y Lα β. Então
NijΩ |L  0 se, e somente se,
ΩpXα, Xβ, Xpα βqq 
mα,β
12

aα β  i
xα β

aβ  i
xβ

aα  i
xα


.
Seja J uma estrutura quase complexa generalizada invariante em F e Ω uma 3-forma
fechada invariante. Com o que foi visto acima, temos que se uma terna de raízes pα, β, α βq
é tal que Nij |L  0 mas NijΩ |L  0, então devemos necessariamente ter Jα, Jβ e Jα β do
tipo não complexo. Portanto, análogo aos Teoremas 2.22 e 2.23, temos:
Teorema 2.30. Seja Ω uma 3-forma fechada invariante e J uma estrutura complexa
generalizada invariante Ω-integrável. Então existe um sistema simples de raízes Σ e um
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subconjunto Θ  Σ tal que Jα é de tipo não complexo para toda raiz α P xΘy e de tipo
complexo para α P ΠzxΘy.
Reciprocamente,
Teorema 2.31. Seja Σ um sistema simples de raízes e Θ  Σ. Então existe uma estru-
tura complexa generalizada invariante que é Ω-integrável, para alguma 3-forma fechada
invariante, em que Jα é de tipo não complexo para toda raiz α P xΘy e de tipo complexo
para α P ΠzxΘy.
50
3 Estruturas Complexas Generalizadas Invari-
antes em Variedades Flag Parciais
Este capítulo, baseado em [23], está dedicado a estudar estruturas complexas genera-
lizadas invariantes em variedades flag parciais. Para realizar esse estudo, primeiramente
precisamos entender como descrever as componentes irredutíveis da representação de
isotropia. Num segundo momento, nos preocupamos em estudar como se comportam
as estruturas complexas generalizadas invariantes quando restritas a uma componente
irredutível. Por fim, apresentamos uma classificação de todas as estruturas complexas
generalizadas invariantes em uma variedade flag com até quatro somandos isotrópicos.
3.1 Componentes irredutíveis de m
Seja FΘ  G{PΘ  U{KΘ uma variedade flag parcial. Como FΘ é um espaço
homogêneo redutível, a representação de isotropia de KΘ no espaço tangente de FΘ na
origem é equivalente a representação adjunta Ad |KΘ restrita a m. Esta representação é
completamente redutível, assim podemos decompor m em AdpKΘq-módulos irredutíveis,
isto é,
m  m1 `    `ms,
em que mi é uma componente irredutível da representação de isotropia, para cada
i  1,    , s. Mais que isso, temos que essa decomposição acontece em submódulos
não equivalentes.
Seja Σ  tα1,    , αlu um sistema simples de raízes de g e Θ  tαi1 ,    , αiku  Σ,
então podemos escrever ΣzΘ  tαj1 ,    , αjru em que k   r  l. Para inteiros s1,    , sr
com ps1,    , srq  p0,    , 0q definimos
Πmps1,    , srq 
#
l¸
i1
niαi P Π  : nj1  s1,    , njr  sr
+
.
Então Π m  Π zxΘy 
¤
s1, ,sr
Πmps1,    , srq. Foi provado em [5] que para Πmps1,    , srq 
H definimos um subespaço AdpKq-invariante mps1,    , srq de m por
mps1,    , srq 
¸
αPΠmps1, ,srq
uα
em que uα  spanRtAα, Sαu. Mais ainda, os autores provaram que temos uma decomposição
de m em AdpKΘq-módulos irredutíveis não equivalentes dada por
m 
¸
s1, ,sr
mps1,    , srq
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Exemplo 3.1. Seja G um grupo de Lie com álgebra de Lie g de tipo B3. Então temos
Σ  tα1, α2, α3u um sistema simples de raízes e Π   tα1, α2, α3, α1   α2, α2   α3, α1  
α2   α3, α2   2α3, α1   α2   2α3, α1   2α2   2α3u o conjunto de raízes positivas. Seja
Θ  tα3u e considere FΘ a variedade flag correspondente.
Temos que m se decompõe em quatro componentes irredutíveis não equivalentes, isto
é, m  m1`m2`m3`m4. De fato, seguindo a notação fixada acima, temos Πmp1, 0q  tα1u,
Πmp0, 1q  tα2, α2   α3, α2   2α3u, Πmp1, 1q  tα1   α2, α1   α2   α3, α1   α2   2α3u e
Πmp1, 2q  tα1   2α2   2α3u. Portanto m1  mp1, 0q  uα1 , m2  mp0, 1q  uα2 ` uα2 α3 `
uα2 2α3 , m3  mp1, 1q  uα1 α2 ` uα1 α2 α3 ` uα1 α2 2α3 e m4  mp1, 2q  uα1 2α2 2α3 .
Agora, para cada αi P Σ considere seu dual Hi, isto é, αipHjq  δij. Seja H0 
a1Hj1        arHjr um elemento genérico no fecho da câmara de Weyl positiva associado
a ΣzΘ. Temos que αpH0q  0 para todo α P ΠzxΘy e rH0, Xs  αpH0qX para todo X P m.
Dessa forma, podemos descrever as componentes irredutíveis de m pelos autovalores não
nulos de adpH0q. Com efeito, dado α P Π  em que α 
l¸
i1
niαi, temos que adpH0qX 
αpH0qX  pnj1a1        njrarqX para X P uα.
Observe que
Πmps1,    , srq 
#
α 
l¸
i1
niαi P Π  : nj1  s1,    , njr  sr
+

 
α P Π  : αpH0q  a1s1      arsr
(
.
Portanto
m 
¸
s1, ,sr
mps1,    , srq
é uma decomposição m em AdpKΘq-módulos irredutíveis não equivalentes, em que cada
mps1,    , srq está relacionado a um autovalor de adpH0q.
Exemplo 3.2. Seja G um grupo de Lie com álgebra de Lie g de tipo B3. Temos Σ 
tα1, α2, α3u um sistema simples de raízes e Π   tα1, α2, α3, α1   α2, α2   α3, α1   α2  
α3, α2  2α3, α1 α2  2α3, α1  2α2  2α3u o conjunto de raízes positivas. Seja Θ  tα3u e
considere FΘ a variedade flag correspondente. Seja H0  a1α1 a2α2 um elemento genérico
no fecho da câmara de Weyl positiva associado a ΣzΘ.
É fácil provar que α1pH0q  a1, α2pH0q  pα2   α3qpH0q  pα2   2α3qpH0q  a2,
pα1   α2qpH0q  pα1   α2   α3qpH0q  pα1   α2   2α3qpH0q  a1   a2 e pα1   2α2  
2α3qpH0q  a1   2a2. Então as componentes irredutíveis são m1  mp1, 0q  uα1 , m2 
mp0, 1q  uα2 ` uα2 α3 ` uα2 2α3 , m3  mp1, 1q  uα1 α2 ` uα1 α2 α3 ` uα1 α2 2α3 e
m4  mp1, 2q  uα1 2α2 2α3 .
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Resumindo, para obter a decomposição de m em componentes irredutíveis não
equivalentes é suficiente olhar para os autovalores de adpH0q, em que H0 é um elemento
genérico no fecho da câmara de Weyl positiva associado a ΣzΘ.
No Capítulo 2 estudamos estruturas complexas generalizadas invariantes em uma
variedade flag maximal, tais estruturas são invariantes pela ação do toro. Quando considera-
mos uma estrutura quase complexa generalizada invariante em uma variedade flag parcial,
ela deve ser invariante pela ação do centralizador de um toro, em particular, invariante
pela ação do toro. Portanto, as estruturas quase complexas generalizadas invariantes em
uma variedade flag parcial são aquelas descritas no capítulo anterior, de tipo complexo e
não complexo.
Na Seção 1.1.1, vimos que uma estrutura quase complexa invariante J em uma
variedade parcial FΘ pode ser descrita por seus sinais, isto é, JpXαq  εαiXα em que
εα  1. Mais que isso, vimos que dentro de uma componente irredutível da representação
de isotropia o sinal εα é constante. Outro fato conhecido é que uma métrica invariante
em FΘ também é constante dentro de cada componente irredutível da representação de
isotropia. Motivado por esses fatos, é natural pensar que, de alguma forma, uma estrutura
quase complexa generalizada invariante J em FΘ é ‘constante’ quando restrita a mk `mk.
Proposição 3.3. Seja FΘ uma variedade flag parcial e J uma estrutura quase complexa
generalizada invariante em FΘ. Suponha que m  m1 `    ` ms. Então J restrita a
mk `m

k satisfaz que, se α e β estão associadas a mk, então Jα e Jβ tem o mesmo tipo
(complexo ou não complexo), para todo k  1,    , s. Mais ainda, temos que Jα  Jβ.
Demonstração. Considere mk uma componente irredutível de m e, abusando da notação,
sejam α, β P mk. Desta forma, temos que existe uma raiz γ P xΘy tal que α   γ  β.
Considere Aγ P uγ, temos que:
adpAγqAα  mγ,αAβ  mγ,αAγα
adpAγqSα  mγ,αSβ  mγ,αSγα.
Então, na matriz de pad` adqpAγq aparece um bloco da forma
M 

mγ,α 0 0 0
0 mγ,α 0 0
0 0  
0 0  

Agora, como J é uma estrutura quase complexa generalizada invariante, devemos ter que
J comuta com pad` adqpAγq

m`m
. Ou seja, devemos ter que
J  pad` adqpAγq

m`m
 pad` adqpAγq

m`m
 J . (3.1)
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Entretanto, para que a equação (3.1) seja satisfeita, devemos ter que
Jβ M M  Jα,
de onde obtemos que devemos ter que Jα e Jβ sejam do mesmo tipo. Mais que isso,
devemos ter que Jα  Jβ.
Notação 3.4. Por simplicidade, iremos abusar notação e escrever α P mi quando α for
uma raiz que aparece na soma mi 
¸
β
uβ.
Portanto, concluímos que uma estrutura quase complexa generalizada invariante J
em FΘ é ‘constante’ quando restrita a mk `mk. Neste caso, constante significa que J tem
o mesmo tipo em mk `mk, isto é, Jα tem o mesmo tipo para todo α P mk. Mais que isso,
temos que Jα  Jβ para todo α, β P mk.
3.2 Integrabilidade
O objetivo desta seção é analisar as condições de integrabilidade de uma estrutura
quase complexa generalizada invariante J em uma variedade flag parcial FΘ com no
máximo quatro somandos isotrópicos. Já sabemos que a integrabilidade é dada analisando
o operador de Nijenhuis quando restringimos a uma terna de raízes pα, β, α   βq. Para
cada terna de raízes pα, β, α   βq temos duas possibilidades:
1. α, β P mi e α   β P mj;
2. α P mi, β P mj e α   β P mk.
O primeiro caso é quando α, β P mi e α   β P mj, com i  j. Note que α, β P mi
logo, pela Proposição 3.3, temos que Jα  Jβ e, portanto, da Tabela 1 vemos que J |mi`mi
e J |mj`mj devem ter o mesmo tipo. Mais ainda, se J |mi`mi é do tipo complexo com
Jα  Jβ  J0 ( J0), então J |mj`mj deve ser do tipo complexo com Jα β  J0 ( J0).
Dessa forma, podemos enunciar o seguinte resultado:
Proposição 3.5. Seja J uma estrutura quase complexa generalizada invariante em FΘ,
em que m  m1 `    ` ms. Se J é integrável e existe uma terna de raízes pα, β, α   βq
tal que α, β P mi e α   β P mj (i  j), então J |mi`mi e J |mj`mj tem o mesmo tipo. Em
particular, se J |mi`mi e J |mj`mj são do tipo complexo, então possuem o mesmo sinal.
O segundo caso a ser analisado é quando α P mi, β P mj e α   β P mk, com i, j, k
mutuamente distintos. Neste caso temos mais liberdade, na verdade, temos todas as
possibilidades apresentadas na Tabela 1.
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Nosso objetivo é classificar todas as estruturas complexas generalizadas invariantes em
variedades flag com dois, três e quatro somandos isotrópicos. Em [4] os autores classificaram
todas as variedades flag com dois somandos isotrópicos, esta classificação é apresentada na
tabela abaixo:
FΘ  U{KΘ ΣzΘ
SOp2l   1q{Upl mq  SOp2l   1q (l m  1) tαlmu
Spplq{Upl mq  Sppmq (m  0) tαlmu
SOp2lq{Upl mq  SOp2mq (l m  1, m  0) tαlmu
G2{Up2q (Up2q representado pela raiz curta) tα1u
F4{SOp7q  Up1q tα4u
F4{Spp3q  Up1q tα1u
E6{SUp6q  Up1q tα6u
E6{SUp2q  SUp5q  Up1q tα2u
E7{SUp7q  Up1q tα7u
E7{SUp2q  SOp10q  Up1q tα2u
E7{SOp12q  Up1q tα6u
E8{E7  Up1q tα1u
E8{SOp14q  Up1q tα7u
Tabela 2 – Variedades flag com dois somandos isotrópicos.
Utilizando esta classificação e a Proposição 3.5, podemos classificar as estruturas
complexas generalizadas invariantes em uma variedade flag com dois somandos isotrópicos.
Teorema 3.6. Seja J uma estrutura quase complexa generalizada invariante em uma
variedade flag FΘ com dois somandos isotrópicos, isto é, uma das variedades flag apre-
sentadas na Tabela 2. Se J é integrável, então Jα é do mesmo tipo para toda raiz α. Em
particular, se Jα é de tipo complexo para alguma raiz α, então Jα  J0 ou Jα  J0 para
toda raiz α.
Demonstração. Temos que a integrabilidade de J está associada a terna de raízes pα, β, α 
βq e sabemos que para ternas de raízes deste tipo temos que:
1. α, β P mi e α   β P mj;
2. α P mi, β P mj e α   β P mk.
Mas observe que o item 2 não pode ocorrer, visto que m  m1 `m2. Portanto, recaímos
na Proposição 3.5, concluindo que Jα é do mesmo tipo para toda raiz α.
Agora, se Jα é de tipo complexo para alguma raiz α, pela Tabela 1, é simples checar
que Jα  J0 ou Jα  J0 para toda raiz α.
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Em resumo, seja FΘ uma variedade flag com dois somandos isotrópicos (Tabela 2),
digamos m  m1 `m2, e J uma estrutura quase complexa generalizada invariante em FΘ.
Temos que se J é integrável então ela é uma das opções abaixo:
J |m1`m1 J |m2`m2
complexo (J0) complexo (J0)
não complexo não complexo
Nos artigos [18] e [3] existe uma classificação completa de todas as variedades flag
parciais com três e quatro somandos isotrópicos, respectivamente. Apresentamos esta
classificação na tabela abaixo:
FΘ  U{KΘ m  `si1mi ΣzΘ
SUpl1   l2   l3q{SpUpl1q  Upl2q  Upl3qq s  3 tαl1 , αl2u
SOp2lq{Up1q  Upl  1q (l ¥ 4) s  3 tαl1, αlu
G2{Up2q (Up2q representado pela raiz longa) s  3 tα2u
F4{Up2q  SUp3q s  3 tα2u
E6{Up1q  Up1q  SOp8q s  3 tα1, α5u
E6{Up2q  SUp3q  SUp3q s  3 tα3u
E7{Up3q  SUp5q s  3 tα3u
E7{Up2q  SUp6q s  3 tα5u
E8{Up2q  E6 s  3 tα2u
E8{U8 s  3 tα8u
F4{SUp3q  SUp2q  SUp1q s  4 tα3u
E7{SUp4q  SUp3q  SUp2q  SUp1q s  4 tα4u
E8{SUp7q  SUp2q  Up1q s  4 tα6u
E8{SOp10q  SUp3q  Up1q s  4 tα3u
E6{SUp5q  Up1q  Up1q s  4 tα1, α2u
E7{SOp10q  Up1q  Up1q s  4 tα1, α2u
SOp2l   1q{Up1q  Up1q  SOp2l  3q (l ¥ 2) s  4 tα1, α2u
SOp2lq{Up1q  Up1q  SOp2l  4q (l ¥ 3) s  4 tα1, α2u
SOp2lq{Uppq  Upl  pq (l ¥ 4, 2 ¤ p ¤ l  2) s  4 tαp, αlu
Spplq{Uppq  Upl  pq (l ¥ 2, 1 ¤ p ¤ l  1) s  4 tαp, αlu
Tabela 3 – Variedades flag parciais com três e quatro somandos isotrópicos.
em que a segunda coluna indica o número de componentes irredutíveis da representação
de isotropia e a terceira coluna nos fornece o conjunto ΣzΘ, em que Θ é o subconjunto de
Σ que define a variedade flag FΘ.
Diremos que a maior altura de uma raiz simples αi é o inteiro positivo mi que
aparece na raiz mais alta α˜ 
l¸
j1
mjαj de Π . Defina a função ht : Σ Ñ Z, htpαiq  mi.
Em [4] os autores classificaram as variedades flag com dois somandos isotrópicos, isto
foi feito considerando ΣzΘ  tαi | htpαiq  2u. Em [18], o autor obteve todas as
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variedades flag com três somandos isotrópicos colocando ΣzΘ  tαi | htpαiq  3u ou
ΣzΘ  tαi, αj | htpαiq  htpαjq  1u. A classificação para as variedades flag com quatro
somandos isotrópicos é dada em [3] e foi feita considerando ΣzΘ  tαi | htpαiq  4u ou
ΣzΘ  tαi, αj | htpαiq  1 e htpαjq  2u.
Se a variedade flag FΘ é tal que ΣzΘ  tαiu podemos provar um resultado similar a
Proposição 3.6. Mas, para isso, vamos precisar de um lema auxiliar:
Lema 3.7. Seja FΘ uma variedade flag parcial em que ΣzΘ  tαi0u. Suponha que
htpαi0q  n, então m se decompõe em n componentes irredutíveis não equivalentes, isto é,
m  m1 `    `mn.
Demonstração. Seja FΘ a variedade flag em que ΣzΘ  tαi0u para algum i0 P t1,    , lu.
Seja H0  ai0Hi0 um elemento genérico no fecho da câmara de Weyl positiva associado a
ΣzΘ. Como htpαi0q  n teremos exatamente n autovalores distintos de adpH0q. De fato,
dado j P t1,    , nu sempre temos pelo menos uma raiz α P Π  tal que α 
l¸
k1
nkαk com
ni0  j e, portanto, αpH0q  jai0 , provando que adpH0q tem n autovalores distintos. Visto
que o número de componentes irredutíveis é igual ao número de autovalores de adpH0q,
provamos que m se decompõe em n componentes irredutíveis.
Usando este resultado podemos provar o seguinte:
Proposição 3.8. Seja FΘ uma variedade flag parcial em que ΣzΘ  tαi0u. Considere J
uma estrutura quase complexa generalizada invariante em FΘ. Se J é integrável, então
Jα é do mesmo tipo para todo α P ΠzxΘy.
Demonstração. Seja FΘ uma variedade flag em que ΣzΘ  tαi0u e suponha que htpαi0q 
n ¥ 3, pois n  1 é trivial e n  2 é dado pelo Teorema 3.6. Então, pelo Lema 3.7,
temos que m  m1 `    ` mn, em que mj denota a componente associada ao autovalor
αpH0q  jai0 , em que H0  ai0Hi0 é um elemento genérico no fecho da câmara de
Weyl positiva associado a ΣzΘ. Assim, dada uma terna de raízes pα, β, α   βq tal que
α, β P m1, então devemos ter que α  β P m2, pois pα  βqpH0q  2ai0 . Dessa forma, se J
é uma estrutura complexa generalizada invariante (integrável) em FΘ, pela Proposição
3.5, temos que J |m1`m1 e J |m2`m2 tem o mesmo tipo. Suponha que, para j ¥ 1 temos que
J |m1`m1 ,    ,J |mj`mj tem o mesmo tipo e vamos provar que J |mj 1`mj 1 deve ser desse
mesmo tipo. Considere pα, β, α  βq uma terna de raízes tal que α P m1 e β P mj, então
devemos ter que α   β P mj 1, pois pα   βqpH0q  pj   1qai0 . Como J |m1`m1 e J |mj`mj
tem o mesmo tipo, pela Tabela 1, devemos ter que J |mj 1`mj 1 é desse mesmo tipo, como
queríamos.
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Note que a Proposição 3.8 cobre a maioria dos casos que aparecem na Tabela 3, nos
resta apenas nove casos para analisar. Faremos essa análise caso a caso, analisando cada
tipo de álgebra associado a FΘ separadamente.
3.2.1 Tipo Al
A álgebra de Lie de tipo Al tem diagrama de Dynkin
α1 α2 αl1 αl
e está associada à álgebra slpl   1q. Uma subálgebra de Cartan é a álgebra de matrizes
diagonais de traço zero. As raízes são λi  λj, com i  j, em que λi é dado por
λi : diagta1,    , al 1u ÞÝÑ ai.
Um sistema simples de raízes é dado por
Σ  tλ1  λ2, λ2  λ3,    , λl  λl 1u,
e as raízes positivas em relação a esse sistema simples são
Π   tλi  λj | i   ju.
Utilizando a notação Σ  tα1, α2,    , αlu, em que αi  λi  λi 1, podemos escrever as
raízes positivas como combinação linear das raízes simples por
tαi   αi 1        αj | 1 ¤ i   j ¤ lu.
Na tabela 3, o tipo Al aparece apenas em um caso, quando FΘ  SUpl1   l2  
l3q{SpUpl1q  Upl2q  Upl3qq. Neste caso, temos a variedade flag FΘ com Θ  Σztαl1 , αl2u
no qual m se decompõe em três componentes irredutíveis, digamos m1, m2 e m3. Neste
caso, temos que as componentes irredutíveis são descritas por:
m1  tαi        αl1        αj | 1 ¤ i ¤ l1 ¤ j ¤ l2  1u
m2  tαi        αl2        αj | l1   1 ¤ i ¤ l2 ¤ j ¤ lu
m3  tαi        αl1        αl2        αj | 1 ¤ i ¤ l1 e l2 ¤ j ¤ lu
em que l  l1  l2  l3. Dessa forma, dada uma terna de raízes pα, β, α βq, é imediato ver
que α P m1, β P m2 e α  β P m3. Assim, dada uma estrutura quase complexa generalizada
invariante J em FΘ, temos que se J é integrável então J é como na Tabela 1, ou seja, é
uma das opções abaixo:
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J |m1`m1 J |m2`m2 J |m3`m3
complexo (Jα  J0) complexo (Jβ  J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) complexo (Jα β  	J0)
complexo (Jα  J0) não complexo complexo (Jα β  J0)
não complexo complexo (Jβ  J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) não complexo
não complexo não complexo não complexo
3.2.2 Tipo Bl
O diagrama
α1 α2 αl1 αl
é o diagrama de Dynkin da álgebra de matrizes antissimétricas em dimensão ímpar
sop2l   1q  tA P slp2l   1q | A  At  0u
cuja dimensão é p2l   1q2l2  lp2l   1q. Uma subálgebra de Cartan h é a subálgebra de
dimensão l das matrizes diagonais em sop2l   1q, isto é, H P h se e só se H é da forma
H 
 0 Λ
Λ

com Λ uma matriz l  l diagonal arbitrária. Sejam λi, i  1,    , l os funcionais
λi : diagpa1,    , alq ÞÝÑ ai.
As raízes são dadas por:
• λj com j  1,    , l;
• pλi  λjq com 1 ¤ i   j ¤ l;
• pλi   λjq com 1 ¤ i  j ¤ l.
Um sistema simples de raízes é dado por
Σ  tλ1  λ2,    , λl1  λl, λlu.
As raízes positivas com relação a esse sistema simples de raízes são λj para j  1,    , l,
λi  λj com i   j e λi   λj com i  j. Se utilizamos a notação Σ  tα1,    , αl1, αlu,
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temos que as raízes positivas podem ser escritas como
λj  αj   αj 1        αl
λi   λj  αi        αj1   2αj        2αl
λi  λj  αi        αj1.
O tipo Bl também aparece apenas uma vez na Tabela 3, quando FΘ  SOp2l  
1q{Up1qUp1qSOp2l 3q com l ¥ 2, em que Θ  Σztα1, α2u. Neste caso, m tem quatro
componentes irredutíveis, ou seja, escrevemos m  m1 `m2 `m3 `m4 em que
m1  tα1u
m2  tα2        αi, α2        αi1   2αi        2αl | 2 ¤ i ¤ lu
m3  tα1   α2        αi, α1   α2        αi1   2αi        2αl | 3 ¤ i ¤ lu
m4  tα1   2α2        2α2u.
Agora, dada uma terna de raízes pα, β, α   βq temos apenas duas opções: podemos
ter α  α1 P m1 e β P m2, logo α   β P m3; também podemos ter α P m2 e β P m3 tal que
α  β P m4. Portanto, dada uma estrutura quase complexa generalizada invariante J em
FΘ, temos que se J é integrável, então J é uma das seguintes possibilidades:
J |m1`m1 J |m2`m2 J |m3`m3 J |m4`m4
complexo (J0) complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (	J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (J0) não complexo
complexo (J0) complexo (	J0) não complexo complexo (	J0)
complexo (J0) não complexo complexo (J0) complexo (J0)
não complexo complexo (J0) complexo (J0) complexo (J0)
não complexo não complexo não complexo não complexo
3.2.3 Tipo Cl
O diagrama
α1 α2 αl1 αl
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é o diagrama de Dynkin da álgebra spplq  tA P slp2lq | AJ   JAt  0u, em que
J 

0 1
1 0

.
Uma subálgebra h de Cartan é a subálgebra das matrizes diagonais em spplq, ou seja, os
elementos de H P h são da forma
H 

Λ 0
0 Λ

com Λ  diagpa1,    , alq uma matriz diagonal l  l arbitrária. Dessa forma, as raízes são
dadas por:
• pλi  λjq com i   j;
• pλi   λjq para i, j  1,    , l. Em particular, temos que 2λi é raiz.
Um sistema simples de raízes é dado por
Σ  tλ1  λ2,    , λl1  λl, 2λlu.
As raízes positivas com relação a este sistema são λi  λj com i   j e λi   λj. Utilizando
a notação Σ  tα1,    , αl1, αlu, temos que as raízes positivas podem ser escritas como:
λi  λj  αi        αj1
λi   λj  αi        αj1   2αj        2αl1   αl.
Análogo ao caso Bl, temos uma variedade flag na Tabela 3, esta flag é dada por
FΘ  Spplq{Uppq Upl pq com l ¥ 2 e 2 ¤ p ¤ l 2, em que Θ  Σztαp, αlu. Neste caso
temos m  m1 `m2 `m3 `m4. A saber,
m1  tαl, αi        αj1   2αj        2αl1   αl | p   i ¤ j   lu
m2  tαi        αp        αj | 1 ¤ i ¤ j ¤ l  1u
m3  tαi        αp        αj1   2αj        2αl1   αj | 1 ¤ i ¤ p   j ¤ l  1u
m4  tαi        αj1   2αj        2αp        2αl1   αl | 1 ¤ i ¤ j ¤ pu
É simples verificar que dada uma terna de raízes pα, β, α   βq, então:
• α P m1, β P m2 e α   β P m3;
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• α P m2, β P m3 e α   β P m4.
Dessa forma, análogo ao caso Bl, dada J uma estrutura quase complexa generalizada
invariante J em FΘ, se J é integrável então deve ser um dos casos abaixo:
J |m1`m1 J |m2`m2 J |m3`m3 J |m4`m4
complexo (J0) complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (	J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (J0) não complexo
complexo (J0) complexo (	J0) não complexo complexo (	J0)
complexo (J0) não complexo complexo (J0) complexo (J0)
não complexo complexo (J0) complexo (J0) complexo (J0)
não complexo não complexo não complexo não complexo
3.2.4 Tipo Dl
O diagrama
α1 α2 αl2
αl1
αl
é o diagrama de Dynkin associado a álgebra das matrizes simétricas em dimensão par
sop2lq  tA P slp2lq | A  At  0u.
Uma subálgebra de Cartan h é a subálgebra das matrizes diagonais, em que seus elementos
se escrevem como
H 

Λ 0
0 Λ

com Λ  diagpa1,    , alq uma matriz diagonal arbitrária. As raízes são dadas por:
• pλi  λjq com i   j;
• pλi   λjq com i  j.
Um sistema de raízes é dado por
Σ  tλ1  λ2,    , λl1  λl, λl1   λlu.
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As raízes positivas com relação a esse sistema simples são λi  λj com i   j e λi   λj com
i  j. Utilizando a notação Σ  tα1,    , αl1, αlu, temos que as raízes positivas podem
ser escritas como
λi  λj  αi        αj1
λi   λj  αi        αj1   2αj        2αl2   αl1   αl.
Na Tabela 3 o tipo Dl aparece três vezes:
1. SOp2lq{Up1q  Upl  1q com l ¥ 4;
2. SOp2lq{Up1q  Up1q  SOp2l  4q com l ¥ 3;
3. SOp2lq{Uppq  Upl  pq com l ¥ 4 e 2 ¤ p ¤ l  2.
O primeiro caso é uma variedade flag com três somandos isotrópicos. Neste caso,
temos FΘ em que Θ  Σztαl1, αlu e m  m1 `m2 `m3 com
m1  tαi        αl  1 | 1 ¤ i ¤ l  1u
m2  tαl, αi        αl2   αl | 1 ¤ i ¤ l  2u
m3  tα1        αl1   αl, αi        αj1   2αj        2αl2   αl1   αl |
1 ¤ i   j ¤ l  2u.
Assim, dada uma terna de raízes pα, β, α  βq devemos ter α P m1, β P m2 e α  β P m3.
Portanto, dada uma estrutura quase complexa generalizada invariante J em FΘ, temos
que se J é integrável então é uma das possibilidades listadas abaixo:
J |m1`m1 J |m2`m2 J |m3`m3
complexo (Jα  J0) complexo (Jβ  J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) complexo (Jα β  	J0)
complexo (Jα  J0) não complexo complexo (Jα β  J0)
não complexo complexo (Jβ  J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) não complexo
não complexo não complexo não complexo
No segundo caso, temos FΘ em que Θ  Σztα1, α2u e m  m1 `m2 `m3 `m4 com
m1  tα1u
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m2  tα2        αi | 3 ¤ i ¤ lu Y
tα2        αj1   2αj        2αl2   αl1   αj | 2   j ¤ l  2u
m3  tα1   α2        αi | i ¥ 3u Y
tα1   α2        αj1   2αj        2αl2   αl1   αj | 2   j ¤ l  2u
m4  tα1   2α2        2αl2   αl1   αlu.
Assim, dada uma terna de raízes pα, β, α   βq, é simples verificar que:
• α P m1, β P m2 e α   β P m3;
• α P m2, β P m3 e α   β P m4.
Dessa forma, se J é uma estrutura complexa generalizada invariante em FΘ, então J deve
ser uma das opções abaixo:
J |m1`m1 J |m2`m2 J |m3`m3 J |m4`m4
complexo (J0) complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (	J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (J0) não complexo
complexo (J0) complexo (	J0) não complexo complexo (	J0)
complexo (J0) não complexo complexo (J0) complexo (J0)
não complexo complexo (J0) complexo (J0) complexo (J0)
não complexo não complexo não complexo não complexo
Por fim, o terceiro caso é dado por FΘ em que Θ  Σztαp, αlu, lembrando que
2 ¤ p ¤ l  2. Neste caso, m  m1 `m2 `m3 `m4 com
m1  tαj        αl | p   j ¤ lu Y
tαi        αj1   2αj        2αl2   αl1   αl | p   i ¤ j ¤ l  2u
m2  tαi        αp        αj | 1 ¤ i ¤ p ¤ j ¤ l  1u
m3  tαi        αp        αl | 1 ¤ i ¤ pu Y
tαi        αp        αj1   2αj        2αl2   αl1   αl | i ¤ p ¤ j ¤ l  2u
m4  tαi        αj1   2αj        2αp      2αl2   αl1   αl | i ¤ p ¤ j ¤ l  2u
Assim, análogo ao segundo caso, dada uma terna de raízes pα, β, α   βq devemos ter
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• α P m1, β P m2 e α   β P m3;
• α P m2, β P m3 e α   β P m4.
Dessa forma, se J é uma estrutura complexa generalizada invariante em FΘ, então J deve
ser uma das estruturas abaixo:
J |m1`m1 J |m2`m2 J |m3`m3 J |m4`m4
complexo (J0) complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (	J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (J0) não complexo
complexo (J0) complexo (	J0) não complexo complexo (	J0)
complexo (J0) não complexo complexo (J0) complexo (J0)
não complexo complexo (J0) complexo (J0) complexo (J0)
não complexo não complexo não complexo não complexo
3.2.5 Tipo E6
A álgebra E6 é representada pelo diagrama de Dynkin
α1 α2 α3 α4 α5
α6
e tem 36 raízes positivas. Essa álgebra aparece três vezes na Tabela 3, mas precisamos
analisar apenas dois:
1. FΘ  E6{Up1q  Up1q  SOp8q com Θ  Σztα1, α5u
2. FΘ  E6{SUp5q  Up1q  Up1q com Θ  Σztα1, α2u
pois o outro caso é FΘ  E6{Up2q  SUp3q  SUp3q com ΣzΘ  tα3u, que é descrito pela
Proposição 3.8.
No primeiro caso, temos FΘ com Θ  Σztα1, α5u e m  m1 `m2 `m3 em que
m1  tα1, α1   α2, α1   α2   α3, α1   α2   α3   α4, α1   α2   α3   α6,
α1   α2   α3   α4   α6, α1   α2   2α3   α4   α6, α1   2α2   2α3   α4   α6u
m2  tα5, α4   α5, α3   α4   α5, α3   α4   α5   α6, α2   α3   α4   α5,
α2   α3   α4   α5   α6, α2   2α3   α4   α5   α6, α2   2α3   2α4   α5   α6u
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m3  tα1   α2   α3   α4   α5, α1   α2   α3   α4   α5   α6,
α1   α2   2α3   α4   α5   α6, α1   α2   2α3   2α4   α5   α6,
α1   2α2   2α3   α4   α5   α6, α1   2α2   2α3   2α4   α5   α6,
α1   2α2   3α3   2α4   α5   α6, α1   2α2   3α3   2α4   α5   2α6u.
É simples verificar que dada uma terna de raízes pα, β, α   βq, então α P m1, β P m2 e
α   β P m3. Portanto, se J é uma estrutura complexa generalizada invariante em FΘ,
então J é uma das seguintes:
J |m1`m1 J |m2`m2 J |m3`m3
complexo (Jα  J0) complexo (Jβ  J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) complexo (Jα β  	J0)
complexo (Jα  J0) não complexo complexo (Jα β  J0)
não complexo complexo (Jβ  J0) complexo (Jα β  J0)
complexo (Jα  J0) complexo (Jβ  	J0) não complexo
não complexo não complexo não complexo
O segundo caso é dado por FΘ com Θ  Σztα1, α2u em que m  m1 `m2 `m3 `m4.
A saber,
m1  tα1u
m2  tα2, α2   α3, α2   α3   α4, α2   α3   α6, α2   α3   α4   α5, α2   α3   α4   α6,
α2   α3   α4   α5   α6, α2   2α3   α4   α6, α2   2α3   α4   α5   α6,
α2   2α3   2α4   α5α6u
m3  tα1   α2, α1   α2   α3, α1   α2   α3   α4, α1   α2   α3   α4   α5,
α1   α2   α3   α6, α1   α2   α3   α4   α5   α6, α1   α2   2α3   α4   α6,
α1   α2   2α3   α4   α5   α6, α1   α2   2α3   2α4   α5   α6u
m4  tα1   2α2   2α3   α4   α6, α1   2α2   2α3   α4   α5   α6,
α1   2α2   2α3   2α4   α5   α6, α1   2α2   3α3   2α4   α5   α6,
α1   2α2   3α3   2α4   α5   2α6u.
Observe que, dada uma terna de raízes (α, β, α   β), as únicas opções são:
• α P m1, β P m2 e α   β P m3;
• α P m2, β P m3 e α   β P m4.
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Portanto, dada uma estrutura quase complexa generalizada invariante J em FΘ, temos
que se J é integrável então é uma das seguintes possibilidades:
J |m1`m1 J |m2`m2 J |m3`m3 J |m4`m4
complexo (J0) complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (	J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (J0) não complexo
complexo (J0) complexo (	J0) não complexo complexo (	J0)
complexo (J0) não complexo complexo (J0) complexo (J0)
não complexo complexo (J0) complexo (J0) complexo (J0)
não complexo não complexo não complexo não complexo
3.2.6 Tipo E7
A álgebra E7 é representada pelo diagrama de Dynkin
α1 α2 α3 α4 α5 α6
α7
e tem 64 raízes positivas. Essa álgebra aparece quatro vezes na Tabela 3, mas precisamos
analisar apenas um caso, pois os demais casos são descritos pela Proposição 3.8. O caso a
ser analisado é FΘ  E7{SOp10q  Up1q  Up1q com Θ  Σztα1, α2u. Neste caso, temos
m  m1 `m2 `m3 `m4 em que
m1  tα1u
m2  tα2, α2   α3, α2   2α3   2α4   2α5   α6   α7, α2   α3   2α4   2α5   α6   α7,
α2   α3   α4   α5   α6   α7, α2   α3   α4   α5, α2   α3   α4,
α2   2α3   3α4   2α5   α6   α7, α2   α3   2α4   α5   α6   α7,
α2   2α3   2α4   α5   α6   α7, α2   2α3   3α4   2α5   α6   2α7,
α2   α3   α4   α5   α6, α2   α3   α4   α5   α6   α7, α2   α3   α4   α7,
α2   α3   2α4   α5   α7, α2   2α3   2α4   α5   α7u
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m3  tα1   α2, α1   α2   α3, α1   α2   α3   α4   α5   α6   α7,
α1   α2   2α3   2α4   α5   α6   α7, α1   α2   α3   2α4   2α5   α6   α7,
α1   α2   α3   α4   α5, α1   α2   2α3   3α4   2α5   α6   α7,
α1   α2   α3   α4, α1   α2   2α3   2α4   α5   α6   α7,
α1   α2   α3   2α4   α5   α6   α7, α1   α2   α3   α4   α5   α6,
α1   α2   α3   α4   α5   α7, α1   α2   2α3   3α4   2α5   α6   α7,
α1   α2   α3   α4   α7, α1   α2   2α3   2α4   α5   α7,
α1   α2   α3   2α4   α5   α7u
m4  tα1   2α2   2α3   2α4   2α5   α6   α7, α1   2α2   3α3   3α4   2α5   α6   α7,
α1   2α2   2α3   3α4   2α5   α6   α7, α1   2α2   2α3   2α4   α5   α6   α7,
α1   2α2   3α3   4α4   3α5   2α6   2α7, α1   2α2   3α3   4α4   2α5   α6   2α7,
α1   2α2   3α3   3α4   2α5   α6   2α7, α1   2α2   2α3   3α4   2α5   2α6   2α7,
α1   2α2   2α3   2α4   α5   α7, α1   2α2   3α3   4α4   3α5   α6   2α7u.
Agora, note que dada uma terna de raízes (α, β, α   β), as únicas opções são:
• α P m1, β P m2 e α   β P m3;
• α P m2, β P m3 e α   β P m4.
Portanto, dada uma estrutura quase complexa generalizada invariante J em FΘ, temos
que se J é integrável então é uma das seguintes opções:
J |m1`m1 J |m2`m2 J |m3`m3 J |m4`m4
complexo (J0) complexo (J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (J0)
complexo (J0) complexo (	J0) complexo (J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (	J0) complexo (	J0)
complexo (J0) complexo (	J0) complexo (J0) não complexo
complexo (J0) complexo (	J0) não complexo complexo (	J0)
complexo (J0) não complexo complexo (J0) complexo (J0)
não complexo complexo (J0) complexo (J0) complexo (J0)
não complexo não complexo não complexo não complexo
Considerando todos os casos analisados até aqui, estudamos todas as variedades flag
com dois, três e quatro somandos isotrópicos. Para cada caso descrevemos todas as possíveis
estruturas quase complexas generalizadas invariantes que são integráveis. Em particular, a
Proposição 3.8, cobre alguns casos com cinco e seis somandos isotrópicos. De maneira geral,
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o mesmo raciocínio pode ser aplicado para descrever as estruturas complexas generalizadas
invariantes para outras variedades flag com mais de quatro somandos isotrópicos, entretanto
se torna uma tarefa cansativa descrever as componentes irredutíveis da representação de
isotropia e analisar as possíveis ternas de raízes pα, β, α βq para estudar a integrabilidade.
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4 Geometria Complexa Generalizada Invari-
ante em Variedades Flag Maximais
Neste capítulo apresentamos um trabalho conjunto com E. Gasparim e F. Valen-
cia (ver [12]), no qual passamos a estudar a geometria de variedades quase complexas
generalizadas em variedades flag maximais. Aqui estudamos a ação natural do grupo de
Weyl e o efeito da ação por B-transformações no espaço das estruturas quase complexas
generalizadas invariantes em F. Por fim, realizamos um estudo sobre as estruturas (quase)
Kähler generalizadas invariantes em F.
4.1 Ação do grupo de Weyl
Similarmente ao que acontece no caso clássico de estruturas quase complexas invari-
antes em uma variedade flag maximal F (ver [22]), podemos descrever os efeitos da ação
do grupo de Weyl no conjunto das estruturas quase complexas generalizadas invariantes
em F.
Seja W o grupo de Weyl gerado por reflexões com respeito as raízes α P Π. É
conhecido que a ação de W em h deixa Π invariante e W  NUphq{T em que NUphq
representa o normalizador de h em U com respeito a ação adjunta. O grupo NUphq age em
mb C, e consequentemente em pm`mq b C, permutando os sistemas de raízes. Assim,
se J : m`m Ñ m`m é uma estrutura quase complexa generalizada invariante em F
então
w  J  w1 : pAd`Adqpwq  J  pAd`Adqpw1q (4.1)
também é uma estrutura quase complexa generalizada invariante do mesmo tipo de J , em
que w é um representante qualquer da classe w em NUphq. Aqui estamos usando o fato de
que Adpwq é uma isometria com respeito a forma de Cartan–Killing. Como w J w1 não
depende da escolha do representante w, podemos usar isto para introduzir uma ação bem
definida do grupo de Weyl W no conjunto das estruturas quase complexas generalizadas
invariantes em F. Agora, note que J e w  J  w1 são isomorfas como estruturas quase
complexas generalizadas, isto é, o seguinte diagrama comuta
m`m
J

fpwq // m`m
wJ w1

m`m
fpwq
// m`m
em que fpwq : pAd`Adqpwq. Denotaremos a ação dada em (4.1) por w  J .
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Observação 4.1. Quando dizemos que NUphq deixa invariante o conjunto de raízes
associado a h permutando as raízes, queremos dizer que para cada α P Π temos que
w  α : α  Adpwq P Π. Isto acontece pois Adpwq é um automorfismo. É simples verificar
que o espaço de raiz associado a raiz α Adpwq é gwα  Adpw1qgα. Portanto, temos que
uwα ` u

wα  pAd`Adqpw1qpuα ` uαq.
Se J  `αPΠ Jα podemos obter uma descrição explícita da ação (4.1). De fato,
dado w PW temos que
w  J  à
αPΠ 
w  Jα

à
αPΠ 
pAd`Adqpwq  Jα  pAd`Adqpw1q

à
αPΠ 
Jw1α,
em que w1  α  α  Adpw1q.
Temos que se Σ é um sistema simples de raízes de g, então para cada w P W o
conjunto w W : tα Adpw1q : α P Σu define outro sistema simples de raízes de g (ver
[20], Seção 9.2). Denotaremos por w  Π  o conjunto de raízes positivas correspondente
ao sistema simples w  Σ. Com cálculos simples, podemos checar que cada tripla de
raízes pα, β, α   βq de ser enviada, pela ação do grupo de Weyl, em uma das seguintes
possibilidades: pα, β, α βq, pβ, α β, αq, pα, α β, βq, pα,αβ,βq, pβ,αβ,αq,
pα,β,α  βq.
Proposição 4.2. Se J é uma estrutura complexa generalizada invariante em F, então
w  J define outra estrutura complexa generalizada invariante em F do mesmo tipo.
Demonstração. Sabemos que J é integrável se, e somente se, para cada terna de raízes
pα, β, α   βq temos que pJα,Jβ,Jα βq corresponde a uma das linhas da Tabela 1. Mais
ainda, sabemos que se Jα  J0 é de tipo complexo, então Jα  	J0 também é de
tipo complexo e se Jα  Jα é de tipo não complexo com Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα

então Jα também é de tipo não complexo em que aα  aα, xα  xα e yα  yα.
Portanto, com cálculos diretos podemos mostrar que se pJα,Jβ,Jα βq é uma das linhas
da Tabela 1, então pJwα,Jwβ,Jwpα βqq também o é.
Observação 4.3. Como consequência do Teorema 2.22 e da Proposição 4.2 temos que, a
menos da ação do grupo de Weyl, uma estrutura complexa generalizada invariante J em
F satisfaz:
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i. se Jα é de tipo não complexo, então xα ¡ 0;
ii. se Jα é de tipo complexo, então Jα  J0.
4.2 Espaço de moduli de estruturas quase complexas generalizadas
O objetivo desta seção é classificar todas as estruturas quase complexas generalizadas
invariantes em F em uma variedade flag maximal F a menos de B-transformações invari-
antes. Como consequência daremos uma expressão explícita para o spinor puro invariante
associado a estas estruturas. Veremos que quando restringimos o conjunto de todas as
estruturas quase complexas generalizadas invariantes a um subespaço específico uα ` uα,
então usando B-transformações, todas as estruturas de tipo não complexo podem ser
obtidas a partir de uma estrutura de tipo simplético. Assim, módulo B-transformações
restam apenas estruturas de tipo complexo e de tipo simplético em uα ` uα.
Agora iremos explorar o conceito de espaço de moduli de estruturas quase complexas
generalizadas usando B-transformações. SejaM uma variedade suave e considere o conjunto
B  teB : B P Ω2pMqu.
É simples checar que B é um grupo com o produto natural comutativo
eB1  eB2 

1 0
B1 1

1 0
B2 1

 eB1 B2 .
Se Ω2f pMq denota o conjunto das 2-formas fechadas, então Bf  teB : B P Ω2f pMqu é um
subgrupo de B. SejaMq (resp.M) o conjunto de todas as estruturas quase complexas
generalizadas (resp. estruturas complexas generalizadas) em M . É fácil ver que a aplicação
B Mq ÑMq dada por eB  J : eBJ eB é uma ação bem definida de B emMq. A
mesma expressão também nos permite definir uma ação de Bf emM.
Estaremos lidando com o seguinte conceito:
Definição 4.4. O espaço de moduli de estruturas quase complexas generali-
zadas em M é definido como o espaço quociente Mq 
Mq
B que é determinado pela
ação acima. O espaço de moduli de estruturas complexas generalizadas em M
é definido de maneira similar como M  MBf .
Iremos descrever esses espaços de moduli no caso de estruturas complexas generali-
zadas invariantes em uma variedade flag maximal F. Para isto, estaremos considerando
2-formas diferenciais que são invariantes pela representação adjunta.
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4.2.1 Efeitos da ação por B-transformações invariantes
Considere uma estrutura quase complexa generalizada invariante J em uma variedade
flag maximal F e seja α uma raiz positiva.
Observação 4.5. Suponha que Jα é de tipo não complexo com aα  0, então Jα é de tipo
simplético. De fato, a condição xαyα  1 e a identidade rAα, Sαs  2iHα implicam que
Jα 

0 ω1α
ωα 0

,
em que ωα 

0 1{xα
1{xα 0

 
kα
xα
 ωb0 |uα. Aqui ωb0 denota a forma simplética KKS
em m e kα 
1
2ixH,Hαy
.
Relembre que o subespaço isotrópico maximal Lα associado a Jα é determinado por
Lα 
#
CtAα 	 iSα, Aα 	 iSαu se Jα  J0
CtxαAα   paα  iqAα, xαSα   paα  iqSαu se Jα  Jα.
(4.2)
Se piα denota a projeção de uα ` uα em uα, então ∆α  piαpLαq é
∆α 
#
CtAα 	 iSαu se Jα  J0
CtxαAα, xαSαu se Jα  Jα.
Mais ainda,
Ann ∆α 
#
CtAα 	 iSαu se Jα  J0
t0u se Jα  Jα
,
pois Ann ∆α  Lα X uα e uα  CtSαAαu. Portanto
dimR Ann ∆α 
#
2 se Jα  J0
0 se Jα  Jα.
Isto sugere que Jα  J0 tem tipo complexo, que é algo que já sabíamos, entretanto
isto sugere que Jα  Jα tem tipo simplético, isto é, cada estrutura quase complexa
generalizada invariante de tipo não complexo em uα ` uα pode ser obtida aplicando uma
B-transformação a uma forma simplética em uα.
Seja B P
©2
uα. Como nossas estruturas quase complexas generalizadas são invari-
antes, podemos considerar B  bSα ^ Aα em que b P R, assim B 

0 b
b 0

é uma
matriz antissimétrica.
Lema 4.6. Uma B-transformação de uma estrutura quase complexa generalizada invari-
ante de tipo simplético em uα ` uα produz uma estrutura quase complexa generalizada de
tipo não complexo.
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Demonstração. Suponha que Jα é de tipo não complexo com aα  0, isto é, Jα tem a
forma dada na Observação 4.5. Assim, ao aplicar uma B-transformação a Jα obtemos
uma nova estrutura quase complexa generalizada invariante em uα ` uα de tipo k  0
como segue:
eBJαeB 

ω1α B ω
1
α
ωα  Bω
1
α B Bω
1
α



bxα 0 0 xα
0 bxα xα 0
0 b2xα  1{xα bxα 0
b2xα   1{xα 0 0 bxα
.
Portanto, colocando aα  bxα e yα  b2xα   1{xα obtemos
eBJαeB 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα
,
com aα, xα, yα P R tal que a2α  xαyα  1.
Motivados pelo Lema 4.6 estabelecemos a seguinte notação.
Notação 4.7. Seja Jα  Jα uma estrutura quase complexa generalizada invariante de
tipo não complexo em uα ` uα. Denotaremos por
Jωα :

0 0 0 xα
0 0 xα 0
0 1{xα 0 0
1{xα 0 0 0
,
e diremos a estrutura quase complexa generalizada invariante de tipo simplético induzida
por Jα.
Como consequência do Lema 4.6 todas as estruturas quase complexas generalizadas
invariantes em uα ` uα de tipo não complexo são, de fato, estruturas quase complexas
generalizadas B-simpléticas.
Proposição 4.8. Seja α uma raiz positiva. Dada uma estrutura quase complexa generali-
zada invariante Jα em uα ` uα de tipo não complexo, então existe uma B-transformação
invariante Bα P
©2
uα tal que
eBαJωαeBα  Jα.
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Demonstração. Suponha Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα
 com a2α  xαyα  1 e defina
Bα  
aα
xα
Sα ^ A

α. Então como no Lema 4.6, a identidade a2α  xαyα  1 implica que
eBαJωαeBα  Jα.
Corolário 4.9. Seja α uma raiz positiva. Sejam Jα e J 1α duas estruturas quase complexas
generalizadas invariantes em uα ` uα de tipo não complexo com
Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα
 e J 1α 

bα 0 0 xα
0 bα xα 0
0 zα bα 0
zα 0 0 bα
.
Então, existe uma B-transformação invariante Bα P
©2
uα tal que
eBαJαeBα  J 1α.
Demonstração. É claro que Jωα  J 1ωα . Pela Proposição 4.8, existem pBα, B1α P©2uα tais
que
e
pBαJαe pBα  eB1αJ 1αeB
1
α .
Como neste caso vale a identidade expp pBα  B1αq  expp pBαq  exppB1αq, temos o resultado
desejado para Bα  B1α  pBα.
Observação 4.10. Pela Proposição 4.8 temos que se Jα é de tipo não complexo para
algum α P Π , os subespaços Ukα que decompõe o espaço de formas
©
puα bCq são dados
por (ver [9])
Ukα  e
Bα iωαe
ω1α
2i
©
nkpuα b Cq,
em que ωα  
kα
xα
ωb0 |uα e Bα  
aα
xα
Sα ^ A

α.
Agora, suponha que Jα é de tipo complexo, isto é, Jα  J0. Se Jα  J0, é fácil
verificar que para B P
©2
uα
eBJ0e
B  J0.
O mesmo vale para Jα  J0.
Proposição 4.11. Seja α uma raiz positiva. Se Jα é uma estrutura quase complexa
generalizada invariante de tipo complexo em uα ` uα, então para toda B-transformação
B P
©2
uα temos que
eBJαeB  Jα.
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Em outras palavras, estruturas quase complexas generalizadas invariantes de tipo
complexo em uα ` uα são pontos fixos pela ação de B-transformações.
Observação 4.12. Pela Proposição 4.11, os subespaços Ukα que decompõe o espaço de
formas
©
puα b Cq são dados por (ver [15])
Ukα 
à
pqk
p,q©
uα,
em que
p,q©
uα é a pp, qq-decomposição canônica de formas de um espaço complexo.
Agora, podemos descrever o efeito de B-transformações emMα.
Proposição 4.13. Seja α uma raiz positiva. O conjunto MαpFq 
Mα
B
de classes de
equivalências de estruturas quase complexas generalizadas invariantes em uα ` uα módulo
a ação de B-transformações consiste de dois conjuntos disjuntos:
i. Uma reta R parametrizando as estruturas de tipo simplético, e
ii. 2 pontos extras 0 correspondentes a J0.
Demonstração. As estruturas de tipo complexo Jα  J0 são pontos fixos da ação por
B-transformações. Assim, precisamos considerar apenas estruturas de tipo não complexo.
Sabemos que as estruturas de tipo não complexo emMα são parametrizadas por uma
superfície real a2α  xαyα  1 em R3, e pela Proposição 4.8 cada ponto dessa superfí-
cie é a imagem de uma estrutura quase complexa generalizada de tipo simplético por
uma B-transformação determinada por xα. Assim, o quociente desta superfície real por
B-transformações se reduz a uma reta (furada) mantendo os valores de xα, pois pela
Observação 4.5 temos que estruturas quase complexas generalizadas invariantes de tipo
simplético correspondentes a parâmetros xα  x1α são distintas. Logo, pontos nesta reta
representam classes não equivalentes.
Observação 4.14. Observe que os parâmetros xα P R representam estruturas de tipo
não complexo Jα e tais estruturas são matrizes com as entradas 12, 21, 34 e 43 todas
nulas. Portanto, uma sequência de estruturas de tipo não complexo não pode convergir a
nenhuma das matrizes J0. Como consequência, os pontos 0 são isolados em MαpFq.
4.2.2 Espaço de moduli
A ideia agora é utilizar o que já foi feito para esclarecer quais são os efeitos da ação
por B-transformações de maneira global. Para explicar a ideia, por simplicidade, vamos
supor que Π   tα1, α2u e sejam J e J 1 duas estruturas quase complexas generalizadas
invariantes em F.
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Suponha que, para j  1, 2, temos Jαj e J 1αj de tipo não complexo. Denotaremos,
por simplicidade, uma estrutura de tipo não complexo por
Jα 

aα 0 0 xα
0 aα xα 0
0 yα aα 0
yα 0 0 aα
:

Aα Xα
Yα Aα

.
Desta forma, temos
Jαj 

Aαj Xαj
Yαj Aαj

e J 1αj 

A1αj Xαj
Y 1αj A1αj

.
Pelo Corolário 4.9, existem B-transformações invariantes B1 P
©2
uα1 e B2 P
©2
uα2 tais
que
eB1Jα1eB1  J 1α1 e eB2Jα2eB2  J 1α2 .
Estas identidades implicam que
J 1αj 

Aαj   XαjBj Xαj
AαjBj BjAαj   Yαj BjXαjBj BjXαj Aαj



A1αj Xαj
Y 1αj A1αj

Defina B P
©2
m como B 

B1 0
0 B2

. Colocando
J 

Aα1 0 Xα1 0
0 Aα2 0 Xα2
Yα1 0 Aα1 0
0 Yα2 0 Aα2
,
obtemos que
eBJ eB 

1 0 0 0
0 1 0 0
B1 0 1 0
0 B2 0 1


Aα1 0 Xα1 0
0 Aα2 0 Xα2
Yα1 0 Aα1 0
0 Yα2 0 Aα2


1 0 0 0
0 1 0 0
B1 0 1 0
0 B2 0 1
 J 1.
Agora, vamos supor que Jα1  J 1α1  J0 (ou J0) são de tipo complexo e Jα2 e J 1α2
são de tipo não complexo com
Jα2 

Aα1 Xα2
Yα2 Aα2

, J 1α2 

A1α2 Xα2
Y 1α2 A1α2

.
Denote Jα1  J 1α1 

J1 0
0 J1

, em que J1 

0 1
1 0

. Pelo Corolário 4.8 e pela
Proposição 4.11, temos que existem B-transformações invariantes B1 P
©2
uα1 e B2 P©2
uα2 tais que
eB1Jα1eB1  J 1α1 , eB2Jα2eB2  J 1α2 .
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Colocando
J 

J1 0 0 0
0 Aα2 0 Xα2
0 0 J1 0
0 Yα2 0 Aα2
,
é simples verificar que para B 

B1 0
0 B2

obtemos
eBJ eB 

1 0 0 0
0 1 0 0
B1 0 1 0
0 B2 0 1


J1 0 0 0
0 Aα2 0 Xα2
0 0 J1 0
0 Yα2 0 Aα2


1 0 0 0
0 1 0 0
B1 0 1 0
0 B2 0 1
 J 1.
Quando Jα1  J 1α1  J0 o raciocínio é análogo.
Procedendo desta maneira, por um processo indutivo temos:
Teorema 4.15. Sejam J e J 1 duas estruturas quase complexas generalizadas invariantes
em F tal que para cada α P Π , as seguintes condições valem:
1. Se Jα é de tipo complexo, então Jα  J 1α, e
2. Se Jα é de tipo não complexo, então J 1α também é de tipo não complexo com
Jα 

Aα Xα
Yα Aα

e J 1α 

A1α Xα
Y 1α A1α

.
Então existe uma B-transformação invariante B P
©2
m tal que
eBJ eB  J 1.
Observação 4.16. No Teorema 4.15 temos que B é definido inicialmente em Tb0F.
Entretanto, podemos utilizar a ação adjunta em F para definir uma 2-forma rB em F como
segue. Se x  gT P F  U{T , para algum g P U , definimos
rBxpXpxq, Y pxqq  BpAdpg1q,xXpxq,Adpg1q,xY pxqq, Xpxq, Y pxq P TxF.
É simples verificar usando a regra da cadeia que rB P Ω2pFq é invariante pela ação adjunta
no sentido que pAdpgqq rB  rB para todo g P T . Analogamente, podemos definir J e J 1
em TF` T F tal que elas são invariantes por pAd`Adqpgq para todo g P T e satisfazem
e
rBJ e rB  J 1.
Denotamos por MqpFq o espaço quociente obtido de Mq módulo a ação por B-
transformações. Também estamos identificando J0 com os dois pontos 0.
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Corolário 4.17. Suponha que |Π |  d. Então
MqpFq 
¹
αPΠ 
MαpFq  pR Y0qα1      pR Y0qαd ,
em que αj P Π . Mais ainda, na topologia produto, MqpFq contém um subconjunto aberto
denso pRqd parametrizando todas as estruturas quase complexas generalizadas invariantes
de tipo simplético e existem exatamente 2d pontos isolados correspondendo as estruturas
de tipo complexo.
4.2.3 Spinors puros de linha invariantes
Iremos exibir quais são os spinors puros de linha associados as estruturas quase
complexas generalizadas invariantes J em uma variedade flag maximal F. Para isso,
utilizaremos os seguintes fatos:
Observação 4.18. [15],[17] Suponha que pM,J q e pM 1,J 1q são duas variedades quase
complexas generalizadas. Então J ` J 1 é uma estrutura quase complexa generalizada em
M M 1 que satisfaz:
1. Se L  pTM ` T Mq b C e L1  pTM 1 ` T M 1q b C são os subfibrados isotrópicos
maximais determinados por J e J 1, respectivamente, então o subfibrado isotrópico
maximal em pT pM M 1q ` T pM M 1qq b C determinado por J ` J 1 é pi1 pLq `
pi2 pL
1q.
2. Se ϕL e ϕ1L1 são spinors puros determinados por J e J 1, respectivamente, então o
spinor puro de linha de linha determinado por J `J 1 é gerado por pi1 pϕLq^pi2 pϕ1L1q.
3. O tipo de J ` J 1 é aditivo, isto é, tipopJ ` J 1qpp,qq  tipopJ qp   tipopJ 1qq para
todo pp, qq PM M 1.
É simples ver que esse resultado é válido para o produto de um número finito de
variedades quase complexas generalizadas.
Uma estrutura quase complexa generalizada invariante J : m`m Ñ m`m em F
pode ser escrita como
J  à
αPΠ 
Jα,
em que m 
¸
αPΠ 
uα. O subespaço isotrópico maximal invariante correspondente é L à
αPΠ 
Lα em que Lα é determinado por (4.2). Utilizando as Proposições 4.8 e 4.11 temos:
Lema 4.19. Seja α uma raiz positiva.
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1. Se Jα é de tipo complexo com Jα  J0 então seu spinor puro de linha invariante é
gerado por uma p1, 0q-forma Ωα P
©p1,0q
uα que define uma estrutura complexa em
uα. Caso contrário, quando Jα  J0 temos um spinor puro de linha invariante
gerado por Ωα P
©p0,1q
uα.
2. Se Jα é de tipo não complexo, seu spinor puro de linha invariante é gerado por
eBα iωα ,
em que Bα  
aα
xα
Sα^A

α e ωα  
kα
xα
ωb0 |uα com ωb0 denotando a forma simplética
KKS em m e kα 
1
2ixH,Hαy
.
Seja J uma estrutura quase complexa generalizada invariante em F, podemos
decompor o conjunto de raízes positivas como Π   Π nc \ Π c em que Jα  Jα é de tipo
não complexo para todo α P Π nc e Jα  J0 é de tipo complexo para todo α P Π c .
Observação 4.20. tipopJ q : tipopJ qb0  |Π c |.
Claramente, quando Π c  H temos que J é de tipo simplético e quando Π c  Π 
obtemos que J é de tipo complexo. Caso contrário, quando Π c  Π  temos uma estrutura
quase complexa generalizada invariante que não é nem complexa nem simplética.
Assim, podemos escrever explicitamente o spinor puro invariante associado a cada
estrutura quase complexa generalizada invariante J como segue.
Proposição 4.21. Seja J uma estrutura quase complexa generalizada invariante em uma
variedade flag maximal F. Então o spinor puro de linha invariante KL  
©
m b C
associado a J é gerado por
ϕL  e
°
αPΠ nc
pBα iωαq
©
αPΠ c
Ωα,
em que Bα  
aα
xα
Sα ^ A

α e ωα  
kα
xα
ωb0 |uα com kα 
1
2ixH,Hαy
para todo α P Π nc, e
Ωα P
©1,0
uα define uma estrutura complexa em uα para todo α P Π c .
Observação 4.22. Como ϕL é definido inicialmente na origem, podemos utilizar a
invariância para definir ϕL em F como segue. Assuma que ϕL P
©k
m b C. Assim, em
x  gT P F  U{T , para algum g P U , definimos
ϕLxpX1pxq,    , Xkpxqq  ϕLpAdpg1q,xX1pxq,    ,Adpg1q,xXkpxqq.
Neste caso ϕL P ©kT F b C será um spinor puro determinado por J : TF ` T F Ñ
TF` T F que satisfaz pAdpgqqϕL  ϕL para todo g P U .
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4.3 Estruturas Kähler generalizadas
Nesta seção iremos caracterizar as estruturas Kähler generalizadas invariantes em
uma variedade flag maximal F. Com isso em mente, primeiro exibiremos as estruturas
quase Kähler generalizadas invariantes em F. Observe que, graças a invariância, é suficiente
estudar o que acontece na origem b0 de F. Desta forma, queremos encontrar pares de
estruturas quase complexas generalizadas invariantes pJ ,J 1q que comutem e tal que
G  JJ 1 define uma métrica definida positiva em m`m. Assim, devemos determinar
os pares pJ ,J 1q de estruturas quase complexas generalizadas que comutam tais que
Gα  JαJ 1α define um produto interno definido positivo em uα ` uα para cada raiz
positiva α.
Para o que segue, utilizaremos o seguinte resultado:
Observação 4.23. [16] Seja pJ ,J 1q uma estrutura quase Kähler generalizada em M
com métrica Kähler generalizada G  JJ 1 e B P Ω2pMq. Então o par pJ ,J 1qB :
peBJ eB, eBJ 1eBq é novamente uma estrutura quase Kähler generalizada em M e sua
respectiva métrica Kähler generalizada é dada por GB  eBGeB. Iremos nos referir a
ação eB  pJ ,J 1q  pJ ,J 1qB como ação diagonal.
Proposição 4.24. Uma estrurtura Kähler generalizada em uα ` uα é dada por um par
pJα,J 1αq em que Jα é de tipo complexo e J 1α é de tipo não complexo (ou vice-versa).
Demonstração. Seja α uma raiz positiva. Temos os seguintes casos:
1. Se Jα e J 1α são ambas de tipo complexo, obtemos que Gα  I4 que não induz uma
métrica generalizada em uα ` uα.
2. Sejam Jα e J 1α estruturas de tipo não complexo e suponha que
Jα 
 aα 0 0 xα0 aα xα 0
0 yα aα 0
yα 0 0 aα
 e J 1α 
 bα 0 0 wα0 bα wα 0
0 zα bα 0
zα 0 0 bα
,
em que a2α  xαyα1 e b2α  wαzα1. Então temos que JαJ 1α  J 1αJα se, e somente
se, #
xαzα  wαyα
bαxα  aαwα.
(4.3)
Como a2α  xαyα  1 e b2α  wαzα  1, temos que xα, yα, zα, wα são números reais
não nulos. Assim, o sistema (4.3) tem as possíveis soluções:
a) aα  0, bα  0 e zα 
wαyα
xα
;
b) bα  0, aα  0, xα 
aαwα
bα
e zα 
bαyα
aα
.
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Portanto, obtemos que Gα  JαJ 1α  pwαyαaαbαqI4 que também não induz uma
métrica generalizada em uα ` uα.
3. Agora, considere um par pJα,J 1αq em que uma das estruturas é de tipo complexo
e a outra é de tipo não complexo. É simples checar que essas estruturas sempre
comutam. Assuma primeiramente que Jα  J0 e J 1α é de tipo simplético (aα  0),
isto é, J 1α 

0 ω1α
ωα 0

em que ωα 

0 1{xα
1{xα 0

 
kα
xα
ωb0 |uα . Assim,
Gα  pJ0qJ 1α  

0 g1α
gα 0

em que gα 

1{xα
0 1{xα


1
xα
 I2. Portanto, concluímos que:
a) Um par pJ0,J 1αq, em que J 1α é de tipo simplético, define uma estrutura Kähler
generalizada em uα se, e somente se, xα ¡ 0;
b) Um par pJ0,J 1αq, em que J 1α é de tipo simplético, define uma estrutura Kähler
generalizada em uα se, e somente se, xα   0.
Considere agora o caso mais geral quando pJα,J 1αq é tal que Jα é de tipo complexo
e J 1α é de tipo não complexo. Utilizando a Observação 4.23, suponha que J 1α  aα 0 0 xα0 aα xα 0
0 yα aα 0
yα 0 0 aα
 com a2α  xαyα  1 e seja J 1ωα sua estrutura complexa
generalizada de tipo simplético associada, ver Notação 4.7. Pela Proposição 4.8
sabemos que J 1α  eBαJ 1ωαeBα em que Bα  
aα
xα
Sα ^ A

α. Como a ação por B-
transformações fixa as estruturas complexas generalizadas de tipo complexo, temos
que
eBα  pJ0,J 1ωαq  pJ0,J 1αq. (4.4)
Mais ainda,
Gα  pJ0qJα  

0 aα xα 0
aα 0 0 xα
yα 0 0 aα
0 yα aα 0
,
com a2  xαyα  1. Assim, Gα é uma métrica generalizada Kähler.
Notação 4.25. Seja Jα de tipo não complexo com Jα  Jα 
 aα 0 0 xα0 aα xα 0
0 yα aα 0
yα 0 0 aα
em
que a2α  xαyα  1. Se xα ¡ 0, denotaremos Jα por J α . Caso contrário, denotaremos por
Jα .
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Resumindo,
Proposição 4.26. Seja pJ ,J 1q uma estrutura quase Kähler generalizada invariante em
F. Então, para todo α P Π , o par pJα,J 1αq assume um dos valores abaixo
Jα J 1α
J0 pJ
1
αq
 
J α J0
J0 pJ
1
αq

Jα J0
Motivado pela Observação 4.23 definimos
Definição 4.27. O espaço de moduli de estruturas quase Kähler generalizadas em M é
definido como o espaço quociente Kq :
Kq
B determinado pela ação diagonal de B em Kq.
Analogamente, definimos o espaço de moduli de estruturas Kähler generalizadas em M
como o espaço quociente K  KBf determinado pela ação diagonal de Bf em K.
Assim, pela Proposição 4.26 e argumentos utilizados para deduzir (4.4) obtemos:
Corolário 4.28. Seja α uma raiz positiva. O conjunto KαpFq 
Kα
B
de classe de equiva-
lências de estruturas quase Kähler generalizadas invariantes em uα ` uα módulo a ação
diagonal por B-transformações é dado por:
KαpFq  pt0u  R q Y pR   t0uq Y pt0u  Rq Y pR  t0uq.
Este espaço admite uma topologia induzida de MαpFq MαpFq.
De maneira geral, se R: : pt0u  R q Y pR   t0uq Y pt0u  Rq Y pR  t0uq
(a união destes quatro raios) temos que
Teorema 4.29. Suponha que |Π |  d. Então
KqpFq 
¹
αPΠ 
KαpFq  R:α1      R
:
αd
 pR:qd.
Este espaço tem uma topologia induzida de MqpFq MqpFq.
4.3.1 Integrabilidade
Da Definição 1.29, quando exigimos que ambas J e J 1 sejam integráveis, temos que
o par pJ ,J 1q determina uma estrutura Kähler generalizada invariante em F. Assim, para
determinar quais estruturas quase Kähler generalizadas dadas na Proposição 4.26 são de
fato estruturas Kähler generalizadas invariantes precisamos utilizar a Tabela 1.
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Observação 4.30. Seja pJ ,J 1q uma estrutura Kähler generalizada invariante em F.
Como J é uma estrutura complexa generalizada invariante em F, então para cada terna
de raízes pα, β, α  βq, temos que as únicas possibilidades para pJα,Jβ,Jα βq são aquelas
descritas na Tabela 1. Como, para cada raiz positiva α, o par pJα,J 1αq deve ser for-
mado por uma estrutura de tipo complexo e outra de tipo não complexo, observe que se
pJα,Jβ,Jα βq é dada por uma das ternas pJα, J0, J0q, pJ0, Jβ, J0q e pJ0,J0, Jα βq,
então pJ 1α,J 1β,J 1α βq deve ser pJ0, J 1β, J 1α βq, pJ 1α, J0, J 1α βq e pJ 1α, J 1β, J0q, respectiva-
mente. Entretanto, note que para este casos J 1 não é integrável. Portanto, nos outros
casos da Tabela 1, temos que pJα,Jβ,Jα βq é inteiramente formada por estruturas de tipo
complexo (resp. de tipo não complexo), então pJ 1α,J 1β,J 1α βq deve ser formada inteiramente
por estruturas de tipo não complexo (resp. de tipo complexo).
Lema 4.31. Seja pJ ,J 1q uma estrutura Kähler generalizada invariante em F e seja Σ
um sistema simples de raízes de g. Se Jαi é de tipo não complexo para alguma raiz simples
αi P Σ, então Jαj é de tipo não complexo para todas as raízes simples αj P Σ.
Demonstração. Separamos a prova em 2 casos de acordo com o tipo da álgebra de Lie
(semissimples) que estamos considerando. Seja g uma álgebra de Lie de tipo Al, Bl ou Cl. Se
Σ  tα1, α2,    , αlu é um sistema simples de raízes, então temos que as raízes de altura 2
são dadas por α1 α2, α2 α3,    , αl1 αl. Suponha que Jαi é de tipo não complexo para
algum αi P Σ. Pela Observação 4.30, dada a terna de raízes pαi, αi 1, αi αi 1q, temos que
a terna pJαi ,Jαi 1 ,Jαi αi 1q é inteiramente de tipo não complexo. Novamente, como Jαi 1
é de tipo não complexo e temos a terna de raízes pαi 1, αi 2, αi 1 αi 2q, pela Observação
4.30, obtemos que a terna pJαi 1 ,Jαi 2 ,Jαi 1 αi 2q é inteiramente de tipo não complexo.
O mesmo raciocínio pode ser utilizado com a terna de raízes pαi1, αi, αi1 αiq. Portanto,
procedendo iteradamente pode-se mostrar que para todas raízes αj P Σ a estrutura Jαj é
de tipo não complexo. Os mesmos argumentos podem ser utilizados para as álgebras de
Lie de tipo F4 e G2.
Agora, considere g uma álgebra de Lie de tipo Dl. Se Σ  tα1, α2,    , αlu é um
sistema simples de raízes, neste caso as raízes de altura 2 são α1   α2, α2   α3,    ,
αl2   αl1, αl2   αl. Suponha que Jαi é de tipo não complexo para algum αi P Σ. Note
que é suficiente analisar os casos em que αi é igual a αl1 ou αl, pois os outros casos
são análogos ao caso anterior. Suponha que αi  αl1. Assim, temos a terna de raízes
pαl2, αl1, αl2   αl1q e, como consequência da Obserevação 4.30, temos que a terna
pJαl2 ,Jαl1 ,Jαl2 αl1q deve ser inteiramente de tipo não complexo. Pela mesma razão,
se consideramos a terna de raízes pαl2, αl, αl2   αlq então pJαl2 ,Jαl ,Jαl2 αlq deve
ser inteiramente de tipo não complexo. Portanto, como Jαl2 é de tipo não complexo,
utilizando o mesmo argumento do caso Al, obtemos que Jαj é de tipo não complexo para
todo j  1,    , l  3. Para o caso em que αi  αl os argumentos são análogos. Para as
álgebras de Lie de tipo E6, E7 e E8 pode-se aplicar um raciocínio análogo ao caso Dl.
Capítulo 4. Geometria Complexa Generalizada Invariante em Variedades Flag Maximais 84
Lema 4.32. Seja pJ ,J 1q uma estrutura Kähler generalizada invariante em F e seja Σ um
sistema simples de raízes para g. Se Jαi é de tipo não complexo para alguma raiz simples
αi P Σ, então Jα é de tipo não complexo para toda raiz positiva α P Π .
Demonstração. Como consequência do Lema 4.31, temos que se Jαi é de tipo não complexo
para uma raiz simples αi P Σ, então Jαj é de tipo não complexo para todas as raízes
simples αj P Σ. Se α é uma raiz positiva de altura n, podemos escrevê-la como α  β   γ,
em que β é uma raiz de altura 1 (isto é, uma raiz simples) e γ é uma raiz de altura
n  1. Assim, obtemos uma terna de raízes pβ, γ, β   γ  αq. Como Jβ é de tipo não
complexo, pela Observação 4.30, temos que a terna pJβ,Jγ,Jαq deve ser inteiramente de
tipo não complexo. Portanto, Jα é de tipo não complexo para toda raiz α P Π , como
queríamos.
Teorema 4.33. Seja pJ ,J 1q uma estrutura Kähler generalizada invariante em F. Se Jα
é de tipo não complexo para alguma raiz positiva α, então Jβ é de tipo não complexo para
toda raiz positiva β.
Demonstração. Seja α uma raiz positiva tal que Jα é de tipo não complexo. Se α é uma
raiz simples, então o resultado segue imediatamente do Lema 4.32. Suponha agora que α
é uma raiz positiva de altura n ¥ 2. Assim, temos que α pode ser escrita como α  β   γ,
em que β é uma raiz de altura 1 (isto é, uma raiz simples) e γ é uma raiz de altura n 1.
Portanto, obtemos uma terna de raízes pβ, γ, β γ  αq. Como Jα é de tipo não complexo,
pela Observação 4.30, temos que a terna pJβ,Jγ,Jαq deve ser inteiramente de tipo não
complexo. Assim, Jβ é de tipo não complexo e dado que β é uma raiz simples, o resultado
segue do Lema 4.32.
Em particular,
Corolário 4.34. Toda estrutura Kähler generalizada invariante em F sempre é constituída
de uma estrutura de tipo complexo e uma B-transformação de uma estrutura de tipo
simplético.
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