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Abstract
By means of Mawhin’s continuation theorem of coincidence degree and Lyapunov functional, a set
of easily verifiable criteria are established for the existence and global attractivity of positive periodic
solutions for delay Lotka–Volterra competition patch system with stocking
x′1(t) = h1
(
t, x1(t)
)[
a1(t)− b1(t)x1(t)− c1(t)y(t)
]+D1(t)[x2(t − τ1)− x1(t)]+ S1(t),
x′2(t) = h2
(
t, x2(t)
)[
a2(t)− b2(t)x2(t)
]+D2(t)[x1(t − τ2)− x2(t)]+ S2(t),
y′(t) = h3
(
t, y(t)
)[
a3(t)− b3(t)y(t)− β(t)
0∫
−τ
k(s)y(t + s) ds − c3(t)x1(t)
]
+ S3(t).
Some known results are generalized and improved.
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Lotka–Volterra competition systems, due to its theoretical and practical significance,
have been studied extensively (see [1–12] and references cited therein). Most of the previ-
ous papers focused on Lotka–Volterra competition systems without stocking. Brauer and
Soudack [13,14] studied some predator–prey systems under constant rate stocking. To our
knowledge, few papers have been published on the existence and global attractivity of pos-
itive periodic solutions for delay Lotka–Volterra competition patch systems with stocking.
In this paper, we investigate the following Lotka–Volterra competition patch system
with stocking:
x ′1(t) = h1
(
t, x1(t)
)[
a1(t) − b1(t)x1(t)− c1(t)y(t)
]+D1(t)[x2(t − τ1)− x1(t)]
+ S1(t),
x ′2(t) = h2
(
t, x2(t)
)[
a2(t) − b2(t)x2(t)
]+D2(t)[x1(t − τ2)− x2(t)]+ S2(t),
y ′(t) = h3
(
t, y(t)
)[
a3(t)− b3(t)y(t) − β(t)
0∫
−τ
k(s)y(t + s) ds − c3(t)x1(t)
]
+ S3(t), (1.1)
with the initial conditions
x1(s) = ϕ1(s) 0, s ∈ [−σ,0], ϕ1(0) > 0,
x2(s) = ϕ2(s) 0, s ∈ [−σ,0], ϕ2(0) > 0,
y(s) = ψ(s) 0, s ∈ [−σ,0], ψ(0) > 0, (1.2)
where x1 and y are the population densities of species x and y in patch 1, and x2 is the
density of species x in patch 2. Species y is confined to patch 1, while species x can diffuse
between two patches. Di(t) (i = 1,2) are diffusion coefficients of species x . Si(t) (i =
1,2,3) denote the stocking rates. ϕ1(s), ϕ2(s) and ψ(s) are continuous on [−σ,0], σ =
max{τ, τ1, τ2}. The delay τ1(τ2) represents the time that species x migrates from patch 2
to patch 1 (patch 1 to patch 2).
When hi(t, u) ≡ u, Si(t) ≡ 0 (i = 1,2,3), τi ≡ 0 (i = 1,2), system (1.1) was consid-
ered by Zhang and Wang [6], Zhang et al. [8] and Zeng et al. [10] (for β(t) ≡ 0). However,
Zhang and Wang [6] only established the sufficient conditions for the existence of periodic
solutions of the models and provided no statement regarding to their stabilities. Their con-
ditions for existence are difficult to verify and to give an ecological interpretation. When
hi(t, u) = u
K(t)+ c(t)u (i = 1,2,3),
system (1.1) is a population model with toxicants. For other population models with toxi-
cants, we refer to [19–23].
The purpose of this paper is to derive a set of easily verifiable conditions for the ex-
istence and global attractivity of positive periodic solutions of system (1.1). The method
in this paper is different from those of [6,10,18]. Our results generalize or improve the
corresponding results of [10,18].
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In this section, in order to obtain the existence of positive periodic solutions of (1.1), we
first make the following preparations.
Let X,Z be normed vector spaces, L : domL ⊂ X → Z a linear mapping, N :X ×
[0,1] → Z is a continuous mapping. The mapping L will be called a Fredholm map-
ping of index zero if dim KerL = codim ImL < +∞ and ImL is closed in Z. If L is
a Fredholm mapping of index zero, there then exist continuous projectors P :X → X
and Q : Z → Z such that ImP = KerL, ImL = KerQ = Im(I − Q). If we define
LP : domL ∩ KerP → ImL as the restriction L|domL∩KerP of L to domL ∩ KerP , then
LP is invertible. We denote the inverse of that map by KP . If Ω is an open bounded sub-
set of X, the mapping N will be called L-compact on Ω¯ × [0,1] if QN(Ω¯ × [0,1]) is
bounded and KP (I − Q)N : Ω¯ × [0,1] → X is compact, i.e., continuous and such that
KP (I −Q)N(Ω¯ × [0,1]) is relatively compact. Since ImQ is isomorphic to KerL, there
exists isomorphism J : ImQ → KerL.
For convenience, we introduce Mawhin’s continuation theorem [27, p. 29] as follows.
Lemma 2.1 (Continuation theorem). Let L be a Fredholm mapping of index zero and let
N : Ω¯ × [0,1] → Z be L-compact on Ω¯ × [0,1]. Suppose
(a) Lx 	= λN(x,λ) for every x ∈ domL∩ ∂Ω and every λ ∈ (0,1);
(b) QN(x,0) 	= 0 for every x ∈ ∂Ω ∩ KerL;
(c) Brouwer degree degB(JQN(·,0)|KerL,Ω ∩KerL,0) 	= 0.
Then Lx = N(x,1) has at least one solution in domL ∩ Ω¯ .
For a fixed σ  0, let C := C([−σ,0];Rn). If x ∈ C([γ −σ,γ +δ];Rn) for some δ > 0
and γ ∈ R, then xt ∈ C for t ∈ [γ, γ + δ] is defined by xt (θ) = x(t + θ) for θ ∈ [−σ,0].
The supremum norm in C is denoted by ‖ · ‖c, i.e., ‖φ‖c = maxθ∈[−σ,0] ‖φ(θ)‖ for φ ∈ C,
where ‖ · ‖ denotes the norm in Rn, and ‖u‖ =∑ni=1 |ui | for u = (u1, . . . , un) ∈ Rn.
We consider the following functional differential equation:
dx(t)
dt
= f (t, xt , λ),
where f :R ×C × [0,1] → Rn is completely continuous, and there exists T > 0 such that
for every (t, ϕ,λ) ∈ R ×C × [0,1], we have f (t + T ,ϕ,λ) = f (t, ϕ,λ).
Lemma 2.2. Suppose that there exists a constant M > 0 such that
(i) For any λ ∈ (0,1) and any T -periodic solution x of the equation
dx(t)
dt
= λf (t, xt , λ)
we have ‖x(t)‖ <M for t ∈ R;
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T
∫ T
0 f (s, uˆ,0) ds 	= 0 for u ∈ ∂BM(Rn), where BM(Rn) = {u ∈ Rn:‖u‖ < M}, and uˆ denotes the constant mapping from [−σ,0] to Rn with the value
u ∈ Rn;
(iii) Brouwer degree degB(g,BM(Rn),0) 	= 0.
Then there exists at least one T -periodic solution of the equation
dx(t)
dt
= f (t, xt ,1)
that satisfies supt∈R ‖x(t)‖M .
Proof. Let
X = {x ∈ C(R,Rn): x(t + T ) = x(t) for t ∈ R},
Z = {y ∈ C(R,Rn): y(0)= 0, y(t) = αt + x(t) for some α ∈ Rn and x ∈ X}.
For any x ∈ X, let ‖x‖0 = sup0tT ‖x(t)‖ and, for any y ∈ Z, y(t) = αt + x(t), α ∈ Rn,
x ∈ X, let ‖y‖0 = ‖α‖+‖x‖0. It is easy to verify that X and Z are Banach spaces (see [15,
16]).
Define the mappings L :X → Z, N :X × [0,1] → Z, P :X → X and Q :Z → Z as
follows:
Lx(t) = x(t)− x(0), x ∈ X, t ∈ R,
N(x,λ)(t) =
t∫
0
f (s, xs, λ) ds, x ∈ X, λ ∈ [0,1], t ∈ R,
Px(t) = x(0), x ∈ X, t ∈ R,
Qy(t) = αt, y ∈ Z, y(t) = αt + x(t), α ∈ Rn, x ∈ X, t ∈ R,
where ImN ⊆ Z, since ∫ t0 f (s, xs, λ) ds − tT ∫ T0 f (s, xs, λ) ds is a T -periodic function
of t for any x ∈ X.
It is easy to see that KerL = {x ∈ X: x(t) = x(0) for t ∈ R}, ImL = X ∩ Z = {x ∈ X:
x(0) = 0} is closed in Z, and dim KerL = codim ImL = Rn. Therefore, L is a Fredholm
mapping of index zero.
Clearly, P and Q are continuous projectors such that
ImP = KerL, KerQ= ImL.
On the other hand, KP : ImL → domL∩ KerP has the form KP (y) = y. Notice that
QN :X × [0,1] → Z, QN(x,λ) = t
T
T∫
0
f (s, xs, λ) ds.
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KP (I −Q)N :X × [0,1] → X,
KP (I −Q)N(x,λ)(t) =
t∫
0
f (s, xs, λ) ds − t
T
T∫
0
f (s, xs, λ) ds.
Notice that QN and KP (I −Q)N are continuous and QN(Ω¯×[0,1]), KP (I −Q)N(Ω¯ ×
[0,1]) are relatively compact for any open bounded set Ω ⊂ X. Hence, N is L-compact
on Ω¯ × [0,1] for any open bounded set Ω ⊂ X.
Let Ω = {x ∈ X: ‖x‖0 < M}. By assumption (i), Lx 	= λN(x,λ) for (x,λ) ∈ ∂Ω ×
(0,1).
Since QN(x,0)(t) = t
T
∫ T
0 f (s, xs,0) ds, x ∈ Ω¯ , t ∈ R, assumption (ii) implies that
QN(x,0) 	= 0 for every x ∈ ∂Ω ∩ KerL.
The isomorphism J : ImQ → KerL is defined by J (αt) = α, α ∈ Rn.
Therefore, from assumption (iii), it follows that
degB
(
JQN(·,0)|KerL,Ω ∩ KerL,0
) 	= 0.
By Lemma 2.1, the proof is completed. 
In the following, we denote
g¯ = 1
T
T∫
0
g(t) dt, gl = min
t∈[0,T ]
∣∣g(t)∣∣, gu = max
t∈[0,T ]
∣∣g(t)∣∣,
where g is a continuous T -periodic function.
In system (1.1), we always assume the following:
(H1) ai(t), bi(t) (i = 1,2,3), ci(t) (i = 1,3) are positive continuous T -periodic func-
tions. Si(t) (i = 1,2,3), Di(t) (i = 1,2), and β(t) are nonnegative continuous
T -periodic functions. hi(t, u) (i = 1,2,3) are continuous, T -periodic in t and non-
decreasing in u for u 0, and hi(t,0)≡ 0. supt∈R,u>0 (h3(t, u)/u) < +∞.
(H2) k(s) 0 on [−τ,0] (0 τ < +∞); and k(s) is a piecewise continuous and normal-
ized function such that
∫ 0
−τ k(s) ds = 1. τi (i = 1,2) are nonnegative constants.
Set
H = sup
t∈R,u>0
h3(t, u)
u
,
M0 = max
i∈{1,2}
{
sup
{
s > 0: inf
t∈R hi(t, s)
[(
ai
bi
)u
− s
]
+
(
Si
bi
)u
 0
}}
,
M˜0 = sup
{
s > 0: inf h3(t, s)
[(
a3
)u
− s
]
+
(
S3
)u
 0
}
,t∈R b3 b3
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{
cu1
bu1
[
al1
cu1
− M˜0
]
,
(
a2
b2
)l }
,
m˜0 = a
l
3 − cu3M0
bu3 + βu
exp
[−2TH(c¯3M0 + b¯3M˜0 + β¯M˜0)].
Theorem 2.1. In addition to (H1) and (H2), assume further that system (1.1) satisfies
(H3) al1/cu1 > M˜0, al3/cu3 >M0.
Then system (1.1) has at least one positive T -periodic solution, say (x∗1 (t), x∗2 (t), y∗(t))T
such that
m0  x∗i (t)M0 (i = 1,2), m˜0  y∗(t) M˜0, t  0.
Proof. Consider the following system:
u′1(t) =
h1(t, e
u1(t))
eu1(t)
[
a1(t) − b1(t)eu1(t) − c1(t)eu3(t)
]+D1(t)eu2(t−τ1)−u1(t)
−D1(t) + S1(t)
eu1(t)
,
u′2(t) =
h2(t, eu2(t))
eu2(t)
[
a2(t) − b2(t)eu2(t)
]+D2(t)eu1(t−τ2)−u2(t) −D2(t)+ S2(t)
eu2(t)
,
u′3(t) =
h3(t, eu3(t))
eu3(t)
[
a3(t)− b3(t)eu3(t) − β(t)
0∫
−τ
k(s)eu3(t+s) ds − c3(t)eu1(t)
]
+ S3(t)
eu3(t)
, (2.1)
where ai(t), bi(t) (i = 1,2,3), Di(t) (i = 1,2), Si(t) (i = 1,2,3), ci(t) (i = 1,3), hi(t, u)
(i = 1,2,3), and β(t) are the same as those in assumption (H1), and τ, τi (i = 1,2) and
k(s) are the same as those in assumption (H2). We first show that system (2.1) has one
T -periodic solution.
Let C := C([−σ,0];R3). Define the map f :R ×C × [0,1] → R3 as follows:
f (t, ϕ,λ) = (f1(t, ϕ,λ), f2(t, ϕ,λ), f3(t, ϕ,λ)), ϕ= (ϕ1, ϕ2, ϕ3)∈C, λ∈[0,1],
f1(t, ϕ,λ) =
[
λh1(t, eϕ1(0))
eϕ1(0)
+ 1 − λ
][
a1(t)− b1(t)eϕ1(0) − λc1(t)eϕ3(0)
]
+ λ
[
D1(t)e
ϕ2(−τ1)−ϕ1(0) −D1(t) + S1(t)
eϕ1(0)
]
,
f2(t, ϕ,λ) =
[
λh2(t, eϕ2(0))
eϕ2(0)
+ 1 − λ
][
a2(t)− b2(t)eϕ2(0)
]
+ λ
[
D2(t)e
ϕ1(−τ2)−ϕ2(0) −D2(t) + S2(t)ϕ2(0)
]
,e
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[
λh3(t, eϕ3(0))
eϕ3(0)
+ (1 − λ)H
]
×
[
a3(t) − b3(t)eϕ3(0) − β(t)
0∫
−τ
k(s)eϕ3(s) ds
]
− λc3(t)eϕ1(0)
[
λh3(t, eϕ3(0))
eϕ3(0)
+ (1 − λ)H
]
+ λS3(t)
eϕ3(0)
.
Clearly, f :R × C × [0,1] → R3 is completely continuous. Now, the system (2.1) be-
comes
du(t)
dt
= f (t, ut ,1).
Corresponding to
du(t)
dt
= λf (t, ut , λ), λ ∈ (0,1),
we have
u′1(t) = λ
[
λh1(t, eu1(t))
eu1(t)
+ 1 − λ
][
a1(t) − b1(t)eu1(t) − λc1(t)eu3(t)
]
+ λ2
[
D1(t)e
u2(t−τ1)−u1(t) −D1(t) + S1(t)
eu1(t)
]
,
u′2(t) = λ
[
λh2(t, eu2(t))
eu2(t)
+ 1 − λ
][
a2(t) − b2(t)eu2(t)
]
+ λ2
[
D2(t)e
u1(t−τ2)−u2(t) −D2(t) + S2(t)
eu2(t)
]
,
u′3(t) = λ
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
×
[
a3(t) − b3(t)eu3(t) − β(t)
0∫
−τ
k(s)eu3(t+s) ds
]
− λ2c3(t)eu1(t)
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
+ λ
2S3(t)
eu3(t)
. (2.2)
Suppose that (u1(t), u2(t), u3(t))T is a T -periodic solution of system (2.2) for some λ ∈
(0,1). Choose tMi , t
m
i ∈ [0, T ], i = 1,2,3, such that
ui
(
tMi
)= max
t∈[0,T ]
ui(t), ui
(
tmi
)= min
t∈[0,T ]ui(t), i = 1,2,3.
Then, it is clear that
u′i
(
tMi
)= 0, u′i(tmi )= 0, i = 1,2,3.
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λh1(tM1 , e
u1(t
M
1 ))
eu1(t
M
1 )
+ 1 − λ
][
a1
(
tM1
)− b1(tM1 )eu1(tM1 ) − λc1(tM1 )eu3(tM1 )]
+ λD1
(
tM1
)[eu2(tM1 −τ1)
eu1(t
M
1 )
− 1
]
+ λS1(t
M
1 )
eu1(t
M
1 )
= 0, (2.3)
[
λh2(tM2 , e
u2(t
M
2 ))
eu2(t
M
2 )
+ 1 − λ
][
a2
(
tM2
)− b2(tM2 )eu2(tM2 )]
+ λD2
(
tM2
)[eu1(tM2 −τ2)
eu2(t
M
2 )
− 1
]
+ λS2(t
M
2 )
eu2(t
M
2 )
= 0, (2.4)
[
λh3(tM3 , e
u3(tM3 ))
eu3(t
M
3 )
+ (1 − λ)H
]
×
[
a3
(
tM3
)− b3(tM3 )eu3(tM3 ) − β(tM3 )
0∫
−τ
k(s)eu3(t
M
3 +s) ds
]
− λc3
(
tM3
)
eu1(t
M
3 )
[
λh3(tM3 , e
u3(tM3 ))
eu3(t
M
3 )
+ (1 − λ)H
]
+ λS3(t
M
3 )
eu3(t
M
3 )
= 0, (2.5)
and [
λh1(t
m
1 , e
u1(t
m
1 ))
eu1(t
m
1 )
+ 1 − λ
][
a1
(
tm1
)− b1(tm1 )eu1(tm1 ) − λc1(tm1 )eu3(tm1 )]
+ λD1
(
tm1
)[eu2(tm1 −τ1)
eu1(t
m
1 )
− 1
]
+ λS1(t
m
1 )
eu1(t
m
1 )
= 0, (2.6)
[
λh2(t
m
2 , e
u2(t
m
2 ))
eu2(t
m
2 )
+ 1 − λ
][
a2
(
tm2
)− b2(tm2 )eu2(tm2 )]
+ λD2
(
tm2
)[eu1(tm2 −τ2)
eu2(t
m
2 )
− 1
]
+ λS2(t
m
2 )
eu2(t
m
2 )
= 0. (2.7)
Next we make the following claims.
Claim A. For ui(tMi ) (i = 1,2), one of the following cases holds:
u2
(
tM2
)
 u1
(
tM1
)
M∗1 M1, (2.8)
u1
(
tM1
)
< u2
(
tM2
)
M∗2 M1, (2.9)
where
M∗i := ln sup
{
s > 0: inf
t∈R hi(t, s)
[(
ai
bi
)u
− s
]
+
(
Si
bi
)u
 0
}
(i = 1,2),
M1 := max
{
M∗1 ,M∗2
}
.
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Case 1. Assume that u1(tM1 ) u2(tM2 ); then u1(tM1 ) u2(tM1 − τ1).
From this and (2.3), we have[
λh1
(
tM1 , e
u1(t
M
1 )
)+ (1 − λ)eu1(tM1 )][a1(tM1 )− b1(tM1 )eu1(tM1 )]+ λS1(tM1 ) 0.
(a) If a1(tM1 )− b1(tM1 )eu1(t
M
1 )  0, then
0 h1
(
tM1 , e
u1(t
M
1 )
)[
a1
(
tM1
)− b1(tM1 )eu1(tM1 )]+ S1(tM1 )
 inf
t∈Rh1
(
t, eu1(t
M
1 )
)[
a1
(
tM1
)− b1(tM1 )eu1(tM1 )]+ S1(tM1 ),
which implies
inf
t∈Rh1
(
t, eu1(t
M
1 )
)[(a1
b1
)u
− eu1(tM1 )
]
+
(
S1
b1
)u
 0.
Therefore,
eu1(t
M
1 )  sup
{
s > 0: inf
t∈Rh1(t, s)
[(
a1
b1
)u
− s
]
+
(
S1
b1
)u
 0
}
.
(b) If a1(tM1 )− b1(tM1 )eu1(t
M
1 ) > 0, then
eu1(t
M
1 ) <
(
a1
b1
)u
.
Noticing that(
a1
b1
)u
 sup
{
s > 0: inf
t∈Rh1(t, s)
[(
a1
b1
)u
− s
]
+
(
S1
b1
)u
 0
}
,
we have
u2
(
tM2
)
 u1
(
tM1
)
 ln sup
{
s > 0: inf
t∈Rh1(t, s)
[(
a1
b1
)u
− s
]
+
(
S1
b1
)u
 0
}
. (2.10)
Case 2. Assume that u1(tM1 ) < u2(t
M
2 ); then u1(t
M
2 − τ2) < u2(tM2 ).
From this and (2.4), we have[
λh2
(
tM2 , e
u2(t
M
2 )
)+ (1 − λ)eu2(tM2 )][a2(tM2 )− b2(tM2 )eu2(tM2 )]+ λS2(tM2 ) 0.
By a similar argument to Case 1, we have
u1
(
tM1
)
< u2
(
tM2
)
 ln sup
{
s > 0: inf
t∈Rh2(t, s)
[(
a2
b2
)u
− s
]
+
(
S2
b2
)u
 0
}
. (2.11)
It follows from (2.10) and (2.11) that Claim A holds.
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u3
(
tM3
)
 ln sup
{
s > 0: inf
t∈Rh3(t, s)
[(
a3
b3
)u
− s
]
+
(
S3
b3
)u
 0
}
:= M2. (2.12)
By (2.5), we have[
λh3
(
tM3 , e
u3(tM3 )
)+ (1 − λ)Heu3(tM3 )][a3(tM3 )− b3(tM3 )eu3(tM3 )]+ λS3(tM3 ) 0.
By a similar argument to Case 1, we have
u3
(
tM3
)
 ln sup
{
s > 0: inf
t∈Rh3(t, s)
[(
a3
b3
)u
− s
]
+
(
S3
b3
)u
 0
}
,
which implies Claim B holds.
Claim C. For ui(tmi ) (i = 1,2), one of the following cases holds:
m1 m∗1  u1
(
tm1
)
 u2
(
tm2
)
, (2.13)
m1 m∗2  u2
(
tm2
)
< u1
(
tm1
)
, (2.14)
where
m1 := min
{
m∗1,m∗2
}
, m∗1 := ln
{
cu1
bu1
[
al1
cu1
− M˜0
]}
, m∗2 := ln
(
a2
b2
)l
.
There are two cases to consider.
Case (1). Assume that u1(tm1 ) u2(tm2 ); then u1(tm1 ) u2(tm1 − τ1).
From this and (2.6), we have
a1
(
tm1
)
 b1
(
tm1
)
eu1(t
m
1 ) + λc1
(
tm1
)
eu3(t
m
1 ).
From this and (2.12), we have
a1
(
tm1
)
 b1
(
tm1
)
eu1(t
m
1 ) + c1
(
tm1
)
M˜0,
which implies,
al1  bu1eu1(t
m
1 ) + cu1M˜0.
Therefore,
u1
(
tm1
)
 ln
{
cu1
bu1
[
al1
cu1
− M˜0
]}
:= m∗1. (2.15)
Case (2). Assume that u1(tm1 ) > u2(tm2 ); then u1(tm2 − τ2) > u2(tm2 ).
From this and (2.7), we have
b2
(
tm2
)
eu2(t
m
2 )  a2
(
tm2
)
,
which implies
eu2(t
m
2 ) 
a2(t
m
2 )
b (tm)
.2 2
200 H. Fang, Z. Wang / J. Math. Anal. Appl. 293 (2004) 190–209That is,
u2
(
tm2
)
 ln
(
a2
b2
)l
:= m∗2. (2.16)
It follows from (2.15) and (2.16) that Claim C holds.
Claim D.
u3
(
tm3
)
m∗3 − 2TH(b¯3M˜0 + β¯M˜0 + c¯3M0) := m2, (2.17)
where
m∗3 := ln
al3 − cu3M0
bu3 + βu
.
From the third equation of (2.2), we obtain
T∫
0
a3(t)
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
dt + λ
T∫
0
S3(t)
eu3(t)
dt
=
T∫
0
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
×
[
b3(t)e
u3(t) + β(t)
0∫
−τ
k(s)eu3(t+s) ds + λc3(t)eu1(t)
]
dt,
T∫
0
∣∣u′3(t)∣∣dt 
T∫
0
a3(t)
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
dt + λ
T∫
0
S3(t)
eu3(t)
dt
+
T∫
0
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
×
[
b3(t)e
u3(t) + β(t)
0∫
−τ
k(s)eu3(t+s) ds + λc3(t)eu1(t)
]
dt.
It follows that
T∫
0
∣∣u′3(t)∣∣dt  2
T∫
0
[
λh3(t, eu3(t))
eu3(t)
+ (1 − λ)H
]
×
[
b3(t)e
u3(t) + β(t)
0∫
−τ
k(s)eu3(t+s) ds + λc3(t)eu1(t)
]
dt
 2H
[ T∫
b3(t) dtM˜0 +
T∫
β(t) dtM˜0 +
T∫
c3(t)dtM0
]
. (2.18)0 0 0
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b3
(
tM3
)+ β(tM3 )]eu3(tM3 )  a3(tM3 )− λc3(tM3 )eu1(tM3 )  a3(tM3 )− c3(tM3 )eM1,
which implies[
bu3 + βu
]
eu3(t
M
3 )  al3 − cu3M0.
That is,
u3
(
tM3
)
 ln
al3 − cu3M0
bu3 + βu
:= m∗3. (2.19)
It follows from (2.18) and (2.19) that
u3
(
tm3
)
 u3
(
tM3
)−
T∫
0
∣∣u′3(t)∣∣dt m∗3 − 2TH(b¯3M˜0 + β¯M˜0 + c¯3M0).
It follows that Claim D holds.
Clearly, one of the following inequalities holds:
(i) M∗1 >m∗2, (ii) M∗1 m∗2.
Since m∗1 <M
∗
1 and m
∗
2 M∗2 , (ii) implies M∗2 >m∗1. Thus, according to Claims A and C,
one of the following four cases must hold:
(P1) m1 m∗1  u1
(
tm1
)
 u2
(
tm2
)
, u2
(
tM2
)
 u1
(
tM1
)
M∗1 M1;
(P2) m1 m∗2  u2
(
tm2
)
< u1
(
tm1
)
, u2
(
tM2
)
 u1
(
tM1
)
M∗1 M1;
(P3) m1 m∗1  u1
(
tm1
)
 u2
(
tm2
)
, u1
(
tM1
)
< u2
(
tM2
)
M∗2 M1;
(P4) m1 m∗2  u2
(
tm2
)
< u1
(
tm1
)
, u1
(
tM1
)
< u2
(
tM2
)
M∗2 M1.
From this and Claims B and D, we have
max
t∈[0,T ]
∣∣ui(t)∣∣max{|M1|, |M2|, |m1|, |m2|} := M∗, i = 1,2,3.
Obviously, M∗ is independent of λ. Take sufficiently large M such that
M > 3M∗, M >
∣∣v∗1 ∣∣+ ∣∣v∗2 ∣∣+ ∣∣v∗3 ∣∣,
where
v∗1 = ln
a¯1
b¯1
, v∗2 = ln
a¯2
b¯2
, v∗3 = ln
a¯3
b¯3 + β¯
. (2.20)
Clearly, the condition (i) in Lemma 2.2 is satisfied.
It is easy to see that
g(u) =

 a¯1 − b¯1eu1a¯2 − b¯2eu2
Ha¯3 −H [b¯3 + β¯]eu3

 	= 0 for any (u1, u2, u3) ∈ ∂BM(R3),
and deg(g,BM(R3),0)= −1. Thus, the conditions (ii) and (iii) in Lemma 2.2 are satisfied.
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u∗3(t))T . It is easy to see that (x∗1 (t), x∗2 (t), y∗(t))T = (exp[u∗1(t)], exp[u∗2(t)], exp[u∗3(t)])T
is a positive T -periodic solution of system (1.1). By the arguments similar to Claims A–D,
one can show
m1  u∗i (t)M1 (i = 1,2), m2  u∗3(t)M2, t  0,
which implies
m0  x∗i (t)M0 (i = 1,2), m˜0  y∗(t) M˜0, t  0.
The proof is complete. 
By Theorem 2.1, we have
Corollary 2.1. In addition to (H1) and (H2), assume further that system (1.1) satisfies
(H3)′ Si(t) ≡ 0 (i=1,2,3),
al1
cu1
>
(
a3
b3
)u
,
al3
cu3
> max
{(
a1
b1
)u
,
(
a2
b2
)u}
.
Then system (1.1) has at least one positive T -periodic solution.
Corollary 2.2. In addition to (H1) and (H2), assume further that system (1.1) satisfies
hi(t, u)≡ u (i = 1,2) and
(H3)′′
al1
cu1
>
1
2
[(
a3
b3
)u
+
√[(
a3
b3
)u]2
+ 4
(
S3
b3
)u ]
,
al3
cu3
>
1
2
max
i∈{1,2}
{(
ai
bi
)u
+
√[(
ai
bi
)u]2
+ 4
(
Si
bi
)u }
.
Then system (1.1) has at least one positive T -periodic solution.
Corollary 2.3. In addition to (H1) and (H2), assume further that system (1.1) satisfies
(H3)′′′,
al1
cu1
>
(
a3
b3
)u
+ (S3/b3)
u
inft∈R h3(t, (a3/b3)u)
,
al3
cu3
> max
i∈{1,2}
{(
ai
bi
)u
+ (Si/bi)
u
inft∈R hi(t, (ai/bi)u)
}
.
Then system (1.1) has at least one positive T -periodic solution.
Proof. It is easy to see that
M˜0 
(
a3
)u
, inf h3(t, M˜0)
[(
a3
)u
− M˜0
]
+
(
S3
)u
 0.b3 t∈R b3 b3
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M˜0 
(
a3
b3
)u
+ (S3/b3)
u
inft∈R h3(t, M˜0)

(
a3
b3
)u
+ (S3/b3)
u
inft∈R h3(t, (a3/b3)u)
. (2.21)
Without loss of generality, assume that
M0 = sup
{
s > 0: inf
t∈R h1(t, s)
[(
a1
b1
)u
− s
]
+
(
S1
b1
)u
 0
}
.
By a similar argument to (2.21), we have
M0 
(
a1
b1
)u
+ (S1/b1)
u
inft∈R h1(t, (a1/b1)u)
.
Therefore,
M0  max
i∈{1,2}
{(
ai
bi
)u
+ (Si/bi)
u
inft∈R hi(t, (ai/bi)u)
}
. (2.22)
It follows from (2.21) and (2.22) that (H)′′′ implies (H3). The proof is complete. 
Remark 2.1. Corollary 2.1 generalizes and improves Theorem 3 in Ref. [10].
Remark 2.2. From Theorem 2.1 and Corollaries 2.1–2.3, we can find that the diffusion
rates have no effect on the existence of positive periodic solutions of system (1.1).
Remark 2.3. If a1 = a2 = a3 ≡ const, then (H3)′ of Corollary 2.1 can be reduced to
bl3 > c
u
1 , min{bl1, bl2} > cu3 . From the ecological viewpoint, these conditions indicate that a
two-species competition patch system can lead to a periodic cycle in a periodic environ-
ment if the intra-species competition dominates over the inter-species competition.
Taking xi(t) ≡ 0, Si(t) ≡ 0 (i = 1,2), system (1.1) reduces to
y ′(t) = h3
(
t, y(t)
)[
a3(t) − b3(t)y(t)− β(t)
0∫
−τ
k(s)y(t + s) ds
]
+ S3(t). (2.23)
From the proof of Theorem 2.1, we can obtain
Theorem 2.2. Under the assumptions (H1) and (H2), system (2.23) has at least one posi-
tive T -periodic solution.
As an application, we consider the following neutral delay model, which has been stud-
ied in Refs. [1,18,24–26]:
y ′(t) = r(t)y(t)
[
1 − y(t −mT )+ c(t)y
′(t −mT )
K(t)
]
, (2.24)
where r(t), c(t),K(t) are continuous T -periodic functions, and m is positive integer.
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is a positive T -periodic solution of
y ′(t) = r(t)y(t)[K(t)− y(t)]
K(t) + r(t)c(t)y(t) . (2.25)
By Theorem 2.2, system (2.25) has at least one positive T -periodic solution. Thus, we have
Corollary 2.4. System (2.24) has at least one positive T -periodic solution.
Remark 2.4. Corollary 2.4 is Theorem 1 in Ref. [18].
3. Global attractivity of positive periodic solution
In this section, we consider the special case of system (1.1) as hi(t, u) ≡ hi(u) (i =
1,2,3).
Definition 3.1 [17]. The matrix A = (aij )n×n is called an M-matrix if the following con-
ditions hold:
(i) aii > 0 (i = 1,2, . . . , n), aij  0 (i 	= j, i, j = 1,2, . . . , n);
(ii) det
∣∣∣∣∣∣∣
a11 . . . a1i
...
. . .
...
ai1 . . . aii
∣∣∣∣∣∣∣> 0 (i = 1,2, . . . , n).
Lemma 3.1 [17]. The following statements are equivalent:
(I) A = (aij )n×n is an M-matrix;
(II) A = (aij )n×n satisfies aii > 0 (i = 1,2, . . . , n), aij  0 (i 	= j , i, j = 1,2, . . . , n),
and there exist constants δj > 0 (j = 1,2, . . . , n) such that
n∑
j=1
δjaij > 0 (i = 1,2, . . . , n);
(III) A = (aij )n×n satisfies aii > 0 (i = 1,2, . . . , n), aij  0 (i 	= j , i, j = 1,2, . . . , n),
and there exist constants di > 0 (i = 1,2, . . . , n) such that
n∑
i=1
diaij > 0 (j = 1,2, . . . , n).
Lemma 3.2 (Barbalat’s lemma, [3, Lemma 1.2.2, p. 4]). Let f be a nonnegative function
defined [0,+∞) such that f is integrable on [0,+∞) and is uniformly continuous on
[0,+∞). Then limt→+∞ f (t) = 0.
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(H4) The matrix
Q =


bl1 −
Du2
h2(m0)
−cu3
− D
u
1
h1(m0)
bl2 0
−cu1 0 bl3 − βu


is an M-matrix;
(H5)
∫ +∞
1
1
hi (u)
du = +∞, and u
hi (u)
is nondecreasing for u > 0 (i = 1,2,3).
Then system (1.1) has a positive T -periodic solution which attracts all positive solutions.
Proof. By Theorem 2.1, system (1.1) has at least one positive T -periodic solution, say
(x∗1 (t), x∗2 (t), y∗(t))T such that
m0  x∗i (t)M0 (i = 1,2), m˜0  y∗(t) M˜0, t  0.
Suppose that (x1(t), x2(t), y(t))T is a positive solution of system (1.1) with the initial
conditions (1.2).
It follows from (H4) and Lemma 3.1 that there exist constants δi > 0 (i = 1,2, . . . , n)
such that
δ1b
l
1 >
δ2D
u
2
h2(m0)
+ δ3cu3 , δ2bl2 >
δ1D
u
1
h1(m0)
, δ3
(
bl3 − βu
)
> δ1c
u
1 . (3.1)
Consider the Lyapunov functional defined by
V (t) =
2∑
i=1
δi
∣∣∣∣∣
xi(t)∫
x∗i (t )
1
hi(u)
du
∣∣∣∣∣+ δ3
∣∣∣∣∣
y(t)∫
y∗(t)
1
h3(u)
du
∣∣∣∣∣
+ δ3βu
0∫
−τ
k(s)
t∫
t+s
∣∣y(θ)− y∗(θ)∣∣dθ ds
+ δ1D
u
1
h1(m0)
t∫
t−τ1
∣∣x2(s)− x∗2 (s)∣∣ds+ δ2Du2h2(m0)
t∫
t−τ2
∣∣x1(s)− x∗1 (s)∣∣ds, t  0.
Calculating the upper right derivative D+V (t) of V (t) along the solutions of system (1.1),
we get
D+V (t)−δ1bl1
∣∣x1(t) − x∗1 (t)∣∣+ δ1cu1 ∣∣y(t)− y∗(t)∣∣+ δ1D˜1(t) + δ1S˜1(t)
− δ2bl2
∣∣x2(t) − x∗2 (t)∣∣+ δ2D˜2(t)+ δ2S˜2(t)− δ3bl3∣∣y(t)− y∗(t)∣∣
+ δ3βu
0∫
k(s)
∣∣y(t + s)− y∗(t + s)∣∣dθ ds + δ3cu3 ∣∣x1(t) − x∗1 (t)∣∣
−τ
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0∫
−τ
k(s)
∣∣y(t)− y∗(t)∣∣ds
− δ3βu
0∫
−τ
k(s)
∣∣y(t + s)− y∗(t + s)∣∣ds
+ δ1D
u
1
h1(m0)
∣∣x2(t) − x∗2 (t)∣∣− δ1Du1h1(m0)
∣∣x2(t − τ1) − x∗2 (t − τ1)∣∣
+ δ2D
u
2
h2(m0)
∣∣x1(t) − x∗1 (t)∣∣− δ2Du2h2(m0)
∣∣x1(t − τ2) − x∗1 (t − τ2)∣∣,
where
D˜1(t) =


D1(t)
{
x2(t−τ1)
h1(x1(t))
− x∗2 (t−τ1)
h1(x
∗
1 (t))
− x1(t)
h1(x1(t))
+ x∗1 (t)
h1(x
∗
1 (t))
}
, x1(t) > x
∗
1 (t),
D1(t)
{ x∗2 (t−τ1)
h1(x
∗
1 (t))
− x2(t−τ1)
h1(x1(t))
− x∗1 (t)
h1(x
∗
1 (t))
+ x1(t)
h1(x1(t))
}
, x1(t) < x
∗
1 (t),
D1(t)
∣∣ x2(t−τ1)
h1(x1(t))
− x∗2 (t−τ1)
h1(x
∗
1 (t))
∣∣, x1(t) = x∗1 (t),
D˜2(t) =


D2(t)
{
x1(t−τ2)
h2(x2(t))
− x∗1 (t−τ2)
h2(x
∗
2 (t))
− x2(t)
h2(x2(t))
+ x∗2 (t)
h2(x
∗
2 (t))
}
, x2(t) > x∗2 (t),
D2(t)
{ x∗1 (t−τ2)
h2(x
∗
2 (t))
− x1(t−τ2)
h2(x2(t))
− x∗2 (t)
h2(x
∗
2 (t))
+ x2(t)
h2(x2(t))
}
, x2(t) < x∗2 (t),
D2(t)
∣∣ x1(t−τ2)
h2(x2(t))
− x∗1 (t−τ2)
h2(x
∗
2 (t))
∣∣, x2(t) = x∗2 (t),
S˜i (t) =


Si (t)
hi (xi(t))
− Si(t)
hi (x
∗
i (t ))
, xi(t) > x
∗
i (t),
Si(t)
hi (x
∗
i (t ))
− Si(t)
hi(xi(t))
, xi(t) < x
∗
i (t),
0, xi(t) = x∗i (t),
(i = 1,2),
S˜3(t) =


S3(t)
h3(y(t))
− S3(t)
h3(y∗(t)), y(t) > y
∗(t),
S3(t)
h3(y∗(t)) −
S3(t)
h3(y(t))
, y(t) < y∗(t),
0, y(t) = y∗(t).
There are the following three cases to consider for D˜1(t):
(i) If x1(t) > x∗1 (t), then
D˜1(t)
D1(t)
h1(x∗1 (t))
[
x2(t − τ1)− x∗2 (t − τ1)
]

Du1
h1(m0)
∣∣x2(t − τ1)− x∗2 (t − τ1)∣∣.
(ii) If x1(t) < x∗(t), then1
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D1(t)
h1(x∗1 (t))
[
x∗2 (t − τ1)− x2(t − τ1)
]

Du1
h1(m0)
∣∣x2(t − τ1)− x∗2 (t − τ1)∣∣.
(iii) If x1(t) = x∗1 (t), then
D˜1(t) = D1(t)
h1(x
∗
1 (t))
∣∣x2(t − τ1)− x∗2 (t − τ1)∣∣

Du1
h1(m0)
∣∣x2(t − τ1)− x∗2 (t − τ1)∣∣.
From (i)–(iii), we have
D˜1(t)
Du1
h1(m0)
∣∣x2(t − τ1)− x∗2 (t − τ1)∣∣, t  0.
Considering D˜2(t) in the same way, we can obtain
D˜2(t)
Du2
h2(m0)
∣∣x1(t − τ2)− x∗1 (t − τ2)∣∣, t  0.
It is easy to see that S˜i (t) 0 (i = 1,2,3), t  0.
Hence, we have
D+V (t)−
(
δ1b
l
1 −
δ2D
u
2
h2(m0)
− δ3cu3
)∣∣x1(t)− x∗1 (t)∣∣
−
(
δ2b
l
2 −
δ1D
u
1
h1(m0)
)∣∣x2(t) − x∗2 (t)∣∣
− (δ3bl3 − δ3βu − δ1cu1)∣∣y(t)− y∗(t)∣∣, t  0.
It follows from (3.1) that there exists α > 0 such that
D+V (t)−α
( 2∑
i=1
∣∣xi(t) − x∗i (t)∣∣+ ∣∣y(t)− y∗(t)∣∣
)
, t  0. (3.2)
Integrating on both sides of (3.2) leads to
V (t)+ α
t∫
0
( 2∑
i=1
∣∣xi(s)− x∗i (s)∣∣+ ∣∣y(s)− y∗(s)∣∣
)
ds  V (0) < +∞, t  0,
which implies
2∑
i=1
∣∣xi(t) − x∗i (t)∣∣+ ∣∣y(t)− y∗(t)∣∣ ∈ L1[0,+∞),
2∑
i=1
δi
∣∣∣∣∣
xi(t)∫
x∗(t)
1
hi(u)
du
∣∣∣∣∣+ δ3
∣∣∣∣∣
y(t)∫
y∗(t)
1
h3(u)
du
∣∣∣∣∣ V (t) V (0) < +∞, t  0.
i
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xi(t)∫
x∗i (t )
1
hi(u)
du
∣∣∣∣∣ V (0)δi (i = 1,2),
∣∣∣∣∣
y(t)∫
y∗(t)
1
h3(u)
du
∣∣∣∣∣ V (0)δ3 , t  0,
which implies
x∗i (t )∫
1
1
hi(u)
du− V (0)
δi

xi(t)∫
1
1
hi(u)
du
x∗i (t )∫
1
1
hi(u)
du+ V (0)
δi
(i = 1,2), t  0,
y∗(t)∫
1
1
h3(u)
du− V (0)
δ3

y(t)∫
1
1
h3(u)
du
y∗(t)∫
1
1
h3(u)
du+ V (0)
δ3
, t  0. (3.3)
From (H5), the boundedness of x∗i (t) (i = 1,2) and y∗(t) and (3.3), it follows that xi(t)
(i = 1,2) and y(t) are bounded for t  0. Therefore, xi(t)− x∗i (t) (i = 1,2), y(t)− y∗(t)
and their derivatives remain bounded on [0,+∞). Hence, ∑2i=1 |xi(t) − x∗i (t)| + |y(t) −
y∗(t)| is uniformly continuous. By Lemma 3.2, it follows that
lim
t→+∞
( 2∑
i=1
∣∣xi(t) − x∗i (t)∣∣+ ∣∣y(t)− y∗(t)∣∣
)
= 0.
Hence,
lim
t→+∞
∣∣xi(t)− x∗i (t)∣∣= 0 (i = 1,2), limt→+∞ ∣∣y(t)− y∗(t)∣∣= 0.
This result implies that system (1.1) has a positive T -periodic solution which attracts all
positive solutions. The proof is complete. 
Consider the special case of system (1.1) as Si(t) ≡ 0 (i = 1,2,3). By Theorem 3.1 and
Lemma 3.1, we have
Corollary 3.1. In addition to (H1), (H2), (H3)′ and (H5), assume further that system (1.1)
satisfies one of the following conditions:
(H4)′ bl1 >
Du2
h2(m∗0)
+ cu3 , bl2 >
Du1
h1(m∗0)
, bl3 − βu > cu1 ;
(H4)′′ bl1 >
Du1
h1(m
∗
0)
+ cu1 , bl2 >
Du2
h2(m
∗
0)
, bl3 − βu > cu3 ,
where
m∗0 = min
{
cu1
bu1
[
al1
cu1
−
(
a3
b3
)u]
,
(
a2
b2
)l }
.
Then system (1.1) has a positive T -periodic solution which attracts all positive solutions.
Remark 3.1. Corollary 3.1 generalizes and improves Theorem 4 in Ref. [10].
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