Abstract. Suppose X is a multidimensional diffusion process. Assume that at time zero the state of X is fully observed, but at time T > 0 only linear combinations of its components are observed. That is, one only observes the vector LXT for a given matrix L. In this paper we show how samples from the conditioned process can be generated. The main contribution of this paper is to prove that guided proposals, introduced in (Schauer et al. (2017)), can be used in a unified way for both uniformly and hypo-elliptic diffusions, also when L is not the identity matrix. This is illustrated by excellent performance in two challenging cases: a partially observed twice integrated diffusion with multiple wells and the partially observed FitzHugh-Nagumo model.
Introduction
Let X = (X t , t ∈ [0, T ]) be a d-dimensional diffusion process satisfying the stochastic differential equation (SDE) dX t = b(t, X t ) dt + σ(t, X t ) dW t , X 0 = x 0 , t ∈ [0, T ].
Here
Wiener process with all components independent. Stochastic differential equations are widely used for modelling in engineering, finance and biology, to name a few fields of applications. In this paper we will not only consider uniformly elliptic models, where it is assumed that there exists an ε > 0 such that for all (t, x) ∈ [0, T ] × R d and y ∈ R d we have y a(t, x)y ≥ ε y 2 , but also hypo-elliptic models. These are models where the randomness spreads through all components by the drift term -ensuring the existence of smooth transition densities of the diffusion, even though the diffusion is possibly not uniformly elliptic (for example because the Wiener noise only affects certain components.) Such models appear frequently in application areas; many examples are given in the introductory section of Clairon and Samson (2017) . A rich subclass of nonlinear hypo-elliptic diffusions that we study in more detail is specified by a drift of the form
where B = 0 k×k I k×k 0 k ×k 0 k ×k β(t, x) = 0 k×1 β(t, x) σ = 0 k×d σ(t)
and σ : [0, ∞) → R k ×d , β : [0, ∞) × R d → R k and k + k = d. This includes several forms of integrated diffusions. Suppose L is a m × d matrix with m ≤ d. We aim to simulate the process X, conditioned on the random variable
The conditional process is termed a diffusion bridge, albeit its paths do not necessarily end at a fixed point but in the set {x : V = Lx}. Besides being an interesting mathematical problem on its own, simulation of such diffusion bridges is key to parameter estimation of diffusions from discrete observations. If the process is observed at discrete times directly or through an observation operator L, data-augmentation is routinely used for performing Bayesian inference (see for instance Golightly and Wilkinson (2006) , Papaspiliopoulos et al. (2013) and van der Meulen and Schauer (2017a) ). Here, a key step consists of the simulation of the "missing" data, which amounts to simulation of diffusion bridges.
Another application is nonlinear filtering, where at time t the state X t was observed and at time t + T a new observation LX t+T comes in. Interest then lies in sampling from the distribution on X t+T , conditional on (X t , LX t+T ). The simulation method developed in this paper can then be used for constructing efficient particle filters. We leave the application of our methods to estimation and filtering to future research, although it is clear that our results can be used directly within the algorithms given in van der Meulen and Schauer (2017a). Finally, rare-event simulation is a third application area for which our results are useful.
We aim for a unified approach, by which we mean that the bridge simulation method applies simultaneously to uniformly elliptic and hypo-elliptic models. This is important, as in the aforementioned estimation problems either one of the two types of ellipticity may apply to the data. While the sample paths of uniformly-and hypo-elliptic diffusions are very different, the corresponding distributions of the observations can be very similar if the diffusion coefficients are close. Algorithms which are invalid for hypo-elliptic diffusions will therefore be numerically unstable if the model is close to being hypo-elliptic, and it may be a priori unknown if this is the case.
1.1. Literature review. In case the diffusion is uniformly elliptic and the endpoint is fully observed, i.e. L = I, the problem has been studied extensively. Cf. Clark (1990) , Durham and Gallant (2002) , Beskos et al. (2006) , Delyon and Hu (2006) , Beskos et al. (2008) , Hairer et al. (2009) , Lin et al. (2010) ), Lindström (2012) , Bayer and Schoenmakers (2013) , Bladt et al. (2016) , Schauer et al. (2017) and Whitaker et al. (2017a) .
Much less is is known when either L = I or when the diffusion is not assumed to be uniformly elliptic. In Beskos et al. (2008) and Hairer et al. (2009) a Langevin MCMC sampler is constructed for sampling diffusion bridges when the drift is of the form b(x) = Bx + σσ ∇V (x) and σ is constant, assuming uniform ellipticity. Subsequently, this approach was extended to hypo-elliptic diffusions of the form Hairer et al. (2011) . However, no simulation results were included to the paper as "these simulations proved prohibitively slow and the resulting method does not seem like a useful approach to sampling" (Hairer et al. (2011) , page 671). We will shortly review in more detail the works Delyon and Hu (2006) , Marchand (2012) and van der Meulen and Schauer (2017b) , as the present work builds upon these. The first of these papers includes some forms of hypo-elliptic diffusions, whereas the latter two papers consider uniformly elliptic diffusions with L = I. Stramer and Roberts (2007) consider Bayesian estimation of nonlinear continuoustime autoregressive (NLCAR) processes using a data-augmentation scheme. This is a specific class of hypo-elliptic models included by the specification (2)- (3) . The method of imputation is however different from what is proposed in this paper.
Estimation of discretely observed hypo-elliptic diffusions has been an active field over the past 10 years. As we stated before, within the Bayesian approach a dataaugmentation strategy where diffusion bridges are imputed is natural. However, this is by no means the only way for doing estimation. Frequentist approaches to the estimation problem include Sørensen (2012) , Ditlevsen and Samson (2017) , Lu et al. (2016) , Comte et al. (2017) , Samson and Thieullen (2012) , Pokern et al. (2009) , Clairon and Samson (2017) and Melnykova (2018) . Delyon and Hu (2006) and Schauer et al. (2017) . To motivate and explain our approach, it is useful to review shortly the methods developed in Delyon and Hu (2006) and Schauer et al. (2017) . The method that we propose in this article builds up on these papers. Both of these are restricted to the setting L = I (full observation of the diffusion at time T ) and uniform ellipticity. Their common starting point is that under mild conditions the diffusion bridge, obtained by conditioning on LX t = v, is a diffusion process itself, governed by the SDE
Review of
Here a = σσ and r(t, x) = ∇ x log p(t, x; T, v). We implicitly have assumed the existence of transition densities p such that P (t,x) (X T ∈ A) = A p(t, x; T, ξ) dξ and that r(t, x) is well defined. The SDE for X can be derived from either Doob's h-transform or the theory of initial enlargement of the filtration. Unfortunately, the "guiding" term a(t, X t )r(t, X t ) appearing in the drift of X is intractable, as the transition densities p are not available in closed form. Henceforth, as direct simulation of X is infeasible, a common feature of both Delyon and Hu (2006) and Schauer et al. (2017) is to simulate a tractable process X • instead of X , that resembles X . Next, the mismatch can be corrected for by a Metropolis-Hastings step or weighting. The proposal X • (the terminology is inherited from X • being a proposal for a Metropolis-Hastings step) is assumed to solve the SDE
where the drift b • is chosen such that the process X • t hits the correct endpoint (say v) at the final time T . Delyon and Hu (2006) proposed to take
where either λ = 0 or λ = 1, the choice λ = 1 requiring the drift b to be bounded. If λ = 0, a popular discretisation of this SDE is the Modified Diffusion Bridge introduced by Durham and Gallant (2002) . A drawback of this method is that the drift is not taken into account. In Schauer et al. (2017) it was proposed to take
Herer(t, x) = ∇ x logp(t, x; T, v), wherep(t, x) is the transition density of an auxiliary diffusion processX that has tractable transition densities. In this paper, we always assumeX to be a linear process, i.e. a diffusion satisfying the SDE dX t =b(t,X t ) dt +σ(t) dW t , whereb(t, x) =B(t)x +β(t).
The process X • obtained in this way will be referred to as a guided proposal.
We denote the laws of X, X and X • viewed as measures on the space C([0, t], R d ) of continuous functions from [0, t] to R d equipped with its Borel-σ-algebra by P t , P t and P • t respectively. Delyon and Hu (2006) provided sufficient conditions such that P T is absolutely continuous with respect to P • T for the proposals derived from (5). Moreover, closed form expressions for the Radon-Nikodym derivative were derived. For the proposals derived from (6), it was proved in Schauer et al. (2017) that the conditioñ σ(T )σ(T ) = a(T, v) is necessary for absolute continuity of P T with respect to P • T . We refer to this condition as the matching condition, as the diffusivity of X andX need to match at the conditioning point. Under that condition (and some additional technical conditions), it was derived that
where G(s, x) is tractable. A great deal of work in the proof is concerned with proving that X • t − v → 0 at the "correct" rate.
1.3. Approach. We aim to extend the results in Delyon and Hu (2006) and Schauer et al. (2017) by lifting the restrictions of (1) uniform ellipticity; (2) L being the identity matrix.
1.3.1. Extending Delyon and Hu (2006) . We first explain the difficulty in extending this approach beyond uniform ellipticity. To see the problem, we fix t < T . Absolute continuity of P t with respect to P • requires the existence of a mapping η(s, x) such that
which follows from Girsanov's theorem (Liptser and Shiryaev (2001) , Section 7.6.4). However, for the choice of Delyon and Hu (2006) (as given in equation (5)) this mapping η need not exist both in case λ = 0 and λ = 1. If λ = 1 then we have
and therefore η(s, x) only exists if v − x is in the column space of σ(s, x). A similar argument applies to the case λ = 0. From these considerations, it is not surprising that Delyon and Hu (2006) need additional assumptions on the form of the drift to deal with the hypo-elliptic case. More specifically, they consider
with σ(t) admitting a left-inverse. Then they show that bridges can be obtained by simulating bridges corresponding to this SDE with h ≡ 0, followed by correcting for the discrepancy by weighting according to their likelihood ratio. Clearly, the form of the drift in the preceding display is restrictive, but necessary for absolute continuity. Whereas lifting the assumption of uniform ellipticity seems hard, lifting the assumption that L = I is possible. Indeed, it was shown by Marchand (2012) in a clever way how this can be done by using the guiding term
to be superimposed on the drift of the original diffusion. Hence, the proposal satisfies the SDE
By applying Ito's lemma to (T − t) −1 (LX (t) − v), followed by the law of the iterated logarithm for Brownian motion, the rate at which LX (t) converges to v can be derived. Interestingly, the same guiding term as in (10) was used in a specific setting by Arnaudon et al. (2018) , where the guiding term was rewritten as σ(t, x)(Lσ(t, x)) + (v − Lx)/(T − t), assuming that Lσ has linearly independent rows. Here A + denotes the Moore-Penrose inverse of the matrix A. The form of the guiding term in (10) suggests that invertibility of La(t, x)L suffices, which, depending on the precise form of L, would allow for some forms of hypo-ellipticity. However, we believe there are fundamental problems when one wants to include for example integrated diffusions. We return to this in the discussion in section 7.
1.3.2. Extending Schauer et al. (2017) . In case L is not the identity matrix, the conditioned diffusion also satisfies the SDE (13), albeit with an adjusted definition of r(t, x). To find the right form of r(t, x), assume without loss of generality that rank
since f m+1 , . . . , f d ∈ ker L. Hence if ξ 1 , . . . , ξ m are determined by (11) and if we define
then this is the density of X T | X t , concentrated on the subspace LX T = v.
In case rank L = d, we can assume without loss of generality that L = I which is the situation of fully observing X T . Summarising, we define
and let r(t, x) = ∇ x ρ(t, x). The definition of guided proposals in the partially observed hypo-elliptic case is then just as in the uniformly elliptic case with a full observation: replace the intractable transition density p appearing in the definition of ρ byp to yield ρ. Then definer (t, x) = ∇ x logρ(t, x) and let the process X • be defined by equation (4) with b • (t, x) = b(t, x) + a(t, x)r(t, x). For t < T , it is conceivable that P t is absolutely continuous with respect to P • t because clearly equation (8) is solved by η(s, x) = σ(s, x) (r(s, x) −r(s, x)) . Contrary to the hypo-elliptic setting in Delyon and Hu (2006) , no specific form of the drift needs to be imposed here. However, it is not clear whether
The two main results of this paper (Proposition 2.8 and Theorem 2.14) provide conditions such that this is indeed the case. Interestingly, in the hypo-elliptic case the necessary "matching condition" on the parameters of the auxiliary processX not only involves its diffusion coefficientσ(t), but its driftb(t, x) as well. In particular, simply equating b to zero turns the measures P T and P • T mutually singular. For deriving the rate at which LX • t − v decays we employ a completely different method of proof compared to the analogous result in Schauer et al. (2017) , using techniques detailed in Mao (1997) . While the proof of the absolute continuity result is along the lines of that in Schauer et al. (2017) , having a partial observation and hypo-ellipticity requires nontrivial adaptations of that proof.
Put shortly, our results show that guided proposals can be defined for partially observed hypo-elliptic diffusions exactly as in Schauer et al. (2017) , if an extra restriction on the driftb of the auxiliary processX is taken into account.
Whereas most of the results are derived for σ depending on the state x, the applicability of our methods is mostly confined to the case where σ is only allowed to depend on t. The difficulty lies in checking the fourth inequality of Assumption 2.7 appearing in Section 2. On the other hand, numerical experiments can give insight whether the law of a particular proposal process and the law of the conditional process are equivalent.
Examples of hypo-elliptic diffusion processes that fall into our setup include (1) integrated diffusions, when either the rough, smooth, or both components are observed;
(2) higher order integrated diffusions; (3) NLCAR models; (4) the class of hypo-elliptic diffusions considered in Hairer et al. (2011) . These examples are listed here for illustration purpose. We stress that the derived results are more general.
Whereas some examples that we discuss can be treated by the approach of Delyon and Hu (2006) (which is restricted to SDEs of the form (9)), our approach extends well beyond this class of models (see for instance Example 3.8). Moreover, the hypo-elliptic bridges proposed by Delyon and Hu (2006) are bridges of a linear process, whereas the bridges we propose only use a linear process to derive the guiding term that is superimposed on the true drift. This means that only our approach is able to incorporate nonlinearity in the drift of the proposal.
1.4. A toy problem. Here we first consider a two-dimensional uniformly elliptic diffusion with unit diffusion coefficient, which is fully observed. Upon takingb ≡ 0 and σ = σ, we have
The guiding term can be viewed as the distance left to be covered, v − X • t , divided by the remaining time T − t. This simple expression is to be contrasted to a hypoelliptic diffusion, the simplest example perhaps being an integrated diffusion, with both components observed, i.e. a diffusion with b(t, x) = 0 1 0 0 x =: Bx and σ = 0 1 .
It follows from the results in this paper that using guided proposals we obtain an "exact" proposal, i.e. X • t = X t upon takingB = B,β ≡ 0 andσ = σ. The SDE for X • takes the form
(where X t,i and v i denote the i-th component of X t and v respectively). This is an elementary consequence of the process being Gaussian and follows for example directly as a special case of either Lemma 2.5 or Equation (9). Even for this relatively simple case the guiding term behaves radically different compared to the uniformly elliptic case. The pulling term only acts on the rough coordinate and is not any longer inversely proportional to the remaining time. This illustrates the inherent difficulty of the problem and explains the centring and scaling of X • that we will introduce for studying its behaviour.
1.5. Outline. In Section 2 we present the main results of the paper. We illustrate the main theorems by applying it to various forms of partially conditioned hypo-elliptic diffusions in Section 3. In Section 4 we illustrate our work with simulation examples for the FitzHugh-Nagumo model and a twice integrated diffusion model. The proof of the proposition on the behaviour of X • near the end-point is given in Section 5 and the proof of the theorem on absolute continuity is given in Section 6. We end with a discussion in Section 7. Some technical and additional results are gathered in the Appendix.
1.6. Frequently used notation.
1.6.1. Inequalities. We use the following notation to compare two sequences {a n } and {b n } of positive real numbers: a n b n (or b n a n ) means that there exists a constant C > 0 that is independent of n and is such that a n ≤ Cb n . As a combination of the two we write a n b n if both a n b n and a n b n . We will also write a n b n to indicate that a n /b n → ∞ as n → ∞. By a ∨ b and a ∧ b we denote the maximum and minimum of two numbers a and b respectively. 1.6.2. Linear algebra. We denote the smallest and largest eigenvalue of a square matrix A by λ min (A) and λ max (A) respectively. The p × p identity matrix is denoted by I p . The p × q matrix with all entries equal to zero is denoted by 0 p×q . For matrices we use the spectral norm, which equals the largest singular value of the matrix. The determinant of the matrix A is denoted by |A| and the trace by tr(A).
1.6.3. Stochastic processes. For easy reference, the following table summaries the various processes around. The rightmost three columns give the drift, diffusion coefficient and
X original, unconditioned diffusion process, defined by (1) b σ P t X corresponding bridge, conditioned on v, defined by (13) b σ P t X • proposal process defined by (4)
X linear process defined by (7) whose transition densitiespbσP t appear in the definition of X •
We write
The state-space of X, X and X • is R d . The Wiener process lives on R d . The observation is determined by the m × d matrix L. Finally, the orthonormal basis {f 1 , . . . , f d } for R d defined in Section 1.3.2 is fixed throughout, as are the numbers ξ 1 , . . . , ξ m defined via Equation (11).
Main results

Throughout, we assume
Assumption 2.1. Both b and σ are globally Lipschitz continuous in both arguments.
This ensures that a strong solution to the SDE (1) exists. We define the conditioned process, denoted by X to be a diffusion process satisfying the SDE
Here r(t, x) = ∇ x log ρ(t, x). A derivation is given in section D.
Assumption 2.2. The process X has transition densities such that the mapping ρ :
and strictly positive for all s < T and x ∈ R d . For fixed x ∈ R d , s and t > s + ε, the mapping (t, y) → p(s, x; t, y) is continuous and bounded.
In general Assumption 2.2 is established by verifying Hörmander's hypoellipticity conditions; see Williams (1981) . The assumption is satisfied in particular under suitable conditions for the diffusion as described by equations (2) and (3). Note that the results in this paper are not limited to this special case.
Proposition 2.3. Suppose that the matrix valued function t, x → σ in the hypo-elliptic model given by (2) and (3) has rank k for all (t, x). Furthermore suppose that σ and β are infinitely often differentiable with respect to (t, x). Then the process (X t ) admits a smooth (i.e. C ∞ ) density which is also smooth with respect to the initial condition.
Proof. This is a special case of Proposition C.1 in Appendix C.
Existence of guided proposals. The guiding term of
In the uniformly elliptic case it is easily verified that this mapping is well defined. This need not be the case in the hypo-elliptic setting.
Let Φ(t) denote the fundamental matrix solution of the ODE dΦ(t) =B(t)Φ(t) dt,
Assumption 2.4. The matrix
is strictly positive definite for t < T .
In the uniformly elliptic setting, this assumption is always satisfied. Under this assumption, the matrix
is also strictly positive definite for all t ∈ [0, T ) and, in particular, invertible.
Lemma 2.5. If Assumption 2.4 holds then,
where
Proof. The solution to the SDE forX u is given bỹ
Cf. Liptser and Shiryaev (2001) , Theorem 4.10. The result now follows directly upon taking u = T , multiplying both sides with L and using the definition of L(t).
In Appendix A easily verifiable conditions for the existence ofp are given for the case L = I.
Since t → µ(t) and t → M (t) are continuous and x →r(t, x) is linear in x for fixed t, the process X • is well defined on intervals bounded away from T .
Lemma 2.6. Under Assumptions 2.1 and 2.4 we have that for any t < T , the SDE for X • has a unique strong solution on [0, t].
Throughout, without explicitly stating it in lemmas and theorems, we will assume that Assumptions 2.1, 2.2 and 2.4 hold true.
2.2. Behaviour of guided proposals near the endpoint. Let ∆(t) be an invertible m × m diagonal matrix-valued measurable function on [0, T ). Define
and
The matrix ∆(t) is a scaling matrix which in the hypo-elliptic case incorporates the difference in rate of convergence for smooth and rough components of LX • t to v, when t ↑ T . In the uniformly elliptic case, we can always take ∆(t) = I m .
The following assumption is of key importance.
Assumption 2.7. There exists an invertible m × m diagonal matrix-valued function ∆(t), which is measurable on [0, T ), a t 0 < T , α ∈ (0, 1] and positive constants c, c, c 1 , c 2 and c 3 such that for all t ∈ [t 0 , T )
Proposition 2.8. Under Assumption 2.7, there exists a positive number C such that
Remark 2.9. If σ is state-dependent, it is particularly difficult to ensure that the fourth inequality in (19) is satisfied. There is at least one non-trivial example where this inequality can be assured (see Example 2.12). In Section 7 we further discuss the case of state dependent diffusivity. In the simpler case where σ only depends on t, we can always takeσ(t) = σ(t) and then the fourth inequality is trivially satisfied. In Section 3 we verify (19) for a wide range of examples. As a prelude: for the SDE system specified by (2) and (3) one takesB = B andσ = σ. Then ∆(t) can be chosen such that the first inequality is satisfied. The second condition of (19) encapsulates a matching condition on the drift which induces some restrictions onβ and β. The third inequality is then usually satisfied automatically.
The uniformly elliptic case is particularly simple:
Corollary 2.10 (Uniformly elliptic case). Assume that either (i) the diffusivity σ is constant andσ = σ or (ii) σ depends on t andσ(t) = σ(t). Assume a is strictly positive definite and that
Then the conclusion of Proposition 2.8 holds true with ∆(t) = I m .
Remark 2.11. The behaviour of Z ∆,t that we obtain agrees with the results of Schauer et al. (2017) . That paper is confined to L = I and the uniformly elliptic case, but includes the case of state-dependent diffusion coefficient.
The proofs of Theorem 2.8 and Corollary 2.10 are given in Section 5. In Section 3 we give a set of tractable hypo-elliptic models for which the conclusion of Theorem 2.8 is valid. The appropriate choice of the scaling matrix ∆(t) is really problem specific. Moreover, the assumptions on the auxiliary process depend on the choice of L.
In most cases it will not be possible to satisfy the fourth inequality of Assumption 2.7 when the diffusion coefficient is state-dependent. The following example shows an exception.
Example 2.12. Suppose the diffusion is uniformly elliptic and L = L 0 m×k , where L ∈ R m×k and d = k + k . Now suppose a(t, x) is of block form:
and that we takeã to be of the same block form. Upon takingB = 0 d×d and ∆(t) = I d , we see that L ∆ (t) = L and hence
Therefore, if we chooseã 11 (t) to be equal to a 11 (t) the fourth inequality in Assumption 2.7 is trivially satisfied.
2.3. Absolute continuity. The following theorem gives sufficient conditions for absolute continuity of P T with respect to P • T . First we introduce an assumption. Assumption 2.13. There exists a constant C such that
for all x, y ∈ R d .
Theorem 2.14. Assume there exists a positive δ such that |∆(t)| (T − t) −δ . If Assumptions 2.7 and 2.13 hold true, then dP
The proof is given in Section 6.
Remark 2.15. The expression for the Radon-Nikodym derivative does depend on the intractable transition densities p via the term ρ(0, x 0 ). This is a multiplicative term that only shows up in the denominator and therefore cancels in the acceptance probability for sampling diffusion bridges using the Metropolis-Hastings algorithm.
The following lemma is useful for verifying Assumption 2.13. Its proof is located in Section 6.
Lemma 2.16. Assume η(s, x) satisfies the equation
and that η is bounded. Then there exists a constant C such that
for all x, y ∈ R d for all 0 ≤ s < t ≤ T .
Tractable hypo-elliptic models
In this section we give several examples of hypo-elliptic models that satisfy Assumption 2.7. In the following we write X t = X t,1 · · · X t,d .
In each of the examples we choose an appropriate scaling matrix ∆(t) and verify the conditions of Assumption 2.7. For this, we need to evaluate L ∆ (t) and M ∆ (t). The computations are somewhat tedious by hand (though straightforward), and for that reason we used the computer algebra system Maple for this. Ideally, instead of the conditions appearing in Assumption 2.7, one would like to have conditions only containing b,b, σ andσ. This however seems hard to obtain and maybe a bit too much to ask for, given the wide diversity in behaviour of hypo-elliptic diffusions and the generality of the matrix L. In each of the examples, we state the model and the conditions onb andσ such that Assumption 19 is satisfied.
where β : [0, T ]×R 2 → R is bounded and globally Lipschitz in both arguments. If L = I 2 , and the coefficients of the auxiliary processX satisfỹ
then Assumption 2.7 is satisfied. Proof: As we expect the rate of the first component, which is smooth, to converge to the endpoint one order faster than the second component, which is rough, we take
We have
.
By choice ofB and ∆ we get
−1 12 6 6 4 .
Now it is trivial to verify that Assumption 2.7 is satisfied. 
from which the claim easily follows Example 3.3. Integrated diffusion, rough component observed. Consider the same setting as in Example 3.1, but now with L = 0 1 . That is, only the rough component is observed. Then Assumption 2.7 is satisfied. Proof: Taking ∆(t) = 1 we get M ∆ (t) = γ −2 (T − t) −1 and L ∆ (t) = 0 1 , from which the claim easily follows.
The guiding term is completely independent of the first component. This is not surprising, as this example is equivalent to fully observing a one-dimensional uniformly elliptic diffusion (described by the second component). 
We assume β : [0, T ] × R 2 → R is bounded and globally Lipschitz in both arguments. This example corresponds to the model specified by (2)- (3) with d = p, d = 1 and k = p − 1. Integrated diffusions correspond to p = 2. Observing only the smoothest component means that we have L = 1 0 1×d−1 . This class of models includes in particular continuous-time autoregressive and continuous-time threshold autoregressive models, as defined in Brockwell (1994) .
We consider the NCLAR(3)-model more specifically, which can be written explicitly as a diffusion in R 3 with
If either L = I 3 or L = 1 0 0 , Assumption 2.7 is satisfied if the coefficients of the auxiliary processX satisfỹ
Proof: If L = I 3 we take the scaling matrix
to account for the different degrees of smoothness of the paths of the diffusion. We then obtain, defining w(t)
from which the claim is easily verified. In case L = 1 0 0 , we take ∆(t) = (T − t) −2 and since
Assumption 2.7 is satisfied. See Example 4.1 for a numerical illustration of this example.
Example 3.5. Assume the following model for FM-demodulation:
Here, the observation is determined by L = 0 0 1 . Motivated by this example, we check our results for a diffusion with coefficients
Note that this is a slight generalisation of the FM-demodulation model. We will assume that γ 2 3 + γ 2 4 = 0 and β 3 to be bounded. IfB(t) = B andσ = σ, then Assumption 2.7 is satisfied.
Proof: As the observation is on the rough component, we choose ∆(t) = 1. We have
and the other conditions are easily verified.
Example 3.6. Assume X t,1 X t,2 gives the position in the plane of a particle at time t. Suppose the velocity vector of the particle at time t, denoted by X t,3 X t,4 satisfies a SDE driven by a 2-dimensional Wiener process. The evolution of X t = X t,1 X t,2 X t,3 X t,4 is then described by the SDE
where W t ∈ R 2 . This example corresponds to the case d = 4, d = 2 and k = 2 in the model specified by (2) 
We will assume diffusion coefficient σ = 0 0 γ 1 γ 3 0 0 γ 2 γ 4 , where γ 1 γ 4 − γ 2 γ 3 = 0. If β 1 (t) =β 2 (t) = 0,B(t) = B andσ = σ, then Assumption 2.7 is satisfied. Proof: As we observed the first two coordinates, which are both smooth, we take ∆(t) = (T − t) −1 I 2 . The claim now follows from
and 
where X t = X t,1 X t,2 , θ > 0 and the conditioning is specified by L = 1 0 . As explained in Hairer et al. (2011) the solution to this SDE can be viewed as the time evolution of the state of a mechanical system with friction under the influence of noise.
Assume (t, x) → β(t, x) is bounded and Lipschitz in both arguments. Note that this hypo-elliptic SDE is not of the form given in (2) and (3). However, if
then Assumption 2.7 is satisfied. Proof: Upon taking ∆(t) = (T − t) −1 , we find that
. This is to be compared with the expressions in (23). We conclude similarly as in Example 3.2 that the conditions in Assumption 2.7 are satisfied.
Example 3.8. This is an example to illustrate that our approach applies beyond equations of the form (9). We assume 
Numerical illustrations
In this section we will discuss implementational aspects of our sampling method, and we will illustrate the method by some representative numerical examples. We implemented the examples as parts of the authors' software package Bridge (Schauer et al. (2018) ), written in the programming language Julia, (Bezanson et al. (2012) .) The corresponding code is available in the folder https://github.com/mschauer/Bridge.jl/ tree/master/project_partialbridge.
For computing the guiding term and likelihood ratio, we have the following backwards ordinary differential equations
where t ∈ [0, T ]. These are easily derived, cf. lemma 2.4 in van der Meulen and Schauer (2017). These backward differential equations need only be solved once. Next, Algorithm 1 from van der Meulen and Schauer (2017a) can be applied. This algorithm describes a Metropolis-Hastings sampler for simulating diffusion bridges using guided proposals. We briefly recap the steps of this algorithm, more details can be found in van der Meulen and Schauer (2017a). As we assume X • to be a strong solution to the SDE specified by Equations 4 and (6), there is a measurable mapping g such that X • = g(x 0 , W ), where x 0 is the starting point and W a R d -valued Wiener process. As x 0 is fixed, we will write, with slight abuse of notation, X • = g(W ). The algorithm requires to choose a tuning parameter ρ ∈ [0, 1) and proceeds according to the following steps.
(1) Draw a Wiener process Z on [0, T ], Set X = g(Z).
(2) Propose a Wiener process W on [0, T ]. Set
and (21)). Sample U ∼ Uniform(0, 1). If U < A then set Z = Z • and X = X • . (4) Repeat steps (2) and (3). The invariant distribution of this chain is precisely P T . If the guided proposal is good, then we may use ρ = 0, which yields an independence sampler. However, for difficult bridge simulation schemes, possibly caused by a large value of T or strong nonlinearity in the drift or diffusion coefficient, a value of ρ close to 1 is required. The proposal in Equation (29) is precisely the pCN method, see e.g. Cotter et al. (2013) .
In the implementation we use a fine equidistant grid, which is transformed by the mapping τ : [0, T ] → [0, T ] given by τ (s) = s(2 − s/T ). Motivation for this choice is given in Section 5 of van der Meulen and Schauer (2017a). Intuitively, the guiding term gets stronger near T and therefore we use a finer grid the closer we get to T . Furthermore, for numerical stability we solve the equation for M † (t) using M † (T ) = 10 −10 I m×m instead of M † (T ) = 0 m×m . This choice corresponds to observing v with independent Normally distributed noise with variance equal to 10 −10 .
Example 4.1. Assume the NCLAR(3)-model, as described in Example 3.4 with β(t, x) = −6 sin(2πx) and x 0 = 0 0 0 . We first condition the process on hitting v = 1/32 1/4 1 at time T = 0.5, assuming L = I 3 (full observation at time T ). The idea of this example is that sample paths of the rough component are mean-reverting at levels k ∈ Z, with occasional noise-driven shifts from one level to another. The given conditioning then forces the process to move halfway the interval (at about time 0.25) from level 0 to level 1, remaining at level approximately level 1 up till time T . Such paths are rare events and obtaining these by forward simulation is computationally extremely intensive.
We construct guided proposals according to (25) withβ 3 (t) = 0. Iterates of the sampler using ρ = 0.85 are shown in Figure 1 . The average Metropolis-Hastings acceptance percentage was 43%. We need a value of ρ close to 1 as we cannot easily incorporate the strong nonlinearity into the guiding term of the guided proposal. We repeated the simulation, this time only conditioning on LX T = 1/32, where L = 1 0 0 . We again took ρ = 0.95, leading to an average Metropolis-Hastings acceptance percentage of 24%. The results are in Figure 2 . The distribution of bridges turns out to be bimodal. The latter is confirmed by extensive forward simulation and only keeping those paths which approximately satisfy the conditioning. Example 4.2. Ditlevsen and Samson (2017) consider the stochastic hypo-elliptic FitzHughNagumo model, which is specified by the SDE
Only the first component is observed, hence L = 1 0 . We consider the same parameter values as in Ditlevsen and Samson (2017) :
ε s γ β σ = 0.1 0 1.5 0.8 0.3 .
A realisation of a sample path on [0, 10] is given in Figure 3 . While this example formally does not fall into our setup, the conditions of Assumption 2.7 strongly suggest that the component of the drift with smooth path, i.e. the first component of b, certainly needs to match at the observed endpoint. We construct guided proposals by linearising the drift term X t,1 at the observed endpoint v. Hence, using that −x 3 ≈ 2a 3 − 3a 2 x for x near a, we takẽ
To illustrate the performance of our method, we take a rather challenging, strongly nonlinear problem. We consider bridges over the time-interval [0, T ] with T = 2, starting Figure 3 . A realisation of a sample path of the FitzHugh-Nagumo model as specified in Equation (30), with parameter values as in (31).
at x(0) = −0.5 −0.6 . In Figure 4 we forward simulated 100 paths, to access the behaviour of the process. Next, we consider two cases:
(a) Conditioning on the first coordinate at the endpoint of a "typical" path; we took v = −1. (b) Conditioning on the first coordinate at the endpoint of an "extreme" path; we took v = 1.1.
We ran the sampler for 50.000 iterations, using ρ = 0 and ρ = 0.9 in cases (a) and (b) respectively. The percentage of accepted proposals in the Metropolis-Hastings step equals 64% and 21% respectively. In Figures 5 and 6 we plotted every 1000-th sampled path out of the 50.000 iterations for the "typical" and "extreme" cases respectively. Figure 5 immediately demonstrates that for a typical path, guided proposals very closely resemble true bridges (using Figure 4 as comparison). To assess whether in the "extreme" case the sampled bridges resemble true bridges, we also forward simulated the process, only keeping those paths for which |Lx T − v| < 0.01. The resulting paths are shown in Figure  7 and resemble those in Figure 6 quite well. This example is extremely challenging in the sense that we take a rather long time horizon (T = 2), the noise-level on the second coordinate is small and the drift of the diffusion is highly nonlinear. As a result, the true distribution of bridges is multimodal. Even in much simpler settings, sampling form a multimodal distribution using MCMC constitutes a difficult problem. Here, the multimodality is recovered remarkably well by our method as can be seen from Figure 6 . . Sampled guided diffusion bridges when conditioning on v = 1.1 (extreme case). The "outlying" green curve corresponds to the initialisation of the algorithm.
Behaviour of guided proposals near the endpoint
In this section we derive sufficient conditions for the guiding proposal such that Figure 7 . Realisations of 30 forward sampled paths for the FitzHughNagumo model as specified in Equation (30), with parameter values as in (31). Only those paths are kept for which |Lx T − v| < 0.01, where v = 1.1 (the conditioning for the "extreme" case).
5.1. Centring and scaling of the guided proposal. To reduce notational overhead, we write a t ≡ a(t, X • t ). Thenb t , b t and σ t are defined similarly. Our starting point is the expression forr in (15).
Lemma 5.1. If we define
Proof. We have
The results now follows because the first two terms on the right-hand-side together equal
Proof. By Ito's lemma
Next, substitute the SDE for Z t from lemma 5.1 and use that
The final equality follows from the fact that
The result follows upon reorganising terms.
Whereas in the uniformly elliptic case all elements of Z t and M (t) behave in the same way as a function of T − t, this is not the case in the hypo-elliptic case. For this reason, we introduce a diagonal scaling matrix ∆(t).
Lemma 5.3. Let ∆(t) be an invertible m × m diagonal matrix. If Z ∆,t , L ∆ (t) and M ∆ (t) are as defined in Equations (17) and (18) 
Moreover,r (t, X
Proof. This is a straightforward consequence of Lemma 5.2. The expression forr follows from equation (15). 5.2. Recap on notation and results. For clarity we summarise our notation, some of which was already defined in Section 1.6. The auxiliary process is defined by the SDE dX t = (B(t)X t +β(t)) dt +σ(t) dW t . The matrix Φ(t) satisfies the ODE dΦ(t) = B(t)Φ(t) dt and we set Φ(
The scaled process is defined by
where L(t) = LΦ(T, t) and L ∆ (t) = ∆(t)L(t). Furthermore, we defined
Finally, the guiding term in the SDE for the guided proposal X • 5.3. Proof of theorem 2.8. The line of proof is exactly as suggested in Mao (1992) (page 341):
(1) Start with the Lyapunov function We bound all terms appearing in equation (32). Note that the first term on the righthand-side vanishes. We start with the Wiener integral term. To this end, fix t 0 ∈ [0, T ) and let
Now N t can be bounded using an exponential martingale inequality. Let {γ n } be a sequence of positive numbers. Define for n ∈ IN, t n = T − 1/n and
By the exponential martingale inequality of Theorem 1.7.4 in Mao (1997) , we obtain that P (E n ) ≤ e −γn . If we assume ∞ n=1 e −γn < ∞, then by the Borel-Cantelli lemma P (lim sup n→∞ E n ) = 0. Hence, for almost all ω, ∃ n 0 (ω) such that for all n ≥ n 0 (ω)
Let ε > 0. Upon taking γ n = (1 + 2ε) log n we get
Assume t 0 < t < t n+1 . Combining the inequality of the preceding display with Lemma 5.3 and substituting the bound in (34), we obtain that for any ε > 0
Recall that for positive semidefinite matrices A and C we have
Furthermore, as
we can combine the preceding three inequalities to obtain 1 2
Upon substituting the bounds in (19) we get, for certain positive constants C 0 , C 1 , C 2 , C 3 and C 4 that
If we define ξ t = (T − t) −1 Z ∆,t 2 , then this inequality can be rewritten as
By Lemma B.1 in the appendix this implies
Now divide both sides of this inequality by log(1/(T − t)) and consider t n < t < t n+1 . Then log n ≤ log(1/(T − t)). It then follows that lim sup
Now let ε ↓ 0.
5.4. Proof of corollary 2.10. As ∆(t) = I m it is easy to see that M (t) = O(1/(T − t) and L ∆ (t) = O(1). This behaviour of M (t) is also contained in the first inequality of Lemma 8 in Schauer et al. (2017) (note that in that paper,H corresponds to M as defined in this paper). Now it is easy to see that the conditions of theorem 2.8 are satisfied.
6. Absolute continuity with respect to the guided proposal distribution 6.1. Proof of Theorem 2.14. We start with a result that gives the Radon-Nikodym derivative of P t relative to P • t for t < T . Proposition 6.1. For t < T we have
where Ψ t is defined in (21).
Proof. Although this result is not a special case of proposition 1 in Schauer et al. (2017) (where it is assumed that L = I and that the diffusion is uniformly elliptic), the arguments for deriving the likelihood ratio of P t with respect to P • t are the same and therefore omitted. The only thing that needs to be checked is thatρ(t, x) satisfies the Kolmogorov backward equation associated toX. This can be proved along the lines of Lemma 3.4 and Corollary 3.5 of van der Meulen and Schauer (2017b) . LetF t = σ X s , 0 ≤ s ≤ t and setỸ t =ρ(t,X t ). Now
That is, (Ỹ t ,F t ) is a martingale. IfL denotes the infinitesimal generator ofX t , then K = ∂/(∂t) +L is the infinitesimal generator of the space time process (t,Ỹ t ). SinceỸ t is a martingale, the mapping (t, x) →ρ(t, x) is space-time harmonic. Then by Proposition 1.7 in chapter VII of Revuz and Yor (1991) Kρ(t, x) = 0. That is,ρ(t, x) satisfies Kolmogorov's backward equation.
This absolute continuity result is only useful for simulating conditioned diffusions if it can be shown to hold in the limit t ↑ T as well. The main line of proof is the same as in the proof of Theorem 1 in Schauer et al. (2017) , where at various places p andp need to be replaced with ρ andρ. However, some of the auxiliary results that are used require new arguments in the present setting. Moreover, the assumed Aronson type bounds are not suitable for hypo-elliptic diffusions.
6.2. Proof of Theorem 2.14. We start with introducing some notation. Define the mapping
and note that Z ∆,t = g ∆ (t, X • t ). For a diffusion process Y we define the stopping time
where k ∈ IN. We write
Defineρ =ρ(0, x 0 )/ρ(0, x 0 ). By Proposition 6.1 , for any t < T and bounded, F tmeasurable f , we have
By taking
Next, we take lim k→∞ lim t↑T on both sides. We start with the left-hand-side. By Lemma 6.2, for each k ∈ IN, sup 0≤t≤T Ψ t (X • ) is uniformly bounded on the event {T = σ • k }. Hence, by the dominated convergence theorem we obtain
Since by definition σ
by Proposition 2.8. Therefore, by monotone convergence
It remains to show that the right-hand-side of (42) tends to 1. We write
By Lemma 6.4 the first of the terms on the right-hand-side tends to ρ(0, x 0 ) when t ↑ T . The second term tends to zero by Lemma 6.5.
To complete the proof we note that by equation (41) and Lemma 6.4 we havē ρ E [Ψ t (X • )] → 1 as t ↑ T . In view of the preceding and Scheffé's Lemma this implies that Ψ t (X • ) → Ψ T (X • ) in L 1 -sense as t ↑ T . Hence for s < T and a bounded, F s -measurable, continuous functional g,
By Lemma 6.4 this converges to E g(X ) as t ↑ T and we find that
Lemma 6.2. Under Assumption 2.7 there exists a positive constant K (not depending on k) such that
Proof. To bound Ψ t (X • ), we will first rewrite G(s, X • ) in terms of Z ∆,t , L ∆ (t) and M ∆ (t), as defined in (17) and (18). By display (33), we havẽ
. Here, the expression forH(t) was obtained from
Hence,
On the event {t ≤ σ
The absolute value of the first term of G can be bounded by
Here we bounded M ∆ (t) ≤ λ max (M ∆ (t)), as in (36). The absolute value of twice the second term of G can be bounded by
just as in (35). As for a p × p matrix A we have tr(A) ≤ pλ max (A) = p A 2 (recall we assume the spectral norm on matrices throughout), this can be bounded by
The absolute value of twice the third term of G can be bounded by
We conclude that all three terms in G are integrable on [0, T ].
Proof. The proof is just as in Lemma 7 of Schauer et al. (2017) .
Lemma 6.4. If Assumption 2.13 holds true, 0 < t 1 < t 2 < · · · < t N < t < T and
Proof. The joint density q of (X t 1 , . . . , X t N ), conditional on
where for t N < t < T
We can assume t ≥ (T +t N )/2. For fixed t N and x N , the mapping (t, x) → p(t N , x N ; t, x) is continuous and bounded, for t bounded away from t N . By Lemma 6.3 it follows that F (t; t N , x N ) → ρ(t N , x N ) when t ↑ T . The argument is finished by taking the limit t ↑ T on both sides of equation (44), interchanging limit and integral on the right-hand-side and noting that the limit on the right-hand-side coincides with E g(X t 1 , . . . , X t N ) . The interchange is permitted by dominated convergence. To see this, first note that g is assumed to be bounded. Next,
which follows from repeated application of Assumption 2.13.
Lemma 6.5. Assume that there exists a positive δ such that |∆(t)| (T − t) −δ . If Assumption 2.13 holds true, then
Proof. As in the proof of Lemma 5 in Schauer et al. (2017) , it suffices to show that
Applying Assumption 2.13 and using the Chapman-Kolmogorov relations, we obtain
If we denote its transition density byq, theñ
sincer(t, x) depends on x only via L(t)x. Define the set
The expectation on the right-hand-side is now superfluous. It is easily derived thatZ t satisfies the SDE
where we denote the density of the multivariate normal distribution in R m with mean vector ν and covariance matrix Υ, evaluated in u by ϕ m (u; ν, Υ). Hence, stitching the previous derivations together we obtain
The right-hand-side, multiplied with (2π) m/2 equals
which can be further bounded by
Next, the maximum can be bounded, followed by taking the limit k → ∞, to see that this tends to zero. This is exactly as in the proof of Lemma 5 in Schauer et al. (2017) .
6.3. Proof of Lemma 2.16. By absolute continuity of the laws ofX and X and the abstract Bayes' formula, for bounded F T -measurable f we have
Hence, upon taking f ≡ 1 and applying Girsanov's theorem we get
Since η is bounded this implies
Upon defining τ j = T 0 η j (X s ) 2 ds, the Dambis-Dubins-Schwarz theorem implies that the expectation on the right-hand-side equals
By boundedness of η there exists constants {K j } d j=1 such that τ j ≤ K j . Hence the right-hand-side of the preceding display can be bounded by
where the final equality follows from the components ofW being independent. The expectation on the right-hand-side is finite, the constant only depending on T . To see this: if B t is a one-dimensional Brownian motion, thenB t = sup 0≤s≤t B s has density fB t (x) = 2/(πt)e −x 2 /(2t) 1 [0,∞) (x), which implies that E exp(B t ) < ∞.
The statement of the theorem now follows by considering the processes X andX started in x at time s and noting that the derived constant only depends on T .
7. Discussion 7.1. Extending the approach in Marchand (2012) to hypo-elliptic diffusions. A potential advantage of the approach in Marchand (2012) is that, at least in the uniformly elliptic case, there is no matching condition for the diffusion coefficient to be satisfied. Inspecting the guiding term in (10), it can be seen that it is also well defined when ker(σ(t, x) L ) = {0}, since this assures that the inverse of La(t, x)L exists for all t ≥ 0 and x ∈ R d . Unfortunately, this excludes for example the case where the smooth component of an integrated diffusion process is observed (Example 3.2). Here, the guiding term is given by guid 1 (t, x) := aL(t) i.e. the column spaces of all partial derivatives of β(t, x) and σ(t, x), including β(t, x) itself, belong to the column space of σ(t, x). Finally suppose there exists at most one strong solution to (1) (which is the case if e.g. β and σ satisfy a linear growth condition). Then for all initial conditions x 0 and all t ≥ 0, the distribution of X t admits a density function p(t, x, y):
and p is a smooth (infinitely often continuously differentiable) function on (0,
Proof. Write (σ j ) d j=1 for the columns of σ so that σ(t, x) = σ 1 (t, x) . . . σ d (t, x) .
The Stratonovich form of (1) is given by
where b(t, x) = Bx + β(t, x) with coordinates of β given by
Observe that β(t, x) ∈ Col σ(t, x), just like β(t, x).
In particular, the generator of the diffusion (1) can be given in terms of the first order differential operators A 0 f (t, x) = ∂ t f (t, x)+ b(t, x), ∇ x f (t, x) , A j f (t, x) = σ j (t, x), ∇ x f (t, x) , j = 1, . . . , d ,
j . In this proof we will use without further comment (i) Einstein's summation convention and (ii) the canonical identification of first order partial differential operators A = a i ∂ i = a 0 (t, x)∂ t + 
Observe that the first term represents the operator Bσ j , ∇f , and the remaining terms assume values in V 0 = Col σ(t, x). By iterating we obtain [A j , A 0 ] l = B l σ + U, where U(t, x) ∈ V l−1 for all (t, x) . By the controllability assumption on B and σ, the vectors Appendix D. Derivation of the conditioned process
The SDE for the conditioned process, given in (13), can be derived using Doob's h-transform. (Kρ) (s, x).
We claim (Kρ) (s, x) = 0 (that is, ρ(t, x) satisfies Kolmogorov's backward equation). The drift and diffusion coefficients of the conditioned process can then be identified from the infinitesimal generator L . To verify the claim, first note that Z t = ρ(t, X t ) defines a martingale: if F s is the natural filtration of X, then E[Z t | F s ] = p(s, X s ; t, x)ρ(t, x) dx = Z s where we used the Chapman-Kolmogorov equations. Therefore, (t, x) → ρ(t, x) is spacetime harmonic and then the claim follows from proposition 1.7 of Chapter VII in Revuz and Yor (1991) .
