In this paper we construct a subclass of the composite access structure introduced in [9] based on schemes realizing the structure given by the set of codewords of minimal support of linear codes. This class enlarges the iterated threshold class studied in the same paper. Furthermore all the schemes on this paper are ideal (in fact they allow a vector space construction) and we arrived to give a partial answer to a conjecture stated in [9] . Finally, as a corollary we proof that all the monotone access structures based on all the minimal supports of a code can be realized by a vector space construction.
Introduction
We will use the following notation. Let P = {P i } n i=1 be a set of participants, K be the set of all possible keys and S be the share sets. Secret sharing schemes are used to distribute a secret K ∈ K, like a private key of a cryptosystem, among a group of individuals P, giving to each participant a share from S, such that only specified subsets of P are able to determine the secret K from joining the shares they hold. Let Γ ⊆ 2 P be the family of subsets of P which are able to reconstructed the secret (i.e. authorized or qualified subsets) then Γ is called the access structure of the scheme. Since Γ is presupposed to satisfy the monotone property (that is, if A ⊆ B ⊆ P and A ∈ Γ, then B ∈ Γ) then the set of minimal authorized subset of Γ, denoted by Γ m , determines a basis of Γ. The dual of the access structure Γ on the set P is defined as the access structure form by the subsets whose complements are not authorized, i.e. Γ * = {A ⊆ P | P \ A Γ} .
A perfect sharing scheme avoid unauthorized coalitions to learn any information about the secret. Ito, Saito and Nishizeki [7] showed that for any arbitrary monotone collection of authorized set Γ, there exists a perfect sharing scheme that realizes Γ. Moreover, a secret sharing scheme is ideal if it is perfect and the domain of shares of each user is S. An access structure Γ is called ideal if there is an ideal scheme realizing it. An interesting class of access structure are those admitting a vector space construction, this structure is due to Brickell [3] . Let F q be a finite field with q elements, an access structure Γ on P has a vector space construction over F q if there exists a map Φ :
and a vector v ∈ F d q \ {0} such that the vector v can be expressed as a linear combination of vectors in the set {Φ(P i ) | P i ∈ A} if and only if A ∈ Γ. Schemes realizing this structures are called vector space secret sharing schemes. In sake of simplicity and without lost of generality usually v is taken to be the vector e 1 = (1, 0). Unfortunately finding a rule for deciding when an access structure Γ admits a vector space construction is still an open problem if the underlying field is not fixed. The first examples of secret sharing schemes that appeared on the literature were examples of threshold schemes. The access structure of an (t, n)-threshold scheme is formed by subsets of participants whose cardinality is at least t. These schemes were introduced independently by Shamir [13] and Blakley [2] in 1979. Shamir's scheme used polynomial interpolation while Blakley's method is based on intersection properties of finite geometries, indeed both ideas where behind or related to the use of Reed-Solomon codes. Threshold schemes are ideal, admit a vector space construction and give the same opportunity to all the participants to access the secret. Indeed taking n different non-zero elements α 1 , . . . , α n ∈ F q and Φ defined by Φ(
all i ∈ {1, . . . , n} then the (t, n)-threshold scheme can be seen as a vector space secret sharing schemes. From now on, the expression (t, n) will denote a (t, n)-threshold scheme. In real life, not all participants are in the same hierarchy and they do not have the same privileges to access certain secrets. This idea has been adapted to secret sharing Schemes by various authors. For instance, multilevel schemes by Simmons [14] , bipartite structures by Padró and Sáez [11] or compartmented schemes by Brickell [3] . In this article we will used a special construction of this type of schemes presented in [9] called composition of access structures. Let P = P 1 ∪ . . . ∪ P s be a partition of P into disjoints sets where P j is given by the set {P
n j } and n = n 1 + . . . + n r . Let Γ 0 be an access structure on P and Γ i be an access structure on P i for i ∈ {1, . . . , r}, then the composite access structure of Γ 1 , . . . , Γ r following Γ 0 , denoted by Γ 0 [Γ 1 , . . . , Γ r ] is defined as follows:
Let us briefly fix the notation and introduce some basic definitions from coding theory. A linear code C of length n and dimension k over F q , or an [n, k] code for short, is a k-dimensional subspace of F n q . For every codeword c ∈ C its suport is define as its support as a vector in F q , i.e. supp(c) = {i | c i 0}. A codeword c is a minimal support codeword of C if it is non-zero and supp(c) is not contained in the support of any other codeword. We will denote by C m the set of codewords of minimal support of C. Note that describing the set of codewords with minimum hamming weight in an arbitrary linear code is an NP-problem [1] even if preprocessing is allowed [5] . Some improvements on their computation have been recently made in [8] . There are several ways to obtain a secret sharing using a linear code C, we refer the reader to [6, 10, 12] . It is not difficult to show that a vector space construction is equivalent to a code in the following sense: consider the matrix whose first column is the vector assigned to the dealer and the rest of columns are the vector assigned to the participants, this matrix can be seen as a parity check matrix of a code C and the authorized subsets are those codeword supports containing a non-zero element on the first position.
In this paper we give a slightly different definition to the previous one. We define the access structure related to the [n, k] code C over P with |P| = n, and we denote it by Γ C , as the set Γ C = A ⊆ P | ∃c ∈ C \ {0} : A = i∈supp(c) P i . With this definition we study the composite access structures of the form
We enlarge the well known class of iterated threshold structures in [9] . The main result is that this structure admits a vector space construction when Γ 0 admits a vector space construction. This class of structures gives a partial answer to the conjecture in [9, Open Problem 2] and they are more "natural" that the one proposed in it since the dealer appears only in one of the components and therefore there is no need of projecting the shares. As a corollary we obtain that Γ C also admits a vector space construction.
Composition of structures related to linear codes
be a set of linear F q codes each one of length n i and dimension k i for i = 1, . . . , r. For each code C i we define the access structure related to C i over the set of participants P i = {P 
That is, the family of qualified subsets is in one to one correspondence with the supports associated to the codewords of C i and indeed Γ is representable by a code (F q -representable matroid) which is given by its dual code C ⊥ i and the result follows. Recall that we will denote by Γ m the minimal qualified subsets in the access structure Γ and by C m the subsets of participants in Γ C related to minimal codewords of C.
Proposition 2.
( 
be the set of minimal qualified subsets of Γ C w.r.t. some ordering. Let H be a parity check matrix of C where h j denotes the j-th column with j = 1, . . . , n.
By definition A 1 is related to at least a codeword support of C. Assume that all linear combination based on A 1 over F q satisfy the following expression: Similarly to the previous process, we obtain a linear combination based on A 2 over F q s 2 such that where γ l+1 satisfy the following properties:
• If P j is only in A t and A l+1 with t = 1, . . . , l then
• . . .
• If P j is in A i 1 , . . . , A i s and A l+1 then • . . .
