Introduction. This talk is about the interplay between computers and theoretical research, as experienced by someone who is not a computer expert. The story involves, among other things, a measure of good luck. Several instances of this will emerge in due course, but one example now may give the idea: The speaker and his co-worker, Douglas Hensley, used a computer to seek a certain combinatorial pattern. Our first attempts failed; however the desired patterns did exist, and we eventually found infinitely many of them by theoretical means. If, on the first day, the computer had given us the result we wanted, we probably would have stopped there and missed the further developments.
the statement that p*(x)^ir(x) 9 if true, would have important consequences about the distribution of prime numbers. We suspected, however, that the conjecture was false, and we hoped that the computer would help us to locate a counterexample.
In fact the conjecture is false; moreover it is false for all but finitely many x. Although p*(x)<7r(x) for small x, the functions cross once or several times, and then p*(x) becomes and remains larger than TT(X). We will prove this by showing that /)*(x) -7r(x)-++ OO.
The main application of our result is to a conjecture of Hardy and Littlewood [4] that 7r(x + y) ^ TT(X) + 7r(y) for all integers x, y ^ 2.
We show that this assertion is probably false. More precisely, we prove it incompatible with a second (widely believed) conjecture about "prime fc-tuples". The connections between these various numbertheoretic statements are spelled out in Part I. That chapter is fairly long; someone mainly interested in the computer side could turn to §1.11 and §1.12 ("The rules of the game") and skip over the rest of it.
It turns out that these questions hinge on the (so far undefined) function P*(x). If it were true that p*(x)^7r(x),
then the Hardy-Littlewood conjecture would follow. But if we can show that p*(x 0 )>7r(x 0 ) for even a single value x 0 of x, then we obtain the "incompatibility theorem" mentioned above. This explains the idea behind our computer search.
There was nothing futuristic about our work: our computer was not programmed to "think" or to make logical deductions. It merely calculated in the familiar way. Thus it could only furnish us with particular examples (because it could only handle a finite amount of data). However, as we have seen, our problem was such that even a single counterexample would be interesting. Eventually we found infinitely many of them, by showing that />*(x)-7r(x)->+oo, so we were able to dispense with the computer. The machine merely served as a kind of "mechanical scratch pad", helping to put us on the right track.
I am not suggesting that this is the most common way in which computers prove useful in developing theories. There are several aspects of our experience which are slightly paradoxical, and perhaps unusual. For example, since we ultimately proved that />*(*) -TT(X)->+CO 9 you might infer that the computer showed us numerous instances where p*(x)>7r (x) , and that the differences became larger as x increased. Actually no such thing happened. We never found a single case where p*(x)>w(x) until we had solved our problem theoretically.
What happened was this: There was a conjecture to the effect that p*(x)^7r (x) .
We believed that counterexamples existed (which was correct), but that the situation was much too complicated to analyze theoretically (which was wrong). So we went to the computer. This gave us something to do, and (more importantly) gave us the courage to keep trying. For there was always the possibility "lurking just around the corner" that the computer would turn up something. For a long time it didn't. We tried this and that, and sometimes came close, but always failed to produce the desired counterexample. A discussion of what we did, and why it didn't work (using hindsight) is given in Part II. The discussion follows our actual experience: we began with a series of computer experiments, and ended up with an idea-the "midpoint sieve". (The same idea, incidentally, was discovered by Erdös and Selfridge [3] , who used it in a different context.)
Only one more idea was needed to solve the problem, but we didn't see it right away, so we went back to the computer. Again the computer data was disappointing, and again it forced us to reconsider our strategy. This is described in Part III. Speaking very loosely, our attempts had been based on the assumption of a certain "randomness." But, much to our chagrin, the desired effect failed to appear. In fact there was a strong regularity principle operating, and things were neither as random nor as complicated as we thought. Once we realized this, a theoretical solution followed very quickly.
It turned out that the necessary tools were already available in two well-known theorems. One of these is de la Vallée Poussin's "sharp" form of the prime number theorem [6] ; and the other, due to Westzynthius, Erdös, and Rankin [11], [1] , [8] , asserts the existence of "large" gaps between primes. A sketch of our proof is given in Part IV, using the ideas developed in Parts II and III.
Note. Computing />*(x) exactly is very difficult (cf. §1.7 and §1.8 below). Mostly one tries to get good upper or lower bounds for it. Thus it has been known for some time, from work of Schinzel, Sierpinski, and Selfridge, that p*(x)^w(x) for x^500. Recently Warren Stenberg wrote a new computer program which enabled us to show that fx*(x)>7r(x) for x=20,000. (Here we are indebted to S. A. Burr for a number of valuable suggestions.) Stenberg's program involves a speeded-up and automated version of the (previously unsuccessful) "midpoint sieve" experiment described in Part III.
Part I. Statement of the problem, and definitions of basic terms. 1.1 Our purpose is to study the number of primes in an interval (y, y+x] of length x, and especially the way that this number behaves when x is held fixed and y approaches infinity. (Here and throughout, x and y denote integers which will generally be ^2. By an interval we mean a sequence of integer points, and its "length" is just the number of these points.) If, as usual, TT{X) denotes the number of primes ^x, then the number of primes in (y, y+x] can be written as 7r(y+x)-7r(y). Hardy and Littlewood [4] conjectured that TT(X + y) ^ TT(X) + 7r(y) for x 9 y ^ 2; or equivalently,
In words, (A) asserts that no interval (y, y+x] of length x contains more primes than the first x integers (see Figure 1 ).
The first x integers, Is the number of primes here, containing n(x) primes.
ir(y + x) -My) < 7r(x)?
Ox y y+x FIGURE 1. The main question.
We will show that the conjecture (A) is probably false. More precisely, we show that (A) is incompatible with the "prime fc-tuples conjecture" (B) below. (Curiously, Hardy and Littlewood, in the same paper [4] where they proposed (A), also made the hypothesis (B). We think (B) is true.)
1.2 The statement of (B) is a combinatorial tangle, and it seems better to approach it by examples. You are probably familiar with the "twin primes conjecture" that there are infinitely many prime pairs X, X+2. (This has never been proved, of course.) By the way, there is nothing terribly special about the pair X, X+2. One can also consider pairs X,X+AorX, X+50. What about X, X+1 ? You probably sense that something is wrong. Two consecutive numbers cannot both be prime, because one of them must be even. (There is a single exception, of course, the pair 2, 3.) Likewise X, X+2, X+4 is an "impossible" triple for primes, because no matter what value we give to X, one of these numbers must be divisible by three. (Again there is a single exception, 3, 5, 7.) On the other hand, there seems to be no reason why X, X+2, X+6 should not all be prime, and we conjecture that this happens infinitely often.
1 is divisible by p. Then for "large" values of X, the numbers X+bt cannot all be prime (because at least one of them must be divisible by/?!!!). Thus such a configuration is NOT "possible" for large primes. Now the proper definition practically writes itself (except that instead of "possible" we will say "admissible"). Also, since the constants Z^ carry all the information, we may as well consider b l9 The second alternative (*) is more convenient in practice, and this is the one we shall use.
1.6 EXAMPLE. The sequence 0, 2, 6, 8, 12 is admissible. Why? Well, there are no odd numbers in it, so there is an empty congruence class (mod 2). There are no numbers =1 (mod 3), and no numbers =4 (mod 5). What about 7? This is easy: there are seven congruence classes (mod 7), and only five numbers in our 5-tuple, so there must be an empty class (Dirichlet box principle). Similarly for any prime >5.
REMARK. In general the Dirichlet box principle insures that, to test whether a given k-tuple is admissible, it is only necessary to examine the primes/?^/:. Now, finally, we can state the prime fc-tuples conjecture: COMPLEMENT TO (B). As we have seen, certain ^-tuples of primes like 2, 3 or 3, 5, 7 are not admissible. However, a little thought shows that this can happen only when one of the primes involved is ^k (for distinct primes never divide evenly into one another, so the congruence class 0 (mod/?) is not occupied by any other prime). In particular, the primes in (y 9 y+x] form an admissible set provided y^x. Thus "admissibility" is obviously a necessary condition for the existence of infinitely many prime A:-tuples X+b l9 • • • , X+b k . The hypothesis (B) asserts that this condition is also sufficient. In other words, "if it could, then it does." REMARK. A more general conjecture of the same type, in which the functions X+b { are replaced by arbitrary irreducible polynomials, is known as Schinzel's "Hypothesis H" (cf. [10] ).
For various "philosophical" reasons, we believe that the fc-tuples hypothesis (B) is true. (It has so much freedom-only the existence of infinitely many Zis asserted, not even an asymptotic law.)
1.7 DEFINITION. />*(*) denotes the maximum k for which there exists an admissible/:
Note. It is easy to see that "admissibility" is translation invariant. Therefore, in defining p*(x), we could restrict our attention to any interval of length JC, say (0, x]. Thus p*(x) is computable in a finite number of steps. You may have noticed that I left the hard part to you. This is prophetic of something that happens with larger values of x. We will not actually compute p*(x), because we cannot. (It is as hopeless as computing the optimal strategy in a game of chess.) But any admissible fc-tuple that we find contained within (0, x] automatically furnishes a lower bound for /o*(x). Since our objective will be to prove that p*(x)>ir(x) for some x, a sufficiently good lower bound is all that we need.
The last definition has now been given. If they seemed interminable, please bear with me. (The trouble is that combinatorics does not yet have such a well-established language as, say, analysis. The underlying geometrical patterns-sequences of dots, say-are simple, but hard to convey in words-see e.g. Figure 2 below.)
The significance of />*(x) is contained in the following: 
PROOF. Just a matter of retracing our steps. By definition, />*(*) is the maximum number k of terms belonging to any admissible &-tuple which is contained within an interval of length x. The idea behind "admissibility" is that a configuration X+b x , • • • , X+b k is admissible if it is "possible" or "not trivially disprovable" that this pattern could generate primes infinitely often. The hypothesis (B) asserts that "if it could, then it does." This proves the deeper half of (1.9), namely that p*(x)^ "the largest number • • • ." The reverse inequality, which does not depend on (B), comes from the fact that admissibility is a necessary condition for the /t-tuples assertion (complement to (B)). The corollary follows upon observing that 7r(y+x 0 )-7r(y) is just the number of primes in the interval
Eventually we will show (without any unproved hypotheses) that p*(x)-IT(X)-++oo (cf. Theorem 4.1). We immediately obtain the main result of this paper :
1
.10 COROLLARY. Suppose the k-tup les conjecture (B) is true. Then r or all sufficiently large x, there exist infinitely many y, such that
REMARK. Concerning the sizes of x and y: Schinzel and Sierpinski [10] , [9] showed that (A) holds (i.e. (1.10) fails) for x<;i46, and Selfridge pushed this up to x^500. Warren Stenberg has recently written a program in BASIC, with which we were able to show that p*(x)>7r(x) for x=20,000. Thus "sufficiently large" for x means somewhere between 500 and 20,000. However, the corresponding values of y probably lie far beyond computer range; say around k k where AJ=7T(20,000)=2262. The same examples revisited. In preparation for the computer experiments discussed in Part II, we will take another look at Examples 1.6 and 1.8. Previously we picked a 5-tuple 0, 2, 6, 8, 12 and verified that it was admissible. Let us see how we might discover such a 5-tuple on an interval of length 13. (Later on, the number 13 will be replaced by 100,000.) This requires some preparation; the discussion culminates in Figure 2 below.
1.11 IMPORTANT REMARK. Our computer experiments, and the thought experiments that go with them, involve sieves. We will sieve out congruence classes modulo the ordinary primes /?=2, 3, 5, etc., but the points remaining may not be prime, because we may make "crazy" choices, like sieving out all the numbers congruent to 4 (mod 5). The viewpoint we need is a dynamic rather than a static one. We will start with a finite sequence of points (integers), and then erase some of them, and then erase some more, and so on. Once we "erase" or "sieve out" a point, then we regard it as GONE. Thus if we say "the congruence class 4 (mod 5) is empty," we do not mean the absurd statement, "there are no numbers congruent to 4 (mod 5)." Rather we mean that, among the numbers remaining, none is congruent to 4 (mod 5). The set of numbers remaining at any stage will be called "the residual set".
1.12 The rules of the game. We are going to play a game, and it is necessary to fix in our minds both the "objective" and the "rules" of this game. (As usual, these are in opposition-that is what makes things 0123456789 10 11 12 0)
Initial configuration of 13 points. 2  2  2  2  2  3  3  3  3  5  5 The final pattern repeated; this shows which points where sieved out (mod 2), (mod 3), (mod 5). Redundancies are included to show the periodicity. interesting.) We start with a finite sequence of consecutive points, and then remove some of them. Our objective is to remove as few as possible. The rules require, however, that for each prime/?, one congruence class (mod/?) be completely eliminated. The game goes as follows:
(1) We start with an interval of length x (i.e. x consecutive points).
(2) For each prime/?, we choose a particular congruence class (mod/?). (The choice can be made in any manner whatsoever, but some choices are more intelligent than others.) (3) Having made the choice in (2), we "sieve out" or "erase" all of the points lying in that class. From now on, these points are gone.
(4) By the Dirichlet box principle, we can stop as soon as the next prime /? exceeds the number of points that remain (for then an empty congruence class must exist).
We win if the number of points left exceeds TT(X). Indeed, our objective is to find a case where P*(X)>TT(X)\ but p*(x) denotes the maximum number of points which can remain after carrying out a sieving process like that described in (l)-(4).
What will be our strategy? Well, the only choice we have comes in Step 2. The simplest strategy is to COUNT how many of the remaining points lie in each congruence class, and then ERASE the class which contains the least. (This is not really very sophisticated; it is like a chess player who thinks only one move ahead. But it is practical.)
Note. The program which the Franta brothers wrote for us had two instructions, ERASE and COUNT. We have just described them above. Now let us turn to Figure 2 . The sieving operations are indicated by the sequence of dots, and the counts are listed below them.
Part II. The computer search. 2.1 Now we begin to play the game described at the end of the preceding chapter. We simply mimic the steps shown in Figure 2 , except that we start with a longer sequence of points. Recall that x denotes the length of this sequence. Our objective is to save as many points as possible, while staying within the rules. We win if the number of points left at the end exceeds TT(X).
First attempt. Here the computer was a human being using pencil and paper. We took x=1422, a place where there is a sizable gap in the primes (may as well have ir(x) small). To win, we needed to finish with more than 7r(1422)=223 points left. Our procedure was the same as that shown in Figure 2 (even including the dots), except that now we started with 1422/2=711 points instead of 13 (the sieving (mod 2) could be done mentally, cutting the number of points in half). At a typical stage, say for the prime 37, we would:
COUNT off 1, 2, 3, • • • , 37-1, 2, 3, • • • , 37-etc. and tabulate how many of the remaining points there were in each of the thirty seven congruence classes (mod 37). As you might guess, this was rather tiresome. Also, if we made a mistake and lost our place, the counting had to begin afresh.
Then we would ERASE or cross out all of the points remaining in some particular congruence class (mod 37), choosing the class which contained the least. In case of ties, we took the one nearest the top of the list.
We lost by about 20 points (our goal being to exceed 223). Second attempt (with the computer, and this time with x= 100,000). We approached the experiment with some anticipation. The program which the Franta brothers had written (it worked perfectly) was put into the machine on a certain Friday, in a part of the memory reserved for frivolities. Then on Monday we got together at one of the teletype consoles to try it out. However the computer staff routinely erased that part of the memory every Sunday, and our program was gone ! It was put back under a different heading on Tuesday, and on Wednesday we were ready to go. By 2 A.M. Wednesday night, when they shut off the computer, we were quite disappointed. The same thing happened with 100,000 as with 1422: close, but not enough.
Third attempt. We hit on an idea which seemed so good that it had to work. The weak point in our previous attempts was that we were behaving like the chess player who thinks only one move ahead. However, unlike the chess player, we had the option of going back and changing some of our moves. (Also note that our ERASE operations commute; it does not matter whether we first erase all of the numbers = 1 (mod 7) and then those = 14 (mod 43), or vice-versa. Sieving is, in this respect, less complicated than chess.) The beauty of our plan was that we might improve, but we couldn't do worse, because we could always go back to the move we made before. However there seems to be no virtue in describing the process in more detail, since it didn't work. We improved our score somewhat, but not enough, and pretty soon our position was locked in tight, so that any small changes would only upset it. In other words, we had reached a local maximum.
2.2 Some speculations. At this point it might be worthwhile to stop and consider why we were having such bad luck. Perhaps a better question is why we thought we could win in the first place. Recall that our objective was to surpass 7r(x), using a certain type of sieve. But 7r(x), the number of primes _x, is also generated by a sieve, the famous sieve of Eratosthenes. To discuss the difference critically, we need one more definition.
2.3 DEFINITION. A sieve or sieving process which eliminates all of the points in one congruence class (mod/?) for each prime p is called hard. However, if ALL BUT ONE point is removed from the congruence class in question, then the sieve is said to be soft.
The sieves we were using above were "hard" sieves-this was forced on us by the rules of our game. By contrast, the familiar sieve of Eratosthenes is a "soft" sieve: it eliminates all multiples of 2 except two itself, all multiples of 3 except three itself, etc. That is why some groups of primes (e.g. 2,3) are not admissible, and also why, for small values of x, ir(x)>p*(x).
The sieve of Eratosthenes gains an advantage by its softness (the extra points saved). But we also had an advantage in that we could make a lot of choices. We hoped that, when x became large, this freedom would prove decisive.
To see what went wrong, we need two remarks. First, recall that by the prime number theorem, 7r{x)^xj\og x. Note that this is much larger than x 1/2 . Secondly, remember that in our game we take the primes in order /?=2, 3, 5, • • • , and apply some variant of the "hard" sieve, erasing one congruence class (mod/?) for each/?. We are permitted to stop only after p becomes larger than the number of points which remain (Dirichlet box principle). Presumably the number of points left at the end will be ~n(x) (slightly larger, we hope). So we stop when p>~^7r(x). Again I emphasize that TT(X) is much larger than x 1/2 . Now unfortunately the sieve of Eratosthenes is very efficient. It has certain "magical" properties which are a consequence of unique factorization. Namely, recall the familiar rule:
To obtain the primes ^x, sieve out all nontrivial multiples of the primes p<:x 1/2 . Thus the process stops at x 1/2 . By contrast our computer sieves, doing something different with each prime/? (say sieving out 1 (mod 2), 0 (mod 3), 4 (mod 5), or whatever) had completely destroyed any pattern like unique factorization. As a result, after we had taken care of the primes ^x 1/2 , we would be way ahead, having many more than TT(X) points left. But then our "scrambled up" sieve would go on killing about (l//?)th of the remaining points with each prime p, and since there are a lot of primes between x 1/2 and 7r(x)r^>xllog x, it would become clear, long before TT(X) was reached, that we were going to lose. This was frustrating.
A technical remark. Specialists will recognize, from a result known as Mertens' theorem (cf. [6] ), that the sieve of Eratosthenes is more efficient than a "random sieve" by a factor of e y^\ .781. (The hypothetical "random sieve" is defined as one which takes out (l//?)th of the remaining points with each prime/?.) Mertens' theorem states:
This "e y factor" explains why the prime number theorem cannot be proved by purely sieve-theoretic methods.
2.4 The midpoint sieve. There is an old saying, "if you can't beat them, join them." Is there a way to turn the sieve of Eratosthenes against itself? (We cannot just take the sieve as it is, because by the rules of our game, we are forced to use a "hard" sieve-see Definition 2.3 above.) Now something that had occurred to us very early (before any computer searches), was the fact that the primes between x and 2x form an admissible set, whose size is asymptotic to TT(X). (Recall that the primes in (y,y+x] form an admissible set provided y^x; cf. the "Complement to (B)" preceding Definition 1.7.) However, unfortunately, the density of primes gradually decreases, and ir(2x)-u(x), while asymptotic to 7r(x), is also smaller than it. This should have suggested the obvious step:
Since the primes are thickest near zero, move the origin to the center of the interval! In other words, apply the sieve of Eratosthenes to the symmetric interval [-x/2, x/2]. However, by our rules, we have got to use a "hard" sieve: This means that we will take the primes in order, p=2, 3, 5, etc., and for each/7, remove ALL the multiples of/? (including the points ±/>). Where do we stop? That turns out to be the crucial question; and so as not to prejudice the issue, I will call the stopping point U. Thus it is understood that we will sieve on all primesp^U 9 and then quit; but the value of Uis yet to be determined. In comparing our end result to 7r(x), we will find that moving the origin to the center produces a gain, whereas the use of the "hard" sieve results in a certain loss; we must balance one against the other. For a picture of this, see Figure 3 .
A typical point in the residual set all points gone \ 4 .
Number of points left = 27r(x/2) -2n(U).
We want to surpass ir(x); we reckon our
(the "gain" represents the advantage obtained by moving the origin to the midpoint of the interval). Our LOSS = 2ir(J7);
(the "loss" is the number of points in the middle which are obliterated by the "hard" sieve-cf. Definition 2.3). Hence
GAIN -LOSS = (number of points left) -TT(JC).
FIGURE 3. The "midpoint sieve". The sieving will be over all primes p <U 9 where the stopping-point U is yet to be determined. (Eventually, U will be x/N log x 9 where N is a constant.) Beginning with the interval [-x/2, x/2], we remove all multiples (positive and negative) of all primes p < U (the "hard" sieve of Eratosthenes, where the prime itself is not saved). What remains are the primes p between U and x/2, each occurring twice as ± p. The primes between -U and + U are gone. (We bypass a couple of technicalities involving one or two points-e.g. the points ± 1, or the endpoints ± x/2.) 2.5 Gains and losses. We must compare the gains and losses shown in Figure 3 . The gain is 2TT (XJ2)-7T(X) . TO estimate this, we use de la Vallée Poussin's "sharp" form of the prime number theorem (cf. [6] ). It follows readily that our
Sketch of proof. By definition, the "gain"=27r(x/2)-~77(x). Now if you write 7r(x)~x/log x, substitute x\2 in place of x, and apply a little calculus, you come up with the formula (*). However, strictly speaking, this argument is not correct.
The proper asymptotic law (which must have an error term smaller than x/(log x) 2 ) is :
where the ratio [error]/ [xj(log x) 2 ]->0. This gives the same result as before, except that now the error is truly negligible.
The loss 2TT(U) depends on the size of U, not yet determined. Obviously we would like to make U as small as possible. However we must end up with an admissible set. The easiest way to achieve admissibility, via the Dirichlet box principle, is to make C/> the number of points which remain. Presumably this is about TT{X) (hopefully a little larger!) so we try U~TT(x)~xj\og x. Then our loss -27r(x/log x) 9 and by reasoning similar to that in (*) we obtain:
Recalling that our gain was (log 2)[x/(log x) 2 ], and observing that log 2<2, we see that we need something more! One way to get something more would be to reduce the size of U. For example, suppose we reduce U by some CONSTANT factor N>2j log 2 (e.g. N=3). Then our loss would be reduced by the same factor, and we would win. For: our gain would be (log2)[xj(logx) 2 ]; our loss would be (2/A0[x/(logx) 2 ]. But now we have to worry about the primes p> U~x/N log x. By the rules of our game, before we can quit, there must be an empty congruence class (mod/?) for each of these /?. Previously this was guaranteed by the box principle; we had fewer points than congruence classes. But now, having lowered the cut-off position U by a factor of (1/iV), we have an average of Npoints per congruence class (N is fixed). Now think of a computer running over all of the/? different congruence classes (mod/?), and counting how many points lie in each one. The average number of "hits" is TV", a constant, whereas the number of "trials" is p>x/N log x. "By the laws of probability" we might expect that, as the number of trials increases (i.e. as x-^co), then at least one empty class should appear.
We didn't see any way to prove this, however (although we should have), and so we went back to the computer.
Part III. Computer experiments using the midpoint sieve. 3.1 Now that we had an idea to start from (cf. §2.4 and §2.5) things looked more promising.
Here an aside: At this time we were quite innocent of any special knowledge about computers. The following anecdote will illustrate that remark. We wanted to test our "midpoint sieve". But our program was set to begin at zero and go to 100,000, so in order to move the origin to the midpoint 50,000, it was necessary to do some division. Say for the prime 37, we would divide 37 into 50,000, getting a remainder of 13. Then for the "midpoint sieve" we would erase the congruence class 13 (mod 37), thus hitting the middle point 50,000. Now, thanks to the courtesy of the Franta brothers, we had virtually unlimited access to a large computer. The division algorithm is evidently the sort of thing that a computer can do (in fact, very easily). But it was not in our program, and we had no idea how to do it, so we went out to an all night restaurant, ordered some hamburgers, and did the calculations by hand. Now to return to our problem. We did an experiment which produced a highly unexpected result. By the way, the question we dealt with is interesting in its own right, and might deserve further study. It is related to the distribution of primes in arithmetic progressions.
First we generated the set of all (positive and negative) primes between ±50,000. (Similar results would have ensued if we had taken the ordinary primes between 0 and 100,000, but we were interested in our "midpoint sieve".) Then we took a particular large prime;?; we chose 1511, the first prime above 1500.
I don't want to bore you with a lot of numbers, but we had 27r(50,000)= 10,266 points left, and we chose the prime /? = 1511, so we had an average of about 10,266/1511^6.8 points per congruence class (mod/?).
Our objective was to test how "randomly" this set of 10,266 primes is distributed among the 1511 congruence classes (mod 1511). Of course, what we wanted was to find an empty congruence class (that is what "admissibility" is all about). As we suggested at the end of §2.5, if things were "random", then a few empty classes should occur.
It turned out that the distribution is far from random! Specifically, it is too uniform; the values stay much too close to the average. (We are thinking of a Poisson process with mean 6.8 and 1511 trials.) To summarize the data, as it concerns us: We exclude the class 0 (mod 1511), which is clearly special-it contains just the two primes ±1511. Otherwise we found no classes with <3 points. In particular, there were no empty congruence classes. (Sorrow!) 3.2 The explanation of this phenomenon is simple: sieving is not a random process! To see why, consider any particular congruence class (mod 1511); more precisely, we want the intersection of that class with the interval [-50,000, 50,000]. What does it look like? Well, we have about 66 (^100,000/1511) evenly spaced points, exactly 1511 units apart, on an interval of length 100,000 (see Figure 4) . [A key remark: note that 66 is much smaller than 1511; i.e. the number of points in the congruence class is much smaller than the distance between them.]
Now as far as sieves are concerned, 66 evenly spaced points, with a constant prime gap between them, look almost exactly like 66 consecutive integers. For in sieving with the small primes we observe that: Nothing in this figure is very deep-mainly we want to illustrate the analogy between the sequence of N log x widely separated points shown above, and a sequence of N log x consecutive integers. The latter appears as a "gap between primes" in the Westzynthius, Erdös, Rankin Theorem, (*) in §4.4.
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The prime 2 eliminates every other point, the prime 3 eliminates every third point, and so on, regardless of whether we are dealing with consecutive integers or points 1511 units apart.
Hence the nonrandomness! Now we can dispense with the computer; the material is at hand for a theoretical solution.
Part IV. Proof of the main result. Recall that by Definition 1.7, p*(x) is the maximum number k of terms belonging to any admissible &-tuple which is contained within an interval of length x. "Admissibility" is defined in §1.5.
, where e denotes a function e(x) which goes to zero as x-+oo.
PROOF. (Sketch; for more details see [5] .) We will construct a set, contained in the interval [-x/2, x/2], which has nearly 2TT(XI2) points, and then we will show that this set is "admissible".
4.2 The basic construction. Fix any constant JV>2/log 2. Take the interval [-x/2, x/2], where x is "large enough to make the following arguments work." Eliminate all multiples (positive and negative) of all primes p^x/N log x. What remains of the original interval will be called the residual set. Now we will show that, for large x:
(i) The residual set has more than TT(X) points, by an amount asymptotic to : [log 2-(2/AQ] [x/(log xf].
(ii) The residual set is admissible in the sense of Definition L5. PROOF OF (i). This has already been proved in the section entitled "Gains and losses", §2.5 at the end of Part II. There we introduced the constant N, and showed that this gives (i). However we also noted that it causes a difficulty with (ii).
PROOF OF (ii). Recall that a set is admissible if, for EVERY prime />, there is some congruence class (mod/?) which does not intersect that set. For the primes p^x/N log x, this is assured in our case, since we have sieved out the congruence classes 0 (mod/?). The problem comes with the primes p>x/N log x which we have left untouched.
4.3 As so often happens, our problem is two thirds solved once we look at it the right way. (Here see Figure 4 .) First we will consider the interval [-x/2, x/2] as our "universe" and ignore any points lying outside it. Now take any prime p>x/N log x, and consider a typical congruence class (mod/?). Our interval has length x, and the points in the congruence class are p>x/NJog x units apart. Thus each congruence class (mod/?) intersects [-x/2, x/2] in less than Nlogx points. (Note that this isn't very many-log x is small compared to x.) Furthermore, a congruence class-any congruence class, to any modulus-is a sequence of equally spaced points. This is the viewpoint we want: we are carrying out sieving operations on a "short" sequence of <JVlog x equally spaced points.
4.4 Now we carry over some results of Westzynthius, Erdös, and Rankin [11] , [1] , [8] dating back to the 1930's. These results concern unusually large gaps between primes; they assert (we need only the weakest form) :
lim sup [p n+1 -p n ]/log p n = oo (p n = the nth prime).
w-»oo
Note that by the prime number theorem, the average gap is log/? n ; the W.E.R. theorem says that occasionally the gap is larger, by a factor going to infinity. We will not give the proof; our paper is incomplete at this point. For the missing steps, see [8] or [5] . However we will state the main idea behind the proof, and then use that idea in a slightly different context.
In the first place, a gap between primes is the same thing as a string of composite numbers. Westzynthius, Erdös, and Rankin construct a certain sequence of consecutive integers, and prove these integers composite by showing that they have small prime factors. As you might guess, their argument is based on a sieve.
REMARK (see also Figure 5 ). The W.E.R. results are based on a "killing The "gap" between the primes 113 and 127.
114 115 116 117 118 119 120 121 122 123 124 125 126   2  2  2  2  2  2  2  3  3  3  3  3  5  5  5  7  7  11 ABOVE: Small divisors which eliminate these numbers from the set of primes. Redundancies are included to show the periodicity. FIGURE 5. The "killing sieve". The 13 composite numbers from 114 to 126 inclusive are killed by the primes < 11. There is no more efficient way to sieve out 13 consecutive numbers. sieve"-one that removes all points. For their "string of composite numbers" is just a sequence of consecutive integers, all of which are removed by the sieve of Eratosthenes. By contrast, our paper is ultimately concerned with a "saving sieve"-one that preserves as many points as results due to Montgomery and others which complement the lower bounds obtained by us. Schinzel has found an extension of our theorem, requiring a second unproved hypothesis in addition to (B), but still suggesting very strongly that our results are not best-possible [5, §4] . One of the main unsolved problems in this area is whether p*(x)~rr(x). The most that we know is that p*(x)^2ir{x) for all x^.2 (Montgomery and Vaughan), and that p*(x)>7r(x) for large x (Theorem 4.1 above). A complete proof of Theorem 4.1 appears in [5, §2] .
In conclusion. Although a few details have been omitted-specifically the proof of (**) at the end of Part IV--I have faithfully recorded the turning points in our argument. These were the midpoint sieve, developed in §2.4 and §2.5, and the periodic nature of congruence classes, remarked at the end of Part III and again in §4.3. The proof of (**) involves technical arguments which look formidable at first glance but are familiar to specialists. It was the connection between (**) and our problem which had remained hidden. Concerning the title of this talk: as our friend Warren Stenberg put it--We could have solved the problem without the computer, but we probably wouldn't have.
