We present the first comprehensive archival study of the X-ray properties of ultracompact dwarf (UCD) galaxies, with the goal of identifying weakly-accreting central black holes in UCDs. Our study spans 578 UCDs distributed across thirteen different host systems, including clusters, groups, fossil groups, and isolated galaxies. Of the 336 spectroscopically-confirmed UCDs with usable archival Chandra imaging observations, 21 are X-ray-detected. Imposing a completeness limit of L X > 2 × 10 38 erg s −1 , the global X-ray detection fraction for the UCD population is ∼ 3%. Of the 21 X-ray-detected UCDs, seven show evidence of long-term X-ray time variability on the order of months to years. Xray-detected UCDs tend to be more compact than non-X-ray-detected UCDs, and we find tentative evidence that the X-ray detection fraction increases with surface luminosity density and global stellar velocity dispersion. The X-ray emission of UCDs is fully consistent with arising from a population of low-mass X-ray binaries (LMXBs). In fact, there are fewer X-ray sources than expected using a naive extrapolation from globular clusters. Invoking the fundamental plane of black hole activity for SUCD1 near the Sombrero galaxy, for which archival Jansky Very Large Array imaging at 5 GHz is publicly available, we set an upper limit on the mass of a hypothetical central black hole in that UCD to be < ∼ 10 5 M . While the majority of our sources are likely LMXBs, we cannot rule out central black holes in some UCDs based on X-rays alone, and so we address the utility of follow-up radio observations to find weakly-accreting central black holes.
INTRODUCTION
The formation mechanisms and central black hole occupation fraction of ultracompact dwarf (UCD) galaxies are unknown. First discovered more than fifteen years ago in the nearby Fornax cluster (Hilker et al. 1999; Drinkwater et al. 2000; Phillipps et al. 2001) , Hubble Space Telescope imaging and high-resolution spectroscopy have shown that UCDs are extremely dense stellar systems rather than merely unresolved foreground stars in our own Galaxy. Although numerous studies have established the distinctiveness of UCDs compared to considerably smaller and fainter globular clusters (GCs) and considerably larger and brighter dwarf elliptical (dE) galaxies (e.g., Drinkwater et al. 2003; Mieske et al. 2008b; Norris & Kannappan 2011; Brodie et al. 2011) , the origin of UCDs is still not clear. There are thought to be two primary formation channels for UCDs: (1) the merging of several smaller star clusters that produces a supermassive star cluster, and (2) the tidal stripping of a larger galaxy that gives rise to a naked nucleus (e.g., Brodie et al. 2011; Norris et al. 2014) .
One hint about the origin of UCDs comes from studying their dynamical masses. Interestingly, the more massive UCDs show evidence for higher dynamical mass-tolight ratios than those expected from stellar population modeling alone, suggesting that at least some UCDs host a large amount of "dark mass" (Haşegan et al. 2005; Mieske et al. 2008b Mieske et al. , 2013 . The most prominent explaElectronic address: vgpandya@princeton.edu nations for this dark mass include a bottom-heavy IMF (Mieske & Kroupa 2008) , a top-heavy IMF leading to excess stellar remnants (Dabringhausen et al. 2012) , and supermassive black holes (SMBHs; Mieske et al. 2013) .
Recently, Seth et al. (2014) presented evidence for a SMBH in M60-UCD1 that accounts for ∼ 10% of the total mass of that UCD, based on dynamical modeling of spatially-resolved spectroscopy. The exciting detection of a SMBH via dynamical modeling motivates us to search for alternative evidence of central black holes in UCDs, in this case using accretion. X-rays provide one of the cleanest ways to identify accretion onto SMBHs because they are insensitive to dust and can probe the low bolometric Eddington ratio regime (e.g., Gallo et al. 2010; Miller et al. 2015) .
Although the optical and UV (e.g., Mieske et al. 2008a ) properties of UCDs have been systematically explored, X-rays from UCDs as a whole remain largely unexplored. A handful of UCD discovery papers report merely whether or not the newly-classified UCDs host an X-ray point source (e.g., the first bona fide X-raydetected UCD was SUCD1 near the Sombrero galaxy; Hau et al. 2009 ). Phillipps et al. (2013) present an archival study of the X-ray properties of UCDs limited to Fornax alone, finding an X-ray detection fraction of ∼ 8% (down to L X ≈ 6×10 37 erg s −1 ). In this paper, we present the first comprehensive archival search for X-rays from UCDs in a variety of host systems, with the goal of identifying accreting central black holes. As we will show, many archival observations are deep enough to also probe low-mass X-ray binaries (LMXBs), high-mass Xray binaries (HMXBs), and ultra-luminous X-ray sources (ULXs). This paper is organized as follows. In section 2, we describe our sample of UCDs and their physical properties. In section 3, we derive the X-ray properties of UCDs. In section 4, we present correlations between X-ray emission and physical properties, and address the origin of the X-ray emission. We discuss our results in section 5 and summarize in section 6. Appendix A gives the IDs of archival Chandra datasets used, Appendix B discusses borderline detections, Appendix C comments on UCDs in Perseus and NGC 3115, and Appendix D gives the optical properties and X-ray upper limits for non-X-raydetected UCDs.
SAMPLE
In this section, we introduce our sample of UCDs and describe their optically-derived properties.
Optically-Defined UCDs in the Literature
We began our study by searching the literature for all samples of optically-defined UCDs. We find a total of 578 known UCDs distributed among thirteen different host systems and four different environment types (clusters, groups, fossil groups, and isolated galaxies).
1 Of those 578 UCDs, 195 are classified on the basis of their photometry alone, and so are considered UCD "candidates." It is likely that some of these 195 UCD candidates are actually background galaxies or foreground stars. The remaining 383 UCDs are spectroscopicallyconfirmed members of their respective host systems, and so can be considered bona fide UCDs.
2 To maximize the sample size considered in this work, we consider both candidate and spectroscopically-confirmed UCDs.
Although we do not attempt to homogenize the definition of UCDs across different studies, we have tried to limit our sample to objects that were unambiguously classified as UCDs in the original studies. The definition of an unambiguous UCD varies between different studies, and can depend on M V , optical half-light radius (r hl ), or a combination of the two. Typically, M V < ∼ −11 mag and r hl > ∼ 10 pc for an unambiguous UCD, but there are exceptions (e.g., Gregg et al. 2009; Brodie et al. 2011) . The M V distribution of our UCDs has mean −11.26 mag and standard deviation 0.97 mag. The r hl distribution of our UCDs has mean 18.2 pc and standard deviation 14.9 pc, with the largest value being ∼ 100 pc. Given that the boundary between GCs and faint UCDs is imprecisely defined, our sample size would greatly increase if we extended our study to encompass borderline objects (e.g., the ω Centauri-like objects described in Hilker 2011) .
In Table 1 , we organize the list of previous studies from which we initially drew our UCD samples and properties, as a function of UCD host system. Table 1 also 1 Recently, Liu et al. (2015) presented a sample of several new UCDs around M87, M49, and M60 in Virgo (a small fraction of which are spectroscopically-confirmed). Although we do not include these new UCDs in our study, we do not expect our results to change if we did incorporate them.
2 There are a few more host systems which contain mostly UCD candidates (no radial velocities) but which have no usable archival Chandra imaging (e.g., the Antlia cluster; Caso et al. 2013 ). We do not consider those systems here.
shows how many UCDs in each host system have usable archival Chandra observations (see also subsection 3.1). In addition to Table 1 , we also refer the reader to the following compilations of physical properties of compact stellar systems, including UCDs: Norris et al. (2014) ; Norris & Kannappan (2011) ; Forbes et al. (2013) ; Hilker (2011) .
The Physical Properties of UCDs
We adopt the optically-derived physical properties of our UCDs from the literature (i.e., from one of the references given in Table 1 ). A substantial number of our UCDs do not have fundamental physical properties available. Here we briefly address the homogeneity of our literature-based physical properties.
Whenever possible, we adopt the global stellar velocity dispersion (σ) and r hl from Mieske et al. (2008b) and Mieske et al. (2013) , since they accounted for apertureand seeing-related effects in a homogeneous way. Otherwise, we adopt the values from the original papers if available. Note that different studies used different structural models to derive sizes (Sersic, Nuker, or King profiles). In addition, we adopt the dynamical masses (M dyn ), and dynamical mass-to-light ratios in the V band (M dyn /L V ), derived by Mieske et al. (2013) and the original papers for ∼ 50 UCDs. We verified that the M dyn definitions used in different studies are indeed consistent with each other by recomputing the virial mass, which we estimate following Spitzer (1987) and Hilker et al. (2007) 
X-RAY ANALYSIS
In this section, we describe all work related to deriving the X-ray properties of UCDs.
3.1. Chandra X-ray Data Retrieval For each UCD, we used the CIAO 3 tasks find chandra obsid and download chandra obsid to search for archival ACIS 4 imaging (excluding grating, continuous clocking, and interleaved mode observations) with off-axis angle 5 θ < 10 arcmin. Although there was no constraint on the depth of the Chandra data, the shortest exposure time for an individual observation is generally 5 ksec. The restriction on θ is crucial because the Chandra point spread function (PSF) is highly variable as a function of θ (and effective energy): the PSF starts to become elliptical at θ > 1.0 arcmin, and as θ increases, the radius of a circular aperture needed to enclose 90% of the PSF also increases. If a point source has θ > 10 arcmin, it will look like locally-enhanced background, have an artificially-extended structure, and is unlikely to be found by most detection algorithms 6 . After all observations were downloaded, we discarded any observations whose Validation and Verification (V&V) reports indicated severe problems. We then reprocessed every observation with the CIAO task 3 The Chandra Interactive Analysis of Observations software provided by the Chandra X-ray Center (Fruscione et al. 2006) . 4 The Advanced CCD Imaging Spectrometer instrument. 5 The off-axis angle is defined as the separation between the position of a source and the aim point of an observation.
6 See section 4.2.3 of The Chandra Proposers' Observatory Guide: http://cxc.harvard.edu/proposer/POG/html/chap4.html chandra repro to use the latest software and calibration updates (CALDB version 4.6.7). Forgoing astrometric corrections, we adopted the standard Chandra astrometric reference frame because it has an overall 90% absolute positional uncertainty of 0.6 arcsec, which is good enough for our purposes. Table 1 gives the number of UCDs with at least one usable Chandra observation as a function of host system, and Appendix A gives the list of identifiers for all observations used in this work. We find that 373/578 ≈ 65% of UCDs have at least one usable Chandra observation.
Detecting X-ray Counterparts
We take a two-tiered approach to searching for X-ray point sources at the known optical positions of UCDs. The first tier involves the use of merged exposures (individually spanning several years) to gain the maximum possible sensitivity to faint sources. The second tier involves the use of the individual exposures to account for possible variable sources that may have been missed using the merged-observation approach.
Tier I: Merged Observations
The process of merging Chandra observations requires great care because of the significant degradation of the PSF at θ > 1 arcmin and the non-uniformity of the PSF between different observations. Within most of the thirteen UCD host systems, there are typically several different observations, some of whose aim points can be separated by a few degrees. Combining such highly-separated observations into a single merged observation can contaminate point sources (from low-θ observations) with background counts (from high-θ observations), resulting in a noisy and artificially-extended source which is unlikely to be significantly detected. Therefore, we typically created multiple merged observations for each host system by separating individual observations into groups with similar aim points.
We chose to merge observations whose aim points were within 10 arcmin of each other for two reasons: (1) that is typically the maximum θ that a bright point source can have before it looks merely like locally-enhanced background, and (2) that was the search radius used to associate archival Chandra observations with each UCD. We accomplished this task using the machine learning k-means clustering algorithm which minimizes the sum of the distances from each observation's aim point to its assigned centroid position (there are k centroid positions initialized by the user) via an iterative procedure. This has the advantage that each UCD is then assigned to only one of the k merged images -the image whose k-means centroid position is closest to the UCD's own optical position.
We used the CIAO task merge obs to combine the individual observations associated with each of the k groups, resulting in k merged images. No binning of the data was done so as to maintain the native resolution of Chandra (0.492 arcsec px −1 ). For each of the merged images, we constructed a merged PSF map by doing an exposure map-weighted average of the individual contributing observations' PSF maps. The exposure map-weighted average accounts for significantly different exposure times and effective areas between the individual contributing observations.
On each of the k merged images, we ran the CIAO detection tool wavdetect in three different energy bands: full band (0.5-7.0 keV), soft band (0.5-2.0 keV), and hard band (2.0-7.0 keV). We used eight different wavelet scales (1, 2, 4, 8, 16, 24, 32, and 48 pixels) , and required a significance threshold of 10 −6 which corresponds to one false positive detection per ACIS CCD.
To cross-match the UCDs to the X-ray sources found by wavdetect, we adopted a circular matching radius of 1.5 arcsec. If a wavdetect X-ray source is found within 1.5 arcsec of a known UCD optical position, then that X-ray source is said to be coincident with the UCD. Although the optical radii of UCDs are typically less than one arcsec, our choice of 1.5 arcsec for the X-ray crossmatching radius helps to account for the instability and broadening of the Chandra PSF at θ > 1 arcmin. We repeated this cross-matching for all three energy bands but we base our detection classifications on results in the full band. There were no instances of a source being detected in the hard and/or soft bands but not in the full band. We also did not have multiple unique X-ray sources cross-matched to a single UCD.
We found nineteen X-ray point sources coincident with the optical positions of UCDs using this mergedobservation approach. The full-band postage stamps of these nineteen X-ray point sources are shown in Figure 1 and their optical properties are given in Table 3 . In Appendix B, we discuss five borderline detections, while in NGC 3115.
Tier II: Individual Observations
While the first tier search is sensitive to very faint sources thanks to the significantly increased exposure times of merged observations, there are several instrumental and astrophysical effects that could conspire to give a non-detection in a merged image. During the first tier search, we assumed the following: (1) no intrinsic variability in a source, (2) no significant background variations among observations spanning more than ten years, and (3) no significant background contamination effects induced by merging observations whose aim points can be separated by up to 10 arcmin.
For the above reasons, we also carried out a search on the individual (non-merged) observations. For each host system, we first ran wavdetect on all individual observations in the same three energy bands (full, soft, and hard) and with the same parameters mentioned previously. We then cross-matched the UCDs to the X-ray point sources found in each individual observation and looked for new matches missed during the first tier. Of course, a UCD detected in a merged image may not be detected in every individual observation contributing to that merged image because the individual observations' exposure times (and the UCD's θ) may vary. In general, however, this unlocks time variability studies, which we will discuss in subsection 3.5.
We found two additional UCDs hosting X-ray point sources using this individual-observation approach: gregg45 in Fornax and HGHH92-C12=R281 in NGC 5128. Both gregg45 and HGHH92-C12=R281 were detected in only a single exposure. Their Chandra postage stamps are shown in Figure 1 and their optical properties are given in Table 3 .
Deriving X-ray Luminosities
Since wavdetect is only a detection tool and not appropriate for X-ray photometry, here we describe our algorithm for deriving the flux and luminosity of each X-raydetected UCD in the three energy bands (full, soft, and hard). There is neither a standard practice advocated by the Chandra X-ray Center nor a method widely adopted throughout the literature for deriving X-ray luminosities from a merged Chandra dataset. It is crucial that we derive X-ray luminosities using the merged datasets because most of our detections are based on the merged images.
For each X-ray-detected UCD, we extracted its spectrum from each of the individual observations used for its detection. We used the CIAO task srcflux which automatically defines a circular source aperture centered on the optical position of each UCD with the radius chosen to enclose 90% of the PSF (the radius depends on θ and the effective energy of the full-band: 2.3 keV). A background annulus is also automatically defined by srcflux with inner radius equal to the source aperture radius and outer radius equal to five times the source aperture radius.
7 srcflux automatically also applies PSF corrections to account for the fraction of counts falling out-side the chosen source aperture by creating a circularlysymmetric PSF model at the UCD location using the task arfcorr.
We then did an exposure-weighted sum of the individual contributing observations' source and background region spectra, using the CIAO task combine spectra. After computing the background-subtracted spectrum 8 , we assumed an absorbed power-law spectral model with the absorption fixed to the Galactic value at the optical position of the UCD (Stark et al. 1992) . In order to determine the best-fit photon index (γ) and normalization, we followed a two-step process.
First, since 11 of the 21 X-ray-detected UCDs have sufficiently high net counts (> 100 net counts) to do spectral fitting, we kept both γ and the normalization as free parameters for these 11 UCDs. We binned the spectra to ensure at least 15 counts in each energy bin. Using the Monte Carlo fitting algorithm (moncar ) implemented in Sherpa (Freeman et al. 2001 ) along with the Gehrels (1986) χ 2 statistic, we found reasonable spectral fits; these are shown in Figure 2 . We investigated the reason why χ 2 red < 1 for all fits as follows. For the five UCDs with > 300 net counts, we increased the minimum bin size from 15 to 40, 80, or 100 counts and re-fit the spectra. When the error per energy bin decreased due to the larger number of counts per bin, χ 2 red indeed increased to ∼ 1, but our fits did not significantly change. We settled on a bin size of 15 counts because some of our sources do not have enough counts to justify a bigger number and we want to apply a consistent bin size for all 11 sources. Altogether, χ 2 red and visual inspection of the fits suggests that additional components beyond the fixed-absorption power law (e.g., soft X-ray thermal component or intrinsic absorption) are not necessarily justified.
For the remaining ten X-ray-detected UCDs, we fixed γ to 1.5 (the median of the best-fit values derived during the first iteration), and then we solved for the best-fit normalization using the same fitting approach described above. The flux and its 90% confidence interval in each of the three energy bands (full, soft, and hard) were derived by drawing 1000 random values from a Gaussian distribution with mean set to the best-fit model flux and standard deviation based on the uncertainty of that best-fit model flux. This was accomplished with the Sherpa task sample flux. Finally, we converted the fluxes to luminosities with the luminosity-distance formula, assuming the distance to each UCD's host system (the distances are given in Table 3 ).
The X-ray properties of the X-ray-detected UCDs are given in Table 4. UCD. In some cases, there was a bright source nearby and so we manually resized or moved the background apertures to prevent contamination. 8 The majority of our X-ray-detected UCDs' source regions have total (i.e., including the underlying background) counts 100 so subtracting the background should be valid. In the remaining lowcount cases, a standard practice advocated in the literature is to simultaneously fit the source and background spectra. However, modeling the Chandra X-ray background is not trivial, especially with few background counts, and we do not want to introduce additional systematic uncertainties. The crucial point is that, after subtracting the background for the few low-count UCDs, we do not end up in the (non-Poissonian) negative count case. 
Deriving Upper Limits
The majority of our UCDs are not directly detected by wavdetect, and so for those UCDs, we derive upper limits on the full-band (0.5-7.0 keV) flux and luminosity.
9 In many cases, we have extraordinarily deep imaging and can place an important constraint on X-ray emission from UCDs thought to host central BHs. However, defining and deriving upper limits is a highly non-trivial and controversial topic (e.g., Kashyap et al. 2010) .
It is even more difficult in our case because we want to get the deepest possible upper limits by leveraging the summed exposure times of merged observations, but the individual contributing observations each have different effective exposures and aim points, and can span across more than 10 years. Tools such as WebPIMMS 10 are not appropriate because they make two assumptions that are generally flawed for large archival studies such as ours: (1) the source is perfectly on-axis, and (2) the sensitivity of ACIS for only one observing cycle is used. In practice, the source is not perfectly onaxis (θ > 0 arcmin), and merged observations comprise datasets taken in many different observing cycles. Due to these complications, and because there is no standard algorithm recommended for deriving upper limits based on merged Chandra datasets, we describe our method in Appendix D. In short, we derived upper limits for the non-X-ray-detected UCDs by computing the number of net counts that would correspond to a local background fluctuation with Poisson probability 1%.
The optical properties and X-ray upper limits for non-X-ray-detected UCDs are given in Appendix D.
X-ray Time Variability
9 We did not derive upper limits for UCD candidates because: (1) all X-ray-detected UCDs are spectroscopically-confirmed, and (2) UCD candidates are not used when computing detection fractions or determining correlations.
10 See https://heasarc.gsfc.nasa.gov/docs/software/tools/ pimms.html.
Many of our UCDs are covered in multiple archival observations spanning nearly fifteen years, and here we take advantage of that fact to search for time variability using the data products created during the X-ray luminosity derivation process (see subsection 3.3). We restrict the following time variability analysis only to X-ray-detected UCDs because we know that: (1) they are definitely Xray emitters, and (2) they are securely detected in at least one archival observation. Individual archival observations in which an otherwise X-ray-detected UCD is not "re-detected" by wavdetect are still included in our analysis to test the possibility that the UCD's X-ray source "turned off." However, we discard any observations in which srcflux can only measure a 90% upper limit instead of a net count rate with 90% confidence bounds; this is typically a problem only for observations with exposure times < ∼ 10 ksec. As is standard practice in active galactic nucleus (AGN) variability studies (e.g., Nandra et al. 1997; Ptak et al. 1998; Vaughan et al. 2003; Thornton et al. 2009; Young et al. 2012) , we searched for variability in net count rate space rather than flux or luminosity space. Following Luo et al. (2013) , we took a two-pronged approach to test for long-term X-ray time variability. First, we fit each UCD's "X-ray light curve" with a zero-slope straight-line model and computed χ 2 red . Second, we computed the maximal time variability indicator, σ max , based on the maximum difference between any two net count rates within a given UCD's light curve, normalized by their uncertainties (again, see Luo et al. 2013 , and references therein):
where R i and R j are the net count rates in the ith and jth observations, and σ Ri and σ Rj are the uncertainties in those net count rates, respectively. The uncertainties σ R include the contribution from the background and were derived using the Gehrels (1986) approximation.
Figure 2. Spectra and best-fit models for the subset of our X-ray-detected UCDs with > 100 net counts. The best-fit photon index (γ) with 68% (1σ) confidence bounds, assumed Galactic absorption value in the direction of the UCD, and reduced χ 2 are shown in each subplot.
We present the results of the two approaches in Table 2. Adopting slightly more restrictive criteria than Luo et al. (2013) , we consider a UCD to be a variability candidate if χ 2 red > ∼ 2 and σ max > ∼ 3. The following five UCDs clearly satisfy both criteria: F-17, HGHH92-C6, HGHH92-C7, HGHH92-C23, and HCH99-18. M60-UCD1 also exhibits evidence for variability, albeit with somewhat lower values of χ 2 red and σ max . HGHH92-C21 is a borderline case due to a single spike in net count rate. The data suggest long-term variability on the order of months to years for these seven UCDs, and their median σ max ≈ 5.3. Many of the non-variable UCDs have fewer observations available for characterizing their longterm variability as compared to the variable sources (see the N obs column in Table 2 ), but their observations do span several years (with the exception of ∼ 3 months for gregg25). The long-term X-ray light curves of the seven variability candidates and the non-variable SUCD1 are shown in Figure 3 .
Lastly, we also looked for short-term variability (within a single observation -on the order of ksec) from each of the X-ray-detected UCDs using only observations in which the source region yielded > 50 net counts. First, we used the CIAO task dither region to account for any time periods where our sources of interest were dithered over bad regions (off-chip, bad pixel, etc.) since that would induce artificial time variability due to instrumental effects. Then, we employed the CIAO task glvary which uses the Gregory & Loredo (1992) algorithm to: (1) slice an observation's event file into different time bins, and (2) look for significant deviations between the time-binned events. We did not find any compelling evidence for short-term time variability within any of the UCDs' observations. Ideally, we would like to derive a characteristic longterm variability timescale and relate that to a hypothetical black hole mass. However, we do not have a sufficient number of data points in the light curves to detect a characteristic long-term variability timescale or amplitude. We also do not detect compelling evidence for short-term variability and thus cannot derive an estimate of, e.g., the crossing time, which directly probes the black hole mass (e.g., see section 2 of Peterson 2001). Nevertheless, the long-term variability of F-17, HGHH92-C6, HGHH92-C7, HGHH92-C21, HGHH92-C23, HCH99-18, and M60-UCD1 warrants further investigation.
ORIGIN OF THE X-RAY EMISSION
The most immediate conclusion to be drawn from our archival study is that across thirteen different host systems that collectively host 578 UCDs, we find only 21 Xray-emitting UCDs (all coincidentally spectroscopicallyconfirmed). Considering only the 336 spectroscopicallyconfirmed UCDs with usable archival X-ray data and imposing a completeness limit of L X > 2 × 10 38 erg s −1 (to account for the variable depths in the different host systems), we measure a global X-ray detection fraction of 4/149 ≈ 3%. In this section, we explore links between the X-ray and physical properties of UCDs with the goal of determining the origin of the X-ray emission.
LMXBs versus Central Black Holes
Our main concern is to quantify the expected contribution from the two most relevant sources of X-ray emis- sion in UCDs: LMXBs (see discussion in subsection 4.4), and weakly-accreting central black holes (see discussion in subsection 5.2). Here, we briefly discuss the expected properties of the X-ray emission if dominated by one or the other.
At luminosities below ∼ 5 × 10 38 erg s −1 , the LMXB X-ray luminosity function of GCs steeply rises (e.g., Fabbiano 2006; Kim et al. 2009) ). Thus, our X-ray detections at these low L X are likely dominated by accretion onto stellar-mass objects in LMXBs. At higher L X , however, we can hope to be sensitive to accretion both onto central black holes and in LMXBs. For a given stellar mass, the LMXB fraction should rise with stellar density due to the increased probability of producing interacting stellar binaries (Jordán et al. 2004) . In fact, as we will quantify in subsection 4.4, given the optical properties of the UCDs, we would expect many more LMXBs than our number of X-ray detections.
To estimate the likely emission from a central accreting black hole, consider that the Eddington luminosity 11 of a 10 6 M black hole is ∼ 1.3 × 10 44 erg s −1 . 12 Adopt-
12 A 10 6 M black hole would account for ∼ 10% of the typical UCD's dynamical mass, similar to the black hole mass fraction found in M60-UCD1 (Seth et al. 2014 ). -The long-term X-ray time variability properties of X-ray-detected UCDs with multiple observations. Col (1): UCD name. Col (2): UCD host system. Col (3): Number of individual observations in which srcflux could measure a net count rate with 90% confidence bounds (regardless of detection). Col (4): The maximal time variability indicator. Col (5): The reduced chi-squared from assuming a zero-slope straight-line fit model. Col (6): Whether we consider the UCD to exhibit long-term X-ray time variability.
ing the relation from Ho (2008) that L bol ≈ 16 × L X for the typical low-luminosity AGN, our typical X-ray upper limits of 10 37 and 10 39 erg s −1 allow us to probe bolometric Eddington ratios (≡ L bol /L edd ) down to ∼ 7 × 10 −8
and ∼ 7 × 10 −6 , respectively, assuming a 10 6 M central black hole. Given that the X-ray-detected M60-UCD1's dynamically-confirmed SMBH is radiating at L bol /L edd ≈ 4 × 10 −7 , we certainly have the ability to detect some accreting central black holes if they exist.
The X-ray spectral and variability properties of UCDs can provide some additional clues about the nature of the X-ray emission. However, the median derived photon index (assuming an absorbed power law spectral model; γ ≈ 1.5) is consistent with both a low-luminosity AGN (Ho 2008) and an LMXB in the hard/low state (Fabbiano 2006; Remillard & McClintock 2006) . It is not clear what conditions would be required to produce the hard X-ray spectra (γ ≈ 1) of some UCDs (F-34, HGHH92-C21, and SUCD1). In terms of variability, the greatest argument in favor of LMXBs would come from short-term variability which would imply short crossing times. Alas, we find no evidence for short-term variability (on the order of ksec), and instead detect only long-term variability (spanning years). Since the data do not suggest any periodicity, the variability could arise from either a central black hole or a population of LMXBs.
The X-ray properties alone are therefore inconclusive in addressing the possible domination of LMXBs over central black holes. In contrast, considering both the X-ray and optical properties together may help reveal concrete differences between the LMXB and central black hole scenarios.
X-ray Detection Fraction
We now ask whether the X-ray detection fraction depends on the physical properties of the UCDs. If the most massive and compact UCDs with the highest stellar velocity dispersions hosted either central accreting black holes (e.g., Mieske et al. 2013) or a large population of dark stellar remnants (e.g., Dabringhausen et al. 2012 ), then we would expect positive physical trends between the X-ray detection fraction and various physical properties. It is a bit complicated to address this vital question because we have such variable X-ray upper limits. Therefore, when computing the detection fraction at a given L X completeness limit, we include all X-raydetected UCDs (above that completeness limit) as well as non-X-ray-detected UCDs whose upper limits are greater than the completeness limit. We bin the detections as a function of four different physical properties: absolute V -band magnitude, dynamical mass-to-light ratio in the V band, global stellar velocity dispersion, and surface luminosity density (Σ = L V 2πr 2 hl ). As a concrete lower bound on the detection fraction upper limits, we also show the actual detection fraction in each bin (without including the non-X-ray-detected UCDs), assuming a completeness limit of L X > 10 38 erg s −1 . As can be seen in Figure 4 , the upper limits on the detection fractions show an increasing trend between some bins for each measured property. However, the trends are not consistent for the different completeness limits that we explore, and they are also not consistent with the trends seen for the actual detection fractions assuming a completeness limit of L X > 10 38 erg s −1 . More observations are needed, particularly at the high end of each physical property's distribution where the number of UCDs is lower. Tentatively, there does appear to be an increasing trend in the actual detection fractions (as -Table 3 Optical Properties of X-ray-detected UCDs
(10)
F-17 Notes: Col (1): UCD name adopted from the literature. * means that the UCD was discovered during the second tier search using individual rather than merged observations. Col (2): UCD host system. Col ( X-ray Properties of X-ray-detected UCDs
(12) 
1.49
Notes: Col (1): UCD name adopted from the literature. * means that X-ray emission from the UCD was detected during the second tier search using individual rather than merged observations. † suming a completeness limit of L X > 10 38 erg s −1 ) toward higher bins of Σ and σ, which is also seen in the detection fraction upper limits. There is also a hint of environmental dependence in our raw detection fractions, which peak for the isolated galaxy NGC 5128. However, this dependence is driven entirely by the non-uniform X-ray sensitivities arising from the different host system distances. In the future, it would be very interesting to determine whether the accretion rate is in fact dependent on environmental richness and/or proximity to a massive neighboring galaxy (e.g., Liu et al. 2015) .
X-ray-Physical Correlations and Statistics
Next, we search for: (1) correlations between L X and physical properties within our sample of 21 X-raydetected UCDs, and (2) statistical differences in the distributions of physical properties between the X-raydetected and non-X-ray-detected samples. The results of these two searches can reveal clues about the origin of the X-ray emission. For example, a positive correlation between L X and M V would suggest a direct connection to the stellar, rather than dark, component of UCDs, and thus lend credence to LMXBs as the dominant source of the X-ray emission. On the other hand, a positive correlation between L X and M dyn /L V would suggest a connection to the dark component (of which central black holes are but one possibility; Mieske et al. 2013) . Furthermore, if the M dyn /L V distribution of the X-ray-detected sample is offset toward higher values than that of the non-X-ray-detected sample, then that would also suggest a relationship between the X-ray emission and the dark mass in UCDs.
The top panels of Figure 5 show the distribution of full-band (0.5-7.0 keV) L X as a function of various physical properties: M V , M dyn /L V , σ, and surface luminosity density (Σ). The L X upper limits of non-X-ray-detected UCDs are shown via a two-dimensional histogram in the background. We see no obvious correlation between L X and M dyn /L V for the X-ray-detected UCDs. However, L X appears to be negatively correlated with M V and positively correlated with σ (i.e., optically brighter and thus more massive X-ray-detected UCDs, with higher stellar velocity dispersions, tend to also have higher L X ). To quantify the strength of the linear correlation between each property and L X,0.5−7.0 , we computed the Pearson product-moment correlation coefficient (R) and its corresponding p-value, given in Table 5 . We excluded the outlier M60-UCD1 when computing R for M V and σ, and we excluded the outlier M85-HCC1 when computing R for Σ. The values of R indicate a moderate positive correlation with σ at 99% significance, and a moderate negative correlation with M V at 99% significance. The positive correlation with Σ is marginal (at > 90% significance). There is no correlation with M dyn /L V (p = 0.71).
In the bottom panels of Figure 5 , we compare the same four physical properties for spectroscopically-confirmed X-ray-detected and non-X-ray-detected UCDs 13 . From visual inspection alone, there are no systematic deviations between the two samples' distributions of M V , M dyn /L V , and σ. However, there does appear to be a systematic offset between the surface luminosity density distributions: X-ray-detected UCDs tend to be more compact. We ran three different non-parametric tests to check for statistically-significant deviations between the two groups: the 2-sample Kolmogorov-Smirnov (KS) test, the Mann-Whitney-Wilcoxon (MWW) rank sums test, and the Anderson-Darling (AD) test. All three tests check whether two samples are consistent with being drawn from the same underlying parent population by making use of different test statistics. The number of X-ray-detected and non-X-ray-detected UCDs (with the required properties available) used for each test, and the resulting p-values, are given in Table 5 . Only for the surface luminosity density Σ can we reject the null hypothesis that the X-ray-detected and non-X-ray-detected Σ distributions are drawn from the same parent populations, at the > 99% significance level (p < 0.01), suggesting an LMXB origin for the X-rays (consistent with Phillipps et al. 2013 ). Note. -The p-values for each of the three non-parametric tests used to check whether the two samples of optical properties (X-raydetected vs. non-X-ray-detected UCDs) are drawn from the same underlying parent population. The null hypothesis (that the two samples are drawn from the same underlying parent population) can only be rejected in the case of compactness, which shows statistical evidence for a discrepancy at the > 99% level. The Pearson product-moment correlation coefficient (R) and its corresponding p-value are also given to quantify the strength of each property's correlation with L X,0.5−7.0 .
Contribution from LMXBs
We now calculate the expected X-ray detection fraction from LMXBs alone. Note that HMXBs, which can have the same X-ray luminosities as LMXBs but which comprise O-and B-type stars, are not expected to contribute to the X-ray emission from UCDs' old stellar systems. Furthermore, since all of our X-ray-detected UCDs have peak L X < 10 39 erg s −1 , they are by definition too faint to be ULXs (Fabbiano 2006) . Our best means to estimate the LMXB rate in UCDs is to scale from GCs, for which far more is known. In GCs, as the stellar density increases, the LMXB rate per unit stellar mass also increases because of the higher probability of forming interacting stellar binaries (Jordán et al. 2004 ). The stellar encounter rate, Γ, scales as M 1.5 * r −2.5 hl (see derivation in Dabringhausen et al. 2012 ). This relation is generally invoked to explain why the vast majority of LMXBs in the (local) Universe are found in GCs and only a small fraction are in dwarf and massive galaxies (e.g., Fabbiano 2006).
It is not yet known how UCDs fit into this picture since UCDs are far more compact than typical dwarf and massive galaxies, but less compact than GCs. Phillipps et al. (2013) noted that if the GC scaling relation were to be applied to UCDs, then the ∼ 10× larger mass and size of UCDs would, in general, tend to cancel, giving rise to Figure 4 . Upper limits on the X-ray detection fraction as a function of four different physical properties using four different L X completeness limits. Clockwise from top-left: Absolute V -band magnitude, dynamical mass-to-light ratio in the V -band, the surface luminosity density in the V -band, and the global stellar velocity dispersion. Filled triangles are used for bins with more than 5 UCDs, and empty triangles are used for bins with 5 or fewer UCDs. Also included is a "lower bound" based on our actual detection fraction assuming a completeness limit of L X > 10 38 erg s −1 (orange dotted lines and upward-facing triangles). a similar LMXB detection fraction for UCDs as for GCs. The LMXB detection fraction among the entire GC population (without splitting into red (metal-rich) and blue (metal-poor) GC subpopulations) is ∼ 6.9% (down to L X ≈ 2 × 10 37 erg s −1 ; Kim et al. 2013) . In contrast, the LMXB occurrence rate in non-nucleated massive galaxies is far lower than in nucleated dwarf galaxies and GCs, and the scaling relations for non-nucleated massive galaxies are derived with stellar mass rather than stellar density (e.g., Gilfanov 2004; Kim et al. 2006) . At the moment, scaling to GCs is the best method that we have for obtaining a fiducial benchmark for UCDs, but the analogy is imperfect given their different star formation histories and stellar densities.
To quantify the occurrence of LMXBs in our sample of UCDs, we employ equation (17) of Sivakoff et al. (2007) which gives the expected number of LMXBs: . (2) Again, this scaling is not perfectly matched to our needs. Not only did Sivakoff et al. (2007) derive their equation (17) using GCs rather than UCDs, but they also used a luminosity-limited sample with a completeness limit of L X > 3.2 × 10 38 erg s −1 . Although we do not know M star /L V and (g − z) for each individual UCD, we make the following educated guesses. We convert L V to stellar mass assuming M star /L V = 4 because UCDs in the literature have stellar mass-to-light ratios between 3 and 5. We assume (g − z) = 1 for all the UCDs based on the finding by Zhang et al. (2015) that UCDs around M87 in Virgo are tightly clustered around that value. Including the color/metallicity is important because blue (metalpoor) GCs are less likely to host an LMXB than are red Figure 5 . The distributions of full-band (0.5-7.0 keV) L X and physical properties for our sample of 21 X-ray-detected UCDs. Top row: The L X values plotted against four different physical properties: absolute V -band magnitude, dynamical mass-to-light ratio in the V -band, global stellar velocity dispersion, and surface luminosity density. The L X upper limits for the non-X-ray-detected UCDs are shown as a two-dimensional histogram in the background. The right-most subplot shows the distribution of L X itself: orange for X-ray-detected UCDs and gray for non-X-ray-detected UCDs. The UCDs in each host system are plotted with the same color: black (Fornax), blue (NGC 5128), red (Sombrero), and green (Virgo). Bottom row: The distribution of physical properties for spectroscopically-confirmed X-ray-detected (orange) and non-X-ray-detected (gray) UCDs. The total number of UCDs in both samples with the required measurements available is given in Table 5 .
(metal-rich) GCs (e.g., Kim et al. 2013) . Of the 16 Xray-detected and 81 non-X-ray-detected UCDs with M V and r hl available, 21 non-X-ray-detected UCDs have upper limits greater than the Sivakoff et al. (2007) completeness limit, suggesting that we would not be sensitive to LMXBs with L X ≈ 3.2 × 10 38 erg s −1 in those 21 UCDs. Thus, we calculate n LMXB for the remaining 76 UCDs, and show n LMXB for the 16 of these that are X-ray-detected in Table 3 .
Taking a statistical approach (e.g., Gilfanov et al. 2004 ), when we sum the n LMXB estimates for the 16 Xray-detected UCDs as well as the 60 non-X-ray-detected UCDs with upper limits < 3.2 × 10 38 erg s −1 , we expect ∼ 25 LMXBs with L X > 3.2 × 10 38 erg s −1 . However, we have detected only 2 UCDs with L X > 3.2 × 10 38 erg s −1 . It is difficult to uniquely interpret this deficiency of detections (an excess of detections might have hinted at central black holes), but the most conservative interpretation is that LMXBs are responsible for the X-ray emission. The discrepancy between the expected 34% LMXB fraction and the actual 3% detection fraction reveals a difference between the bright (L X > 3.2 × 10 38 erg s −1 ) ends of the GC-LMXB and UCD-LMXB X-ray luminosity functions (see subsection 5.1).
To sum up, our order of magnitude estimate for the expected number of LMXBs already suggests that all of the observed X-rays are consistent with coming from LMXBs. This conclusion is bolstered by the rising Xray detection fraction with increasing surface luminosity density (Figure 4) , and the tendency of X-ray-detected UCDs to be more compact than non-X-ray-detected UCDs ( Figure 5 ). The X-ray spectra and long-term time variability are also consistent with LMXBs, as discussed in subsection 4.1. Taken together, our sample of X-raydetected UCDs is compatible with a scenario in which LMXBs produce, and indeed dominate, the observed Xray emission. The study of Phillipps et al. (2013) , based on Fornax alone, came to similar conclusions.
DISCUSSION

Deficiency of LMXBs in UCDs
In subsection 4.4, we showed that the number of Xray-detected UCDs is less than the expected number of LMXBs down to the L X completeness limit of Sivakoff et al. (2007) . Whereas we expected to detect ∼ 25 UCDs with L X > 3.2×10 38 erg s −1 , we detected only two UCDs above that X-ray luminosity. The derivation of ∼ 25 expected LMXBs was predicated upon the assumption that UCDs follow the same scaling relation as GCs between the number of LMXBs, the stellar density Γ, and other intrinsic properties such as color/metallicity. The deficiency of X-ray detections compared to the Sivakoff et al. (2007) prediction may be a clue that UCDs are not as efficient as GCs in producing LMXBs, even after controlling for stellar density. This lower LMXB production efficiency in UCDs may be the result of different metallicities, mean stellar ages, and/or structural properties as compared to GCs. In the future, it will be interesting to investigate whether this discrepancy holds at L X < 3.2 × 10 38 erg s −1 .
UCD Central BH Occupation Fraction
The original aim of this paper was to provide X-ray constraints on the central black hole occupation fraction of UCDs. However, any such X-ray constraints would be weak because, as an ensemble, UCDs are thought to host a large number of LMXBs whose collective X-ray emission may dominate over weakly-accreting central black holes, as shown in subsection 4.4. Unfortunately, even if a massive central black hole was present in a UCD, it may not necessarily be accreting, or it may be accreting below our detection limits.
We can address the detectability of weakly-accreting central black holes as follows. Suppose that all UCDs contain a central black hole with M BH /M star = 10%, where M star is derived from M V as in subsection 4.4. By adopting such a high BH mass fraction (compared to the ∼ 0.1% seen in massive galaxies; e.g., Häring & Rix 2004 ), we will explore the region of parameter space that may be inhabited by extreme UCDs which are like M60-UCD1 and which may also host "overweight" central black holes (Seth et al. 2014; Sandoval et al. 2015) . Our adopted BH mass fraction is also tantamount to assuming that all UCDs are tidally-stripped nuclei whose progenitors had M star ∼ 10 10 M . Of course, the dynamical modeling of Mieske et al. (2013) already suggests that only a small subset of UCDs host central black holes with M BH /M star 0.1% (see also Seth et al. 2014) . Nevertheless, estimated in this way, the median assumed M BH ≈ 10 6 M and the median assumed limiting L X /L edd ≈ 5 × 10 −7 . A significant obstacle in our calculations is that we do not know a priori the true distribution of accretion rates, which we need in order to predict the X-ray luminosities corresponding to our assumed distribution of BH masses. Our best guess, perhaps, comes from the measurements of Miller et al. (2012) , who find that ∼ 50% of bulge-dominated galaxies with M star ∼ 10 10 M are radiating at L X /L edd ≥ 10 −7 . Since we are assuming that all UCDs are the tidally-stripped nuclei of more massive galaxies, we can use the population studied by Miller et al. (2012) as a proxy and consider the detectability of central black holes accreting at L X /L edd ≥ 10 −7 . From our study, we would be sensitive to such weakly-accreting central black holes in 29 UCDs, all of which have an assumed limiting L X /L edd ≤ 10 −7 . Presupposing that 50% of those 29 hypothetical central black holes are actually radiating at L X /L edd ≥ 10 −7 (based on Miller et al. 2012), we would expect to detect X-ray emission from roughly 14 central black holes. In fact, among the original 29 UCDs are 12 X-ray-detected UCDs, which is not so different from the expected number of 14 X-raydetectable central black holes. However, since these 12 X-ray-detected UCDs all have L X ≤ 10 38 erg s −1 , we are again pushing into the faint LMXB-dominated X-ray regime and thus require complementary constraints from other types of measurements (e.g., optical emission-line spectroscopy and radio imaging).
Complementary Radio Constraints
Although LMXBs and central black holes are not mutually exclusive, we are hitting a limit in the effectiveness of X-ray observations to distinguish between the two scenarios. One hopeful way forward is to look at the ratio of radio to X-ray luminosity, which is a strongly increasing function of M BH . This so-called fundamental plane of black hole activity (e.g., Merloni et al. 2003; Plotkin et al. 2012 ) has been used to search for intermediate-mass black holes in GCs (e.g., Maccarone et al. 2005; Strader et al. 2012a,b; Chomiuk et al. 2013) and SMBHs in other local galaxies (e.g., Reines et al. 2011 Reines et al. , 2014 . It is beyond the scope of this paper to search for archival radio observations of all non-X-ray-detected UCDs. However, for the 21 X-ray-detected UCDs, we did search the VLA Data Archive 14 for serendipitous Jansky Very Large Array (JVLA) imaging at 1.4 GHz < ν < 10 GHz. Our search was restricted to the A-and B-array configurations, which provide the highest spatial resolution at 1.4 GHz < ν < 10 GHz. The high spatial resolution is important for distinguishing UCDs, which typically have sub-arcsec optical half-light radii, from nearby sources. Only three of the 21 X-ray-detected UCDs have archival JVLA imaging, and only one of those is public: observations of the Sombrero galaxy (Proposal 12B-007; PI: Zhiyuan Li).
SUCD1 is 2.84 arcmin from the primary beam center in a 2.5 hour integration at 5 GHz (C-band; single passband of width 2 GHz). Hau et al. (2009) , who discovered SUCD1, noted the presence of off-center X-ray emission from archival Chandra observations, and claimed that the most likely origin of the X-ray emission is from LMXBs. Our study adds 176.2 ksec of new Chandra observations taken in 2008 and not considered in Hau et al. (2009) . Although the additional Chandra imaging allows us to more finely constrain the X-ray properties of SUCD1, the archival JVLA imaging was taken ∼ 4 years after the Chandra data, and so the two sets of observations may not track the same states of an accreting black hole, if one is present (e.g., Remillard & McClintock 2006) . In Figure 6 , we show the HST (optical), Chandra (hard X-ray), and JVLA (5 GHz) images of SUCD1. There is no 5 GHz signal at the optical position of SUCD1 whereas there is clearly hard X-ray emission. We measured the 5 GHz RMS within a circular aperture of radius 1 arcsec centered at the optical position of SUCD1 and found it to be 6.77 µJy. We adopted twice this RMS value as our upper limit on the 5 GHz flux density from SUCD1, and computed the corresponding upper limit on the 5 GHz radio luminosity: L R,5 < ∼ 8.0 × 10 33 erg s −1 . With our measured L X,2−7 and upper limit on L R,5 in hand, we can use the fundamental plane of black hole activity to estimate an upper limit for the mass of a central accreting black hole in SUCD1, assuming that one was present and that all of the hard X-ray emission is produced by that hypothetical object.
15 We arrive at an upper limit of M BH < ∼ 10 5 M , which would correspond to ∼ 0.5% of the dynamical mass of SUCD1 and yield L X,0.5−7.0 /L edd ≈ 6 × 10 −6 , assuming that all of the Xray emission is produced by a central black hole.
Building on the constraint that we were able to place on SUCD1's hypothetical central black hole, we now examine the potential of a large-scale follow-up radio imaging campaign. Since X-ray constraints suggest that most UCDs have M BH /M star < 10%, as discussed in subsection 5.2, let us suppose that, rather than LMXBs, the 21 X-ray-detected UCDs host central black holes with M BH /M star = 0.1%. Assuming the fundamental plane of black hole activity, as in subsection 5.3, the predicted 5 GHz flux densities for X-ray-detected UCDs range from ∼ 1µJy to ∼ 37µJy, with a median of ∼ 3µJy. A similar calculation for the non-X-ray-detected UCDs, using their L X upper limits, yields predicted 5 GHz flux density upper limits ranging from ∼ 0.2µJy to ∼ 8µJy, with a median of ∼ 1µJy. RMS levels of ∼ 2µJy and ∼ 1µJy can be achieved in ∼ 3 hours and ∼ 11 hours, respectively, with the JVLA in the A-configuration at 5 GHz (contrast this with the hundreds of hours worth of Chandra exposure time needed to reach the 10 37 erg s −1 sensitivities presented in this paper). There are a handful of reasonably detectable UCDs assuming a 2µJy RMS level and a 3σ detection threshold. Several more radiofaint (< 6µJy) UCDs become potentially detectable for M BH /M star ≈ 1%. Among them are M60-UCD1, M59-UCD3 and M59cO, the three most extreme UCDs in Virgo that are the targets of the other two existing, but proprietary, JVLA datasets (Proposal 15A-091, PI: Strader; Proposal 15A-154, PI: Mao). We have thus initiated a 5 GHz pilot radio survey of X-ray-detected UCDs in Fornax and NGC 5128 using the JVLA (Proposal 16A-382, PI: Pandya).
Although surveying individual UCDs may be prohibitive due to their faint 5 GHz emission, it would be interesting to consider a deep radio survey of the center of a nearby galaxy cluster (e.g., Virgo or Fornax). Then, an ∼ 11 hour exposure could have many science goals, including a survey of radio emission from UCDs. Given that the primary beam width at 5 GHz is ∼ 9 arcmin, targeting the center of Fornax (NGC 1399) would simultaneously observe 35/78 (≈ 45%) Fornax UCDs, of which 6 are X-ray-detected. Targeting the center of Virgo (M87) would simultaneously observe 45/114 (≈ 39%) Virgo UCDs, but there are no X-ray-detected UCDs around M87. In any case, by combining X-rays with deep radio imaging and extending our work on the prototypical SUCD1, we can hope to place a powerful constraint on the central (active) black hole occupation fraction of UCDs.
SUMMARY
In this paper, we have presented a comprehensive archival study of the X-ray properties of 578 UCDs distributed throughout thirteen different host systems, with the goal of finding weakly-accreting central black holes. Although we found 21 X-ray-detected UCDs with L X,0.5−7.0 ranging from 2.8 × 10 36 erg s −1 to 5.5 × 10 38 erg s −1 , we showed that their X-ray emission is fully consistent with an origin in LMXBs. Interestingly, however, the number of X-ray detections in our ensemble of UCDs is far less than the expected number of LMXBs, and this deficiency of LMXBs in UCDs hints at a possible discrepancy between the formation histories of UCDs and GCs. Given that LMXBs and weakly-accreting central black holes are not necessarily mutually exclusive, we addressed the potential of a complementary radio study to augment the results of our archival X-ray study.
Our main conclusions are:
• Of the 336 spectroscopically-confirmed UCDs, 21 are X-ray-detected; imposing a completeness limit of L X > 2×10 38 erg s −1 to account for the variable depths of the different host systems, the global Xray detection fraction is 4/149 ≈ 3%.
• Seven of the 21 X-ray-detected UCDs show evidence of long-term X-ray time variability on the order of months to years.
• The X-ray emission from X-ray-detected UCDs is consistent with arising from a population of LMXBs.
• The number of X-ray detections, assuming an LMXB origin, is lower than we would expect based on the UCDs' stellar densities (using a naive extrapolation from GCs).
• SUCD1 near the Sombrero galaxy is detected at 2-7 keV with Chandra but not detected at 5 GHz with JVLA; assuming the fundamental plane of black hole activity, we place an upper limit on the mass of its hypothetical central black hole of
• A complementary archival or follow-up radio observing campaign may help identify weaklyaccreting central black holes in UCDs via the fundamental plane of black hole activity.
9. Hickson compact groups 22 and 90: 8172, 905 10. NGC 3115 galaxy: 2040, 11268, 12095, 13817, 13819, 13820, 13821, 13822, 14383, 14384, 14419 11. NGC 7252 galaxy: 2980 12. M104 (Sombrero) galaxy: 1586, 9532, 9533
13. Centaurus A (NGC 5128) galaxy: 10722, 10723, 10724, 10725, 10726, 11846, 11847, 12155, 12156, 13303, 13304, 15294, 15295, 16276, 2978, 316, 3965, 7797, 7798, 7799, 7800, 8489, 8490, 962 B. BORDERLINE DETECTIONS
The following five UCDs present 0.5-7.0 keV (full band) net counts which are consistent with zero (i.e., the error bars are larger than the central value; see Table 4 ): F-18, gregg25, gregg26, gregg45, and M85-HCC1. Since wavdetect did find these sources to be significant (taking into account the spatial distribution of source and background region counts), we further scrutinized these UCDs' source and background regions in the individual contributing observations. Some of the UCDs required a redefinition of the background region due to contamination from a nearby bright source.
For F-18, gregg25, gregg45, and M85-HCC1, the total number of counts in the source region is greater than the number of local background counts by a factor of ∼ 2. The net counts are also significantly greater than a fluctuation expected from the local background with Poisson probability 1% (between 1.5 to 2.75 times greater). Therefore, we consider these four UCDs to be bona fide X-ray-detected UCDs (although we note that they are all significantly off-axis).
For gregg26, the total counts and local background counts are 31 and 25 counts respectively, and so the margin of significance is very low. The net counts are also significantly less than a fluctuation expected from the local background with Poisson probability 1%: 5.98 compared to 12 counts. Visual inspection of its postage stamp in Figure 1 does suggest an over-density of counts above that seen in the local background. Since wavdetect found a significant detection for gregg26 taking into account the spatial distribution of the counts in the source and background apertures, we will continue to consider gregg26 an X-ray-detected UCD in what follows. Although including gregg26 does not affect the main results of our study, we do caution that its identification as an X-ray-emitting UCD is not completely secure.
C. COMMENTS ON PERSEUS AND NGC 3115
In both Perseus and NGC 3115, we have extraordinarily high exposure times, up to ∼ 1.4 Msec and ∼ 1.1 Msec respectively, but no unambiguous detections (among the 84 Perseus UCDs and 31 NGC 3115 UCDs). There are ∼ 3 localized over-densities found by wavdetect in Perseus, each of which is within ∼ 1.5 arcsec of a unique UCD. However, none of those appear to be genuine point sources and seem instead to arise from a knot of soft-X-ray-emitting hot gas. To further scrutinize those candidates, we created images in an even harder energy band that is presumably further devoid of emission from the thermally-emitting hot gas: 4-7 keV. With most of the thermal emission from the gas gone in these "harder-band" images and the lack of X-ray point sources near UCDs, we confirmed that there is no evidence in favor of X-ray-emitting UCDs in Perseus, including the extremely massive Perseus-UCD13. Jennings et al. (2014) found that UCD20 in NGC 3115 is an X-ray emitter. We do find an X-ray point source near UCD20, but it is offset from the optical position of UCD20 by ∼ 3.76 arcsec. Given that the 90% uncertainty on the absolute astrometry of the Chandra dataset is ∼ 0.6 arcsec, that offset would correspond to a > ∼ 6σ positional error, which means that a match is unlikely. We compared the positions of the point sources in our merged image to known objects listed in the Chandra Source Catalog (Evans et al. 2010 ) and found excellent agreement. Therefore, we do not consider UCD20 to be an X-ray emitter.
D. OPTICAL PROPERTIES AND X-RAY UPPER LIMITS FOR NON-X-RAY-DETECTED UCDS
Here, we describe our derivation of upper limits for non-X-ray-detected UCDs. Just as for the X-ray-detected UCDs, we first extracted and combined the individual contributing observations' source and background region spectra for each non-X-ray-detected UCD using srcflux and combine spectra. This extraction+combination step will also create the Auxiliary Response File (ARF) which gives the product of effective area (cm 2 ) and quantum efficiency (counts/photon) as a function of energy for a detector, and the ARF-weighted Redistribution Matrix File (RMF) which gives the response and finite resolution elements of the ACIS detectors used in the individual observations. These empirical exposure-weighted ARFs and RMFs yield more careful estimates of the count rate compared to the default, perfectly on-axis ACIS ARF and RMF assumed by tools such as WebPIMMS.
We next compute the scaled background counts, C B , by multiplying the total counts observed in the background region by the ratio of source-to-background region areas, which is a standard practice to account for the fact that the background region is typically much larger than the source region. Then, we construct the inverse of the cumulative distribution function of the Poisson distribution characterized by mean C B , and compute from that the total number of counts corresponding to the 99% tail of the function. We used the Python module scipy.stats.poisson.ppf for this task. The upper limit on net counts, U, is thus defined as the total number of counts expected from such a fluctuation minus C B . We consider the amplitude of this fluctuation above the local background, with Poisson probability 1%, to be the maximum possible number of net counts contributed by a source while still making that source indistinguishable from the local background (i.e., just barely non-detected at our adopted detection threshold).
As a sanity check, we verified that the net counts actually measured in a source region were lower than the U net counts calculated above assuming a Poisson fluctuation in the local background. This criterion was satisfied in nearly all cases. In the remaining few cases, we visually inspected the source and background regions to make sure that a detection was not hidden in the noise (which is what would be suggested if the actual net counts > U). These cases typically occur in very high exposure time observations where there can be significant inhomogeneities in the local background (e.g., due to a knot of thermally-emitting hot gas). In some cases, we also had to redefine the background and/or source regions to avoid contamination or background over-subtraction due to a nearby point source. The crucial point is that we carefully checked all upper limits to ensure that there are no "missed" detections.
To go from units of net counts to flux, we first divide the U net counts by the summed exposure time, giving a net count rate. Then, we divide that net count rate by the product of the effective area and quantum efficiency which results in a photon flux.
16 Finally, we multiply that photon flux by the ARF-weighted mean energy per photon giving the conventional energy flux in units of [erg s −1 cm −2 ]. Using the luminosity-distance formula with the assumed distance to the UCD's host system, we arrive at a luminosity in units of [erg s −1 ]. Table 6 Optical and X-ray Properties of Non-X-ray-detected UCDs
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