We consider a robust optimization problem in an electric power system under uncertain demand and availability of renewable energy resources. Solving the deterministic alternating current optimal power flow (ACOPF) problem has been considered challenging since the 1960s due to its nonconvexity. Linear approximation of the AC power flow system sees pervasive use, but does not guarantee a physically feasible system configuration. In recent years, various convex relaxation schemes for the ACOPF problem have been investigated, and under some assumptions, a physically feasible solution can be recovered. Based on these convex relaxation schemes, we construct a robust convex optimization problem with recourse to solve for optimal controllable injections (fossil fuel, nuclear, etc.) in electric power systems under uncertainty (renewable energy generation, demand fluctuation, etc.). We propose a cutting-plane method to solve this robust optimization problem, and we establish convergence and other desirable properties. Experimental results indicate that our robust convex relaxation of the ACOPF problem can provide a tight lower bound.
Introduction
The alternating current optimal power flow (ACOPF) problem has been a topic of interest in the academic literature since the 1960s [9] . The ACOPF problem is used to determine the output for all generators and establish the system's configuration, i.e., the voltage and phase angle at each bus and resulting power flows on lines. The goal is usually to minimize the generation cost and keep the system configuration within a stable range; see, for example, Bienstock [6] for a detailed discussion.
While the ACOPF problem can be formulated as a quadratically constrained quadratic program, realistic instances are challenging to solve within time limits commensurate with an operational schedule (usually a few minutes) because of their scale and nonconvexities [23, 27, 37] . Linearizing the power flow equations simplifies the nonconvex ACOPF problem to what the literature calls a DCOPF approximation, which is a linear program, and this approximation is frequently applied.
However, optimality and feasibility of the solution to the original ACOPF problem cannot be guaranteed because the voltage at each bus is assumed to be fixed and reactive power is ignored; see, e.g., Momoh et al. [30] and Stott et al. [34] for reviews of such linear approximations. In recent years, increasing attention has been paid to convex relaxations of ACOPF problems. Relaxations rooted in semidefinite programming and second-order cone programming have been used to approximate the ACOPF problem [2, 3, 13, 18, 22, 23, 28] , and under some circumstances, these relaxed solutions recover the exact optimal solution of the original nonconvex ACOPF problem.
Electric power systems operate under significant uncertainty due to system load, failure of generation and transmission assets, and uncertain generation from renewable energy sources (RESs) including wind and solar resources. In this context, we seek an economic dispatch decision that is robust to uncertainty in load and RES generation. With stochastic realizations of power from wind farms, Phan and Ghosh [33] model economic dispatch under ACOPF as a two-stage stochastic program, and use a sample average approximation. Monticelli et al. [31] introduce a securityconstrained variant of an economic dispatch model in which the goal is to obtain a solution that can adapt to failure of a subset of system components explicitly modeled through a set of contingencies.
Instead of enforcing feasibility for all modeled contingencies, Lubin et al. [29] formulate a chanceconstrained model that ensures feasibility with high probability. Robust optimization is a natural modeling framework for security-constrained problems in that such models yield solutions that can handle any contingency within a specified uncertainty set. Jabr [19] and Louca and Bitar [26] propose an adaptive robust optimization model, in which recourse decisions are represented as an affine function of realizations of uncertainty such as available power from RESs. Attarha et al. [1] propose a tri-level decomposition algorithm where in the second level a DCOPF relaxation is solved to obtain worst-case scenarios, which are further used to construct a large-scale extensive formulation of the robust ACOPF problem.
Although significant progress has been made both in convex relaxations of nonconvex ACOPF problems and in modeling dispatch under uncertainty, there is much less work that combines these two threads; i.e., most stochastic or robust models for economic dispatch use the linear DCOPF approximation. Liu and Ferris [24] solve a scenario-based security-constrained ACOPF problem, where for each contingency the ACOPF is relaxed as a semidefinite program (SDP). Lorca and Sun [25] model a multi-period two-stage robust ACOPF problem using a conic relaxation, which is similar to our approach, but we focus more on the feasibility guarantee and the properties of our robust solution.
We solve a robust convex approximation, without specifying scenarios but by constructing an uncertainty set, to simultaneously reap the benefit of a tighter relaxation and include uncertainty in our model. We assume an uncontrollable injection represents net load at each bus. Here, net load captures demand and RES generation, which are subject to simple bounds and further constraints that define the uncertainty set. The goal is to find an energy generation plan that is both low in cost and robust in that for all contingencies modeled by our uncertainty set, there is a feasible system configuration, i.e., a voltage and phase angle for each bus with power flows that satisfy the system's physical and operational constraints. We call such a plan, a robust optimal solution to the ACOPF problem.
Our formulation is unique in that, in addition to using a convex relaxation of the ACOPF problem rather than a DC approximation, we employ a "full recourse" solution rather than relying on simpler approximations like linear decision rules. There are three possible outcomes from solving our model. First, the solution to the convex approximation may be feasible to the robust nonconvex ACOPF problem, which means we exactly recover a robust solution. Second, due to the convex relaxation, the solution we obtain may not be feasible to the robust nonconvex ACOPF problem, but we obtain a lower bound on the optimal cost of the nonconvex counterpart, which yields a bound on the optimality gap when coupled with a heuristically obtained feasible solution. Third, if the convex relaxation is infeasible, we identify infeasibility of the robust nonconvex ACOPF problem.
In Section 2, we formulate our convex relaxation of the ACOPF problem. A cutting-plane method is proposed in Section 3, and the proof of its convergence is detailed. Experimental results are reported in Section 4, and conclusions are drawn in Section 5.
Problem Formulation
In this section we formulate the robust nonconvex ACOPF problem and its convex relaxation. We index the set of buses in the power system by N , and the set of lines by A. The set of controllable generators is denoted by G, and the subset of generators connected to bus i is indexed by G i . Each controllable generator g ∈ G injects active power s p g and reactive power s q g at a bus. Each bus i ∈ N has an uncontrollable injection, which may be negative, consisting of the uncertain net load due to actual demand and RES generation at that bus. At bus i ∈ N , the uncontrollable active power injected, u In addition to simple bounds, we introduce a "budget constraint" in our uncertainty set, which limits the magnitude of deviation from a nominal injection, summed across all buses. Such budgetconstrained uncertainty sets have been widely applied in robust optimization, starting with [4, 5] .
Here we denote the nominal uncontrollable active and reactive power injection as u p,0 and u q,0 , which are both vectors with |N | components and satisfy (ū
We cluster the set of buses N into |M| subgroups, denoted by N m , m ∈ M, by solving a facility location problem detailed in Appendix A. We assume within each cluster the relative magnitude of deviation is the same for both the active power and reactive power at every bus. We define the uncertainty set with the following constraints:
Budget parameter Γ controls the deviation from nominal values, summed across all buses. We can substitute out variables u + m , u − m , m ∈ M, and we assume this has been done when referencing U in what follows.
In most of the power systems literature, lines are assumed to be undirected, and an orientation indicates the direction of flow. We represent multiple lines by a triple (i, j, n), which uses the orientation to indicate that positive flow is from i to j on the n-th line between these two buses and negative flow is the opposite. Each bus has a voltage, v i , and a phase angle, θ i . These configurations, along with the line parameters (complex admittance y k = g k + √ −1 b k ), the charging susceptance b c k , and the shunt admittance of a bus y sh i = g sh i + √ −1 b sh i determine the power flow on line k = (i, j, n) ∈ A, where P k and Q k denote active and reactive power flow, respectively:
Here we split the tap ratio for each line k = (i, j, n) ∈ A into τ 1,k and τ 2,k to represent the change of voltage at two ends of that line. We have τ 1,k = τ and τ 2,k = 1 if a transformer with tap ratio τ is located at the bus i of line k = (i, j, n) ∈ A, while we have τ 1,k = 1, τ 2,k = τ if a transformer with tap ratio τ is located at the bus j of line k = (i, j, n) ∈ A. Similarly, for the transformer phase angle shift, if a transformer with phase angle shift is located at the bus i of line k = (i, j, n) ∈ A, we set σ k = σ; otherwise, if a transformer with phase angle shift is located at the bus j of line k = (i, j, n) ∈ A, we set σ k = −σ.
At each bus i ∈ N , we enforce flow conservation of active and reactive power via equations (4).
The left-hand side of constraint (4) is the net active and reactive power flowing out of bus i, and they equal the sum of controllable and uncontrollable injections:
Constraint (5a) bounds the difference in phase angle between adjacent buses, constraint (5b) limits the apparent power flowing through each line k, and constraints (5c)-(5f) provide simple bounds on voltage and phase angle at each bus and active and reactive power at each generator:
We denote the cost of controllable injections as c(s p , s q ), and assume c is convex, where s p and s q are |G|-dimensional vectors with respective components s p g and s q g , g ∈ G. The first-stage decision variables, s p and s q , denote controllable injections that cannot adapt to the realized scenario. We allow small adjustments to these injections via variables o p,+ , o p,− , o q,+ , o q,− , which can be selected once the uncertainty is revealed. These denote near real-time compensation in net generation at these buses, which is bounded. This setting permits greater flexibility than the linearly adaptive control used in previous research [7, 19, 26, 29] . We seek a robust optimal controllable injection such that for all possible uncontrollable injections in U, there is a feasible system configuration via
We minimize the set point cost, and consider linear and convex quadratic cost functions:
where c p g,2 ≥ 0 and c q g,2 ≥ 0 for all g ∈ G and take value zero in the linear case. Convexity of the cost function is important because, although the ACOPF problem has nonconvex constraints, a convex objective function, together with the convex relaxation of the feasible region to be discussed below, yields a convex program. Our robust optimization formulation can be expressed as follows:
Model (6) There are multiple convex relaxation schemes for ACOPF problems. In the semidefinite programming relaxation of Bai and Wei [2] and Bai et al. [3] , the vector of voltage variables in model (6) is re-expressed as a higher dimensional matrix, coupled with a rank-one constraint and a positive semidefinite requirement, along with a collection of linear constraints. After dropping the rank-one constraint, the relaxed problem becomes an SDP and can be solved by an interior point method.
Experience on realistically sized instances suggests that such SDP formulations are computationally expensive, and so Jabr [18] proposes a further relaxation of the positive semidefinite constraint, yielding a second-order cone program (SOCP). Although computationally easier to solve, this SOCP relaxation has the disadvantage of tending to exhibit a larger optimality gap than the SDP relaxation for many test cases. See Low [27] for a detailed review of such SDP and SOCP relaxations.
We use the convex relaxation that Coffrin et al. [13] call the quadratic convex (QC) relaxation.
While the QC formulation is also an SOCP, it tightens the relaxation compared to previous SOCP formulations [13] . Coffrin et al. suggest relaxing equation (3) by replacing trigonometric functions by quadratic functions and using a McCormick relaxation to linearize the multi-linear terms. The quadratic terms in (6j) and (6k), v 2 i , are replaced byv i , which is constrained by a linear upper bound and a quadratic lower bound. The formulation of the QC relaxation of model (6) is detailed in Appendix B. Here, we use generic notation x to represent the system configuration and express the convex relaxation of model (6) , as formulated in Appendix B, more compactly in model (7) below.
In what follows, we largely use a vector form to denote the controllable and uncontrollable injections for conciseness. A symbol without a subscript represents a vector, while a subscriptindexed symbol represents a specific component within that vector. Here we denote u p,+ , u p,− , u q,+ and u q,− as |N |-dimensional vectors of uncontrollable active and reactive deviation. Similar notation is used forū,ū, u 0 , s,s ands as:
In this context, we also represent the active and reactive controllable injections of each bus i ∈ N as a linear transformation of the vector of generation s p and s q :
for an appropriate matrix D. We use ζ + and ζ − to denote |N | × |N | diagonal matrices with entries
This leads to the following compact formulation for the convex relaxation of model (6) :
Constraint (7b) replicates the analogous constraints (6b) and (6c). The linear inequality (7c) and the SOCP constraint (7d) capture constraint (6g), and the relaxation of the nonlinear terms in constraints (6d)-(6e) and (6j)-(6k), while the linear inequality (7c) also includes (6f), (6h)-(6i), and (6n)-(6p). Constraints (7e) and (7f) match their counterparts (6l) and (6m). Finally, constraints (7g) and (7h) replicate linearized constraints (6j) and (6k). Model (7) can also represent the robust convex relaxation of the ACOPF problem in which we replace the QC relaxation with alternative convex relaxations discussed in [3, 18] and [22] .
Model (7) is an infinite-dimensional convex optimization problem, and is an example of robust optimization with recourse. Such models have been discussed in the context of linear programming in [35] and [36] . In power systems optimization, similar formulations have been applied to unit commitment problems [20, 21] . There has been limited work on conic programming, or more general convex programming, variants of such models. In the next section we discuss the reformulation of this problem and a cutting-plane method to solve the reformulated finite-dimensional problem.
A Cutting-Plane Method
In this section we propose a cutting-plane method to solve the robust convex optimization problem (7). To facilitate decomposition of model (7), we project onto the set of feasible (s p , s q ) variables, and we employ an outer approximation to iteratively characterize this set. At each iteration, given a candidate solution, we compute, and add to the master problem, the most-violated inequality. With introduction of auxiliary binary decision variables, we can transform what would otherwise be an infinite number of constraints in (7) into a finite formulation and obtain a solution within some acceptable tolerance from the feasible set.
Master Problem and Subproblems
Similar to the generalized Benders' decomposition method of Geoffrion [16] , we can rewrite model (7) as:
where for each u ∈ U we have the induced feasibility set
This reformulation motivates a cutting-plane algorithm in which we iteratively solve a master problem and a collection of SOCP subproblems. In addition to the simple bounds, constraint (8b)
requires that s be in the intersection of S u , ∀u ∈ U. When we solve the subproblems, we either find a feasible x u for each u ∈ U, or we generate linear cuts, each of which is a valid outer approximation for S. The master (M ) and the subproblem (S u ) are as follows:
Here, λ p and λ q denote dual variables for constraints (11f) and (11g), respectively. Index k corresponds to the k-th inequality, and the scalar cut intercept, z k , accounts for all objective function terms in the dual of model (11) that do not involveŝ p andŝ q . We know from a generalized theorem of the alternative that if s violates the inequalities (10c) then s / ∈ ∩ u∈U S u . (We return to this in Lemma 2.)
The decomposition algorithm is not directly implementable because there are infinitely many subproblems, (S u ). So, we instead seek the most violated inequality across all elements of the uncertainty set, which results in the following max-min problem:
To reformulate model (12) in a computationally tractable manner we first take the dual of the inner minimization. We denote the dual variables for constraints (12b) and (12d)-(12g) by λ, λ op , λ oq , λ p , and λ q . For the second-order cone constraints in (12c), we denote the dual variables as (µ i , ν i ), i = 1, . . . , m c . Then taking the dual yields:
The optimal value of the inner maximization problem is a convex function of the 4|N |-dimensional vector u. The outer problem maximizes this convex function over the polytope U. We know that an optimal solution can be obtained by restricting attention to the extreme points of U. When U has an amenable structure this can allow for a finite reformulation. In what follows, we assume that U is defined as in equation (2), and we introduce 2|M| binary variables to model the extreme points:
For i ∈ N m , we use y + m to indicate that u Constraints (14d) enforce that at most one, instead of exactly one, end point of the feasible range is taken, and constraint (14e) requires that at most Γ clusters of uncontrollable injections taking their end point value. We include in Appendix C the full formulation of model (14), which is derived from the convex quadratic relaxation detailed in Appendix B.
Algorithm 1 formalizes our cutting-plane procedure, where at iteration k we solve the master problem, (M ), and obtain (ŝ p,k ,ŝ q,k ). Then, using the uncertainty set defined in equation (2), we solve model (14) , and denote the optimal value by z k f eas and part of the optimal solution by λ p,k , λ q,k . If z k f eas > 0, we then generate the most violated cut as:
With (15) is of form (10c).
Algorithm 1 Cutting-plane algorithm for model (7) 1: Initialize with iteration number k := 1 and tolerance ε > 0; 2: Solve master problem (M ) and obtain solution (ŝ p,k ,ŝ q,k ) and optimal value V * ; 3: Solve (SDI) with (ŝ p,k ,ŝ q,k ) and obtain solution (λ p,k , λ q,k ) and optimal value z k f eas ; 4: while z k f eas > ε do 5:
Let k := k + 1;
7:
Solve (M ) and obtain solution (ŝ p,k ,ŝ q,k );
if (M ) is feasible then
9:
Obtain optimal value V * ; 10:
Stop and return the status of infeasibility;
12:
Solve (SDI) with (ŝ p,k ,ŝ q,k ) and obtain solution (λ p,k , λ q,k ) and optimal value z k f eas ; end while 13: Output V * as a lower bound on the optimal value of model (7), and output (ŝ p,k ,ŝ q,k ) as an ε-feasible solution.
Convergence of the Algorithm
Given ε > 0, we show that in a finite number of iterations Algorithm 1 either finds an ε-feasible solution or terminates with a statement that model (7)-and hence model (6)-is infeasible. Furthermore, the sequence of solutions generated by our algorithm converges to an optimal solution when the tolerance in the algorithm is ε = 0. We make the notion of an "ε-feasible" solution precise as follows.
Definition 1. Let ε > 0. An s ∈ {s |s ≤ s ≤s} is ε-feasible to model (7) if for each u ∈ U there exists anŝ ∈ B ε (s) such that
where B ε (s) is an l 1 ball with center s and radius ε.
For an ε-feasible s, the l 1 distance from s to the correspondingŝ is at most ε for each u ∈ U.
The definition does not ensure that there is a uniformŝ that works for all u ∈ U. To establish convergence properties Algorithm 1, we make the following assumptions:
is convex and continuous on domain defined by (8b).
is non-empty, and hence model (11) is feasible, for all u ∈ U.
Assumption 3. Set U is defined by (2).
Assumption 1 is consistent with the power systems literature because the cost for generation is typically modeled via a convex (piecewise) linear or quadratic function. Assumption 2 should hold with great generality for an actual power system because the set is a relaxation of the system's constraints, which does not include load satisfaction. Assumption 3 is revisited in Section 4 in our computational results. We now establish convergence properties of the sequence of solutions generated by Algorithm 1.
denote the optimal value of model (11) for a specific u ∈ U, whereŝ on the right-hand side of constraints (11f) and (11g) is replaced by s, and let Z(s) denote the analogous optimal value for model (12) . If Assumptions 2 and 3 hold, then both Z u (·) and Z(·) are convex on the domain R 2|G| .
Proof of Lemma 1. The function Z u (s) is the optimal value of model (11), which is feasible by Assumption 2 for any s ∈ R 2|G| , and hence has a finite optimal value. Thus Z u (s) is also the optimal value of the dual of model (11) . The dual's feasible region is independent of s, and its objective function is an affine function of s. Therefore, Z u (·) is the maximum of a collection of affine functions in s, and hence convex. Furthermore, Z(·) is the maximum of convex functions Z u (·) over the set of U, and so Z(·) is also convex.
. . , k}, where these cuts are defined in (15) . If Assumptions 2 and 3 hold then S ⊆ S k , ∀k = 1, 2, . . ..
Proof of Lemma 2.
At iteration k of Algorithm 1, the solution to model (14) specifies a specific element of U via binary variables, and we denote this element u k ∈ U. By a theorem of the alternative for an SOCP model [see 8, Section 5.8], any inequality of the form (15) 
Since S = ∩ u∈U S u ∩ {s |s ≤ s ≤s}, and each cut is produced for a specific u, we have that S ⊆ S k for all k.
Theorem 3. Let Assumptions 1-3 hold, and assume that model (7) is feasible. Let ε = 0, and let {ŝ k } denote the sequence of iterates produced by Algorithm 1. Every limit point of this sequence solves model (7).
Proof of Theorem 3. If Algorithm 1 terminates in a finite number of iterations, then it does so with z k f eas = 0. In this case, the associated solution solves model (7) by Lemma 2 because the master problem is a relaxation, and the proof is complete. Now assume that the algorithm produces an infinite sequence of iterates, and let S be defined as in (8b). Set S is compact because it is a closed subset ofs ≤ s ≤s. So, {ŝ k } has at least one limit point in S, which we denote asŝ, and we let K index a corresponding convergent subsequence; i.e., lim k∈K,k→∞ŝ k =ŝ.
Solving model (14) yields a u k ∈ U that represents the most violated element of the uncertainty set. Because these solutions correspond to extreme points of U, there are a finite number of possibilities. So, there is at least oneû ∈ U that occurs infinitely many times among the iterations indexed by K, and we let K ⊂ K denote such a further subsequence. Let k, k ∈ K with k > k.
Then we have
From constraints (14f) and (14g), we know λ p and λ q are bounded. Bothŝ k andŝ k converge toŝ so
We let Z u (s) denote the optimal value of model (11) for a specific u ∈ U, which is equivalent to the inner minimization problem of (12), and we let Z(s) denote the optimal value of (12), where the right-hand side is parametrized by s rather thanŝ. Thus, we have:
where the first equality holds by continuity of Zû(·) from Lemma 1, and the second equality holds becauseû corresponds to a most violated point of U. Thus,ŝ is feasible to model (7) . Let z * denote the optimal value of model (7) . Then c(ŝ) ≥ z * .
By Lemma 2, we have c(ŝ k ) ≤ z * , ∀k ∈ K, and hence by Assumption 1, we have that
Thus,ŝ solves model (7).
Finally we show that when Algorithm 1 terminates, it returns an ε-feasible solution to model (7) in a finite number of iterations, if model (7) is feasible.
Theorem 4. Let Assumptions 1-3 hold, and assume that model (7) is feasible. Let ε > 0. Algorithm 1 terminates with an ε-feasible solution in a finite number of iterations.
Proof of Theorem 4. Model (7) is feasible, and hence S = ∅. By Lemma 2 S ⊆ S k , which is the feasible region of model (10) for all k = 1, 2, . . .. Therefore, Algorithm 1 does not terminate with a status of infeasibility because model (10) is feasible for all k = 1, 2, . . ..
We first prove by contradiction that the algorithm terminates in a finite number of iterations.
Here ε only determines the stopping criterion but does not affect the cuts generated in Algorithm 1.
Suppose Algorithm 1 does not terminate after a finite number of iterations. Thus, we have an infinite sequence of solutions {ŝ k }, and Z(ŝ k ) > ε, ∀k = 1, 2, . . .. By the proof of Theorem 3, every convergent subsequence of {ŝ k } indexed by K with a limit pointŝ satisfies Z(ŝ) ≤ 0. We have lim k∈K,k→∞ Z(s k ) = Z(ŝ) ≤ 0 because Z(·) is convex and hence continuous. However, this contradicts that Z(s k ) > ε > 0. ∀k = 1, 2, . . .. Therefore, the algorithm terminates in a finite number of iterations.
If Algorithm 1 terminates in iteration k < ∞, then z k f eas ≤ ε. By hypothesis, model (12) is feasible and has a finite optimal value. Hence, by strong duality, the optimal value of model (14) is equal to that of model (12) and is at most ε. Let (ŝ p,k ,ŝ q,k ) denote the input of Algorithm 1 (step 12) to model (14) , or equivalently, to model (12) . For each u ∈ U, let (x u , l p,+,u , l p,−,u , l q,+,u , l q,−,u ) denote the optimal solution of the inner minimization problem defined in (12) . For each u ∈ U, let s p,u =ŝ p,k −l p,+,u +l p,−,u and s q,u =ŝ q,k −l q,+,u +l p,−,u . From the formulation of model (12) we know that (s p,u , s q,u ) yields {x | (12b)-(12g)} = ∅, and s u −ŝ k 1 = 1 (l p,+ +l p,− +l q,+ +l q,− ) = z k f eas ≤ ε; i.e.,ŝ is an ε-feasible solution.
Improving Convergence of Algorithm 1
It is well known that cutting-plane algorithms can converge slowly; see, e.g., Nemirovskii et al. [32] .
This can occur because master problem solutions differ dramatically from one iteration to the next.
There are multiple ways to improve such algorithms ranging from trust-region methods to level-set methods to bundle methods. We studied a bundle method by adding a quadratic regularization term to the master's objective function. This approach improved computational performance, but did not facilitate solving our largest test cases. The method is detailed in Appendix E.
Therefore we considered a second method in which we identify extreme points u ∈ U for which S u characterizes important parts of the boundary of S. In a Benders' decomposition algorithm for stochastic integer programs, Crainic et al. [14] include a subset of the scenario subproblems in the master problem in order to reduce generation of feasibility cuts. We employ a similar approach, but we discover the requisite elements u to be added to the master problem in the cutting-plane 
Experimental Results
In this section, we describe computational results to help understand the nature of our robust convex optimization problem and the performance of Algorithm 1, along with enhancements to that algorithm. The optimal value of model (7) is a lower bound on that of the nonconvex model (6) . It is important to assess the tightness of this lower bound, while also answering the question of whether the robust solution generated by Algorithm 1 is feasible for model (6) , at least for a selection of points from the uncertainty set. Doing so helps assess the robustness of our solution.
Prior to solving model (7), we run a bound tightening process to improve the quality of QC relaxation (detailed in Appendix D). Throughout this section we use Algorithm 1 with the scenarioappending technique of Section 3.3. We use test cases from NESTA, the NICTA Energy System Test Case Archive [10] . We select IEEE cases with 5, 9, 14, 118 and 300 buses and the Polish system winter peak case with 2383 and 2746 buses. We refer to these by the number of buses (e.g., Case 5). All tests are run on a server with 20 Intel Xeon cores at 3.1 GHz and 256 GB of RAM.
All models are constructed using version 0.18.0 of the JuMP package [15] on the Julia platform.
The mixed integer second-order cone programs (MISOCPs) and SOCPs are solved by Gurobi 7.52
[17], where we set the option "NumericFocus" to 3 for Case 2383 and Case 2746. All nonconvex optimization problems are solved by Ipopt 3.12.1 [38] , with the linear solver MA27.
We first introduce some modeling specifics used to build our test instances. Then we detail the tests to characterize our robust convex relaxation of the ACOPF problem and computational performance of our algorithms.
Modeling and Implementation Details

Uncertainty Set and Recourse Bounds
We first specify construction of the uncertainty set, U, which includes both generation and demand uncertainty. Then we discuss two specific parameter selection schemes used in our tests. 
We model asymmetric uncertainty sets because we are concerned with demand spikes. In particular, at bus i, we set α d,− = 5α d,+ to focus on large negative deviation. We consider symmetric generation uncertainty, i.e., α h,+ = α h,− , which is commonly used for generation uncertainty [1, 20] .
We assume that at each bus the upper bounds on recourse decisions in constraints (6l)- (6o) have the same ratio β to their corresponding maximum generation level; i.e.,
The curtailment coefficients ζ + and ζ − can be derived under the current setup as follows:
Power systems are distinguished by numerous characteristics. The use of α and β sketched above provides a relatively simple way of parameterizing the tests that follow.
Measure of Infeasibility
We measure infeasibility of a set point as follows. Given an (ŝ p ,ŝ q ), it is possible that the nonconvex model (6) is infeasible for one or more values of (u p,+ , u p,− , u q,+ , u q,− ) ∈ U. Therefore, we modify the model to allow for additional flexibility in satisfying constraints (6j) and (6k) through variables i . For a given u ∈ U we measure the magnitude of infeasibility by:
The infeasibility measure, I(s, u), given by nonconvex model (25) yields a minimum normalized adjustment to the right-hand side of constraints (25b) and (25c) needed to construct a feasible recourse solution for a given u ∈ U. In our convex setting, i.e., model (7), we can restrict attention to extreme points of U. In the nonconvex setting, the worst-case violation need not be an extreme point of U. Moreover, for a fixed value of u ∈ U, it can be difficult to ensure we find a global minimizer of model (25) . Nevertheless, this measure serves as a proxy for the true maximum violation, and in what follows we restrict attention to extreme points of U and report violations corresponding to local minimizers of model (25).
Descriptions of Tests and Results
First we explore the relationship between α d,− and β, as specified in equations (22) To understand the concavity that arises in Figure 1 consider model (7) , where we restrict u ∈ U to the extreme points of U and we replace the objective function by 0. We denote the feasible region of this model's dual by Λ, which is the intersection of multiple polyhedral and second-order cones. Writing this dual compactly we have:
where terms a and b come from (7g) and (7h). For the primal to be feasible, we must have
This condition implies:
which is consistent with the concave functions for model (7) in Figure 1 (solid lines).
The dashed lines in Figure 1 repeat the α d,− max -β relationship for the nonconvex ACOPF model (6). Since model (7) is a relaxation of model (6), we see the former model can accommodate a slightly larger value of α d,− max for a given β. While the gaps between solid and dashed lines in Figure 1 give some insight to the difference between models (6) and (7), this relationship does not involve the objective function, c(s). Hence a small or large gap in Figure 1 does not necessarily correspond to a small or large optimality gap. For example, in results that we report below, Case 5 has the largest optimality gap while the difference between the curves for Case 5 in Figure 1 is modest.
All tests use α h,+ = α h,− = 1, and β = 0.05; α d,− = 5α d,+ is set at the case-specific α d,− max for β = 0.05, and the stopping tolerance is ε = 10 −4 i∈N |d p i | + |d q i | for all tests. We first assess three properties of our robust ACOPF problem: the quality of the lower bound generated by model (7), the robustness of the solution to model (7) in the nonconvex setting, and the performance of this robust solution relative to a deterministic alternative.
For each budget parameter Γ, a robust convex ε-feasible solution,ŝ, is first obtained by executing Algorithm 1 with the scenario-appending technique from Section 3.3. The cost associated with this solution, c(ŝ), provides a lower bound for model (6) . Meanwhile, model (6) with U replaced by its extreme points is solved to generate an upper bound estimate. We compare those bounds to evaluate the quality of our lower bound. We denote the lower bound obtained by solving the robust convex relaxation problem as C R , and the estimated upper bound obtained by solving the nonconvex robust problem to a local minimum as C N . The gap is defined by g = 100 ×
We measure the infeasibility of this solution by solving model (25) at every extreme point of the uncertainty set, and report the maximum as I(ŝ,û). We also obtain a deterministic nominal solution,ŝ 0 , and optimal value, C 0 , by solving the deterministic QC relaxation; i.e., model (7) with the singleton U defined under α d,− = α d,+ = α h,− = α h,+ = 0, and keeping the same recourse adjustment range so that the results are comparable. We again measure the infeasibility of this nominal solution at every extreme point of the uncertainty set, and report the maximum as I(ŝ 0 ,û). From Table 1 we observe that many of the gaps between the lower bound and estimated upper bound are below 1.5%, while the gaps for Case 5, Case 9 (Γ = 5), and Case 300 (Γ = 3) exceed 5%.
This result suggests that solving model (7) can provide a tight lower bound for model (6) . The large gap of Case 5 is caused by the convex relaxation, given a specific realization of uncontrollable injections, not being tight. In the deterministic setting, Coffrin et al. [12] report a gap of about 9.3% for Case 5. We can also find a general trend that the robust optimality gaps shown in Table 1 are larger than their deterministic counterpart described in Coffrin et al. [12] . For a specific uncontrollable injection, the nonconvex feasible region may coincide with that of the QC relaxation near the optimum, but once we take the intersection of feasible regions under the robust setting, this may no longer be true. The degree of this phenomenon depends on the power system structure and level of uncertainty, which may explain the larger gaps in Cases 9 and 300.
For Case 5, the infeasibility measure for model (7)'s solution is about 6%, is under 2.5% for other cases, and does not grow with the size of uncertainty set (Γ). These results contrast with the corresponding infeasibility of the nominal solution (last column of Table 1 ), where the magnitude can be significantly larger.
To construct set U, we correlate the uncontrollable injections at different buses as described in Section 2 and Appendix A. Of course, injections may not occur in a worst-case manner or in a manner with this type of correlation. To assess the performance of our solution in a stochastic environment, we assume that u = (u p , u q ) is a uniform random vector in the box specified by the bounds in equation (22), and we sample N = 1000 realizations. For each realization, we solve the nonconvex model (25) , with the robust solution (ŝ p ,ŝ q ) obtained from model (7) under different Γ. We denote the mean violation by µ I , and the expected maximum violation by I max . Due to its probabilistic nature, we replicate this test 20 times to obtain a point estimate for I max and µ I as well as 95% confidence intervals. The mean and maximum violations decrease as we increase Γ from 1 to 3. However, interestingly, as Γ grows from 3 to 5 the violation increases in some test cases.
Our robust solution is feasible for all u ∈ U for the convex relaxation (7) by construction, and if we instead apply the infeasibility check on the convex relaxation of problem (25), infeasibility measures decrease monotonically, as one might expect. In contrast, Table 2 shows that if we assess feasibility of the robust solution in the nonconvex setting, this distinction can cause the solution for a larger uncertainty set (e.g., Γ = 5) to generate a larger infeasibility measure via µ I and I max .
We find that solutions for Γ = 5 tend to be conservative in that they generate larger amounts of Computational results for solving model (7) for a range of values of Γ, and then assessing feasibility, along with 95% confidence intervals, using 20 replications over 1000 uniformly distributed realizations over the hyper-rectangle governing u.
Next, we report the computational performance of Algorithm 1 and its scenario-appending improvement scheme. If we append scenario-specific constraints to the master problem, the master becomes larger and takes longer to solve, but this helps decrease the number of iterations of the cutting-plane algorithm. In Table 3 we show computational results for Cases 118 and 300, which best exemplify the effectiveness of the scenario-appending scheme. The table shows that direct application of Algorithm 1 fails to obtain an ε-feasible solution within 300 iterations, but by appending scenarios to the master, we solve Cases 118 and 300 in at most 15 iterations. The results that we report elsewhere in this section all use the improvement of appending scenarios to the master program in which n c , the number of replications after which a scenarioû ∈ U is appended to the master program, is n c = 1.
Parameters
No We present the test result in Table 4 . The number of extreme points of U is denoted by N and the number of iterations until ε-feasibility is achieved is denoted "iter." and the clock time of the two approaches is denoted by "time." For most of the test cases, solving the SOCPs in parallel requires less time than solving MISOCPs. When it does take longer to solve all SOCPs than the MISOCP, it is because the number of extreme points, N , is larger; see Γ = 3 for Cases 5, 9 and 118. This suggests the SOCP approach is only of benefit when |M| is modest. In our implementation, we note that solving the MISOCP is the computational bottleneck, and that we encountered numerical problems when solving the MISOCP for Case 2746. (14) and solving a set of SOCPs for the extreme points of U, with n c = 1 and Gurobi parameter NumericalFocus= 3.
MISOCP SOCP
Test Case Γ N iter. time (sec.) iter. time (sec.
Conclusions
In this paper we present a model to relax the nonconvex robust ACOPF problem to a robust convex program with recourse. A cutting-plane algorithm is proposed to solve the convex relaxation, and within each iteration of the cutting-plane algorithm, an MISOCP is solved to generate a cut separating the incumbent solution from the robust convex feasible region. In summary, we:
• formulated a two-stage robust model that permits full recourse decisions rather than simpler, e.g., linear, decision rules;
• established desirable convergence properties of a cutting-plane algorithm;
• showed that our algorithm can provide a good lower bound for the nonconvex ACOPF problem (6);
• found the solution to the robust convex relaxation model (7) is robust in the nonconvex setting, provided its deterministic QC relaxation is reasonably tight; and,
• reduced solution time in the cutting-plane algorithm by appending a small number of key scenarios to the master program.
There are many possible ways to extend the result of this research. One important direction is to reduce the computational effort required to solve the "separation problem," which is currently modeled as an MISOCP. Doing so would further facilitate scaling our algorithm to larger problems.
A Grouping Buses
To construct the uncertainty set U, we solve a facility location problem for each test case to cluster the buses. That is, while we solve the test instances with the full resolution of network topology, as indicated in equation (1c), uncertain injections at buses occur in concert within a cluster. We assume the distance between two directly connected buses is 1, and more generally, the distance between two buses is the length of the shortest path (counted in hops) between them. We select a total of |M| = 5 buses to be the "facilities" and assign each bus to a facility. All buses that are assigned to a facility are considered a cluster, i.e., elements of N m . The detailed formulation is expressed as follows:
Indices and index sets i ∈ N set of buses; J i ⊆ N set of buses eligible to be associated with bus i, i ∈ N ; Parameters d ij distance between bus i and j, i, j ∈ N ; N number of facilities (|M|); Decision variables x ij indicator of whether bus i is assigned to bus j, i, j ∈ N ; y i indicator of whether bus i is selected as a facility, i ∈ N .
Facility Location Problem:
To facilitate computational tractability, we control the size of J i via a distance threshold so that we can only assign one bus to another if their distance is within the threshold. The clusters formed by model (29) define the sets M and N m used in equation (1c) to construct U as described at the beginning of Section 2.
In addition to clustering buses, we distinguish uncertainty in load and in renewable generation as described in Section 4.1.1. The latter occurs only at a subset of buses, denote N G , and we now describe construction of this set. Once clusters are formed, we select the two buses in each cluster that have the largest capacity, defined by the sum of the capacities of the incident lines. If the cluster is a singleton, then only that bus is selected, and the process for other clusters remains the same. The buses selected in this way form set N G .
B QC Relaxation
We use the quadratic convex (QC) relaxation from Coffrin et al. [13] . Nonconvex functions in the ACOPF problem, such as quadratic, cosine and sine functions are transformed into a collection of second-order cone constraints and linear constraints. A McCormick relaxation is applied to linearize multi-linear terms. We also assume the difference in phase angles at adjacent buses i and
. The detailed formulation of the QC relaxation is expressed as follows:
Indices and index sets i ∈ N set of buses; k = (i, j, n) ∈ A set of lines; g ∈ G set of generators; g ∈ G i set of generators that are connected to bus i ∈ N ;
Parameters u 
Decision variables
active power generation at generator g, g ∈ G; s q g reactive power generation at generator g, g ∈ G; v i voltage magnitude at bus i, i ∈ N ; θ i phase angle at bus i, i ∈ N ; P k active power flow on line k, k ∈ A; Q k reactive power flow on line k, k ∈ A; cs k approximation term of cos
Formulation:
∀g ∈ G (30h)
Constraints (30b)-(30f) are simple bounds for voltage magnitude, difference in phase angles, phase angles and approximation terms for cos(θ i − σ k − θ j ) and sin(θ i − σ k − θ j ), respectively. Using the bound tightening techniques in (author?) [11] , we can derive the upper bounds and lower bounds of cos(θ i − θ j ) and sin(θ i − θ j ) as:
Constraints (30i) and (30j) are linearized versions of the power flow constraints in (3), and constraint (30k) replicates (5b), while active and reactive power flow balance constraints (30l) and The model includes valid inequalities described in (author?) [12] to further tighten this convex relaxation. One set of valid constraints uses the trigonometric relationship tan(θ) = sin(θ) cos(θ) to build valid inequalities on wc and ws as in (30ag) and (30ah), using the fact that wc ≥ 0. Another set of valid constraints, constraints (30ai)-(30aj), is called a lifted nonlinear cut. See (author?) [12] for a detailed derivation of the lifted nonlinear cut. Finally, we use constraints (30ak)-(30an) to make sure variables describing the forward flow are consistent with those describing the backward flow between the same pair of buses, wherek = (j, i, n) represents the backward flow of the flow k = (i, j, n).
C Detailed Formulation of Model (14)
In this section we first expand the formulation of model (14) , and then we explain the corresponding relationship between the dual variables and the primal constraints in formulation (14) 
The formulation above is an exact form of problem (14) . In this formulation, λ pt and λ qt are the dual variables of line transmission constraints (30i) and (30j), while λ p and λ q are the dual variables of the equivalent constraints of flow balance constraints (30l) and (30m) in problem (14) .
For approximation of function cos and sin, we use λ cs1 , λ cs2 , λ ss1 and λ ss2 to represent the dual variables of the upper bound and the lower bound of cs and ss respectively, and λ cs3 , λ ss3 and λ ss4
for constraints (30p)-(30r). Dual variables λ v correspond to constraint (30t). We denote the dual variables for the recourse freedom bounds as λ op,− , λ oq,− , λ op and λ oq .
We use λ vv1 -λ vv4 , λ wc1 -λ wc4 , λ ws1 -λ ws4 as the dual variables of McCormick relaxation constraints (30u)-(30af). The dual variables λ tan 1 and λ tan 2 correspond to the tangent tightening constraints (30ag) and (30ah), and λ lnc1 and λ lnc2 correspond to the lifted nonlinear cuts (30ai) and (30aj). For variable equality enforcement constraints (30ak)-(30ao), we use λ cse , λ sse , λ wce , λ wse and λ vve as their dual variables. The remaining SOCP constraints (30k), (30n), (30o) are (30s) have their dual variables as (µ 1 , ν 1 ), (µ 2 , ν 2 ), (µ 3 , ν 3 ) and (µ 4 , ν 4 ), respectively. Notice that those SOCP constraints can be rewritten in a standard form for duality derivation: With the dual variables established, we build constraint (31b) for the primal variable P , (31c) for Q, (31h) for v, (31i) forv, (31j) for vv, (31k) for wc, (31l) for ws, (31m) for cs, (31n) for ss, and (31o) for θ. Constraints (31p)-(31s) characterize the dual constraints for primal variables o p,+ , o p,− , o q,+
and o q,− . Constraints (31t)-(31ai) are the direct replicate of the linearization constraints of bilinear terms in problem (14) . Constraints (31aj) guarantees that for each bus the uncontrollable injection can be either at the nominal value or at one of the bounds. Constraint (31ak) is the budget constraint. Table 6 : Computational results for solving instances of model (7) for Cases 118 and 300 with Algorithms 1 and 2 with Γ = 3 and with a limit of 300 iterations.
D Bound Tightening Process
To understand this effect, we plot the violation (in base-10 log scale) and lower bound as a function of the iteration for Case 118 in Figure 2 . The red dots represent the value of U B corresponding to the ε-feasible solutions from running Algorithm 2. Without regularization, the master solution in the next iteration tends to move far from the incumbent solution. The corresponding cuts provide a global characterization of the feasible region, but it takes a long time to generate enough cuts to obtain an ε-feasible solution. On the other hand, the regularized algorithm tends to generate cuts within a local area, as the new probing solution is close to the incumbent and moves quickly towards the feasible region. It takes longer to solve (SDI) at a solution closer to the feasible region, which leads to a longer average time per iteration for Algorithm 2.
Every time an ε-feasible solution is obtained, the non-regularized master problem (M ) is solved to generate a lower bound. If there is still a large enough gap between the cost of that solution and the lower bound, the algorithm moves to the incumbent solution of (M ), which may lead to a large feasibility violation. This explains the large spikes in the plots of ρ = 1 and ρ = 10 in Figure 2 .
The process between two spikes can be considered as exploitation of a local area. When ρ = 10, there are many spikes which indicates that the algorithm reaches an ε-feasible solutions frequently, but in this case the cuts generated only characterize the feasible region locally, which eventually requires many rounds of exploitation before convergence. Even with an appropriately chosen ρ, the computational performance of Algorithm 2 is inferior to the scenario-appending technique presented in Section 3.3. 
