Abstract For a given 1-Lipschitz map u : R n → R m we define a partition, up to a set of Lebesgue measure zero, of R n into maximal closed convex sets such that restriction of u is an isometry on this sets. We consider a disintegration of the Lebesgue measure with respect to this partition. We prove that almost every conditional measure associated to a set of dimension m is equivalent to the restriction of the m-dimensional Hausdorff measure to its support. We provide a counterexample to the conjecture of Klartag that, given a vector measure on R n with total mass zero, the conditional measures, with respect to certain 1-Lipschitz map, also have total mass zero. We develop a theory of optimal transport for vector measures and use it to answer the conjecture in the affirmative provided a certain condition is satisfied.
partition, up to Lebesgue measure zero, of R n , associated to such a map and prove its basic properties. The sets of the partition are the maximal sets S such that the restriction of u to S is an isometry, i.e. preserves the Euclidean distance. Each such set we shall call a leaf of u. We prove that each leaf of u is closed and convex, hence it has a well-defined dimension. Our result is that the conditional measures of the Lebesgue measure induced by this partition and associated to the leaves of dimension m are equivalent to the restriction of the m-dimensional Hausdorff measure to their supports.
Below we denote by λ the Lebesgue measure on R n and CC(R n ) denotes the set of non-empty closed, convex subsets of R n , equipped with Wijsman topology.
Theorem 1 Let u : R n → R m be a 1-Lipschitz map with respect to the Euclidean norms. Then there exists a map S : R n → CC(R n ) such that for λ-almost every x ∈ R n the set S(x) is a maximal closed convex set in R n such that u| S(x) is an isometry.
Moreover, there exist a Borel measure on CC(R n ) and Borel measures λ S such that S → λ S (A) is ν-measurable for any Borel set A ⊂ R n and for ν-almost every S we have λ S (S c ) = 0, and for any A ⊂ R n λ(A) =
CC(R m )
λ S (A)dν(S).
Moreover, for ν-almost every leaf S of dimension m, the measure λ S is equivalent to the restriction to S of the m-dimensional Hausdorff measure.
Here we denote by S the map and a set. This should not lead to any ambiguation, as for λ-almost every y ∈ R n such that y ∈ S(x) for some x ∈ R n we have S(x) = S(y), see Corollary 4.
We conjecture that a similar result holds true for lower dimensional leaves, that is λ S is ν-almost everywhere equivalent to the dimS-dimensional Hausdorff measure restricted to S.
The absolute continuity of the conditional measures with respect to a partition into convex sets may fail to be true. Indeed, as proved in [2] and in [22] , there exists a measurable partition, up to a set of Lebesgue measure zero, of the unit cube in R 3 into pairwise disjoint line segments such that the conditional measures are Dirac measures.
The result enriches the knowledge of regularity properties of Lipschitz maps. For m = 1 such regularity was necessary to prove the existence of optimal transport map in the Monge's problem (see [28] , [1] , [10] ). We refer the reader to [30] , [29] and [9] for an account on the Monge's-Kantorovich's problem.
The possible applications of the result are in the localisation or dimensional reduction arguments, where the disintegration is an effective tool. A similar result to ours in case m = 1 has been used to derive new proofs and generalisations of isoperimetric inequality, Poincaré's inequality and others to the setting of mertic measure spaces satisfying curvature bounds. We refer the reader to [21] , [14] , [13] , [23] .
The proof relies on the area formula and Fubini's theorem and is based on a previous work [10] . See also [1] and [17] for similar approach to the Monge's problem. Another tool that we use is the Wijsman topology [31] on the closed subsets of R n which makes it a Polish space, so we may apply disintegration theorem.
Note that there exists a different method of proving the absolute continuity of the conditional measures in the case m = 1. This method is present in this context in [11] . It is also applied in [8] and in [12] . In [7] , it was used to complete the idea of a proof proposed by Sudakov in [28] of existence of an optimal Monge's map with norm cost. The Fubini's theorem and a clever application of the Thales' theorem are the core of the idea. The absolute continuity of the conditional measures is not proved directly, but, instead, it is shown that the measures of the orthogonal sections are absolutely continuous with respect to each other.
Suppose now that we are given a Borel probability measure µ on R n absolutely continuous with respect to the Lebesgue measure such that R n f dµ = 0 for some integrable function f : R n → R m such that
Let u : R n → R m be a 1-Lipschitz map such that
In [21] it is conjectured that R n f dµ S = 0 for ν-almost every S ∈ CC(R n ),
where {µ S |S ∈ CC(R n )} is disintegration of µ with respect to the leaves of u, and ν is the push forward of µ with respect to the map S.
We provide a counterexample to this conjecture. Moreover we show that such statement fails to be true even if we replace the set of 1-Lipschitz maps in (1) by any locally uniformly closed subset of 1-Lipschitz maps with respect to any norm on R n and any strictly convex norm on R m , unless the set of maps is trivial. Note that the outline of a proof of the conjecture suggested in [21] has a gap, as follows by [15] .
We develop a theory of optimal transport of vector measures and establish its basic properties. We show, among others, that for a given vector measure, there may be no optimal transport. However, if an optimal transport exists and has certain absolute continuity properties, then we prove that the conjecture of Klartag holds true.
Let us note that Theorem 1 provides a step towards a proof of another related conjecture of Klartag, see [21] , concerning the Riemannian manifolds satisfying the curvature-dimension condition CD(κ, N ).
Outline of the article
Here we describe the structure of the paper. In Section 3 we provide a careful definition of the partition associated to a 1-Lipschitz map. What will follow in the latter sections is the existence of the map S : R n → CC(R n ) satisfying the properties of Theorem 1. We prove that certain components of u are differentiable on certain leaves. Moreover we investigate the regularity of the derivative on the leaves of dimension m.
In section 4 we define a Lipschitz change of variables on certain sets, called clusters, that will allow us to use area formula and then Fubini's theorem to prove the regularity properties of the conditional measures.
In section 5 we prove measurability properties of the partition, which will allow us to show the map S : R n → CC(R n ) is measurable with respect to the Wijsman topology on CC(R n ). In section 6 we provide a proof of Theorem 1. A corollary of the theorem is a partial positive answer to another conjecture of Klartag of [21] .
In section 7 we provide a definition of optimal transport of R m -valued vector measures on a metric space. We prove basic theorems about the optimal transport of vector measures and show that it is a convex dual to the problem (1) . Using this theory we provide a positive answer the aforementioned conjecture, provided that there exists an optimal transport such that the marginals of its total variation are absolutely continuous.
In section 8 we assume that m > 1 and we provide an aforementioned counterexample which show that in general the so-called mass balance condition (2) does not hold true. Let F be any subset of 1-Lipschitz maps that is locally uniformly closed. We prove that (2) fails to be true, when the maximisation problem (1) is replaced by
unless F is trivial in the sense that any u that attains the above supremum is an isometry.
Partition and its regularity
If A ⊂ R n let us denote by Conv(A) the convex hull of A, i.e. the set
We define the affine hull Aff(A) of a set A ⊂ R n to be
We have
for all i = 1, . . . , k. Hence, for these i's, we have
Thus, adding up these inequalities multiplied by non-negative coefficients that sum up to 1, we get
for all z ∈ Z. Then, putting z = y, we obtain
i.e. x − y 2 ≤ 0.
n is called a leaf of u if u| S is an isometry and for any y / ∈ S there exists x ∈ S such that u(y) − u(x) < y − x .
In other words, S is a leaf if it is a maximal set, with respect to the order induced by inclusion, such that u| S is an isometry.
n is a convex set, then we shall call the tangent space of C the linear space Aff(C) − Aff(C). We shall call the relative interior of C the relative interior with respect to the topology of Aff(C). Moreoverũ is an isometry.
Proof Take any point z ∈ S such that
for some non-negative real numbers t 1 , . . . , t k that sum up to 1 and some points z 1 , . . . , z k ∈ S. We claim that
Moreover, by polarisation formula, u preserves the scalar product, i.e. for all r, s, t ∈
Thus, by Lemma 1, equation (4) holds true. We may now extend u to Conv(S) by affinity. That is, if x 1 , . . . , xr ∈ S are any points in general position, i.e. vectors (
are linearly independent, and s 1 , . . . , sr are any non-negative real numbers that sum up to 1, we set
Functionũ defined in such a way is affine. Hence, there exist a linear map T : V → R m defined on the tangent space V of Conv(S) and a vector b ∈ R m such that
for any y ∈ Conv(S) and some y 0 ∈ Conv(S). We claim thatũ is an isometry. For this, it is enough to check that T is isometric on a set (
, where r 0 , . . . , r l ∈ S are such that
The latter follows from the assumption that u is isometric on S.
Suppose now that we have another 1-Lipschitz extension v : Conv(S) → R m . To prove that v =ũ it is enough to show that v is affine. Choose non-negative real numbers s 1 , . . . , sr summing up to 1 and any points x 1 , . . . , xr ∈ S. Then, by 1-Lipschitzness and by the fact that v is isometric on S, we get, as in (5),
By Lemma 1 we see that
Any point in Conv(S) is a convex combination of points S, so the condition of affinity of v also holds for any convex combination of points in Conv(S).
Corollary 1 Any leaf S of u is a closed convex set and u| S is an affine isometry.
Let S be a leaf of u. Let P denote the orthogonal projection of R n onto the tangent space V of S. Let T : V → R m be a linear isometry such that
for any y ∈ S, some y 0 ∈ S and some b ∈ R m . Let Q denote the orthogonal projection of R m onto T (V ).
Lemma 3 Let S be a leaf of a 1-Lipschitz map u : R n → R m . Then Qu is differentiable in the relative interior of S. Moreover, if z 0 belongs to the relative interior of S, then
If u is differentiable in z 0 for some z 0 ∈ S, then QDu(z 0 ) = T P.
Proof Let z 0 , z belong to S. Take z 1 ∈ R n . Then, as u is 1-Lipschitz on R n and isometric on S, we have For such v, putting −v in this inequality, we get lim inf
Hence for any v ∈ T (V ), there exists a limit
It follows that lim
To prove the second assertion of the lemma, using (8), we see that for all
Arguing as above we infer that
Corollary 2 Suppose that S is of dimension m. Then u is differentiable in the relative interior of S.
Below by intS, clS, ∂S we understand the relative interior, the relative closure and the relative boundary of S respectively.
Proof We shall first show that there is no point belonging to intS 1 ∩ S 2 . For this, suppose that x 0 ∈ intS 1 ∩ S 2 . Then Lemma 3 implies that Qu is differentiable at x 0 with the derivative given by
where T is an isometry such that u(x) = T (x − x 0 ) + b for all x ∈ S 1 , P is the orthogonal projection onto the tangent space V of S 1 and Q is the orthogonal projection onto imT . In other words
For x ∈ S 2 we may write
Observe that if
Let x ∈ S 2 . For t ∈ [0, 1] let
By convexity of leaves, x t ∈ S 2 . Observe also that
It follows by (9) , (10) and by (11) that
Let v ∈ V ′ ∩ V . Then P v = v and thus, as T, T ′ are isometries, we infer that
Here Q ⊥ is the orthogonal projection onto imT ⊥ . Hence
It follows by (12) that
Define a linear map
where
We claim that S is an isometry. Indeed, by (14) and by orthogonality we see that
Moreover, by (13) , S is an extension of both T and T ′ . Define an affine map v :
Then v| S1 = u and v| S2 = u. Choose any points x ∈ S 1 and y ∈ S 2 . Then
Thus u is isometric on S 1 ∪ S 2 . By maximality S 1 = S 1 ∪ S 2 = S 2 , contradicting the distinctness of the two leaves. Hence
Repeating the above argument with S 1 and S 2 interchanged, we see that
Remark 1 We may proceed in the first part of the above proof alternatively. Namely, let x 0 ∈ S 1 ∩ S 2 . Let x 1 ∈ S 1 and x 2 ∈ S 2 . There exists isometries T and T ′ on the tangent spaces V and V ′ of S 1 and S 2 respectively such that
We may write
As x 0 ∈ intS 1 and the inequality holds true for all x 1 ∈ S 1 , we actually have equality above. It follows that for all v ∈ V and v
Hence there exists an isometry S : V + V ′ → R m that extends both T and T ′ . We finish the proof as before.
Proof Clearly, any zero dimensional leaf does not intersect any other leaf. Hence, z 0 belongs to two distinct leaves S 1 , S 2 of non-empty relative interiors. Suppose that u is differentiable at z 0 . Lemma 3 tells us that
where T is an isometry such u(z) − u(z 0 ) = T (z − z 0 ) for all z ∈ S 1 , P is the orthogonal projection onto the tangent space of S 1 and Q is the orthogonal projection onto imT . Arguing as in Lemma 4, we infer that S 1 = S 2 . This contradiction completes the proof.
Definition 3
The set of points belonging to at least two distinct leaves of a 1-Lipschitz function u : R n → R m we shall denote by B(u). Proof Corollary 3 implies that B(u) is contained in the set of non-differentiability of u. Rademacher's theorem (see e.g. [16] ) states that the latter is of Lebesgue measure zero.
We shall now study the continuity properties of the derivative of u. Our approach is an adaptation of an approach from [10] . The lemma below appears in [10] in a more general form.
Lemma 6 Let S 1 , S 2 be two leaves of dimension m. Let y 1 ∈ intS 1 and let y 2 ∈ intS 2 be such that u(y 1 ) = u(y 2 ). Then
Here σ = min{dist(y 1 , ∂S 1 ), dist(y 2 , ∂S 2 )}.
For each number i = 1, 2 and j = 1, . . . , m there exist points z i,j , x i,j ∈ S i such that
Moreover, for any i = 1, 2 and j = 1, . . . , m,
Let (e k ) n k=1 be an orthonormal basis of R n . Then
Recall that
and Du(y 1 ), Du(y 2 ) are compositions of an isometry with a projection onto span z 1,j − y 1 |j = 1, . . . , m and span z 2,j − y 2 |j = 1, . . . , m respectively. Thus, for i = 1, 2,
It follows now from (18) and (17) , that
We shall now show that for any j = 1, . . . , m
and
Use of (16) and the fact that u(y 1 ) = u(y 2 ) and that u is 1-Lipschitz yields
This proves (19) . The second inequality (20) we prove analogously. Lemma 5 tells us that
The proof is complete.
Lipschitz change of variables
Let us recall a lemma taken from [16, §3.2.9] .
m be a continuous function. Then the set {x ∈ R n |f is differentiable at x and Df (x) has maximal rank} admits a countable Borel covering (G i )
such that for any i ∈ N there exists an orthogonal projection p : R n → R n−m and Lipschitz maps
be the level set. Then the set Sp ∩ {x ∈ R n |u is differentiable at x and Du(x) has maximal rank} has a countable Borel covering (S
of bounded sets such that for all i ∈ N there exist Lipschitz functions w :
Proof We apply the above lemma and obtain a countable covering consisting of Borel sets G i , orthogonal projections π i : R n → R n−m and Lipschitz maps
The sets G i ∩ Sp form a countable Borel covering of Sp. For any i ∈ N define
is the projection on the second variable, and
Choose a countable dense set Q in R m .
be the Borel cover of Lemma 8 associated to the level set
For each i, j ∈ N let the cluster T pij denote the union of all m-dimensional leaves S of u which intersect S i p and for which the point of intersection z ∈ S i p is separated from the boundary of the leaf by distance at least 1/j. Denote by intT pij the union of the interiors of all m-dimensional leaves S of u as above.
Lemma 9
The union of all m-dimensional leaves is covered by the clusters
Moreover for each m-dimensional leaf S and each cluster T pij either
Proof Let S be a m-dimensional leaf of u. Then u, if restricted to S, is an isometry onto a subset of R m with non-empty interior. Thus, there exists a point p ∈ Q ∩ intu(S). In particular S ∩ Sp = ∅. The point x in the intersection belongs to one of the covering sets S i p of Lemma 8 and lies in a positive distance from the boundary of the leaf, so S ⊂ T pij for some j ∈ N. If the interior of some other leaf intS intersects one of the leaves comprising the cluster T pij , then Lemma 4 implies that they are equal and hence S ⊂ T pij . This completes the proof.
Lemma 10 Each cluster T pij ⊂ R n admits a map
and its inverse
i) for each λ > 0 and ρ > 0, G is a Lipschitz map on the set
here Sx is the unique leaf of u such that x ∈ Sx and z ∈ Sx is the unique point in
where w : R n → R n−m is the map from Lemma 8.
Proof Lemma 4 shows that the relative interiors of leaves do not intersect any other leaf. Moreover u is an isometry on each leaf. Therefore, every point x ∈ intT pij belongs to a unique leaf and each leaf intersects the level set Sp in a single point
on the cluster intT pij . Let (a, b) ∈ G(intT pij ) and let v be the map parametrising
p belongs to a relative interior of some leaf S and lies in a distance at least 1/j from the relative boundary of the leaf. Define
Let x ∈ intT pij belong to a leaf S that intersects Sp at a point z. Then
and there exists an isometry
and Du(z) = T P , where P is the orthogonal projection onto the tangent space of S. We infer that
We shall now prove that for ρ > 0, the mapping F is Lipschitz on
We first claim that
p is in a distance at least 1/j from the relative boundary of a leaf S that contains v(a). Thus, by Lemma 6 and Lemma 8, we infer that for a, a
. It remains to prove assertion i) of the lemma. Let λ > 0 and ρ > 0. We shall first show that the derivative Du is Lipschitz on T λ,ρ pij . Let x, x ′ ∈ T λ,ρ pij belong to the leaves S and S ′ respectively. If
there is nothing to prove, as
Therefore, assume that x − x ′ < λ/2 and hence
Thus, the point
belongs to the leaf S ′ , since the boundary of S ′ is at least distant by λ from x ′ . Moreover,
and the distances from x, y ′ to the boundaries of S and S ′ respectively are at least λ/2. Lemma 6 yields that
Moreover, x ′ , y ′ ∈ S ′ belong to the same leaf and u(x) = u(y ′ ), so
By the triangle inequality
We infer that
Turning to G, we estimate
As
Let z, z ′ be the points where S and S ′ pierce S i p . Since
the same definition gives
As w is Lipschitz it follows that for some C > 0,
by (23), (24) and (25) . Now, as x ∈ T λ,ρ pij it follows that
The above, (26), (27) and (28) yield that G is Lipschitz on T λ,ρ pij .
Measurability
Below G n,k denotes the space of all k-dimensional subspaces of R n . For V ∈ G n,k and W ∈ G m,k we denote by O(V, W ) the set of all isometries on V with values in W and by P V : R n → R n the orthogonal projection onto V . Then G n,k is a compact if equipped with the metric given by
Here · denotes the operator norm with respect to the Euclidean norm on R n .
Lemma 11 For any k ∈ {1, . . . , m} the functions α k : R n → R ∪ {∞} are upper semicontinuous.
Proof Choose a sequence (x l ) ∞ l=1 that converges to x 0 such that there exists a limit
We need to show that
By compactness of G n,k and of G m,k we may assume that the sequences of V l and W l are convergent to some V 0 ∈ G n,k and W 0 ∈ G m,k and that
, we may assume that there exists S 0 , R 0 such that
It follows that S 0 : V 0 → W 0 and R 0 : W 0 → V 0 are mutual reciprocals. Moreover, they are isometric. Indeed, for any v, w ∈ R n , we have
Thus, putting T 0 to be S 0 restricted to V 0 , we have proven the claim. Choose any v 0 ∈ V 0 of norm v 0 < α k . Then, by the definition of metric on G n,k , the sequence P V l v 0 converges to v 0 Moreover, for sufficiently large l,
Passing to the limits we obtain
converges to infinity monotonically. Then there exist V l , W l and T l as before, such that V l converges to V 0 , W l converges to W 0 and T l P V l converges to T 0 P V0 . Taking any v 0 ∈ V 0 of norm at most l ∈ N we may show that
Below we shall denote the unit ball by B n = {x ∈ R n | x ≤ 1}.
Definition 6 For k ∈ {1, . . . , m} define β k : R n → R by the formula
where B(x, ǫ) = {y ∈ R n | x − y < ǫ} and V C = span(C) and C n,k (ǫ) is the set of all convex cones C in R n of dimension k such that
Here λ k is the Lebesgue measure on the k-dimensional ball
Lemma 12 For any k ∈ {1, . . . , m} the function
Proof Choose a sequence (x l ) ∞ l=1 that converges to x 0 and such that there exists a limit
It follows from the definition of β k (x l ) that there exist
Consider the sets K l = C l ∩ B n . These are compact, convex sets. Taking a subsequence, we may assume that there is a compact, convex set K 0 ⊂ B n such that K l converges to K 0 in the Hausdorff metric. Moreover (see [3] ),
Passing to a subsequence, we may assume that V C l converges to some V 0 ∈ G n,k . We claim now that V C l converges to V C0 . Choose any v 0 ∈ V C0 . Then there exist real numbers λ 1 , . . . , λ k and c 1 , . . . , c k ∈ K 0 such that
By the convergence in the Hausdorff metric we infer that there exist (c j,l )
Hence V 0 = V C0 and we have proven the claim. Passing again to a subsequence, we assume that (W l ) ∞ l=1 converges to W 0 ∈ G m,k . As in Lemma 11 we show that there exists T 0 ∈ O(V C0 , W 0 ) such that
Hence, there exists a sequence (z l )
For sufficiently large l,
For l as above, we have
Passing to the limit, it follows that
Lemma 13 A point x ∈ R n belongs to a leaf S of u of dimension at least k if and
n belongs to a leaf S of u of dimension exactly k if and only if β k (x) > 0 and β k+1 (x) = 0.
Proof Suppose that x 0 ∈ R n belongs to a leaf S of u of dimension l ∈ {k, . . . , m}. Let V denote the tangent space of S. Choose a point x 1 ∈ intS and ǫ 0 > 0 so that
Then C is a convex cone containing 0, of dimension l and such that
provided that ǫ is sufficiently small. Moreover, by convexity of S, u is isometric on
With use of Kuratowski's-Zorn's lemma choose a leaf S of u containing
Then the dimension of S is at least k. The second assertion is a trivial consequence of the first assertion. 
That is
It follows from the Kuratowski's-Zorn's lemma that x 0 belongs to a leaf S of u. As β k+1 (x 0 ) = 0, this leaf is of dimension k and x 0 belongs to the relative interior of S.
Corollary 5 Let k ∈ {0, . . . , m}. Then the union of all leaves of u of dimension k is Borel measurable. Moreover, the union of all relative interiors of leaves of u of dimension k is a Borel set and so is the union of all relative boundaries of leaves of u of dimension k.
Below we adapt a convention that inf ∅ = ∞.
n such that α k (x) > 0 and β k+1 (x) = 0 and
Here Sx is the unique leaf of u such that x ∈ Sx.
Lemma 15 For any k ∈ {0, . . . , m} and ρ > 0, the function γ k,ρ is Borel measurable.
Proof As α k and β k+1 are Borel measurable, it is enough to show that γ k,ρ is Borel measurable on
We claim that γ k,ρ is lower semicontinuous on
We shall show that
We know that there exists sequence (z l )
Moreover, as
passing possibly to a subsequence, we may assume that (z l ) ∞ l=1 converges to some z 0 ∈ Sx 0 . Again passing to a subsequence, we may assume that (t l ) ∞ l=1 converges to some t 0 ≥ 0. Taking limits in (29) we see that
by the formula y K = inf t > 0|y ∈ tK . Proof If y ∈ intK, then, as 0 + y = y ∈ intK, it follows by continuity of addition, that y + w ⊂ intK provided that w ≤ ǫ, for ǫ > 0 sufficiently small. Observe that y/s ≤ ǫ if s ≥ y /ǫ and thus for large s > 0
(1 + 1/s)y ∈ K.
Hence y K ≤ s s+1 < 1. Conversely, suppose that y K < 1. Then y ∈ tK for some t < 1. As 0 ∈ intK, there exists ǫ > 0 such that if w ≤ ǫ, then w ∈ K. Hence, if w ≤ ǫ(1 − t), then
by convexity of K.
Assume that K is compact. Suppose that y ∈ ∂K. Then clearly y K ≤ 1 and, by the above y K ≥ 1.
Conversely, let y K = 1. Then there exists a sequence of positive numbers (t l ) ∞ l=1 converging to 0 and a sequence (
Taking a convergent subsequence from (x l ) ∞ l=1 we see that y = x 0 for some x ∈ K.
Lemma 16 If x ∈ R n belongs to relative interior of a leaf S of u of dimension at k,
If x ∈ R n does not belong to relative interior of any leaf of dimension k, then
Proof Suppose that x ∈ R n does not belong to relative interior of a leaf of u of dimension at least k. Then Lemma 14 and Definition 7 tells us that γ k,ρ (x) = ∞.
Let now x ∈ intS, where S is a k-dimensional leaf. By Lemma 4, x belongs to a unique leaf. The assertion of the lemma follows readily from definitions.
Definition 9 Let k ∈ {0, . . . , m}. We shall denote by T k union of all k-dimensional leaves of u, by intT k union of all relative interiors of all k-dimensional leaves of u and by ∂T k union of all relative boundaries of all k-dimensional leaves of u.
Lemma 17 For each p ∈ Q and each i, j ∈ N the cluster intT pij and its image G(intT pij ) are Borel sets. Moreover ∂Tm is a Borel set of Lebesgue measure zero.
Proof Fix p ∈ Q and i, j ∈ N. Recall the Borel set S 
as follows by the definition (21) and Lemma 8. Let ρ > 0. Definition of the cluster
Here This is to say,
As γm,ρ is Borel measurable, it follows that G(T 0,ρ pij ) is a Borel set. As
we conclude that G(intT pij ) is Borel as well. Clearly, Λ is also a Borel set. Lemma 10 shows that F , the inverse of G on its image, is well-defined and injective on G(intT pij ). On the sets G(T 0,ρ pij ), ρ ∈ N, function F is Lipschitz and
Using [16, §2.2.10], we see that T 0,ρ pij is a Borel set. Using (32) again, we see that intT pij is a Borel set.
We shall show that ∂Tm has Lebesque measure zero. Recall, that Corollary 5 tells us that ∂Tm is a Borel set. Consider the set
By Fubini's theorem, λ(Gρ) = 0, as boundaries of convex sets have Lebesgue measure zero.
Recall that F is a Lipschitz map on G(T 0,ρ pij ). Using Kirszbraun's theorem (see e.g [20, 26] ) we extend the restriction of F to G(T 0,ρ pij ) to a Lipschitz map Fρ on R n−m × R m . Now, for any such extension,
Indeed, let
is bounded by (31) and by (30) . Hence, passing to a subsequence we may assume that it converges to some (a,
and thus
This would contradict the fact that x ∈ ∂Tm. Hence (a, b) / ∈ G(T 
and hence is Lebesgue measurable. By Lemma 9 the sets T pij form a countable covering of ∂Tm. It follows that λ(∂Tm) = 0. This concludes the proof.
Corollary 6 For any p ∈ Q, i, j ∈ N, the set T pij is Lebesgue measurable.
Proof T pij is a union of a Borel set intT pij and a set ∂Tm ∩T pij of Lebesgue measure zero. Indeed, the new cluster is a subset of the old one, so the former maps suffice. From the modification procedure it follows also that Lemma 9 still holds true. Moreover, the leaf S corresponding to a point z ∈ Sp ∩ S pij satisfies dist(z, ∂S) > 1/j.
Also the assertions of Lemma 10 hold true with the old maps and so does the assertions of Lemma 17, as follows from the modification procedure.
Disintegration of measure
The aim of this section is to prove the following theorem.
Theorem 2 Let u : R n → R m be a 1-Lipschitz map with respect to the Euclidean norms. Then there exists a map S : R n → CC(R n ) such that for λ-almost every x ∈ R n the set S(x) is a maximal closed convex set in R n such that u| S(x) is an isometry.
Moreover, there exist a Borel measure on CC(R n ) and Borel measures λ S such that S → λ S (A) is ν-measurable for any Borel set A ⊂ R n and for ν-almost every S we have λ S (S c ) = 0, and for any
Before the we provide a proof let us define necessary tools and note its several properties.
Let CL(R m ) denote the space of closed non-empty sets in R m . On CL(R m ) we introduce the Wijsman topology (see [31] ). It is the weakest topology such that the mappings
are continuous for all x ∈ R m . By a result of Beer (see [4] ), the set CL(R m ) equipped with this topology is a Polish space. Let CC(R m ) denote the set of all closed convex, non-empty sets in R m . Then CC(R m ) is a closed subset of CL(R m ), hence also a Polish space. Let X be a measurable space. In [19] (see also [5] ) it is proved that a function f :
is measurable if and only if it is measurable as a multifunction. The latter is defined by the condition that for any open set
Let X, Y be two Polish spaces. Let η be a non-negative Borel probability measure on X, T : X → Y be a Borel measurable map and let ν be the push-forward of η by T , that is a Borel probability measure on Y such that for a Borel set A in Y we have
A disintegration of η with respect to T is a collection of Borel probability measures {ηy|y ∈ Y } on X, such that if y ∈ T (X), then ηy(T −1 (y)) = 1 for ν-almost every y ∈ Y , if f is an integrable function with respect to η, then for ν-almost every y ∈ Y , f is integrable with respect to ηy, the function
is ν-measurable, and moreover
We shall also say that {ηy|y ∈ Y } are conditional measures.
We shall use the following theorem (see e.g. [18] ). We refer also to [24] for a more general approach. Proof (Proof of Theorem 2) In the previous sections we have defined leaves S of u. We have proved that for almost every x ∈ R n there is a unique leaf S that contains x and that the set of non-uniqueness B(u) is contained in a Borel set N (u) of non-differentiability of u, which is of measure zero.
We have a well-defined map S : R n → CC(R n ) that assigns to a point x ∈ R n \ N (u) a unique leaf S(x) that contains x and on N (u) we set S(x) = {x}.
Note that for any compact set K ⊂ R n the set {x ∈ R n |S(x) ∩ K = ∅} is equal to
Therefore by, Lemma 13, and the fact that the map
is lower semicontinuous, and that any open set U ⊂ R n is a countable union of compact sets, the map S is Borel measurable.
We shall use this to obtain the disintegration of measures. Recall that CC(R n ) and R m are Polish spaces and that S is a Borel measurable map. Let us now consider a Borel probability measure λr which is the normalised restriction of the Lebesgue measure to a Borel set R of finite positive Lebesgue measure. Applying the Theorem 3 to the spaces R n and CC(R n ) and map S we obtain a disintegration {λ S |S ∈ CC(R n } such that for ν-almost every leaf S of u we have λ S (S) = 1, i.e. λ S is concentrated on S, for any set A ⊂ R n the function
is ν-measurable and
If we let R vary and take a countable partition of R n into pairwise disjoint sets of finite and positive Lebesgue measure, then adding up the above conditional measures, we obtain the conditional measures for the full Lebesgue measure.
We shall use the notation from previous sections. Fix p ∈ Q and i, j ∈ N and consider the cluster intT pij . Let
By Lemma 10, the map F is a bijection of G(intT pij ) and intT pij . As for any ρ > 0, F is Lipschitz on T 0,ρ pij and these sets are a covering of the cluster intT pij we may apply the area formula (see e.g. [16, §3.2.5]) to infer that for any integrable
Here JnF denotes the n-dimensional Jacobian of F . Define a function
by the formula
Observe that f is non-negative and Borel measurable, as G(intT pij ) is a Borel set by Lemma 10. Putting φ = 1 intTpij in (33) shows that f is integrable. By Fubini's theorem, the functions f (x, ·) are integrable for almost every point x ∈ R n−m and we have
Observe now that (a, b) ∈ G(intT pij ) if and only if there exists an m-dimensional leaf Sa ⊂ T pij intersecting T pij at a point z and a point x ∈ Sa such that
Note that F on G(intSa) is an isometry. Therefore by a linear change of variables
Here Hm is the m-dimensional Hausdorff measure on R n . Let
Note that the map
is Borel measurable and that for any integrable Borel measurable function φ we have
as the boundaries of convex sets have Hausdorff measures of appropriate dimension zero. Here that sends a point a ∈ Λ to the unique leaf
such that a = w(z) for a point z ∈ intSa ∩ T pij . Then H is Borel measurable with respect to the Wijsman topology on CC(R m ). Indeed, as noted before, the Borel measurability with respect to the Wijsman topology is equivalent to that for any open set U ⊂ R m the set
is Borel measurable. Let π denote the projection on the first coordinate
As U is open the above set is equal to
which is Borel measurable, by the measurability of the map a → π −1 (a). Moreover, H is an injection.
By the above considerations we see that
where ρ is the push forward of the measure m(a)dλ(a) by the map H. Hence {λ ′ S |S ∈ H(Λ)} constitutes a disintegration of λ pij with respect to the map S. Indeed, it follows by taking φ to be the indicator function of S −1 (C) for C ⊂ CC(R n ) that ρ = ν. Applying the above result to each cluster separately we infer that for ν-almost every S the conditional measures λ ′ S are equivalent to the restriction of the mdimensional Hausdorff measure to S.
The uniqueness part of Theorem 3 and the fact that ∂Tm has Lebesgue measure zero (by Lemma 17) implies that the conditional measures λ S are ν-almost surely equivalent to the restriction of Hm to S.
Let us remark that he technique of Lipschitz change of variables does not apply readily in the case of leaves of non-maximal dimension. The reason is that the linear spaces spanned by the images of the tangent spaces to distinct leaves of u may vary and thus for an analogue of Lemma 3 the proof would have to be modified. 
Moreover, for ν-almost every leaf S of dimension m, the measure µ S is absolutely continuous with respect to the m-dimensional Hausdorff measure.
Proof Follows directly from Theorem 2.
The corollary above is a step towards establishing a conjecture of Klartag (see [21] ).
Optimal transport for vector measures
In this section we study the following variational problem. Let µ be a Borel, R mvalued measure such that µ(R m ) = 0. We consider
Suppose that µ is absolutely continuous with respect to the Lebesgue measure. It was conjectured in [21] that if u attains the above supremum, then the disintegration
of µ with respect to the partition formed by the leaves of u satisfy
We provide a counterexample to this conjecture. We also develop theory of optimal transport for vector measures, which provides a dual formulation for (34).
Definition 10
Let Ω be a topological space and let π : B(Ω) → R m be a vector measure on the σ-algebra B(Ω) of Borel subsets of Ω. We define its total variation π : B(Ω) → R by
for all A ∈ B(Ω).
It can be shown (see [25] ) that total variation of a vector measure is a nonnegative finite measure.
Let X be a metric space with metric d. Let µ be R m -valued measure on Borel σ-algebra B(X) of X. If π is a R m -valued measure on Borel σ-algebra B(X × X), we write P 1 π for the first marginal of π, i.e. the measure given by
for all A ∈ B(X), and P 2 π for the second marginal of π,
for all B ∈ B(X). We shall consider an optimization problem
Here Γ (µ) is the set of all R m -valued measures π on B(X × X) such that
To check whether (36) defines a meaningful quantity, we have to check if Γ (µ) is non-empty.
We shall need the following definition.
Definition 11 Let F, G be two σ-algebras on X, Y respectively. Let σ : F → R m and let θ : G → R be two measures. An unique measure σ ⊗ θ :
for all v ∈ R m we shall call the product measure. Here σ, v ⊗ θ is the usual product measure of R-valued measures. 
Proof Clearly, if there exists π ∈ Γ (µ), then
so the condition (37) is satisfied. Conversely, assume that (37) holds true. If µ is equal to zero, then π = 0 belongs to Γ (µ). Let ν be any Borel probability measure on X. Set π = µ ⊗ ν.
Here µ ⊗ ν is the product measure, see Definition 11. Then for any A ∈ B(X), we have
This is to say,
The quantity defined by (36) we shall call the Kantorovich's-Rubinstein's norm of µ (see e.g. [9, 29, 30] for references about the classical Monge's-Kantorovich's problem).
for some (equivalently: any) x 0 ∈ X.
Proof Define π = µ ⊗ δx 0 .
Here δx 0 is a probability measure such that δx 0 ({x 0 }) = 1. Then π ∈ Γ (µ) and
This shows that I(µ) < ∞, provided that (38) is satisfied. The equivalence of finiteness of
for any y ∈ X follows by triangle inequality.
Definition 12
We define the Wasserstein space W 1 (X, R m ) of all Borel measures µ on X with values in R m such that µ(X) = 0 and
for some x 0 ∈ X. We endow it with a norm µ W1(X,R m ) = I(µ).
Before we proceed let us recall some definitions.
Definition 13 Let X be a Hausdorff topological space. We say that a non-negative measure µ : B(X) → R is inner regular if for any Borel set B ∈ B(X) we have
We say that µ is locally finite if for any x ∈ X there exists a neighbourhood U of x such that µ(U ) < ∞.
We say that µ is a Radon measure if it is inner regular and locally finite. We say that X is a Radon space if every Borel probability measure on X is a Radon measure.
Lemma 18
Suppose that X is a Radon space. Let µ : B(X) → R m be a Borel measure.
Suppose that for any Lipschitz function u :
Then µ = 0.
Proof We may assume that m = 1. Let µ = µ + − µ − be Hahn's-Jordan's Decomposition of µ. There exists two disjoint Borel sets A, B ⊂ X with µ + (A c ) = 0 and µ − (B c ) = 0. Choose any Borel set E ⊂ A. As any finite measure on X is inner regular, for any ǫ > 0, there exists a compact set K ⊂ E such that
Define a function uǫ by the formula
Then uǫ is Lipschitz, equal to 1 on K and equal to 0 on the complement of
Therefore, by the above,
Letting ǫ → 0, we get µ + (E) = 0. It follows that µ + = 0. By symmetry, µ − = 0. This is to say, µ = 0.
Remark 4
In what follows, we shall always assume that underlying space X is a Radon space.
Proof Let us first check that Then for any π ∈ Γ (µ) we have
It follows by Lemma 18, that µ = 0. Homogeneity of · W1(X,R m ) is clear. Let us show that the triangle inequality holds. For this choose measures µ, ν ∈ W 1 (X, R m ) and any measures π ∈ Γ (µ) and ρ ∈ Γ (ν). Then
Taking infimum over all π, ρ we see that the triangle inequality holds.
Proposition 5
The linear space F of measures of the form
Proof Choose any measure µ ∈ W 1 (X, R m ). Choose any ǫ > 0. Choose any point x 0 ∈ X and a compact set K such that
Choose pairwise disjoint Borel sets A 1 , A 2 , . . . , A k ⊂ K such that the diameter of each is at most ǫ and
Consider the restrictions µ i = µ| Ai of the measure µ to the sets A i , i = 1, 2, . . . , k. Choose any points x i ∈ A i . Then, as
we have
Then ν ∈ F. By triangle inequality
This concludes the proof.
Corollary 8 If X is separable, then so is the Wasserstein space W 1 (X, R m ).
Proof Choose a countable dense subset A ⊂ X and a countable dense set B ⊂ R n . Consider a measure µ given by
The conclusion follows now from Proposition 5.
i.e. the Banach space of R m -valued Lipschitz functions on R n taking 0 value at x 0 , with norm
x, y ∈ X, x = y .
Proposition 6 Define
for any w ∈ R m . Then S, T are mutual reciprocals and establish an isometric isomor-
Proof Choose any π ∈ Γ (µ). Then P 1 π − P 2 π = µ. Thus, if u is a Lipschitz map, then
Taking infimum over all π ∈ Γ (µ), we see that
The above calculation shows that the formula (41) 
we have µx,y,w W1(X,R m ) ≤ 1 and
We shall now show that T • S = Id. Take any functional λ ∈ W 1 (X, R m ) * . Set σx,w = (δx − δx 0 )w.
Then S(λ) : X → R m is defined by the formula
It is clear that the above formula defines S(λ) uniquely. Then we claim that map
and as
we see that
Suppose that ν = (δx − δy)z. We compute
We see that T (S(λ)) and λ are equal on the set spanned by (δx − δy)z, where x, y ∈ X, z ∈ R m . By Proposition 5, we see that T (S(λ)) and λ are equal on W 1 (X, R m ). Let us show also that S • T = Id. Choose any w ∈ R m and any map u ∈ L(X, R m ). Then
Moreover, there exists 1-Lipschitz function u 0 such that
Proof Notice first that the left-hand side of (44) is clearly at most the right-hand side of (44). Take any µ ∈ W 1 (X, R m ). Then by Hahn's-Banach's theorem there exists a continuous linear functional λ of norm 1 such that
By Proposition 6, we know that λ is of the form
for some Lipschitz map u 0 . The Lipschitz constant of u 0 is equal to one, as
This completes the proof.
Definition 15 Any 1-Lipschitz function u : X → R m such that (45) holds we shall call an optimal potential of measure µ.
we shall call an optimal transport for µ.
Theorem 4 Let µ be a Borel measure such that µ(X) = 0. Let u ∈ L(X, R m ) be a 1-Lipschitz map. Let π ∈ Γ (µ). The following conditions are equivalent:
iv) u is an optimal potential for µ and π is an optimal transport for µ.
Moreover, if the above conditions hold, then
Proof Assume that iii) holds. Observe that
then by iii) we see that in the above inequalities we have equalities. Suppose that i) holds. Clearly
If we had strict inequality in ii) for some Borel set A ⊂ X × X, then the above computations shows that we would get strict inequality in i). Condition iv) is reformulation of i). The last part of the theorem follows readily from ii). Definition 17 We say that a Borel set A ⊂ R n is a transport set associated with u if it is a Borel set enjoying the following property: if x ∈ A \ B(u) and y ∈ R n is such that
We say that a measure
Proof The assertion is that
By the Kirszbraun's theorem any 1-Lipschitz function u : X → R m extends to a 1-Lipschitz functionũ : R n → R m . Clearly, for any such extension
The assertion follows.
Suppose that µ ∈ W 1 (R n , R m ) is absolutely continuous with respect to the Lebesgue measure. The following theorem shows that if there exists an optimal transport for µ such that its total variation has absolutely continuous marginals, then the conjecture of Klartag holds true. Note that such existence is clear for m = 1.
is absolutely continuous with respect to the Lebesgue measure on R n . Let u be an optimal potential for µ and let π ∈ Γ (µ) be an optimal transport of µ such that P 1 π and P 2 π are absolutely continuous with respect to µ .
If A is a transport set associated with u, then i) π| A×A ∈ Γ (µ| A ) is an optimal transport of µ| A ; in particular µ(A) = 0, ii) u is an optimal potential of µ| A .
Moreover, if { µ S |S ∈ CC(R n )} is a disintegration of µ with respect to S : R n → CC(R m ), then for ν-almost every S ∈ CC(R n ) we have By the assumption on π,
By Theorem 4, π (I c ) = 0. Thus π is concentrated on the set
Suppose that (x, y) ∈ C. Then, as A is a transport set, by the definition of B(u),
x ∈ A if and only if y ∈ A.
Let η = π| A×A . To prove i), it is enough to show that η is an optimal transport and that η ∈ Γ (µ| A ).
For this, let D ⊂ R n be any Borel set. Using the fact that π ∈ Γ (µ) and the fact that π (C c ) = 0 and (47), we have
It follows that
Therefore, by (47),
By condition ii) of Theorem 4 we see that
Theorem 4, condition iii), tells us that π 0 | A×A is an optimal transport and u 0 is an optimal potential. The second part of the theorem follows readily from the first one.
Counterexample
We shall now provide necessary tools for the aforementioned counterexample.
are optimal potentials of µ k respectively and that u k converge uniformly to u 0 : X → R m . Then u 0 is an optimal potential of µ 0 .
and such that the kernel of the map
where x 1 , . . . , x m+1 ∈ R n are pairwise distinct points to be specified later. Here λ denotes the Lebesgue measure on R n . Then µǫ ∈ W 1 (R n , R m ). Suppose that there exist optimal transports π k ∈ Γ (µǫ k ) such that
where (ǫ k ) ∞ k=1 is some sequence converging to zero. Then by Theorem 5 we have
for any transport set A k of u k , where u k : R n → R m is an optimal potential of µǫ k . For k ∈ N and i = 1, . . . , m + 1 consider the union N ik of all non-trivial leaves (i.e. of dimension at least one) that intersect B(x i , ǫ k ). Then N ik is a transport set. Indeed, its Borel measurability follows from measurability of the map S, which is proven before. Thus µ(N ik ) = 0. Hence,
As µǫ k , by Lemma 21, is concentrated on non-trivial leaves of u k , we have for
By (49) and assumption on the vectors v 1 , . . . , v m+1
Thus we infer that for any k ∈ N and for all r, s = 1, . . . , m + 1, r = s, there exist points (x Thus, by the locally uniform convergence, u 0 is an isometry on {x 1 , . . . , x m+1 }. Observe that
Now Lemma 20 tells us that u 0 is an optimal potential of µ 0 . Suppose now that points x 1 , . . . , x m+1 are such that for i = j, i, j = 1, . . . , m,
Then if we define h :
then h is 1-Lipschitz. By Kirszbraun's theorem we may assume that h is defined on the whole plane. Moreover for
Theorem 4 yields that h is an optimal potential and π is an optimal transport. It follows that
Theorem 4 tells us that also
As u 0 is an isometry on {x 1 , . . . , x m+1 }, It follows that
which is not true, as the inequality in (50) is strict. The obtained contradiction shows that there is no such sequence (ǫ k ) ∞ k=1 , i.e. there exists ǫ 0 > 0 such that for all ǫ ∈ (0, ǫ 0 ) there is no optimal transport with absolutely continuous marginals.
The following theorem bases on the same idea as the former one. Note that we do not require below that the norms on R n and on R m are Euclidean. The leaves and transport sets are defined as in the Euclidean case. 
we have µ(A) = 0 for any transport set of u 0 . Then either m = 1 or m > 1 and then m = n and any u ∈ F is affine and any F-optimal potential is an isometry; in particular R n and R m , with the considered norms, are isometric.
If m = n and any F-optimal potential is an isometry, then µ(A) = 0 for any transport set of its F-optimal potential.
Above, if µ ∈ M 0 (R n , R m ) and a map u 0 ∈ F is such that (51) holds true, then we call u 0 an F-optimal potential of µ.
Proof Suppose that m > 1. Choose any pairwise different x 1 , x 2 , x 3 ∈ R n and v 1 , v 2 , v 3 ∈ R n in general position such that Choose an F-optimal potentials uǫ for νǫ respectively. Observe that νǫ(Bǫ) = 0 for any Borel set consisting of zero-dimensional transport sets. Whence, νǫ is concentrated on at least one-dimensional transport sets of uǫ. Let N iǫ denote the union of all non-trivial leaves that intersect B(x i , ǫ) for i = 1, 2, 3 and ǫ > 0. By compactness of B(x i , ǫ) and by the assumption on transport sets The map x → sup u(x)−u(y) x−y y ∈ K is lower semicontinuous for any set K ⊂ R n . Hence N is Borel measurable by σ-compactness of R n and so is N iǫ . By the assumption, By Arzèla's-Ascoli's theorem and passing to a subsequence we may assume that uǫ converges locally uniformly to some u 0 ∈ F, which is an F-optimal potential of ν 0 by Lemma 20. By the uniform convergence we infer that u 0 is isometric on {x 1 , x 2 , x 3 }. Let now x 2 = tx 1 + (1 − t)x 3 for some t ∈ (0, 1). Then any 1-Lipschitz map f that is isometric on {x 1 , x 2 , x 3 } satisfies f (tx 1 + (1 − t)x 3 ) = tf (x 1 ) + (1 − t)f (x 3 ).
By the assumption f (x 2 ) − f (x 1 ) = (1 − t) x 3 − x 1 and f (x 3 ) − f (x 2 ) = t x 3 − x 1 .
As f (x 3 ) − f (x 1 ) = x 3 − x 1 it follows that we have equality in the triangle inequality
By the strict convexity it follows that there is λ > 0 such that
Taking the norms we arrive at (52). A function that satisfies (52) may be extended to R n to an affine map that is isometric on {x 1 , x 2 , x 3 } and with derivative of operator norm at most one. Indeed, it is enough to show that if f : Rw → Rz for some vectors w, z is of norm at most one, that there exists a linear extension of f with the same norm. This follows by the Hahn's-Banach's theorem. We infer that that sum up to zero and by the fact that u 0 is an F-optimal potential for ν 0 we conclude that for any u ∈ F and any vectors v 1 , v 2 , v 3 that sum up to zero there is
f (x i ), v i f is linear and f ≤ 1 Take now v 2 = v, v 1 = −tv and v 3 = −(1 − t)v with t ∈ (0, 1) as above and any v ∈ R m . We infer that u(x 2 ) − tu(x 1 ) − (1 − t)u(x 3 ), v ≤ 0.
As this holds for any v we infer that u is affine. We shall now show that any u that is an F-optimal potential needs to be an isometry. If u is affine and not isometric then there exists a proper subspace V ⊂ R n , possibly trivial, i.e. V = {0}, such that any set of the form {x ∈ R n |P W x ∈ B} for some x 0 ∈ R n and some Borel measurable set B ⊂ W is a transport set of u. Here P W denotes a projection onto a complement W of V . Indeed, let V ⊂ R n be a maximal subspace such that u| V is an isometry. Suppose that V is not a leaf of u. Then there exists y / ∈ V such that for all x ∈ V u(y) − u(x) = y − x .
It follows that for all non-zero λ ∈ R u(y) − u x λ = y − x λ for all x ∈ V . Hence for all λ ∈ R we have u(λy) − u(x) = λy − x . As u is affine, it is also an isometry on V + Ry. This contradiction shows that V is a leaf of u.
We shall now provide an example of a vector measure µ such that for any proper subspace V and any x 0 there is c > 0 such that
Choose any x 1 , . . . , x m+1 ∈ R n in general position. Let ǫ > 0 be a number such that any y i ∈ B(x i , ǫ), i = 1, . . . , m + 1 are in general position. Choose vectors v 1 , . . . , v m+1 ∈ R m that add up to zero and are in general position. Let
where λ denotes the Lebesgue measure. Choose any proper affine subspace V ⊂ R n . Then V intersects at most m of the balls B(x i , ǫ), i = 1, . . . , m + 1. So does the set
provided that c > 0 is sufficiently small. Thus (53) follows. We have shown that any F-optimal potential has to be an isometry. Hence m = n. The second part of the theorem is trivial, as any transport set of an isometry T : R n → R n is R n .
Let us note a relation to the following theorem, proved in [27] , see also [6] for an alternative proof. Let X, Y be a pair of Banach spaces and suppose that Y is at least two dimensional and strictly convex. Then X, Y has an extension property for contractions if and only if X, Y are Hilbert spaces. Here a pair of Banach spaces X, Y is said to have an extension property for contractions if and only if for any set A ⊂ X and any 1-Lipschitz map u : A → Y there exists a 1-Lipschitz extension of u to X.
