Large number of Initial Public Offerings (IPOs) reliably predicts subsequent low equally weighted aggregate stock returns and the return differential between small and big firms, both in-sample and out-of-sample. The forecasting patterns are consistent with a behavioral story featuring investor sentiment and limits to arbitrage.
Introduction
The number of Initial Public Offerings (IPOs) reliably predicts subsequent aggregate stock returns both in-sample and out-of-sample at monthly frequency. Increases in the number of IPOs forecast significant decreases in the returns on equally weighted portfolio of all stocks in CRSP database. The effect for the value weighted market portfolio has the same sign, however it is statistically insignificant even in-sample. Increases in the number of IPOs forecast low returns among NASDAQ traded firms, however the effect is statistically significant both in and out-of-sample only when the index is constructed as equally weighted. The number of IPOs predicts remarkably well the return differential between small and big firms (Fama and French's smb) judged by both in-sample and out-of-sample criteria.
The forecasting patterns are consistent with a behavioral story featuring investor sentiment and limits to arbitrage (Baker and Wurgler, 2007) . Rational managers time the public equity market and take their firms public when investor sentiment is high and equity is overvalued. Subsequently as investor sentiment mean reverts or as arbitragers gradually bring values back to levels justified by fundamentals, the market experiences low aggregate returns. The effect is concentrated among firms that are more subject to sentiment or more difficult to arbitrage. Arguably small capitalization and high tech growth stocks are more difficult to value and arbitrage than large capitalization mature firms, and hence the former could be expected to be more affected by investor sentiment.
Investor sentiment seems a plausible explanation for the empirical patterns I document (Baker and Wurgler 2000 . Yet some other fully rational mechanism might be at work. The fact that the number of IPOs predicts reliably insample and out-of-sample aggregate returns, where the effect is concentrated among small capitalization and high tech stocks, is of certain interest of its own right. This result comes in the midst of a recent large scale reexamination of the predictive ability of variables earlier proposed in the literature. This reexamination reaches conclusions ranging from the view that the evidence is somehow mixed (Rapach and Wohar, 2006) to the view that stock return predictability is not at all an empirical fact that one should rely upon (Goyal and Welch, 2007) .
The result that one could predict future aggregate returns with the number of firms going public closely relates to Baker and Wurgler (2000) . The latter paper shows that increases in the equity share in new issues, a variable very similar in spirit to the number of IPOs, predict subsequent decreases in aggregate stock returns. Although the two variables most likely reflect the same underlying phenomenon, they are sufficiently distinct both in terms of raw correlation (= 0.2787) and in terms of forecasting patterns they present. The finding that the number of IPOs predicts returns more pronouncedly among small capitalization and high tech stocks relates to . The authors construct an index of investor sentiment, part of which is also the contemporaneous number of IPOs, and show that in the cross section investor sentiment mostly affects valuations among stocks that are hard to value or hard to arbitrage.
The essay proceeds as follows. In Section 2 I outline the methodology that I use. In Section 3 I describe the data. In Section 4 I present the results. In Section 5 I show that the in-sample results are not an artifact of small-sample bias. In Section 6 I show that the number of IPOs predicts the small minus big return differential. In the last section I conclude.
Methodology
Following much of the extant literature I estimate by Ordinary Least Squares bivariate predictive regressions where the gross real return on aggregate stock index is regressed on a constant and a lagged value of a predictor (1)
In different specifications R is the gross real return on value and equally weighted portfolios of the universe of CRSP stocks and the value and equally weighted portfolios of stocks traded on the NASDAQ stock exchange. The predictor X is the number of IPOs and for comparative purposes the equity share in new issues. βs are population parameters to be estimated and u is a disturbance term. The in-sample predictive ability of X is assessed via the t-statistic corresponding to b 1 , the OLS estimate of β 1 in eq. (1).
Under the null hypothesis that X t -1 does not help in predicting R t the expected returns are constant and β 1 = 0. Although the reasoning outlined in the Introduction suggests that β 1 should be less than 0, I take the alternative hypothesis to be double sided, β 1 ≠ 0.
To generate out-of-sample predictions I use a recursive scheme. I split the sample into two halves with roughly equal number of observations. Let the total number of observations be T and let the first half used for in-sample estimation contain (T1 -1) observations. Let the second half used for out-of-sample predictions contain (T2 + 1) observations. Denote the null model prediction by R pn,t = b 0,t -1 and the alternative model prediction by R pa,t = b 0,t -1 + b 1,t -1 X t -1 . The mnemonics in the subscript pn stand for "prediction with the null imposed", i.e., b 1 constrained to be 0, and pa for "prediction under the alternative," i.e. eq. (1). The bs are estimated by OLS with data available only up to one period before the forecast is made, e.g., the first prediction under the alternative model eq. (1) is R pa,T1 = b 0,T1 -1 + b 1, T1 -1 X T1 -1 where the bs are estimated using only data points from the 1st though the (T1−1)th.
As an informal measure of out-of-sample performance of the predictive regression I report the out-of-sample R-squared of Campbell and Thompson (2006) 
To formally test the null hypothesis that eq. (1) does not improve upon the historical average return I employ the Clark and West (2007) Mean Squared Prediction Erroradjusted (MSPE-adj) statistic
Clark and West (2007) observe that under the null that β 1 = 0 the alternative model in eq.
(1) estimates additional parameters whose population values are 0 and that the estimation induces additional noise. Hence under the null hypothesis the MSPE of the alternative model is expected to be larger than the MSPE of the null model. They propose an adjustment to the alternative model's MSPE. The term in square brackets in eq. (3) is the adjusted MSPE of the alternative model. Clark and West (2007) show that if the t-ratio associated with MSPE-adj exceeds the critical value of +1.282 then one can reject the null of no returns predictability in favor of the alternative model eq. (1), and that the size of the test is somewhere between 0.05 and 0.10(i.e., the probability that we mistakenly reject a correct null is at most 0.10) . 
Data
Monthly returns for equally and value weighted indices on all CRSP stocks are taken directly from CRSP. I construct monthly returns on equally and value weighted indices of stocks that are traded on the NASDAQ stock exchange. 2 The monthly number of IPOs series covering January 1960 to December 2006 is downloaded from Jay Ritter's web page http://bear.cba.ufl.edu/ritter/. The series is an update of Ibbotson, Sindelar and Ritter (1994) . The monthly share of equity in new issues is downloaded from Jeffrey Wurgler's web page http://pages.stern.nyu.edu/~jwurgler/. I use only the period which overlaps with the number of IPOs, from January 1960 to March 2006. Returns are converted to real terms using the CPI index downloaded from the web page of the Bureau of Labor Statistics. The time series of monthly number of IPOs (nipo) appears to be stationary. The Dickey-Fuller test rejects the null that a unit root is present at any significance level. Visual inspection of the series does not reveal time trend, and the trend term is insignificant if included in any of the specifications. The augmented Dickey-Fuller test with 48 lags of the first differenced variable rejects the null that a unit root is present at the 5% significance level (p-value = 0.0287).
1 I implement the test as proposed in Section 2 of Clark and West (2007) . I define the quantity in curly brackets in eq. (3) and regress it on a constant. The t-statistic from this regression is reported in Table 2 . 2 NASDAQ was opened in the beginning of the 70ies. The IPO data starts in year 1960. To avoid losing 10 years of data from this mismatch I include a stock in the index if the last exchange where the stock is observed trading is NASDAQ, i.e., I include stocks for which CRSP variable HEXCD=3. Table 2 , Returns predictions The regressand being predicted is gross real monthly return in percentage form, including dividends distributions: ewre is the equally weighted return on all CRSP stocks, vwre is the value weighted return on all CRSP stocks, nsdqewre is the equally weighted return on all stocks last observed trading on the NASDAQ stock exchange, and nsdqvwre is the value weighted return on all stocks last observed trading on the NASDAQ stock exchange. The predictors are nipolag, one month lagged number of IPOs, or slag, one month lagged equity share in new issues. The statistics in the three columns labeled In-sample are computed using the full sample, January 1960 to December 2006. For the statistics in the columns labeled Out-of-sample, the sample is split into two roughly equal halves (containing respectively 281 and 283 observations when nipolag is the predictor) and recursive predictions are generated for the second half of the sample. The formulas for the computed statistics are given in Section 2.
Results

In-sample
Out-of-sample regressand predictor The results are contained in Table 2 . Increases in the monthly number of IPOs and in the equity share in new issues predict decreases in the next month aggregate stock returns. Both predictors perform better (in terms of goodness of fit measures and strength of the rejection of the null of no predictability) when equally weighted returns are forecasted, where the effect is particularly pronounced for the number of IPOs. The marginal decrease in subsequent returns for a marginal increase in the number of IPOs and for a marginal increase in the equity share in new issues is also larger for equally weighted returns.
Both predictors reveal statistically significant in-sample predictive ability, except in the case when the number of IPOs is used to predict value weighted returns for all CRSP stocks. When prediction of equally weighted returns is the objective, the number of IPOs performs slightly better in-sample than the equity share in new issues.
The equity share in new issues forecasts well both equally and value weighted aggregate returns, regardless of whether performance is judged by in-sample or out-ofsample criteria.
The number of IPOs forecast reliably equally weighted aggregate returns both in-sample and out-of-sample. The t-statistic associated with the MSPE-adj is 2.16 and 2.37 for equally weighted, respectively all CRSP stocks and only NASDAQ stocks. It is well above the critical value of 1.282 and therefore the null hypothesis of no out-ofsample aggregate stock returns predictability is decisively rejected in favor of the one sided alternative that the number of IPOs is a superior predictor compared to the unconditional stock returns mean. The out-of-sample R-squared (labeled R-sqos) of 0.0085 and 0.0069 are remarkably high compared to the ones reported in other papers. Regression coefficients and standard errors, obtained from predictive regressions employing a highly persistent predictor whose innovations are correlated with the innovations in the predictand, might exhibit severe small sample biases (Mankiw and Shapiro, 1986; Stambaugh, 1986 Stambaugh, ,1999 Nelson and Kim, 1993) . In this subsection I study whether the in-sample results in Table 2 are not an artifact of this small-sample bias.
The model is defined over the whole sample t = 1,2,…, T
where the disturbances (u t , w t ) are serially independently and identically distributed as bivariate normal, and the autoregressive coefficient in eq. (5) is less than 1. I follow the bias correction methodology of Amihud and Hurvich (2004) . As a matter of notation, a superscript c always denotes a bias corrected estimator in what follows.
First, I estimate eq. (5) to obtain the OLS estimator r of ρ. From r , I compute the bias corrected estimator of ρ
The bias corrected estimator r c is used to compute corrected residuals ŵ t c for eq. (5) (2006) show that the small-sample bias has negligible consequences for managerial decision variables, e.g., for the equity share in new issues that is studied here as well.
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Therefore by now it is well known that the model in eq. (4) and (5) has very different stochastic properties depending on whether the predictor X is a managerial decision variable(e.g., number of IPOs or equity share in new issues), or a valuation ratio(e.g., aggregate dividend to price ratio, or aggregate book to market ratio).
Forecasting the small minus big return differential
The number of IPOs forecasts well equally-weighted aggregate stock returns, but not value-weighted returns ( Table 2) . I suggest that this is because managers time the market, and take their firms public when investor sentiment is high---subsequently as sentiment mean reverts or arbitragers correct mispricing, firms which are difficult to arbitrage 6 or difficult to value(e.g., small firms) experience low returns. If this is the case, the number of IPOs must forecast the return differential between small and big firms even better than the return on the aggregate equally weighted portfolio. Big firms, which are easy to value and arbitrage, are present in equally weighted portfolio too (albeit their impact is downplayed by weighting) and if the sentiment/limits to arbitrage story is true, big firms make the forecasting job of the number of IPOs harder.
In this section I show that the number of IPOs forecasts the return on the small minus big (smb) portfolio of Fama and French, 7 and the forecasting performance is 5 Baker Taliaferro and Wurgler (2006) use different statistical techniques to demonstrate this---bootstrap and simulations under worse scenarios. 6 By "difficult to arbitrage" I mean that arbitrage is gradual, and cannot correct prices instantly. 7 I downloaded smb from Kenneth French's web site http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html. In terms of gross returns, the remarkably better than the forecasting performance on the equally-weighted aggregate returns. The smb is the return differential between three portfolios including only small firms and three portfolios including only big firms. Within each portfolio, firms' returns are value weighted. Table 4 reveals remarkable ability of the number of IPOs to predict the small minus big return differential. For example both in-sample and out-of-sample R-squared with smb as a predictand are about 3 times higher than the R-squared in the regression where equally weighted returns are the predictand. This result is in accord with the effects that should be expected if the conjectured market timing mechanism is at play.
Conclusion
A behavioral story featuring investor sentiment and limits to arbitrage suggests that increases in the number of IPOs should predict subsequent decreases in stock returns, and that the effect should be concentrated among stocks that are difficult to value or arbitrage (e.g., small stock or high tech stocks). I show that at monthly frequency, the number of IPOs predicts reliably equally weighted aggregate stock returns and predicts remarkably well the return differential between small and big firms, judged by both in-sample and out-of-sample criteria.
