Abstract. A bounded linear operator T on a complex separable Hubert space W is called a 2-isometry if T* T -27*7+7 = 0. We say that T is analytic if n«>o T"^ = (0). In this paper we show that every cyclic analytic 2-isometry can be represented as multiplication by z on a Dirichlet-type space D(ß). Here p. denotes a finite positive Borel measure on the unit circle. For two measures p and v the 2-isometries obtained as multiplication by z on D(p) and D(v) are unitarily equivalent if and only if ß = v . We also investigate similarity and quasisimilarity of these 2-isometries, and we apply our results to the invariant subspaces of the Dirichlet shift.
Introduction
Let F be a bounded linear operator on a complex separable Hilbert spacê . Following J. Agler [1] we say that F is a 2-isometry if T*2T2 _2T*T + I = 0.
Using quadratic forms we see that F is a 2-isometry if and only if ||F2x||2 -2||Fx||2 + ||;c||2 = 0 for every jc £ ST.
It follows that every isometry is a 2-isometry. The Dirichlet shift is an example of an operator that is a 2-isometry, but not an isometry.
A study of 2-isometries and related operators is of interest for several reasons. First, even though the spectrum of any 2-isometry must be contained in the closed unit disc, the operator must always expand the norm of every vector in the space. Thus, the 2-isometries are examples of operators which are not members of classes which have been extensively studied like, e.g., the class of contractions or subnormal operators. Secondly, as 2-isometries are generalizations of isometries, we shall show in a forthcoming paper that they can be used as dilations for another class of expanding operators.
Our current interest in 2-isometries is based on the observation that, if F is a 2-isometry and JÍ is a nonzero invariant subspace of F, then T\Jt is a 2-isometry as well. This fact was one of the key ideas that enabled the author in [9] to show that every invariant subspace of the Dirichlet shift is cyclic.
We also mention that recent work of Agler [1] provides a different kind of motivation for the study of 2-isometries.
We call an operator re^fJ) analytic if n">0 Tn^ = {0} • The intuitive idea behind this definition is that, if ß? is a Hubert space of analytic functions on a domain containing the origin and if Mz denotes the operator of multiplication by z acting on %?, then Mz is analytic. The study of analytic 2-isometries is a natural starting point for a more general study of 2-isometries, because, as we shall show in forthcoming work, every 2-isometry can be uniquely written as the direct sum of a unitary operator and an analytic 2-isometry.
The main result of this paper (Theorem 5.1) is that every cyclic analytic 2-isometry can be represented as multiplication by z on a Dirichlet-type space D ( Using this representation theorem we shall investigate similarity and quasisimilarity of cyclic analytic 2-isometries ( §6). In §7 we shall apply our results to invariant subspaces of the Dirichlet shift. For example, we shall show that every invariant subspace of the Dirichlet shift is of the form fD(mA , where / is a Dirichlet space function and m, is an absolutely continuous measure associated with /.
In [6] Halmos asked the following question: If F is a weighted shift operator and if J? is a nonzero invariant subspace of F, is T\Jf similar to a weighted shift operator? This question was motivated by the observation that the answer is yes for the unilateral shift. Furthermore, if F can be represented as multiplication by z on a Hubert space of analytic functions on D, if F -A is bounded below for every A £ D, and if ^f is generated by a finite Blaschke product, then T\A? is similar to a weighted shift operator. It has been known for quite some time that the answer to the question in general is no. However, it remained open in the special case when F is the Dirichlet shift (see [11, p. 109] ). In Theorem 7.3 we shall see that the restriction of the Dirichlet shift to an invariant subspace J( is similar to a weighted shift operator if and only if J? is generated by a finite Blaschke product.
Preliminaries
All Hilbert spaces referred to in this paper are separable. Although we use m to denote Lebesgue measure on T, we shall write dt instead of dm(t).
On various occasions throughout the paper we shall refer to the Da-spaces, a £ R, of analytic functions on the open unit disc. The norm on Da can be given in terms of the Taylor coefficients: if f(z) = J2f(n)z" , then ||/||Q = XX« + l)a|/(«)|2 . For a = 0 one has DQ = H2 and for a = 1 7), = D, the Dirichlet space. It is easy to verify that / £ Da if and only if /' e Da2. For a < 0 an equivalent norm is given by if\f(z)\2(l-\z\2)-l-adA(z).
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For the details see [13, Lemma 2] . In particular, we note that the 772-norm of a function / is equivalent to |/(0)|2 + //" |/'(z)|2(l -\z\2)dA(z).
We shall now review a few properties of 2-isometries, which are essentially contained in [9, §2] . Lemma 1 of [9] implies that for every 2-isometry F one has T*T -I > 0. Thus we can define D to be the positive square root of T*T -7. The following lemma follows from formula (11) of [9] . Lemma 2.1 [9] . If T e Sf(%?) is an analytic 2-isometry and x0 £ kerF*, ||jc0|| = 1, then
for every polynomial p . Here for k > 0 we used the notation n=k Proof. It is clear from the definition of D that the two right-hand sides of (2.1) are equal to one another. Thus we only have to verify the first equality.
Let L be the left inverse of F with kerL = kerF* and let Q be the projection onto kerF*. Then for all k > 0 we have QL p(T)xQ = p(k)x0 and F L p(T)x0 = pk(T)x0. The fact that F is a 2-isometry implies that \\DT x\\ = \\Dx\\ for every x £ %?. Now (2.1) follows from formula (11) of [9] applied with Jl = X and x = p(T)xQ : Jjjf'(z)\2<pM(z)dA(z)<oe.
Here dA denotes normalized Lebesgue area measure on D, i.e., dA(z) = (l/n)rdrdt, where z = re" . In the following estimate, as in the rest of the paper, we shall use the letter c to denote a generic constant whose value may change from line to line, but which never depends on the function /. We have
It follows from Lemma 3.1 that we can define a norm on D(p) by setting \\f\\l = \\f\\2Hi + ll\f'(z)\2<P/i(z)dA(z).
We call attention to the special case when p coincides with m , the Lebesgue measure on T. In this case we have D(m) = D, the Dirichlet space.
In the following example we shall see that even if p is mutually absolutely continuous with respect to Lebesgue measure, it does not follow that D(p) ç Hp for any p > 2.
Example 3.2. Consider the measure p defined by dp = |1 -e"\ dt = 2(1 -Reeu) dt. We have for z £ D, (z) = 2(l-Rez) = |l-z|2 + l-|z|2 < |l-z|2 + 2|l -z\ <4|l-z|. Now let 0 < a < 1/2 and define f(z) = (1 -z)~a. Then f'(z) = -a(l -z)~a~ and If / is an analytic function on the unit disc, then / has a Taylor expansion f(z) = Y^=Qf(n)z" . Associated with / and a nonnegative integer k we define the truncated analytic function Tkf by oo (Tkf)(z) = J2f(n)zn. roof. In the proof it will be convenient to use the least harmonic majorants of the subharmonic functions \TkfR\2, so for 0 < R < 1 and k > 0 define "* *(/Kz) = ¿ f2n\(TkfR)(e's)\2P(z,ei5)ds.
¿Tt Jo Using Fubini's theorem and the fact that P(Re's, e' ) = P(Re' , els) we see that for each nonnegative integer k , = ^l*ukR(f)(Relt)dp(t) Further, for k > 1,
Consequently, a change of summation yields
Proof. We note that for all k > 1, In fact, one has \\f\\2 < \\zf\\2 < (c + 1)||/||2, where c is the constant from Lemma 3.5.
Consequently, multiplication by z defines a bounded linear operator on D(p).
We shall denote it by (Mz, D(p)) or simply by Mz.
Proof. First assume that / e D(p). Then both / and zf are 77 functions, and for 0 < R < 1 we have by Lemmas 3.4 and 3.5
In the following corollary we list some immediate consequences of Theorems 3.6 and 3.7. We keep the finite positive Borel measure fixed and write Mz instead of (Mz, D(p)). The direct difference of two subspaces J£ and JA is Jf © JV = J? n JV , and we let 3 §x (D) denote the Cowen-Douglas class of operators (for a definition see [5] ). 
Boundary values
In [9] we saw that, if F is a 2-isometry, then the positive operator D, defined by D2 = T* T -I, plays an important role in the study of F. We shall now see that for the 2-isometry (Mz, D(p)) the operator D is unitarily equivalent to an operator B that maps D(p) into L (p). Thus, associated with every / 6 D(p) one has a "boundary value function" f £ L (p). The results of this section will be important in what follows. To verify (c) let p be a polynomial and / e D(p). We have to show that B(pf)(eil) = p(ei,)(Bf)(eit) a.e. [p] . To this end, let e > 0 and choose a polynomial q such that \\f -q\\ < e. We note that B(pq)(e") = pq(e") = p(eit)Bq(eü) a.e. 
Thus B(pf) = pBf since e was arbitrary.
Finally, we shall show that (d) holds. Let p be a polynomial. Using the definition of the D(p) norm and Lemma 3.3 we have to show that EÍ P \(Tkp)(eVdß(t) = ^hmJ-P ^T^iReY^Re^dt.
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The sums are finite since p is a polynomial; thus the interchange of sum and limit causes no problems. This identity follows immediately from an application of (b) to the functions Tkp. D
Note that the map B may have a nontrivial kernel; e.g. let p be a unit point mass at 1 and / be any polynomial vanishing at 1, then (Bf)(el ) = 0 a.e.
[p]-Of course B depends on the measure p. We shall write B = B11 when we want to stress this dependence. It may happen that an analytic function / is contained in D(p) n D(v) for two measures p and v. We shall see below that in this case there is a Borel measurable function /on T such that (BMf)(eu) = f(eu) a.e.
[p] and (B"f)(eil) = f(e") a.e. [v] .
Furthermore, the spaces D(p) are contained in 77 ; hence associated with every / € D(p) there is a radial limit function f £ L (m) defined a.e. by f(e") = limr_>xf(re").
If the Taylor series of f converges absolutely and uniformly on D" , then f(e") = f(e") = Bßf(e") a.e. [p] . However, in general the measure p may not be comparable with Lebesgue measure on T ; thus for general functions / € D(p) we have to distinguish between / and B^f. The next proposition will imply that if p is absolutely continuous, then f(e") = Bflf(e11) a.e. [p] .
In the following we shall write p <c v, if p is absolutely continuous with respect to v . We shall write We may assume that for every n £ N, pn ^ 0. Furthermore, by multiplying pn with a constant we even may assume that pn(T) = 1. Let cn = maxfJI/ll^l}. Now define a positive Borel measure a on T by da = Y^=x ¿~Y dPn • Then <t(T) < 1, i.e., rj is a finite Borel measure, and pn < a. By the choice of cn one readily verifies that f £ D(o).
We set f(e") = (Baf)(e") whenever this is defined and f(e") = 0 otherwise.
Let v £ S?. Then the assumption implies v <c a and f £ D(a) n D(u) ; thus, it follows from Lemma 4.2 that Bvf{e") = B°f(eil) = f(eu) a.e. [v] .
To finish the proof we have to show that f(e") = f(e") a.e. This implies f(eu) = f(eu) a.e. [va\. a
In the following we shall often have no need to refer to the map B ; thus for ease of notation we shall write / instead of Bf. If in some context several measures are present, then by / we mean the function whose existence is guaranteed by Proposition 4.3. However, we keep in mind that / is associated with a family of measures as above.
The representation theorem for cyclic analytic two-isometries
We are now ready to prove our main result about the spaces D(p). Proof. In §3 we saw that (c) implies both (a) and (b). Furthermore, to see that (b) => (a), recall from [5] that if F* e 3 §x (D), then T is unitarily equivalent to Mz acting on some Hilbert space of analytic functions, hence f)n>0 Tn%? = {0} . It now follows from Theorem 1 of [9] that F is cyclic. Thus, to finish the proof of the theorem we have to show (a) => (c). Assume that F is a cyclic analytic 2-isometry. By Lemma 1 of [9] any 2-isometry is bounded below by 1. Also, since F is analytic it cannot be onto; thus that F has a cyclic vector implies that dimker F* = 1. So let x0 £ kerF*, ||x0|| = 1 . By Theorem 1 of [9] x0 is a cyclic vector for F, and for any polynomial p we have by Lemma 2.1 Note that kerT) e LatF. Indeed if x e kerT), then \\DTx\\2 = \\T2xf -\\Tx\\ = \\Tx\\ -\\x\\2 = \\Dx\\ = 0, since F is a 2-isometry.
Define a norm on (ker7))x by \\x\\x = \\Dx\\, and let 5? be the completion of ((kerT)) , || \\x). Now define a linear transformation T on (kerT)) by Tx = PTx , where P denotes the projection of %? onto (kerT)) . For every x £ (kerT))-1 we have ||Fjc||^ = \\DPTx\\ = \\DTx\\ = \\Dx\\ = \\x\\x. Thus, F extends to be an isometry on 3i .
Claim. Px0 is a cyclic vector for F 6 5C(^f).
Proof (of the claim). KerT) is dense in 3? ; thus it is enough to show that an arbitrary element x £ kerT) can be approximated in || \x by elements of the form q(f)PxQ , where q is a polynomial. But q(f)Px0 = Pq(T)Px0 = Pq(T)x0, because (7 -P)x0 £ kerT), hence q(T)(I -P)x0 £ kerT) = kerF. Thus ||x -q(f)Px0\\Jf = \\Dx -DPq(T)x0\\ = \\Dx -Dq(T)xQ\\ <\\D\\\\x-q(T)x0\\. Now the claim follows, because x0 is a cyclic vector for F.
We now know that F is a cyclic isometry; hence it is a cyclic subnormal operator. By Bram's theorem (see [2] ) there is a positive finite Borel measure p on o(T) C T such that F is unitarily equivalent to Mz on F (p), and the cyclic vector Px0 corresponds to the function 1. Thus \\q(f)PxQ\\x = ¿ Jo* l^")! dp(t) f°r everY polynomial q. Hence, if q is a polynomial, then ( 
5.2) ||¿MF)x0||2 = ||ö<7(F)Px0||2 = \\DPq(T)PxQ\\2
= \\q(f)Px0\\2r = ±tl7C\q(eit)\2dp(t).
Define a linear transformation U from the polynomials into ß? by p -, p(T)x0 . The polynomials are dense in D(p), thus the following computation will show that U extends to be an isometry D(p) -, %f. Also, since U has a dense range it will in fact extend to be unitary.
Use formulas (5.1) and (5.2) to obtain for every polynomial p First note that VI = 1 because llzD(p) and llzD(f). Hence, for every polynomial p we have Up = p. Furthermore U is unitary, thus we have \\zp\\2 -\\p\\2 = \\zp\\2u -\\p\\2u . By Theorem 4.1 this implies that ¿ jT2* \p(eil)\2 dp(t) = ¿ £* \p(eu)\2 du(t), for all polynomials p . Using polarization we obtain This clearly implies p = v . G
Multipliers, similarity, and quasisimilarity
The following results about multipliers between D(p) spaces are rather technical. However, by a well-known argument due to Shields and Wallen [12] , one knows that any operator intertwining (Mz, D(p)) and (Mz, D(v)) can be represented as multiplication by some analytic function <p . Using this, the results about multipliers will give us results about quasisimilarity and similarity of (Mz, D(p)) and (Mz, D(v)). ¿ f* \p(eH)\2 dv(t) < c¿ £* IP^')!2 dp(t).
(c) 3c> 0 swc/z that <pv(z) < apß(z) Vzei.
(d) v < // a«i/ t7ze Radon-Nikodym derivative dv/dp is in L°°(p), i.e., dv = hdp for h £ L°°(p), h > 0. Then \pn,z(el')\2 = P(z, e")|l -zV¡"'|2. Substitute this into (6.1) and let n -, oo to see that <pv(z) < cq> (z) (c) => (d). Define a Borel measure on T by a = cp -v. Then da = cdp -dv , hence the assumption (c) implies that (l/2n) JP(z, eH)da(t) is a nonnegative harmonic function. Thus, it follows that a is a positive Borel measure (see e.g. [7, p. 6] ). This clearly implies v < p, and the RadonNikodym derivative h = dv/dp satisfies h(e") < c a.e. derivative h = dv/dp satisfies h, l/h e L°°(p) = L°°(v), i.e., dv = hdp for h, l/h£ L°°(p), h>0 a.e.
[p].
Definition 6.4. Given a positive finite Borel measure p on T and a function / 6 D(p) we define a finite Borel measure pf by dp, = \f\ dp .
Note that, if p is absolutely continuous, then / coincides with the radial limit function f of f (see I \P\2dv9 = ± j \p\2W\2dv <c^ J \p\2dp.
Thus Theorem 6.2 implies the first part of the lemma. If M is bounded below, then there are constants c, C > 0 such that c\\p\\".< \\p<p\\p < C||p|| for all polynomials p. The same argument as in the first part of the proof implies that p and v are mutually absolutely continuous and there is an h £ L°°(v ) such that l/h £ L°°(v ) and dp = hdv = h 101 dv . By Corollary 6.3 this means D(p) = D(v ).
To finish the proof we have to show that v and v are mutually absolutely continuous if q>D(p) is dense in D(v). We note that it follows from the assumption that (p must be a cyclic vector for (Mz, D(v)). Thus the verification of the following claim will conclude the proof of the lemma. We shall prove that T is similar to the Dirichlet shift by using Theorem 2(b) of [11, p. 54 ii^-'ii2ii5F"gon2 iig-'iñK^oii; n+1 «+1
ll^'ll^ll^oiij + n^g^)
=---<C2<oo.
Hence it follows from the above quoted theorem that F is similar to the Dirichlet shift. D
Invariant subspaces
If / e D(p) and fD(v) is contained and closed in D(p), then it is an invariant subspace of (Mz, D(p)). By Lemma 6.5 we can substitute p, for v , i.e., in this case Jt = fD(pA is an invariant subspace of (Mz, D(p)). Of course we have dim^# e zJf =1 (see Theorem 5.1).
Conversely, if Jf is an invariant subspace of (Mz, D(p)) which satisfies dim^# e zJf = 1, then Mz\Jf is a 2-isometry that satisfies the hypothesis of Theorem 5.1. Thus, there is a positive finite Borel measure v on T such that (Mz ,D(v)) is unitarily equivalent to MZ\JH . The following theorem will explain the relationship between p and v . Proof. The polynomials are dense in D(p A. Furthermore, by Theorem 1 of [9] we know that the polynomial multiples of / are dense in Jf. Thus, it is enough to show that ||/p||" = ||p|| for every polynomial p .
Recall that for a polynomial p(z) = J2n=oP^z" ano-f°r a nonnegative integer k we use the notation pk = Tkp to denote the truncated polynomial Pk(z) = 2^n=kP(n)z" • ®ne nas -^ e z^ -ker(A/z|^)*.
Thus, Lemma 2.1 applied with the operator F = Mz\Jf and the vector x0 = f yields \\pf\\l = \\PU + E(\\zPkf\\2ß-\\Pkf\\l) k=\ = Ml* + E ¿ [* M'")l W)f dp(t) Claim. fD(mA is an invariant subspace of (Mz, D). We know that the polynomials are dense in D(mA ; hence it will suffice to show that there are constants c, C > 0 such that for every polynomial p
To verify this it will be convenient to use Carleson's representation formula for the Dirichlet integral (see [4] ). We apply that formula to (1 -z)gp and to
(1 -z)p and, since g(z) = e~ +z)'(I_z) We obtain
since |l-z| < <pm (z) and because the La-norm is smaller than the 77 -norm.
This establishes the first half of (7.1).
Now compare (7.1) and (7.2) and note that in order to finish the proof it will be sufficient to show that
In §6 we have obtained some necessary conditions for (Mz, D(p)) and (Mz, D(v)) to be similar operators and we have seen that the only weighted shifts that they can be similar to are the unilateral shift or the Dirichlet shift. For restrictions of the Dirichlet shift to an invariant subspace we can now easily prove the following proposition, which might be considered somewhat surprising. This observation is in contrast to the fact that quasisimilar isometries must be unitarily equivalent.
