layer made up with 4 neurons on, since we noticed worse results with a lower number, and no improvements with a higher number. To reduce the number of feature we applied the Correlationbased Feature Subset Selection (CFS) algorithm [8] , where only features that have higher correlation with the class and lower correlation among themselves are chosen.
We tested the system with a set of 18 subjects: 9 of them were skilled surgeons and 9 novices on their starting learning curve. All of them were asked to perform the same task: a suture on a plastic material designed to have the same characteristics of human skin. Two sessions were performed. Every subject, at every session, repeated the gesture 10 times. We performed a cross-validation of the system. The dataset was randomly partitioned in 6 groups called "folds": a single fold was used as validation set while the remaining 5 as training set. The process was repeated 6 times, with each 6 folds used exactly once as the validation set. Finally, the 6 results were combined together. The result is that 94.4% of the instances are correctly classified, while 5.6% are incorrectly classified. a) b) Fig. 1: a) The HITEG data glove during the experiment b) Box-plot of sensor 20, for all experts, from time window 1 to 39 (begin to end of every repetition).
