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Introdução
A teoria moderna de anéis omeçou quando J. H. M. Wedderburn demonstrou
seu famoso teorema de estrutura para álgebras semi-simples de dimensão nita so-
bre orpos, em 1907. Vinte anos mais tarde, E. Noether e E. Artin introduziram
as ondições de adeia asentente e de adeia desendente sobre ideais unilaterais,
substituindo a dimensão nita, e Artin provou o análogo do teorema de Wedderburn
para anéis (álgebras) semi-simples. Esta teoria passou a ser, desde então, a pedra
fundamental da teoria de anéis não-omutativos.
Neste trabalho, estudamos o teorema de estrutura para anéis primitivos que é
uma generalização do teorema de Wedderburn-Artin. A grosso modo, este teorema
de estrutura diz que um anel primitivo à esquerda A (isto é, um anel que possui um
módulo à esquerda simples e el), é isomorfo a um anel denso das transformações
lineares sobre um A-módulo simples e el.
Além deste isomorsmo, o teorema garante que se A é artiniano à esquerda então
dimk(V ) = n < ∞ e A ∼= Mn(k), onde k é um anel de divisão, enuniado que nos
lembra o teorema de Wedderburn-Artin para anéis artinianos à esquerda simples. E
se A não é artiniano à esquerda, então dimk(V ) é innita e existem um subanel An
de A e um homomorsmo sobrejetor de An para Mn(k).
Além da demonstração do teorema de estrutura, objetivamos estudar alguns tópi-
os da teoria de anéis e módulos. Dentre os tópios estudados, estão os anéis e
módulos simples e semi-simples, anéis J-semi-simples (ou Jaobson semi-simples, ou
semiprimitivo), anéis e ideais primos e semiprimos e anéis primitivos à esquerda (à
direita). Visamos estudar suas araterizações e as relações existentes entre eles.
Durante o trabalho, pressupomos que o leitor esteja familiarizado om teoria de
anéis. Salientamos também que em todo trabalho, A é um anel om unidade não
neessariamente omutativo. Esta informação é importante pois não a repetimos
durante o trabalho. Por m, apresentamos um breve resumo desse trabalho.
Coloamos um primeiro apítulo sobre teoria geral de módulos, introduzimos
denições, exemplos e resultados importantes para o desenvolvimento deste trabalho.
No segundo apítulo, estudamos as lasses de anéis semi-simples e J-semi-simples.
Tratamos brevemente anéis om ondição de adeia asendente e desendente.
No tereiro apítulo, denimos anéis e ideais primos e semiprimos. Estudamos
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as relações existentes entre esses anéis e as relações om as estruturas já estudadas
anteriormente.
No nosso último apítulo, desenvolvemos alguns resultados, omo o Teorema da
Densidade de Jaobson-Chevalley e alguns outros pré-requisitos para a demonstração
do teorema de estrutura para anéis primitivos à esquerda.
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Capítulo 1
Módulos
Neste apítulo, denimos módulos e apresentamos uma série de exemplos am de
tornar lara ao leitor essa estrutura. A grosso modo, os módulos são uma generali-
zação de espaços vetoriais, onde ao invés de orpos, usamos anéis para o onjunto de
esalares. A teoria de módulos está fortemente relaionada om a teoria de anéis e
grupos, e isso se reete, omo o leitor poderá onstatar, em diversos teoremas exis-
tentes para anéis e grupos, que mediante modiações, são provados para módulos.
1.1 Módulos
Denição 1.1 Seja M um onjunto não vazio munido de uma operação soma
+ : M ×M → M
(x, y) 7→ x + y.
M om a operação + é dito um grupo se as propriedades a seguir são válidas:
(i) a assoiatividade da soma: (x+ y)+ z = x+(y+ z), para quaisquer x, y, z ∈M ;
(ii) existênia do elemento neutro para a soma: existe um únio 0 ∈ M tal que
x+ 0 = 0 + x = x, para todo x ∈M ;
(iii) existênia do elemento oposto: para todo x ∈M , existe um únio y ∈M , tal que
x+ y = y + x = 0. Denotamos y por −x.
M é dito grupo abeliano ou omutativo se:
(iv) a operação + é omutativa, ou seja, x + y = y + x, para quaisquer x, y ∈M .
Exemplo 1.2 (Z,+), (Q,+), (R,+), (C,+) são grupos abelianos. (Zp − {0}, ·), p
primo é um grupo abeliano multipliativo.
Denição 1.3 Seja M um grupo abeliano. M é dito um módulo à esquerda sobre A
(ou um A-módulo à esquerda) se existe uma operação de multipliação de elementos
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de A por elementos de M tal qual a denida abaixo, satisfazendo as propriedades de
(i) - (iv) para quaisquer x, y ∈M e a, a1 ∈ A:
· : A×M → M
(a, y) 7→ a · y
(i) a · (a1 · x) = (a · a1) · x;
(ii) a · (x+ y) = a · x+ a · y;
(iii) (a+ a1) · x = a · x + a1 · x;
(iv) 1 · x = x.
De modo análogo, denimos A-módulos à direita onsiderando a multipliação à
direita por elementos do anel A.
Se a ∈ A e m ∈M , esrevemos simplesmente am para denotar o elemento a ·m.
Em todo trabalho, M é um A-módulo à esquerda. Não havendo onfusão quanto
a isso, esrevemos sempre M é um A-módulo. A notação AM (MA) é também usada
para dizer que M é um A-módulo à esquerda (à direita).
Exemplo 1.4 O grupo trivial {0} é um módulo sobre qualquer A-módulo.
Exemplo 1.5 Seja I um ideal à esquerda do anel A. Então I admite uma estrutura
de A-módulo (à esquerda) om soma e multipliação induzidos pela soma e multipli-
ação de A.
De fato, dados α ∈ A e x ∈ I, temos que αx ∈ I. Sendo que I é um ideal à
esquerda de A, então as propriedades para que I seja um A-módulo são laramente
satisfeitas.
Exemplo 1.6 Todo grupo abeliano (M,+) pode ser onsiderado omo um módulo
sobre o anel Z dos números inteiros denindo a multipliação por:
· : Z×M → M
zm 7→


0 se z = 0
m + · · ·+m︸ ︷︷ ︸
z vezes
se z > 0
(−m) + · · ·+ (−m)︸ ︷︷ ︸
−z vezes
se z < 0
para todo z ∈ Z e para todo m ∈M .
A seguir deniremos a estrutura de bimódulo.
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Denição 1.7 Sejam R, S anéis e M um grupo abeliano (aditivo). Então, M é dito
um (R, S) bimódulo se M é um R-módulo à esquerda e um S-módulo à direita.
Aqui, abe ressaltarmos que para quaisquer r ∈ R, s ∈ S e m ∈M , vale:
(rm)s = r(ms).
Exemplo 1.8 Todo anel A é um (A,A)-bimódulo
Exemplo 1.9 Todo espaço vetorial sobre um orpo K é um (K,K)-bimódulo, e on-
sequentemente, um K-módulo.
1.2 Submódulos
Denição 1.10 Seja M um grupo. Um subonjunto não vazio N de M é um sub-
grupo de M quando o onjunto N é um grupo om a operação de M .
Proposição 1.11 Sejam M um grupo e N um subonjunto não vazio de M . Então
N é um subgrupo de M se e somente se as seguintes ondições são satisfeitas:
(i)' x + y ∈ N , para quaisquer x, y ∈ N ;
(ii)' para todo x ∈ N , existe −x ∈ N tal que x + (−x) = (−x) + x = 0.
Demonstração: De fato, se N é um subgrupo, é laro que as ondições (i)' e (ii)'
são válidas. Suponhamos que as ondições (i)' e (ii)' sejam satisfeitas. É laro que
+ é uma operação em N assoiativa. Por outro lado, dado x ∈ N , por (ii)' existe
−x ∈ N tal que x + (−x) = (−x) + x = 0. Por (i)', 0 ∈ N . 
Na prátia, veriamos as ondições (i)' e (ii)' para mostrar que N é um submó-
dulo de um grupo M .
Denição 1.12 SejamM um A-módulo e N um subonjunto não vazio deM . Então
N é A-submódulo de M , ou simplesmente, um submódulo se:
(i) N é subgrupo aditivo de M ;
(ii) N é fehado em relação à operação ·, isto é, dados α ∈ A e n ∈ N , tem-se que
αn ∈ N .
Proposição 1.13 Seja M um A-módulo. Um subonjunto não vazio N de M é um
submódulo de M se, e somente se, as seguintes ondições são satisfeitas:
(i)' ∀ n, n′ ∈ N, n+ n′ ∈ N ;
(ii)' ∀ α ∈ A, ∀ n ∈ N , tem-se que αn ∈ N .
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Demonstração: Se N é submódulo, então (i)' e (ii)' são satisfeitas. Reiproamente,
provemos que N é submódulo de M . Claramente, + é uma operação em N , pois vale
(i)', que é assoiativa e omutativa. Como N é não vazio, existe x ∈ N . Por (ii)',
0 = 0x ∈ N . Dado y ∈ N , temos que −1 ∈ A (é o oposto de 1 em A), daí
−1y = −y ∈ N . Logo, N é um subgrupo de M e por (ii)' segue que N é um
submódulo de M . 
A seguir, apresentamos alguns exemplos de submódulos de um módulo.
Exemplo 1.14 Seja M um A-módulo. Então {0} e M são submódulos de M hama-
dos submódulos triviais.
Exemplo 1.15 Sejam N1 e N2 submódulos de um módulo M . Então o onjunto
N1 +N2 := {n1 + n2 : n1 ∈ N1 e n2 ∈ N2} é um submódulo de M .
De fato, N1 + N2 ⊂ M . Sejam x, y ∈ N1 + N2. Então, x = x1 + x2 om xi ∈ Ni
e y = y1 + y2 om yi ∈ Ni, para i = 1, 2, segue que x + y = (x1 + x2) + (y1 + y2) =
(x1 + y1) + (x2 + y2) ∈ N1 + N2. Além disso, dado n1 ∈ N1 e n2 ∈ N2 e para todo
α ∈ A, segue que αn1 ∈ N1 e αn2 ∈ N2. Logo, α(n1 + n2) = αn1 + αn2 ∈ N1 +N2.
Portanto, N1 +N2 é um submódulo de M .
Exemplo 1.16 Sejam M um A-módulo e {Ni}i∈I é uma família de submódulos de
M , onde I é um onjunto qualquer não vazio. Então J = ∩
i∈I
Ni é submódulo de M .
De fato, sejam n1 e n2 ∈ J . Então n1 e n2 ∈ Ni, ∀ i ∈ I. Assim, n1 + n2 ∈
Ni, ∀ i ∈ I, isto é, n1 + n2 ∈ J .
Sejam α ∈ A e n ∈ J . Então, n ∈ Ni, ∀ i ∈ I, e daí, αn ∈ Ni, ∀i ∈ I. Logo,
αn ∈ J .
Denimos agora alguns tipos de módulos que são relevantes para o trabalho.
Denição 1.17 Um A-módulo M é dito ílio se existe x ∈ M tal que M = Ax =
{ax : a ∈ A}. Neste aso, dizemos que M é gerado por x, isto é, todo elemento
y ∈M é da forma y = ax para algum a ∈ A.
Exemplo 1.18 Todo anel A visto omo um módulo sobre si mesmo (AA ou AA) é
ílio gerado por 1. Trivialmente, {0} é módulo ílio sobre qualquer anel.
Denição 1.19 Um A-módulo M é dito simples se M 6= {0} e seus únios submó-
dulos são os triviais.
Proposição 1.20 Todo A-módulo simples é ílio.
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Demonstração: Seja M um A-módulo simples. Então existe 0 6= x ∈ M . Assim,
Ax é um submódulo não nulo de M . Como M é simples, segue que Ax = M . 
Denimos agora o anulador de um A-módulo. Tal denição é muito usada neste
trabalho.
Sejam A um anel e M um A-módulo à esquerda, o onjunto
AnA(M) := {a ∈ A : am = 0, ∀ m ∈M}
é hamado de anulador à esquerda do módulo M .
Na verdade, AnA(M) é um ideal de A. De fato, 0 ∈ AnA(M). Sejam x, y ∈
AnA(M) e α ∈ A. Então 0 = xm + (−y)m = (x + (−y))m = (x − y)m, ∀m ∈ M
e portanto, x − y ∈ AnA(M). Também, 0 = α(xm) = (αx)m, ∀m ∈ M e (xα)m =
x(αm) = 0, ∀m ∈M , pois αm ∈M . Logo, AnA(M) é ideal de A.
De maneira análoga é denido anulador à direita de um A-módulo.
Para adam ∈M , denimos o anulador à esquerda deste elemento por AnA(m) :=
{a ∈ A : am = 0} e é fáil ver que AnA(m) é um ideal à esquerda de A. Se A fosse
omutativo então AnA(m) seria ideal de A.
Denição 1.21 Se AnA(M) = {0} então M é dito um A-módulo el.
Proposição 1.22 Seja M um A-módulo. Então M é um A/I-módulo, om a op-
eração · : A/I ×M → M denida por αm = (α + I)m := αm, se, e somente se,
IM = {0} (onde I é um ideal sobre A).
Demonstração: (⇒) Como M é um A/I-módulo, dados α ∈ I e m ∈ M , temos
que αm = (α + I)m = αm = 0, pois α + I = α = 0. Logo, IM = {0}.
(⇐) Denimos
· : A/I ×M → M
(α,m) 7→ αm := αm
Mostremos que · está bem denida. Sejam (a,m), (a1, m1) ∈ A/I ×M tais que
(a,m) = (a1, m1), daím = m1 e a = a1. Isso nos diz que a−a1 ∈ I, mas por hipótese,
(a− a1)m = 0. Portanto, am = a1m e isto é equivalente a dizermos que am = a1m.
Notemos que as propriedades para que M seja um A/I-módulo deorrem do fato de
que M é um A-módulo e da denição da multipliação. 
Corolário 1.23 Seja M um A-módulo. Então M é um A/AnA(M)-módulo el.
Demonstração: Como AnA(M)M = {0}, então M é um A/AnA(M)-módulo pela
proposição aima. Provemos que M é el. Chamemos R = A/AnA(M), temos que
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provar que AnR(M) = {0}. De fato, seja x ∈ AnR(M). Então xM = 0 e pela
denição de · segue que x ·m = xm = 0, ∀m ∈ M . Então x ∈ AnA(M) e daí, x = 0.

1.3 Módulos Quoientes
Sejam M um A-módulo e N um submódulo de M . Dados x, y ∈M , denimos a
relação
x ≡ y (mod N) se, e somente se, x− y ∈ N.
Veria-se failmente que ≡ (mod N) é uma relação de equivalênia. Para ada
x ∈M , a sua respetiva lasse de equivalênia é dada por
x +N = {y ∈M : y ≡ x (mod N)}
= {y ∈M : y − x ∈ N}
= {x+ n : n ∈ N}.
Notemos que por M ser um grupo abeliano, dado qualquer submódulo N (por-
tanto, subgrupo) de M , a lasse x+N (hamada lasse lateral à esquerda) e a lasse
N + x (hamada lasse lateral à direita) oinidem, para qualquer x ∈ M . Por isso,
não fazemos menção alguma quanto à direita e à esquerda.
Podemos veriar failmente que x+N = y+N para x, y ∈M se, e somente se,
x− y ∈ N , isto é, x ≡ y (mod N).
Para failitar a esrita, usamos x ao invés de x+N .
Consideremos o onjunto quoiente M/N = {x : x ∈ M}. Sendo M um grupo
abeliano, não é difíil ver que (M/N,+) também o é.
Denimos
+ : M/N ×M/N → M/N
(x, y) 7→ x + y := x + y.
Primeiramente, mostremos que + está bem denida. Sejam x, y, x′, y′ ∈ M tais
que (x, y) = (x′, y′). Então x = x′ e y = y′. Daí, x− x′ ∈ N e y − y′ ∈ N . Portanto,
(x+ y)− (x′ + y′) = (x−x′)+ (y− y′) ∈ N , ou seja, (x + y) = (x′ + y′). Claramente,
M/N é um grupo abeliano.
Agora denimos
· : A×M/N → M/N
(a, x) 7→ ax := ax.
Vejamos que · está bem denida. De fato, sejam x, y ∈M tais que x = y. Assim,
x− y ∈ N e portanto, a(x− y) = ax− ay ∈ N , a ∈ A. Logo, ax = ay.
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Sejam a, a1 ∈ A e m, m1 ∈M . Então:
(i) a(a1m) = aa1m = a(a1m) = (aa1)m = (aa1)m;
(ii) a(m +m1) = a(m+m1) = a(m +m1) = am+ am1) = am+ am1 = am + am1;
(iii) (a+ a1)m = (a+ a1)m = am + a1m = am + a1m = am+ a1m;
(iv) 1m = 1m = m.
Pelo desenvolvimento feito aima, segue que M/N é um A-módulo, hamado
módulo quoiente de M pelo submódulo N .
Exemplo 1.24 Seja I um ideal à esquerda do anel R. Então R/I tem a estrutura
de um R-módulo, a operação soma é a própria da estrutura do anel R/I e a operação
multipliação de elementos de R por elementos de R/I é induzida pela multipliação
do anel R.
1.4 Homomorsmos
Nesta seção, estudamos um tópio importante dentro da teoria de módulos, que
são os homomorsmos de módulos. Apresentamos as prinipais propriedades dos
homomorsmos e introduzimos dois importantes submódulos que são o núleo e a
imagem de um homomorsmo. Tais oneitos farão toda a diferença quando es-
tudarmos sequênias exatas que ulminam na araterização de anéis semi-simples
apresentados mais adiante.
SejamM e N dois A-módulos. Uma função f : M → N diz-se um homomorsmo
de A-módulos ou um A-homomorsmo se para quaisquer m1, m2 ∈ M e qualquer
α ∈ A, veriam-se as seguintes ondições:
(i) f(m1 +m2) = f(m1) + f(m2);
(ii) f(αm) = αf(m).
Se f é um homomorsmo injetor, sobrejetor ou bijetor, então f é dito ummonomor-
smo, epimorsmo ou um isomorsmo, respetivamente.
Um homomorsmo f : M →M é dito um endomorsmo e se f é um isomorsmo
então f é hamado um automorsmo. Se f : M → N é um isomorsmo, dizemos que
os módulos M e N são isomorfos e denotamos por M ∼= N .
Determinamos por End(M) o onjunto de todos os homomorsmos de M para
M .
Proposição 1.25 Sejam M e P dois A-módulos . Seja f : M → P um homomor-
smo. Então as seguintes propriedades são satisfeitas:
(i) f(0) = 0;
(ii) para todo x ∈M , f(−x) = −f(x).
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Demonstração: (i) Temos que f(0) = f(0 + 0) = f(0) + f(0). Daí f(0) = 0.
(ii) De fato, temos que 0 = f(0) = f(x + (−x)), para todo x ∈ M . Daí, 0 =
f(x) + f(−x) e segue que −f(x) = f(−x). 
Exemplo 1.26 Sejam M,N dois A-módulos. Então a função f : M → N denida
por f(x) = 0 para todo x ∈M é um homomorsmo, hamado homomorsmo nulo.
Exemplo 1.27 Seja M um A-módulo. Então a função 1M : M → M denida por
1M(m) = m (m ∈M) é hamado identidade em M e é um automorsmo.
Exemplo 1.28 Seja N um submódulo de um A-módulo M . Então a função inlusão
annia
i : N →֒ M
n 7→ n
é um monomorsmo.
Exemplo 1.29 Seja N um submódulo de um A-módulo M . Então a função
π : M → M/N
x 7→ x
é um epimorsmo, hamado projeção annia.
Seja f : M → N um A-homomorsmo, hamamos imagem de f (Im(f)) e núleo
de f ((Ker(f))∗), respetivamente aos onjuntos
Im(f) = {f(x) : x ∈M};
Ker(f) = {x ∈M : f(x) = 0}.
(*) Essa é a notação usada na literatura em que Ker abrevia a palavra núleo em
inglês, kernel.
Proposição 1.30 Seja f : M → N um A-homomorsmo. Então Im(f) e Ker(f)
são submódulos de N e M , respetivamente.
Demonstração: Mostremos que Im(f) é um submódulo de N .
Sejam n1 e n2 ∈ Im(f). Então n1 = f(m1) e n2 = f(m2) para alguns m1, m2 ∈
M . Daí, n1 +n2 = f(m1) + f(m2) = f(m1 +m2) e isso nos diz que n1 +n2 ∈ Im(f).
Sejam α ∈ A e n ∈ Im(f). Então n = f(m), para algum m ∈ M . Daí,
αn = αf(m) = f(αm), o que mostra que αn ∈ Im(f).
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Mostremos que Ker(f) é um submódulo de M .
Sejam m1 e m2 ∈ Ker(f). Então f(m1 + m2) = f(m1) + f(m2) = 0 + 0 = 0.
Logo, m1 +m2 ∈ Ker(f).
Sejam α ∈ A e m ∈ Ker(f). Então f(αm) = αf(m) = α0 = 0. Portanto,
αm ∈ Ker(f). 
Proposição 1.31 Seja f : M → N um homomorsmo de A-módulos. Então f é um
monomorsmo, se e somente se, Ker(f) = {0}.
Demonstração: Seja f um monomorsmo. Provemos que Ker(f) = {0}. De fato,
seja x ∈ Ker(f). Então f(x) = 0. Segue que f(x) = 0 = f(0), o que implia x = 0.
Por outro lado, suponhamos Ker(f) = 0. Sejam x, y ∈ M tais que f(x) = f(y).
Então f(x− y) = 0, ou seja, x− y ∈ Ker(f). Como Ker(f) = {0}, segue que x = y,
o que nos mostra que a função f é injetora. 
Estando subentendido o anel A, daqui para frente, esrevemos apenas módulo(s),
submódulo(s), homomorsmo(s) e isomorsmo(s) ao invés de A-módulo(s), A-submódulo(s),
A-homomorsmo(s) e A-isomorsmo(s).
Teorema 1.32 (Teorema do Homomorsmo) Sejam M e N módulos e f : M →
N um homomorsmo. Então M/Ker(f) e Im(f) são módulos isomorfos.
Demonstração: Denimos f : M/Ker(f) → Im(f) por f(m) = f(m). Provemos
que f está bem denida.
Sejam m,m′ ∈ M/Ker(f) tais que m = m′. Então m − m′ ∈ Ker(f). Daí,
f(m−m′) = 0, ou seja, f(m) = f(m′). Logo f(m) = f(m′).
Provemos que f é um homomorsmo bijetor. Sejam x, y ∈ M/Ker(f) e a ∈ A,
temos que
f(x + y) = f(x+ y) = f(x+ y) = f(x) + f(y) = f(x) + f(y) e
f(ax) = f(ax) = f(ax) = af(x) = af(x).
Sejam m e m′ ∈M/Ker(f) tais que f(m) = f(m′). Então, f(m) = f(m′), o que
implia f(m−m′) = 0, ou seja, m−m′ ∈ Ker(f). Logo, m = m′.
Notemos que Im(f) = {f(x) : x ∈M} = {f(x) : x ∈M} = Im(f) e trivialmente
f é sobrejetora. 
O orolário abaixo é uma apliação direta do teorema aima.
Corolário 1.33 Se f : M → N é um epimorsmo, então N e M/Ker(f) são iso-
morfos.
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Corolário 1.34 Todo módulo ílio é isomorfo a um módulo quoiente de A por um
ideal à esquerda de A.
Demonstração: SuponhamosM = Am para algumm ∈M . Denimos f : A→ Am
por f(a) = am. Mostremos que f é um epimorsmo.
Sejam a, b ∈ A. Então f(a + b) = (a + b)m = am + bm = f(a) + f(b) e f(ab) =
(ab)m = a(bm) = af(b).
Por outro lado, Ker(f) = {a ∈ A : f(a) = 0} = {a ∈ A : am = 0} = AnA(m) e f
é laramente sobrejetor. Pelo Corolário 1.33, A/AnA(m) e Am são isomorfos. 
O próximo teorema é muito importante para o nosso trabalho, vamos oloá-lo
neste apítulo, porém ele será usado mais adiante. O fato de A ser um anel não-nulo
garante a existênia de ideal à esquerda (à direita) maximal. Isso será mostrado na
Proposição 2.21.
Teorema 1.35 Para um anel A não-nulo, as seguintes ondições são equivalentes:
(i) A/I é simples omo um A-módulo para algum ideal à esquerda I de A;
(ii) I é um ideal à esquerda maximal de A.
Demonstração: (i)⇒ (ii) Suponhamos que A/I é simples. Devemos mostrar que I
é um ideal à esquerda maximal de A. Seja J um ideal à esquerda de A tal que J $ A
e I ⊆ J . Então J/I é ideal à esquerda de A/I. Como A/I é simples, segue que
J/I = {0} ou J/I = A/I. Se J/I = A/I, então J = A, o que ontradiz a hipótese.
Logo, J/I = {0}, o que implia J ⊆ I, ou seja, J = I. Portanto, I é ideal à esquerda
maximal.
(ii) ⇒ (i) Suponhamos I um ideal à esquerda maximal. Provemos que A/I é um
A-módulo simples. De fato, seja J ideal à esquerda de A/I (equivalentemente, J é
um submódulo de A/I). Então existe um únio ideal à esquerda J de A tal que I ⊆ J
e J/I = J . Por hipótese, J = I ou J = A. Assim, J = {0} ou J = A/I. Portanto,
A/I é um A-módulo simples. 
1.5 Soma Direta Interna
Sejam M um módulo e {Mλ}λ∈I uma família não vazia de submódulos de M .
Então M é hamado soma direta interna dos submódulos Mλ, para todo λ ∈ I se:
(i)M =
∑
λ∈I
Mλ (lembramos que um elemento m ∈M é esrito omo m =
∑
i∈I
mi, onde
{mi}i∈I é uma família quase nula) e
(ii) Mλ ∩
(∑
u 6=λ
Mu
)
= {0}, ∀ λ ∈ I.
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Notamos M = ⊕
λ∈I
Mλ e se I = {1, 2, · · · , n} então M = M1 ⊕M2 ⊕ · · · ⊕Mn. A
proposição a seguir nos dá ondições equivalentes para que tenhamos soma direta.
Proposição 1.36 Seja {Mi}i∈I uma família não vazia de submódulos de um módulo
M . As seguintes armações são equivalentes:
(i) todo elemento m ∈ M se esreve de um únio modo omo m = ∑
i∈I
mi, onde
mi ∈ M, ∀ i ∈ I e a família {mi}i∈I é quase nula (uma família é dita quase nula
quando ela é nula exeto para um número nito de termos);
(ii) M =
∑
i∈I
Mi e se
∑
i∈I
mi = 0, om mi ∈Mi, tem-se mi = 0, para todo i ∈ I;
(iii) M =
∑
i∈I
Mi e Mj ∩
(∑
i6=j
Mi
)
= {0}, ∀ j ∈ I.
Demonstração: (i)⇒ (ii) É laro que M = ∑
i∈I
Mi. Suponhamos que m =
∑
i∈I
mi = 0,
om mi ∈ Mi. Mas por (i), todo elemento de M se esreve de modo únio. Logo,
mi = 0, para todo mi ∈M .
(ii)⇒ (iii) Seja m ∈ Mj ∩
∑
i6=j
Mi. Então m ∈ Mj e esrevemos m =
∑
i6=j
mi, om
mi ∈ Mi e i ∈ I. Portanto,
∑
i6=j
mi −m = 0, e por (ii) todos os somandos devem ser
nulos. Em partiular, m = 0.
(iii)⇒(i) Como M = ∑
i∈I
Mi, temos que m =
∑
i∈I
mi, om m ∈ M onde {mi}i∈I é
uma família quase nula. Provemos que a deomposição de m é únia.
Suponhamos que existam duas deomposições para m, isto é,
∑
i∈I
mi =
∑
i∈I
m′i.
Para ada j ∈ I, temos que mj − m′j =
∑
i6=j
m′i −
∑
i6=j
mi =
∑
i6=j
(m′i − mi) e portanto,
m′j −mj ∈Mj ∩
∑
i6=j
Mi
(iii)
= {0}. Logo, mj = m′j . 
Denição 1.37 Seja N um submódulo de um módulo M . Dizemos que N é um
somando direto de M se existe um submódulo P de M tal que M = N ⊕ P .
Exemplo 1.38 Para qualquer módulo M , tem-se sempre que M = M ⊕ {0}. Os
submódulos M e {0} são ditos somandos diretos triviais.
Exemplo 1.39 Sejam k1 = R(1, 0), k2 = R(0, 1), k3 = R(1, 1), k4 = R(3, 1) sub-
módulos do R-módulo R× R. Então R× R = k1 ⊕ k2 = k1 ⊕ k3 = k1 ⊕ k4.
Exemplo 1.40 Seja R um anel. ConsideremosM2(R) o anel das matrizes quadradas
2×2 om entradas no anel R. Temos que N =
(
0 R
0 R
)
=
{(
0 x
0 y
)
: x, y ∈ R
}
e P =
(
R 0
R 0
)
=
{(
z 0
w 0
)
: z, w ∈ R
}
são R-submódulos deM2(R) eM2(R) =
N ⊕ P .
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Exemplo 1.41 Nem todo submódulo de um módulo é um somando direto.
De fato, tome ZZ. Sejam N e S submódulos não-nulos de Z. Então N = (n) e
S = (s) para alguns n, s ∈ Z. Assim, n ·s ∈ N ∩S. Logo, a soma não pode ser direta.
Proposição 1.42 Sejam M um módulo e N1, N2 submódulos de M tais que M =
N1 ⊕N2. Então M/N1 ∼= N2.
Demonstração: Como M = N1 ⊕ N2, podemos esrever m = n1 + n2 onde n1 e
n2 são uniamente determinados. Assim, denimos ϕ : M → N2 por ϕ(m) = n2. É
laro que ϕ é um homomorsmo sobrejetor. Por outro lado, Ker(ϕ) = {m ∈ M :
ϕ(m) = 0} = {n1 : n1 ∈ N1} = N1. Logo, M/N1 ∼= N2. 
Exemplo 1.43 Considerando o Exemplo 1.40, pela proposição aimaM2(R)/N ∼= P
e M2(R)/P ∼= N .
1.6 Sequênias Exatas
A seção sobre sequênias exatas desempenha papel importante no Capítulo 2, pois
está totalmente relaionada om o teorema de araterização dos anéis semi-simples.
Denição 1.44 Sejam {· · · ,Mi−1,Mi,Mi+1, · · · } uma família não vazia, eventual-
mente innita de módulos e {· · · , f : Mi → Mi+1, · · · } uma família de homomors-
mos. Diz-se que o diagrama:
· · · →Mi−1 fi−1→ Mi fi→Mi+1 fi+1→ · · ·
é uma sequênia exata se é exata em Mi, ∀ i ∈ I, isto é, se Im(fi−1) = Ker(fi), ∀ i ∈
I, onde I é um onjunto não vazio qualquer.
Denição 1.45 Uma sequênia exata de módulos da forma 0 → F f→ G g→ H → 0
é dita uma sequênia exata urta.
Proposição 1.46 Seja F
f→ G g→ H uma sequênia exata de módulos. Então g◦f =
0.
Demonstração: Seja x ∈ F . Então (g ◦ f)(x) = g(f(x)), mas Im(f) = Ker(g) e
daí, g(f(x)) = 0 para todo x ∈ F . Logo, g ◦ f = 0. 
Proposição 1.47 Sejam M, N, P módulos. Então a sequênia 0
fo→ M f→ N g→
P
go→ 0 é exata se, e somente se, f é um monomorsmo, g um epimorsmo e Im(f) =
Ker(g) (as funções fo, go são os homomorsmos nulos).
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Demonstração: (⇒) A sequênia sendo exata, signia que é exata em M, N e
P . Daí, 0 = Im(fo) = Ker(f), Im(f) = Ker(g) e Im(g) = Ker(go) = P , seguindo
portanto que f é um monomorsmo e g é um epimorsmo.
(⇐) Se f é um monomorsmo então Ker(f) = 0 = Im(fo). Se g é um epimorsmo,
então Im(g) = P = Ker(go) e omo Im(f) = Ker(g), segue que a sequênia é exata.

Exemplo 1.48 Seja n ∈ Z, n ≥ 2. A sequênia 0 → nZ i→ Z pi→ Zn → 0 é exata,
onde i e π são respetivamente, as funções inlusão e projeção annias.
O exemplo seguinte é uma generalização do anterior.
Exemplo 1.49 Se E é um submódulo de F , então a sequênia 0 → E i→ F pi→
F/E → 0 é exata, onde i e π são respetivamente, as funções inlusão e projeção
annias.
Denição 1.50 Dada a sequênia exata de módulos 0 → E f→ F g→ G→ 0, dizemos
que a mesma inde se Im(f) é um somando direto de F .
Proposição 1.51 Dada uma sequênia exata de A-módulos 0 → E f→ F g→ G→ 0,
as seguintes armações são equivalentes:
(i) a sequênia inde;
(ii) existe um homomorsmo ψ : F → E tal que ψ ◦ f = 1E;
(iii) existe um homomorsmo ϕ : G→ F tal que g ◦ ϕ = 1G.
Demonstração: (i)⇒(ii) Temos que Im(f) é um somando direto de F, ou seja,
existe um submódulo P de F tal que F = Im(f)⊕ P . Portanto, se x ∈ F , então x é
expresso de forma únia omo x = y + p onde y ∈ Im(f) e p ∈ P .
Como y ∈ Im(f), segue que y = f(v) para algum v ∈ E. Note que v é únio,
pois f é uma função injetora.
Denimos ψ : F → E por ψ(x) = v (onde x = y+p, om y = f(v), para únio v).
Mostremos que ψ é um homomorsmo. De fato, sejam x, x′ ∈ F . Então x = y + p
e x′ = y′ + p′, onde y, y′ ∈ Im(f) e portanto, y = f(v), y′ = f(v′), para únios
v, v′ ∈ E e ainda, p, p′ ∈ P . Temos que
ψ(x + x′) = ψ((y + y′) + (p+ p′)) = ψ((f(v + v′)) + (p+ p′))
= v + v′ = ψ(x) + ψ(x′) e
ψ(rx) = ψ(r(y + p)) = ψ(ry + rp) = ψ(rf(v) + rp) = ψ(f(rv) + rp)
= rv = rψ(x), para todo r ∈ A.
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Agora, mostremos que ψ ◦ f = 1E. Seja e ∈ E. Então (ψ ◦ f)(e) = ψ(f(e)) = e.
Logo, ψ ◦ f = 1E .
(ii)⇒(i) Mostremos que F = Im(f)⊕Ker(ψ). Seja x ∈ F . Chamemos f(ψ(x)) =
y e z = x − y. Logo, x = y + z, e laramente y ∈ Im(f). É suiente mostrarmos
que z ∈ Ker(ψ). De fato,
ψ(z) = ψ(x− y) = ψ(x)− ψ(y) = ψ(x)− ψ(f(ψ(x)))
= ψ(x)− (ψ ◦ f)(ψ(x)) (ii)= ψ(x)− ψ(x) = 0.
Provemos ainda que Im(f) ∩ Ker(ψ) = {0}. Seja y ∈ Im(f) ∩Ker(ψ). Então
y ∈ Im(f), isto é, y = f(x) para algum x ∈ E e também ψ(y) = 0. Logo, 0 = ψ(y) =
ψ(f(x)) = (ψ ◦ f)(x) = x. Portanto, y = f(x) = f(0) = 0.
(i)⇒(iii) Sabemos que existe um submódulo P de F tal que F = Im(f)⊕ P .
Seja w ∈ G. Então existe x ∈ F tal que g(x) = w. Como x = y + p, onde
y ∈ Im(f) e p ∈ P , temos que g(x) = g(y + p) = g(y) + g(p) = g(p), pois y ∈
Im(f) = Ker(g). Logo, g(p) = w.
Mostremos que p om esta propriedade é únio. Suponhamos que exista p′ ∈ P
tal que g(p′) = w. Então g(p) = g(p′) e isso implia que g(p) − g(p′) = 0, ou seja,
g(p − p′) = 0. Assim p − p′ ∈ Ker(g) = Im(f) e daí, p − p′ ∈ Im(f) ∩ P = {0}.
Donde, p = p′.
Denimos ϕ : G → F por ϕ(w) = p, onde p é tal que g(p) = w. Mostremos que
ϕ é um homomorsmo. Sejam w,w′ ∈ G. Então w = g(x) e w′ = g(x′) para alguns
x, x′ ∈ F . Mas F = Im(f) ⊕ P e isso implia que x = y + p e x′ = y′ + p′, onde
y, y′ ∈ Im(f) e p, p′ ∈ P . Logo,
ϕ(w + w′) = ϕ(g(y + p) + g(y′ + p′)) = ϕ(g(y + y′ + p+ p′))
= ϕ(g(y + y′) + g(p+ p′))
(∗)
= ϕ(g(p+ p′)) = p+ p′
= ϕ(w) + ϕ(w′) e
ϕ(rw) = ϕ(rg(y + p)) = ϕ(g(r(y + p))) = ϕ(g(ry + rp))
= ϕ(g(ry) + g(rp))
(∗)
= ϕ(g(rp)) = rp = rϕ(w), ∀ r ∈ A.
As igualdades (∗) se devem ao fato de que y + y′ e ry ∈ Ker(g). Além disso,
(g ◦ ϕ)(w) = g(p) = w, ∀ w ∈ G. Logo, (g ◦ ϕ) = 1G.
(iii)⇒(i) Mostremos que F = Im(f) ⊕ P , onde P = Im(ϕ). Se y ∈ Im(f) ∩ P ,
então existem z ∈ E e w ∈ G tais que y = f(z) = ϕ(w). Como g(y) = 0, segue
que 0 = g(y) = g(f(z)) = g(ϕ(w)) = (g ◦ ϕ)(w) = w. Assim, y = 0 e portanto,
Im(f) ∩H = {0}.
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Agora, seja y ∈ F . Então é laro que t = y − ϕ(g(y)) ∈ Ker(g) = Im(f).
Portanto, y = t + ϕ(g(y)) ∈ Im(f) + Im(ϕ). Assim, F = Im(f) ⊕ H e a ondição
(i) é satisfeita. 
Corolário 1.52 Se a sequênia exata urta 0 → E f→ F g→ G → 0 inde, então
F ∼= E ⊕G.
Demonstração: Como a sequênia inde, então F = Im(f)⊕Im(ϕ), por (iii) ⇒ (i)
do teorema aima. Além disso, ϕ é injetor (pois g ◦ ϕ = 1G, isto é, ϕ tem inversa à
esquerda) daí, G ∼= Im(ϕ).
Por f ser injetor, Im(f) ∼= E. Logo, F = Im(f)⊕ Im(ϕ) ∼= E ⊕G. 
Exemplo 1.53 Sejam A um anel e R = M2(A) o anel das matrizes de ordem 2 sobre
A. É fáil veriar que os onjuntos
I =
{(
a 0
b 0
)
: a, b ∈ A
}
e J =
{(
0 c
0 d
)
: c, d ∈ A
}
são ideais à esquerda de R e portanto R-submódulos (à esquerda) de R. Claramente
RR = I ⊕ J e portanto, a sequênia exata urta 0 → I i→ R pi→ R/I → 0 inde. Na
sequênia dada i é a inlusão e π a projeção annias. Notemos que R/I ∼= J .
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Capítulo 2
Anéis Semi-simples e Radial de
Jaobson
Nesse apítulo trabalhamos om duas lasses importantes de anéis, a saber, a dos
anéis semi-simples e dos anéis J-semi-simples. Estudamos as araterizações destes
anéis, assim omo, a relação entre eles. Enuniamos, sem demonstrar, o teorema de
Wedderburn-Artin, um aso partiular do teorema da estrutura para anéis primitivos.
2.1 Condições de Cadeia
Nesta seção, denimos módulos e anéis noetherianos (artinianos). Para isso,
falamos brevemente sobre ondições de adeia. Nosso objetivo é apenas lembrar
denições e resultados relaionados, sem demonstrá-los.
Dado um onjunto C, dizemos que uma família de subonjuntos F = {Ci : i ∈ I}
de C satisfaz a ondição de adeia asendente (CCA) se F não ontém uma subfamília
estritamente resente Ci1 $ Ci2 $ · · · , ou seja, para qualquer adeia asendente
Ci1 ⊆ Ci2 ⊆ · · · de elementos de F , existe um inteiro n tal que Cin = Cin+1 = Cin+2 =
· · · .
A ondição de adeia desendente (CCD) é formulada de maneira semelhante,
invertendo o sentido das inlusões.
Denição 2.1 SejaM um A-módulo à esquerda. Dizemos que o móduloM é noethe-
riano (respetivamente artiniano) se a família de todos os submódulos de M satisfaz
CCA (respetivamente CCD).
Para o aso em que M = A temos as denições para anéis noetherianos e artini-
anos.
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Dizemos que o anel A é noetheriano à esquerda (respetivamente à direita) se A é
noetheriano quando visto omo um A-módulo à esquerda (respetivamente à direita)
e artiniano à esquerda (respetivamente à direita) se A é artiniano quando visto omo
um A-módulo à esquerda (respetivamente à direita). Se o anel A é noetheriano à
esquerda e à direita, A diz-se simplesmente noetheriano. O mesmo vale para o aso
artiniano.
Apresentamos agora um resultado bem onheido e muito útil para enontramos
exemplos de módulos noetherianos. Ao leitor interessado, indiamos ([4℄, Theorem
1.9, p. 375).
Proposição 2.2 Um módulo M é noetheriano se, e somente se, ada submódulo de
M é nitamente gerado (M é um A-módulo nitamente gerado se existemm1, · · · , ms ∈
M tais que M = Am1 + Am2 + · · ·+ Ams).
Exemplo 2.3 O Z-módulo Z é noetheriano, pois todo submódulo de Z é ílio e
portanto nitamente gerado. Entretanto, o Z-módulo Z não é artiniano, pois obtemos
a adeia estritamente resente de ideais de Z
2Z % 4Z % 8Z % · · · % 2nZ % · · · .
Exemplo 2.4 Corpos e anéis de divisão são anéis noetherianos e artinianos.
Para nalizar esta seção, gostaríamos de lembrar um resultado útil para o tra-
balho. Primeiramente apresentamos duas denições.
Denição 2.5 Dado um A-módulo à esquerda M , uma série normal para M é uma
adeia de submódulos
M = M0 ⊃M1 ⊃ · · · ⊃Ms.
Os fatores da série são os módulos quoientes Mi/Mi+1 (i = 0, 1, · · · , s− 1).
Denição 2.6 Uma série de omposição (nita) para um A-módulo M é uma série
normal M = M0 ⊃M1 ⊃ · · · ⊃Ms tal que ada fator da série, isto é, Mi/Mi+1 é um
A-módulo simples para todo i ∈ {1, 2, · · · , s− 1}.
Para maiores detalhes, veja ([4℄, p. 375)
Teorema 2.7 Um A-módulo à esquerda M é noetheriano e artiniano se, e somente
se, M possui um série de omposição nita.
Ao leitor interessado, indiamos ([4℄, Theorem 1.11, p. 376).
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2.2 Módulos Semi-simples
Denição 2.8 Um A-módulo M é dito semi-simples se todo submódulo de M é um
somando direto de M .
Proposição 2.9 Todo submódulo de um módulo semi-simples é semi-simples.
Demonstração: Sejam M um módulo semi-simples e N um submódulo de M .
Seja H um submódulo de N . Provemos que existe um submódulo P de N tal que
N = P ⊕H .
Sendo M semi-simples, existe um submódulo J de M tal que M = J ⊕ H , pois
H é um submódulo de M . Mostremos que N = (J ∩N)⊕H .
É laro que (J ∩N)∩H = {0}, pois J ∩N ∩H ⊂ J ∩H = {0}. Como (J ∩N)⊕H
é um submódulo de N , resta provarmos que N ⊂ (J ∩N)⊕H .
Seja n ∈ N . Então n ∈ M e portanto, n = u + v onde u ∈ J e v ∈ H . Daí,
u ∈ J∩N , pois u = n−v. Portanto n = u+v ∈ (J∩N)⊕H e então N = (J∩N)⊕H .
Logo, N é semi-simples. 
Exemplo 2.10 Seja K um orpo. Então todo K-espaço vetorial é um K-módulo
semi-simples. Em partiular, K é um K-módulo semi-simples.
De fato, sua únia deomposição é a trivial, isto é, K = K ⊕ {0}
Exemplo 2.11 Todo módulo simples é semi-simples.
De fato, seja M um módulo simples. Então seus únios submódulos são {0} e M
e obviamente M = {0} ⊕M .
Consideremos D um anel de divisão. Notemos que D não possui ideais à es-
querda e nem à direita que não sejam os triviais. Portanto, DD e DD são simples e
onsequentemente semi-simples.
O seguinte resultado é interessante, pois garante que todo módulo semi-simples
não-nulo possui submódulo simples. Este resultado é fortemente usado na demons-
tração do Teorema 2.13 a seguir.
Proposição 2.12 Todo A-módulo semi-simples não-nulo ontém um submódulo sim-
ples.
Demonstração: Seja M um A-módulo semi-simples não-nulo. Seja 0 6= m ∈ M .
Então Am é um submódulo não-nulo de M e, pela Proposição 2.9, temos que Am
é semi-simples. Mostremos que Am ontém um submódulo simples. Pelo Lema de
Zorn, existe N um submódulo de Am que é maximal om respeito a propriedade
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de que m 6∈ N . Sendo Am semi-simples, existe N ′ submódulo de Am tal que
Am = N ⊕N ′.
É laro que N ′ é não-nulo, pois aso ontrário, Am = N e teríamos um absurdo,
pois m não perteneria a Am.
Mostremos que N ′ é simples. Seja N ′′ um submódulo não-nulo de N ′. Então
N ⊕N ′′ deve onter m (pela maximidade de N). Logo, Am = N ⊕N ′′ e isso implia
que N ′′ = N ′. 
O teorema abaixo não é demonstrado aqui. Ao leitor interessado, indiamos ([5℄,
p. 26).
Teorema 2.13 Seja M um A-módulo. São equivalentes:
(i) M é semi-simples;
(ii) M é soma direta de uma família de submódulos simples;
(iii) M é soma de uma família de submódulos simples.
2.3 Anéis Semi-simples
Um anel A é dito semi-simples à esquerda se A, omo A-módulo à esquerda, é
semi-simples, isto é, AA é semi-simples. Analogamente, denimos anel semi-simples
à direita onsiderando A omo A-módulo à direita.
O teorema abaixo arateriza anéis semi-simples à esquerda. O análogo do mesmo
arateriza anéis semi-simples à direita.
Teorema 2.14 Seja A um anel. Então são equivalentes:
(i) A é semi-simples à esquerda;
(ii) toda sequênia exata urta de A-módulos à esquerda inde;
(iii) todo A-módulo à esquerda é semi-simples.
Demonstração: (ii)⇒ (iii) Seja M um A-módulo e N um submódulo de M . Sabe-
mos que a sequênia 0 → N i→ M pi→ M/N → 0 inde. Portanto, N é um somando
direto de M .
(iii)⇒ (ii) Seja M um A-módulo à esquerda semi-simples. Consideremos a sequênia
exata urta 0 → P f→ M g→ G → 0. Como Im(f) e Ker(g) são submódulos de M ,
segue que Im(f) e Ker(g) são somandos diretos de M , poisM é semi-simples. Logo,
a sequênia inde.
(iii)⇒ (i) Como todo A-módulo à esquerda é semi-simples, segue que A é semi-simples
à esquerda.
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(i) ⇒ (iii) Seja M um A-módulo à esquerda. Se M = {0}, laramente M é semi-
simples à esquerda.
Suponhamos M 6= {0}. Então existe 0 6= m ∈ M . Consideremos o A-submódulo
ílio Am de M .
Seja o epimorsmo de módulos ϕ : A → Am dado por ϕ(a) = am. Clara-
mente A/Ker(ϕ) ∼= Am. Como A é semi-simples à esquerda, podemos esrever
A = Ker(ϕ)⊕ I, onde I é um submódulo semi-simples de A.
Portanto, Am ∼= (Ker(ϕ)⊕ I)/Ker(ϕ) ∼= I (veja Proposição 1.42).
Logo, Am é um A-módulo semi-simples e, pelo Teorema 2.13, Am é uma soma de
módulos simples. Agora, M =
∑
m∈M
Am e segue novamente do Teorema 2.13 que M é
semi-simples. 
Exemplo 2.15 Corpos e anéis de divisão são anéis semi-simples à esquerda.
Denição 2.16 Dizemos que I é um ideal à esquerda minimal de A se I 6= {0} e se
J é um ideal à esquerda de A tal que {0} ⊂ J ⊂ I então J = {0} ou J = I.
Corolário 2.17 Todo anel semi-simples à esquerda é noetheriano à esquerda e ar-
tiniano à esquerda.
Demonstração: Seja A um anel semi-simples à esquerda. Podemos esrever AA =
⊕
i∈I
Ui, onde os U
′
is são A-submódulos simples de A (de fato, ada Ui é um ideal à
esquerda minimal de A).
Temos que 1 ∈ A e é esrito omo 1 = ui1 + · · · + uit onde uij ∈ Uij para
j ∈ {1, 2, · · · , t}. Logo, A ⊂ t⊕
j=1
Uij ⊂ A e assim, A =
t⊕
j=1
Uij .
Reindexando e reordenando os índies ij
′
s, hamamos J = {1, · · · , t}. Logo,
A = ⊕
i∈J
Ui é uma soma direta nita. Daí,
A = ⊕
i∈J
Ui ⊃
t−1⊕
i=1
Ui ⊃
t−2⊕
i=1
Ui ⊃ · · · ⊃
2⊕
i=1
Ui ⊃ U1 ⊃ 0
e isso nos diz que AA possui uma série de omposição.
Pelo Teorema 2.7, AA é artiniano e noetheriano, isto é, A omo um anel é noethe-
riano à esquerda e artiniano à esquerda. 
Os resultados a seguir são utilizados no apítulo 4, porém vamos apresentá-los
(sem demonstração) agora em virtude do ontexto em que estamos.
Lembramos que um anel A é simples se, e somente se, seus únios ideais são os
triviais ({0} e A).
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Teorema 2.18 Seja A um anel simples. Então são equivalentes:
(i) A é artiniano à esquerda;
(ii) A é semi-simples à esquerda;
(iii) A tem um ideal minimal à esquerda;
(iv) A ∼= Mn(D) para algum número natural n e algum anel de divisão D.
O teorema aima nos diz que um anel simples satisfazendo CCD é semi-simples à
esquerda. A hipótese de satisfazer CCD é essenial, pois abaixo exibimos um exemplo
de anel simples (este não satisfaz CCD) que não é semi-simples. Ao leitor interessado,
indiamos ([5℄, p. 40).
Exemplo 2.19 Sejam D um anel de divisão e VD = ⊕
i>1
eiD um D-espaço vetorial
à direita de dimensão innita. Consideremos E = End(VD) e I um ideal de E
onsistindo de posto nito. Então o quoiente A = E/I é anel simples mas não é
semi-simples.
Finalizamos esta seção om o teorema de Wedderburn-Artin que omo dissemos
no iníio deste apítulo, é um aso partiular do teorema de estrutura para anéis
primitivos, teorema este que originou nosso trabalho. O teorema de Wedderburn-
Artin é muito importante, pois a maneira omo os anéis semi-simples à esquerda (à
direita) são araterizados (produto de matrizes quadradas sobre anéis de divisão)
nos traz, omo orolário, que anéis semi-simples à esquerda são semi-simples à direita
(e reiproamente), ou seja, podemos dizer apenas anéis semi-simples.
Teorema 2.20 (Teorema de Wedderburn-Artin) Seja A um anel semi-simples
à esquerda. Então A ∼= Mn1(D1) ×Mn2(D2) × · · · ×Mnr(Dr) para anéis de divisão
D1, · · · , Dr e inteiros positivos n1, · · · , nr onvenientes. O número r é uniamente
determinado, assim omo os pares (n1, D1), · · · , (nr, Dr). Então há exatamente r
módulos simples à esquerda mutuamente não isomorfos.
2.4 Radial de Jaobson
O radial de Jaobson de um anel A é denotado por rad A e é denido omo a
interseção de todos os ideais à esquerda maximais de A.
De aordo om esta denição, rad A deveria ser hamado radial à esquerda de A.
Similarmente, denimos radial à direita de A omo sendo a interseção de ideais à
direita maximais. De fato, o radial à direita e à esquerda oinidem e essa distinção
é portanto desneessária.
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Proposição 2.21 Seja A um anel não-nulo. Então A possui ideais à esquerda ma-
ximais.
Demonstração: Seja F = {I : I é ideal à esquerda próprio de A}. Claramente,
F 6= ∅ pois 0 ∈ F e onsideremos F parialmente ordenado pela inlusão.
Seja F ′ um subonjunto não vazio de F e totalmente ordenado. Consideremos
J =
⋃
I′∈F ′
I ′. Claramente, J é um ideal à esquerda de A, pois F ′ é totalmente ordenado.
Por outro lado, J 6= A, pois aso ontrário, 1 ∈ J . Logo, 1 ∈ I ′ para algum I ′ ∈ F ′ e
isso nos dá que I ′ = A, absurdo.
Logo, J ∈ F e é uma ota superior para F ′ em F . Pelo Lema de Zorn, existe I
um elemento maximal em F , isto é, I é um ideal à esquerda próprio de A tal que se
K é ideal à esquerda próprio de A tal que I ⊂ K $ A então K = I, ou seja, I é ideal
à esquerda maximal de A. 
Do exposto aima, rad A 6= A. Se A = 0, não há ideais à esquerda maximais e
denimos rad A = 0.
O lema abaixo, uja demonstração pode ser enontrada em ([5℄, p. 50) nos dá
uma araterização dos elementos do rad A.
Lema 2.22 Seja y ∈ A. Então são equivalentes:
(i) y ∈ rad A;
(ii) 1− xy é invertível à esquerda para qualquer x ∈ A;
(iii) yM = 0 para qualquer A-módulo à esquerda simples M .
Lembramos que o anulador de um módulo M é dado por AnA(M) := {a ∈ A :
am = 0, ∀ m ∈M}.
Observemos que no aso em que A 6= 0, a existênia de ideais à esquerda maximais
de A nos dá trivialmente a existênia de A-módulos simples (veja Teorema 1.35),
sendo que no aso A = 0, rad A = 0. Podemos enuniar o seguinte
Corolário 2.23 rad A =
⋂
AnA(M), interseção dos anuladores de todos os A-
módulos simples. Em partiular, rad A é um ideal de A.
Demonstração: Provemos que rad A ⊆ ⋂AnA(M). Seja y ∈ rad A. Pelo Lema
2.22, yN = 0 para qualquer A-módulo simples N . Logo, y ∈ AnA(N), para qualquer
A-módulo simples N , isto é, y ∈ ⋂AnA(M) (interseção dos anuladores de todos os
A-módulos simples).
Agora, seja y ∈ ⋂AnA(M), para todo M simples. Então, yM = 0 para todo
A-módulo simples M . Pelo Lema 2.22, y ∈ rad A.
É laro que rad A é um ideal de A, pois é a interseção de ideais de A. 
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Denição 2.24 Seja A um anel. Dizemos que A é Jaobson semi-simples (ou J-
semi-simples) se rad A = 0.
Mais adiante, veremos que a noção de J-semisimpliidade é bem relaionada om
a noção de simpliidade.
Exemplo 2.25 Z é um anel J-semi-simles, pois rad Z =
⋂
p primo
pZ = 0, mas Z não
é semi-simples (Z não é artiniano).
Lema 2.26 Seja A um anel não-nulo. Então todo ideal à esquerda próprio de A está
ontido em um ideal à esquerda maximal.
Demonstração: Seja B um ideal à esquerda próprio de A. Consideremos F = {I $
A : I é ideal à esquerda de A e B ⊂ I}. Temos que F 6= ∅, pois B ∈ F . Suponhamos
que F seja parialmente ordenado pela inlusão.
Seja F ′ um subonjunto não vazio de F e totalmente ordenado. Claramente,
J =
⋃
I′∈F ′
I ′ é um ideal à esquerda de A, pois F ′ é totalmente ordenado e J 6= A. Por
outro lado, B ⊂ J pois B ⊂ K para algum K ∈ F ′ ⊂ F (na verdade, B ⊂ I ′, para
todo I ′ ∈ F ′). Assim, J ∈ F e é uma ota superior para F ′ em F . Pelo Lema de
Zorn, F possui um elemento maximal, existe I ideal à esquerda próprio de A tal que
B ⊂ I e se K é um elemento de F tal que I ⊂ K $ A então K = I, isto é, I é ideal
à esquerda maximal. 
Teorema 2.27 Seja A um anel. Então são equivalentes:
(i) A é semi-simples;
(ii) A é J-semi-simples e artiniano à esquerda.
Demonstração: (i) ⇒ (ii) Seja A um anel semi-simples e U = rad A. Então
podemos esrever A = U ⊕ B para algum ideal à esquerda B de A. Suponhamos
U 6= 0. Isto implia que A 6= 0 e daí, U 6= A. Logo, B 6= 0. Pelo Lema 2.26, existe M
um ideal à esquerda maximal de A tal que B ⊂ M . Por denição, U = rad A ⊂ M
e assim, U +B ⊂M . Portanto, M = A e isso é um absurdo.
Sendo A semi-simples, segue, pelo Corolário 2.17, que A é artiniano à esquerda.
(ii) ⇒ (i) Observemos primeiro que todo ideal à esquerda minimal I de A é um
somando direto de AA. Como rad A = 0, segue que existe um ideal à esquerda
maximalM de A tal que I 6⊂M , pois aso ontrário, isto é, se I estivesse ontido em
qualquer ideal à esquerda maximal de A então I ⊂ rad A = 0, absurdo pois I 6= {0}.
Sendo que I é minimal,M é maximal e I 6⊂M , segue que I ∩M = {0} e I +M = A.
Logo, I ⊕M =A A.
29
Agora, A é artiniano à esquerda então é laro que A possui um ideal à esquerda
minimal A1 e, pelo que observamos aima, AA = A1⊕B1 para algum ideal à esquerda
B1 de A. Apliando novamente CCD, existe um ideal à esquerda minimal A2 ⊂ B1
de A. Além disso, AA = A2 ⊕ B2 para algum ideal à esquerda B2 de A. Segue que
A = A1 ⊕A2 ⊕ (B1 ∩ B2). Repetindo o proedimento, obtemos
A = A1 ⊕A2 ⊕ · · · ⊕ An ⊕ (B1 ∩ B2 ∩ · · · ∩ Bn),
onde B1 ⊃ B1 ∩ B2 ⊃ · · · ⊃ B1 ∩ B2 ∩ · · · ∩ Bn e os ideais à esquerda A′is são
minimais. Por hipótese, existe um inteiro m tal que B1 ∩B2 ∩ · · · ∩ Bm = 0. Assim,
A = A1⊕A2⊕ · · ·⊕Am e A é semi-simples, os A′is sendo ideais à esquerda minimais
equivalem a A-submódulos simples. 
Finalizamos esta seção om uma relação entre ideais nil e rad A do anel A.
Denição 2.28 Um ideal U de A é dito nil se U é onstituído por elementos nilpo-
tentes do anel A (lembrando que um elemento x ∈ A é dito nilpotente se xn = 0, para
algum n > 1).
Exemplo 2.29 Considere o anel A = Z[x1, x2, x3, · · · ]/(x21, x32, x43, · · · ) (onde (x21, x32, x43, · · · )
é o ideal gerado por x21, x
3
2, x
4
3, · · · ) e o ideal U gerado por x1, x2, x3, · · · . Portanto, U
é um ideal nil.
Temos que U = (x1, x2, · · · ) e laramente xi i+1 = 0, para todo i ∈ {1, 2, · · · }.
Seja x ∈ U . Então x = ∑
i∈F
ai xi, onde F é um subonjunto nito de {1, 2, · · · } e
ai ∈ A, para todo i ∈ F . Devemos mostrar que x é nilpotente. Para isto, observamos
que
(i) omo A é anel omutativo, então para qualquer a ∈ A, se y ∈ A é nilpotente,
então a y é nilpotente. De fato, suponhamos y n = 0, para algum n > 1. Daí,
(a y)n = any n = 0;
(ii) se x e y são elementos nilpotentes de A, omo x y = y x (A é omutativo),
segue que x+y = x + y é um elemento nilpotente. Basta desenvolvermos (x + y)n+m,
onde xn = 0 = ym e hegaremos que (x+y)n+m = (x+ y)n+m = 0. Por indução, não
é difíil mostrar que se y1, y2, · · · , yk são elementos nilpotentes de A então também o
é y1 + y2 + · · ·+ yk.
Agora, de (i) e (ii) é fáil ver que x aima é nilpotente.
Teorema 2.30 Seja U um ideal nil de A. Então U ⊂ rad A.
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Demonstração: Seja y ∈ U . Então para qualquer x ∈ A, xy ∈ U e portanto, xy é
nilpotente. Daí, existe n ∈ N, n > 1 tal que (xy)n = 0.
Veriamos que
n−1∑
i=0
(xy)i é o inverso de 1− xy. De fato,
(1− xy)
n−1∑
i=0
(xy)i = (1− xy)(1 + xy + (xy)2 + · · ·+ (xy)n−1)
= 1 + xy + (xy)2 + · · ·+ (xy)n−1 − xy − (xy)2 − · · · − (xy)n−1
= 1.
Analogamente, (
n−1∑
i=0
(xy)i)(1− xy) = 1. Logo, pelo Lema 2.22, y ∈ rad A. 
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Capítulo 3
Anéis Primos e Semiprimos
Nesse apítulo, nos dediamos a estudar a estrutura dos anéis primos e semipri-
mos. Veremos a relação entre essas duas estruturas e além disso, a relação que essas
estruturas possuem om as estruturas de anéis já vistas até agora.
3.1 Ideais Primos
Seja I um ideal de um anel A. Dizemos que I é um ideal ompletamente primo
se para x, y ∈ A tais que xy ∈ I, então x ∈ I ou y ∈ I.
Dizemos que I é um ideal primo se para quaisquer ideais U e V de A tais que
UV ⊆ I então U ⊆ I ou V ⊆ I.
Quando A é um anel omutativo, temos o seguinte resultado
Proposição 3.1 Um ideal I é ompletamente primo se, e somente se, I é ideal
primo.
Demonstração: (⇒) Consideremos U e V dois ideais não-nulos de A tais que UV ⊆
I (os asos em que U ou V são nulos são triviais). Suponhamos que V 6⊂ I. Mostremos
que U ⊆ I.
De fato, sejam v ∈ V \I e u ∈ U tais que uv ∈ I. Por hipótese, u ∈ I ou v ∈ I.
Como v ∈ V \I, segue que u ∈ I. Portanto U ⊆ I.
(⇐) Sejam x, y ∈ A tais que xy ∈ I. Consideremos os ideais Ax e Ay. Então
AxAy
(∗)
= Axy ⊆ I.
A igualdade (∗) vale, pois A é omutativo. Se Ax ⊆ I então x ∈ I. Se Ay ⊆ I
então y ∈ I. 
Vemos assim que as denições de ideais ompletamente primo e primo são equiv-
alentes no ontexto omutativo.
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A proposição a seguir nos dá outras formas de araterizar ideais primos em anéis
arbitrários. Lembramos que (u) = AuA denota o ideal gerado por u ∈ A, para
qualquer u ∈ A.
Proposição 3.2 Para um ideal I de A são equivalentes:
(i) I é primo;
(ii) dados u, v ∈ A tais que (u)(v) ⊆ I então u ∈ I ou v ∈ I;
(iii) dados u, v ∈ A tais que uAv ⊆ I então u ∈ I ou v ∈ I;
(iv) dados U e V ideais à esquerda de A tais que UV ⊆ I então U ⊆ I ou V ⊆ I;
(iv)' dados U e V ideais à direita de A tais que UV ⊆ I então U ⊆ I ou V ⊆ I;
Demonstração: (i) ⇒ (ii) Se (u)(v) ⊆ I para u, v ∈ A, então segue por (i) que
(u) ⊆ I ou (v) ⊆ I. Logo, u ∈ I ou v ∈ I
(ii)⇒ (iii) Notemos que (u)(v) = AuAAvA ⊆ AuAvA. Como uAv ⊆ I por hipótese,
segue que AuAvA ⊆ AIA ⊆ I, pois I é ideal de A. Logo, (u)(v) ⊆ I e por (ii) segue
que u ∈ I ou v ∈ I.
(iii)⇒ (iv) Sejam U e V ideais à esquerda de A tais que UV ⊆ I. Suponhamos que
U 6⊂ I. Devemos provar que V ⊆ I.
Sejam u ∈ U\I e v ∈ V . Como V é ideal à esquerda de A, vem que uAv ⊆ UV ⊆
I. Por (iii) segue que u ∈ I ou v ∈ I. Como u 6∈ I, segue que v ∈ I e daí V ⊆ I.
(iv) ⇒ (i) Sejam U e V ideais de A tais que UV ⊆ I. Claramente U e V são ideais
à esquerda de A e portanto, U ⊆ I ou V ⊆ I.
As impliações (iii) ⇒ (iv)' e (iv)' ⇒ (i) são análogas, onsiderando ideais à
direita. 
Observamos que todo ideal maximal de A é primo, sendo falsa a reíproa.
De fato, sejam I, J ideais de A tais que IJ ⊂ M . Queremos mostrar que I ⊂ M
ou J ⊂M .
Suponhamos que I 6⊂ M . Como M é maximal, segue que I +M = A. Por outro
lado, J +M = A(J +M) = (I +M)(J +M)
(∗)⊂ IJ +M ⊂M , pois IJ ⊂M . Assim,
J +M ⊂M e portanto, J ⊂ M .
Provando (∗): seja z ∈ (I + M)(J + M). Então z = ∑
i∈F
xiyi, onde xi ∈ I + M e
yi ∈ J +M , para todo i ∈ F , onde F é um onjunto nito. Assim, para ada i ∈ F ,
temos xi = ai + bi e yi = ci + di om ai ∈ I, ci ∈ J e bi, di ∈M .
Portanto, z =
∑
i∈F
(ai + bi)(ci + di) =
∑
i∈F
aici +
∑
i∈F
(aidi + bici + bidi) ∈ IJ +M .
Exemplo 3.3 {0} é um ideal primo em Z e não é maximal.
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Exemplo 3.4 Considerando A um anel simples, então o anel Mn(A) (anel das ma-
trizes n × n om entradas em A) é um anel simples. Este fato é devido ao seguinte
resultado que pode ser visto em ([5℄, Theorem 3.1, p. 31): Seja A um anel. Então
todo ideal I de Mn(A) é da forma Mn(J) para um ideal uniamente determinado J
de A. Em partiular, se A é simples o é Mn(A).
Mostraremos no apítulo 4 que todo anel simples é primo. Assim, o anel Mn(A)
é simples se A é simples e portanto, um anel primo.
Denição 3.5 Um onjunto não vazio S ⊆ A é hamado m-sistema se para quais-
quer u, v ∈ S, existe a ∈ A tal que uav ∈ S.
Exemplo 3.6 Todo onjunto não vazio multipliativamente fehado é um m-sistema.
Exemplo 3.7 Sejam A um anel e a ∈ A. O onjunto {a, a2, a4, a8, · · · } é um m-
sistema.
Corolário 3.8 Um ideal I de A é primo se, e somente se, A \ I é um m-sistema.
Demonstração: (⇒) Sejam u, v ∈ A \ I. Como I é primo, temos que se uAv ⊆ I
então u ∈ I ou v ∈ I o que é um absurdo visto que tomamos u, v ∈ A \ I. Assim,
existe a ∈ A tal que uav 6∈ I, isto é, uav ∈ A \ I. Logo, A \ I é um m-sistema.
(⇐) Suponhamos u, v ∈ A tais que uAv ⊆ I, mas u 6∈ I e v 6∈ I. Daí, u, v ∈ A \ I e
por ser A \ I um m-sistema, existe a ∈ A tal que uav ∈ A \ I, o que é um absurdo,
pois uAv ⊆ I. 
Proposição 3.9 Sejam S ⊆ A um m-sistema e I um ideal maximal om respeito à
propriedade de que I não interepta S. Então I é um ideal primo.
Demonstração: Suponhamos que I não seja um ideal primo. Daí, existem u, v ∈ A
tais que (u)(v) ⊆ I, mas u 6∈ I e v 6∈ I. Sendo que I $ I + (u) e I $ I + (v) segue,
pela maximalidade da propriedade de I, que existem s, s′ ∈ S tais que s ∈ I + (u)
e s′ ∈ I + (v). Sendo S um m-sistema, existe a ∈ A tal que sas′ ∈ S. Então
sas′ ∈ (I+(u))A(I+(v)) ⊆ I+(u)(v) ⊆ I e isso é uma ontradição, pois sas′ ∈ S∩I.
Logo, I é ideal primo. 
Denição 3.10 Para um ideal U em um anel A, denimos o radial de U por
√
U =
{s ∈ A : todo m-sistema ontendo s interepta U}.
Observação 3.11 Na verdade,
√
U ⊆ {s ∈ A : sn ∈ U para algum n > 1}.
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De fato, seja x ∈ √U e onsideremos o m-sistema S = {x, x2, · · · , xn, · · · }. Por
hipótese, S ∩ U 6= ∅. Assim, existe n0 ∈ N, n0 > 1 tal que xn0 ∈ S ∩ U e portanto,
xn0 ∈ U . Logo, x ∈ {s ∈ A : sn ∈ U para algum n > 1}.
Teorema 3.12 Para qualquer ideal U de A,
√
U é igual a interseção de todos os
ideais primos que ontêm o ideal U . Em partiular,
√
U é um ideal de A.
Demonstração: Sejam s ∈ √U e P um ideal primo de A tal que U ⊆ P . Assim,
A\P é umm-sistema e notemos que s 6∈ A\P , pois se s ∈ A\P então (A\P )∩U 6= ∅
o que impliaria (A \ P ) ∩ P 6= ∅, o que é um absurdo. Logo, s ∈ P , para todo ideal
primo P que ontém U .
Reiproamente, mostremos que
⋂
P primo
U⊆P
P ⊂ √U . Suponhamos que exista s ∈
⋂
P primo
U⊆P
P tal que s 6∈ √U . Daí, existe um m-sistema S que ontém s e é tal que
S ∩ U = ∅. Pelo Lema de Zorn, existe um ideal P de A que ontém U e que é
maximal om respeito à propriedade de ser disjunto de S. Pela Proposição 3.9, P é
ideal primo e portanto, s 6∈ P , o que é um absurdo. 
3.2 Ideais Semiprimos, Anéis Primos e Semiprimos
Nesta seção, introduzimos a noção de ideal semiprimo, vímos a relação entre um
ideal semiprimo e seu radial, para então denirmos os anéis primos (anéis semipri-
mos).
Denição 3.13 Um ideal C de um anel A é dito um ideal semiprimo se para todo
ideal U de A tal que U2 ⊆ C então U ⊆ C.
Notemos que todo ideal primo é semiprimo.
A proposição abaixo nos dá denições equivalentes de um ideal semiprimo.
Proposição 3.14 Para um ideal C de A são equivalentes:
(i) C é semiprimo;
(ii) dado r ∈ A tal que (r)2 ⊆ C então r ∈ C;
(iii) dado r ∈ A tal que rAr ⊆ C então r ∈ C;
(iv) dado U um ideal à esquerda A tal que U2 ⊆ C então U ⊆ C;
(iv)' dado U um ideal à direita A tal que U2 ⊆ C então U ⊆ C.
Demonstração: (i) ⇒ (ii) Temos que (r)2 ⊆ C e omo C é um ideal semiprimo,
segue que (r) ⊆ C, ou seja, r ∈ C.
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(ii) ⇒ (iii) Notemos que (r)(r) = ArAArA ⊆ ArArA. Como rAr ⊆ C por hipótese,
segue que ArArA ⊆ ACA ⊆ C. Logo, (r)2 ⊆ C e por (ii), r ∈ C.
(iii) ⇒ (iv) Seja U ideal à esquerda de A tal que U2 ⊆ C. Suponhamos que U 6⊂ C.
Tomemos u ∈ U\C. Como U é ideal à esquerda de A, segue que uAu ⊆ U2 ⊆ C.
Logo, u ∈ C por (iii) e isso é um absurdo.
(iv) ⇒ (i) Seja U ideal de A tal que U2 ⊆ C. Claramente U é ideal à esquerda de A
e portanto, U ⊆ C.
As impliações (iii) ⇒ (iv)' e (iv)' ⇒ (i) são análogas, onsiderando ideais à
direita. 
Denição 3.15 Um onjunto não vazio S de A é hamado n-sistema se para qual-
quer u ∈ S, existe a ∈ A tal que uau ∈ S.
Notemos que todo m-sistema é um n-sistema.
Corolário 3.16 Um ideal C é semiprimo se, e somente se, A\C é um n-sistema
Demonstração: A demonstração é análoga à demonstração do Corolário 3.8. 
Lema 3.17 Sejam N um n-sistema e v ∈ N . Então existe um m-sistema M ⊆ N
tal que v ∈M .
Demonstração: Denimos M = {m1, m2, m3, · · · }, onde m1 = v ∈ N , m2 =
m1a1m1 ∈ N (para algum a1 ∈ A), m3 = m2a2m2 ∈ N (para algum a2 ∈ A), e assim
suessivamente para todos os elementos de M . Provemos que M é um m-sistema,
ou seja, para quaisquer i, j ∈ N, miAmj ontém elementos de M . De fato, sejam
i, j ∈ N. Então se i 6 j temos que mj+1 ∈ mjAmj ⊂ miAmj e se i > j então
mi+1 ∈ miAmi ⊂ miAmj . 
Teorema 3.18 Para um ideal C de A, as seguintes armações são equivalentes:
(i) C é um ideal semiprimo;
(ii) C é uma interseção de ideais primos;
(iii) C =
√
C.
Demonstração: (iii) ⇒ (ii) Segue do Teorema 3.12.
(ii) ⇒ (i) Sendo C uma interseção de ideais primos então C é um ideal semiprimo.
(i) ⇒ (iii) Devemos mostrar que √C ⊆ C. Suponhamos o ontrário, então existe
a ∈ √C tal que a 6∈ C. Denimos o n-sistema N = A\C e laramente a ∈ N . Pelo
Lema 3.17 existe um m-sistema M ⊆ N tal que a ∈M . Logo, M não interepta C e
pela Denição 3.10, a 6∈ √C, o que é um absurdo. 
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Denição 3.19 Para qualquer anel A, denimos Nil∗A =
√{0}. Nil∗A é o menor
ideal semiprimo de A (e é igual a interseção de todos os ideais primos de A). Na
literatura, Nil∗A é hamado radial de Baer-MCoy de A ou radial primo de A.
Denição 3.20 Um anel A é dito anel primo (respetivamente semiprimo) se {0} é
um ideal primo (respetivamente semiprimo).
É laro que todo anel primo é semiprimo.
Proposição 3.21 Para um anel A, são equivalentes:
(i) A é anel semiprimo;
(ii) Nil∗A = {0};
(iii) A não tem ideal nilpotente diferente de zero (isto é, não existe I ideal não-nulo
de A tal que In = {0} para algum número natural n);
(iv) A não tem ideal à esquerda nilpotente diferente de zero.
Demonstração: (i) ⇔ (ii) Sendo A é anel semiprimo, {0} é ideal semiprimo e,
pelo Teorema 3.18, Nil∗A =
√{0} = {0}. Reiproamente, se Nil∗A = {0} en-
tão
√{0} = {0} é um ideal semiprimo e novamente pelo Teorema 3.18 A é anel
semiprimo.
(iv) ⇒ (iii) Seja U um ideal nilpotente de A, logo U é ideal à esquerda nilpotente de
A. Assim, Un = {0} e isto implia que U = {0}.
(iii) ⇒ (i) Seja U um ideal de A tal que U2 ⊆ {0}, ou seja, U2 = {0}. Como A não
tem ideal nilpotente não-nulo, segue que U = {0}. Logo, A é semiprimo.
(i)⇒ (iv) Suponhamos A um anel semiprimo e seja U um ideal à esquerda nilpotente.
Assim, existe n ∈ N mínimo tal que Un = {0}.
Se n > 1 então (Un−1)2 = U2n−2 ⊆ Un = {0}. Por (i), Un−1 = {0}, o que é
um absurdo visto que n é o menor elemento tal que Un = {0}. Portanto, n = 1 e
U = {0}. 
Exemplo 3.22 Um anel A é primo (respetivamente semiprimo) se, e só se, o anel
Mn(A) é primo (respetivamente semiprimo). O leitor interessado pode onsultar
([5℄, Proposition 10.20, p. 160).
O teorema abaixo é o análogo do Teorema 2.27 só que ao invés de anéis J-semi-
simples trataremos anéis semiprimos. Sua demonstração pode ser vista em ([5℄, p.
162).
Teorema 3.23 Seja A um anel. Então são equivalentes:
(i) A é semi-simples;
(ii) A é semiprimo e artiniano à esquerda.
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Capítulo 4
Teorema de Estrutura para Anéis
Primitivos à Esquerda
Neste apítulo, mostraremos a relação entre todos os anéis já estudados até agora,
inluindo os anéis primitivos que serão estudados efetivamente aqui. O objetivo
prinipal deste apítulo que, na verdade, é o objetivo prinipal deste trabalho, é
demonstrar o teorema da estrutura para anéis primitivos à esquerda (à direita) e,
para isso, desenvolvemos alguns outros resultados omo, por exemplo, o teorema da
Densidade de Jaobson-Chevalley.
4.1 Anéis Primitivos e Semiprimitivos
Am de denirmos anéis primitivos à esquerda, hamamos a atenção para a
seguinte araterização de anéis semiprimitivos (ou anéis J-semi-simples).
Proposição 4.1 Um anel A é semiprimitivo se, e somente se, A possui um módulo
à esquerda M semi-simples e el.
Demonstração: (⇒) Seja A um anel semiprimitivo. Então rad A = 0.
Seja {Mi} a família de todos os A-módulos à esquerda simples. Logo, pelo Teo-
rema 2.13, ⊕
i
Mi = M é um módulo semi-simples. Como AnA(M) =
⋂
i
AnA(Mi),
segue do Corolário 2.23 que AnA(M) = rad A = 0. Assim, M é um A-módulo à
esquerda semi-simples e el.
(⇐) Seja M um A-módulo à esquerda semi-simples e el. Pelo Lema 2.22, sabemos
que rad A anula todos os A-módulos à esquerda simples e sendo que AnA(M) = 0
segue que rad A = 0. Portanto, A é semiprimitivo. 
Esta proposição motiva a seguinte denição
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Denição 4.2 Um anel não-nulo A é dito primitivo à esquerda (respetivamente à
direita) se A possui um A-módulo à esquerda (respetivamente à direita) simples e
el. Notemos que A é neessariamente não-nulo.
A noção de semiprimitividade independe dos adjetivos esquerda-direita, o que não
oorre om a primitividade de um anel. Um dos primeiros exemplos que retrata esta
situação foi onstruído por G. Bergman em 1965.
Proposição 4.3 Todo anel simples é primitivo à esquerda (respetivamente à di-
reita).
Demonstração: Seja A um anel simples. Devido a este fato, A age elmente em
qualquer A-módulo M não-nulo, pois AnA(M) é um ideal de A. Sendo A não-nulo,
a existênia de A-módulos simples já foi garantida pelo Teorema 1.35. Assim, A é
anel primitivo à esquerda. 
Proposição 4.4 Todo anel primitivo à esquerda é semiprimitivo.
Demonstração: Seja A um anel primitivo à esquerda. Então A possui um A-módulo
à esquerda simples e el M . Logo, M é semi-simples e portanto, A é semiprimitivo.

Proposição 4.5 Todo anel primitivo à esquerda é primo.
Demonstração: Sejam A um anel primitivo à esquerda e M um A-módulo à es-
querda simples e el. Provemos que A é anel primo. Seja U um ideal não-nulo de
A.
Então, UM é um A-submódulo de M e omo M é el, segue que UM é um
submódulo não-nulo de M , o que implia UM = M . Se V é um ideal qualquer
não-nulo de A, então
(V U)M = V (UM) = VM = M , o que implia V U 6= 0 e portanto A é um anel
primo. 
Proposição 4.6 Todo anel semiprimitivo é semiprimo.
Demonstração: Pela Observação 3.11, Nil∗A =
√{0} é um ideal nil de A. Pelo
Teorema 2.30, Nil∗A ⊂ rad A e, por hipótese, rad A = {0}. Logo, Nil∗A = {0}.
Pela Proposição 3.21, A é anel semiprimo.
Com base nos Teoremas 2.18, 2.27 e nas proposições aima, vemos que a adeia
de impliações a seguir é verdadeira
A é semi-simples ⇒ A é semiprimitivo (ou J-semi-simples) ⇒ A é semiprimo
⇑ (se CCD) ⇑ ⇑
A é simples ⇒ A é primitivo à esquerda ⇒ A é primo
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4.2 O Teorema de Estrutura
Sejam A, k dois anéis, V = AVk um (A, k)-bimódulo e E = End(Vk), o qual age
à esquerda em V . Dizemos que A age densamente sobre Vk se para qualquer f ∈ E
e quaisquer v1, v2, · · · , vn ∈ V , existe a ∈ A tal que avi = f(vi) para i = 1, 2, · · · , n.
Lema 4.7 Com a notação aima, onsideremos AV um A-módulo semi-simples e
k = End(AV ). Então qualquer A-submódulo W de V é um E-submódulo de V .
Demonstração: Como V é semi-simples, existe W ′ um A-submódulo de V tal que
V = W ⊕W ′.
Seja p : V → V a projeção de V = W ⊕W ′ sobre W , isto é, para v = w+w′ ∈ V ,
(v)p = w, p ∈ k.
Queremos mostrar que f(W ) ⊂ W , para todo f ∈ E. Seja w ∈W . Então
f(w) = f((w + 0)p) = (f(w))p ∈W.
Logo, f(W ) ⊂W . 
Lema 4.8 Sejam A um anel, V um A-módulo à esquerda e k = End(AV ). Denimos
V˜ = V n =
n⊕
i=1
Vi, onde Vi = V e k˜ = End(AV˜ ). Então k˜ ∼= Mn(k).
Demonstração: Seja f ∈ End(AV˜ ). Consideremos gij = pi ◦ f ◦ ij , onde ij é a
j-ésima inlusão e pi é a i-ésima projeção, para quaisquer 1 6 i, j 6 n. Am de
evitarmos repetição, dado x ∈ V , x pode ser esrito omo (0, · · · , xj , · · · , 0), onde
xj = x, isso é possível devido às inlusões ij .
Claramente, gij : V → V e gij ∈ k, pois gij é uma omposição de A-homomorsmos.
Portanto, a matriz (gij)16i,j6n ∈Mn(k). Denimos
ϕ : End(AV˜ ) → Mn(k)
f 7→ (pi ◦ f ◦ ij)16i,j6n
Provemos que ϕ é um isomorsmo de anéis. De fato, sejam x ∈ V e f, g ∈
End(AV˜ ). Para 1 6 i, j 6 n xados, temos
(pi ◦ (f + g) ◦ ij)(x) = pi((f + g)(ij(x)))
= pi(f(ij(x)) + g(ij(x)))
= pi(f(ij(x))) + pi(g(ij(x)))
= (pi ◦ f ◦ ij)(x) + (pi ◦ g ◦ ij)(x)
= (pi ◦ f ◦ ij + pi ◦ g ◦ ij)(x).
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Logo, pi ◦ (f + g) ◦ ij = pi ◦ f ◦ ij + pi ◦ g ◦ ij, para quaisquer 1 ≤ i, j ≤ n e
portanto, ϕ(f + g) = ϕ(f) + ϕ(g).
Agora, mostremos que ϕ(f ◦ g) = ϕ(f)ϕ(g). Para 1 ≤ i, j ≤ n xados e
x ∈ V , suponhamos que g(0, · · · , xj , · · · , 0) = (y1, · · · , yn) e que f(y1, y2, · · · , yn) =
(z1, z2, · · · , zn). Então, para todo x ∈ V , temos
(pi ◦ (f ◦ g) ◦ ij)(x) = pi(f(g(x))) = pi(f(y1, · · · , yn))
= pi(z1, · · · , zn) = zi.
Observamos que pi ◦ (f ◦ g) ◦ ij é o elemento na posição (i, j) da matriz ϕ(f ◦ g).
Por outro lado,
n∑
k=1
(pi ◦ f ◦ ik ◦ pk ◦ g ◦ ij) é o elemento na posição ϕ(f)ϕ(g). E
para todo x ∈ V , temos
(
n∑
k=1
(pi ◦ f ◦ ik ◦ pk ◦ g ◦ ij))(x) =
n∑
k=1
(pi ◦ f ◦ ik ◦ pk ◦ g ◦ ij)(x)
=
n∑
k=1
(pi ◦ f)(0, · · · , yk, · · · , 0)
= pi(
n∑
k=1
f(0, · · · , yk, · · · , 0))
= pi(f(y1, · · · , yn))
= pi(z1, · · · , zn) = zi.
Logo, pi ◦ (f ◦ g) ◦ ij =
n∑
k=1
(pi ◦ f ◦ ik ◦ pk ◦ g ◦ ij) para quaisquer 1 ≤ i, j ≤ n e
portanto, ϕ(f ◦ g) = ϕ(f)ϕ(g). Assim, ϕ é um homomorsmo de anéis.
Mostremos que ϕ é sobrejetor. Seja X ∈ Mn(k). Então X = (gij)16i,j6n onde
gij : V → V são A-homomorsmos. Mostremos que existe g ∈ End(AV˜ ) tal que
ϕ(f) = X. Tomemos g ∈ End(AV˜ ) assim
g(x1 + · · ·+ xn) = (g11(x1) + · · ·+ g1n(xn), · · · , gn1(x1) + · · ·+ gnn(xn)).
Para i, j xados e para qualquer x ∈ V , temos que
(pi ◦ g ◦ ij)(x) = pi(g(0, · · · , xj , · · · , 0))
= pi(g1j(xj), g2j(xj), · · · , gij(xj), · · · , gnj(xj))
= gij(x).
Portanto, ϕ é sobrejetor, pois pi ◦ g ◦ ij = gij para quaisquer 1 6 i, j 6 n. Assim,
ϕ(g) = X.
Resta mostrarmos que ϕ é injetor. De fato, seja f ∈ Ker(ϕ). Então ϕ(f) =
(pi ◦ f ◦ ij)16i,j6n = 0 (matriz nula).
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Seja (x1, · · · , xn) ∈ V˜ . Então f(x1, · · · , xn) = (y1, · · · , yn). Mostremos que yi =
0, para todo i ∈ {1, 2, · · · , n}.
Para i xo, temos
yi = pi(y1, · · · , yi, · · · , yn)
= pi(
n∑
j=1
f(0, · · · , xj , · · · , 0))
= pi(
n∑
j=1
(f ◦ ij)(x))
=
n∑
j=1
(pi ◦ f ◦ ij)(x) = 0,
pois pi ◦ f ◦ ij = 0 para quaisquer i, j ∈ {1, 2, · · · , n}. Logo, yi = 0 para qualquer
1 6 i 6 n e portanto f é a função nula. 
Teorema 4.9 (Teorema da densidade de Jaobson-Chevalley) Sejam A um
anel e V um A-módulo à esquerda semi-simples. Então para k = End(AV ), A age
densamente sobre Vk.
Demonstração: Seja V˜ = V n =
n⊕
i=1
Vi, onde Vi = V . Notemos que V˜ é um A-
módulo semi-simples, pois ada Vi = V é semi-simples, e daí, V é uma soma de
módulos simples.
Denimos k˜ = End(AV˜ ). Pelo lema aima End(AV˜ ) ∼= Mn(End(AV )).
Seja f ∈ E = End(Vk). Consideremos f˜ = (f, f, · · · , f) uma função de V˜ → V˜ ,
denida por f˜((v1, v2, · · · , vn)) = (f(v1), f(v2), · · · , f(vn)).
Provemos que f˜ ∈ End(V˜k˜). De fato, sejam (w1, w2, · · · , wn), (w′1, w′2, · · · , w′n) ∈
V˜ e e˜ ∈ k˜. Então
f˜((w1, · · · , wn) + (w′1, · · · , w′n)) = f˜((w1 + w′1, · · · , wn + w′n))
= (f(w1 + w
′
1), · · · , f(wn + w′n))
= (f(w1) + f(w
′
1), · · · , f(wn) + f(w′n))
= (f(w1), · · · , f(wn)) + (f(w′1), · · · , f(w′n))
= f˜(w1, · · · , wn) + f˜(w′1, · · · , w′n);
f˜((w1, w2, · · · , wn)e˜) (∗)= f˜(
∑
wiei1, · · · ,
∑
wiein)
= (f(
∑
wiei1), · · · , f(
∑
wiein))
(∗∗)
= (
∑
f(wi)ei1, · · · ,
∑
f(wi)ein)
= (f(w1), · · · , f(wn))e˜
= f˜((w1, · · · , wn))e˜,
onde a igualdade (∗) segue do fato de que k˜ ∼= Mn(k) om eij ∈ k e a igualdade (∗∗)
oorre pois f ∈ End(Vk).
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Sejam v1, v2, · · · , vn ∈ V . Consideremos W˜ um A-submódulo ílio de V n gerado
por (v1, v2, · · · , vn) ∈ Vn = V˜ , isto é, W˜ = A(v1, v2, · · · , vn). Sendo V˜ um A-módulo
semi-simples e k˜ = End(AV˜ ), segue do Lema 4.7 (apliado a W˜ ), que W˜ é um
E˜-submódulo de V˜ , onde E˜ = End(V˜k˜).
Portanto, f˜(v1, v2, · · · , vn) ∈ W˜ . Logo, existe a ∈ A tal que f˜(v1, v2, · · · , vn) =
a(v1, v2, · · · , vn) e isto é equivalente a dizermos que (f(v1), f(v2), · · · , f(vn)) = a(v1, v2, · · · , vn).
Assim, f(vi) = avi para i ∈ {1, 2, · · · , n} e A age densamente sobre Vk. 
Corolário 4.10 Sejam A, V, k e E omo no teorema anterior. Se Vk é nitamente
gerado omo um k-módulo (à direita), então ρ : A → E é um homomorsmo sobre-
jetor de anéis.
Demonstração: Seja ρ : A→ E denida por ρ(a)(v) = av, para a ∈ A, e v ∈ V .
Vejamos que ρ é um homomorsmo de anéis. De fato, sejam a1, a2 ∈ A e v ∈ V ,
temos que
ρ(a1 + a2)(v) = (a1 + a2)v = a1v + a2v
= ρ(a1)(v) + ρ(a2)(v) = (ρ(a1) + ρ(a2))(v);
ρ(a1a2)(v) = (a1a2)v = a1(a2v)
= ρ(a1)(a2v) = ρ(a1)(ρ(a2)(v))
= (ρ(a1) ◦ ρ(a2))(v).
Provemos que ρ é sobrejetor. Por hipótese, V é um k-módulo nitamente gerado,
isto é, existem v1, · · · , vn ∈ V tais que V =
n∑
i=1
vik.
Seja f ∈ E. Pelo Teorema da Densidade, existe a ∈ A tal que avi = f(vi) para
i = 1, 2, · · · , n. Portanto, para qualquer v ∈ V , v =
n∑
i=1
viki para alguns k1, · · · , kn ∈
k. Logo,
f(v) = f(
n∑
i=1
viki)
(∗)
=
n∑
i=1
f(vi)ki =
n∑
i=1
(avi)ki = a
n∑
i=1
viki = av = ρ(a)(v)
para todo v ∈ V e isto nos diz que f = ρ(a) e ρ é sobrejetor. Só para nalizar, a
igualdade (∗) é devida ao fato de que f ∈ E = End(Vk). 
Um aso importante do Teorema da Densidade é quando V é um A-módulo à
esquerda simples. Neste aso, o anel dos endomorsmos k = End(AV ) é um anel de
divisão, pelo Lema de Shur, e então, V é um espaço vetorial à direita sobre k, o que
nos sugere algumas relações importantes. Para tanto, denimos
Denição 4.11 Sejam V um espaço vetorial à direita sobre o anel de divisão k
e E = End(Vk). Dizemos que um subonjunto S ⊂ E é m-transitivo sobre V se
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para quaisquer vetores linearmente independentes v1, v2, · · · , vn, n 6 m e quaisquer n
vetores v′1, v
′
2, · · · , v′n em V , existe s ∈ S tal que s(vi) = v′i para todo i ∈ {1, 2, · · · , n}.
Denição 4.12 Dizemos que S é um onjunto denso das transformações lineares
sobre Vk se S é m-transitivo para todo m (nito).
Proposição 4.13 Sejam V um (A, k)-bimódulo, sendo k é um anel de divisão, E =
End(Vk) e ρ : A → E a apliação dada por ρ(a)(v) = av, para quaisquer a ∈ A e
v ∈ V . Então A age densamente sobre Vk se, e somente se, ρ(A) é um anel denso de
transformações lineares sobre V .
Demonstração: (⇒) Suponhamos que A age densamente sobre Vk. Sejam v1, v2, · · · ,
vn ∈ V um onjunto linearmente independente de n vetores (n 6 m) e v′1, v′2, · · · , v′n ∈
V um outro onjunto de n vetores. Devemos provar que existe a ∈ A tal que
ρ(a)(vi) = v
′
i para todo i ∈ {1, 2, · · · , n}.
De fato, existe uma transformação linear f de V → V tal que f(vi) = v′i, o leitor
interessado deve onsultar ([3℄, Teorema 1, p. 69). Mas então, f ∈ E, e omo A age
densamente sobre Vk, existe a ∈ A tal que f(vi) = avi.
Portanto, existe s = ρ(a) ∈ ρ(A) tal que s(vi) = ρ(a)(vi) = avi = f(vi) = v′i e
então ρ(A) é um anel denso de transformações lineares.
(⇐) Suponhamos agora que ρ(A) é um anel denso de transformações lineares. Prove-
mos que A age densamente sobre Vk.
Sejam f ∈ E e v1, v2, · · · , vn ∈ V . Do onjunto {v1, v2, · · · , vn}, após uma rein-
dexação, se neessário, extraímos o onjunto {v1, v2, · · · , vm} k-linearmente indepen-
dente, om m 6 n. Consideremos f(v1) = v
′
1, · · · , f(vm) = v′m.
Como ρ(A) é m-transitivo, então existe a ∈ A tal que avi = ρ(a)(vi) = v′i = f(vi).
Daí, f(vi) = avi, para todo i 6 m.
Resta mostrarmos que f(vi) = avi para todo i 6 n. Seja i > m (m+ 1 6 i 6 n).
Como v1, v2, · · · , vm são linearmente independentes, podemos esrever vi =
m∑
j=1
vjαj ,
αj ∈ k, logo
f(vi) = f(
m∑
j=1
vjαj) =
m∑
j=1
f(vj)αj =
m∑
j=1
(avj)αj = a
m∑
j=1
vjαj = avi.
Portanto, A age densamente sobre Vk. 
Apesar de ser um resultado básio, optamos por demonstrar o seguinte lema.
Lema 4.14 Sejam V um k-espaço vetorial à direita de dimensão n e E = End(Vk).
Então E ∼= Mn(k).
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Demonstração: Seja β = {v1, · · · , vn} uma base de V omo k-espaço vetorial à
direita. Então, para qualquer j ∈ {1, 2, · · · , n} e f ∈ E,
f(vj) =
n∑
i=1
viαij , om α
′
ijs ∈ k.
Denimos ψ : E → Mn(k) por ψ(f) = [f ]β = (αij)16i,j6n.
Provemos que ψ é um homomorsmo de anéis. De fato, sejam f, g ∈ E. Então
ψ(f + g) = [f + g]β = [f ]β + [g]β = ψ(f) + ψ(g);
ψ(f ◦ g) = [f ◦ g]β = [f ]β[g]β = ψ(f)ψ(g).
Mostremos que ψ é bijetor. Suponhamos ψ(f) = ψ(g). Então (αij)16i,j6n =
(βij)16i,j6n e isto equivale a dizermos que αij = βij , para quaisquer i, j ∈ {1, 2, · · · , n}.
Portanto, f = g.
Mostremos que ψ é sobrejetora. De fato, dada (aij)16i,j6n ∈Mn(k). Consideremos
f ∈ E tal que f(vj) =
n∑
i=1
viaij , para todo j ∈ {1, 2, · · · , n}. Daí, ψ(f) = [f ]β =
(aij)16i,j6n 
Combinando os resultados 4.9, 4.10 e 4.13 nalizamos nosso trabalho om o prin-
ipal resultado do mesmo.
Teorema 4.15 (Teorema de estrutura para anéis primitivos à esquerda)
Sejam A um anel primitivo à esquerda, V um A-módulo simples e el e k = End(AV )
um anel de divisão. Então A é isomorfo a um anel denso de transformações lineares
sobre Vk, e, além disso,
(i) se A é um anel artiniano à esquerda, então dimk(V ) = n é nita e A ∼= Mn(k);
(ii) se A não é artiniano à esquerda, então dimk(V ) é innita e para qualquer
inteiro n > 0, existe um subanel An de A que admite um homomorsmo sobrejetor
ϕ : An →Mn(k).
Demonstração: Seja E = End(Vk). Denimos ρ : A → E por ρ(a)(v) = av, para
quaisquer a ∈ A e v ∈ V . Como antes, ρ é um homomorsmo de anéis.
Mostremos que ρ é injetor. De fato, seja a ∈ Ker(ρ). Então ρ(a) = 0, ou seja,
ρ(a)(v) = av = 0, para todo v ∈ V . Logo, a ∈ AnA(V ) e omo V é um A-módulo
el, segue que a = 0. Assim, Ker(ρ) = {0}, ou seja, ρ é injetor.
Daí, A ∼= ρ(A). Pelo Teorema 4.9, A age densamente sobre Vk e pela Proposição
4.13, ρ(A) é um anel denso de transformações lineares.
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Portanto, A é isomorfo ao anel denso de transformações lineares sobre Vk, a saber,
ρ(A).
Provemos agora (i) e (ii).
Suponhamos dimk(V ) = n < ∞. Assim, pelo Corolário 4.10 temos que ρ é
sobrejetor, e omo provamos aima que ρ é um homomorsmo injetor, segue que
A ∼= ρ(A) = E.
Pelo Lema 4.14, temos que E ∼= Mn(k) e sendo k um anel de divisão (anel simples),
temos que Mn(k) é simples. Logo, A ∼= E ∼= Mn(k) é simples e segue do Teorema
2.18 que A é artiniano à esquerda.
Suponhamos dimk(V ) innita. Fixemos uma sequênia v1, v2, · · · ∈ V de vetores
linearmente independentes e onsideremos os onjuntos
Vn =
n∑
i=1
vik om 1 6 n <∞,
An = {a ∈ A : a(Vn) ⊆ Vn} e Un = {a ∈ A : a(Vn) = 0}.
Não é difíil ver que An é um subanel de A e que Un é ideal de An e ideal à
esquerda de A.
Para ada 1 6 n < ∞, temos que Vn é um módulo sobre o anel An/Un, pois
UnVn = 0 e a ação é dada por av := av ∈ Vn, para quaisquer a ∈ An e v ∈ Vn.
Além disso, An/Un age elmente sobre Vn. De fato, se a ∈ An/Un é tal que av = 0,
para todo v ∈ Vn, então 0 = av = av, para todo v ∈ Vn e isto implia que a ∈ Un.
Logo, a = 0.
Lembrando que, pela n-transitividade de ρ(A) sobre V , para qualquer onjunto
de vetores linearmente independentes {v1, v2, · · · , vn} ⊆ Vn ⊆ V e qualquer outro
onjunto de vetores {v′1, v′2, · · · , v′n} ⊂ V , existe a ∈ A tal que ρ(a)(vi) = v′i, isto é,
avi = v
′
i para i ∈ {1, 2, · · · , n}.
Consideremos φ : An → End((Vn)k) denida por φ(a)(v) = av, para quaisquer
a ∈ An e v ∈ Vn.
Vejamos que φ(a) ∈ End((Vn)k), para todo a ∈ Vn. De fato,
φ(a)(v1 + v2) = a(v1 + v2) = av1 + av2 = φ(a)(v1) + φ(a)(v2)
e isto oorre, pois v1, v2 estão em Vn ⊆ V e V é um A-módulo à esquerda.
Também, para todo v ∈ Vn e α ∈ k, temos que
φ(a)(vα) = a(vα) = (av)α = (φ(a)(v))α
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e isto oorre, pois v ∈ Vn ⊆ V e V é (A, k)-bimódulo.
Mostremos que φ é um homomorsmo de anéis, isto deorre do fato de que V é
um A-módulo à esquerda. Sejam a, b ∈ An e v ∈ Vn. Então
φ(a+ b)(v) = (a+ b)v = av + bv = φ(a)(v) + φ(b)(v) = (φ(a) + φ(b))(v).
Donde φ(a+ b) = φ(a) + φ(b). Por outro lado,
φ(ab)(v) = (ab)v = a(bv) = φ(a)(bv) = φ(a)(φ(b)(v)) = (φ(a) ◦ φ(b))(v).
Daí, φ(ab) = φ(a) ◦ φ(b).
Provemos que φ é sobrejetor. Seja f ∈ End((Vn)k). Como {f(v1), · · · , f(vn)} ⊆
Vn ⊂ V e pela n-transitividade de ρ(A) sobre V , existe a ∈ A tal que ρ(a)(vi) = f(vi),
ou seja, avi = f(vi) para i ∈ {1, 2, · · · , n}.
Por linearidade, para todo v ∈ Vn, temos
f(v) = f(
n∑
i=1
viαi) =
n∑
i=1
f(vi)αi =
n∑
i=1
(avi)αi = a
n∑
i=1
viαi = av ∈ Vn.
Logo, aVn ⊆ Vn e isto nos diz que a ∈ An. Portanto, φ(a)(v) = av = f(v), para
todo v ∈ Vn e assim, φ(a) = f e por onseguinte, φ é sobrejetor.
Provemos que Ker(φ) = Un. De fato, seja a ∈ Ker(φ). Então 0 = φ(a)(v) = av,
para todo v ∈ Vn e então a ∈ Un. Por outro lado, seja a ∈ Un. Então 0 = av =
φ(a)(v), para todo v ∈ Vn. Portanto, a ∈ Ker(φ). Assim, An/Un ∼= End((Vn)k) ∼=
Mn(k), onde o último isomorsmo é devido ao Lema 4.14.
Sabemos que ρ(A) é m-transitivo para todo m, em partiular, ρ(A) é (n + 1)-
transitivo. Logo, para o onjunto de vetores linearmente independentes {v1, v2, · · · , vn+1}
e qualquer outro onjunto de vetores {v′1, v′2, · · · , v′n+1}, existe a ∈ A tal que avi =
ρ(a)(vi) = v
′
i.
Em partiular, onsideremos v′i = 0, 1 6 i 6 n e assim, avi = 0 e avn+1 6= 0.
Logo, existe a ∈ Un tal que a 6∈ Un+1 e é laro que Un % Un+1 para todo n. Portanto,
U1 % U2 % · · · é uma adeia estritamente deresente de ideais à esquerda de A e
deste modo A não é artiniano à esquerda. 
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Conlusão
Este trabalho possibilitou uma formalização matemátia até então não obtida om
as disiplinas de graduação. Por intermeio dele, obteve-se uma evolução na pesquisa
e no modo de pensar Matemátia, prinipalmente o onteúdo de Álgebra.
Durante a graduação, tive muito ontato om áreas omo álulo e álgebra linear,
e poua aproximação om a álgebra. Todavia esse pouo bastou para gerar meu
interesse. E foi assim que iniiou-se essa pesquisa e graças a ela meu entusiasmo pela
álgebra só aumentou, me levando ao desejo de prosseguir meus estudos num mestrado
em matemátia.
O estudo do teorema de estrutura para anéis primitivos é extremamente valioso,
uma vez que permite a omunhão de onteúdos matemátios omo Álgebra e Álgebra
Linear (mesmo que não tenhamos explorado muito esta relação aqui) assim omo
permite a fabriação de exemplos.
Por m, esperamos que esse trabalho possa ser útil omo objeto de onsulta e/ou
estudo.
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