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Doubly Reflected BSDEs with Integrable
Parameters and Related Dynkin Games ∗
Erhan Bayraktar†‡ , Song Yao§
Abstract
We study a doubly reflected backward stochastic differential equation (BSDE) with integrable parameters and
the related Dynkin game. When the lower obstacle L and the upper obstacle U of the equation are completely
separated, we construct a unique solution of the doubly reflected BSDE by pasting local solutions, and show that
the Y−component of the unique solution represents the value process of the corresponding Dynkin game under
g−evaluation, a nonlinear expectation induced by BSDEs with the same generator g as the doubly reflected BSDE
concerned. In particular, the first time τ∗ when process Y meets L and the first time γ∗ when process Y meets
U form a saddle point of the Dynkin game.
Keywords: BSDEs, reflected BSDEs, doubly reflected BSDEs, g−evaluation/expectation, penalization, op-
timal stopping problems, pasting local solutions, Dynkin games, saddle points.
1 Introduction
In this paper, we study a doubly reflected backward stochastic differential equation with generator g, integrable
terminal data ξ and two integrable obstacles L, U
Yt = ξ +
∫ T
t
g (s, Ys, Zs) ds+KT−Kt − JT + Jt −
∫ T
t
ZsdBs, t ∈ [0, T ],
Lt ≤ Yt ≤ Ut, t ∈ [0, T ],∫ T
0
(Yt − Lt)dKt =
∫ T
0
(Ut − Yt)dJt = 0 (flat-off conditions).
(1.1)
A solution of such an equation consists of four adapted processes: a continuous process Y , a locally square-integrable
process Z and two continuous increasing processes K and J . Klimsiak [38] studied the same problem but assumed
an extended Mokobodzki’s condition: there exists a semi-martingale between L and U , which is practically difficult
to verify. Instead, we only require the two obstacles L, U to be completely separable, i.e. Lt < Ut, ∀ t ∈ [0, T ].
Backward stochastic differential equations (BSDEs) were introduced in linear case by Bismut [9] as the adjoint
equations for the stochastic Pontryagin maximum principle in control theory. Later, Pardoux and Peng [42] extended
them to a fully nonlinear version
Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds−
∫ T
t
ZsdBs, t ∈ [0, T ], (1.2)
and showed that the BSDE admits a unique solution (Y, Z) when generator g is Lipschitz continuous in (y, z) and
terminal datum ξ is square-integrable. Since then, the theory of BSDEs has rapidly grown and been applied in many
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areas such as mathematical finance, theoretical economics, stochastic control, stochastic differential games, partial
differential equations (see e.g. the references in [21] or in [15]).
As a variation of BSDEs, a BSDE with one reflecting obstacle (say lower obstacle L)
Lt ≤ Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs, t ∈ [0, T ],∫ T
0
(Yt − Lt)dKt = 0 (flat-off condition).
(1.3)
was first studied by El Karoui et al. [20]. If g is Lipschitz continuous in (y, z) and if both terminal datum ξ and
lower obstacle L are square-integrable, these authors showed that the reflected BSDE has a unique solution (Y, Z,K)
and that the Y−component of the unique solution is the Snell envelope of the reward process L in the related
optimal stopping problem under g−evaluation (for a more general statement, see e.g. appendix A of [13], Section
7 of [7]). As a nonlinear expectation induced by BSDEs with the same generator g as the reflected BSDE, the
g−evaluation possesses many (martingale) properties of the classic linear expectation and thus become a very useful
tool in nonlinear analysis. In particular, the g−evaluation is closely related to risk measures in mathematical finance.
Based on [20], Cvitanic´ and Karatzas [14] extended the research of BSDEs to those with two reflecting obstacles.
They showed that a doubly reflected BSDE with Lipschitz generator, square-integrable terminal datum and square-
integrable obstacles admits a unique solution under Mokobodzki’s condition (there exists a quasimartingale between
two obstacles) or certain regularity condition on one of the obstacles
(
see assumption (H) of [28] for a simplified
form
)
. Cvitanic´ and Karatzas also found that the Y−component of the unique solution is exactly the value process
of the related Dynkin game, a zero-sum stochastic differential game of optimal stopping, under g−evaluation (for
a more general statement, see e.g. [17]). From a perspective of mathematical finance, this discovery is significant
for the evaluation of American game options or Israeli options, see e.g. Hamade`ne [24]. Later, Hamade`ne et al.
[29, 27, 24] added controls into a doubly reflected BSDE and the drift coefficient of the associated state process to
analyze a mixed zero-sum controller and stopper game as well as the corresponding saddle point problem. For the
literature and the recent advances of Dynkin games, see e.g. [36, 48, 32, 4]. As to the history and latest development
of controller and stopper games, see e.g. [35, 37, 5, 6, 3, 2, 18, 41, 8].
Among other development in doubly reflected BSDEs, Lepeltier and San Mart´ın [39] obtained the existence result
when g is only continuous and has linear growth in variables (y, z); Xu [49] got the wellposedness result when the
Lipschitz continuity of g in y−variable is relaxed to a monotonicity condition; and Bahlali et al. [1], Essaky et al.
[23, 22] analyzed the existence of a maximal solution when g has quadratic growth in z−variable.
All the above articles on doubly reflected BSDEs, except [24], assumed either (extended) Mokobodzki’s condition
or the aforementioned regularity condition. According to [24]’s observation that the existence of local solutions of a
doubly reflected BSDE relies on neither of these two conditions, Hamade`ne and Hassani [25] pasted local solutions to
form a unique solution of a doubly reflected BSDE with two distinct obstacles. Since then, the complete separation
of obstacles has been postulated by most of the subsequent papers including [12, 19, 26, 31] as well as the present
one.
During the evolution of the BSDE theory, some efforts were made to weaken the square integrability on terminal
data so as to match up with the fact that linear BSDEs are well-posed for integrable terminal data: El Karoui et
al. [21] demonstrated that for any p−integrable terminal datum with p ∈ (1,∞), a BSDE with Lipschitz generator
admits a unique p−integrable solution. This wellposedness result was later upgraded by Briand et al. [10, 11] who
reduced the Lipschitz condition of generator g on y−variable to a monotonicity condition on y. After Hamade`ne
and Popier [30] extended [11]’s results for reflected BSDEs, Hamade`ne et al. [19] make a further generalization for
doubly reflected BSDEs with two completely separate obstacles.
We dedicate this paper to the solvability of the doubly reflected BSDE (1.1) with integrable parameters and will
discuss the related Dynkin game. Besides the monotonicity condition on y−variable and the Lipschitz condition on
z−variable, if the generator g additionally has a growth condition on z−variable of order α ∈ (0, 1) (see (H7) of [11]
or (H5) in the current paper
)
, then the BSDE with integrable terminal datum admits a unique solution (Y, Z) such
that both Y and Z are p−integrable processes for any p ∈ (0, 1) and that Y is of class (D). So the corresponding
g−evaluation is well-defined for each integrable random variable. Under the same hypotheses on generator g as
Section 6 of [11], we will demonstrate a similar wellposedness result for doubly reflected BSDEs with integrable
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terminal data and two distinct integrable obstacles. Though we follow the approach of [25, 19] on pasting local
solutions, the estimations used for Lp−solutions, p > 1 are no longer valid in the p = 1 or class (D) case. We
managed to derive some novel estimation and approximation scheme.
To construct a unique solution of a reflected BSDE with integrable terminal datum ξ and integrable lower
obstacle L, we use the penalization method introduced in [20] together with a localization technique. This is because
the approximating solutions are only p−integrable (∀ p∈ (0, 1)): Given n ∈ N, we compensate the generator g by n
times the distance that y−variable is below Lt, i.e. gn(t, y, z) := g(t, y, z) + n(y − Lt)−. The BSDE with generator
gn and terminal datum ξ
Y nt = ξ +
∫ T
t
g (s, Y ns , Z
n
s ) ds+ n
∫ T
t
(
Y ns − Ls
)−
ds−
∫ T
t
Zns dBs, t ∈ [0, T ], (1.4)
has a unique p−integrable (∀ p∈(0, 1)) solution (Y n, Zn) such that Y n is of class (D). The monotonicity of {gn}n∈N
implies that of {Y n}n∈N, thanks to a general comparison result (Proposition 3.2). Then we can find a stopping time
τℓ such that |Y n| is uniformly bounded by ℓ over the stochastic interval [[0, τℓ]]. By a local estimation (Lemma A.2),
the local L2−norms of Zn’s are uniformly bounded by a multiple of ℓ2. So up to a subsequence, Zn weakly converges
to some Zℓ. Consequently, we can deduce that Knt :=n
∫ t
0
(
Y ns −Ls
)−
ds converges to Kℓt :=Y0−Yt−
∫ t
0 g(s, Ys,Zℓs)ds+∫ t
0
ZℓsdBs uniformly over [[0, τℓ]]. Letting n→∞ in (1.4) shows that (Y,Zℓ,Kℓ) is a local solution of (1.3) over [[0, τℓ]].
Pasting up (Y,Zℓ,Kℓ)’s over stochastic intervals ]]τℓ−1, τℓ]]’s we obtain a global p−integrable (∀ p ∈ (0, 1)) solution
(Y, Z,K) of (1.3). The uniqueness of such a solution follows from a comparison result (Proposition 5.3) of reflected
BSDEs, which is a corollary of Proposition 3.2.
Applying Proposition 3.2 again shows that with respect to the corresponding g−evaluation, the Y−component
of the unique solution of (1.3) is a supermartingale and even a martingale up to the first time when process Y meets
the lower obstacle L. Consequently, Y is the Snell envelope of the reward process L in the related optimal stopping
problem in which the player is trying to select a best exit time from the game so as to maximize her expected reward
under g−expectation.
Based on the wellposedness result for reflected BSDEs with integrable parameters, we next take [25]’s approach
of pasting local solutions to construct a global solution of (1.1): Let (Y n, Zn,Kn) be the unique p−integrable
(∀ p ∈ (0, 1)) solution of a reflected BSDE with the penalized generator gn and the upper obstacle U . We first
show that the increasing limit Y of Y n’s, together with some processes (Zℓ,Kℓ), solves (1.3) over some stochastic
intervals [[νℓ, ν
′
ℓ]] for any ℓ ∈ N. A reverse conclusion can be obtained for the limit Y˜ of a decreasing scheme that
involves reflected BSDEs with generator g˜n(t, y, z) := g(t, y, z)−n(y − Ut)+ and the lower obstacle L: For some
processes (Z˜ℓ, J˜ℓ), (Y˜ , Z˜ℓ, J˜ℓ) solves a reflected BSDE with upper obstacle U over some stochastic interval [[ν′ℓ, νℓ+1]]
for any ℓ ∈ N. Then pasting (Y, Zℓ,Kℓ, 0) and (Y˜ , Z˜ℓ, 0, J˜ℓ) alternatively over [[νℓ, ν′ℓ]] and [[ν′ℓ, νℓ+1]] yields a global
p−integrable (∀ p∈(0, 1)) solution of the doubly reflected BSDE (1.1).
Leveraging Proposition 3.2 once again shows that with respect to the corresponding g−evaluation, the Y−component
of the solution of (1.1) just constructed is a submartingale up to the first time τ∗ when Y meets the lower obstacle
L, and is a supermartingale up to time γ∗ when Y meets the upper obstacle U . Consequently, Y is the value process
of the related Dynkin game under g−evaluation in which L (resp. U) is the amount process a player will receive
from her opponent when she stops the game earlier
(
resp. not earlier
)
than her opponent. The uniqueness result of
(1.1) then easily follows. Moreover, the pair (τ∗, γ∗) forms a saddle point of such a Dynkin game.
Since dealing mostly with p−integrable (∀ p∈(0, 1)) solutions, we can not apply Doob’s martingale inequality and
many well-known estimates in BSDE theory without using localization first, which increases the technical difficulty.
Also, to overcome technical subtleties we encounter when proving the p−integrability (∀ p ∈ (0, 1)) of the limit Y
in the penalization scheme, we appropriately exploit Tanaka-Iˆto’s formula, Hypothesis (H5) and other tricks, see in
particular the proof of (6.14).
The rest of the paper is organized as follows: After listing necessary notations, we give the definition of doubly
reflected BSDEs and make some assumptions on their generators g in Section 1. We first present in Section 2 the
main result of our paper, a wellposedness result of doubly reflected BSDEs with integrable parameters as well as the
g−martingale characterization of the Y−component of the unique solution, the latter of which implies that Y is a
value process of the related Dynkin games under g−evaluation. Section 3 recalls a wellposedness result of BSDEs
with integrable terminal data and gives a general comparison result for BSDEs over stochastic intervals, which
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plays an important role in our analysis. The unique solutions of BSDEs with generator g and integrable terminal
data induce a widely-defined nonlinear expectation, called “g−evaluation/expectation”, whose properties will be
discussed in Section 4. In Section 5, to construct a unique solution for a reflected BSDE with integrable parameters
as a preparation for our main result, we use the penalization method which involves two auxiliary monotonicity
results. And we show that the Y−component of the unique solution of the reflected BSDE is exactly the Snell
envelope in the related optimal stopping problem under g−evaluation. Section 6 contains proofs of our results while
the demonstration of some technical claims are deferred to the Appendix.
1.1 Notation and Definitions
Throughout this paper, we fix a time horizon T ∈ (0,∞), and let B be a d−dimensional standard Brownian Motion
defined on a complete probability space (Ω,F ,P). The augmented filtration generated by B
F = {Ft := σ (σ (Bs; s ∈ [0, t]) ∪N )}t∈[0,T ]
satisfies the usual hypothesis, where N collects all P−null sets in F .
Let T be the set of all F−stopping times τ taking values in [0, T ]. For any ν, τ ∈ T with ν ≤ τ , we set
Tν,τ :={γ∈T : ν≤γ≤τ}. An increasing sequence {τn}n∈N in T is called “stationary” if for P−a.s. ω ∈ Ω, T =τn(ω)
for some n=n(ω)∈N. As usual, we say that a B([0, T ])⊗F−measurable process X is of class (D), with respect to
(T ,P), if {Xτ}τ∈T is P−uniformly integrable. Moreover, we let P denote the F−progressively measurable σ−field
on [0, T ]× Ω and will use the convention inf ∅ :=∞.
Let p ∈ (0,∞). It holds for any finite subset {a1, · · · , an} of (0,∞) that
(
1 ∧ np−1) n∑
i=1
api ≤
(
n∑
i=1
ai
)p
≤ (1 ∨ np−1) n∑
i=1
api . (1.5)
And for any p′ ∈ (p,∞), one has
xp ≤ 1 + xp′ , ∀x ∈ (0,∞). (1.6)
The following spaces will be frequently used in the sequel.
1) For any sub−σ−field G of F , let L0(G) be the space of all real-valued, G−measurable random variables ξ and set
Lp(G) :=
{
ξ∈L0(G) : ‖ξ‖Lp(G) :=
{
E[|ξ|p]}1∧ 1p <∞}.
2) We need the following subspaces of S0, which denotes all real-valued, F−adapted continuous processes:
• Sp :=
{
X∈S0 : ‖X‖Sp :=
{
E [(X∗)
p]
}1∧ 1
p <∞
}
, where X∗ := sup
t∈[0,T ]
|Xt|;
• Sp+ :=
{
X∈S0 : X+=X ∨ 0∈Sp
}
and Sp− :=
{
X∈S0 : X−=(−X) ∨ 0∈Sp
}
;
• V0 := {X ∈ S0 : X is of finite variation};
• K0 := {X ∈ S0 : X is an increasing process with X0 = 0} ⊂ V0;
• Kp := {X ∈ K0 : XT ∈ Lp(FT )}.
3) Let H˜2,0 (resp. H2,0) denote the space of all Rd−valued, F−progressively measurable (resp. F−predictable) pro-
cesses X with
∫ T
0
|Xt|2dt <∞, P−a.s. and set H2,p :=
{
X ∈ H2,0 : ‖X‖H2,p :=
{
E
[( ∫ T
0
|Xt|2dt
)p/2]}1∧(1/p)
<∞
}
.
In the above notations, if p≥ 1, ‖ · ‖Ξp is a norm on Ξp=Lp(G), Sp,H2,p. And if p∈ (0, 1), (X,X ′) → ‖X−X ′‖Ξp
defines a distance on Ξp, under which Ξp is a complete metric space.
Let us recall the notions of backward stochastic differential equations (BSDEs), reflected BSDEs and doubly
reflected BSDEs: A (basic) parameter pair (ξ, g) consists of a real-valued, FT−measurable random variable ξ and a
function g : [0, T ]×Ω×R×Rd → R that is P⊗B(R)⊗B(Rd)/B(R)−measurable.
1.1 Notation and Definitions 5
Definition 1.1. Given a parameter pair (ξ, g), let L,U ∈ S0 such that P{Lt ≤ Ut, ∀ t ∈ [0, T ]} = 1 and LT ≤ ξ ≤ UT ,
P−a.s. We say that 1) (Y, Z) ∈ S0× H˜2,0 is a solution of a BSDE with terminal data ξ and generator g (BSDE (ξ, g)
for short
)
if (1.2) holds P−a.s. 2) A triplet (Y, Z,K) ∈ S0 × H˜2,0 × K0 is a solution of a reflected BSDE with
terminal data ξ, generator g and
(
lower
)
obstacle L
(
RBSDE (ξ, g, L) for short
)
if (1.3) holds P−a.s. 3) A quadruplet
(Y, Z,K, J) ∈ S0 × H˜2,0 ×K0 ×K0 is a solution of a doubly reflected BSDE with terminal data ξ, generator g, lower
obstacle L and upper obstacle U
(
DRBSDE (ξ, g, L, U) for short
)
if (1.1) holds P−a.s.
Remark 1.1. Given a parameter pair (ξ, g),
g−(t, ω, y, z) := −g(t, ω,−y,−z), ∀ (t, ω, y, z) ∈ [0, T ]× Ω× R× Rd (1.7)
clearly defines a P ⊗B(R)⊗B(Rd)/B(R)−measurable function. For any L ∈ S0 with LT ≤ ξ, P−a.s., (Y, Z,K) ∈
S0 × H˜2,0 × K0 solves RBSDE(ξ, g, L) if and only if (Y˜ , Z˜, J˜) = (−Y,−Z,K) ∈ S0 × H˜2,0 × K0 is a solution of the
following reflected BSDE with terminal data ξ˜ = −ξ, generator g− and upper obstacle U = −L:
Ut ≥ Y˜t = ξ˜ +
∫ T
t
g−(s, Y˜s, Z˜s)ds− J˜T + J˜t −
∫ T
t
Z˜sdBs, t ∈ [0, T ],∫ T
0
(Ut − Y˜t)dJ˜t = 0. (flat-off condition)
(1.8)
Let g : [0, T ]×Ω×R×Rd → R be a P ⊗B(R)⊗B(Rd)/B(R)−measurable function. To study doubly reflected
BSDEs with generator g and integrable parameters (ξ, L, U), we will make the following assumptions on function g:
Standing assumptions on g.
Let κ > 0, λ ∈ R, α ∈ (0, 1) and let {ht}t∈[0,T ] be a non-negative integrable process
(
i.e. h ∈ L1([0, T ]×Ω,B([0, T ])⊗
F , dt⊗ P)). It holds dt⊗ dP−a.s. that
(H1) |g(t, ω, y, z)− g(t, ω, y, z′)| ≤ κ|z − z′|, ∀ y ∈ R, ∀ z, z′ ∈ Rd;
(H2) sgn(y − y′) · (g(t, ω, y, z)− g(t, ω, y′, z)) ≤ λ|y − y′|, ∀ y, y′ ∈ R, ∀ z ∈ Rd;
(H3) y → g(t, ω, y, z) is continuous, ∀ z ∈ Rd;
(H4) |g(t, ω, y, 0)| ≤ ht(ω) + κ|y|, ∀ y ∈ R;
(H5) |g(t, ω, y, z)− g(t, ω, y, 0)| ≤ κ(ht(ω) + |y|+ |z|)α, ∀ (y, z) ∈ R× Rd.
From now on, for any p ∈ [0,∞) we let Cp be a generic constant depending on p, κ, λ+, T and E
∫ T
0 htdt
(
in
particular, C0 will denote a generic constant depending on κ, λ
+, T and E
∫ T
0 htdt
)
, whose form may vary from line to
line. For convenience, we will call a function g : [0, T ]×Ω×R×Rd → R a “generator” if it is P⊗B(R)⊗B(Rd)/B(R)−
measurable and satisfies (H1)−(H5).
Remark 1.2. If a function g : [0, T ]× Ω× R× Rd → R is Lipschitz continuous in y (i.e. for some κ˜ > 0, it holds
dt⊗ dP−a.s. that |g(t, ω, y, z)− g(t, ω, y′, z)| ≤ κ˜|y − y′|, ∀ y, y′ ∈ R, ∀ z ∈ Rd), then (H2) automatically holds and(
H4
)
will be replaced by |g(t, ω, 0, 0)| ≤ ht(ω), dt⊗ dP−a.s.
Remark 1.3. Let g be a generator.
1) The function g− defined in (1.7) is also a generator.
2) Given τ ∈T , since {1{t≤τ}}t∈[0,T ] is an F−adapted ca`gla`d process (and thus F−predictable), the measurability of
g implies that
gτ (t, ω, y, z) :=1{t≤τ(ω)}g(t, ω, y, z), ∀ (t, ω, y, z)∈ [0, T ]×Ω×R×Rd (1.9)
defines a P⊗B(R)⊗B(Rd)/B(R)−measurable function. And one can deduce that gτ also satisfies (H1)−(H5)(
actually, it satisfies (H2) with λ˜=λ∨0).
3) If g′ is another generator, so is ag + bg′ for any a, b > 0.
4) Given L ∈ S1+, gL(t, ω, y) := (y − Lt(ω))−, (t, ω, y) ∈ [0, T ] × Ω × R is clearly a P⊗B(R)/B(R)−measurable
function that is Lipschitz continuous in y and satisfies E
∫ T
0
gL(t, 0)dt = E
∫ T
0
L+t dt ≤ T ‖L+‖S1 < ∞. By Remark
1.2, gL satisfies (H2)−(H4). Then part 3) shows that for any n ∈ N
gn(t, ω, y, z) := g(t, ω, y, z) + n (y − Lt(ω))− , ∀ (t, ω, y, z) ∈ [0, T ]× Ω× R× Rd (1.10)
defines a generator.
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2 Main Result: Doubly Reflected BSDEs with Integrable Parameters
and Related Dynkin Games
The contribution of this paper is the following wellposedness result of a doubly reflected BSDE with integrable
parameters in which the Y−component of the unique solution represents the value of the related Dynkin game under
a so-called “g−evaluation” (see Section 4), a nonlinear expectation induced by BSDEs with the same generator g
as the doubly reflected BSDE. Like [25], we assume the complete separation of the lower and upper obstacles in the
doubly reflected BSDE instead of the traditional Mokobodski condition which is quite difficult to check in practice.
Theorem 2.1. Let g be a generator. For any ξ ∈L1(FT ), L∈ S1+ and U ∈S1− such that P{LT ≤ ξ≤UT }=P{Lt<
Ut, ∀ t∈ [0, T ]}=1, DRBSDE (ξ, g, L, U) admits a unique solution (Y, Z,K, J)∈
(
∩
p∈(0,1)
Sp
)
×H2,0×K0×K0 such that
Y is of class (D).
Define R(τ, γ) := 1{τ<γ}Lτ +1{γ≤τ}∩{γ<T}Uγ+1{τ=γ=T}ξ, ∀ τ, γ ∈ T . Let ν ∈ T , τ∗ν := inf
{
t ∈ [ν, T ] : Yt =
1{t<T}Lt+1{t=T}ξ
}∈Tν,T and γ∗ν :=inf{t∈ [ν, T ] : Yt=1{t<T}Ut+1{t=T}ξ}∈Tν,T . It holds for any τ, γ ∈ Tν,T that
Egν,τ∧γ∗ν
[
Yτ∧γ∗ν
] ≤ Yν ≤ Egν,τ∗ν∧γ[Yτ∗ν∧γ], P−a.s. (2.1)
Consequently, it holds P−a.s. that
esssup
τ∈Tν,T
Egν,τ∧γ∗ν
[
R(τ, γ∗ν )
]
=Yν=Egν,τ∗ν∧γ∗ν
[
R
(
τ∗ν , γ
∗
ν
)]
= essinf
γ∈Tν,T
Egν,τ∗ν∧γ
[
R(τ∗ν , γ)
]
. (2.2)
In particular, we have
Yν=esssup
τ∈Tν,T
essinf
γ∈Tν,T
Egν,τ∧γ
[
R(τ, γ)
]
= essinf
γ∈Tν,T
esssup
τ∈Tν,T
Egν,τ∧γ
[
R(τ, γ)
]
, P−a.s. (2.3)
Remark 2.1. (1) For any ν, ζ ∈T with 0≤ ν≤ ζ≤ τ∗0 , it is clear that τ∗ν = τ∗0 , P−a.s. Then (2.1) shows that Yν ≤
Egν,τ∗ν∧ζ
[
Yτ∗ν∧ζ
]
=Egν,γ
[
Yγ
]
, P−a.s., which shows that the Y−component of the unique solution of DRBSDE(ξ, g, L, U)
is a g−submartingale up to time τ∗0
(
see (4.3) for definition of g−martingales). Similarly, Y is a g−supermartingale
up to time γ∗0 . Consequently, Y is a g−martingale up to time τ∗0 ∧γ∗0 .
(2) In (2.3), if we regard L
(
resp. U
)
as the amount process a player will receive from, or pay to if the amount is
negative, her opponent when the time τ she chooses to stop the game is earlier
(
resp. not earlier
)
than the stopping
time γ selected by her opponent, then the Y−component of the unique solution of DRBSDE(ξ, g, L, U) is exactly the
player’s value of the Dynkin game under the g−evaluation. If the game starts at ν ∈ T , (2.2) shows that the first
time τ∗ν when the value process Y meets L after ν and the first time γ
∗
ν when Y meets U after ν form a saddle point
of the game.
3 BSDEs with Integrable Parameters
The derivation of Theorem 2.1 is based on the wellposedness result of BSDEs with integrable terminal data, i.e.
Theorem 6.2 and 6.3 of [11] cited below as Proposition 3.1. Then in Section 5, we will exploit the penalization
method to construct a unique solution of the corresponding reflected BSDEs with integrable parameters, with which
we can adopt [25]’s approach of pasting local solutions to obtain Theorem 2.1.
Proposition 3.1. Let g be a generator. For any ξ ∈ L1(FT ), BSDE(ξ, g) admits a unique solution (Y, Z) ∈
∩
p∈(0,1)
(Sp ×H2,p) such that Y is of class (D).
This wellposedness result leads to a general martingale representation theorem:
Corollary 3.1. For any ξ ∈ L1(FT ), there exists a unique Z ∈ ∩
p∈(0,1)
H2,p such that P−a.s.
E[ξ|Ft] = E[ξ] +
∫ t
0
ZsdBs, t ∈ [0, T ]. (3.1)
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Proposition 3.1 also gives rise to “g−evaluation/expectation” (see next section), a nonlinear expectation under
which the value of optimal stopping problem (resp. Dynkin game) solves the corresponding reflected BSDE (resp.
double reflected BSDE) with generator g, see (5.2)
(
resp. (2.3)
)
.
To derive a corresponding comparison result of Proposition 3.1 (which is crucial for the penalty method in solving
reflected BSDEs with integrable parameters), we need the following mere generalization of Lemma 2.2 of [11] (cf.
Corollary 1 of [30]):
Lemma 3.1. Given V ∈ V0, if (Y, Z) ∈ S0 × H˜2,0 satisfies that P−a.s.
Yt = Y0 + Vt − V0 +
∫ t
0
ZsdBs, t ∈ [0, T ],
then it holds for any p ∈ (1,∞) that P−a.s.
|Yt|p= |Y0|p+p
∫ t
0
sgn(Ys)|Ys|p−1dVs+p
∫ t
0
sgn(Ys)|Ys|p−1ZsdBs+ p(p−1)
2
∫ t
0
1{Ys 6=0}|Ys|p−2|Zs|2ds, t ∈ [0, T ].
With help of Lemma 3.1, we can deduce a general comparison result for BSDEs over stochastic intervals, which
is critical in proving Theorem 5.1 and our main result, Theorem 2.1:
Proposition 3.2. Given ν, τ ∈T with ν≤τ , for i=1, 2 let gi : [0, T ]×Ω×R×Rd→R be an P⊗B(R)⊗B(Rd)/B(R)−
measurable function and let
(
Y i, Zi, V i
)∈S0×H2,0×V0 such that {Y iγ}γ∈Tν,τ is uniformly integrable, that E[( ∫ τν |Zit |2
dt
)p/2]
<∞ for some p∈(α, 1), and that P−a.s.
Y it = Y
i
τ +
∫ τ
t
gi(s, Y is , Z
i
s)ds+ V
i
τ − V it −
∫ τ
t
ZisdBs, ∀ t ∈ [ν, τ ]. (3.2)
Assume that Y 1τ ≤ Y 2τ , P−a.s. and that P−a.s.∫ s
t
1{Y 1r >Y 2r }(dV
1
r − dV 2r ) ≤ 0, ∀ t, s ∈ [ν, τ ] with t < s. (3.3)
For either i=1 or i=2, if gi satisfies
(
H1
)
,
(
H2
)
,
(
H5
)
and if g1(t, Y 3−it , Z
3−i
t )≤g2(t, Y 3−it , Z3−it ), dt⊗ dP−a.s. on
the stochastic interval [[ν, τ ]] :=
{
(t, ω)∈ [0, T ]×Ω: ν(ω)≤ t≤τ(ω)}, then it holds P−a.s. that Y 1t ≤Y 2t for any t ∈ [ν, τ ].
Applying Proposition 3.2 over period [0, T ] with V 1 = V 2 ≡ 0, we obtain the following comparison result for
BSDEs whose Y−solutions are of class (D) and whose Z−solutions are of H2,p for some p ∈ (α, 1).
Proposition 3.3. For i = 1, 2, given parameter pair
(
ξi, g
i
)
with ξ1 ≤ ξ2, P−a.s., let
(
Y i, Zi
)
be a solution of
BSDE
(
ξi, g
i
)
such that Y i is of class (D) and Zi ∈ ∪
p∈(α,1)
H2,p. For either i=1 or i=2, if gi satisfies
(
H1
)
,
(
H2
)
,(
H5
)
and if g1(t, Y 3−it , Z
3−i
t )≤g2(t, Y 3−it , Z3−it ), dt⊗ dP−a.s., then it holds P−a.s. that Y 1t ≤Y 2t for any t ∈ [0, T ].
4 g−Evaluations and g−Expectations
Let g be a generator. For any τ ∈T , since the function gτ defined in (1.9) is a generator, Proposition 3.1 shows that
for any ξ∈L1(FT ), the BSDE(ξ, gτ ) admits a unique solution(
Y τ,ξ, Zτ,ξ
)∈ ∩
p∈(0,1)
(Sp×H2,p) (4.1)
such that Y τ,ξ is of class (D). Then we can introduce the notion of “g−evaluation/expectation”, which slightly
generalizes the one initiated in [43] and [45]:
Definition 4.1. A family of operators Egν,τ : L0(Fτ )→L0(Fν), ν ∈T , τ ∈Tν,T is called a “g−evaluation” if for any
ν, τ ∈T with ν≤τ and any ξ∈L0(Fτ ),
Egν,τ [ξ] :=

Y τ,ξν ∈L1(Fν) if ξ ∈ L1(Fτ );
−∞, if E[ξ−] =∞;
∞, if E[ξ−] <∞ and E[ξ+] =∞.
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In particular, for any ν∈T and ξ∈L0(FT ) we refer to Eg[ξ|Fν ] :=Egν,T [ξ] as “g−expectation” of ξ conditional on the
σ− field Fν .
Remark 4.1. If g is independent of (y, z), i.e., if {gt}t∈[0,T ] is an F−progressively measurable process with E
∫ T
0 |gt|dt<
∞, then for any ν∈T , τ ∈Tν,T
Egν,τ [ξ]=E
[
ξ+
∫ τ
ν
gtdt
∣∣∣∣Fν] , P−a.s., ∀ ξ∈L0(Fτ ). (4.2)
When g ≡ 0, the g−expectation degenerates into the classic linear expectation, i.e. for any ν ∈ T and ξ ∈L0(FT ),
Eg[ξ|Fν ]=E[ξ|Fν ], P−a.s.
In light of Proposition 3.3 and the uniqueness result in Proposition 3.1, one can deduce that g−evaluation with
domain L1(FT ) inherits the following basic properties from the classic linear expectation: Let ν, τ ∈T with ν≤τ
(1) “Monotonicity”: For any ξ, η ∈ L0(Fτ ) with ξ ≤ η, P−a.s. we have Egν,τ [ξ] ≤ Egν,τ [η], P−a.s.;
(2) “Time-consistency”: For any γ ∈ Tν,τ and ξ ∈ L1(Fτ ), Egν,γ
[Egγ,τ [ξ]] = Egν,τ [ξ], P−a.s.;
(3) “Constant-Preserving”: If it holds dt⊗ dP−a.s. that g(t, y, 0) = 0, ∀ y ∈ R, then Egν,τ [ξ] = ξ, P−a.s. for any
ξ∈L1(Fν);
(4) “Zero-one Law”: For any ξ ∈ L1(Fτ ) and A ∈ Fν , we have 1AEgν,τ [1Aξ] = 1AEgν,τ [ξ], P−a.s.; In addition, if
g(t, 0, 0)=0, dt⊗ dP−a.s., then Egν,τ [1Aξ]=1AEgν,τ [ξ], P−a.s.;
(5) “Translation Invariant”: If g is independent of y, then Egν,τ [ξ+η] = Egν,τ [ξ]+η, P−a.s. for any ξ ∈ L0(Fτ ) and
η∈L1(Fν).
We can define the corresponding g−martingales as usual: A B([0, T ])⊗F−measurable process X of class (D) is
called an g−submartingale (resp. g−supermartingale or g−martingale) if for any 0 ≤ t ≤ s ≤ 0
Egt,s[Xs] ≥ (resp. ≤ or =)Xt, P−a.s. (4.3)
The g−martingales possess many classic martingale properties such as Upcrossing inequality, Optional sampling
theorem, Doob-Meyer decomposition and etc, which relate the g−evaluation closely to risk measures in mathematical
finance
(
see [46], [47] for the case of Lipschitz g−evaluation with domain L2(FT ) and see [40], [34] for the case
of quadratic g−evaluation with domain L∞(FT )
)
. Due to the page limitation, we will elaborate neither on the
martingale properties of our g−evaluation with domain L1(FT ) nor on the connection of this g−evaluation to risk
measures in the present paper.
5 Reflected BSDEs with Integrable Parameters and Related Optimal
Stopping Problems
With Proposition 3.1 and Proposition 3.3, we can employ the penalization method to obtain, as an intermediate step
towards our goal (Theorem 2.1), the following wellposedness result of a reflected BSDE with integrable parameters,
in which the Y−component of the unique solution stands for the value of the related optimal stopping problem under
g−evaluation.
Theorem 5.1. Let g be a generator. For any ξ∈L1(FT ) and L∈S1+ with LT ≤ξ, P−a.s., RBSDE(ξ, g, L) admits a
unique solution (Y, Z,K) ∈ ∩
p∈(0,1)
(Sp ×H2,p ×Kp) such that Y is of class (D).
Define Rt :=1{t<T}Lt+1{t=T}ξ, t∈ [0, T ]. Let ν ∈ T and τ♯(ν) :=inf
{
t∈ [ν, T ] : Yt=Rt
}∈Tν,T . It holds for any
γ ∈ Tν,T that
Egν,γ
[
Yγ
] ≤ Yν = Egν,τ♯(ν)∧γ[Yτ♯(ν)∧γ], P−a.s. (5.1)
In particular, we have
Yν = esssup
γ∈Tν,T
Egν,γ
[Rγ] = Egν,τ♯(ν)[Rτ♯(ν)], P−a.s. (5.2)
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Remark 5.1. (1) In view of (5.1), the Y−component of the unique solution of RBSDE(ξ, g, L) is a g−supermartingale.
For any ν, τ ∈T with 0≤ν≤ τ ≤ τ♯(0), it is clear that τ♯(ν)= τ♯(0), P−a.s. Then we have Yν=Egν,τ♯(ν)∧γ
[
Yτ♯(ν)∧γ
]
=
Egν,γ
[
Yγ
]
, P−a.s., which shows that Y is a g−martingale up to time τ♯(0).
(2) In (5.2), if we regard R as a reward process that include a running reward L and a terminal reward ξ, then the
Y−component of the unique solution of RBSDE(ξ, g, L) is exactly the Snell envelope of R under the g−evaluation.
Given a start time ν ∈ T , the first time τ♯(ν) when Y meets R after ν is an optimal stopping time for a player to
choose if she is aimed to maximize her expected reward under g−expectation.
To derive the existence result in Theorem 5.1, we will use penalization method which can be summarized in the
following two monotonicity results:
Proposition 5.1. Let L∈S1+ and let g : [0, T ]×Ω×R×Rd → R be a P⊗B(R)⊗B(Rd)/B(R)−measurable function
satisfying (H1), (H4) and (H5). For any n ∈ N, consider the function gn defined in (1.10) and let (Y n, Zn, Jn) ∈(
∩
p∈(0,1)
Sp
)
×H2,0×K0 such that Y n is of class (D) and that P−a.s.
Y nt = Y
n
T +
∫ T
t
gn(s, Y
n
s , Z
n
s )ds− JnT + Jnt −
∫ T
t
Zns dBs, t ∈ [0, T ].
If {Y n}n∈N is an increasing sequence of processes, then its limit Yt := lim
n→∞
↑ Y nt , t∈ [0, T ] is an F−predictable process
of class (D) that satisfies E
[
sup
t∈[0,T ]
|Yt|p
]
<∞, ∀ p∈(0, 1).
Proposition 5.2. Let L∈S1+, let g : [0, T ]×Ω×R×Rd → R be a P ⊗B(R)⊗B(Rd)/B(R)−measurable function
satisfying (H1)−(H4), and let ν, τ ∈ T with ν ≤ τ . For any n∈N, consider the function gn defined in (1.10) and let
(Y n, Zn)∈S0×H2,0 satisfies that P−a.s.
Y nt = Y
n
τ +
∫ τ
t
gn(s, Y
n
s , Z
n
s )ds−
∫ τ
t
Zns dBs, ∀ t ∈ [ν, τ ]. (5.3)
If
{
1{t≥ν}Y
n
τ∧t
}
t∈[0,T ]
, n ∈ N is an increasing sequence of processes whose limit Yt := lim
n→∞
↑ 1{t≥ν}Y nτ∧t, t ∈ [0, T ]
satisfies P{Yτ ≥Lτ}=P
{
sup
t∈[ν,τ ]
(
(Y 1t )
−+Y +t
)
<∞
}
=1, then process {Yν∨t}t∈[0,T ] has P−a.s. continuous paths and
there exist (Z,K)∈H2,0×K0 such that P−a.s.
Lt ≤ Yt = Yτ +
∫ τ
t
g(s, Ys, Zs)ds+Kτ −Kt −
∫ τ
t
ZsdBs, ∀ t ∈ [ν, τ ],∫ τ
ν
(Yt − Lt)dKt = 0.
(5.4)
On the other hand, the uniqueness result in Theorem 5.1 follows from the following comparison result for reflected
BSDEs whose Y−solutions are of class (D) and whose Z−solutions are of H2,p for some p ∈ (α, 1).
Proposition 5.3. For i = 1, 2, given parameter pair
(
ξi, g
i
)
and Li ∈ S1+ such that P{LiT ≤ ξi} = P{ξ1 ≤ ξ2} =
P{L1t ≤ L2t , ∀ t ∈ [0, T ]} = 1, let
(
Y i, Zi,Ki
)
be a solution of RBSDE
(
ξi, g
i, Li
)
such that Y i is of class (D) and
Zi ∈ ∪
p∈(α,1)
H2,p. For either i=1 or i=2, if gi satisfies
(
H1
)
,
(
H2
)
,
(
H5
)
and if g1(t, Y 3−it , Z
3−i
t )≤g2(t, Y 3−it , Z3−it ),
dt⊗ dP−a.s., then it holds P−a.s. that Y 1t ≤Y 2t for any t ∈ [0, T ].
Remark 5.2. By Remark 1.3 (1), one can apply Theorem 5.1, Proposition 5.2 and Proposition 5.3 to g−
(
defined
in (1.7)
)
to obtain a version of them for the reflected BSDE with upper obstacle like (1.8).
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6 Proofs
6.1 Proofs of the results in Section 3 and 4
Proof of Proposition 3.1: As condition (H7) of [11] is automatically satisfied, it suffices to verify condition (H5)
therein, i.e., Given r≥0,
the process ψrt (ω) := sup
|y|≤r
|g(t, ω, y, 0)−g(t, ω, 0, 0)|, (t, ω)∈ [0, T ]×Ω is integrable.
By (H3), it holds dt⊗dP−a.s. that ψrt (ω)= sup
y∈[−r,r]∩Q
|g(t, ω, y, 0)−g(t, ω, 0, 0)|, which implies that ψr is F−progressively
measurable. Also, (H4) shows that dt⊗dP−a.s., ψrt (ω)≤|g(t, ω, 0, 0)|+ sup
|y|≤r
|g(t, ω, y, 0)|≤2ht(ω)+κr. It follows that
ψrt belongs to L
1([0, T ]×Ω,B([0, T ])⊗F , dt⊗P). 
Proof of Corollary 3.1: Clearly, g(t, ω, y, z) := 0, ∀ (t, ω, y, z) ∈ [0, T ]×Ω×R×Rd is a generator. In light of
Proposition 3.1, BSDE(ξ, 0) admits a unique solution (Y, Z) ∈ ∩
p∈(0,1)
(Sp ×H2,p) such that Y is of class (D). For any
n∈N, we define stopping time τn := inf
{
t∈ [0, T ] : ∫ t0 |Zs|2ds>n}∧T ∈T , and see from Z ∈ ∩p∈(0,1)H2,p ⊂ H2,0 that
{τn}n∈N is stationary.
Let t∈ [0, T ] and n∈N. Since Yτn∧t=Yτn−
∫ τn
τn∧t
ZsdBs, P−a.s., taking conditional expectation E[·|Ft] yields that
Yτn∧t=E[Yτn |Ft], P−a.s. (6.1)
As {τn}n∈N is stationary, letting n→∞ in (6.1), we can deduce from the continuity of Y and the uniform integrability
of {Yτ}τ∈T that Yt = E[YT |Ft] = E[ξ|Ft], P−a.s. In particular, Y0 = E[ξ]. Then
E[ξ|Ft] = Yt = Y0 +
∫ t
0
ZsdBs = E[ξ] +
∫ t
0
ZsdBs, P−a.s.
This together with the continuity of processes
{
E[ξ|F·]
}
t∈[0,T ]
and
{ ∫ t
0 ZsdBs
}
t∈[0,T ]
leads to (3.1) while the unique-
ness of process Z is clear. 
Proof of Proposition 3.2: Without loss of generality, suppose that g1 satisfies (H1), (H2), (H5) and that
g1(t, Y 2t , Z
2
t )≤g2(t, Y 2t , Z2t ), dt⊗ dP−a.s. on [[ν, τ ]]. (6.2)
Set (Y,Z) :=(Y 1−Y 2, Z1−Z2) and q := p/α ∈ (1, 1/α).
(1) We first show that E
[
sup
t∈[ν,τ ]
(Y+t )q
]
<∞.
Since E[|Yν |]≤ E
[|Y 1ν |]+E[|Y 2ν |]<∞ by the uniform integrability of {Y iγ}γ∈Tν,τ , i= 1, 2, Corollary 3.1 implies
that there exists a unique Z˜ ∈ ∩
p′∈(0,1)
H2,p
′
such that P
{
E[Yν |Ft]=E[Yν ]+
∫ t
0
Z˜sdBs, ∀ t∈ [0, T ]
}
=1. This together
with (3.2) shows that P−a.s.
Y˜t :=E[Yν |Fν∧t]+Yν∨(τ∧t)−Yν=E[Yν ]+
∫ ν∧t
0
Z˜sdBs−
∫ ν∨(τ∧t)
ν
∆gsds−V 1ν∨(τ∧t)+V 1ν +V 2ν∨(τ∧t)−V 2ν +
∫ ν∨(τ∧t)
ν
ZsdBs
= E[Yν ]−
∫ t
0
1{ν<s≤τ}∆gsds−
∫ t
0
1{ν<s≤τ}(dV
1
s − dV 2s )+
∫ t
0
(
1{s≤ν}Z˜s+1{ν<s≤τ}Zs
)
dBs, t ∈ [0, T ], (6.3)
where ∆gs := g
1(s, Y 1s , Z
1
s )−g2(s, Y 2s , Z2s ). So Y˜ is an F−adapted continuous process, i.e. Y˜ ∈ S0. Applying Itoˆ-
Tanaka’s formula to process Y˜+ yields that P−a.s.
Y˜+t =
(
E[Yν ]
)+−∫ t
0
1{Y˜s>0}1{ν<s≤τ}∆gsds+
1
2
Lt−
∫ t
0
1{Y˜s>0}1{ν<s≤τ}(dV
1
s − dV 2s )
+
∫ t
0
1{Y˜s>0}
(
1{s≤ν}Z˜s+1{ν<s≤τ}Zs
)
dBs, t∈ [0, T ], (6.4)
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where L is an F−adapted, continuous increasing process known as the “local time” of Y˜ at 0.
Let n ∈N. We define a stopping time τn := inf
{
t ∈ [ν, τ ] : ∫ t
ν
|Zs|2ds > n
}∧τ ∈ Tν,τ , and integrate by parts the
process
{
eλ
+(τn∧t)Y˜+τn∧t
}
t∈[0,T ]
to obtain that P−a.s.
eλ
+(τn∧t)Y˜+τn∧t=eλ
+τnY+τn+
∫ τn
τn∧t
1{Ys>0}1{s>ν}e
λ+s∆gsds+
∫ τn
τn∧t
1{Ys>0}1{s>ν}e
λ+s(dV 1s − dV 2s )
−1
2
∫ τn
τn∧t
eλ
+sdLs−λ+
∫ τn
τn∧t
eλ
+sY˜+s ds−
∫ τn
τn∧t
1{Y˜s>0}e
λ+s
(
1{s≤ν}Z˜s+1{s>ν}Zs
)
dBs, t∈ [0, T ]. (6.5)
Here we used the fact that Y˜ν∨(τ∧t) = E[Yν |Fν ]+Yν∨(τ∧t)−Yν=Yν∨(τ∧t), ∀ t ∈ [0, T ], i.e.
Y˜t = Yt, ∀ t ∈ [ν, τ ]. (6.6)
Since g1 satisfies (H2) and (H5), it holds ds⊗ dP−a.s. on [[ν, τ ]] that
1{Ys(ω)>0}
(
g1
(
s, ω, Y 1s (ω), Z
1
s (ω)
)−g1(s, ω, Y 2s (ω), Z1s (ω)))≤1{Ys(ω)>0}λY+s (ω)≤λ+Y+s (ω), (6.7)
and that∣∣g1(s, ω, Y 2s (ω), Z1s (ω))−g1(s, ω, Y 2s (ω), Z2s (ω)) ∣∣≤κ(hs(ω)+|Y 2s (ω)|+|Z1s (ω)|)α+κ(hs(ω)+|Y 2s (ω)|+|Z2s (ω)|)α .
Plugging them back into (6.5) and taking t=ν∨t there, we see from (6.2) and (3.3) that P−a.s.
eλ
+(ν∨(τn∧t))Y+ν∨(τn∧t)≤eλ
+τnY+τn+2κeλ
+T η −
∫ τn
ν∨(τn∧t)
1{Ys>0}e
λ+sZsdBs, t∈ [0, T ], (6.8)
where η :=
∫ τ
ν
(
ht+|Y 2t |+|Z1t |+|Z2t |
)α
dt.
Let t ∈ [0, T ]. Taking conditional expectation E[ · |Fν∨(τn∧t)] in (6.8) yields that eλ+(ν∨(τn∧t))Y+ν∨(τn∧t) ≤
E
[
eλ
+τnY+τn+2κeλ
+T η
∣∣Fν∨(τn∧t)], P−a.s., and it follows that
1{ν≤t≤τn}e
λ+tY+t ≤ 1{ν≤t≤τn}E
[
eλ
+τnY+τn+2κeλ
+T η
∣∣Ft] , P−a.s. (6.9)
By (1.5) and Ho¨lder’s inequality,
η ≤
∫ τ
ν
(
ht+|Y 2t |
)α
dt+
2∑
i=1
∫ τ
ν
|Zit |αdt ≤ T 1−α
(∫ τ
ν
(
ht+|Y 2t |
)
dt
)α
+T 1−α/2
2∑
i=1
(∫ τ
ν
|Zit |2dt
)α/2
, P−a.s.
Fubini’s Theorem and the uniform integrability of
{
Y 2γ
}
γ∈Tν,τ
imply that
E
∫ τ
ν
|Y 2t |dt=E
∫ τ
ν
|Y 2ν∨(τ∧t)|dt ≤ E
∫ T
0
∣∣Y 2ν∨(τ∧t)∣∣dt=∫ T
0
E
[∣∣Y 2ν∨(τ∧t)∣∣] dt≤T sup
γ∈Tν,τ
E
[|Y 2γ |]<∞.
As q = p/α, applying (1.5) and Ho¨lder’s inequality again yields that
E[ηq ] ≤ 3q−1T (1−α)q
{
E
∫ τ
ν
(
ht+|Y 2t |
)
dt
}p
+ 3q−1T (1−α/2)q
2∑
i=1
E
[(∫ τ
ν
|Zit |2dt
)p/2]
<∞. (6.10)
We see from E
[( ∫ τ
ν |Zit |2dt
)p/2]
<∞, i = 1, 2 that for P−a.s. ω ∈ Ω, τ(ω) = τNω (ω) for some Nω ∈ N. For any
t ∈ [0, T ], since the uniform integrability of {Y iγ}γ∈Tν,τ , i= 1, 2 implies that of {eλ+γ Y+γ }γ∈Tν,τ , letting n→∞ in
(6.9) yields that P−a.s.
1{ν≤t≤τ}Y+t ≤1{ν≤t≤τ}eλ
+tY+t ≤1{ν≤t≤τ}2κeλ
+T
E
[
eλ
+τ (Y 1τ −Y 2τ )++η|Ft
]
=1{ν≤t≤τ}2κe
λ+T
E[η|Ft].
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Using the continuity of Y+ and that of process {E[η|Ft]}t∈[0,T ], one gets P{Y+t ≤ 2κeλ+TE[η|Ft], ∀ t∈ [ν, τ ]}=1.
Then Doob’s martingale inequality and (6.10) lead to that
E
[
sup
t∈[ν,τ ]
(Y+t )q
]
≤ (2κ)qeqλ+TE
[
sup
t∈[0,T ]
(E[η|Ft])q
]
≤
(
q
q − 1
)q
(2κ)qeqλ
+T
E[ηq] <∞. (6.11)
(2) Next, we show that E
[
sup
t∈[ν,τ ]
(Y+t )q
]
= 0 indeed; then the conclusion easily follows.
According to (6.4), applying Lemma 3.1 yields that P−a.s.
(
Y˜+t
)q
=
((
E[Yν ]
)+)q−q∫ t
0
1{Y˜s>0}1{ν<s≤τ}
(
Y˜+s
)q−1
∆gsds+
q
2
∫ t
0
(
Y˜+s
)q−1
dLs
−q
∫ t
0
1{Y˜s>0}1{ν<s≤τ}
(
Y˜+s
)q−1
(dV 1s −dV 2s )+ q
∫ t
0
1{Y˜s>0}
(
Y˜+s
)q−1(
1{s≤ν}Z˜s+1{ν<s≤τ}Zs
)
dBs
+
q(q−1)
2
∫ t
0
1{Y˜s>0}
(
Y˜+s
)q−2(
1{s≤ν}
∣∣Z˜s∣∣2+1{ν<s≤τ}|Zs|2) ds, t ∈ [0, T ].
Set a :=λ++
κ2
1∧(q−1) and let n∈N. We define a stopping time γn :=inf
{
t∈ [ν, τ ] : sup
s∈[ν,t]
Y+s +
∫ t
ν
|Zs|2ds>n
}
∧ τ ∈
Tν,τ , and integrate by parts the process
{
eaq(γn∧t)
(
Y˜+γn∧t
)q }
t∈[0,T ]
to obtain that P−a.s.
eaq(γn∧t)
(
Y˜+γn∧t
)q
+
q(q−1)
2
∫ γn
γn∧t
1{Y˜s>0}e
aqs
(
Y˜+s
)q−2(
1{s≤ν}
∣∣Z˜s∣∣2+1{s>ν}|Zs|2) ds
= eaqγn
(Y+γn)q+q ∫ γn
γn∧t
1{Ys>0}∩{s>ν}e
aqs
(Y+s )q−1∆gsds−aq ∫ γn
γn∧t
eaqs
(
Y˜+s
)q
ds− q
2
∫ γn
γn∧t
eaqs
(
Y˜+s
)q−1
dLs
+q
∫ γn
γn∧t
1{Ys>0}∩{s>ν}e
aqs
(Y+s )q−1(dV 1s −dV 2s )−q∫ γn
γn∧t
1{Y˜s>0}e
aqs
(
Y˜+s
)q−1(
1{s≤ν}Z˜s+1{s>ν}Zs
)
dBs, t∈ [0, T ].
Then (6.6), (6.2), (6.7) and (3.3) imply that P−a.s.
eaqt
(Y+t )q+ q(q−1)2
∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−2 |Zs|2ds
= eaqγn
(Y+γn)q+q ∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−1∆gsds−aq ∫ γn
t
eaqs
(Y+s )q ds− q2
∫ γn
t
eaqs
(Y+s )q−1 dLs
+q
∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−1 (dV 1s −dV 2s )−q∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−1 ZsdBs
≤ eaqγn (Y+γn)q+q ∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−1 (g1(s, Y 2s , Z1s )−g1(s, Y 2s , Z2s )) ds− qκ21∧(q−1)
∫ γn
t
eaqs
(Y+s )q ds
−q
∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−1ZsdBs, ∀ t ∈ [ν, γn].
Since 1{Yt>0}κ
(Y+t )q−1 |Zt|≤ q−14 1{Yt>0}(Y+t )q−2 |Zt|2+ κ2q−1(Y+t )q, ∀ t∈ [ν, τ ], we can deduce from (H1) that P−a.s.
eaqt
(Y+t )q+ q(q−1)4
∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−2 |Zs|2ds≤eaqγn (Y+γn)q− q∫ γn
t
1{Ys>0}e
aqs
(Y+s )q−1 ZsdBs, ∀ t ∈ [ν, γn].
Taking expectation for t = ν shows that
q(q−1)
4
E
∫ γn
ν
1{Ys>0}e
aqs
(Y+s )q−2 |Zs|2ds ≤ E[eaqγn (Y+γn)q ]. (6.12)
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On the other hand, the Burkholder-Davis-Gundy inequality implies that
E
[
sup
t∈[ν,γn]
(
eatY+t
)q] ≤ E[eaqγn (Y+γn)q ]+ qE
[
sup
t∈[0,T ]
∣∣∣∣ ∫ T
t
1{ν≤s≤γn}1{Ys>0}e
aqs
(Y+s )q−1 ZsdBs∣∣∣∣
]
≤ E
[
eaqγn
(Y+γn)q ]+ CqE
[(
sup
t∈[ν,γn]
(
eatY+t
)q/2) · (∫ γn
ν
1{Ys>0}e
aqs
(Y+s )q−2 |Zs|2ds)1/2
]
≤ E
[
eaqγn
(Y+γn)q ]+ 12E
[
sup
t∈[ν,γn]
(
eatY+t
)q]
+ CqE
∫ γn
ν
1{Ys>0}e
aqs
(Y+s )q−2 |Zs|2ds.
As E
[
sup
t∈[ν,γn]
(
eatY+t
)q] ≤ eaqTE[ sup
t∈[ν,τ ]
(Y+t )q
]
<∞ by (6.11), it follows from (6.12) that
E
[
sup
t∈[ν,γn]
(Y+t )q
]
≤E
[
sup
t∈[ν,γn]
(
eatY+t
)q]≤2E[eaqγn (Y+γn)q ]+CqE∫ γn
ν
1{Ys>0}e
aqs
(Y+s )q−2 |Zs|2ds≤CqE[eaqγn (Y+γn)q ].
Because of (6.11) and E
[( ∫ τ
ν
|Zit |2dt
)p/2]
< ∞, i = 1, 2, it holds for P−a.s. ω ∈ Ω that τ(ω) = γN ′ω(ω) for some
N ′ω∈N. Letting n→∞ in the above inequality, we can deduce from the monotone convergence theorem, (6.11) and
dominated convergence theorem that
E
[
sup
t∈[ν,τ ]
(Y+t )q
]
= lim
n→∞
↑ E
[
sup
t∈[ν,γn]
(Y+t )q
]
≤Cq lim
n→∞
E
[
eaqγn
(Y+γn)q ] = CqE[eaqτ ((Y 1τ −Y 2τ )+)q] = 0. 
Proof of Remark 4.1: Let ν ∈ T , τ ∈ Tν,T . It suffices to show (4.2) for ξ ∈L1(Fτ ). Given n∈N, we still define
the stopping time γn as in (A.3). As Y
τ,ξ
ν∧γn=Y
τ,ξ
γn +
∫ γn
ν∧γn
1{s≤τ}gsds−
∫ γn
ν∧γn
Zτ,ξs dBs, P−a.s., similar to (A.4), taking
conditional expectation E
[ · |Fν∧γn] yields that Y τ,ξν∧γn=1{ν≤γn}E[Y τ,ξγn +∫ τ∧γnν∧γn gsds∣∣Fν]+1{ν>γn}(Y τ,ξγn +∫ τ∧γnν∧γn gsds),
P−a.s. Since {γn}n∈N is stationary, letting n→∞, we can deduce from the uniform integrability of
{
Y τ,ξγ
}
γ∈T
that
Egν,τ [ξ]=Y τ,ξν = 1{ν≤T}E
[
Y τ,ξT +
∫ τ
ν
gsds
∣∣∣∣Fν]+ 1{ν>T}(Y τ,ξT +∫ τ
ν
gsds
)
= E
[
ξ+
∫ τ
ν
gsds
∣∣∣∣Fν] , P−a.s. 
6.2 Proofs of the results in Section 5
Proof of Proposition 5.1: (1) We first show that E[(Y∗)
p]<∞, ∀ p∈(0, 1).
As the limit of F−adapted continuous processes Y n’s (thus F−predictable), Y is also an F−predictable process.
For any (t, ω)∈ [0, T ]×Ω, Yt(ω)= lim
n→∞
↑ Y nt (ω) implies Y +t (ω)= limn→∞↑ Y
n,+
t (ω). Then one can deduce that
Y +∗ (ω)= sup
t∈[0,T ]
Y +t (ω)= sup
t∈[0,T ]
sup
n∈N
Y n,+t (ω)=sup
n∈N
sup
t∈[0,T ]
Y n,+t (ω)=sup
n∈N
Y n,+∗ (ω)= lim
n→∞
↑ Y n,+∗ (ω), ∀ω∈Ω. (6.13)
For any n∈N, the continuity of process Y n shows that P−a.s., Y n,+∗ = sup
t∈[0,T ]
Y n,+t = sup
t∈[0,T ]∩Q
Y n,+t ∈FT , which implies
that Y n,+∗ is FT−measurable. Then we see from (6.13) that Y +∗ is also FT−measurable.
Let p∈(α, 1) and set η :=ξ++∫ T0 hsds+L+∗ ∈ L1(FT ). Given n ∈ N, we claim that P−a.s.
(Y nt )
+ ≤ CαE
[
1+η+
(
Y n,+∗
)α ∣∣∣Ft] , t ∈ [0, T ], (6.14)
(which will be shown in the last part of this proof). Since Mnt := E
[
1+η+
(
Y n,+∗
)α ∣∣∣Ft], t ∈ [0, T ] is a uniformly
integrable martingale, applying Lemma 6.1 of [11], we can deduce from (6.14), (1.5), (1.6), Ho¨lder’s inequality and
Young’s inequality that
E
[
(Y n,+∗ )
p
] ≤ Cpα E
[
sup
t∈[0,T ]
(Mnt )
p
]
≤ C
p
α
1− p (E[M
n
T ])
p≤ C
p
α
1− p
{
1 + (E[η])p +
(
E
[
(Y n,+∗ )
α
])p }
≤ C
p
α
1− p
{
2 + E[η] +
(
E
[(
Y n,+∗
)p])α } ≤ Cα,p{1 + E[η]}+ 1
2
E
[(
Y n,+∗
)p]
.
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As E
[
(Y n,+∗ )
p
] ≤ E [(Y n∗ )p] <∞, we see that E [(Y n,+∗ )p] ≤ Cα,p{1+E[η]}. When n→∞, (6.13) and the monotone
convergence theorem yield that E [(Y +∗ )
p] ≤ Cα,p
{
1 + E[η]
}
. Since
|Yt| = Y −t + Y +t ≤ (Y 1t )− + Y +t ≤ |Y 1t |+ Y +t , ∀ t ∈ [0, T ], (6.15)
(1.5) implies that E [(Y∗)
p] ≤ E [(Y 1∗ )p]+ E [(Y +∗ )p] <∞.
Moreover, for any p˜∈(0, α], (1.6) shows that E
[
(Y∗)
p˜
]
≤1+E
[
(Y∗)
α+1
2
]
<∞. Hence, E[(Y∗)p]<∞, ∀ p∈(0, 1).
(2) Next, let us show that Y is of class (D).
Since E [(Y +∗ )
α] < ∞, letting n → ∞ in (6.14), one can deduce from (6.13) and the monotone convergence
theorem that for any t∈ [0, T ], Y +t ≤CαE
[
1+η +(Y +∗ )
α
∣∣Ft], P−a.s. Using the continuity of process Y + and process{
E
[
1+η+(Y +∗ )
α
∣∣Ft] }t∈[0,T ], we see from (6.15) that P−a.s.
|Yt| ≤ |Y 1t |+ Y +t ≤|Y 1t |+ CαE
[
1+η+(Y +∗ )
α
∣∣Ft] , t∈ [0, T ].
This implies that Y is of class (D) as Y 1 is of class (D).
(3) It remains to demonstrate claim (6.14).
For any t∈ [0, T ], the continuity of process L shows that P−a.s., Γt := sup
s∈[0,t]
L+s = sup
s∈[0,t]∩Q
L+s ∈Ft, which implies
that Γ is an F−adapted, continuous increasing process with E[ΓT ]<∞.
Let n∈N. Since ∫ T0 1{Y nt >Γt} (Y nt −Lt)− dt=0, applying Itoˆ−Tanaka’s formula to process (Y n−Γ)+ yields that
(Y nt −Γt)+=(Y nT −ΓT )++
∫ T
t
1{Y ns >Γs} (g(s, Y
n
s , Z
n
s )ds−dJns −Zns dBs)+
∫ T
t
1{Y ns >Γs}dΓs−
1
2
(LnT−Lnt ), t∈ [0, T ],
where Ln is the “local time” of Y n − Γ at 0.
Set a := 2(κ+κ2). Given j ∈ N, we define a stopping time γj = γnj := inf{t∈ [0, T ] :
∫ t
0
|Zns |2ds> j} ∧ T ∈T , and
integrate by parts the process
{
ea(γj∧t)(Y nγj∧t − Γγj∧t)+
}
t∈[0,T ]
to obtain that P−a.s.
ea(γj∧t)
(
Y nγj∧t−Γγj∧t
)+
+a
∫ γj
γj∧t
eas(Y ns −Γs)+ds= eaγj (Y nγj−Γγj)++
∫ γj
γj∧t
1{Y ns >Γs}e
as (g(s, Y ns , Z
n
s )ds−dJns −Zns dBs)
+
∫ γj
γj∧t
1{Y ns >Γs}e
asdΓs− 1
2
∫ γj
γj∧t
easdLns , t ∈ [0, T ]. (6.16)
Since (H4), (H5), (1.5) and (1.6) imply that
|g(t, Y nt , Znt )| ≤ |g(t, Y nt , 0)|+ |g(t, Y nt , Znt )− g(t, Y nt , 0)| ≤ ht + κ|Y nt |+ κ(ht + |Y nt |+ |Znt |)α
≤ ht + κ|Y nt |+ κ(ht + |Y nt |)α + κ|Znt |α ≤ ht + κ|Y nt |+ κ(1 + ht + |Y nt |) + κ|Znt |α (6.17)
≤ κ+ (1 + κ)ht + 2κ|Y nt − Γt|+ 2κΓt + κ|Znt |α, dt⊗ dP−a.s.,
taking conditional expectation E[·|Ft] in (6.16), we can deduce from Ho¨lder’s inequality that for any t ∈ [0, T ]
ea(γj∧t)
(
Y nγj∧t−Γγj∧t
)+
≤κTeaT+E
[
eaγj (Y nγj−Γγj)++(1+κ)eaT
∫ T
0
hsds+(1+2κT )e
aTΓT
+κT 1−α/2e(1−α)aT
(∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
)α/2 ∣∣∣∣Ft], P−a.s., (6.18)
where we used the fact that 1{Y nt >Γt}|Y nt − Γt| = (Y nt − Γt)+.
Applying Itoˆ’s formula to process
{
e2a(γj∧t)
(
(Y nγj∧t − Γγj∧t)+
)2 }
t∈[0,T ]
in (6.16) yields that
e2a(γj∧t)
(
(Y nγj∧t − Γγj∧t)+
)2
+ 2a
∫ γj
γj∧t
e2as
(
(Y ns − Γs)+
)2
ds+
∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
= e2aγj
(
(Y nγj−Γγj )+
)2
+2
∫ γj
γj∧t
1{Y ns >Γs}e
2as(Y ns −Γs)+ (g(s, Y ns , Zns )ds−dJns −Zns dBs)
+2
∫ γj
γj∧t
1{Y ns >Γs}e
2as(Y ns −Γs)+dΓs−
∫ γj
γj∧t
e2as(Y ns − Γs)+dLns , t ∈ [0, T ]. (6.19)
6.2 Proofs of the results in Section 5 15
Since (H1) and (H4) imply that dt⊗ dP−a.s.
|g(t, Y nt , Znt )|≤|g(t, Y nt , 0)|+|g(t, Y nt , Znt )−g(t, Y nt , 0)|≤ht+κ|Y nt |+κ|Znt |≤ht+κ|Y nt − Γt|+κΓt+κ|Znt |,
it holds dt⊗ dP−a.s. that
1{Y nt >Γt}(Y
n
t −Γt)+g(t, Y nt , Znt )≤(Y nt −Γt)+ht+(κ+2κ2)
(
(Y nt −Γt)+
)2
+
1
4
1{Y nt >Γt}Γ
2
T+
1
4
1{Y nt >Γt}|Znt |2.
Set Ψnt := sup
s∈[t,T ]
(Y ns − Γs)+, t ∈ [0, T ]. It then follows from (6.19) that
e2a(γj∧t)
((
Y nγj∧t−Γγj∧t
)+)2
+
1
2
∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
≤e2aT
(
(Y nγj )
+
)2
+2e2aTΨnt
∫ T
t
hsds+
1
2
Te2aTΓ2T + 2e
2aTΨnt ΓT − 2
∫ γj
γj∧t
1{Y ns >Γs}e
2as(Y ns − Γs)+Zns dBs
≤e2aT
(
(Y nγj )
+
)2
+(Ψnt )
2+C0
(∫ T
0
hsds
)2
+C0Γ
2
T +
∣∣∣∣2 ∫ γj
γj∧t
1{Y ns >Γs}e
2as(Y ns − Γs)+Zns dBs
∣∣∣∣, t ∈ [0, T ],
Taking powers of order α/2 on both sides, we see from (1.5) that
2α/2−1eαa(γj∧t)
((
Y nγj∧t − Γγj∧t
)+)α
+
1
2
(∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
)α/2
≤eαaT
(
(Y nγj )
+
)α
+(Ψnt )
α
+Cα
(∫ T
0
hsds
)α
+CαΓ
α
T+
∣∣∣∣2∫ T
t
1{s≤γj}1{Y ns >Γs}e
2as(Y ns −Γs)+Zns dBs
∣∣∣∣α/2, t∈ [0, T ]. (6.20)
Let t∈ [0, T ]. For any A∈Ft, since
1A
∣∣∣∣ ∫ T
t
1{s≤γj}1{Y ns >Γs}e
2as(Y ns −Γs)+Zns dBs
∣∣∣∣α/2 = ∣∣∣∣ ∫ T
t
1A1{s≤γj}1{Y ns >Γs}e
2as(Y ns −Γs)+Zns dBs
∣∣∣∣α/2
=
∣∣∣∣ ∫ T
0
1A1{t≤s≤γj}1{Y ns >Γs}e
2as(Y ns −Γs)+Zns dBs
∣∣∣∣α/2,
multiplying 1A to (6.20) and taking expectation, we can deduce from the Burkholder-Davis-Gundy inequality and
(1.6)
1
2
E
1A
(∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
)α/2 ≤CαE
[
1A
(
(Y nγj )
+
)α
+1A(Ψ
n
t )
α+1A
(∫ T
0
hsds
)α
+1AΓ
α
T
+
(∫ T
0
1A1{t≤s≤γj}1{Y ns >Γs}e
4as
(
(Y ns −Γs)+
)2 |Zns |2ds)α/4
]
≤CαE
1A+1A(Y nγj )++1A(Ψnt )α+1A∫ T
0
hsds+1AΓT+1A(Ψ
n
t )
α/2 ·
(∫ T
t
1{s≤γj}1{Y ns >Γs}e
2as|Zns |2ds
)α/4
≤CαE
[
1A+1A(Y
n
γj )
++1A(Ψ
n
t )
α+1A
∫ T
0
hsds+1AΓT
]
+
1
4
E
1A
(∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
)α/2 .
Since E
[(∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
)α/2]
≤ eαaT jα/2 and since
E [(Ψn0 )
α] = E
[
sup
t∈[0,T ]
(
(Y nt −Γt)+
)α] ≤ E[ sup
t∈[0,T ]
(
(Y nt )
+
)α] ≤ ‖Y n‖Sα <∞,
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letting A vary over Ft yields that
E
(∫ γj
γj∧t
1{Y ns >Γs}e
2as|Zns |2ds
)α/2 ∣∣∣∣∣Ft
 ≤ CαE
[
1+(Y nγj)
++(Ψnt )
α+
∫ T
0
hsds+ΓT
∣∣∣∣Ft
]
.
Then we see from (6.18) that(
Y nγj∧t−Γγj∧t
)+
≤ea(γj∧t)
(
Y nγj∧t−Γγj∧t
)+
≤CαE
[
1+(Y nγj)
++(Ψn0 )
α+
∫ T
0
hsds+ΓT
∣∣∣∣Ft
]
, P−a.s. (6.21)
The uniform integrability of {Y nγ }γ∈T implies that of
{
(Y nγ )
+
}
γ∈T
. As Zn ∈ ∩
p∈(0,1)
H2,p ⊂ H2,0, {γj}j∈N is
stationary. So letting j →∞ in (6.21), one can deduce from the continuity of process Y n that
(Y nt )
+≤Γt+(Y nt −Γt)+≤Γt+CαE
[
1+ξ++(Ψn0 )
α+
∫ T
0
hsds+ΓT
∣∣∣∣Ft
]
≤CαE
[
1+η+(Ψn0)
α
∣∣Ft] , P−a.s.
Then claim (6.14) follows from the continuity of process Y n,+ and of process
{
E
[
1+η+(Ψn0)
α
∣∣Ft] }t∈[0,T ]. 
Proof of Proposition 5.2: The proof is relatively lengthy, see our introduction for a sketch. We will defer the
demonstration of some technicalities (those equations with starred labels) to the appendix.
(1) For any n ∈ N, Knt := n
∫ t
0
1{ν<s≤τ}(Y
n
s − Ls)−ds, t ∈ [0, T ] is clearly a process of K0 satisfying
Knt =0, ∀ t∈ [0, ν]. (6.22)
As Knτ −Knt =n
∫ τ
t 1{ν<s≤τ}(Y
n
s −Ls)−ds=n
∫ τ
t (Y
n
s −Ls)−ds, ∀ t∈ [ν, τ ], (5.3) shows that P−a.s.
Y nt =Y
n
τ +
∫ τ
t
g(s, Y ns , Z
n
s )ds+K
n
τ −Knt −
∫ τ
t
Zns dBs, ∀ t ∈ [ν, τ ]. (6.23)
Since
{
1{t≥ν}
}
t∈[0,T ]
is an F−adapted ca`dla`g process and since each {Y nτ∧t}t∈[0,T ] is an F−adapted continuous
process, we see that Y is an F−optional process. (It takes some effort to show the continuity of Y between ν and T ,
see (6.40) for an intermediate result.) By the Debut theorem,
τℓ :=inf
{
t ∈ [ν, τ ] : (Y 1t )−+Y +t +L+t +
∫ t
ν
hsds>ℓ
}
∧τ, ℓ ∈ N (6.24)
are stopping times with ν ≤ τℓ ≤ τ , i.e. τℓ ∈ Tν,τ . As E
[
L+∗+
∫ T
0
htdt
]
<∞ and P
{
sup
t∈[ν,τ ]
(
(Y 1t )
−+Y +t
)
<∞
}
=1, it
holds for any ω∈Ω except on a P−null set N1 that
τ(ω) = τNω (ω) for some Nω∈N.
Now, let us fix ℓ∈N for this part as well as next two parts. LetN2 := ∪
n∈N
{ω∈Ω: the path Y n· (ω) is not continuous}
(which is clearly a P−null set) and set Aℓ := {ν < τℓ} ∩ N c2 ∈ Fν∧τℓ ⊂ Fν . Given ω ∈ Aℓ, for any n ∈ N we can
deduce from (6.24) that |Y nt (ω)| ≤ ℓ, ∀ t ∈
[
ν(ω), τℓ(ω)
)
, and the continuity of each Y n implies that |Y nt (ω)| ≤ ℓ,
∀ t ∈ [ν(ω), τℓ(ω)]. Then it follows from the monotonicity of {Y n}n∈N that
sup
n∈N
∣∣Y nt (ω)∣∣ ≤ ∣∣Y 1t (ω)∣∣ ∨ ∣∣Yt(ω)∣∣ ≤ ℓ, ∀ t ∈ [ν(ω), τℓ(ω)], ∀ω ∈ Aℓ. (6.25)
Let n ∈ N. As E[|1AℓY nν |] ≤ ℓ, Corollary 3.1 shows that there exists a unique Z˜ℓ,n ∈ ∩
p∈(0,1)
H2,p such that
P
{
E
[
1AℓY
n
ν |Ft
]
=E
[
1AℓY
n
ν
]
+
∫ t
0 Z˜
ℓ,n
s dBs, ∀ t∈ [0, T ]
}
= 1. Similar to (6.3), we can deduce from (6.23) that P−a.s.
Y ℓ,nt := E
[
1AℓY
n
ν |Fν∧t
]
+Y nν∨(τℓ∧t)−Y nν =E
[
1AℓY
n
ν
]−∫ t
0
1{ν<s≤τℓ}g(s, Y
n
s , Z
n
s )ds−Knν∨(τℓ∧t)+Knν
+
∫ t
0
(
1{s≤ν}Z˜
ℓ,n
s +1{ν<s≤τℓ}Z
n
s
)
dBs, t ∈ [0, T ]. (6.26)
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Thus Y ℓ,n is an F−adapted continuous process (i.e. Y ℓ,n ∈ S0) that satisfies
Y ℓ,nt = E
[
1AℓY
n
ν |Fν
]
+Y nt −Y nν = 1AℓY nν +1Aℓ(Y nt −Y nν ) = 1AℓY nt , ∀ t ∈ [ν, τℓ], (6.27)
which together with (6.26) shows that P−a.s.
Y ℓ,nt −Y ℓ,nτℓ −Knτℓ+Knt+
∫ τℓ
t
Zns dBs=
∫ τℓ
t
g(s, Y ns , Z
n
s )ds=1Aℓ
∫ τℓ
t
g(s, Y ℓ,ns , Z
n
s )ds=
∫ τℓ
t
g(s, Y ℓ,ns , Z
n
s )ds, ∀ t∈ [ν, τℓ]. (6.28)
Since E
[∣∣Y ℓ,nν ∣∣] ≤ ℓ by (6.27), (6.25) and since Knν = 0 by (6.22), applying Lemma A.2 with (Y, Z,K) =
(Y ℓ,n, Zn,Kn) and (τ, p)=(τℓ, 2), we see from (6.27), (6.25) and (6.24) that
E
∫ τℓ
ν
|Znt |2dt+E
[
(Knτℓ)
2
]≤C0E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,nt ∣∣2
]
+C0E
[(∫ τℓ
ν
htdt
)2 ]
≤C0ℓ2. (6.29)
It then follows from (H1) that E
∫ τℓ
ν |g(t, Y ℓ,nt , Znt )−g(t, Y ℓ,nt , 0)|2dt≤κ2 E
∫ τℓ
ν |Znt |2dt≤C0ℓ2. In virtue of Theorem 5.2.1
of [50],
{
1{ν<t≤τℓ}Z
n
t
}
t∈[0,T ]
, n∈N has a weakly convergent subsequence (we still denote it by {1{ν<t≤τℓ}Znt }t∈[0,T ],
n ∈ N) with limit Zℓ ∈ H2,2; and {1{ν<t≤τℓ}(g(t, Y ℓ,nt , Znt )−g(t, Y ℓ,nt , 0))}t∈[0,T ], n ∈ N has a weakly convergent
subsequence
(
we still denote it by
{
1{ν<t≤τℓ}(g(t, Y
ℓ,n
t , Z
n
t )−g(t, Y ℓ,nt , 0))
}
t∈[0,T ]
, n∈N) with limit h˜ℓ ∈H2,2. It is
easy to deduce that
Zℓt =1{ν<t≤τℓ}Zℓt and h˜ℓt=1{ν<t≤τℓ}h˜ℓt, dt⊗ dP−a.s. (6.30)
The F−optional measurability of Y implies that of stopped processes {Yν∧t}t∈[0,T ] and {Yτℓ∧t}t∈[0,T ] (see e.g.
Corollary 3.24 of [33]). As Aℓ ∩ {t > ν} ∈ Ft for any t ∈ [0, T ],
{
1Aℓ∩{t≥ν}
}
t∈[0,T ]
is an F−adapted ca`dla`g process.
Then
Yν∨(τℓ∧t) − Yν = 1Aℓ∩{t≥ν} (Yτℓ∧t − Yν) = 1Aℓ∩{t≥ν} (Yτℓ∧t − Yν∧t) , t ∈ [0, T ] (6.31)
is an F−optional process and it follows that
K˜ℓt :=Yν−Yν∨(τℓ∧t)−
∫ t
0
1{ν<s≤τℓ}
(
g(s, Ys, 0)+h˜
ℓ
s
)
ds+
∫ t
0
1{ν<s≤τℓ}ZℓsdBs, t ∈ [0, T ] (6.32)
also defines an F−optional process. Since (6.31), (6.25), (H4), (6.24) and Ho¨lder’s inequality imply that
∣∣K˜ℓt ∣∣ ≤ 1Aℓ∩{t≥ν} (∣∣Yτℓ∧t∣∣+ |Yν |)+1Aℓ∫ τℓ
ν
(
ht+κ|Yt|+|h˜ℓt|
)
dt+
∣∣∣∣ ∫ t
0
1{ν<s≤τℓ}ZℓsdBs
∣∣∣∣
≤ 3ℓ+κℓT+
(
T
∫ τℓ
ν
|h˜ℓt |2dt
)1/2
+ sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
1{ν<s≤τℓ}ZℓsdBs
∣∣∣∣, ∀ t ∈ [0, T ],
Doob’s martingale inequality and (1.5) show that
E
[(
K˜ℓ∗
)2]≤C0ℓ2+3TE∫ τℓ
ν
|h˜ℓt |2dt+3E
[
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
1{ν<s≤τℓ}ZℓsdBs
∣∣∣∣2
]
≤C0ℓ2+C0E
∫ τℓ
ν
(∣∣h˜ℓt∣∣2+∣∣Zℓt ∣∣2)dt<∞. (6.33)
We next claim that
K˜ℓ satisfies the conditions of Lemma A.3 and is thus an increasing process. (6.34*)
As E
[(
K˜ℓT
)2]
<∞ by (6.33), it holds P−a.s. that K˜ℓT <∞. Then applying Lemma 2.2 of [44] to (6.32) shows that
both process K˜ℓ and process
{
Yν∨(τℓ∧t)
}
t∈[0,T ]
have P−a.s. ca`dla`g paths.
(2) By Ho¨lder’s inequality and (6.29), E
∫ τℓ
ν
(Y nt −Lt)−dt= 1nE
[
Knτℓ
]≤ 1n{E[(Knτℓ)2]}1/2 ≤ 1nC0ℓ, ∀n ∈ N. Letting
n→∞, we know from the monotone convergence theorem that
E
∫ τℓ
ν
(Yt−Lt)−dt= lim
n→∞
↓ E
∫ τℓ
ν
(Y nt −Lt)−dt=0 ,
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so it holds dt⊗ dP−a.s. that 1{ν<t<τℓ} (Yt−Lt)−=0. Since
{
Yν∨(τℓ∧t)
}
t∈[0,T ]
has P−a.s. ca`dla`g paths by part (1)
and L has P−a.s. continuous paths, one can deduce that for any ω∈Aℓ except a P−null set N˜ℓ, Yt(ω)≥Lt(ω) for any
t∈[ν(ω), τℓ(ω)). Given ω ∈ {ν < τ}∩N c1 ∩N c2 ∩( ∪
ℓ∈N
N˜ℓ
)c
, there exists an nω ∈ N such that τnω (ω) = τ(ω) > ν(ω).
So ω ∈ Anω ∩ N˜ cnω =
{
ω′ ∈ Ω : ν(ω′) < τnω (ω′)
} ∩ N c2 ∩ N˜ cnω and Yt(ω)≥Lt(ω) holds for any t∈ [ν(ω), τnω (ω)) =[
ν(ω), τ(ω)
)
. In summary, it holds for P−a.s. ω ∈ {ν < τ} that Yt(ω)≥Lt(ω) for any t∈
[
ν(ω), τ(ω)
)
, which together
with P{Yτ ≥Lτ}=1 shows that for any ω ∈ {ν < τ} except on a P−null set N̂
Yt(ω) ≥ Lt(ω), ∀ t ∈
[
ν(ω), τ(ω)
]
. (6.35)
Now we freeze the parameter ℓ again and let ω ∈ Aℓ ∩ N̂ c. As Aℓ ⊂ {ν < τ} ∩ N c2 , we see from (6.35) that
Yt(ω) ≥ Lt(ω) for any t ∈
[
ν(ω), τℓ(ω)
]
. Since continuous function (Y nt −Lt)− (ω), t∈
[
ν(ω), τℓ(ω)
]
is decreasing to
(Yt−Lt)− (ω)=0, t∈
[
ν(ω), τℓ(ω)
]
when n→∞, Dini’s theorem shows that
lim
n→∞
↓ sup
t∈[ν(ω),τℓ(ω)]
(Y nt −Lt)− (ω) = 0.
As 1Aℓ sup
t∈[ν,τℓ]
(Y nt −Lt)− ≤ 1Aℓ sup
t∈[ν,τℓ]
(
L+t +|Y nt |
) ≤ 2ℓ, ∀n ∈ N by (6.24), (6.27) and (6.25), an application of the
bounded convergence theorem yields that
lim
n→∞
↓ E
[
1Aℓ sup
t∈[ν,τℓ]
(
(Y nt − Lt)−
)2]
= 0. (6.36)
Similar to the arguments used in [20] (see pages 21-22 therein), we can deduce from (6.36) that{
Y ℓ,n
}
n∈N
is a Cauchy sequence in S2 and
{
1{ν<t≤τℓ}Z
n
t
}
t∈[0,T ]
, n∈N is a Cauchy sequence in H2,2. (6.37*)
Let Yℓ∈S2 and Z˜ℓ∈H2,2 be their limits respectively, i.e.
lim
n→∞
↓ E
[
sup
t∈[0,T ]
∣∣Y ℓ,nt −Yℓt ∣∣2
]
+ lim
n→∞
E
∫ T
0
∣∣1{ν<t≤τℓ}Znt −Z˜ℓt ∣∣2dt=0. (6.38)
Up to a subsequence of
{
Y ℓ,n
}
n∈N
, one has lim
n→∞
↓ sup
t∈[0,T ]
∣∣Y ℓ,nt −Yℓt ∣∣ = 0, P−a.s. It follows from (6.27) that P−a.s.
Yℓt = limn→∞↑ Y
ℓ,n
t = limn→∞
↑ 1AℓY nt = 1AℓYt, ∀ t ∈ [ν, τℓ], (6.39)
which together with the continuity of Yℓ shows that{
1AℓYν∨(τℓ∧t)
}
t∈[0,T ]
is a continuous process. (6.40)
On the other hand, the strong limit Z˜ℓ and the weak limit Zℓ of {1{ν<t≤τℓ}Znt }t∈[0,T ], n ∈ N must coincide, i.e.
Z˜ℓt = Zℓt , dt⊗ dP−a.s., which together with (6.38), (6.27) and (6.39) and (6.30) shows that
lim
n→∞
E
[
1Aℓ sup
t∈[ν,τℓ]
∣∣Y nt −Yt∣∣2
]
+ lim
n→∞
E
∫ τℓ
ν
|Znt −Zℓt |2dt = 0. (6.41)
(3) By (6.31) and (6.40), Yν−Yν∨(τℓ∧t)=1Aℓ
(
Yν−Yν∨(τℓ∧t)
)
, t∈ [0, T ] is an F−adapted continuous process, then so
is
Kℓt := Yν−Yν∨(τℓ∧t)−
∫ t
0
1{ν<s≤τℓ}g(s, Ys,Zℓs)ds+
∫ t
0
1{ν<s≤τℓ}ZℓsdBs, t∈ [0, T ]. (6.42)
One can deduce from (6.41) that
lim
n→∞
E
[
sup
t∈[ν,τℓ]
∣∣Knt − Kℓt∣∣2
]
= 0.
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So up to a subsequence of {Kn}n∈N, it holds P−a.s. that
lim
n→∞
sup
t∈[ν,τℓ]
∣∣Knt −Kℓt ∣∣ = 0 and thus Kℓt = limn→∞Knt , ∀ t ∈ [ν, τℓ], (6.44)
which together with the monotonicity of Kn’s show that for P−a.s. ω ∈ Ω, the path Kℓ· (ω) is increasing over period
[ν(ω), τℓ(ω)]. One can also deduce from (6.44) that for P−a.s. ω ∈ Ω, the measure dKnt (ω) converges weakly to the
measure dKℓt(ω) on period [ν(ω), τℓ(ω)]. It then follows that P−a.s.∫ τℓ
t
(Ys − Ls)dKℓs = 0, ∀ t ∈ [ν, τℓ]. (6.45*)
(4) Setting τ0 := ν, we next show that process Y together with processes
Zt :=
∑
ℓ∈N
1{τℓ−1<t≤τℓ}Zℓt and Kt :=
∑
ℓ∈N
(Kℓτℓ∧t−Kℓτℓ−1∧t), t∈ [0, T ] (6.46)
solves (5.4).
As
{
1{τℓ−1<t≤τℓ}
}
t∈[0,T ]
is an F−adapted ca`gla`d process (thus F−predictable) for each ℓ ∈ N, the process Z is
F−predictable. On the other hand, it is clear that K is an F−adapted process with K0 = 0.
Let N3 be the P−null set such that for any ω∈N c3 and ℓ∈N,∫ T
0 |Zℓt (ω)|2dt<∞ and the path
{Kℓt(ω)}t∈[0,T ] is continuous and increasing over period [ν(ω), τℓ(ω)].
Given ω ∈ (N1 ∪N3)c, both sums in (6.46) are finite sums:
Zt(ω) :=
Nω∑
ℓ=1
1{τℓ−1(ω)<t≤τℓ(ω)}Zℓt (ω) and Kt(ω) :=
Nω∑
ℓ=1
(Kℓ (τℓ(ω) ∧ t, ω)−Kℓ (τℓ−1(ω) ∧ t, ω)) , t∈ [0, T ]. (6.47)
The former implies that
∫ T
0
|Zt(ω)|2dt=
∫ τ(ω)
0
|Zt(ω)|2dt=
Nω∑
ℓ=1
∫ τℓ(ω)
τℓ−1(ω)
|Zℓt (ω)|2dt≤
Nω∑
ℓ=1
∫ T
0
|Zℓt (ω)|2dt<∞, so Z∈H2,0.
We see from the latter of (6.47) that the path {Kt(ω)}t∈[0,T ] is equal to 0 over period [0, ν(ω)], is a connection of
continuous increasing pieces from Kℓ (τℓ−1(ω), ω) to Kℓ (τℓ(ω), ω), ℓ= 1, · · ·, Nω over period [ν(ω), τ(ω)], and then
remains constant over period
[
τ(ω), T
]
. Thus, {Kt(ω)}t∈[0,T ] is a continuous increasing path, which shows K∈K0.
Let ℓ ∈ N. One can deduce that
Kt=
∑
i∈N
(Kiτi∧t−Kiτi−1∧t)= ℓ∑
i=1
(Kiτi∧t−Kiτi−1∧t)= ℓ∑
i=1
(
−Yτi∧t+Yτi−1∧t−
∫ τi∧t
τi−1∧t
g(s, Ys,Zis)ds+
∫ τi∧t
τi−1∧t
ZisdBs
)
=
ℓ∑
i=1
(
−Yτi∧t+Yτi−1∧t−
∫ τi∧t
τi−1∧t
g(s, Ys, Zs)ds+
∫ τi∧t
τi−1∧t
ZsdBs
)
=−Yτℓ∧t+Yν∧t−
∫ τℓ∧t
ν∧t
g(s, Ys, Zs)ds+
∫ τℓ∧t
ν∧t
ZsdBs
=−Yt+Yν−
∫ t
ν
g(s, Ys, Zs)ds+
∫ t
ν
ZsdBs, ∀ t∈ [ν, τℓ]. (6.48)
It follows that
Yt=Yτℓ+
∫ τℓ
t
g(s, Ys, Zs)ds+Kτℓ−Kt−
∫ τℓ
t
ZsdBs, ∀ t ∈ [ν, τℓ]. (6.49)
Since the increment of K over [τi−1, τi] is that of Ki over [τi−1, τi] for any i ∈ N, (6.45) implies that∫ τℓ
ν
(Yt − Lt)dKt =
ℓ∑
i=1
∫ τi
τi−1
(Yt − Lt)dKt =
ℓ∑
i=1
∫ τi
τi−1
(Yt − Lt)dKit = 0, P−a.s. (6.50)
Because of P{Yτ ≥Lτ}= 1, (5.4) clearly holds P−a.s. on the set {ν = τ}, and
{
(Yν∨t)(ω)≡ (Yν)(ω)
}
t∈[0,T ]
is a
constant path for any ω∈{ν=τ}. Let N4 be the P−null set such that for any ω∈{ν<τ} ∩ N c2 ∩ N c4 and ℓ∈N,
(6.35) and (6.50) hold on scenario ω, and
{
(Yν∨(τℓ∧t))(ω)
}
t∈[0,T ]
is a continuous path
(
see (6.40)
)
.
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For any ω∈{ν= τ}∩(N1 ∪ N2 ∪ N4)c, we can deduce from (6.49) that (5.4) holds on scenario ω and {(Yν∨t)(ω) =
(Yν∨(τ∧t))(ω)
}
t∈[0,T ]
is a continuous path. 
Proof of Proposition 5.3: The flat-off condition of reflected BSDEs implies that P−a.s.
0≤
∫ s
t
1{Y 1r >Y 2r }dK
1
r =
∫ s
t
1{L1r=Y 1r >Y 2r }dK
1
r ≤
∫ s
t
1{L1r>L2r}dK
1
r = 0, ∀ 0 ≤ t < s ≤ T.
It follows that P−a.s.∫ s
t
1{Y 1r >Y 2r }(dK
1
r − dK2r ) = −
∫ s
t
1{Y 1r >Y 2r }dK
2
r ≤ 0, ∀ 0 ≤ t < s ≤ T.
Then we can apply Proposition 3.2 over period [0, T ] with V i=Ki, i=1, 2 to get the conclusion. 
Proof of Theorem 5.1: (1) (existence) For any n ∈ N, we define function gn as in (1.10), which satisfies
(H1)−(H5) since L ∈ S1+. In light of Proposition 3.1, the BSDE(ξ, gn) admits a unique solution (Y n, Zn) ∈ ∩
p∈(0,1)
(Sp×
H
2,p) such that Y n is of class (D). Also, Proposition 3.3 shows that for any ω ∈ Ω except on a P−null set N
Y nt (ω) ≤ Y n+1t (ω), ∀ t ∈ [0, T ], ∀n ∈ N. (6.51)
We can let (6.51) hold for any ω ∈ Ω by setting Y nt (ω) := 1{ω∈N c}Y nt (ω), (t, ω) ∈ [0, T ]× Ω, n ∈ N
(
each modified
Y n still belongs to ∩
p∈(0,1)
Sp, of class (D) and satisfies BSDE(ξ, gn) with Z
n
)
.
Applying Proposition 5.1 with (Y n, Zn, Jn) = (Y n, Zn, 0), n ∈ N shows that the limit process Yt := lim
n→∞
↑ Y nt ,
t ∈ [0, T ] is an F−predictable process of class (D) satisfying E
[
sup
t∈[0,T ]
|Yt|p
]
< ∞, ∀ p ∈ (0, 1). It follows that
sup
t∈[0,T ]
(
(Y 1t )
−+Y +t
) ≤ Y 1∗ + Y∗ < ∞, P−a.s. As YT = limn→∞↑ Y nT = ξ ≥ LT , P−a.s., applying Proposition 5.2 with
(ν, τ) = (0, T ) yields that Y ∈ ∩
p∈(0,1)
Sp solves RBSDE(ξ, g, L) with some (Z,K) ∈ H2,0 × K0. Moreover, applying
Lemma A.2 with (ν, τ) = (0, T ) and using Ho¨lder’s inequality show that
E
[(∫ T
0
|Zs|2ds
)p/2]
+ E [KpT ] ≤ Cp E [(Y∗)p] + Cp
(
E
∫ T
0
htdt
)p
<∞, ∀ p ∈ (0, 1).
Namely, (Z,K) ∈ ∩
p∈(0,1)
(H2,p ×Kp).
(2) (uniqueness) Let (Y 1, Z1,K1), (Y 2, Z2,K2) ∈ ∩
p∈(0,1)
(Sp ×H2,p×Kp) be two solutions of RBSDE(ξ, g, L) such
that Y 1, Y 2 is of class (D). We know from Proposition 5.3 that P{Y 1t = Y 2t , ∀ t ∈ [0, T ]} = 1, so it holds P−a.s. that∫ T
t
g(s, Y 1s , Z
1
s )ds+K
1
T −K1t −
∫ T
t
Z1sdBs =
∫ T
t
g(s, Y 2s , Z
2
s )ds+K
2
T −K2t −
∫ T
t
Z2sdBs, t ∈ [0, T ].
Comparing martingale parts on both side shows that Z1t = Z
2
t , dt⊗ dP−a.s. Then it follows that P−a.s.
K1t =Y
1
0 −Y 1t −
∫ t
0
g(s, Y 1s , Z
1
s )ds+
∫ t
0
Z1sdBs=Y
2
0 −Y 2t −
∫ t
0
g(s, Y 2s , Z
2
s )ds+
∫ t
0
Z2sdBs=K
2
t , t ∈ [0, T ].
(3) (proof of (5.1) and (5.2)) Fix ν∈T and γ∈Tν,T . We will simply denote τ♯(ν) by τ̂ . The uniform integrability
of {Yγ}γ∈T implies that Yγ ∈L1(Fγ), so we see from (A.2) that P−a.s.
Y
γ,Yγ
t = Yγ +
∫ γ
t
g
(
s, Y γ,Yγs , Z
γ,Yγ
s
)
ds−
∫ γ
t
Zγ,Yγs dBs, ∀ t ∈ [ν, γ]. (6.52)
Since it holds P−a.s. that
Yt = Yγ +
∫ γ
t
g
(
s, Ys, Zs
)
ds+Kγ −Kt −
∫ γ
t
ZsdBs, ∀ t ∈ [ν, γ],
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applying Proposition 3.2 with (Y 1, Z1, V 1)=
(
Y γ,Yγ , Zγ,Yγ , 0
)
and (Y 2, Z2, V 2)=(Y, Z,K) yields that P−a.s., Y γ,Yγt ≤
Yt for any t∈ [ν, γ]. In particular,
Egν,γ [Yγ ]=Y γ,Yγν ≤Yν , P−a.s. (6.53)
As Yγ≥1{γ<T}Lγ+1{γ=T}ξ=Rγ , P−a.s., we see from the monotonicity of g−evaluation that
Yν ≥ Egν,γ [Yγ ] ≥ Egν,γ [Rγ ], P−a.s. (6.54)
Since it holds P−a.s. that Yt>Rt =Lt for any t ∈ [ν, τ̂ ), the flat-off condition in RBSDE (ξ, g, L) implies that
P−a.s. Kt=Kν for any t∈ [ν, τ̂ ]. Then it holds P−a.s. that
Yt=Yτ̂∧γ+
∫ τ̂∧γ
t
g
(
s, Ys, Zs
)
ds+Kτ̂∧γ−Kt−
∫ τ̂∧γ
t
ZsdBs=Yτ̂∧γ+
∫ τ̂∧γ
t
g
(
s, Ys, Zs
)
ds−
∫ τ̂∧γ
t
ZsdBs, ∀ t∈
[
ν, τ̂∧γ].
Similar to (6.52), one has that P−a.s.
Y
τ̂∧γ,Yτ̂∧γ
t = Yτ̂∧γ +
∫ τ̂∧γ
t
g
(
s, Y
τ̂∧γ,Yτ̂∧γ
s , Z
τ̂∧γ,Yτ̂∧γ
s
)
ds−
∫ τ̂∧γ
t
Z
τ̂∧γ,Yτ̂∧γ
s dBs, ∀ t ∈
[
ν, τ̂ ∧ γ].
Applying Proposition 3.2 again yields that P−a.s., Yt=Y τ̂∧γ,Yτ̂∧γt for any t∈
[
ν, τ̂∧γ]. It thus follows that
Yν = Y
τ̂∧γ,Yτ̂∧γ
ν = Egν,τ̂∧γ [Yτ̂∧γ ] , P−a.s., (6.55)
which together with (6.53) proves (5.1).
As YT = ξ=RT , P−a.s., we can deduce from the continuity of process Y and the right-continuity of process R
that Yτ̂ =Rτ̂ , P−a.s. So taking γ = T in (6.55) yields that Yν = Egν,τ̂ [Yτ̂ ] = Egν,τ̂ [Rτ̂ ], P−a.s., which together with
(6.54) implies (5.2). 
6.3 Proof of Theorem 2.1
(1) (existence)We shall follow [25]’s approach by pasting local solutions to construct a global solution of DRBSDE
(ξ, g, L, U), see our introduction for a synopsis.
(1a)
(
increasing penalization scheme
)
For n ∈ N, we define function gn as in (1.10) which satisfies (H1)−(H5) since L ∈ S1+. Theorem 5.1 and Remark
5.2 show that the following reflected BSDE with generator gn and upper obstacle U
Ut ≥ Yt = ξ +
∫ T
t
gn(s, Ys, Zs)ds− JT + Jt −
∫ T
t
ZsdBs, t ∈ [0, T ],∫ T
0
(Ut − Yt)dJt = 0.
(6.56)
admits a unique solution (Y n, Zn, Jn) ∈ ∩
p∈(0,1)
(Sp ×H2,p ×Kp) such that Y n is of class (D). In light of Proposition
5.3 and Remark 5.2, it holds for any ω ∈ Ω except on a P−null set N that
Y nt (ω) ≤ Y n+1t (ω), ∀ t ∈ [0, T ], ∀n ∈ N. (6.57)
We can let (6.57) hold for any ω ∈ Ω by setting Y nt (ω) := 1{ω∈N c}Y nt (ω), (t, ω) ∈ [0, T ]× Ω, n ∈ N
(
each modified
Y n still belongs to ∩
p∈(0,1)
Sp, of class (D) and satisfies (6.56) with (Zn, Jn)
)
. By Proposition 5.1, the limit process
Yt := lim
n→∞
↑ Y nt , t ∈ [0, T ] is an F−predictable process of class (D) that satisfies
E
[
sup
t∈[0,T ]
|Yt|p
]
<∞, ∀ p∈(0, 1). (6.58)
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Let ν ∈T . For any n∈N, define a stopping time γnν := inf{t∈ [ν, T ] : Y nt =Ut}∧T ∈T . As it holds P−a.s. that
Y nt <Ut for any t∈
[
ν, γnν
)
, we can deduce from the flat-off condition in (6.56) that P
{
Jnt =J
n
ν , ∀ t∈ [ν, γnν ]
}
=1. It
then follows that P−a.s.
0 = Jnγnν − Jnt = Y nγnν − Y nt +
∫ γnν
t
gn(s, Y
n
s , Z
n
s )ds−
∫ γnν
t
Zns dBs. (6.59)
Clearly, γnν is decreasing in n, and their limit γν := limn→∞
↓ γnν ≥ ν is still a stopping time thanks to the right continuity
of filtration F. We claim that
Yγν = 1{γν=T}ξ + 1{γν<T}Uγν , P−a.s. (6.60)
(which will be shown in the appendix). So Yγν ≥ 1{γν=T}LT +1{γν<T}Lγν = Lγν , P−a.s. Since E
[
sup
t∈[0,T ]
|Y 1t |p+
sup
t∈[0,T ]
|Yt|p
]
<∞, ∀ p∈(0, 1) and since it holds P−a.s. that
Y nt = Y
n
γν +
∫ γν
t
gn(s, Y
n
s , Z
n
s )ds−
∫ γν
t
Zns dBs, ∀ t ∈ [ν, γν ] (6.61)
for any n ∈ N by (6.59), applying Proposition 5.2 to {(Y n, Zn)}
n∈N
yields that process
{
Yν∨(γν∧t)
}
t∈[0,T ]
has
P−a.s. continuous paths and there exist (Zν ,Kν)∈H2,0×K0 such that P−a.s.
Lt ≤ Yt = Yγν +
∫ γν
t
g(s, Ys, Z
ν
s )ds+K
ν
γν −Kνt −
∫ γν
t
Zνs dBs, ∀ t ∈ [ν, γν ],∫ γν
ν
(Yt − Lt)dKνt = 0.
(6.62)
Since E[|Yν |]<∞ by the uniform integrability of {Yζ}ζ∈T , Lemma A.2, Ho¨lder’s inequality and (6.58) show that
E
[(∫ τ
ν
|Zt|2dt
)p/2]
≤ Cp E
[
sup
t∈[ν,τ ]
|Yt|p
]
+ Cp
(
E
∫ τ
ν
htdt
)p
<∞, ∀ p ∈ (0, 1). (6.63)
(1b)
(
decreasing penalization scheme
)
Similar to gL discussed in Remark 1.3 (4), gU (t, ω, y) := (y − Ut(ω))+, (t, ω, y) ∈ [0, T ] × Ω × R is clearly a
P⊗B(R)/B(R)−measurable function satisfying (H2)−(H4). For any n ∈ N, we see from Remark 1.3 (3) that
g˜n(t, ω, y, z) :=g(t, ω, y, z)−n (y−Ut(ω))+ , ∀ (t, ω, y, z)∈ [0, T ]×Ω×R×Rd
defines a generator, and Theorem 5.1 shows that RBSDE
(
ξ, g˜n, L
)
admits a unique solution
(
Y˜ n, Z˜n, K˜n
) ∈ ∩
p∈(0,1)
(Sp×
H2,p ×Kp) such that Y˜ n is of class (D). Since g˜n is decreasing in n, Proposition 5.3 shows that P−a.s.
Y˜ nt ≥ Y˜ n+1t , ∀ t ∈ [0, T ], ∀n ∈ N. (6.64)
As in (6.57), we can assume that (6.64) holds everywhere on Ω.
Set
(
L˜, U˜
)
:= (−U,−L) ∈ S1+ × S1−. For any n ∈ N,
(
Ŷ n, Ẑn, Ĵn
)
:=
(− Y˜ n,−Z˜n,−K˜n) satisfies that P−a.s.
U˜t = −Lt ≥ Ŷ nt = −ξ −
∫ T
t
g
(
s, Y˜ ns , Z˜
n
s
)
ds+ n
∫ T
t
(
Y˜ ns −Us
)+
ds− K˜nT + K˜nt +
∫ T
t
Z˜ns dBs
= Ŷ nT +
∫ T
t
g−
(
s, Ŷ ns , Ẑ
n
s
)
ds+ n
∫ T
t
(
Ŷ ns −L˜s
)−
ds+ ĴnT − Ĵnt −
∫ T
t
Ẑns dBs, t ∈ [0, T ]. (6.65)
Since g− is a generator by Remark 1.3 (1), applying Proposition 5.1 to
{(
Ŷ n, Ẑn, Ĵn
)}
n∈N
yields that Ŷt := lim
n→∞
↑ Ŷ nt ,
t∈ [0, T ] is an F−predictable process of class (D) that satisfies E
[
sup
t∈[0,T ]
∣∣Ŷt∣∣p
]
<∞, ∀ p∈(0, 1).
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Let ν∈T . The stopping times τnν := inf
{
t∈ [ν, T ] : Ŷ nt = U˜t
}∧T =inf {t∈ [ν, T ] : Y˜ nt =Lt}∧T ∈T is decreasing in
n. Analogous to (6.60), τν := lim
n→∞
↓ τnν ≥ ν is still a stopping time that satisfies
Ŷτν = −1{τν=T}ξ + 1{τν<T}U˜τν ≥ −1{τν=T}UT − 1{τν<T}Lτν ≥ −Uτν ≥ L˜τν , P−a.s. (6.66)
For any n ∈ N, similar to (6.61), we can deduce from (6.65) that P−a.s.
Ŷ nt = Ŷ
n
τν +
∫ τν
t
gn
(
s, Ŷ ns , Ẑ
n
s
)
ds+ n
∫ τν
t
(
Ŷ ns −L˜s
)−
ds−
∫ τν
t
Ẑns dBs, ∀ t ∈ [ν, τν ].
As E
[
sup
t∈[0,T ]
∣∣Ŷ 1t ∣∣p + sup
t∈[0,T ]
∣∣Ŷt∣∣p
]
< ∞, ∀ p ∈ (0, 1), using (6.66) and applying Proposition 5.2 yield that process{
Ŷν∨(τν∧t)
}
t∈[0,T ]
has P−a.s. continuous paths and there exist (Ẑν , K̂ν)∈H2,0×K0 such that P−a.s.
L˜t ≤ Ŷt = Ŷτν +
∫ τν
t
g−(s, Ŷs, Ẑ
ν
s )ds+ K̂
ν
τν − K̂νt −
∫ τν
t
Ẑνs dBs, ∀ t ∈ [ν, τν ],∫ τν
ν
(Ŷt − L˜t)dK̂νt = 0.
(6.67)
Since g− satisfies (H4) and (H5) with the same function h as g, an analogy to (6.63) shows that
E
[(∫ τ
ν
|Ẑt|2dt
)p/2]
≤ Cp E
[
sup
t∈[ν,τ ]
∣∣Ŷt∣∣p]+ Cp (E∫ τ
ν
htdt
)p
<∞, ∀ p ∈ (0, 1). (6.68)
Set
(
Y˜ , Z˜ν , J˜ν
)
=
(− Ŷ ,−Ẑν ,−K̂ν), it follows from (6.67) that P−a.s.
Ut ≥ Y˜t = Y˜τν +
∫ τν
t
g(s, Y˜s, Z˜
ν
s )ds− J˜ντν + J˜νt −
∫ τν
t
Z˜νs dBs, ∀ t ∈ [ν, τν ],∫ τν
ν
(Ut − Y˜t)dJ˜νt = 0.
(6.69)
(1c) Next, we show that except on a P−null set N1
Lt ≤ Y˜t = Yt ≤ Ut, t ∈ [0, T ]. (6.70)
Given n ∈ N, we set V nt :=n
∫ t
0 (Y
n
s −Ls)−ds−Jnt and V˜ nt :=−n
∫ t
0 (Y˜
n
s −Us)+ds+Knt , t∈ [0, T ]. As (Y n, Zn, Jn)
solves (6.56) and
(
Y˜ n, Z˜n, K˜n
)
solves RBSDE
(
ξ, g˜n, L
)
, it holds P−a.s. that
Y nt ≤Ut and Y˜ nt ≥Lt, ∀ t∈ [0, T ]. (6.71)
We can then deduce that P−a.s.∫ s
t
1{Y nr >Y˜ nr }
(
dV nr −dV˜ nr
)≤n∫ s
t
1{Y nr >Y˜ nr }
(
(Y nr −Lr)−+(Y˜ nr −Ur)+
)
dr=n
∫ s
t
(
1{Lr≥Y nr >Y˜ nr }
(Y nr −Lr)−
+1{Y nr >Y˜ nr ≥Ur}
(Y˜ nr −Ur)+
)
dr≤n
∫ s
t
(
1{Lr>Y˜ nr }
(Y nr −Lr)−+1{Y nr >Ur}(Y˜ nr −Ur)+
)
dr=0, ∀ 0≤ t<s≤T.
Since Y nT = Y˜
n
T = ξ, P−a.s., applying Proposition 3.2 over period [0, T ] with g1= g2= g, (Y 1, Z1, V 1)= (Y n, Zn, V n)
and (Y 2, Z2, V 2)=
(
Y˜ n, Z˜n, V˜ n
)
yields that P
{
Y nt ≤ Y˜ nt , ∀ t∈ [0, T ]
}
=1. It follows that P−a.s.
Yt = lim
n→∞
↑ Y nt ≤ lim
n→∞
↓ Y˜ nt = Y˜t, t ∈ [0, T ]. (6.72)
On the other hand, let ν ∈ T . By (6.66),
Y˜τν∧γν = 1{τν>γν}Y˜γν+1{τν≤γν}Y˜τν =1{τν>γν}Y˜γν+1{τν≤γν ,τν<T}Lτν+1{τν=γν=T}ξ
≤ 1{τν>γν}Uγν+1{τν≤γν ,τν<T}Yτν+1{τν=γν=T}ξ=1{τν>γν}Yγν+1{τν≤γν}Yτν =Yτν∧γν , P−a.s.
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Also, we see from (6.69) and (6.62) that P−a.s.
Y˜t = Y˜τν∧γν +
∫ τν∧γν
t
g(s, Y˜s, Z˜
ν
s )ds− J˜ντν∧γν + J˜νt −
∫ τν∧γν
t
Z˜νs dBs,
and Yt = Yτν∧γν +
∫ τν∧γν
t
g(s, Ys, Z
ν
s )ds+K
ν
τν∧γν −Kνt −
∫ τν∧γν
t
Zνs dBs, ∀ t ∈ [ν, τν ∧ γν ].
Since both Y and Y˜ are of class (D), using (6.63), (6.68) and applying Proposition 3.2 over stochastic interval
[[ν, τν∧γν ]] with (Y 1, Z1, V 1)=
(
Y˜ , Z˜ν,−J˜ν) and (Y 2, Z2, V 2)=(Y, Zν ,Kν) yield that P−a.s., Y˜t≤Yt, ∀ t∈ [ν, τν∧γν ].
In particular, one has Y˜ν ≤ Yν , P−a.s. As ν varies over T , the cross-section theorem (see Theorem IV.86 of [16]) and
(6.71) imply that P−a.s.
Lt ≤ lim
n→∞
↓ Y˜ nt = Y˜t ≤ Yt = limn→∞↑ Y
n
t ≤ Ut, t ∈ [0, T ],
which together with (6.72) proves (6.70). In particular, we see from (6.62) and (6.69) that (Y, Zν ,Kν , 0) locally
solves the doubly reflected BSDE over the stochastic interval [[ν, γν ]] and (Y, Z˜
ν , 0, J˜ν) = (Y˜ , Z˜ν , 0, J˜ν) locally solves
the doubly reflected BSDE over the stochastic interval [[ν, τν ]].
(1d)
(
construction of a solution via pasting
)
For any n ∈ N and t ∈ [0, T ], set Int := [(t− 2−n) ∨ 0, (t+ 2−n) ∧ T ]. Similar to (A.19), we can deduce from the
continuity of Y n’s, Y˜ n’s and (6.70) that P−a.s.
lim
n→∞
↑ inf
s∈Int
Ys= lim
n→∞
↑ inf
s∈Int
lim
m→∞
↑ Y ms ≥ limm→∞↑ limn→∞↑ infs∈Int Y
m
s = limm→∞
↑ Y mt =Yt= Y˜t= limm→∞↓ Y˜
m
t = limm→∞
↓ lim
n→∞
↓ sup
s∈Int
Y˜ ms
≥ lim
n→∞
↓ sup
s∈Int
lim
m→∞
↓ Y˜ ms = limn→∞↓ sups∈Int
Y˜s = lim
n→∞
↓ sup
s∈Int
Ys ≥ lim
n→∞
↑ inf
s∈Int
Ys, ∀ t ∈ [0, T ],
which shows that Y is a continuous process. So Y ∈ ∩
p∈(0,1)
Sp by (6.58).
Let ν1 := 0, we recursively set stopping times ν
′
ℓ := γνℓ , νℓ+1 := τν′ℓ , ℓ ∈ N, and define processes
Zt :=
∑
ℓ∈N
1{νℓ<t≤ν′ℓ}Z
νℓ
t +1{ν′ℓ<t≤νℓ+1}Z˜
ν′ℓ
t , Kt :=
∑
ℓ∈N
(
Kνℓν′
ℓ
∧t−Kνℓνℓ∧t
)
, Jt :=
∑
ℓ∈N
(
J˜
ν′ℓ
νℓ+1∧t−J˜
ν′ℓ
ν′
ℓ
∧t
)
, t∈ [0, T ]. (6.73)
Since
{
1{νℓ<t≤ν′ℓ}
}
t∈[0,T ]
and
{
1{ν′
ℓ
<t≤νℓ+1}
}
t∈[0,T ]
are F−adapted ca`gla`d processes (thus F−predictable) for each
ℓ ∈ N, the process Z is F−predictable. Also, it is clear that K and J are F−adapted processes with K0=J0 =0.
Let N2 be the P−null set such that for any ω∈N c2 , the paths L·(ω), U·(ω) Y·(ω) are continuous and Lt(ω)<Ut(ω)
for any t∈ [0, T ]. By (6.60) and (6.66), it holds except on a P−null set N3 that
1{ν′
ℓ
<T}Yν′ℓ = 1{ν′ℓ<T}Uν′ℓ and 1{νℓ+1<T}Y˜νℓ+1 = 1{νℓ+1<T}Lνℓ+1 , ∀ ℓ∈N. (6.74)
We claim that {νn}n∈N is stationary: more precisely, for any ω∈(N1 ∪ N2 ∪N3)c
T = νNω(ω) for some Nω ∈ N. (6.75)
Assume not, then it holds for some ω ∈ (N1 ∪ N2 ∪ N3)c that νn(ω) < T for each n ∈ N. Given n ∈ N, as
νn(ω) ≤ ν′n(ω) ≤ νn+1(ω) < T , (6.74) shows that(
Yν′n
)
(ω)=
(
Uν′n
)
(ω) and
(
Yνn+1
)
(ω)=
(
Y˜νn+1
)
(ω)=
(
Lνn+1
)
(ω). (6.76)
Let t∗ = t∗(ω) = lim
n→∞
↑ νn(ω) = lim
n→∞
↑ ν′n(ω) ∈ [0, T ]. As n → ∞ in (6.76), we see from the continuity of paths
L·(ω), U·(ω) and Y·(ω) that
Lt∗(ω)= lim
n→∞
(
Lνn+1
)
(ω)= lim
n→∞
(
Y˜νn+1
)
(ω)= Y˜t∗(ω)=Yt∗(ω)= lim
n→∞
(
Yν′n
)
(ω)= lim
n→∞
(
Uν′n
)
(ω)=Ut∗(ω).
A contradiction appears, so (6.75) holds. Then the three sums in (6.73) are finite sums. An analogous discussion to
the one below (6.47) shows that Z∈H2,0 and K, J ∈K0.
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Let ℓ ∈ N with ℓ ≥ 2. Similar to (6.48), we can deduce from (6.69), (6.62) and (6.70) that P−a.s.
Kt−Jt =
ℓ−1∑
i=1
(
Kνiν′i∧t
−Kνiνi∧t
)
−
ℓ−1∑
i=1
(
J˜
ν′i
νi+1∧t − J˜
ν′i
ν′i∧t
)
=
ℓ−1∑
i=1
(
−Yν′i∧t+Yνi∧t−
∫ ν′i∧t
νi∧t
g
(
s, Ys, Z
νi
s
)
ds+
∫ ν′i∧t
νi∧t
Zνis dBs−Y˜νi+1∧t+Y˜ν′i∧t−
∫ νi+1∧t
ν′i∧t
g
(
s, Y˜s, Z˜
ν′i
s
)
ds+
∫ νi+1∧t
ν′i∧t
Z˜
ν′i
s dBs
)
=
ℓ−1∑
i=1
(
−Yνi+1∧t+Yνi∧t−
∫ νi+1∧t
νi∧t
g
(
s, Ys, Zs
)
ds+
∫ νi+1∧t
νi∧t
ZsdBs
)
=−Yt+Y0−
∫ t
0
g
(
s, Ys, Zs
)
ds+
∫ t
0
ZsdBs, ∀ t∈ [0, νℓ].
It follows that P−a.s.
Yt = Yνℓ+
∫ νℓ
t
g
(
s, Ys, Zs
)
ds+Kνℓ−Kt−Jνℓ+Jt−
∫ νℓ
t
ZsdBs, ∀ t∈ [0, νℓ]. (6.77)
Since the increment of K over [νi, ν
′
i] is that of K
νi over [νi, ν
′
i] (K is constant over [ν
′
i, νi+1]) and since the increment
of J over [ν′i, νi+1] is that of J
ν′i over [ν′i, νi+1] (J is constant over [νi, ν
′
i]), (6.69), (6.62) and (6.70) again imply that∫ νℓ
0
(Yt−Lt)dKt =
ℓ−1∑
i=1
∫ ν′i
νi
(Yt−Lt)dKt=
ℓ−1∑
i=1
∫ ν′i
νi
(Yt−Lt)dKνit =0, (6.78)
and
∫ νℓ
0
(Ut−Yt)dJt =
∫ νℓ
0
(
Ut−Y˜t
)
dJt=
ℓ−1∑
i=1
∫ νi+1
ν′i
(
Ut−Y˜t
)
dJt=
ℓ−1∑
i=1
∫ νi+1
ν′i
(
Ut−Y˜t
)
dJ
ν′i
t =0, P−a.s. (6.79)
Clearly, YT = lim
n→∞
↑ Y nT = ξ, P−a.s. Letting ℓ→ ∞ in (6.77), (6.78) and (6.79), we see from (6.75) and (6.70) that
(Y, Z,K, J) solves DRBSDE(ξ, g, L, U).
(2) (proof of (2.1)−(2.3)) Fix ν∈T . We will simply denote τ∗ν by τ̂ and γ∗ν by γ̂. Since it holds P−a.s. that
Yt>Lt, ∀ t∈
[
ν, τ̂
)
and Yt<Ut, ∀ t∈
[
ν, γ̂
)
,
the flat-off conditions in DRBSDE(ξ, g, L, U) implies that P−a.s.
Kt=Kν , ∀ t∈ [ν, τ̂ ] and Jt=Jν , ∀ t∈
[
ν, γ̂
]
. (6.80)
Let τ, γ∈Tν,T , we see from (6.80) that P−a.s.
Yt = Yτ̂∧γ +
∫ τ̂∧γ
t
g(s, Ys, Zs)ds− Jτ̂∧γ + Jt −
∫ τ̂∧γ
t
ZsdBs, ∀ t ∈
[
ν, τ̂ ∧ γ].
As Yτ̂∧γ ∈L1(Fτ̂∧γ) by the uniform integrability of {Yγ′}γ′∈T , (A.2) shows that P−a.s.
Y
τ̂∧γ,Yτ̂∧γ
t = Yτ̂∧γ +
∫ τ̂∧γ
t
g
(
s, Y
τ̂∧γ,Yτ̂∧γ
s , Z
τ̂∧γ,Yτ̂∧γ
s
)
ds−
∫ τ̂∧γ
t
Z
τ̂∧γ,Yτ̂∧γ
s dBs, ∀ t ∈
[
ν, τ̂ ∧ γ]. (6.81)
Applying Proposition 3.2 with (Y 1, Z1, V 1) = (Y, Z,−J) and (Y 2, Z2, V 2) =
(
Y τ̂∧γ,Yτ̂∧γ , Z τ̂∧γ,Yτ̂∧γ , 0
)
yields that
P−a.s., Yt≤Y τ̂∧γ,Yτ̂∧γt for any t∈
[
ν, τ̂∧γ]. It follows that
Yν≤Y τ̂∧γ,Yτ̂∧γν =Egν,τ̂∧γ
[
Yτ̂∧γ
]
, P−a.s. (6.82)
Similarly, we can deduce that
Yν≥Egν,τ∧γ̂
[
Yτ∧γ̂
]
, P−a.s., (6.83)
proving (2.1).
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The continuity of processes Y , L and U implies that 1{τ̂<T}Yτ̂ =1{τ̂<T}Lτ̂ and 1{γ̂<T}Yγ̂=1{γ̂<T}Uγ̂ , P−a.s. It
follows that P−a.s.
R(τ̂ , γ)=1{τ̂<γ}Lτ̂+1{γ≤τ̂}∩{γ<T}Uγ+1{τ̂=γ=T}ξ ≥ 1{τ̂<γ}Yτ̂+1{γ≤τ̂}∩{γ<T}Yγ+1{τ̂=γ=T}YT =Yτ̂∧γ , (6.84)
and R(τ, γ̂)=1{τ<γ̂}Lτ+1{γ̂≤τ}∩{γ̂<T}Uγ̂+1{τ=γ̂=T}ξ ≤ 1{τ<γ̂}Yτ+1{γ̂≤τ}∩{γ̂<T}Yγ̂+1{τ=γ̂=T}YT =Yτ∧γ̂. (6.85)
Then (6.82), (6.83) and the monotonicity of g−evaluation show that
Egν,τ∧γ̂
[
R(τ, γ̂)
]≤Egν,τ∧γ̂[Yτ∧γ̂]≤Yν≤Egν,τ̂∧γ[Yτ̂∧γ]≤Egν,τ̂∧γ[R(τ̂ , γ)], P−a.s.
Taking essential supremum over τ ∈ Tν,T and essential infimum over γ ∈ Tν,T respectively yields that
esssup
τ∈Tν,T
essinf
γ∈Tν,T
Egν,τ∧γ
[
R(τ, γ)
] ≤ essinf
γ∈Tν,T
esssup
τ∈Tν,T
Egν,τ∧γ
[
R(τ, γ)
]≤esssup
τ∈Tν,T
Egν,τ∧γ̂
[
R(τ, γ̂)
]
≤ Yν≤ essinf
γ∈Tν,T
Egν,τ̂∧γ
[
R(τ̂ , γ)
]≤esssup
τ∈Tν,T
essinf
γ∈Tν,T
Egν,τ∧γ
[
R(τ, γ)
]
, P−a.s. (6.86)
By (6.80) again, it holds P−a.s. that
Yt = Yτ̂∧γ̂ +
∫ τ̂∧γ̂
t
g(s, Ys, Zs)ds−
∫ τ̂∧γ̂
t
ZsdBs, ∀ t ∈
[
ν, τ̂ ∧ γ̂].
Comparing it to (6.81) with γ= γ̂, we can deduce from applying Proposition 3.2 that P−a.s., Yt=Y τ̂∧γ̂,Yτ̂∧γ̂t for any
t∈[ν, τ̂∧γ̂]. Taking γ= γ̂ in (6.84) and τ = τ̂ in (6.85) yields that Yν =Y τ̂∧γ̂,Yτ̂∧γ̂ν =Egν,τ̂∧γ̂[Yτ̂∧γ̂] = Egν,τ̂∧γ̂[R(τ̂ , γ̂)],
P−a.s., which together with (6.86) proves (2.2) and (2.3).
(3) (uniqueness) Let (Y ,Z ,K ,J )∈
(
∩
p∈(0,1)
Sp
)
×H2,0×K0×K0 be another solution of DRBSDE (ξ, g, L, U) such
that Y is of class (D). Since Y also satisfies (2.3), it holds for any t ∈ [0, T ] that
Yt=esssup
τ∈Tt,T
essinf
γ∈Tt,T
Egt,τ∧γ
[
R(τ, γ)
]
=essinf
γ∈Tt,T
esssup
τ∈Tt,T
Egt,τ∧γ
[
R(τ, γ)
]
=Yt, P−a.s. (6.87)
The continuity of Y and Y then shows that P−a.s.
ξ +
∫ T
t
g (s, Ys, Zs) ds+KT −Kt − JT + Jt −
∫ T
t
ZsdBs = Yt = Yt
= ξ +
∫ T
t
g (s,Ys,Zs) ds+KT −Kt −JT +Jt −
∫ T
t
ZsdBs, t ∈ [0, T ].
Comparing the martingale parts on both sides shows that Zt = Zt, dt⊗ dP−a.s., and it follows that P−a.s.
Kt − Jt = Kt −Jt, t ∈ [0, T ]. (6.88)
The flat-off conditions in DRBSDE(ξ, g, L, U) implies that P−a.s.
Kt=
∫ t
0
1{Ys=Ls}dKs, Kt=
∫ t
0
1{Ys=Ls}dKs, Jt=
∫ t
0
1{Ys=Us}dJs, Jt=
∫ t
0
1{Ys=Us}dJs, t∈ [0, T ]. (6.89)
As P{Lt<Ut, ∀ t ∈ [0, T ]}=1, we can deduce that P−a.s.∫ t
0
1{Ys=Us}dKs=
∫ t
0
1{Ys=Us}1{Ys=Ls}dKs=0 and
∫ t
0
1{Ys=Us}dKs=
∫ t
0
1{Ys=Us}1{Ys=Ls}dKs=0, t∈ [0, T ],
which together with (6.89), (6.87) and (6.88) leads to that P−a.s.
Jt =
∫ t
0
1{Ys=Us}dJs +
∫ t
0
1{Ys=Us}dKs =
∫ t
0
1{Ys=Us}dJs +
∫ t
0
1{Ys=Us}dKs
=
∫ t
0
1{Ys=Us}dJs +
∫ t
0
1{Ys=Us}dKs =
∫ t
0
1{Ys=Us}dJs +
∫ t
0
1{Ys=Us}dKs = Jt, t∈ [0, T ].
Then it easily follows from (6.88) that P−a.s., Kt = Kt, ∀ t∈ [0, T ]. 
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A Appendix
Lemma A.1. Given ξ∈L1(Fτ ), let ξ∈L1(Fτ ) and let g(t, ω, y, z) = 1{t≤τ(ω)}g(t, ω, y, z), (t, ω, y, z)∈ [0, T ]×Ω×R×Rd
be a generator. Then one has
P
{
Y τ,ξt =Y
τ,ξ
τ∧t, ∀ t∈ [0, T ]
}
=1 and Zτ,ξt = 1{t≤τ}Z
τ,ξ
t , dt⊗ dP−a.s. (A.1)(
see (4.1) for the notation (Y τ,ξ, Zτ,ξ)
)
. In particular, it holds P−a.s. that
Y τ,ξt = ξ +
∫ τ
t
g
(
s, Y τ,ξs , Z
τ,ξ
s
)
ds−
∫ τ
t
Zτ,ξs dBs, ∀ t ∈ [0, τ ]. (A.2)
Proof: Given n∈N, we define a stopping time
γn :=inf
{
t∈ [0, T ] :
∫ t
0
∣∣Zτ,ξs ∣∣2ds>n}∧T ∈T . (A.3)
Since Y τ,ξτ∧γn =Y
τ,ξ
γn +
∫ γn
τ∧γn
1{s≤τ}g
(
s, Y τ,ξs , Z
τ,ξ
s
)
ds−∫ γnτ∧γnZτ,ξs dBs=Y τ,ξγn −∫ γnτ∧γnZτ,ξs dBs, P−a.s., taking conditional
expectation E
[ · |Fτ∧γn] yields that P−a.s.
Y τ,ξτ∧γn=E
[
Y τ,ξγn
∣∣Fτ∧γn]=1{τ≤γn}E[Y τ,ξγn ∣∣Fτ ]+1{τ>γn}E[Y τ,ξγn ∣∣Fγn]=1{τ≤γn}E[Y τ,ξγn ∣∣Fτ ]+1{τ>γn}Y τ,ξγn . (A.4)
As Zτ,ξ ∈ ∩
p∈(0,1)
H2,p ⊂ H2,0, {γn}n∈N is stationary. Letting n → ∞, we can deduce from the uniform integrability
of
{
Y τ,ξγ
}
γ∈T
that
Y τ,ξτ = 1{τ≤T}E
[
Y τ,ξT
∣∣Fτ ]+ 1{τ>T}Y τ,ξT = E[Y τ,ξT ∣∣Fτ ] = E[ξ∣∣Fτ ] = ξ, P−a.s.
Then it follows that P−a.s.
Y τ,ξτ∧t = Y
τ,ξ
τ +
∫ τ
τ∧t
1{s≤τ}g
(
s, Y τ,ξs , Z
τ,ξ
s
)
ds−
∫ τ
τ∧t
Zτ,ξs dBs (A.5)
= ξ+
∫ T
t
1{s≤τ}g
(
s, Y τ,ξτ∧s,1{s≤τ}Z
τ,ξ
s
)
ds−
∫ T
t
1{s≤τ}Z
τ,ξ
s dBs, t ∈ [0, T ].
which shows that
{(
Y τ,ξτ∧t,1{t≤τ}Z
τ,ξ
t
)}
t∈[0,T ]
also solves BSDE(ξ, gτ ). Clearly,
{
Y τ,ξτ∧t
}
t∈[0,T ]
is an F−adapted con-
tinuous process such that E
[
sup
t∈[0,T ]
∣∣Y τ,ξτ∧t∣∣p
]
≤ E
[
sup
t∈[0,T ]
∣∣Y τ,ξt ∣∣p
]
< ∞ for any p ∈ (0, 1) and that {Y τ,ξγ }γ∈T0,τ is
uniformly integrable. As
{
1{t≤τ}
}
t∈[0,T ]
is an F−adapted ca`gla`d process (and thus F−predictable), we see that{
1{t≤τ}Z
τ,ξ
t
}
t∈[0,T ]
is an F−predictable process satisfying E
[(∫ T
0
1{t≤τ}|Zτ,ξt |2
)p/2]
≤ E
[(∫ T
0
|Zτ,ξt |2
)p/2]
<∞ for
any p ∈ (0, 1). Hence, by the uniqueness of solution of BSDE(ξ, gτ ), (A.1) holds.
Moreover, (A.5) can be alternatively expressed as: P−a.s.
Y τ,ξτ∧t = ξ +
∫ τ
τ∧t
g
(
s, Y τ,ξs , Z
τ,ξ
s
)
ds−
∫ τ
τ∧t
Zτ,ξs dBs, t ∈ [0, T ],
which leads to (A.2). 
Lemma A.2. Let g : [0, T ]×Ω×R×Rd → R be a P⊗B(R)⊗B(Rd)/B(R)−measurable function satisfying (H1) and
(H4). Given ν, τ ∈T with ν≤τ , let (Y, Z,K)∈S0×H˜2,0×K0 satisfy that P−a.s.
Yt = Yτ +
∫ τ
t
g(s, Ys, Zs)ds+Kτ −Kt −
∫ τ
t
ZsdBs, ∀ t ∈ [ν, τ ]. (A.6)
If E
[|Yν |] <∞, then for any p ∈ (0,∞), E [(∫ τν |Zt|2dt)p/2]+E[(Kτ−Kν)p] ≤ Cp E[ sup
t∈[ν,τ ]
|Yt|p
]
+CpE
[ (∫ τ
ν htdt
)p ]
.
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Proof: Let E
[|Yν |] < ∞ and fix p ∈ (0,∞). By the Burkholder-Davis-Gundy inequality, there exists cp > 0 such
that for any continuous local martingale M
E [(M∗)
p] ≤ cpE
[
〈M〉p/2T
]
and E
[
(M∗)
p/2
]
≤ cpE
[
〈M〉p/4T
]
. (A.7)
Set Ψ:= sup
t∈[ν,τ ]
|Yt| and suppose E [Ψp]<∞, otherwise the result trivially holds. We let n∈N and define a stopping
time τn := inf{t∈ [ν, τ ] :
∫ t
ν |Zs|2ds>n}∧τ ∈T . It is clear that ν≤ τn≤ τ . Since (H1), (H4) and Ho¨lder’s inequality
imply that
Kτn−Kν = Yν−Yτn−
∫ τn
ν
g(t, Yt, Zt)dt+
∫ τn
ν
ZtdBt≤2Ψ+
∫ τn
ν
(ht+κ|Yt|+κ|Zt|) dt+
∣∣∣∣ ∫ T
0
1{ν≤s≤τn}ZtdBt
∣∣∣∣
≤ (2+κT )Ψ+
∫ τ
ν
htdt+κ
√
T
(∫ τn
ν
|Zt|2dt
)1/2
+ sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
1{ν≤s≤τn}ZsdBs
∣∣∣∣, P−a.s.,
taking the expectation of p−th power, we can deduce from (1.5) and (A.7) that
E
[(
Kτn−Kν
)p]≤(1∨4p−1){(2+κT )pE [Ψp]+E [(∫ τ
ν
htdt
)p ]
+
(
κpT p/2+cp
)
E
[(∫ τn
ν
|Zt|2dt
)p/2]}
. (A.8)
As E
[|Yν |]<∞, Corollary 3.1 implies that there exists a unique Z˜ ∈ ∩
p∈(0,1)
H2,p such that P
{
E[Yν |Ft] =E[Yν ]+∫ t
0 Z˜sdBs, ∀ t∈ [0, T ]
}
=1. Similar to (6.3), (A.6) shows that P−a.s.
Y˜t := E[Yν |Fν∧t]+Yν∨(τ∧t)−Yν=E[Yν ]−
∫ t
0
1{ν<s≤τ}g(s, Ys, Zs)ds−
∫ t
0
1{ν<s≤τ}dKs
+
∫ t
0
(
1{s≤ν}Z˜s+1{ν<s≤τ}Zs
)
dBs, t ∈ [0, T ]. (A.9)
So Y˜ is an F−adapted continuous process, i.e. Y˜ ∈ S0.
Set a := 2(κ + κ2) and δ :=
[
3(1 ∨ 4p/2−1)(1 ∨ 4p−1) (κpT p/2+cp)]−2/p. Applying Itoˆ’s formula to process{
eat|Y˜t|2
}
t∈[0,T ]
, we can deduce from (A.9) that P−a.s.
eat
∣∣Y˜t∣∣2 = (E[Yν ])2+a ∫ t
0
eas
∣∣Y˜s∣∣2ds−2 ∫ t
0
1{ν<s≤τ}e
asY˜sg(s, Ys, Zs)ds+
∫ t
0
eas
(
1{s≤ν}|Z˜s|2+1{ν<s≤τ}|Zs|2
)
ds
−2
∫ t
0
1{ν<s≤τ}e
asY˜sdKs+2
∫ t
0
easY˜s
(
1{s≤ν}Z˜s+1{ν<s≤τ}Zs
)
dBs, t ∈ [0, T ].
An analogy to (6.6) shows that Y˜t = Yt, ∀ t ∈ [ν, τ ]. Hence, it holds P−a.s. that
eaτ |Yτ |2 = eaτ
∣∣Y˜τ ∣∣2 = eat∣∣Y˜t∣∣2+a ∫ τ
t
eas
∣∣Y˜s∣∣2ds−2 ∫ τ
t
1{ν<s≤τ}e
asY˜sg(s, Ys, Zs)ds−2
∫ τ
t
1{ν<s≤τ}e
asY˜sdKs
+2
∫ τ
t
easY˜s
(
1{s≤ν}Z˜s+1{ν<s≤τ}Zs
)
dBs+
∫ τ
t
eas
(
1{s≤ν}|Z˜s|2+1{ν<s≤τ}|Zs|2
)
ds
= eat|Yt|2+
∫ τ
t
eas
(
a|Ys|2+|Zs|2−2Ysg(s, Ys, Zs)
)
ds− 2
∫ τ
t
easYsdKs+2
∫ τ
t
easYsZsdBs, ∀ t∈ [ν, τ ]. (A.10)
Then (H1) and (H4) imply that P−a.s.
eaν
∣∣Yν∣∣2+∫ τn
ν
eas
(
a|Ys|2+|Zs|2
)
ds=eaτn
∣∣Yτn ∣∣2+2∫ τn
ν
easYsg(s, Ys, Zs)ds+2
∫ τn
ν
easYsdKs−2
∫ τn
ν
easYsZsdBs
≤eaTΨ2+2
∫ τn
ν
eas
(|Ys|hs+κ|Ys|2+κ|Ys||Zs|) ds+2eaTΨ(Kτn−Kν)+2∣∣∣∣ ∫ T
0
1{ν≤s≤τn}e
asYsZsdBs
∣∣∣∣
≤
(
1+
2
δ
)
e2aTΨ2+2eaTΨ·
∫ τ
ν
hsds+2(κ+κ
2)
∫ τn
ν
eas|Ys|2ds+1
2
∫ τn
ν
eas|Zs|2ds+ δ
2
(Kτn−Kν)2
+2
∣∣∣∣ ∫ T
0
1{ν≤s≤τn}e
asYsZsdBs
∣∣∣∣.
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It follows that P−a.s.∫ τn
ν
|Zt|2dt≤
∫ τn
ν
eas|Zt|2dt≤
(
4+
4
δ
)
e2aTΨ2+2
(∫ τ
ν
htdt
)2
+δ(Kτn−Kν)2+4 sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
1{ν≤s≤τn}e
asYsZsdBs
∣∣∣∣.
Taking the expectation of p/2−th power, we can deduce from (1.5) and (A.8) that
E
[(∫ τn
ν
|Zt|2dt
)p/2]
≤(1 ∨ 4p/2−1)
{(
4+
4
δ
)p/2
eapTE [Ψp]+2p/2E
[(∫ τ
ν
htdt
)p ]
+δp/2E [(Kτn−Kν)p]+4p/2cpE
[(∫ τn
ν
e2at|Yt|2|Zt|2dt
)p/4]}
≤CpE [Ψp] + CpE
[(∫ τ
ν
htdt
)p ]
+
1
3
E
[(∫ τn
ν
|Zt|2dt
)p/2]
+CpE
[
(Ψ)p/2
(∫ τn
ν
|Zt|2dt
)p/4]
≤CpE [Ψp] + CpE
[(∫ τ
ν
htdt
)p ]
+
2
3
E
[(∫ τn
ν
|Zt|2dt
)p/2]
.
So E
[(∫ τn
ν |Zt|2dt
)p/2] ≤ CpE [Ψp] + CpE [(∫ τν htdt)p ], which together with (A.8) shows that
E
[(∫ τn
ν
|Zt|2dt
)p/2]
+ E
[(
Kτn−Kν
)p] ≤ CpE [Ψp] + CpE [(∫ τ
ν
htdt
)p ]
. (A.11)
As Z ∈ H˜2,0, it holds for P−a.s. ω ∈ Ω that τ(ω) = τNω (ω) for some Nω ∈ N. Then letting n→∞ in (A.11), we can
apply the monotone convergence theorem to obtain the conclusion. 
Lemma A.3. Let X be an F−optional process with P−a.s. right upper semi-continuous paths (i.e., for any ω ∈ Ω
except a P−null set NX , Xt≥ lim
sցt
Xs, ∀ t∈ [0, T )
)
. If Xν ≤Xν˜ , P−a.s. for any ν, ν˜ ∈T with ν≤ ν˜, P−a.s., then X
is an increasing process.
Proof: Set Dk :=
{
tki :=
i
2k
∧ T}⌈2kT⌉
i=0
, ∀ k ∈ N and D := ∪
k∈N
Dk. Given t ∈ [0, T ), we define Xt := limn→∞↑ infs∈ΘntXs,
where Θnt := D ∩ (t, (t+ 2−n) ∧ T ]. Clearly,
Θnt = ∪
k>n
Θn,kt , where Θ
n,k
t := Dk ∩
(
t, (t+ 2−n) ∧ T ] . (A.12)
For any m,n ∈ N with m < n, since Θnt is a countable subset of (t, (t+ 2−n) ∧ T ], the random variable inf
s∈Θnt
Xs
is clearly F(t+2−n)∧T−measurable. So Xt = limn→∞
n>m
↑ inf
s∈Θnt
Xs ∈ F(t+2−m)∧T . As m → ∞, the right-continuity of the
filtration F shows that
Xt ∈ ∩
m∈N
F(t+2−m)∧T = Ft+ = Ft. (A.13)
(1) Additionally setting XT := XT ∈ FT , we first show the process X is F−progressively measurable.
For any t∈ [0, T ), c∈R and n, k∈N with k>n, since it holds for i=0, · · · , ⌊2kt⌋ and any s∈ [tki , tki+1)∩[0, t] that
Θn,ki := Θ
n,k
tki
= {tkj : j = i+ 1, · · · , i+ 2k−n} = Θn,ks ⊂
(
s, (s+ 2−n) ∧ T ] ⊂ (0, (t+ 2−n) ∧ T ] ,
we can deduce that{
(s, ω)∈ [0, t]×Ω: min
r∈Θn,ks
Xr(ω)≥c
}
=
⌊2kt⌋∪
i=0
{
(s, ω)∈([tki , tki+1)∩[0, t])×Ω: min
r∈Θn,ks
Xr(ω)≥c
}
=
⌊2kt⌋∪
i=0
{
(s, ω)∈([tki , tki+1)∩[0, t])×Ω: min
r∈Θn,ki
Xr(ω)≥c
}
=
⌊2kt⌋∪
i=0
∩
r∈Θn,ki
{
(s, ω)∈([tki , tki+1)∩[0, t])×Ω: Xr(ω)≥c}
=
⌊2kt⌋∪
i=0
∩
r∈Θn,ki
(
[tki , t
k
i+1)∩[0, t]
)×{Xr ≥ c}∈B([0, t])⊗F(t+2−n)∧T . (A.14)
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Now, let t˜ ∈ [0, T ] and c˜ ∈ R. If t˜ = 0, then (A.13) shows that {(s, ω)∈[0, t˜ ]×Ω: Xs(ω)>c˜}={0}×{X0>c˜}∈
B({0})⊗F0; if t˜ > 0, for any m > m0 :=
⌈
− ln t˜ln 2
⌉
, we can deduce from (A.14) and (A.12) that
{
(s, ω)∈[0, t˜− 2−m]×Ω: Xs(ω)>c˜}={(s, ω)∈[0, t˜−2−m]×Ω: limn→∞
n>m
↑ inf
r∈Θns
Xr(ω)>c˜
}
= ∪
n>m
{
(s, ω)∈[0, t˜−2−m]×Ω: inf
r∈Θns
Xr(ω)>c˜
}
= ∪
n>m
∪
ℓ∈N
{
(s, ω)∈[0, t˜−2−m]×Ω: inf
r∈Θns
Xr(ω)≥ c˜+1/ℓ
}
= ∪
n>m
∪
ℓ∈N
∩
k>n
{
(s, ω)∈[0, t˜−2−m]×Ω: min
r∈Θn,ks
Xr(ω)≥ c˜+1/ℓ
}
∈B ([0, t˜−2−m])⊗Ft˜,
which together with (A.13) shows that
{
(s, ω)∈[0, t˜ ]×Ω: Xs(ω)>c˜} = {(s, ω)∈( ∪m>m0 [0, t˜− 2−m]
)
×Ω: Xs(ω)>c˜
}
∪ {(s, ω)∈{t˜}×Ω: Xs(ω)>c˜}
=
(
∪
m>m0
{
(s, ω)∈[0, t˜− 2−m]×Ω: Xs(ω)>c˜}) ∪ ({t˜}× {X t˜>c˜})∈B ([0, t˜ ])⊗Ft˜.
So Λ :=
{
E ⊂ R : {(s, ω) ∈ [0, t˜ ]×Ω : Xs(ω) ∈ E} ∈B ([0, t˜ ])⊗Ft˜} contains all open sets of form (c˜,∞), which
generates B(R). Clearly, Λ is a σ−field of R. It follows that B(R) ⊂ Λ, i.e. {(s, ω) ∈ [0, t˜ ]×Ω : Xs(ω) ∈ E} ∈
B
([
0, t˜
])⊗Ft˜ for any E ∈ B(R). Hence, X is F−progressively measurable.
(2) Fix ℓ ∈ N. Since both X and X are F−progressively measurable, the Debut theorem shows that
τℓ := inf{t ∈ [0, T ] : Xt ≤ Xt − 1/ℓ} ∧ T.
defines a stopping time, i.e. τℓ ∈ T . We claim that Aℓ := {τℓ < T } ∈ FT is a P−null set: Assume not, so Aℓ\NX is
not empty. Let ω ∈ Aℓ\NX and set s := τℓ(ω). there exists {si}i∈N ⊂ [s, T ) with lim
i→∞
↓ si = s such that
Xsi(ω) ≤ Xsi(ω)− 1/ℓ, ∀ i ∈ N. (A.15)
Given m ∈ N, we can find some î = î(m) ∈ N and n̂ = n̂(m) ≥ m such that for any i ≥ î and n ≥ n̂,
(si, (si + 2
−n) ∧ T ] ⊂ (s, (s+ 2−m) ∧ T ] and thus
Θnsi =
(
∪
k>n
Dk
)
∩ (si, (si + 2−n) ∧ T ] ⊂ ( ∪
k>m
Dk
)
∩ (s, (s+ 2−m) ∧ T ] = Θms .
It follows that inf
r∈Θms
Xr(ω) ≤ inf
r∈Θnsi
Xr(ω). Letting n→∞, we see that inf
r∈Θms
Xr(ω) ≤ Xsi(ω). As i→∞, (A.15) and
the right upper semi-continuity of X·(ω) imply that
inf
r∈Θms
Xr(ω) ≤ lim
i→∞
Xsi(ω) ≤ limi→∞Xsi(ω)− 1/ℓ ≤ limrցsXr(ω)− 1/ℓ ≤ Xs(ω)− 1/ℓ.
Now, letting m→∞ yields that Xs(ω) ≤ Xs(ω)− 1/ℓ, which shows that
Xτℓ ≤ Xτℓ − 1/ℓ on Aℓ\NX . (A.16)
The F−optional measurability of X implies that of the stopped process {Xτℓ∧t}t∈[0,T ] (see e.g. Corollary 3.24
of [33]), so X ℓt := 1{Xτℓ∧t≤Xt}, t∈ [0, T ] is also an F−optional process. Since X ℓν = 1{Xτℓ∧ν≤Xν}=1, P−a.s. for any
ν∈T , the cross-section theorem (see Theorem IV.86 of [16]) shows that for any ω∈Ω except on a P−null set Nℓ,
X ℓt (ω) = 1 or (Xτℓ∧t) (ω) ≤ Xt(ω), ∀ t ∈ [0, T ]. (A.17)
Let ω ∈ Aℓ\(NX ∪Nℓ). As X (τℓ(ω), ω) ≤ X(t, ω), ∀ t ∈ [τℓ(ω), T ] by (A.17), we can deduce from (A.16) that
X (τℓ(ω), ω) ≤ X (τℓ(ω), ω) ≤ X (τℓ(ω), ω)− 1/ℓ.
A. Appendix 31
An contradiction appears, so 0 = P(Aℓ) = P{Xt ≤ Xt − 1/ℓ for some t ∈ [0, T )}. Letting ℓ → ∞ yields that
P{Xt < Xt, for some t ∈ [0, T )} = lim
ℓ→∞
↑ P{Xt ≤ Xt − 1/ℓ for some t ∈ [0, T )} = 0, which together with the right
upper semi-continuity of X shows that except on a P−null set N
Xt≥Xt≥ lim
sցt
Xs= lim
n→∞
↓ sup
s∈(t,(t+2−n)∧T ]
Xs≥ lim
n→∞
↓ sup
s∈Θnt
Xs≥ lim
n→∞
↑ inf
s∈Θnt
Xs=Xt, ∀ t∈ [0, T ).
To wit, it holds for any ω ∈ N c that
Xt(ω) = lim
sցt
s∈D∩(t,T ]
Xs(ω), ∀ t ∈ [0, T ). (A.18)
Set N˜ := N ∪
(
∪
s,s′∈D,s<s′
{
Xs > Xs′
})
, which is also a P−null set. Given ω ∈ N˜ c and t, t′ ∈ [0, T ] with t < t′,
let {sn}n∈N ⊂ D∩ (t, t′) with lim
n→∞
↓ sn = t and let {s′n}n∈N ⊂ D∩ ((t′, T ) ∪ {T }) with limn→∞↓ s
′
n = t
′. We can deduce
from (A.18) that Xt(ω) = lim
n→∞
Xsn(ω) ≤ lim
n→∞
Xs′n(ω) = Xt′(ω). Therefore, X is an increasing process. 
Proof of (6.34): (1) The continuity of Y n’s implies that for P−a.s. ω ∈ Ω
lim
sցt
Ys(ω) = lim
n→∞
↑ inf
s∈(t,(t+2−n)∧T ]
Ys(ω)= lim
n→∞
↑ inf
s∈(t,(t+2−n)∧T ]
lim
m→∞
↑ Y ms (ω)≥ limm→∞↑ limn→∞↑ infs∈(t,(t+2−n)∧T ]Y
m
s (ω)
= lim
m→∞
↑ lim
sցt
Y ms (ω) = lim
m→∞
↑ Y mt (ω) = Yt(ω), ∀ t ∈
[
ν(ω), τ(ω)
)
, (A.19)
which shows that the process
{
Yν∨(τℓ∧t)
}
t∈[0,T ]
has P−a.s. right lower semi-continuous paths. It then follows from
(6.32) that K˜ℓ has P−a.s. right upper semi-continuous paths.
(2) We next show that K˜ℓγ is a weak limit of
{
Knτℓ∧γ
}
n∈N
in L2(FT ) for any γ ∈ T .
Let χ ∈ L2(FT ). In virtue of martingale representation theorem, there exists a unique Zχ ∈ H2,2 such that P−a.s.
Mχt := E[χ|Ft] = E[χ] +
∫ t
0
Zχs dBs, ∀ t ∈ [0, T ].
Set ζ = ζℓ := ν∨(τℓ∧γ)∈T and let n∈N. We define Υℓ,nt :=Knν∨(ζ∧t)+Y ℓ,nν∨(ζ∧t)−Y ℓ,nν −
(
K˜ℓν∨(ζ∧t)+Yν∨(ζ∧t)−Yν
)
,
t∈ [0, T ]. As Knν =0 by (6.22), one can deduce from (6.28) that P−a.s.
Υℓ,nt = −
∫ ν∨(ζ∧t)
ν
(
g(s, Y ℓ,ns , Z
n
s )− g(s, Ys, 0)−h˜ℓs
)
ds+
∫ ν∨(ζ∧t)
ν
(
Zns −Zℓs
)
dBs
= −
∫ t
0
1{ν<s≤ζ}
(
g(s, Y ℓ,ns , Z
n
s )−g(s, Ys, 0)−h˜ℓs
)
ds+
∫ t
0
1{ν<s≤ζ}
(
Zns −Zℓs
)
dBs, t ∈ [0, T ],
thus Υℓ,n is an F−adapted continuous process. Since (6.27), (6.31) and (6.25) shows that |Υℓ,nt | ≤ 4ℓ+Knν∨(ζ∧t)+∣∣K˜ℓν∨(ζ∧t)∣∣, ∀ t∈ [0, T ], (1.5), (6.29) and (6.33) imply that
E
[(
Υℓ,n∗
)2]≤3E [16ℓ2+(Knτℓ)2+(K˜ℓ∗)2]≤C0ℓ2+C0E∫ τℓ
ν
(
|h˜ℓt |2+|Zℓt |2
)
dt <∞, (A.20)
which shows that Υℓ,n ∈ S2. Like (6.22), one has
K˜ℓt = 0, ∀ t ∈ [0, ν]. (A.21)
So Υℓ,nν =K
n
ν −K˜ℓν=0. Integrating by parts the process MχΥℓ,n yields that P−a.s.
χΥℓ,nT = M
χ
TΥ
ℓ,n
T = M
χ
t Υ
ℓ,n
t +
∫ T
t
Mχs dΥ
ℓ,n
s +
∫ T
t
Υℓ,ns dM
χ
s +〈Mχ,Υ〉T−〈Mχ,Υ〉t
= −
∫ T
t
1{ν<s≤ζ}M
χ
s
(
g(s, Y ℓ,ns , Z
n
s )−g(s, Ys, 0)−h˜ℓs
)
ds+
∫ T
t
1{ν<s≤ζ}M
χ
s
(
Zns −Zℓs
)
dBs
+
∫ T
t
Υℓ,ns Z
χ
s dBs+
∫ T
t
1{ν<s≤ζ}Z
χ
s
(
Zns −Zℓs
)
ds, t ∈ [0, T ]. (A.22)
DRBSDEs with Integrable Parameters 32
Since Doob’s martingale inequality shows that E
[
(Mχ∗ )
2
]
≤ 4E[|MχT |2] = 4E[|χ|2] <∞ (i.e. Mχ ∈ S2 ⊂ H2,2),
applying the Burkholder-Davis-Gundy inequality and Ho¨lder’s inequality, we see from (A.20) that
E
[
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
1{ν<s≤ζ}M
χ
s
(
Zns −Zℓs
)
dBs
∣∣∣∣+ sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
Υℓ,ns Z
χ
s dBs
∣∣∣∣
]
≤C0E
[
Mχ∗
(∫ ζ
ν
∣∣Zns −Zℓs∣∣2ds)1/2
]
+C0E
[
Υℓ,n∗
(∫ T
0
|Zχs |2ds
)1/2]
≤C0
{
E
[
(Mχ∗ )
2
]
·E
∫ ζ
ν
∣∣Zns −Zℓs∣∣2ds
}1/2
+C0
{
E
[(
Υℓ,n∗
)2]·E∫ T
0
|Zχs |2ds
}1/2
<∞ .
Namely,
{∫ t
01{ν<s≤ζ}M
χ
s
(
Zns −Zℓs
)
dBs
}
t∈[0,T ]
and
{∫ t
01{s≥ν}Υ
ℓ,n
s Z
χ
s dBs
}
t∈[0,T ]
are uniformly integrable martin-
gales. Then taking expectation in (A.22) for t = 0 yields that
E
[
χ
(
Knζ −K˜ℓζ
)]
= E
[
χ
(
−Y ℓ,nζ +Yζ+Y ℓ,nν −Yν
)]
+E[χΥℓ,nT ]
= E
[
χ
(
−Y ℓ,nζ +Yζ+Y ℓ,nν −Yν
)]
− E
∫ T
0
1{ν<s≤ζ}M
χ
s
(
g(s, Y ℓ,ns , Z
n
s )−g(s, Y ℓ,ns , 0)−h˜ℓs
)
ds
−E
∫ T
0
1{ν<s≤ζ}M
χ
s
(
g(s, Y ℓ,ns , 0)−g(s, Ys, 0)
)
ds+E
∫ T
0
1{ν<s≤ζ}Z
χ
s
(
Zns −Zℓs
)
ds :=In1 −In2 −In3 +In4 .
AsMχ, Zχ∈H2,2, the weak convergence of {1{ν<s≤τℓ}(g(s, Y ℓ,ns , Zns )−g(s, Y ℓ,ns , 0))}s∈[0,T ], n∈N to {1{ν<s≤τℓ}h˜ℓs}s∈[0,T ]
and that of
{
1{ν<s≤τℓ}Z
n
s
}
s∈[0,T ]
, n ∈N to {1{ν<s≤τℓ}Zℓ}s∈[0,T ] by (6.30) show that limn→∞In2 = limn→∞In4 = 0. Since∣∣∣χ(− Y ℓ,nζ +Yζ+Y ℓ,nν −Yν)∣∣∣≤4ℓ|χ| by (6.27), (6.31), (6.25) and since E[|χ|]≤1+E[|χ|2]<∞ by (1.6), the dominated
convergence theorem imply that lim
n→∞
In1 =0. Moreover, (H3) shows that
lim
n→∞
1{ν<s≤ζ}
(
g(s, Y ℓ,ns , 0)−g(s, Ys, 0)
)
= lim
n→∞
1Aℓ∩{ν<s≤ζ}
(
g(s, Y ns , 0)−g(s, Ys, 0)
)
=0, ds⊗ dP−a.s.,
while (H4), (6.27) and (6.25) imply that ds⊗ dP−a.s.∣∣∣1{ν<s≤ζ}Mχs (g(s, Y ℓ,ns , 0)−g(s, Ys, 0))∣∣∣≤1{ν<s≤ζ}|Mχs |(2hs + κ∣∣Y ℓ,ns ∣∣+ κ|Ys|)≤1{ν<s≤ζ}|Mχs |(2hs + 2κℓ).
As (6.24) and Ho¨lder’s inequality show that
E
∫ T
0
1{ν<s≤ζ}|Mχs | (2hs+2κℓ)ds≤2ℓ(1+κT )E
[
Mχ∗
]≤2ℓ(1+κT ){E [(Mχ∗ )2]}1/2<∞,
we can apply the dominated convergence theorem again to obtain lim
n→∞
In3 =0. Hence limn→∞
E
[
χ
(
Knζ −K˜ℓζ
)]
= 0.
Since (6.22) and (A.21) imply that for any n ∈ N
Knτℓ∧γ−K˜ℓγ=Knτℓ∧γ−K˜ℓτℓ∧γ=Knτℓ∧γ−Knν∧(τℓ∧γ)−
(
K˜ℓτℓ∧γ−K˜ℓν∧(τℓ∧γ)
)
=Knν∨(τℓ∧γ)−Knν−
(
K˜ℓν∨(τℓ∧γ)−K˜ℓν
)
=Knζ −K˜ℓζ,
one gets lim
n→∞
E
[
χ
(
Knτℓ∧γ −K˜ℓγ
)]
= 0, which shows that
{
Knτℓ∧γ
}
n∈N
converges weakly to K˜ℓγ in L
2(FT ).
(3) Now, let γ, γ˜∈T such that γ≤ γ˜, P−a.s. For any n∈N, since Kn is an increasing process, it holds P−a.s. that
Knτℓ∧γ≤Knτℓ∧γ˜ . (A.23)
Then we must have K˜ℓγ≤K˜ℓγ˜, P−a.s.: Assume not, i.e. the P−measure of set A :=
{
K˜ℓγ>K˜
ℓ
γ˜
}∈FT is strictly larger
than 0, it would follow that E
[
1AK˜
ℓ
γ
]
>E
[
1AK˜
ℓ
γ˜
]
. However, we know from part (2) and (A.23) that
E
[
1AK˜
ℓ
γ
]
= lim
n→∞
E
[
1AK
n
τℓ∧γ
] ≤ lim
n→∞
E
[
1AK
n
τℓ∧γ˜
]
= E
[
1AK˜
ℓ
γ˜
]
.
An contradiction appears. Therefore, K˜ℓγ ≤ K˜ℓγ˜ , P−a.s. Then Lemma A.3 shows that K˜ℓ is an increasing process. 
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Proof of (6.37): Set a :=2(λ++κ2) and Fix m,n∈N with m>n. We define processes Ξm,nt :=Ξmt −Ξnt , t∈ [0, T ] for
Ξ = Y, Y ℓ, Z. Similar to (A.10), we can deduce from (6.26) that P−a.s.
eat
∣∣Y ℓ,m,nt ∣∣2+∫ τℓ
t
eas
(
a|Y ℓ,m,ns |2+|Zm,ns |2
)
ds=eaτℓ
∣∣Y ℓ,m,nτℓ ∣∣2+2∫ τℓ
t
easY ℓ,m,ns
(
g(s, Y ℓ,ms , Z
m
s )−g(s, Y ℓ,ns , Zns )
)
ds
+2
∫ τℓ
t
eas Y ℓ,m,ns dK
m
s − 2
∫ τℓ
t
eas Y ℓ,m,ns dK
n
s −2
∫ τℓ
t
eas Y ℓ,m,ns Z
m,n
s dBs, ∀ t ∈ [ν, τℓ]. (A.24)
By (H1) and (H2), it holds ds⊗ dP−a.s. that
Y ℓ,m,ns
(
g(s, Y ℓ,ms , Z
m
s )−g(s, Y ℓ,ns , Zns )
)
=Y ℓ,m,ns
(
g(s, Y ℓ,ms , Z
m
s )−g(s, Y ℓ,ns , Zms )
)
+Y ℓ,m,ns
(
g(s, Y ℓ,ns , Z
m
s )−g(s, Y ℓ,ns , Zns )
)
≤λ|Y ℓ,m,ns |2+κ|Y ℓ,m,ns ||Zm,ns |≤(λ++κ2)|Y ℓ,m,ns |2+
1
4
|Zm,ns |2. (A.25)
Also, one can deduce from the definition of process Km that∫ τℓ
t
eas Y ℓ,m,ns dK
m
s =1Aℓ
∫ τℓ
t
eas Y m,ns dK
m
s =1Aℓ
∫ τℓ
t
1{Yms <Ls}e
as Y m,ns dK
m
s ≤1Aℓ
∫ τℓ
t
1{Yms <Ls}e
as (Ls−Y ns )dKms
≤ eaT1Aℓ
∫ τℓ
ν
(Y ns −Ls)−dKms ≤eaT1Aℓ
(
sup
s∈[ν,τℓ]
(Y ns −Ls)−
)
Kmτℓ , ∀ t ∈ [ν, τℓ]. (A.26)
Similarly,
−
∫ τℓ
t
eas Y ℓ,m,ns dK
n
s ≤ 1Aℓ
∫ τℓ
t
1{Y ns <Ls}e
as (Ls−Y ms ) dKns ≤eaT1Aℓ
(
sup
s∈[ν,τℓ]
(Y ms −Ls)−
)
Knτℓ
≤ eaT1Aℓ
(
sup
s∈[ν,τℓ]
(Y ns −Ls)−
)
Knτℓ , ∀ t ∈ [ν, τℓ].
Plugging this and (A.25), (A.26) back into (A.24) shows that P−a.s.
eat
∣∣Y ℓ,m,nt ∣∣2+12
∫ τℓ
t
eas|Zm,ns |2ds ≤ η −2
∫ τℓ
t
eas Y ℓ,m,ns Z
m,n
s dBs, ∀ t ∈ [ν, τℓ],
where η := eaτℓ
∣∣Y ℓ,m,nτℓ ∣∣2+2eaT1Aℓ
(
sup
s∈[ν,τℓ]
(Y ns −Ls)−
)(
Kmτℓ+K
n
τℓ
)
.
Taking expectation for t = ν, we see from Ho¨lder’s inequality, (6.27) and (6.29) that
E
∫ T
0
1{ν<t≤τℓ}|Zm,nt |2dt≤E
∫ τℓ
ν
eas|Zm,ns |2ds≤2E[η]≤2E
[
eaτℓ
∣∣Y ℓ,m,nτℓ ∣∣2]+4eaT
{
E
[
1Aℓ sup
s∈[ν,τℓ]
(
(Y ns −Ls)−
)2]×
E
[(
Kmτℓ+K
n
τℓ
)2]}1/2≤C0E [1Aℓ∣∣Yτℓ−Y nτℓ∣∣2]+ C0ℓ
{
E
[
1Aℓ sup
s∈[ν,τℓ]
(
(Y ns −Ls)−
)2]}1/2
. (A.27)
On the other hand, the Burkholder-Davis-Gundy inequality implies that
E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣2
]
≤E
[
sup
t∈[ν,τℓ]
eat
∣∣∣Y ℓ,m,nt ∣∣∣2
]
≤ E[η]+2E
[
sup
t∈[0,T ]
∣∣∣∣ ∫ T
t
1{ν<s≤τℓ}e
as Y ℓ,m,ns Z
m,n
s dBs
∣∣∣∣
]
≤E[η]+C0E
[(
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣
)
·
(∫ τℓ
ν
eat |Zm,nt |2dt
)1/2]
≤E[η]+ 1
2
E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣2
]
+C0E
∫ τℓ
ν
eat |Zm,nt |2dt.
As E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣2
]
≤ 4ℓ2 by (6.27) and (6.25), it follows from (A.27) that
E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣2
]
≤ 2E[η]+C0E
∫ τℓ
ν
eat |Zm,nt |2dt ≤ C0E[η]. (A.28)
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Since Doob’s martingale inequality and (6.27) show that
E
[
sup
t∈[0,ν]
∣∣∣Y ℓ,m,nt ∣∣∣2
]
≤E
[
sup
t∈[0,T ]
∣∣∣E[1AℓY m,nν ∣∣Ft]∣∣∣2
]
≤4E
[∣∣1AℓY m,nν ∣∣2]≤4E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣2
]
,
we see from (6.27) and (A.28) that
E
[
sup
t∈[0,T ]
∣∣∣Y ℓ,m,nt ∣∣∣2
]
≤E
[
sup
t∈[0,ν]
∣∣∣Y ℓ,m,nt ∣∣∣2+ sup
t∈[ν,τℓ]
∣∣∣Y ℓ,m,nt ∣∣∣2
]
≤5E
[
sup
t∈[ν,τℓ]
∣∣Y ℓ,m,nt ∣∣2
]
≤C0E[η].
This together with (A.27) leads to that
sup
m>n
{
E
[
sup
t∈[0,T ]
∣∣∣Y ℓ,m,nt ∣∣∣2
]
+E
∫ T
0
1{ν<t≤τℓ}|Zm,nt |2dt
}
≤C0E[η]≤C0E
[
1Aℓ
∣∣Yτℓ−Y nτℓ∣∣2]+C0ℓ
{
E
[
1Aℓ sup
t∈[ν,τℓ]
(
(Y nt −Lt)−
)2]}1/2
.
As 1Aℓ
∣∣Yτℓ−Y nτℓ∣∣≤2ℓ, ∀n∈N by (6.25), letting n→∞, we see from bounded convergence theorem and (6.36) that
lim
n→∞
sup
m>n
{
E
[
sup
t∈[0,T ]
∣∣Y ℓ,m,nt ∣∣2
]
+E
∫ T
0
1{ν<t≤τℓ}|Zm,nt |2dt
}
= 0.
Hence,
{
Y ℓ,n
}
n∈N
is Cauchy sequence in S2 and
{
1{ν<t≤τℓ}Z
n
t
}
t∈[0,T ]
, n∈N is Cauchy sequence in H2,2. 
Proof of (6.43): As Knν =Kℓν=0 by (6.22) and (6.42), one can deduce from (6.28) that P−a.s.
Knt −Kℓt=(Knt −Knν )−(Kℓt−Kℓν) = Y ℓ,nν −Y ℓ,nt −1Aℓ (Yν−Yt)−
∫ t
ν
(
g(s, Y ℓ,ns , Z
n
s )−g(s, Ys,Zℓs)
)
ds
+
∫ t
ν
(Zns −Zℓs)dBs, ∀ t∈ [ν, τℓ].
Then (6.27) and (H1) show that P−a.s.
∣∣Knt −Kℓt∣∣≤1Aℓ |Y nν −Yν|+1Aℓ∣∣Y nt −Yt∣∣+∫ t
ν
(
κ|Zns −Zℓs|+|g(s, Y ℓ,ns ,Zℓs)−g(s, Ys,Zℓs)|
)
ds+
∣∣∣∣ ∫ t
ν
(
Zns −Zℓs
)
dBs
∣∣∣∣, ∀ t∈ [ν, τℓ].
Since Ho¨lder’s inequality and (1.5) imply that
∣∣Knt −Kℓt∣∣2≤C01Aℓ |Y nν −Yν |2+C01Aℓ∣∣Y nt −Yt∣∣2+C0 ∫ t
ν
|Zns −Zℓs|2ds+C0
(
1Aℓ
∫ t
ν
|g(s, Y ℓ,ns ,Zℓs)−g(s, Ys,Zℓs)|ds
)2
+C0 sup
t˜∈[0,T ]
∣∣∣∣ ∫ t˜
0
1{ν<s≤τℓ}
(
Zns −Zℓs
)
dBs
∣∣∣∣2, ∀ t∈ [ν, τℓ],
we can deduce from Doob’s martingale inequality that
E
[
sup
t∈[ν,τℓ]
∣∣Knt −Kℓt∣∣2
]
≤ C0E
[
1Aℓ |Y nν − Yν |2
]
+C0E
[
1Aℓ sup
t∈[ν,τℓ]
∣∣Y nt − Yt∣∣2
]
+C0E
∫ τℓ
ν
|Znt −Zℓt |2dt
+C0E
[(∫ τℓ
ν
1Aℓ
∣∣g(t, Y nt ,Zℓt )−g(t, Yt,Zℓt )∣∣dt)2
]
.
The bounded convergence theorem and (6.25) imply that lim
n→∞
↓ E [1Aℓ |Y nν −Yν|2]=0. Thanks to (6.41), it remains
to show that
lim
n→∞
E
[(∫ τℓ
ν
1Aℓ
∣∣g (t, Y nt ,Zℓt )−g (t, Yt,Zℓt ) ∣∣dt)2
]
= 0. (A.29)
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By (H3), it holds dt⊗ dP−a.s. that lim
n→∞
1Aℓ∩{ν<t≤τℓ}
∣∣g(t, Y nt ,Zℓt )−g(t, Yt,Zℓt )∣∣=0. Also, (H1), (H4) and (6.25)
imply that for any n ∈ N
1Aℓ∩{ν<t≤τℓ}
∣∣g(t, Y nt ,Zℓt )−g(t, Yt,Zℓt )∣∣≤1Aℓ∩{ν<t≤τℓ}(∣∣g(t, Y nt , 0)∣∣+∣∣g(t, Y nt ,Zℓt )−g(t, Y nt , 0)∣∣+∣∣g(t, Yt, 0)∣∣
+
∣∣g(t, Yt,Zℓt )−g(t, Yt, 0)∣∣)≤1Aℓ∩{ν<t≤τℓ} (2ht+2κℓ+2κ|Zℓt |) := hℓt , dt⊗ dP−a.s. (A.30)
As E
∫ T
0 h
ℓ
t dt≤2ℓ+2κℓT+2κT 1/2
(
E
∫ τℓ
ν |Zℓt |2dt
)1/2
<∞ by (6.24) and Ho¨lder’s inequality, applying the dominated
convergence theorem yields that
lim
n→∞
E
∫ τℓ
ν
1Aℓ
∣∣g(t, Y nt ,Zℓt )−g(t, Yt,Zℓt )∣∣dt = 0.
So up to a subsequence of {Y n}n∈N, it holds P−a.s. that lim
n→∞
∫ τℓ
ν 1Aℓ
∣∣g(t, Y nt ,Zℓt )−g(t, Yt,Zℓt )∣∣dt=0. Since (A.30)
shows that for any n∈N, (∫ τℓν 1Aℓ∣∣g(t, Y nt ,Zℓt )−g(t, Yt,Zℓt )∣∣dt)2 ≤ (∫ T0 hℓtdt)2, P−a.s. and since Ho¨lder’s inequality
implies that E
[(∫ T
0
hℓtdt
)2]
≤ E
[(
2ℓ+2κℓT+2κ
∫ τℓ
ν
|Zℓt |dt
)2]≤ C0ℓ2+C0E∫ τℓν |Zℓt |2dt <∞, applying the dominated
convergence theorem again yields (A.29). 
Proof of (6.45): For any n ∈ N, Ho¨lder’s inequality and (6.29) imply that
E
∫ τℓ
ν
∣∣Y nt −Yt∣∣dKnt = E [1Aℓ∫ τℓ
ν
∣∣Y nt −Yt∣∣dKnt ]≤E
[
1Aℓ
(
sup
t∈[ν,τℓ]
∣∣Y nt −Yt∣∣
)
Knτℓ
]
≤
{
E
[(
Knτℓ
)2]
E
[
1Aℓ sup
t∈[ν,τℓ]
∣∣Y nt −Yt∣∣2
]}1/2
≤C0ℓ
{
E
[
1Aℓ sup
t∈[ν,τℓ]
∣∣Y nt −Yt∣∣2
]}1/2
.
As n→∞, (6.41) shows that lim
n→∞
E
[∣∣∣∣∫ τℓ
ν
(
Y nt −Yt
)
dKnt
∣∣∣∣] = 0. So up to a subsequence of {Y n}n∈N,
lim
n→∞
∫ τℓ
ν
(
Y nt −Yt
)
dKnt = 0, P−a.s. (A.31)
For P−a.s. ω ∈ Ω such that (6.44) holds and that path Yt(ω)−Lt(ω) is continuous from t=ν(ω) to t=τℓ(ω) by (6.40),
one can deduce from (6.44) that measure dKnt (ω) converges weakly to measure dKℓt(ω) on period [ν(ω), τℓ(ω)], so
lim
n→∞
∫ τℓ(ω)
ν(ω)
(Yt(ω)−Lt(ω)) dKnt (ω) =
∫ τℓ(ω)
ν(ω)
(Yt(ω)−Lt(ω)) dKℓt(ω).
Adding this to (A.31), we see from (6.35) that P−a.s.
0 ≤ 1{ν<τℓ}
∫ τℓ
t
(Ys−Ls)dKℓs ≤ 1{ν<τℓ}
∫ τℓ
ν
(Ys−Ls)dKℓs=
∫ τℓ
ν
(Ys−Ls)dKℓs= limn→∞
∫ τℓ
ν
(
Y ns −Ls
)
dKns
= lim
n→∞
∫ τℓ
ν
1{Y ns <Ls}(Y
n
s −Ls)dKns ≤0, ∀ t ∈ [ν, τℓ],
proving (6.45). 
Proof of Claim (6.60): It is clear that Yγν = 1{γν=T}YT + 1{γν<T}Yγν ≤ 1{γν=T}ξ + 1{γν<T}Uγν , P−a.s., so we
only need to show the converse inequality.
Fix n ∈ N. Clearly, Kns :=n
∫ s
0
(Y nr −Lr)−dr, s∈ [0, T ] is a process of K0 satisfying that P−a.s.
Y nt = Y
n
γnν
+
∫ γnν
t
g(s, Y ns , Z
n
s )ds+K
n
γnν
−Knν −
∫ γnν
t
Zns dBs, ∀ t ∈ [ν, γnν ]
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by (6.59). Since E[|Y nν |] < ∞ by the uniform integrability of {Y nζ }ζ∈T , applying Lemma A.2 with (Y, Z,K) =
(Y n, Zn,Kn) and τ=γnν , we see from (1.6) that for any p∈(0, 1)
E
(∫ γnν
ν
|Znt |2dt
)p/2≤CpE
[
sup
t∈[ν,γnν ]
|Y nt |p+
(∫ γnν
ν
htdt
)p]
≤CpE
[
1+ sup
s∈[0,T ]
|Y 1s |p+ sup
s∈[0,T ]
|Ys|p+
∫ T
0
htdt
]
. (A.32)
Let j∈N and define a stopping time ζnj :=inf
{
t∈ [0, T ] : ∫ t0 |Zns |2ds>j}∧T ∈T . Since (6.59) shows that
Yγν∧ζnj ≥ Y nγν∧ζnj = Y
n
γnν ∧ζ
n
j
+
∫ γnν ∧ζnj
γν∧ζnj
g(s, Y ns , Z
n
s )ds+K
n
γnν ∧ζ
n
j
−Knγν∧ζnj −
∫ γnν ∧ζnj
γν∧ζnj
Zns dBs
≥ Y nγnν ∧ζnj +
∫ γnν ∧ζnj
γν∧ζnj
g(s, Y ns , Z
n
s )ds−
∫ γnν ∧ζnj
γν∧ζnj
Zns dBs, P−a.s.,
taking conditional expectation E
[
·
∣∣∣Fγν∧ζnj ] yields that P−a.s.
Yγν∧ζnj ≥E
[
Y nγnν ∧ζnj +
∫ γnν ∧ζnj
γν∧ζnj
g(t, Y nt , Z
n
t )dt
∣∣∣∣Fγν∧ζnj
]
=1{γν≥ζnj }E
[
Y nγnν ∧ζnj +
∫ γnν ∧ζnj
γν∧ζnj
g(t, Y nt , Z
n
t )dt
∣∣∣∣Fζnj
]
+1{γν<ζnj }E
[
Y nγnν ∧ζnj +
∫ γnν ∧ζnj
γν∧ζnj
g(t, Y nt , Z
n
t )dt
∣∣∣∣Fγν
]
:=In,j1 +I
n,j
2 . (A.33)
As {γν ≥ ζnj } ⊂ {γnν ≥ ζnj }, it holds P−a.s. that
In,j1 =E
[
1{γν≥ζnj }Y
n
γnν ∧ζ
n
j
+1{γν≥ζnj }
∫ γnν ∧ζnj
γν∧ζnj
g(t, Y nt , Z
n
t )dt
∣∣∣∣Fζnj
]
=E
[
1{γν≥ζnj }Y
n
ζnj
∣∣Fζnj ]=1{γν≥ζnj }Y nζnj . (A.34)
Similar to (6.17), (H4), (H5), (1.5) and (1.6) imply that
∣∣g(t, Y nt , Znt )∣∣≤κ+(1+κ)ht+2κ|Y nt |+κ|Znt |α, dt⊗ dP−a.s.
It then follows from Ho¨lder’s inequality that P−a.s.∫ γnν ∧ζnj
γν∧ζnj
∣∣g(s, Y ns , Zns )∣∣ds ≤∫ γnν
γν
∣∣g(s, Y ns , Zns )∣∣ds≤C0∫ γnν
γν
(1+hs+|Y ns |) ds+κ(γnν −γν)1−α/2
(∫ γnν
γν
|Zns |2ds
)α/2
(A.35)
≤ C0
∫ T
0
(1+hs+|Y ns |) ds+Cα
(∫ T
0
|Zns |2ds
)α/2
. (A.36)
By Fubini’s Theorem and the uniform integrability of {Y nζ }ζ∈T , E
∫ T
0 |Y ns |ds=
∫ T
0 E
[|Y ns |]ds≤T sup
s∈[0,T ]
E
[|Y ns |]<∞,
which together with Zn ∈ H2,α shows that the last term in (A.36) is integrable. As Zn ∈ ∩
p∈(0,1)
H2,p ⊂ H2,0 shows
that
{
ζnj
}
j∈N
is stationary, it holds P−a.s. that lim
j→∞
Yγν∧ζnj = Yγν though we have not yet shown whether Y is a
continuous process. Letting j →∞ in (A.33) and (A.34), we can deduce from the uniform integrability of {Y nζ }ζ∈T
and the conditional-expectation version of dominated convergence theorem that
Yγν ≥ 1{γν=T}Y nT + lim
j→∞
In,j2 = 1{γν=T}ξ + 1{γν<T}E
[
Y nγnν +
∫ γnν
γν
g(t, Y nt , Z
n
t )dt
∣∣∣∣Fγν
]
= 1{γν=T}ξ + 1{γν<T}E
[
1{γnν=T}ξ+1{γnν<T}Uγnν +
∫ γnν
γν
g(t, Y nt , Z
n
t )dt
∣∣∣∣Fγν
]
, P−a.s., (A.37)
where we used in the last equality the fact that Y nγnν = Uγ
n
ν
, P−a.s. on {γnν < T } by the continuity of Y n and U .
Since lim
n→∞
↓ 1{γnν=T} = 1{γν=T} and since ξ ∈ L1(FT ), applying the conditional-expectation version of dominated
convergence theorem yields that
lim
n→∞
1{γν<T}E
[
1{γnν=T}ξ
∣∣Fγν ] = lim
n→∞
E
[
1{γν<T}1{γnν=T}ξ
∣∣Fγν ] = 0, P−a.s. (A.38)
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As 1{γnν<T}
∣∣Uγnν ∣∣=1{γnν<T}∣∣Y nγnν ∣∣≤ ∣∣Y 1γnν ∣∣+∣∣Yγnν ∣∣, P−a.s., the uniform integrability of {Y 1ζ }ζ∈T and {Yζ}ζ∈T implies
that of
{
1{γnν<T}Uγnν
}
n∈N
, and it then follows from the continuity of U that
lim
n→∞
E
[
1{γnν<T}Uγnν
∣∣Fγν ] = E [1{γν<T}Uγν ∣∣Fγν ] = 1{γν<T}Uγν , P−a.s. (A.39)
Set α˜ := 12 (1 + α) ∈ (0, 1). Given ε > 0, with Anε :=
{
E
[ ∫ γnν
γν
∣∣g(s, Y ns , Zns )∣∣ds∣∣∣Fγν]>ε}∈Fγν , (A.35), Ho¨lder’s
inequality and (A.32) imply that
P(Anε )≤
1
ε
E
[
1Anε E
[ ∫ γnν
γν
∣∣g(t, Y nt , Znt )∣∣dt∣∣∣∣Fγν]
]
=
1
ε
E
[
1Anε
∫ γnν
γν
∣∣g(t, Y nt , Znt )∣∣dt
]
≤ C0
ε
E
∫ γnν
γν
(1+ht+|Y nt |) dt+
κ
ε
E
(γnν −γν)1−α/2
(∫ γnν
γν
|Znt |2dt
)α/2
≤ C0
ε
E
∫ γnν
γν
(
1+ht+|Y 1t |+|Yt|
)
dt+
κ
ε
{
E
[
(γnν − γν)
(2−α)α˜
2(α˜−α)
]}1−α/α˜{
E
[(∫ γnν
γν
|Znt |2dt
)α˜/2]}α/α˜
≤C0
ε
E
∫ γnν
γν
(
1+ht+|Y 1t |+|Yt|
)
dt+
Cα
ε
{
E
[
(γnν −γν)
(2−α)α˜
2(α˜−α)
]}1−α/α˜{
E
[
1+ sup
s∈[0,T ]
|Y 1t |α˜+ sup
s∈[0,T ]
|Yt|α˜+
∫ T
0
htdt
]}α/α˜
.
Since the Fubini’s Theorem and the uniform integrability of {Y 1ζ }ζ∈T , {Yζ}ζ∈T show that
E
∫ T
0
(
1+ht+|Y 1t |+|Yt|
)
dt≤
∫ T
0
(1+ht)dt+
∫ T
0
E
[|Y 1t |+|Yt|] dt≤∫ T
0
(1+ht)dt+T sup
t∈[0,T ]
E[|Y 1t |]+T sup
t∈[0,T ]
E[|Yt|]<∞,
letting n→∞, we can deduce from the dominated convergence theorem and the bounded convergence theorem that
lim
n→∞
P
{
E
[ ∫ γnν
γν
∣∣g(s, Y ns , Zns )∣∣ds∣∣∣∣Fγν]>ε
}
= 0, P−a.s.
Thus, E
[∫ γnν
γν
g(s, Y ns , Z
n
s )ds
∣∣Fγν] converges to 0 in probability P. Up to a subsequence of {(Y n, Zn)}n∈N, one has
lim
n→∞
E
[∫ γnν
γν
g(s, Y ns , Z
n
s )ds
∣∣Fγν
]
= 0, P−a.s.,
which together with (A.37)−(A.39) leads to that Yγν ≥1{γν=T}ξ+1{γν<T}Uγν , P−a.s. 
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