We first consider the fixed-ℓ inverse scattering problem. We show that the zeros of the regular solution of the Schrödinger equation, r n (E), which are monotonic functions of the energy, determine a unique potential when the domain of energy is such that the r n (E)'s range from zero to infinity. This suggests that the use of the mixed data of phase-shifts {δ(ℓ 0 , k), k ≥ k 0 } ∪ {δ(ℓ, k 0 ), ℓ ≥ ℓ 0 }, for which the zeros of the regular solution are monotonic in both domain and range from zero to infinity, offers the possibility of determining the potential in a unique way. This will be demonstrated in the JWKB approximation. *
Introduction
Approaches to the three-dimensional inverse scattering can be classified in two categories [1, 2] . In the first case, the fixed-E problem, Loeffel [3] obtained theorems predicting a unique potential from the knowledge of the phase-shifts δ(ℓ, k) at a specific energy E = k 2 , for all (non-discrete) non negative values of λ = ℓ + 1/2. When the set of data is reduced to discrete values of λ = ℓ + 1/2, ℓ non-negative integer, Carlson's theorem [4] predicts a unique potential V (E, r), provided that this latter belongs to a suitable class [2, 3] . The Newton series allow the construction of the potential V (E, r) from this latter set of discrete values [3] . In the second case, known also as fixed-ℓ problem, (see [2] and references therein), an E-independent potential V ℓ (r) satisfying the integrability conditions can be constructed from the phase-shifts δ(ℓ, k), given for all momenta k ∈ (0, ∞) and from the discrete spectrum data (eigen-energies and the corresponding normalization constants).
Yet another class of potentials can be constructed in which the input data are partly E-dependent and partly ℓ-dependent and assume that aE +bℓ(ℓ+1) is a constant [5] . This construction is based on an extension of Newton's method. This idea of mixing the data was first explored by Grosse and Martin [6] for confining potentials. They conjectured that the knowledge of the ground state energies E (0) ℓ , for all non-negative integers ℓ, allows the recovery of the potential in an unique way.
In the present work, we are also concerned with a non-standard inverse problem, namely with the construction of the potential from a spectrum which involves both data coming from the E-fixed problem and the ℓ-fixed problem, but where extensions of Newton's method can no longer be applied. The set of mixed data considered here is {δ(ℓ 0 , k), k ≥ k 0 } ∪ {δ(ℓ, k 0 ), ℓ ≥ ℓ 0 }, corresponding to the set of scattering parameters {E ≥ E 0 , ℓ = ℓ 0 } ∪ {E = E 0 , ℓ ≥ ℓ 0 }.
We will investigate in detail, for the fixed ℓ-problem, to what extent the knowledge of the zeros r n (E) of the regular solution allows the determination of the potential. We will show that the function r n (E), being monotonic with respect to the energy, reflects a unique potential, provided that the domain of the energy is such that r n (E) ranges from zero to infinity. This will lead to a uniqueness theorem. We also will depict a method which allows the recovery of the piecewise constant potentials from the knowledge of the function r n (E). The advantage is that this latter method can be extended to our nonstandard spectrum, given above, because the zeros of the regular solution are monotonic in both domains and still range from zero to infinity. The uniqueness theorem still applies and the piecewise constant potentials can be recovered from the zeros of the regular solution.
The next step consists in investigating to what extent the mixed data determines a unique potential. By analogy with the fixed ℓ-problem we expect, as explained in detail below, that this should be the case, provided the potential satisfes the integrability conditions (1.1).
In Sec.II we discuss the formalism leading to the mixed inversion scheme presented in Sec.III and, as an example, we applied it to piecewise constant potentials. The uniqueness of the method will be demonstrated by using a JWKB procedure together with a Born approximation. In Sec.IV we will present our conclusions.
Formalism
Consider a potential V (r) satisfying the integrability conditions [2] 
and the Schrödinger equation
The regular solutions ψ ℓ (E, r) satisfy the Cauchy condition lim r→0 ψ ℓ (E, r)r −ℓ−1 = 1 and take on the asymptotic form ψ ℓ ∝ sin(kr−ℓπ/2+δ(ℓ, k)) with δ(ℓ, k) being the phase shifts. (Recall that here E = k 2 . ) Suppose that ψ ℓ (E, r) vanishes at some value r(ℓ, E) = 0. Then, in order to calculate the phase-shifts, there is no need to know the potential for distances smaller than r(ℓ, E). It is sufficient to consider the Schrödinger equation on the interval [r(ℓ, E), ∞[ because only the ratio ψ ℓ /ψ ′ ℓ has to be known to determine the phase-shift, where the prime denotes the derivative with respect to r. Furthermore, for a fixed energy and a fixed ℓ, there is a countable number of zeros, each position being denoted by r n (ℓ, E). This is of interest, since, for any potential, the zeros satisfy the monotonicity properties:
is a decreasing function, as has been shown by Sturm in 1830's [7] and 2. ℓ → r n (ℓ, E) is an increasing function. This can be easily shown.
More precisely, we have
where ψ ℓ (E, r) is the regular solution of the Schrödinger equation. Note that ψ ℓ (E, r) and (∂ψ ℓ /∂r)(E, r) cannot vanish simultaneously for 2ℓ + 1 > 0, except for r = 0 and ℓ > 0 [8] , so that the denominators in (2.3) cannot vanish.
Recall that for potentials satisfying (2.1) the function r n (ℓ, E) is such that r n (ℓ, E) → 0 for E → ∞ [9] . This is a consequence of equation (I.5.6) of [2] . In the absence of bound states r n (ℓ, E) → ∞ for E → 0. However, in the presence of one bound state, r 1 (ℓ, E) → ∞ for E → E 1 . Here E 1 < 0 denotes the ground state energy 1 .
For N bound states,
, whereas for n > N, r n (ℓ, E) → ∞ as E → 0. This is illustrated in the figure 1 where we have drawn the four first zeros of the regular solution for a Bargmann transparent potential, of [10] , which has a bound state at the energy E = −10 in 1/L 2 units. The vertical axis E = 0 is explicitly depicted to show that all zeros but the first one go to infinity as E goes to 0. The first zero goes to infinity when E → E 1 = −10.
In the fixed-ℓ inversion, if all the zeros are assumed to be known, i.e. E → r n (ℓ, E) is known and r n (ℓ, E) describes the entire interval [0, ∞[, then the potential V ℓ (r) is uniquely determined. This can be checked easily. Consider the following Sturm-Liouville problem on [0, R], i.e., namely the equation
coupled with the Dirichlet conditions
The spectral data are the eigenvalues, namely the E * n 's such that R = r n (ℓ, E * n ), together with the normalization constants [11] 
here given by the positive values
The potential, assumed to be squared integrable on [0, R] is uniquely determined on [0, R] by the spectral data {E If we consider now the Sturm Liouville problem on [0, R] consisting in the equation
we recover the Gel'fand-Levitan approach at the limit R → ∞ [2, 15] . For the purpose of using mixed, E-and ℓ-dependent data, we start with the following remark. For a fixed ℓ, the nth zero of the regular solution can be considered as a function of the energy r n (ℓ, E), monotonic and such that ψ ℓ (E, r n (ℓ, E)) ≡ 0. It defines a line of zeros. Moreover E → r n (ℓ, E) admits an inverse function r → E n,ℓ (r) which is also monotonic and is the reciprocal of this line of zeros. For example consider the potential V ≡ 0 in the s-wave. The regular solution is proportional to sin( √ Er). The lines of zeros are given by r n (0, E) = nπ/ √ E and the reciprocals of these lines are E n,0 = n 2 π 2 /r 2 . Previously we have shown that if we know all lines r → E n,ℓ (r), n ≥ 1, for r running from 0 to ∞, then we can construct the desired potential, assumed to be locally L 2 (R). If only a single line r → E n 1 ,ℓ (r) is known, no method is available to recover the potential, except in the special case of piecewise constant potentials. What we can show is a uniqueness property, if E n 1 ,ℓ (r) is known for all positive r (see forth the theorem given below).
In the special case of piecewise constant potentials, having discontinuities at values of r = a j , j = 1, . . . , j max , and being zero for r > a jmax , it is easy to show that there is a one to one correspondence between the discontinuities of the third derivative of E n 1 ,ℓ (r) with respect to r and the discontinuities of V . This suggests the following lemma: Lemma: For a piecewise constant potential, the knowledge of a single line of zeros allows the reconstruction of the potential in an unique way provided that the line is monotonic with respect to the energy and runs over the entire positive axis.
The proof uses the arguments given above and the third derivative of
where the function r → E(r) denotes the reciprocal function of the function E → r(E) which is the single line of zeros r(E) considered. To be specific, if E ′′′ has a discontinuity at r = a then
This is equivalent to the relation
Since the potential is zero for r > a jmax , the relation (2.6) allows us to reconstruct the potential between a jmax and a jmax−1 . The procedure can be repeated at each a j , and the potential is obtained at r = a j by summing the successive values at each discontinuity appearing beyond r.
As an illustration consider for instance the explicit potential defined by
In the figure 2, we have drawn the function r → −E ′′′ (r)/(2E ′ (r)), related to the reciprocal E(r) of the first line of zeros for the s-wave regular solution of the Schrödinger equation involving the potential (2.8). Clearly the discontinuities of r → −E ′′′ (r)/(2E ′ (r)) happen at the points where V has discontinuities, namely r = 2 and r = 3, and the equation (2.6) is satisfied. We know that the potential is zero beyond r = 3. So we have 0 = V (3 + ). From the curve
We then recover the potential of Eq. (2.8) This method cannot be applied to a potential defined by a continuous function. Nevertheless, for such potentials, the following uniqueness theorem holds: Theorem: Consider two potentials V 1 and V 2 satisfying (2.1) and locally constant in the vicinity of zero. Within the fixed-ℓ problem, assume that two integers n 1 and n 2 exist such that the n 1 -th line of zeros for the regular solution for V 1 coincides with the n 2 -th line of zeros for the regular solution for V 2 , both lines describing the whole positive axis as the energy E varies. Then V 1 ≡ V 2 . Let us prove the theorem. First, dropping the index ℓ, let ψ 1 (E, r) and ψ 2 (E, r) be the regular solutions of the Schrödinger equation for potentials V 1 and V 2 , respectively, constrained by the Cauchy conditions lim r→0 ψ i (E, r)r −ℓ−1 = 1, i = 1, 2 in the vicinity of zero. For an s-wave, this is equivalent to ψ ′ i (E, 0) = 1, i = 1, 2, the prime being the derivative with respect to r. Setting ∆V = V 1 − V 2 and noting that the Wronskian is zero for r = 0 we obtain
We adopt the convention r n 1 (E) = r n 2 (E) = r(E). For r = r(E) we have
The latter integral exists since ψ i , i = 1, 2 are continuous and both potential V 1 , V 2 satisfy (2.1) and are locally constant in the vicinity of zero. Differentiating twice Eq.(2.10) with respect to E, and taking into account that ψ i (E, r(E)) = 0, i = 1, 2 for every value of E, we have
We recall that, due to its monotonicity, E → r(E) admits an inverse r → E(r). We define the Kernel
(2.13) It cannot be zero (except for r = 0) since ψ and ψ ′ r do not vanish simultaneously except at r = 0 for ℓ > 0 [8] .
Introducing the definition (2.12), the equation (2.11) is equivalent to
14)
The potential V 1 (V 2 ) is locally constant at the vicinity of zero. This means that there existṼ 1 and ǫ 1 (Ṽ 2 and ǫ 2 ) such that
At the vicinity of zero, the n 1 -th line of zeros of the regular solution for V 1 is given by
where j ℓ,n 1 is the n 1 -th zero of the Bessel regular solution J ℓ+1/2 (r) [16] . This implies ǫ 2 ) we haveṼ 1 −Ṽ 2 = 0. Therefore ∆V (r) is zero for r ≤ ǫ. Differentiating (2.14) with respect to r, and taking into account that ∆V is zero for r ≤ ǫ, leads to the Volterra equation
where
Mixed Problem
Consider the set {E ≥ E 0 , ℓ = ℓ 0 } ∪ {E = E 0 , ℓ ≥ ℓ 0 }. The zeros of the regular solution form a line with two parts. In the first part, the zeros go from r = 0 to r(ℓ 0 , E 0 ) as the energy E varies from ∞ to E 0 (ℓ 0 being fixed); in the second part, they go from r(ℓ 0 , E 0 ) to ∞ as ℓ goes from ℓ 0 to ∞ ( E 0 being fixed). The monotonicity property required in the lemma and the theorem is preserved on both domains. As it has been done in the section 2 we can define a line of zeros. The nth line of zeros r n (ℓ, E) of the regular solution describes a line formed of two parts. It is defined as follows. In the first part the zeros r n (ℓ 0 , E) go from r = 0, (E = ∞) to r 0 = r(ℓ 0 , E 0 ), (E = E 0 ) as the energy E varies from ∞ to E 0 (ℓ 0 being fixed); in the second part, r n (ℓ, E 0 ) goes from r 0 = r(ℓ 0 , E 0 ), (ℓ = ℓ 0 ) to ∞(ℓ = ∞) as ℓ goes from ℓ 0 to ∞ (E 0 being fixed). This is verified for potentials satisfying the integrability conditions (2.1) (see [2] ). The reciprocal function of the line of zeros are defined as follows. For r ≤ r n (ℓ 0 , E 0 ) = r 0 it is given by E such that r = r n (ℓ 0 , E). For r ≥ r n (ℓ 0 , E 0 ) it is given by ℓ such that r = r n (ℓ, E 0 ). It is continuous at r = r 0 with a discontinuous derivative at r = r 0 .
The previous lemma is still valid for piecewise constant potentials. In the special case where a discontinuity appears at r 0 = r n (ℓ 0 , E 0 ), for the reciprocal function of the single nth line considered (a discontinuity given by v = V (r − 0 ) − V (r + 0 )) this latter value is not known a priori. However, since the whole procedure is additive, it can be added to the value V 0 of the potential at the origin. In other words, V 0 is obtained by adding all discontinuities except v.
For r close to the origin, the zeros are given by
where still j ℓ 0 ,n is the nth zero of the Bessel regular solution J ℓ 0 +1/2 (r).
The value of v can be recovered thanks to the relation
As far as the theorem is concerned, the demonstration is achieved in the following way. We still consider potentials satisfying the integrability conditions (2.1) and locally constant at the vicinity of zero.
Using the Wronskian, we have to show that, if
and
(Here we have put as previously r n 1 = r n 2 = r.) This can be proved in two steps. First, for r ≤ r 0 = r(ℓ 0 , E 0 ), Eq.(3.3) is zero for every E ≥ E 0 . Consequently, V 1 ≡ V 2 for r ≤ r 0 when V 1 , V 2 are locally constant at the vicinity of zero.
Secondly, taking into account the above argument, Eq (3.4) can be rewritten
Differentiating twice with respect to ℓ and inverting the monotonic function ℓ → r(ℓ, E 0 ), labeled r → ℓ(r, E 0 ), we have
The diagonal part K(r, r) is equal to
and does not vanishes for r ≥ r 0 > 0. Differentiating Eq.(3.6) with respect to r we obtain the Volterra equation
Consider the equation (3.8) for r ∈ [r 0 , R]. Since K(r, r) in Eq.(3.7) is continuous on [r 0 , R], its absolute value reaches its strictly positive minimum m. The Kernel K 1 (r, r ′ ) is then bounded and continuous and the equation (3.8) has a unique solution ∆V (r) = 0 on [r 0 , R]. Increasing R, we conclude that ∆V (r) = 0 for every r ≥ r 0 and then V 1 ≡ V 2 on the whole half axis.
We have shown that a single line of zeros, which, for the data considered, always goes from zero to infinity and moreover is monotonic, determines the potential uniquely. The remaining question is to examine whether the set of mixed data
determines a line of zeros, and thus the potential, in a unique way -which is suggested by the analogy with the ℓ-fixed problem. In the absence of bound states, all lines of zeros E → r n (ℓ, E), monotonic with respect to E, range from zero (E infinite) to infinity (E = 0) when E goes from infinity to zero. In this case, we know that the potential, when it satisfies (1.1) is recovered in an unique way, given the phase-shifts δ(ℓ, k) for all k ≥ 0. In contrast to the condition (2.1), the condition (1.1) excludes all pathologies i.e. potentials behaving asymptotically like 1/r 2 , encountered in particular in the presence of a zero energy bound state, or ghost components in the Jost function [10] . With the mixed data we are in the same situation, namely all the lines of zeros are monotonic and range from zero (E infinite, ℓ = ℓ 0 ) to infinity (E = E 0 , ℓ infinite). So we expect that (3.10) is associated with a unique potential decreasing faster than 1/r 2 at infinity. We cannot prove this in the general case, but we can investigate the problem in a JWKB approach.
We first consider results based on the Born approximation. In the seventies Reignier [19] used a Born approximation of the scattering amplitude to show that the knowledge of the phase-shift at a fixed energy say E 0 = k 2 0 for each integer ℓ is equivalent to the knowledge of the Fourier sine transform of the potential rV (r),
for q ≤ 2k 0 . The scattering amplitude is determined from the phase-shifts at fixed energy δ(ℓ, k 0 ) for ℓ = 0, 1, 2, 3, ..., E = E 0 = k 2 0 . Generally, the integral is assumed to be zero for q > 2k 0 [2, 20] leading to potentials 12) such that rV (r) is an entire function of r of order 1. Other extensions of g(q) are studied in [21] .
More recently Habashy and Wolf [22] have studied the reconstruction of a potential, having compact support and spherical symmetry, from its 3D-Fourier transform throughout the Ewald limiting sphere, |k 0 ( u − u ′ )| where u, u ′ are normalized to unity and take all possible directions. This is equivalent to the Fourier transform of the potential for values of k such that | k| ≤ 2k 0 . In this case, the inverse sine transform rṼ (r) coming from Eq.(3.12) is given in terms of the potential V (r) by
where R denotes the support of V . For negative values of r, the authors of [22] have put V (−r) = V (r). The latter equation can be solved numerically, thanks to the spectrum of the kernel involved in its right hand side, namely, to the
Coming back to Eq.(3.12), a possible way to extend our knowledge of g(q) beyond 2k 0 is to take the Born approximation for the missing phase shifts δ(ℓ = 0, k) for k ≥ k 0 . This is given by
The derivative with respect to k yields
This implies that q(q), known for q ≤ 2k 0 is now known for every positive q, including q ≥ 2k 0 , and that V (r) is uniquely given by
Consequently, the knowledge of {δ(ℓ, k 0 ), ℓ ∈ N } ∪ {δ(ℓ = 0, k), k ≥ k 0 } allows us to recover the potential in Born approximation if k 0 is sufficiently high. Now we examine in what extent the mixed data (3.10) allow us to recover the potential in a JWKB approximation. In a JWKB approximation, the phase-shift is given by:
(here E = k 2 in 1/L 2 units and λ = ℓ + 1/2). In the absence of a Coulomb component, we have
In (3.18), r(λ, k) is "the" turning point relative to the function K considered, assumed here to be unique for the sake of simplicity. For the part of the spectrum δ(λ, k 0 ), λ ≥ λ 0 we use the results of Sabatier [20] and Cuer [23] for a single turning point. We assume that (k = k 0 being fixed) for every λ, the equation
has a unique solution labeled r(λ, k 0 ). This happens when the function r → g(r) = r 2 (k 2 − V (r)) is monotonic. For V ≡ 0 the equation (3.20) has a unique solution, denoted by r comp (λ, k) = λ/k. In [20, 23] the turning point is given in terms of the phase-shifts, thanks to the Abel transform, by:
under the condition of a logarithm going to zero as 1/λ. For a single turning point we recover the result of Loeffel: the knowledge of δ(ℓ, k) for every λ = ℓ + 1/2 positive allows us to recover the potential. For r ≥ r 0 = r(λ 0 , k 0 ), the potential is given by
Note that the behavior of the potential for r(λ, k) or λ infinite is related to the behavior of the phase-shift δ(λ, k) for λ infinite. For r ≤ r 0 , we introduce the turning point r = r(λ 0 , k) as the solution of
We assume this equation to have a unique solution. This happens when r → h(r) = V (r) + λ 2 0 /r 2 is monotonic, for example for V ≥ 0 or for V attractive but "weak" enough when compared to the centrifugal barrier, in the sense that ||r 2 V ′ (r)|| ∞ < λ 2 0 . The aforementioned function h is positive and infinite at the origin and zero for r = ∞. Thus, we are sure to have at least one solution. The monotonicity of h implies the uniqueness of the solution of the equation h(r) = k 2 , labelled r(λ 0 , k). It implies also the monotonicity of k → r(λ 0 , k), which is monotonically decreasing with respect to k (in particular for
Integrating by parts and provided that the contributions at the boundaries are zero, which happens for finite range potentials, we obtain
This relation can be inverted by means of the Abel transform [17] according to the scheme used in [24] 
The potential
can be determined from (3.26) for r ≤ R = r(λ 0 , k 0 ), i.e. for k ≥ k 0 . However, Eq (3.26) requires the knowledge of the phase-shift δ(λ 0 , k) for every value of k, whereas they are known only for k ≥ k 0 .
Nevertheless, these phase-shifts for k ≤ k 0 can be determined from the potential beyond the distance R, R = r(λ 0 , k 0 ). Indeed, for k ≤ k 0 , (3.18) can be written as
(3.27) Here, λ(k) corresponds to the value of λ for which the first square root in the previous equation vanishes, i.e it is a solution of
with r(λ, k 0 ) given by (3.21) in terms of the phase-shifts δ(λ, k 0 ), λ ≥ λ 0 . From the above results, we conclude that r(λ, k 0 ) goes to infinity when λ tends to infinity.
Conclusion
In the present work, we have been concerned with a non-standard inverse problem, namely with the construction of the potential from a spectrum which involves both data coming from the E-fixed problem and the ℓ-fixed problem, but where extensions of Newton's method can no longer be applied. For the fixed ℓ problem, we have investigated to what extent the knowledge of the zeros of the regular solution allows the determination of the potential, and have also given a uniqueness theorem. Furthermore, we have shown that the zeros of the regular solution of the Schrödinger equation, which are monotonic functions of the energy, r n (E), determine a unique potential when the domain of energy is such that the r n (E) range from zero to infinity. The knowledge of a single line of zeros does not allow us to recover the underlying potential, except in the special case of piecewise constant functions.
As an application of the method, we have considered the mixed data {δ(ℓ 0 , k) k ≥ k 0 } ∪ {δ(ℓ, k 0 ) ℓ ≥ ℓ 0 )} for which the zeros of the regular solution are monotonic in both domain and range from zero to infinity. These mixed data offer the possibility of determining the potential in a unique way. Indeed we have shown that a single line of zeros underlies a unique potential, which can be extracted when the potential is a piecewise constant function. Using the JWKB approximation, we have shown that the mixed data yield a unique ℓ-and E-independent potential, in the case of a single turning point. We have emphasized that the JWKB approximation has the particularity that it allows the determination of the phase-shifts δ(λ 0 , k), k ≤ k 0 from the knowledge of the phase-shifts δ(λ, k 0 ), λ ≥ λ 0 .
We have shown that, in Born approximation the following mixed data {δ(ℓ = 0, k), k ∈ [k 0 , +∞[} ∪ {δ(ℓ, k 0 ), ℓ ∈ N } (4.1)
lead to an unique potential, still assumed to be ℓ-and E-independent, which is the inverse Fourier sine transform of a function deduced from the data. To conclude, our method, which does not use any extension of the Newton's method, applies to mixed set of data or/and to the "generalized eigenvalue problem" namely the scattering problem where the function including the scattering parameter is no longer separable in the scattering parameter and the space coordinates as it happens for the fixed-E (function (ℓ, r) → ℓ(ℓ + 1)/r 2 ) and fixed-ℓ (function (E, r) → E) problems. Given a set of phase-shifts corresponding to a domain where the scattering parameter(s) varies we conjecture that if all lines of zeros of the regular solution are monotonic, continuous and range from zero to infinity when the scattering parameter(s) describes the domain considered, both limits 0 and ∞ being reached at the boundary of the domain, then there exists a unique potential satisfying (1.1) and corresponding to the set of phase-shifts.
