Given a prime power q and positive integers m, t, e with e > mt/2, we determine the number of all monic irreducible polynomials f (x) of degree m with coefficients in F q such that f (x t ) contains an irreducible factor of degree e. Polynomials with these properties are important for justifying randomised algorithms for computing with matrix groups.
Introduction
Throughout this paper let q be a prime power, let F q denote the finite field of size q, and let F q [x] be the ring of all polynomials with coefficients in F q . The set of all positive integers is denoted by N.
Generalising the notion of irreducible polynomials in F q [x], we refer to f ∈ F q [x] as t-hyper-irreducible (t ∈ N) if f (x t ) is irreducible over F q . Thus, "1-hyper-irreducible" simply means "irreducible". If f ∈ F q [x] is reducible, then f (x t ) is reducible for all t ∈ N. This shows that t-hyper-irreducible polynomials are irreducible.
Statement of main results
While irreducible polynomials of degree m over F q exist for every positive integer m (see [14, Corollary 2.11] ), this is not true for t-hyper-irreducible polynomials. Our first theorem sheds light on when F q [x] contains t-hyperirreducible polynomials of a given degree. In fact it reveals even more, specifying all triples (m, t, e) ∈ N 3 with e > mt/2 for which F q [x] contains an irreducible polynomial f such that deg(f ) = m and f (x t ) has an irreducible factor of degree e. Such polynomials are referred to as almost t-hyper-irreducible. Note that any t-hyper-irreducible polynomial is almost t-hyper-irreducible. As outlined in Subsection 1.2, polynomials with these properties are relevant for designing efficient algorithms for exploring properties of matrix groups.
We characterise the existence of almost t-hyper-irreducible polynomials using the expression ord(q; r), which means the smallest positive integer n such that q n − 1 is divisible by r.
Theorem 1.1. Let m, t, e ∈ N satisfy e > mt/2. Then F q [x] contains an irreducible polynomial f such that deg(f ) = m and f (x t ) has an irreducible (over F q ) factor of degree e if and only if gcd(t, q) = 1 and ord(q; (q m − 1)t) = e.
Hence, t-hyper-irreducible polynomials of degree m exist in F q [x] if and only if t and q are coprime and ord(q; (q m − 1)t) = mt. As shown in Corollary 3.2(b), this is equivalent to q m − 1 being divisible by gcd(t, 4) ℓ i=1 t i , where t 1 , . . . , t ℓ are the distinct odd prime divisors of t. 
where µ : N → {−1, 0, 1} is the Moebius function defined by
k , if n is the product of k distinct primes, 0, if n is divisible by the square of a prime.
Our next theorem generalises Gauß' result presenting a formula for the number of all monic t-hyper-irreducible polynomials f (x) = x over F q of some given degree, assuming that any exist. We also specify a good upper and lower bound for that value.
Let ϕ : N → N denote Euler's totient function. Recall that integers m, t ∈ N satisfying N * q (m, t) = 0 are characterised in Theorem 1.1 and Corollary 3.2(b). Finally, we demonstrate how to deduce the number of almost t-hyperirreducible polynomials which are not t-hyper-irreducible from the special case of t-hyper-irreducible polynomials covered in Theorem 1.3. For a natural number t and a prime s, let (t) s be the s-part of t, that is the largest power of s dividing t. We write (t) s ′ = t/(t) s and call (t) s ′ the s ′ -part of t. Note that, if s does not divide t, then (t) s = 1 and (t) s ′ = t. Theorem 1.4. Let m, t, e ∈ N satisfy mt/2 < e < mt and (1). Then m | e, the integer s = t/ gcd(e/m, t) is an odd prime, and the number of all monic, irreducible polynomials f (x) = x in F q [x] such that deg(f ) = m and f (x t ) contains an irreducible (over F q ) factor of degree e is given by N * q m, (t) s ′ . Theorems 1.1, 1.3, 1.4 are proved in Section 3. The existence and the number of some explicit almost t-hyper-irreducible polynomials are discussed in Examples 3.3 and 3.4.
Motivation
Consider the finite general linear group GL(V), the group of all non-singular linear mappings on a finite vector space V. An element of GL(V) is called fat if it leaves invariant and acts irreducibly on a subspace of dimension e > d/2. Such elements were first defined by Niemeyer, Praeger and the author in [16] . Fat elements generalise the concept of ppd-elements, which are defined by the property of having orders divisible by certain primes called primitive prime d ivisors. In 1997, Guralnick, Penttila, Praeger, and Saxl [11] classified all subgroups of GL(V) containing ppd-elements. Their work plays an important role in computational group theory for proving results related to the generation of finite simple groups [5, 12] and designing randomised algorithms for working with groups of matrices over finite fields [17] . There is also a wide variety of applications in other fields including number theory [1] , permutation group theory [4, 6, 15] , and geometry [3, 13] .
The principal motivation for the work reported in this paper is our wish to carry out an analogous classification of all subgroups of GL(V) containing fat elements and, moreover, to determine the proportion of fat elements in the relevant groups. Having achieved this goal we then aim to design new randomised algorithms based on fat elements. The purpose is twofold: Firstly, testing for fatness is computationally cheaper than testing whether an element is a ppd-element, and so it is possible that dropping the ppd-property could improve various existing algorithms. Secondly, the results presented in the author's PhD thesis [18] suggest that fat elements may help to recognise certain matrix groups for which there are no recognition algorithms yet.
As in the case of the ppd-classification we pattern our analysis by Aschbacher's classification [2] of the maximal subgroups of GL(V) into nine partly overlapping classes C 1 , . . . , C 8 and S . In her PhD thesis [18] the author proves that the existence and number of fat elements in a group G belonging to Aschbacher's classes C 2 or C 3 are linked to the existence, and respectively the number, of almost t-hyper-irreducible polynomials. The occurrence of fat elements in groups belonging to Aschbacher's classes C 2 , C 3 , as well as further results from [18] , will be covered in separate publications. Here, we only add that the C 2 -case and the C 3 -case rely (among other things) on Proposition 1.5 below. It shows that the composition f (x t ) of a monic polynomial f ∈ F q [x] and x t arises as the characteristic polynomial of certain (t × t)-block monomial matrices with block length deg(f ). Proposition 1.5. Let m, t ∈ N and let g 1 , . . . , g t be invertible (m × m)-matrices over F q . Let f ∈ F q [x] be the characteristic polynomial of the product
is the characteristic polynomial of the matrix
where 0 denotes the (m × m)-zero matrix over F q .
Proof. Let 1 be the (m × m)-identity matrix over F q , let h be the product g 1 · · · g t , and let B be the (t × t)-block diagonal matrix with diagonal blocks 1, g 1 , g 1 g 2 , . . . , g 1 · · · g t−1 . Then
Hence, the characteristic polynomial of M is given by the determinant of
and it remains to verify that det(A) = f (x t ). We proceed as follows. First, using elementary transformations of rows and columns, we transform A (in t steps) into a matrix A t whose determinant is equal to det(A). Then we verify that det(A t ) = f (x t ). Set A 0 = A. For i ∈ {1, . . . , t − 1} we transform A i−1 into the matrix A i by multiplying the i-th row of blocks of A i−1 by x and adding it to the (i + 1)-th row of blocks of A i−1 . Then
Let A t be the matrix obtained from A t−1 , for each i ∈ {1, . . . , t − 1}, by multiplying the (i + 1)-th column of blocks of A t−1 by x i and adding it to the first column of blocks of A t−1 . Then
After repeatedly applying Laplace expansion along the respective first row (for m(t − 1) times), we obtain det(
, as asserted.
Preliminaries
The proofs of Theorems 1.1, 1.3, 1.4 rely mainly on elementary number theory and some facts about roots of polynomials over finite fields. We discuss all preliminary results in this section. For a prime s, recall the notions (t) s , (t) s ′ for the s-part, and respectively the s ′ -part, of a positive integer t.
The order of an integer modulo r
Given r ∈ N, consider the ring Z/rZ of integers modulo r and its group of units (Z/rZ) * . Elements of (Z/rZ) * are of the form a + rZ, where a is a positive integer coprime to r. In particular, a = r unless r = 1, in which case Z/1Z is the zero ring and (Z/1Z) * is the trivial group. We write ord(a; r) = m to denote that the element a + rZ ∈ (Z/rZ) * has order m. 
Several other basic properties of ord(a; r) are listed in our first lemma below.
Lemma 2.1. Let a, r ∈ N be coprime.
(c) Let s ∈ N be coprime to ar. Then ord(a; rs) = lcm{ord(a; r), ord(a; s)}.
(d) Suppose that r is prime and let k ≥ 2 be an integer. Then ord a; r k = ord a; r k−1 r j , for some j ∈ {0, 1}.
(e) If r is a prime and k ∈ N, then ord a; r
(f ) Let t ∈ N be coprime to a. Then ord(a; rt) ≤ ord(a; r)t.
Proof. (a) Let m = ord(a; r) and let ℓ, s be non-negative integers such that s < m and k = ℓm + s. Since a m ≡ 1 (mod r) we have a ℓm ≡ 1 (mod r). (c) Since (Z/rsZ)
has order equal to the least common multiple of the orders of a + rZ ∈ (Z/rZ) * and a + sZ ∈ (Z/sZ) * . (e) The assertion follows directly from (4) and the formula to calculate λ(r) given in [7, p. 232 ] (see [19, p. 29 ] for a more recent reference).
(f ) Let t ′ be the largest divisor of t which is coprime to r. We then have gcd(rt/t ′ , t ′ ) = 1. Thus, by part (c) of the current lemma, ord(a; rt) equals the least common multiple of, and thus divides the product of, ord(a; rt/t ′ ) and ord(a; t ′ ). Using ord(a;
We prove the assertion by showing that ord(a; rt/t ′ ) ≤ ord(a; r)t/t ′ . To this end, let s 1 , . . . , s ℓ be the distinct prime divisors of r. Recall (from the definition of t ′ ) that each prime factor of t/t ′ divides r. Hence, s 1 , . . . , s ℓ are also (all of) the distinct prime divisors of rt/t ′ . According to part (c) of this lemma we have ord a; rt t ′ = lcm ord a;
For i ∈ {1, . . . , ℓ}, repeatedly applying part (d) of the current lemma shows that ord(a; (rt/t
Using part (c) of the current lemma it follows that ord(a; rt/t ′ ) divides, and thus is less than or equal to, ord(a; r)t/t ′ .
If a, r, t ∈ N are such that gcd(a, rt) = 1 then by Lemma 2.1(f ) we have ord(a; rt) ≤ ord(a; r)t. We are particularly interested in the situation where ord(a; rt) is large in the sense that ord(a; rt) > ord(a; r)t/2. The case a = 1 is trivial. (If a = 1 then ord(1; rt) > ord(1; r)t/2 precisely when t = 1.) So, in what follows, we assume that a ≥ 2.
Lemma 2.2. Let a, r, t ∈ N be such that a ≥ 2 and gcd(a, rt) = 1. Let m = ord(a; r) and assume that ord(a; rt) > mt/2. Then the following hold.
(a) We have gcd(t, (a m − 1)/r) = 1 and gcd(4, t) | r.
(b) If t has a prime divisor s which does not divide r then s is uniquely determined and s = 2.
Proof. (a) Seeking a contradiction, suppose that there is a prime divisor s of t which divides (a m −1)/r. Then rs | a m −1. Hence, by Lemma 2.1(a) we get ord(a; rs) | m. Since ord(a; r) = m, Lemma 2.1(b) reveals that m | ord(a; rs). Thus, ord(a; rs) = m. Then Lemma 2.1(f ) yields the contradiction ord(a; rt) ≤ ord(a; rs)t/s ≤ mt/2.
Next, again seeking a contradiction, suppose that gcd(4, t) ∤ r. According to Lemma 2.1(f ) we have ord(a; rt) ≤ ord(a; r(t) 2 ) (t) 2 ′ which by Lemma 2.1(c) is equivalent to ord(a; rt) ≤ lcm ord a; r gcd(2, r)
Since gcd(4, t) does not divide r, we get 2 | gcd(2, r)(t) 2 if gcd(2, r) = 1, and 8 | gcd(2, r)(t) 2 if gcd(2, r) = 2. By Lemma 2.1(e), it follows that
Now, by Lemma 2.1(b), α divides m. Combining this fact with (5) and (6) yields the contradiction ord(a; rt) ≤ lcm{m, (t) 2 /2} (t) 2 ′ ≤ mt/2.
(b) Suppose that t has two prime divisors s and ℓ which do not divide r. By part (a) of the current lemma we have 2 ∤ sℓ. Seeking a contradiction, assume that s = ℓ. Then by Lemma 2.1(c)(f ) we get ord(a; rt) ≤ lcm ord(a; r), ord(a; (t) s ), ord(a; (t) ℓ ) t (t) s (t) ℓ .
Now, by Lemma 2.1(e), ord(a; (t) s ) divides (s − 1)(t) s /s, and ord(a; (t) ℓ ) is a divisor of (ℓ−1)(t) ℓ /ℓ. Moreover, ord(a; r) = m by definition. Hence,
yields
and thus
Recall that s and ℓ are odd. Then lcm{s − 1, ℓ − 1} < sℓ/2, whence ord(a; rt) < mt/2 by (8). As this is not true, we conclude that s = ℓ.
We next classify all triples (a, r, t) ∈ N 3 satisfying a ≥ 2, gcd(a, rt) = 1 and ord(a; rt) = ord(a; r)t. The implication "(b) ⇒ (a)" is essentially proved in [14, Theorem 3.34]. Proposition 2.3. Let a, r, t ∈ N be such that a ≥ 2 and gcd(a, r) = 1. Let m = ord(a; r). The following are equivalent.
(a) We have gcd(a, rt) = 1 and ord(a; rt) = mt.
(b) Every prime divisor of t divides r but not (a m − 1)/r, and gcd(4, t) | r.
Proof. If t = 1 then there is nothing to show. (In this case condition (a) simplifies to gcd(a, r) = 1, ord(a; r) = m, and both equations hold by assumption, while condition (b) is trivially true.) If r = 1 then m = 1 and condition (a) simplifies to gcd(a, t) = 1, ord(a; t) = t, which is true if and only if t = 1, as asserted. We may thus assume that r, t ≥ 2. First, suppose that condition (b) holds. Because each prime divisor of t divides r, recalling that gcd(a, r) = 1, we see that gcd(a, rt) = 1. Further, by [14, Theorem 3 .34] we have ord(a; rt) = mt. (In order to see that we may indeed apply [14, Theorem 3 .34], observe that 4 | t implies 4 | r | a m − 1. Hence, t ≡ 0 (mod 4) implies that a m ≡ 1 (mod 4).)
Conversely, suppose that condition (a) holds. From Lemma 2.2(a) we know that gcd t, a m − 1 r = 1 and gcd(4, t) | r.
It remains to show that every prime divisor of t divides r. Seeking a contradiction, assume that some prime s divides t and s ∤ r. By Lemma 2.1(c) we have ord(a; rt) = lcm ord(a; r(t) s ′ ), ord(a; (t) s ) , whence
Note that by Lemma 2.1(f ) we have
Since (t) s > 1, according to Lemma 2.1(e) we get ord(a; (t) s ) | (s − 1)(t) s /s and thus ord(a; (t) s ) < (t) s . Combining the latter with (9) and (10) yields the contradiction ord(a; rt) < ord(a; r)t.
Recall from Lemma 2.1(b) that, given a, r, t ∈ N such that a and rt are coprime, we have ord(a; r) | ord(a; rt), that is ord(a; rt)/ord(a; r) ∈ N.
Lemma 2.4. Let a, r, t ∈ N be such that a ≥ 2 and gcd(a, rt) = 1. Let m = ord(a; r) and suppose that mt/2 < ord(a; rt) < mt. Let
Then s is an odd prime divisor of t, s ∤ a m − 1, and ord(a; r(t)
Proof. Let e = ord(a; rt). Since e > mt/2, from Lemma 2.2(a) we know that gcd t, a m − 1 r = 1 and gcd(4, t) | r.
If all prime divisors of t divide r, then Proposition 2.3 yields the contradiction e = mt. Hence there exists a prime divisor ℓ of t not dividing r. By Lemma 2.2(b), ℓ is the unique prime divisor of t which does not divide r.
Recalling that gcd t, (a m − 1)/r = 1, it follows that
and that every prime divisor of (t) ℓ ′ divides r but not
Further, by Lemma 2.2(b),
Now, since gcd(4, t) divides r (and thus gcd(4, (t) ℓ ′ ) | r), recalling that (12) holds, Proposition 2.3 yields
By Lemma 2.1(e) we have
Combining (14), (15) with Lemma 2.1(c) (according to which e is equal to the least common multiple, and thus divides the product, of ord(a; r(t) ℓ ′ ) and ord(a; (t) ℓ )), reveals that e | mt(ℓ − 1)/ℓ. Since (by assumption) the integer e is strictly bigger than mt/2, it follows that e = mt(ℓ − 1)/ℓ. Then
and the assertion holds by (11), (13) , and (14).
Roots of (irreducible) polynomials over finite fields
The set of all non-zero elements in F q forms a cyclic group under multiplication, and we denote this group by F * q . The order of a non-zero element α ∈ F q , written as |α|, refers to the order of α in the cyclic group F * q . By saying root of f ∈ F q [x] we mean an element ω in some possibly non-proper extension field of F q satisfying f (ω) = 0. The splitting field of f ∈ F q [x] is the smallest (with respect to inclusion) extension field of F q which contains all roots of f . We shall be using the following well-known properties of roots of irreducible polynomials. (See for example [14] for a reference.) Lemma 2.5. Let m ∈ N, and let f ∈ F q [x] be irreducible of degree m. (e) If e ∈ F q [x] is irreducible and some root of e is a root of f , then e = αf for some α ∈ F * q .
Given m ∈ N, the subfields of F q m which contain F q are precisely the fields F q n with n | m. Since F * Lemma 2.8. Let a, m ∈ N be such that a, m ≥ 2 and (m, a) / ∈ {(2, 2), (4, 2), (6, 2)}. Then n|m,n<m (a n − 1) < (a m − 1)/(m + 1).
Proof. For a rational number r, let ⌈r⌉ denote the smallest integer which is at least r, and let ⌊r⌋ be the largest integer not greater than r. First, suppose that 2 ≤ m ≤ 8. Then the inequality n|m,n<m (a
Recalling that a ≥ 3 if m ∈ {2, 4, 6}, one can easily verify that the assertion is true. So suppose that m ≥ 9. Then a ⌈m/2⌉−1 > m + 1, and hence
Then (using a − 1 ≥ 1) we have (a ⌊m/2⌋+1 − 1)/(a − 1) < (a m − 1)/(m + 1), which is the same as saying that
Now, a proper divisor of m is at most equal to ⌊m/2⌋. It follows that, n|m,n<m (a
a i , which combined with (16) yields n|m,n<m (a n − 1) < (a m − 1)(m + 1), as needed.
Lemma 2.9. Let m ∈ N. Then the following hold.
(a) The number of elements in F * q m which do not lie in any proper subfield of F q m containing F q is given by mN * q (m).
be the product of all monic, irreducible polynomials f = x of degree m over F q , and let R be the set of all roots of f . By Lemma 2.5(a)(e) each irreducible factor of f has m distinct roots, and no two distinct irreducible factors of f have a root in common. Hence,
By Lemma 2.5(d), R is a subset of F * q m . If an irreducible factor f of f has a root in a proper subfield F q n of F q m then Lemma 2.5(b) implies that all roots of f lie in F q n , which contradicts F q m being the splitting field of f over F q (see Lemma 2.5(c)). Hence, R ⊆ {α ∈ F * q m | α / ∈ F q n for all proper divisors n of m}.
Consider an element ω ∈ F * q m which does not lie in any proper subfield of F q m containing F q . By Lemma 2.6 we have ord(q; |ω|) = m. Let f ∈ F q [x] be the minimal polynomial of ω over F q . Since f is irreducible and f (ω) = 0, Lemma 2.7 yields deg(f ) = m. It follows that ω ∈ R, whence R ⊇ {α ∈ F * q m | α / ∈ F q n for all proper divisors n of m}, which proves the assertion. Lemma 2.10. Let f ∈ F q [x] contain a non-zero root ω and let t ∈ N be coprime to q. Then f (x t ) has a root of order |ω|t.
Proof. Since x − ω divides f , the polynomial x t − ω is a factor of f (x t ). We prove the assertion by showing that x t − ω has a root of order |ω|t.
(i) We begin with the special case where t is prime. Let α be a root of x t − ω. (Hence, α t = ω.) If |α| is divisible by t, then |ω|t = |α t | gcd(|α|, t) = |α|, as needed. So, suppose that t does not divide |α|. By [14, Theorem 2.42(i)] there exists a t-th root of unity over F q of order t, say β. Then (αβ) t = ω, that is αβ is a root of x t − ω. Moreover, since gcd(|α|, t) = 1 and t = |β|, the order of αβ is divisible by t. By what we have already proved, |ω|t = |αβ|, as asserted.
(ii) Let t 1 , . . . , t ℓ be (not necessarily distinct) primes such that t = ℓ i=1 t i . By part (i) of the current proof, the polynomial x t 1 −ω contains a root of order |ω|t 1 , say ω 1 . Applying (i) to the polynomial x t 2 − ω 1 we see that
It follows that x t 1 t 2 − ω has a root of order |ω|t 1 t 2 . Repeatedly applying this procedure, we conclude that
Some more preliminaries
We conclude this section with a few more straightforward yet helpful lemmas. We start with a well-known result which we prove using Lemma 2.1(a).
Proof. Let ℓ = gcd(a b − 1, a c − 1) and k = gcd(b, c). For i ∈ {b, c} we have
Conversely, since for i ∈ {b, c} the integer ℓ divides | a i − 1, Lemma 2.1(a) yields ord(a; ℓ) | i. Thus, ord(a; ℓ) | k, and then, applying Lemma 2.1(a) one more time, we conclude that ℓ | a k − 1.
Recall that ϕ : N → N denotes Euler's totient function.
Lemma 2.12. Let a, b ∈ N. The set {1, . . . , ab} contains aϕ(b) elements which are coprime to b.
Proof. Observe that the assertion holds for b = 1. We thus assume that b ≥ 2. An element ℓ ∈ {1, . . . , ab} is coprime to b if and only if ℓ = sb + r where s, r are integers satisfying 0 ≤ s < a, 1 ≤ r < b, and gcd(r, b) = 1. Hence, there are precisely aϕ(b) choices for ℓ.
Lemma 2.13. Let G be a cyclic group and let t be a divisor of |G|. Then G contains |G|ϕ(t)/t elements g such that |G|/|g| and t are coprime.
Proof. Let h be a generator of G, whence the elements of G are given by h ℓ , ℓ ∈ {1, . . . , |G|}. Since |G|/|h ℓ | = gcd(|G|, ℓ), we see that |G|/|h ℓ | is coprime to t if and only if gcd(|G|, ℓ) is coprime to t, which (recalling that t is a divisor of |G|) is the case if and only if gcd(ℓ, t) = 1.
Thus, the number of elements g in G satisfying gcd |G|/|g|, t = 1 equals the number of integers in ℓ ∈ {1, . . . , |G|} such that gcd(ℓ, t) = 1. Then the assertion holds by Lemma 2.12 (applied to a = |G|/t and b = t).
A positive integer n is said to be square-free if for all prime divisors s of n, s 2 does not divide n. Observe that 1 is square-free.
Lemma 2.14. Let m, t ∈ N. Let
Then the following hold.
(a) If j ∈ J and j 0 | j, then j 0 ∈ J.
(b) Let r be the product of all distinct primes in J if any exist, and let r = 1 else. Then {n ∈ N | n divides r} = {j ∈ J | j square-free}.
Proof. (a) Let j ∈ J and let j 0 be a divisor of j. Seeking a contradiction, assume that j 0 / ∈ J. Then
Since m/j divides m/j 0 , by Lemma 2.11 we have q
. This is not true since j ∈ J.
(b) The assertion trivially holds for J = {1}. So suppose that J = {1}. Then, by part (a) of the current lemma, J contains primes. Let r 1 , . . . , r ℓ be (all) the distinct primes in J, whence r = ℓ i=1 r i . Since 1 ∈ J, in order to prove the assertion it suffices to show that {n ∈ N | n ≥ 2, n divides r} = {j ∈ J | j ≥ 2, j square-free}.
Consider a divisor n ≥ 2 of r. We may assume that n = k i=1 r i for some k ≤ ℓ. Since r 1 , . . . , r k are pairwise distinct prime divisors of m, their product n is a square-free divisor of m. Let (q m − 1) t be the product of the s-parts of q m − 1 for all prime divisors s of t. Observe that, for all i ∈ {1, . . . , k}, the condition gcd (q m −1)(q m/r i −1)
Conversely, consider a square-free element j ≥ 2 of J. By part (a) of the current lemma, each prime divisor of j lies in J. Hence, j | r.
Almost t-hyper-irreducible polynomials
Let t ∈ N. Recall that a polynomial f ∈ F q [x] is said to t-hyper-irreducible if f (x t ) is irreducible. We refer to f as almost t-hyper-irreducible if f is irreducible and f (x t ) contains an irreducible factor of degree strictly bigger than deg(f )t/2 = deg(f (x t ))/2. As we point out in the introduction, any thyper-irreducible polynomial is irreducible, which is why t-hyper-irreducible polynomials are almost t-hyper-irreducible.
This section is devoted to the occurrence of almost t-hyper-irreducible polynomials in F q [x]. The proofs of Theorems 1.1, 1.3, 1.4 are given in Subsections 3.1, 3.2, and 3.3 respectively.
Existence of almost t-hyper-irreducible polynomials
Proposition 3.1. Let m, t, e be positive integers satisfying e > mt/2. Let f = x be an irreducible polynomial of degree m in F q [x] and let ω be a root of f . Then f (x t ) contains an irreducible (over F q ) factor of degree e if and only if gcd(q, t) = 1 and ord(q; |ω|t) = e.
Proof. First, assume that f (x t ) has an irreducible factor f 0 ∈ F q [x] with deg(f 0 ) = e. If gcd(q, t) = 1 then the characteristic p of F q divides t. In this case, writing
which yields the contradiction e ≤ mt/p ≤ mt/2. It follows that t and q are coprime. Let ξ be a root of f 0 . Note that ξ = 0. By Lemma 2.7 we have ord(q; |ξ|) = e.
Recalling that f 0 | f (x t ) we see that ξ t is a root of f . Since f is irreducible, by Lemma 2.5(d) we have |ξ t | = |ω|. Then |ξ| = |ω| gcd(t, |ξ|).
By Lemma 2.1(f ) we have ord(q; |ω| gcd(t, |ξ|)) ≤ ord(q; |ω|) gcd(t, |ξ|).
Now, by (17) and (18) the left hand-side of (19) is equal to e > mt/2. Further, by Lemma 2.7 the right hand-side of (19) equals m gcd(t, |ξ|). This reveals that gcd(t, |ξ|) = t. Then by (17) and (18) we get ord(q; |ω|t) = e. Conversely, assume that gcd(q, t) = 1 and ord(q; |ω|t) = e. According to Lemma 2.10 the polynomial f (x t ) contains a root ξ of order |ω|t. Let f 0 be an irreducible (over F q ) factor of f (x t ) which contains ξ as a root. Then by Lemma 2.7 we have deg(f 0 ) = ord(q; |ξ|) = ord(q; |ω|t) = e.
We are now in the position to prove Theorem 1.1.
has an irreducible factor of degree e. If t = 1 then gcd(t, q) = 1 and e = m = ord(q; (q m − 1)t). So suppose that t ≥ 2. (If 0 is a root of f , then recalling that f is irreducible we have f = x. But, since t ≥ 2, the irreducible factors of x t have degree 1 ≤ deg(f )t/2). Thus, f (0) = 0. Now, let ω be a root of f . Then Proposition 3.1 reveals that gcd(q, t) = 1, e = ord(q; |ω|t).
Since ω ∈ F * q m by Lemma 2.5(c), |ω|t divides (q m − 1)t, which is why by Lemma 2.1(b) we have ord(q; |ω|t) | ord(q; (q m − 1)t), that is (recalling that e = ord(q; |ω|t)), e | ord(q; (q m − 1)t).
Using Lemma 2.1(f ) (by which ord(q; (q m − 1)t) ≤ ord(q; q m − 1)t = mt) and the assumption e > mt/2, it follows that ord(q; (q m − 1)t) = e. Conversely, suppose that q, t are coprime and ord(q; (q m − 1)t) = e. Let ω be a primitive element of F * q m (whence |ω| = q m −1) and let f be the minimal polynomial of ω over F q (whence f ∈ F q [x] is irreducible with deg(f ) = m). By Proposition 3.1 the polynomial f (x t ) contains an irreducible (over F q ) factor of degree e.
The following corollary is obtained by combining Propositions 2.3 with Proposition 3.1, and Theorem 1.1 respectively. The characterisation of thyper-irreducible polynomials presented in part (a) of Corollary 3.2 generalises Lemma 2.7 (and we can retrieve the statement of Lemma 2.7 by setting t = 1). It also generalises [14, Theorem 3.75 ] which covers the case m = 1. (i) The polynomial f is t-hyper-irreducible.
(ii) The integers t, q are coprime and ord(q; |ω|t) = mt.
(iii) We have ord(q; |ω|) = m, the integer gcd(4, t) divides |ω|, and each prime divisor of t divides |ω| but not (q m − 1)/|ω|.
(b) Let m, t ∈ N. The following are equivalent.
(i) There exists a t-hyper-irreducible polynomial of degree m in
(ii) The integers t, q are coprime and ord(q; (q m − 1)t) = mt.
(iii) Writing t 1 , . . . , t ℓ for (all) the distinct odd prime divisors of t, we have gcd(t, 4)
Proof. (a) If condition (i) holds, that is if f is t-hyper-irreducible, then f is irreducible, and by Proposition 3.1 condition (ii) follows. By Proposition 2.3 condition (iii) implies (ii).
It remains to show that (ii) entails both (i) and (iii). So suppose that gcd(q, t) = 1 and ord(q; |ω|t) = mt. Since (as we may deduce from Lemma 2.7) ord(q; |ω|) ≤ deg(f ) = m, using Lemmas 2.1(f ), 2.7 we see that ord(q; |ω|) = m. Then by Proposition 2.3 (applied to a = q and r = |ω|) condition (iii) holds. Moreover, by Lemma 2.7 the polynomial f is irreducible, which combined with Proposition 3.1 shows that (i) is satisfied.
(b) By Theorem 1.1 conditions (i) and (ii) are equivalent. The equivalence of conditions (ii) and (iii) holds by Proposition 2.3 (applied to a = q and r = q m − 1).
We conclude this subsection verifying the existence of (almost) t-hyperirreducible polynomials for some specific values for q, m, and t. Proof of Theorem 1.3(a). The proof follows the approach taken in [8] to derive a formula for the number of all monic, irreducible polynomials of a given degree over F q .
Suppose that N *
be the product of all monic, t-hyper-irreducible polynomials f = x of degree m over F q , and let R be the set of all roots of f . (Recall that t-hyper-irreducible polynomials are irreducible.) By Lemma 2.5(a)(e) each irreducible factor of f has m distinct roots, and no two distinct irreducible factors of f share a root. Hence,
Let t 0 be the product of gcd(4, t) and all distinct odd prime divisors of t. Since t and t 0 have the same prime divisors (possibly with different multiplicities), using the product formula for Euler's totient function we obtain
By Lemma 2.
Since N * q (m, t) = 0, by Corollary 3.2(b) the integer t 0 divides q m − 1. This shows that any element ω ∈ F * q m satisfying gcd (q m − 1)|ω| −1 , t 0 = 1 has order divisible by t 0 . Hence,
By Lemma 2.6, for ω ∈ F * q m the condition ord(q; |ω|) = m is equivalent to saying that ω does not lie in any maximal subfield of F q m containing F q . Such maximal subfields have order q m/j where j is a prime dividing m. Thus,
where
If j is a prime divisor of m which is not an element of J (as defined in the assumption), then gcd (q m − 1)|ω| −1 , t 0 = 1 for all ω ∈ F * q m/j , in which case the set ω ∈ F * q m/j | gcd (q m − 1)|ω| −1 , t 0 = 1 is empty. This shows that
Using the inclusion-exclusion principle, it follows that
As we may deduce from Lemma 2.14(b), a product of distinct primes from J is a square-free element of J; and moreover, each non-trivial, square-free element of J is a product of distinct primes from J. Thus,
Now, consider an element j ∈ J. Then (by definition) we have
Recalling that t 0 | q m − 1, (23) implies that t 0 | q m/j − 1. Condition (23) also implies that an element ω ∈ F * q m/j satisfies gcd (q m − 1)|ω| −1 , t 0 = 1 if and only if gcd (q m/j − 1)|ω| −1 , t 0 = 1. Hence,
and thus by (22),
Then Lemma 2.13 (applied to G = F * q m/j and t = t 0 ) yields contains monic t-hyper-irreducible polynomials of degree m (for some m, t ∈ N), then the number of all such polynomials is roughly equal to ϕ(t)/t times the number of all monic irreducible polynomials of degree m over F q .
Counting monic almost t-hyper-irreducible polynomials
For m, t ∈ N, recall the Definition 1.2 of N * q (m, t). A formula for N * q (m, t) is given in Theorem 1.3(a) . Further, for a positive integer t and a prime s, recall the meaning of (t) s and (t) s ′ .
Proof of Theorem 1.4. Let T be the number of all monic, irreducible polynomials f = x in F q [x] such that deg(f ) = m and f (x t ) contains an irreducible factor of degree e. According to the assumption, we have gcd(t, q) = 1 and ord(q; (q m − 1)t) = e.
Since t = 1 yields the contradiction e = ord(q; q m − 1) = m = mt, it follows that t ≥ 2. Moreover, by Theorem 1.1 we get T = 0.
By Lemma 2.1(b), ord(q; q m − 1) divides ord(q; (q m − 1)t), that is m | e. Further, by Lemma 2.4 (applied to a = q, r = q m − 1), s is an odd prime, s ∤ q m − 1.
Let T be the set of all monic, irreducible polynomials f ∈ F q [x] such that deg(f ) = m and f (x t ) contains an irreducible factor of degree e. Observe that x / ∈ T. (This is because, for t ≥ 2, the irreducible factors of x t have degree 1 ≤ mt/2.) By definition, T = |T|.
We prove the assertion by showing that T is the set of all monic, (t) s ′ -hyperirreducible polynomials f = x of degree m over F q .
To this end, consider a polynomial f ∈ T and let ω be a root of f . By Lemma 2.5(d), ω lies in F * q m , whence |ω| divides q m − 1. In particular, gcd(q, |ω|) = 1. Thus (recalling that t and q are coprime) we get gcd(q, |ω|t) = 1. Further by Lemma 2.7 and Proposition 3.1 we see that ord(q; |ω|) = m and ord(q; |ω|t) = e. Then according to Lemma 2.4 (applied to a = q and r = |ω|) we obtain ord(q; |ω|(t) s ′ ) = m(t) s ′ . By Corollary 3.2(a) this means that f is (t) s ′ -hyper-irreducible.
Conversely, let f = x be a monic, (t) s ′ -hyper-irreducible polynomial of degree m over F q . Let ω be a root of f . Again, by Lemma 2.5(d) the order of ω divides q m − 1. Recalling that s ∤ q m − 1, it follows that s ∤ |ω|, and thus by Lemma 2.1(c), ord(q; |ω|t) = lcm ord(q; |ω|(t) s ′ ), ord(q; (t) s ) .
As we may deduce from Corollary 3.2(a)(b), we have ord(q; |ω|(t) s ′ ) = ord(q; (q m − 1)(t) s ′ ).
Hence, ord(q; |ω|t) = lcm ord(q; (q m − 1)(t) s ′ ), ord(q; (t) s ) , which (recalling that s ∤ q m − 1) by Lemma 2.1(c) simplifies to ord(q; |ω|t) = ord(q; (q m − 1)t).
Thus, ord(q; |ω|t) = e, and then f ∈ T by Proposition 3.1.
In the following example, we apply Theorems 1.3(a), 1.4 in order to determine the number of certain almost 99-hyper-irreducible polynomials over F 5 . 
