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Kazalo vsebine
1 Uvod 1
2 Vzporedno procesiranje 3
2.1 Delitev na podprobleme, razcep in dekompozicija . . . . . . . . . . . 5
2.2 Struktura povezav . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Komunikacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Pohitritev . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
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3.1 Delež različnih CPU in komunikacijskih povezav v najzmogliveǰsih vzpo-
rednih računalnikih . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Hitrost prenosne poti pri prenosu različnih velikosti datotek . . . . . 17
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POVZETEK
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računalnika na Oddelku za komunikacijske sisteme Instituta “Jožef Stefan”. Vzporedni
računalnik ima možnost programsko spremenljive topologije omrežja in je namenjen opti-
mizaciji vzporednih računskih algoritmov, ki se uporabljajo v simulacijah in optimizacijah.
Tematika diplomskega dela je skozi šest poglavij zajeta v naslednje tri vsebinske dele.
V prvem delu je opisana metodologija pretvorbe matematičnih problemov v računalnǐske
in njihova razdelitev na manǰse dele, ki so primerni za vzporedno računanje. Poleg tega
so v prvem poglavju opisane različne računalnǐske arhitekture, eno procesorske in več pro-
cesorske. V drugem delu je opis postavitve samega sistema ter opis metode za adaptivno
konfiguracijo omrežja. Ta del zajema tudi konfiguracijo operacijskega sistema GNU/Linux
ter zagon sistemov preko omrežja. Zadnji vsebinski del pa zajema opis meritev, testiranje
sistema ter zaključek.
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ABSTRACT
Bachelor thesis covers theoretical as well as practical set up of parallel computer at Depart-
ment of Communication Systems “Jožef Stefan” Institute. Parallel computer with software
reconfigurable network topology is intended to be used for optimisation of parallel compu-
ting algorithms, which are used in simulations and optimisations. The bachelor thesis has
six chapters, which are divided into three content parts.
The first part describes methodology of conversion of mathematical problems into computa-
tional ones and their division into smaller parts, which are suitable for parallel computation.
Furthermore in the first chapter different computer architectures are described, i.e. single
processor and multiprocessor. The second part describes a set up of the system itself and
a description of a method for adaptive network configuration. This part also includes a
configuration of GNU/Linux operating system and boot of the system over a network. The
last part includes description of performed measurements, system testing and conclusion.
Keywords: parallel computer, network boot, adaptive network topology,
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1. Uvod
Za razvoj je pomembno, da stvari in naprave nenehno izbolǰsujemo, načrtujemo nove, ter
opuščamo slabe prakse. Pri tem nam pomagata simulacija in optimizacija. Iz rezultatov
simulacij lahko razberemo, kako so se pojavi odvijali v preteklosti, kako se bodo odvijali v
prihodnosti, hitre pojave lahko upočasnimo in počasne pohitrimo. To nam pomaga pri razu-
mevanju obnašanja zapletenih pojavov kot so vreme, dinamika tekočin, globalno segrevanje,
itd. Simulacije lahko izpostavimo optimizacijskim algoritmom, pri katerih ǐsčemo optimalne
vrednosti sistema za dan problem. S tem naprave izbolǰsamo tako, da so močneǰse, imajo
bolǰse izkoristke, so kvalitetneǰse in podobno. S pomočjo simulacij in optimizacij imamo
danes varčneǰse in močneǰse avtomobile, letalski promet je bolj varen, kirurgi se lahko učijo
na simulatorjih in še veliko primerov bi lahko našli.
Da pa simulacije in optimizacije ustrezajo želenim ciljem, potrebujemo ustrezno znanje fizike
in matematike. Vendar to po navadi ni dovolj, saj so fizikalne enačbe zapletene, prav tako pa
tudi reševanje le-teh. Skozi zgodovino smo imeli različne računske naprave, danes pa glavno
nalogo reševanja enačb predstavljajo računalniki. Današnji računalniki so digitalne naprave,
ki računajo z množico ničel in enic, zato moramo matematične enačbe spremeniti do te mere,
da jih lahko računalnik računa. Ta smer matematike se imenuje numerična matematika.
Numerična matematika se razlikuje od analitične predvsem v tem, da pri njej operiramo
s števili. Ko računamo z diskretnostjo in kvantizacijo števil, pridemo do napak, ki jim
pravimo numerične napake. Numerične napake povzročajo slabše, v nekaterih primerih pa
povsem napačne končne rezultate. S povečevanjem števila korakov integracijskih postopkov
in povečanjem števila digitalnih mest, zmanǰsamo velikost numeričnih napak, vendar pa s
tem povečamo število računskih operacij.
Računalnik ni neomejeno hitra naprava in zato lahko zanj izračun neke optimizacije ali
simulacije traja več let. Da bi čas računanja zmanǰsali, takšnih problemov ne rešujemo
na enem računalniku, ampak na več, ki so med sabo povezani. S tem, ko vsak računalnik
prevzame del računanja, zmanǰsamo končni čas računanja. Vendar s tem ni konec težav,
ampak smo ustvarili nove. Celoten postopek računanja bomo namreč morali razdeliti na del,
ki ga lahko računamo vzporedno (paralelno) in del, ki ga računamo zaporedno (sekvenčno).
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Ko imamo to delitev rešeno, pa sledi še programiranje in testiranje ter preverjanje rezultatov.
Drugi del težave predstavljajo računalniki, saj jih je potrebno povezati v omrežje, nastaviti
in pripraviti za delovanje. Nepravilno postavljen sistem je v dobrem primeru počasneǰsi
kot en računalnik, po navadi pa program na njem sploh ne deluje pravilno. Ker govorimo
o skupku več desetih, stotih ali tisočih računalnikov je takšna konfiguracija zapletena in
lahko zahteva ure in ure časa za odpravljanje napak. Dodatno zahtevnost predstavlja tudi
omrežje, saj ga je po navadi potrebno za različne probleme ponastaviti. Pravilna nastavitev
omrežja je potrebna zaradi različnih hitrosti prenosnih poti, ki jih imamo med računskimi
enotami, z njo pa dosežemo optimalni čas.
Da dosežemo optimalni čas potrebujemo torej veliko dodatnih analiz in pravilno nastavi-
tev omrežja. S tem se ukvarja tudi odsek za komunikacijske sisteme Instituta “Jožef Ste-
fan” v Ljubljani, kjer med drugim raziskujejo in izbolǰsujejo različne algoritme in njihovo
obnašanje na različnih sistemih in topologijah pod različnimi pogoji. Za uspešno testiranje
potrebujejo prilagodljiv raziskovalni vzporeden računalnik, ki ima zmožnost spreminjanja
topologije. Tako je moja naloga, da razǐsčem različne sisteme in implementiram takšnega, ki
bi bil najustrezneǰsi za njihovo uporabo. Čeprav na prvi pogled izgleda, da je konfiguracija
in povezovanje računalnikov trivialna, bomo v nalogi spoznali probleme, ki nastanejo pri
postavitvi, kakšne so možne rešitve in katero rešitev sem izbral. Diplomsko delo predstavlja
del razvoja in raziskav, ki so potrebne za uspešne izračune simulacij in optimizacij, s čimer
prinaša dodatno vrednost k postopkom vzporednega računanja.
V diplomskem delu bom obravnaval bistvo vzporednega procesiranja, pretvorbo zapore-
dnih problemov v vzporedne. Nakazal bom probleme vzporednosti in različnih pasovnih
širin za komunikacijo med računskimi enotami. Obdelal bom različne pristope upravlja-
nja vzporednih računalnikov ter njihovo postavitev. Predstavil bom način, ki sem si ga
izbral za programsko spreminjanje topologije omrežja. Na koncu pa bom predstavil še re-
zultate testiranj takšnega sistema in možnosti za nadgradnjo oz. posodobitev. V nalogi se
bom osredotočil tudi na reševanje matematičnih in fizikalnih problemov. Rad bi še omenil,
da se vzporedni računalniki uporabljajo tudi pri podatkovnem rudarjenju, v katerega se v
diplomskem delu ne bom spuščal, saj bi s tem postala preobširna.
2. Vzporedno procesiranje
Kot sem že omenil v uvodu, delimo procesiranje na vzporedno (paralelno) in zaporedno
(sekvenčno). Primer vzporednega procesiranja si lahko zamislimo pri izgradnji hǐse. V
primeru, da jo gradi samo en delavec, bo čas izgradnje zelo dolg, saj bo moral vsak korak
opraviti sam. Ker se med samo izgradnjo najde mnogo del, ki so neodvisna, lahko dodatni
delavci pripomorejo pri pohitritvi. V primeru, da je delavcev preveč in so si v napoto, pa
tudi ne dosežemo želenega učinka.
In prav tako je v numerični matematiki. Zahtevne matematične enačbe so po navadi se-
stavljene iz več delov. Vsak del predstavlja nek problem, ki ga moramo uspešno rešiti,
če hočemo priti do končnega rezultata. Velikokrat se zgodi, da imamo več delov, ki niso
odvisni drug od drugega. Zato je dobra ideja, da bi takšne dele računali sočasno in s tem
pohitrili celoten izračun. Ko posamezen del računamo sočasno, pošljemo podatke drugi
enoti, le-ta pa nam vrne rezultat ali množico rezultatov. Vendar se v tem skriva past, saj
lahko pošiljanje in sprejemanje podatkov traja dlje, kot bi trajalo računanje na eni enoti.
S tem ne dobimo pohitritve ampak upočasnitev, saj bi izračun problema na več računalnikih
trajal dlje, kot na enem, česar si ne želimo. Da bi to preprečili, moramo problem najprej
analizirati.
Da bi skozi poglavje dobili občutek s kakšnimi težavami se srečujemo, bom prikazal primer
vzporednega reševanja Poissonove diferencialne enačbe v dveh dimenzijah. Poissonova di-
ferencialna enačba (2.1) pravi, da je vsota drugih odvodov po vseh koordinatah poljubne
funkcije u, ki je podana v kartezičnem koordinatnem sistemu, enaka izvorni funkciji f. Po-
ljubna funkcija u je po navadi enačba polja, podana v dveh dimenzijah. Enačba se uporablja
v fizikalnih primerih, kjer opisujemo potencialna polja (gravitacijsko, električno, tempera-






= f(x, y) (2.1)
Ker računalnik ni namenjen reševanju analitičnih enačb, moramo le-te diskretizirati in
pripraviti v ustrezno obliko. Če analitično Poissonovo enačbo diskretiziramo oz. zame-
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njamo parcialne odvode s končnimi diferencami, ki aproksimirajo parcialne odvode, dobimo
enačbo 2.2. Tako je h korak diskretizacije, i in j pa sta posamezna elementa v vsaki smeri










(u(i, j + 1)− 2u(i, j) + u(i, j − 1)) (2.2)
Iz enačbe dobimo za vsako točko na mreži enačbo, ki podaja rešitev v odvisnosti od rešitve




(u(i+ 1, j) + u(i− 1, j) + u(i, j + 1) + u(i, j − 1) + f(i, j)) (2.3)
V primeru, da rešujemo ta sistem enačb z Jakobijevo iteracijsko shemo, pri kateri ǐsčemo




(ut(i+ 1, j) + ut(i− 1, j) + ut(i, j + 1) + ut(i, j − 1) + f(i, j))
t = 0, 1, 2, ... (2.4)
Iz enačbe 2.4 opazimo, da potrebujemo za izračun vsake točke funkcije u, rezultate preǰsnje
Slika 2.1: Grafični prikaz diskretizacije Poisonove enačbe
iteracije v tej točki in rezultate njenih sosedov (ut), kar je prikazano na Sliki 2.1. Vse
točke predstavljajo polje, ki pa ga razdelimo na manǰse dele polja in omogočimo vzpore-
dno računanje vsakega posamičnega problema. Da lahko neodvisno računamo del polja
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moramo tako prenesti sosednje točke med posameznimi sosednimi deli problema. Sosednje
točke zaradi pozicije imenujemo tudi robne točke. Zaradi dvo dimenzionalne oblike struk-
ture je oblika strukture povezav 4-mreža, kar lahko vidimo iz Slike 2.1. Mrežno in ostale
komunikacijske strukture bom podrobneje predelal v Podpoglavju 2.2.
2.1 Delitev na podprobleme, razcep in dekompo-
zicija
Pri reševanju simulacij in optimizacij imamo po navadi veliko računskih enačb. Iskanju
podproblemov in razcepov teh enačb pravimo tudi dekompozicija [3]. Bistvo razcepov je,
da poizkušamo podprobleme razcepiti do te mere, da lahko vsak posamezen del neodvisno
računamo. Pri dekompoziciji moramo enačbe čim bolj razbiti, saj lahko s tem razdelimo
algoritem tako, da lahko računamo na čim bolj neomejenem številu računskih enot. Tudi,
če imamo na koncu računske enote omejene, le-te tečejo pod večopravilnim operacijskim
sistemom, ki nam omogoča navidezno vzporednost.
V primeru reševanja Poissonove diferencialne enačbe, je ta razcep končna enačba 2.4. Ker
je enačba za računalnǐski sistem dokaj enostavna za izračun, je najbolje, da računamo na
domeni znotraj omejenega prostora in ne na posamezni točki. Primer je malce poseben s
stalǐsča, da vse enote rešujejo enako enačbo nad različnimi podatki.
2.2 Struktura povezav
S tem, ko razdelimo problem na podprobleme opazimo, da potrebujemo med podproblemi
komunikacijo. Več podatkov, kot prenašamo med podproblemi, večjo hitrost povezav po-
trebujemo, da dosežemo pohitritev. Različni problemi imajo različne oblike komunikacije,
zato si bomo ogledali nekaj osnovnih tipov povezovalnih omrežij.
Zvezdǐsče
Zvezdǐsče ima obliko, kot jo prikazuje Slika 2.2. Omrežje na katerem so računalnǐske enote
označene s k1 do k17 vsebuje glavno enoto k1, katera komunicira z vsemi ostalimi enotami.
Ostale enote med sabo ne komunicirajo. Tipično se zvezdǐsče uporablja za porazdelitev po-
polnoma neodvisnih podproblemov med računske enote, ki jih nato rešujejo. Glavna enota
rešuje glavni problem, ostalim enotam pa pošlje vsaki svoje vhodne podatke in program
2.2 Struktura povezav 6
za podproblem, katerega enote rešijo in vrnejo rezultate glavni enoti. Takšno povezovalno
omrežje bi uporabili v primeru iskanja podatkov, razbijanja gesel ali računanja enosmernih
(ang. hash) funkcij. V primeru reševanja Poissonove diferencialne enačbe, to omrežje ni
najbolj primerna za uporabo, saj morajo vsi podatki preko glavne enote, kjer lahko nastane
ozko grlo [2].
Slika 2.2: Grafični prikaz strukture zvezdǐsče
Obroč
Obroč (ang. ring) je povezovalna struktura, kot jo vidimo na Sliki 2.3 levo in opazimo, da
so sosednje enote povezane med sabo samo v eni dimenziji. Takšno omrežje uporabljamo v
primerih, če mora enota sporočati delne rezultate sosedom. Tipični primer uporabe takšnega
povezovalnega omrežja je pri reševanju dvo dimenzionalnih diferencialnih enačb [2]. Obroč
bi lahko uporabili v našem primeru reševanja Poissonove diferencialne enačbe. Primer
postavitve podproblemov, ki jih skupaj rešujejo po tri jedra prikazuje Slika 2.3 desno, kjer
opazimo, da se izračun različnih polj računa na enem procesorju, z več jedri.
Slika 2.3: Grafični prikaz strukture obroč (levo) in 4 mreže, povezane v obroč (desno)
Mreža
Povezovalna struktura mreža, kot jo vidimo na Sliki 2.4, je nadgradnja omrežja obroč v dvo
dimenzionalni prostor. Načeloma lahko ima mreža več različnih omrežnih povezav. Najpo-
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gosteje se uporablja 4-mreža, pri kateri je vsaka enota povezana s štirimi sosedi. Kot tudi v
povezovalnem omrežju obroč, se ta struktura uporablja v primerih reševanja diferencialnih
enačb, ki opisujejo dvo dimenzionalni problem [2]. Bistvena prednost mreže pred obročem
je v primerih, če računamo z velikim številom podatkov oz. imamo ogromno število točk za
izračun [4], poleg tega pa mora biti problem takšen, da jo lahko uporabimo. Za naš pri-
mer reševanja Poissonove diferencialne enačbe, bi bila ta struktura, poleg strukture obroč
najbolj primerna.
Slika 2.4: Grafični prikaz strukture 4-mreža
2.3 Komunikacija
Tako kot delitev na domene je tudi komunikacija zelo pomembna. Komunikacijo imamo
vedno, tudi v primeru, če uporabljamo zaporedni algoritem na eno jedrnem procesorju.
Jedro mora vedno komunicirati s predpomnilnikom in glavnim pomnilnikom. Pri vzpo-
rednih računalnikih pa mora vsak računalnik preko omrežja komunicirati tudi z drugimi
računalniki. Pri tej komunikaciji je posebnost to, da ni nujno, da imamo homogen sistem
pri katerem so vse komunikacije enako hitre. Tako imamo do nekaterih računalnikov precej
vǐsjo hitrost komunikacije, kot do ostalih, kar pa po navadi s pridom izkoristimo.
Če pogledamo hitrosti komunikacije na resničnem primeru vzporednega računalnika iz
Slike 2.5 opazimo, da imamo najhitreǰso povezavo do L1 predpomnilnika, nekoliko počasneje
do L3 predpomnilnika in RAM pomnilnika in najpočasneǰse preko omrežnega vmesnika do
druge računske enote. V primeru, da delamo z majhno količino podatkov, ki jo lahko spra-
vimo v L3 predpomnilnik do katerega imajo dostop vsa jedra na posameznem procesorju,
bomo dobili zelo visoko pohitritev. V primeru, da imamo večjo količino podatkov oz. do
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Slika 2.5: Resničen primer komunikacijskih povezav 3 računalnikov, z dvema 4 jedr-
nima procesorjema
podatkov ne dostopamo zaporedno, potem beremo podatke neposredno iz RAM pomnil-
nika. V tem primeru ne bomo pridobili linearnega povečanja hitrosti, ampak se bo hitrost
izračuna s številom procesorjev do neke meje povečevala, potem pa bo konstantna, lahko se
zgodi, da se tudi zmanǰsa.
Če vzamemo primer seštevanja dveh vektorjev, dolžine milijon s 64-bitnimi celimi števili,
imamo 16 MB vhodnih podatkov. Za enostavne operacije, kot je seštevanje, procesorji
po navadi uporabijo le nekaj ciklov sistemske ure. Če predpostavimo, da 2 GHz procesor
potrebuje za en izračun 4 cikle, bo takšno količino podatkov izračunal v času 2 ms. Ker
gre za malo količino podatkov, ki se lahko nahaja v L3 predpomnilniku, bi pri 4 jedrih
posamezen procesor računal le 500 ns. Če bi uporabili oba procesorja, bi zaradi potrebne
komunikacije z RAM pomnilnikom izračun trajal približno 300 ns, namesto 250 ns. Zaradi
te komunikacije se čas ne prepolovi, vendar še vedno pohitrimo sistem. Če predpostavimo,
da bi polovico podatkov poslali na drugo enoto, bi samo za pošiljanje preko giga bitnega
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omrežja (125 MB/s) potrebovali 64 ms ob predpostavki, da smo izrabili največjo hitrost
omrežja. Dejansko pa bi bil čas še malce večji. Če zraven vračunamo računanje in pridobitev
podatkov ugotovimo, da bi v tem času (64 ms) že na enem jedru rezultate izračunali več
desetkrat. Tako lahko zaradi prenosa podatkov dobimo več desetkratno upočasnitev.
Če pogledamo primer reševanja Poissonove enačbe na sistemu, kot ga prikazuje Slika 2.5
opazimo, da je najbolje, da sosednje domene računamo na enem računalniku, z uporabo
več jeder. S tem zmanǰsamo komunikacijo z ostalimi računalniki in pohitrimo izračun.
2.4 Pohitritev
Pohitritev je razmerje med časom, ki bi ga potrebovala za račun referenčna enota sistema
v primerjavi z dejanskim računskim časom. Za referenčno enoto se po večini vzame čas,
ki bi ga potrebovali, da se izračun konča na enem jedru centralnega procesorja [2]. To
vrednost uporabljamo tudi v primeru ocenjevanja pospešitev z grafičnimi pospeševalniki
oziroma GPUji. Če je pohitritev manǰsa od 1 imamo upočasnitev, v nasprotnem primeru
pa pohitritev.
Pohitritev je idealna, če je enaka povečanju števila jeder, procesorjev ali računalnikov. To
pomeni, da ob 5-kratnem povečanju števila jeder, procesorjev ali računalnikov dobimo 5-
kratno pohitritev. Idealne pohitritve pri reševanju odvisnih matematičnih problemov zelo
težko dosežemo ravno zaradi komunikacije. V primerih, da delamo s popolnoma neodvisnimi
podproblemi pa se takšno pohitritev lahko doseže.
V resničnih primerih lahko pričakujemo pohitritev med 1 in številom vseh jeder, ki jih
uporabljamo. V posebnih primerih, lahko zaradi predpomnilnikov dobimo tudi pohitritve,
ki so večje od števila jeder. Tem pohitritvam pravimo super linearne pohitritve in so rezultat
hkratnega dostopa več jeder do predpomnilnika, ki je hitreǰsi od RAM pomnilnika.
2.5 Računalnǐski sistemi
Različni problemi imajo različne rešitve in do rešitev lahko pridemo na lažji ali težji, hitreǰsi
ali počasneǰsi način. Da način reševanja pravilno izberemo, imamo več možnosti. Prva
možnost je, da imamo že obstoječ računalnǐski sistem in problem programiramo tako, da
bo na danem računalnǐskem sistemu deloval najbolje. Druga možnost pa je, da imamo dan
problem in računalnǐski sistem izberemo takšen, da se bo dotični problem optimalno izvajal.
Načeloma imamo možnosti, da se bo algoritem izvajal na centralni procesni enoti (CPU),
na grafičnem jedru (GPU) ali na programirljivem strojnem okolju (FPGA).
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Po Flynnovi klasifikaciji [1] razvrstimo računalnike v 4 skupine, glede na to ali delujejo z
enim ali več ukazi nad enim ali več podatki. Računalnik, ki ima zmožnost računanja z
enim ukazom nad enim podatkom, imenujemo SISD (ang. single instruction, single data)
[11]. To je tipičen von Neumanov tip računalnika, ki zaporedno izvršuje ukaze enega za
drugim. Tipičen primer takšnega računalnika je centralna procesna enota. Danes so le-
te izpopolnjene do te mere, da omogočajo več oblik vzporednosti. Zato jih po navadi ne
uvrščamo več med SISD ampak v eno od sledečih skupin. Računalnik, ki ima zmožnost
hkratnega računanja več podatkov z isto operacijo imenujemo SIMD (ang. single instruc-
tion, multiple data) [13]. Ti računalniki so zelo primerni za obdelavo slik, najdemo pa jih v
grafičnih karticah (GPU). Takšen sistem pa bi bil tudi najprimerneǰsi za reševanje Poisso-
nove diferencialne enačbe iz našega primera. Računalniki, ki imajo zmožnost računanja z
več ukazi nad enim podatkom oz. MISD (ang. multiple instructions, single data) komerci-
alno niso v uporabi. Sicer se uporabljajo v kontroli letenja vesoljskih plovil [12] in iskanju
praštevil. Zadnji tip računalnikov je MIMD (ang. multiple instructions, multiple data), ki
imajo zmožnost hkratnega izvajanja več operacij nad več podatki [14]. V to skupino spada
več povezanih SISD računalnikov, med nje pa štejemo tudi današnje več jedrne arhitekture.
2.6 Programska oprema
Pri programiranju računalnǐskih algoritmov vsega nikoli ne programiramo sami, ampak upo-
rabljamo knjižnice ter aplikacije, ki nam omogočajo komunikacijo in delo s strojno opremo.
Programska oprema je po navadi omejena na tip računalnika. Če na primer uporabljamo
grafične pospeševalnike (GPU), ne moremo uporabljati knjižnic, ki so namenjene central-
nemu procesorju (CPU) in obratno. Zato se različne vrste problemov različno programira
za različne tipe računalnikov. Večino programske kode ima skupno točko v programskem
jeziku C, saj ni namenjen le za programiranje centralnih procesorskih enot ampak je sinta-
ksa podobna tudi drugim namenskim programskim jezikom. Poleg knjižnic in programskih
jezikov imamo opravka tudi z različnimi operacijskimi sistemi, kar bom natančneje opisal v
Poglavju 3.3.
OpenCL
OpenCL je odprto kodna knjižnica namenjena programiranju grafičnih pospeševalnikov
(GPU) [16]. Poleg tega se uporablja tudi za programiranje nekaterih FPGA enot. FPGA
(ang. field-programmable gate array) je poseben del strojne opreme, pri katerem lahko po-
vezave med elektronskimi komponentami programiramo. Na ta način lahko izdelamo lastne
procesorje, ki so namenjeni za določen problem, s tem pa dodatno pohitrimo izračune.
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OpenCL temelji na C99 standardu z nekaterimi omejitvami in dodatki [16]. C99 je stan-
dard programskega jezika C, ki sta ga razvila Dennis Ritchie in Ken Thompson v zgodnjih
1970 [17].
V primeru uporabe grafičnih pospeševalnikov proizvajalca Nvidia lahko uporabimo tudi
programsko knjižnico CUDA [15]. Po sintaksi je le-ta podobna knjižnici OpenCL saj sta
pisani po enakem standardu [18].
Iz Algoritma 2.1 vidimo, da je sintaksa OpenCL sorodna s programskim jezikom C. S to
kodo bi lahko vzporedno reševali Poissonovo diferencialno enačbo na GPU ali na nekaterih
FPGA enotah.
Algoritem 2.1: Računanje Poissonove enačbe z uporabo knjižnice OpenCL
_kernel void poisson(__global const float *input, __global float *output
, const int width, const int height)
{
int gid = get_global_id(o);
int size = get_global_size(o);
if ((gid>=0) && (gid<size))
{
for (int i=1; i<(width-1); i++)
{









Knjižnica OpenMP je namenjena za omogočanje vzporednosti znotraj enega operacijskega
sistema, ki teče na več centralnih procesnih enotah ali jedrih [20]. S knjižnico lahko na
enostaven način vzporedno poganjamo zanke, ter posamezne bloke kode, ki jih izvršujemo
na enem ali več centralnih procesorjih, v več jedrih. OpenMP je na voljo za programske
jezike C, C++ in Fortran.
Paralelizirano Poissonovo enačbo z uporabo knjižnice OpenMP vidimo na primeru Algo-
ritma 2.2. Vzporednost nam omogoča parameter pragma, ki prevajalniku pove naj naredi
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več niti nad označeno zanko. Prevajalniku podamo tudi število niti na katerih naj se iz-
vaja ta zanka. V primeru, da je niti več kot procesorjev, bo operacijski sistem poganjal
ločene niti na manǰsem številu procesorjev, zato pohitritev ne bo optimalna. Za optimalno
pohitritev moramo prevajalniku povedati dejansko število jeder.
Algoritem 2.2: Računanje Poissonove enačbe z uporabo knjižnice OpenMP
void Poisson(double *input, double *output, int width, int height){
#pragma omp parallel private(width,height) shared(input, output)
for (int i=1; i<(width-1); i++)
{








Pthread je knjižnica, ki je za razliko od OpenMP omogoča osnovne nivoje vzporednosti tudi
na nivoju procesa. Njena tipična uporaba je v programih, kjer želimo, da so nekatere funkcije
neodvisne od drugih. Tak primer uporabe je v internetnem brskalniku, saj prenehanje
delovanja enega zavihka ne povzroči zamrznitve celotnega programa. Prav tako srečamo to
knjižnico v grafičnih programih, kjer je grafični vmesnik ločen od ostalega dela programa.
V vzporednih računskih programih, pa jo večinoma zaradi enostavneǰse uporabe nadomešča
knjižnica OpenMP.
MPI/MPICH
MPI je standard, ki opisuje med procesno komunikacijo. Komunikacija deluje na osnovi
pošiljanja sporočil med različnimi procesi, ki so lahko na enem ali več računalnikih. Do se-
daj sta izšli dve reviziji tega standarda, ki se označujejta z MPI-1 in MPI-2, tretja (MPI-3)
pa je v pripravi [21]. MPI je samo standard in ne implementacija standarda. Za uporabo
te komunikacije uporabljamo knjižnjice, ki ta standard implementirajo. Razlike med posa-
meznimi knjižnicami so predvsem pri optimizaciji, uporabnǐskim vmesnikom in podpori.
MPI komunikacijo največkrat uporabljamo v aplikacijah, ki se bodo izvajale na vzporednih
računalnikih ali na super računalnikih. Načrtovanje programov s pomočjo tega standarda
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je poglavje zase, saj mora programer sam predvideti katere informacije se bodo pošiljale
na druge enote. Prav tako pa mora predvideti katere podatke bo pridobil iz katere enote.
Zato je programiranje precej težavneǰse, kot v ostalih primerih, kjer imamo na voljo skupen
pomnilnik in se nam s pošiljanjem in prejemanjem podatkov ni potrebno ukvarjati.
MPICH je ena izmed najbolj uporabljenih implementacij MPI standarda, ki implementira
MPI-1 standard [22]. Z noveǰso verzijo MPI standarda je bila izdana tudi nova MPICH
knjižnica, ki se označuje kot MPICH2. Zaradi množične uporabe le-te sem pri praktičnem
delu uporabljal le MPICH2 in ne drugih implementacij MPI.
3. Izgradnja vzporednega
računalnika
Na Oddelku za komunikacijske sisteme Instituta “Jožef Stefan” se ukvarjajo tudi z optimi-
zacijo algoritmov za vzporedno procesiranje. Zaradi dela z različnimi orodji in na različnih
strukturah so potrebovali vzporeden računalnik, ki bi bil čim bolj prilagodljiv. S takšnim
raziskovalnim računalnikom lahko bolje testirajo algoritme in ugotavljajo smotrnost spre-
membe povezav, velikosti domen in ostalih parametrov.
Ker se že več let ukvarjajo s to tematiko, so bile njihove zahteve jasne:
• računalnik naj poganja že obstoječo kodo, ki je pisana v programskem jeziku C in
C++,
• sprememba topologije naj bo programska,
• poudarek naj bo na povezavah,
• sistem naj bo prilagodljiv,
• največja struktura naj bo običajna 4-mreža z največ 6x6 enotami,
• vsak računalnik naj ima čim več povezav zaradi testiranja različnih mrež,
V poglavju je opisano katere računske enote in sisteme smo imeli na voljo in zakaj smo jih
izbrali. Poleg tega bo opisan postopek nastavitve celotnega sistema do te mere, da dobimo
delujoč sistem brez dodatnih skript.
3.1 Izbira računske enote
Prvo vprašanje pri vzpostavitvi vzporednega računalnika je, katero enoto bomo uporabili
za računanje. V vzporednih računalnikih se uporablja centralne procesorje (CPU), grafične
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procesorje (GPU) ali programabljive strukture (FPGA). Danes so zelo popularni grafični
procesorji in FPGA, vendar pa programiranje le teh zajema znanje posebnih programskih
jezikov kot sta HDL za FPGA in CUDA oz. OpenCL za GPU. Za nekatere primere so pohi-
tritve na slednjih enotah, v primerjavi s CPUji zelo velike. Vendar, če hočemo že obstoječo
kodo, ki je pisana v programskih jezikih C ali C++, poganjati na vzporednem računalniku
ne da bi jo spreminjali, moramo uporabljati CPU in njeno podenoto za računanje s plavajočo
vejico (FPU). Danes po hitrosti procesiranja izstopajo CPU enote, ki temeljijo na x86 arhi-
tekturi. Glavna proizvajalca teh procesorjev sta AMD in Intel. Zaradi bolǰse FPU enote in
bolǰsega razmerja hitrost/cena smo za izgradnjo računalnǐskega skupka uporabili procesorje
Intel Xenon E5520 [5], ki so zelo popularni tudi pri najhitreǰsih vzporednih računalnikih,




običajna frekvenca delovanja 2,26 GHz
največja frekvenca delovanja 2,53 GHz
L3 predpomnilnik 8 MB
hitrost pomnilnika 25,6 GB/s
Tabela 3.1: Podatki procesorja Intel Xenon E5520
Za zagotovitev izgradnje običajne 4 mreže v velikosti 6x6, v kateri je vsako vozlǐsče povezano
s štirimi sosedi, smo uporabili 37 računalnǐskih enot, pri čemer bo ena enota prevzela nalogo
centralnega upravljanja. Ostalih 36 pa nam zagotavlja, da lahko zgradimo običajno 4 mrežo
v velikosti 6x6. Zaradi kompatibilnosti smo vzeli enake računalnǐske enote, le da ima glavna
enota dva fizična procesorja, več pomnilnika in diska ter manj omrežnih vmesnikov, kar je
razvidno iz Tabele 3.2.
karakteristike glavna enota ostale enote
število fizičnih procesorjev 2 1
število trdih diskov 4 (skupaj 2 TB) 1 (skupaj 500 GB)
velikost RAM pomnilnika 24 6
frekvenca RAM pomnilnika 1033 GHz 1033 GHz
število 1 Gbps LAN vmesnikov 2 8
Tabela 3.2: Podatki za enote računalnǐskega skupka
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3.2 Izbira omrežja
V vzporednih računalnikih uporabljamo za komunikacijo med posameznimi enotami pred-
vsem Ethernet ali Infiniband povezave. Ethernet povezave so pogosteǰse in ceneǰse, medtem
ko so Infiniband povezave dražje, vendar pa imajo manǰse zakasnitve. Bistvena lastnost In-
finiband povezav je tudi v tem, da na strojnem nivoju odpravljajo napake, pri Ethernetu pa
za to skrbi TCP/IP protokol. Pri večjih hitrostih je ravno TCP/IP protokol glavna ovira
za doseganje največje hitrosti povezav [7].
Sami smo se zaradi cene in zahteve, da hočemo čim več povezav, odločili za 8 1 Gb/s povezav
na računalnik, kar je bilo največ kar smo lahko vgradili v en računalnik. Veliko današnjih
najhitreǰsih vzporednih računalnikov uporablja prav 1 Gb/s povezavo, kot je razvidno iz
Slike 3.1. Če bi izbrali drugo vrsto povezav, bi bila cena komunikacijskih enot večja od cene
računalnikov.
Da bi zagotovili spremenljivo topologijo, smo imeli možnost uporabe navadnih omrežnih
stikal ali programabilnih omrežnih stikal. Razlika med temi stikali je v tem, da navadna
omrežna stikala povečajo zakasnitev. Povečava zakasnitve se zgodi zaradi preverjanja naslo-
vov paketov, ki določajo na katere povezave naj jih stikalo preusmerja. Pri programabilnih
stikalih teh težav ni, saj povezave dejansko preprogramiramo tako, da preverjanje pake-
tov ni potrebno. V bistvu programabilna stikala strojno povežejo naprave, podobno kot
neposredne povezave le, da le-teh ne bi mogli programsko spreminjati.
Slika 3.1: Delež različnih CPU in komunikacijskih povezav v najzmogliveǰsih vzpore-
dnih računalnikih (november 2013) [6]
Cena programablivih stikal je precej vǐsja od navadnih. Ker pa smo finančno omejeni nas je
zanimalo koliko povečamo zakasnitev pri pošiljanju različno dolgih podatkov, če uporabimo
navadna oz. programabljiva stikala. Zato sem izvedel meritve pri katerem sem podatke
različnih velikosti a enakih protokolov (MPICH2) pošiljal preko stikal in preko neposrednih
povezav. Komunikacija je zajemala pošiljanje podatkovnih sporočil od gostitelja do odje-
malca, le-ta pa je poslane podatke poslal nazaj. Na gostitelju sem meril čas med začetkom
pošiljanja in koncem prejemanja. Sporočilo posamezne velikosti je bilo poslano tisoč krat,
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končni čas pošiljanja pa je bil izračunan kot aritmetična sredina vseh pridobljenih časov.
Zaradi bolǰse ponazoritve je na Sliki 3.2 predstavljena hitrost prenosne poti, ki je izračunana
kot razmerje med velikostjo prenesenih podatkov, deljenim s polovičnim časom pošiljanja
(pošiljanje v obe smeri). Meritve so zajemale meritev neposredne povezave, meritve preko
neobremenjenega in obremenjenega stikala. Neobremenjeno stikalo je stanje, pri katerem
se po omrežju prenašajo samo podatki, ki so potrebni za izvedbo testov. Obremenjeno
omrežje dosežemo, če med izvedbo testov enote, ki ne sodelujejo v meritvi prenašajo ogro-
mne količino podatkov. S tem mora stikalo preusmerjati veliko paketov, kar pa ga lahko
toliko obremeni, da preusmeritev ni tako hitra kot pri neobremenjenem omrežju. Obre-
menjeno omrežje sem dosegel tako, da so si enote, ki niso sodelovale pri meritvi pošiljale
podatke, z največjo hitrostjo.
Slika 3.2: Hitrost prenosne poti pri prenosu različnih velikosti datotek
Iz grafa na Sliki 3.2 opazimo, da pasovna širina prenosa podatkov s povečevanjem velikosti
sporočil konvergira k teoretični hitrosti omrežja. S tem, ko so sporočila večja, se zabrǐse
sled med uporabo stikal oz. uporabo neposrednih povezav. Prav tako opazimo, da je hitrost
preko neposrednih povezav v nekaterih primerih večja, kot pri uporabi omrežnih stikal, kar
smo tudi pričakovali. Najbolj zanimivo področje je pri velikosti datotek do 500 kB, saj so
tam odstopanja največja, kar prikazuje graf na Sliki 3.3. Iz grafa na Sliki 3.4 vidimo, da se
nam v najslabšem primeru čas zaradi uporabe omrežnih stikal poveča za 80 %. Pričakoval
sem, da se bo pri obremenjenem stikalu čas bolj povečal. Rezultati pokažejo, da so časi pri
obremenjenem stikalu le za nekaj odstotkov večji od časov pri neobremenjenem stikalu, kar
prikazuje graf na Sliki 3.4.
Iz rezultatov meritev lahko zaključimo, da bomo imeli optimalne rezultate pri uporabi
omrežnih stikal v primeru, če bomo pošiljali večje količine podatkov.
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Slika 3.3: Absolutno povečanje časov pošiljanja zaradi uporabe omrežnih stikal
Slika 3.4: Relativno povečanje časov pošiljanja zaradi uporabe omrežnih stikal
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3.3 Izbira operacijskega sistema
Skoraj vse vzporedne računalnike poganja ena od GNU/Linux distribucij operacijskega
sistema, kar prikazuje Slika 3.5. Zaradi odprtosti GNU/Linux sistemov je na svetu preko
100 različnih distribucij. Glavne distribucije so Debian, Slackware in RedHat. Distribucije
se ločijo predvsem po filozofiji, sistemskih nastavitvah in paketnih upravljalnikih, ki skrbijo
za posodobitve. Tako je distribucija Debian znana po stabilnosti, njena filozofija pa po
odprtosti, saj njihovi repozitoriji oz. programska skladǐsča vsebujejo samo odprto kodo
(prevedeno in izvorno kodo). Gentoo distribucija je znana po filozofiji, da se vsi programi
prevedejo na dejanskem sistemu, tako skladǐsča ponujajo le izvorno kodo in ne vnaprej
pripravljenih paketov. Ubuntu pa poizkuša narediti uporabniku prijazno distribucijo. Ker
je distribucij toliko, se v vsaki najde nekaj posebnega. Za administracijo takšnih sistemov
se v velikih vzporednih računalnikih uporablja več možnosti. Ker lahko z administracijo
takšnega sistema izgubimo veliko časa, je potrebno, da poznamo vse možnosti in na podlagi
tega izberemo najugodneǰso.
Slika 3.5: Delež različnih operacijskih sistemov v najzmogljiveǰsih vzporednih
računalnikih (november 2013) [6]
Velika večina vzporednih računalnikov uporablja lokalne diske, z ostalimi sistemi pa si delijo
nekatere mape. Po navadi si delijo mapo /home v kateri imajo uporabniki svoje datoteke
ali drugo splošno namensko mapo. Problem pri takšnem sistemu se pojavi pri administraciji
in posodabljanju sistema, saj potrebujemo za uspešno upravljanje skripte, ki nam avtoma-
tizirajo delo. Nekateri administratorji to rešujejo s pomočjo lastnih repozitorijev oz. lastnih
programskih strežnikov s katerih se avtomatsko prenašajo vse posodobitve, administra-
cijo pa izvajajo s posebnimi programi. Drugi, bolj napredni sistemi, uporabljajo centralne
operacijske sisteme, ki jih enote pridobijo prek omrežja, tako da se ni treba ukvarjati s
posameznim računalnikom.
Sami smo si izbrali uporabo centralnih operacijskih sistemov ter zagon preko omrežja, zaradi
prilagodljivosti in hitreǰse oz. bolǰse administracije. Na glavni enoti smo zaradi stabilnosti
in dobre podpore, uporabili distribucijo Ubuntu-server, ki se od navadne namizne različice
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razlikuje v tem, da privzeto ne vsebuje X okenskega upravljalnika, kar pomeni, da se vse delo
opravlja v terminalu. Okenskega sistema v prihodnosti načeloma niti ne bomo potrebovali,
saj se bo do vzporednega računalnika dostopalo preko omrežja. Za ostale enote smo prav
tako izbrali distribucijo Ubuntu-server, iz istih razlogov, kot za glavno enoto. Vendar naj
poudarim, da lahko distribucije na ostalih enotah kasneje enostavno spremenimo.
3.4 Poimenovanje računalnǐskih enot
Zaradi uporabe več računalnikov in različnih sistemov smo poimenovali računalnike našega
sistema. Centralni računalnik smo poimenovali Ninestein, po risani seriji Terrahawks, v
nadaljevanju ga bomo imenovali tudi glavna enota. Ostale računske enote bomo v nadalje-
vanju imenovali podenote, v samem sistemu pa jih imenujemo kocke. Da bi ločili posamezne
podenote ima vsaka svoje ime, ki je Kocka s pripadajočo zaporedno številko postavitve v
računalnǐski omari (npr. Kocka 1). V imenih posameznih računalnikih se uporablja pred-
vsem okraǰsava besede Kocka z veliko črko K (npr.: K1, K2).
Za uporabo poimenovanja glavne oz. podenot smo se odločili z namenom, da se iz samega
dela vidi za katero enoto gre in kako so po hierarhiji razporejene.
3.5 Instalacija sistema na glavni enoti
Glavna enota je specifična, saj vsebuje vse uporabnǐske podatke, operacijske sisteme in na-
menske programe za upravljanje. Ker si izgube teh podatkov ne smemo privoščiti, smo se
odločili za redundantno polje diskov. Takšno polje predstavlja množico diskov pri katerih
ne pride do izgube podatkov ali pa z njim pohitrimo diskovno polje. Redundantna polja
označujemo s kratico RAID in številko od 0 do 6 ter 10. Polje s številko 0 ni redundanca
ampak zagotavlja povečano hitrost, saj so podatki shranjeni na več diskih, vendar v primeru
izpada enega izgubimo vse podatke. Naslednje polje s številko 1 je duplikat in zagotavlja
varnost v primeru odpovedi vseh razen enega diska, vendar imamo s tem zmanǰsane kapa-
citetne zmožnosti. Polja z vǐsjo številko služijo za redundanco pri odpovedi enega diska ali
dveh diskov. Poseben primer je RAID 10, ki je mešanica RAID 0 in RAID 1.
3.5.1 Priprava diskov
Zaradi zagotovitve največje hitrosti in varnosti podatkov sem 4 diske povezal v RAID 10
polje. S tem, ko imamo podatke v takšnem polju povečamo hitrost in varnost, vendar
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imamo na voljo le 50 % celotne kapacitete diskov. Tako bo na glavni enoti na voljo 1 TB
prostora za vse podatke.
Nastavitev redundantnih polj sem nastavil med namestitvijo operacijskega sistema. Ker
zagonski nalagalnik GRUB 2 podpira nastavitev redundantnih polj, mi dodatnih nastavitev
ni bilo potrebno nastavljati. Ob namestitvi smo kljub uporabi 24 GB RAM pomnilnika,
dodali še navidezni pomnilnik (SWAP) velikosti 6 GB. Tega smo dodali znotraj datotečnega
sistema, saj ga lahko za razliko od particij brez večjih težav dodajamo na način, ki je opisan
v Prilogi A.1.
3.5.2 Priprava jedra in datotek za omrežni zagon
Ker bomo na vseh podenotah uporabljali enako distribucijo operacijskega sistema, sem ce-
loten operacijski sistem skopiral v novo mapo. Ker so v korenski mapi / tudi sistemske
mape, nisem smel kopirati celotnega sistema, pri kopiranju pa sem moral upoštevati tudi
pravice posameznih datotek in map. Da sem to zagotovil, sem uporabil ukaze, ki so podani
v Prilogi A.4. Znotraj te mape bo tudi Linux jedro ter inicializacijska datoteka initrd, do
katere bo kasneje dostopal TFTP strežnik. Zato sem dodal distribucijo v pod mapo /tftpbo-
ot/distributions, tako da sem si pripravil okolje za kasneǰso namestitev TFTP strežnika, ki
je opisan v Poglavju 3.5.4.
3.5.3 Uporaba enakih imen domen
Po navadi je povezovanje z enotami preko IP naslovov potratno delo, saj si človek težko
zapomni IP naslove, ki so sestavljeni iz številk. Zato uporabljamo domene. Da bi pretvorili
domene v IP naslove imamo dve možnosti. Prva je vzpostavitev lastnega DNS strežnika,
preko katerega vse enote dobijo imena domen in pripadajoče IP naslove. Druga možnost je,
da zagotovimo pravilno kopiranje oz. dostop do datoteke /etc/hosts v kateri so domene s pri-
padajočimi IP naslovi. Sam sem se odločil za drugo možnost, saj bi imel z DNS strežnikom
malce več dela za njegovo vzpostavitev, poleg tega pa pri kakovosti in fleksibilnosti nebi
veliko pridobil.
3.5.4 Priprava enote za pridobitev operacijskih sistemov
Ko smo vzpostavili delujoč operacijski sistem na glavni enoti, ter kopijo sistema za ostale
enote, moramo glavni sistem nastaviti kot strežnik operacijskih sistemov. Preden začnemo z
nastavitvijo si poglejmo, kako deluje sistem zagona prek omrežja, ki ga s kratico opisujemo
s PXE.
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Omrežni zagon v teoriji
Računalnik ima po navadi več možnosti za zagon, ki so odvisne od osnovne plošče in vho-
dno izhodnih naprav. Najbolj poznan je zagon preko stikala ali aktivnosti na tipkovnici.
Osnovne plošče pa po navadi podpirajo tudi zagon preko omrežja. Če ima računalnik
omrežno kartico in poznamo njen MAC naslov, ji lahko pošljemo poseben paket, katerega
kartica dekodira in preko osnovne plošče zažene računalnik. Po zagonu se prek notranjega
ROM pomnilnika inicializira procesorska strojna oprema. Nato se požene BIOS, ki skrbi za
inicializacijo osnovne plošče in priključkov na njej. BIOS ima možnost nastavitve zagon-
skega medija, ki je lahko trdi disk, USB naprava ali omrežje (PXE zagon). Če izberemo
zagonski medij kot omrežje, bo BIOS poizkušal pridobiti dinamični IP naslov preko DHCP
strežnika v omrežju, kar je prikazano na Sliki 3.6. DHCP strežnik v omrežju skrbi za do-
deljevanje IP naslovov. Ta strežnik poleg IP naslova in maske podomrežja, poda tudi ime
gostitelja in ime datoteke za zagon (omrežni zagonski zaganjalnik).
Slika 3.6: Pridobitev IP naslova iz DHCP strežnika
Ko BIOS pridobi informacijo o IP naslovu in zagonskem zaganjalniku, jo preko protokola
TFTP prenese k sebi in zažene. Takrat smo uspešno pridobili in zagnali kodo, ki je shra-
njena na omrežju. Ampak to je le zagonski nalagalnik, ki nam omogoča izbiro operacijskega
sistema z določenimi nastavitvami. Ko izberemo sistem se preko TFTP protokola prenese
jedro Linux (kernel), ter inicializacija RAM datotečnega sistema oz. datoteka initrd, kot
prikazuje Slika 3.7. Po prenosu datotek se zažene jedro, ki ima informacije o glavnih sis-
temskih napravah, med inicializacijo se odstrani datotečni sistem v RAM pomnilniku, ki
se zamenja z omrežnim datotečnim sistemom NFS. Ta datotečni sistem poteka prek LAN
omrežja in na ta način operacijski sistem pride do vseh datotek, ki jih potrebuje, podobno,
kot bi jih imel na lokalnem disku. Ko se to uspešno izvede se požene še init proces, ki do
konca inicializira sistem, doda ostale gonilnike ter začne z zaganjanjem osnovnih programov
operacijskega sistema.
Slika 3.7: Prenašanje Linux jedra in inicilaizacije le tega
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Fizična povezava omrežja
V primeru več omrežnih kartic po navadi nimamo možnosti zagona preko vseh ampak samo
ene. Tako so tudi naše osnovne plošče ponujale možnost zagona le iz ene izmed katric.
Slika 3.8: Povezave omrežja z glavno enoto
Zato sem povezal vsako posamezno kartico vseh računalnikov v omrežno stikalo, poleg tega
sem nanj priključil tudi omrežje glavnega računalnika, kot prikazuje Slika 3.8.
Inštalacija in nastavljanje programov za omrežni zagon
Da bi zagotovili PXE zagon torej potrebujemo DHCP, TFTP in NFS servise, ki bo tekeli
na glavni enoti. Za sam zagon potrebujemo program etherwake, ki omrežni kartici pošlje
ustrezen paket za zagon. Vse te programe sem namestil s pomočjo, ukazov za inštalacijo,
ki so v Prilogi A.3.
Vsaka omrežna kartica ima edinstven naslov, ki mu pravimo MAC naslov. Ta naslov je
v strukturi pod IP naslovom in se prenaša skupaj s podatkovnimi paketi preko lokalnega
omrežja. Na ta način DHCP strežnik pridobi fizični naslov kartice, mi pa lahko s tem
določimo IP naslov, ki pripada določenemu računalniku v omrežju. Ker paketi vsebujejo
informacijo o pošiljatelju in prejemniku, vse enote, s katerimi računalnik komunicira preko
lokalnega omrežja, poznajo njen MAC naslov. Na ta način pridobi MAC naslove tudi
DHCP strežnik, ki jih shranjuje v ARP tabelo. Iz te tabele lahko pridobimo MAC naslov
posameznega računalnika s pomočjo ukazov, ki so v Prilogi A.2. Pridobitev MAC naslovov
je pomembna, saj z njimi lahko kasneje dodeljujemo statične IP naslove ter omogočamo
zagon enot.
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S tem ko sem pridobili MAC naslove vseh kartic, ki so povezane z glavno enoto, sem začel
nastavljati program, ki skrbi za zagon preko omrežja t.i. etherwake. Nastavitev programa
zajema vpis vseh MAC naslovov in pripadajočih imen v datoteki /etc/ethers, ki je v Pri-
logi A.15. Da bi se izognil vsakokratnemu klicanju programa in podajanjem argumentov,
sem napisal skripto kocka-start, kateri podamo argumente za zagon podenot, poleg tega
omogoča vpogled v stanje zagona.
DHCP strežnik je servis v omrežju, ki dodeljuje IP naslove. Načeloma lahko neodvisno od
fizične postavitve podeljuje dinamične IP naslove, vendar je v našem primeru dobro, da
vemo kateri računalnik stoji za katerim MAC oz. IP naslovom, saj si s tem kasneje olaǰsamo
servisiranje enot. Zato sem nastavil DHCP tako, da bo vsakemu računalniku dodal statični
IP naslov. Poleg statičnega IP naslova mora nastavitev vsebovati informacijo o zagonskem
zaganjalniku, ki jo bo podenota pridobila preko TFTP protokola. V Prilogah A.8 in A.9 je
podana nastavitev DHCP strežnika.
Ko smo končali z nastavitvijo podeljevanja IP naslovov, moramo nastaviti TFTP strežnik.
Pri strežniku je predvsem pomembno, da nastavimo mapo in pravice do katere strežnik
dostopa. Ta mapa, v kateri so shranjene vse distribucije se imenuje/tftpboot/. Celotna
nastavitev strežnika je zajeta v Prilogi A.10.
Po nastavitvi TFTP strežnika, nastavimo še NFS strežnik, ki je omrežni datotečni sistem
in omogoča ostalim enotam dostop do njihovih podatkov. Njegova glavna nastavitev vse-
buje mape, do katerih lahko dostopamo preko NFS sistema. Zato sem v nastavitev dodal
glavne uporabnǐske mape, ter mape v katerih so operacijski sistemi, ki jih želimo imeti na
podenotah. V Prilogi A.11 je prikazana nastavitev strežnika z več operacijskimi sistemi, ki
so shranjeni v mapi /tftpboot/distributions/.
Priprava Linux jedra za zagon iz omrežja
Ker je operacijski sistem, ki bo na podenotah, kopija glavne enote, je zagonska inicializa-
cijska datoteka initrd nastavljena tako, da ne vsebuje gonilnikov in skript za NFS sistem.
Zato je treba nastaviti tudi to datoteko. Distribucija Ubuntu ima že v naprej pripravljeno
konfiguracijo za avtomatsko generacijo inicializacijske datoteke. V Prilogi A.12 je popravek
nastavitvene datoteke, v Prilogi A.5 pa se nahajajo ukazi s katerimi sem ponovno ustva-
ril inicializacijsko datoteko. Ker sem hotel, da zagon deluje ne glede na oznako in število
Ethernet kartic, sem spremenil datoteko, na način, da deluje tudi v takšnem primeru. To
sem naredil tako, da sem razpakiral datoteko initrd z ukazi, ki so v Prilogi A.7. V skrip-
tni datoteki scripts/functions, sem dodal zanko, ki po vseh Ethernet karticah ǐsče DHCP
strežnik. Na koncu sem iz popravljene konfiguracije ponovno ročno ustvaril datoteko initrd
s pomočjo ukazov, ki so v Prilogi A.7.
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Nastavitev možnosti iskanja DHCP naslova na vseh karticah sicer za samo delovanje računalnika
ni potrebna. Dodana vrednost je v tem, da lahko v omrežje dodamo tudi drugačno enoto,
z drugimi karticami in zagon še vedno deluje. Prav tako pa lahko uporabimo enoto v
virtualnem okolju.
Nastavitve zagonskega zaganjalnika
Zagonski zaganjalnik (ang. bootloader) skrbi za zagon jedra na računalniku. Kot smo že
večkrat omenili zaganjalnik pridobimo preko omrežja s pomočjo TFTP protokola. Omrežnih
zaganjalnikov je veliko, sam sem uporabil pxelinux.0, ki je vključen v paket syslinux. Zagon-
ski nalagalnik ima v mapi /tftpboot/pxelinux.cfg/ različne nastavitve. V datoteki default
se nahajajo privzete nastavitve za zagon operacijskega sistema. V primeru, če želimo imeti
drugačen operacijski sistem na kakšni izmed enot, lahko znotraj mape definiramo datoteko
s šestnajstǐsko vrednostjo IP naslova enote, pri kateri bi radi imeli drugačen zagon. Na
primer, da bi si zaželeli, da se na enoti Kocka 1, ki ima prek DHCPja nastavljen MAC
in pripadajoč IP 192.168.1.1, zažene druga konfiguracija, v mapo /tftpboot/pxelinux.cfg/
dodamo datoteko C0A80101 z željno konfiguracijo.
Nastavitev vsebuje informacije o zagonskih menijih, v primeru izbire operacijskega sistema,
ki bi ga lahko uporabili. Poleg tega vsebuje tudi razne grafične opise, gesla za dostop,
priorteto zagonov in podobno. Ena izmed ključnih lastnosti so podatki o jedru in dato-
teki initrd. Za primer nastavitve enega operacijskga sistema smo uporabili način opisan v
Konfiguraciji 3.1.
Konfiguracija 3.1: Nastavitev zagona enega OS (/tftpboot/pxelinux.cfg/default)
# dodaj nov vnos, kasneje lahko posamezne vnose grupiramo in pridobimo
mape
label ubuntu-12.04-cluster-version
# ime ki se bo pojavilo na zaslonu
menu label kocka boot (cluster) (ubuntu 12.04 - server)
# v primeru uporabljenega časovnika, se bo po določenem času zagnal
tisti vnos ki ima zadnji to vrednost
menu default
# TFTP pot do jedra GNU/Linux sistema
kernel distribution/ubuntu-kocka-12.04/vmlinuz-3.2.0-26-generic
# argumenti kernela
# root= - korenski datotečni sistem (v našem primeru omrežni NFS)
# initrd= - TFTP pot do initram datoteke
# nfsroot= - pot do omrežnega datotečnega sistema (na katerem naslovu se
nahaja) in možnost spreminjanja (rw)
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Celotna nastavitev lahko vsebuje več distribucij, ki so kopije orginala z namenom testiranja
različnih programov. Nastavitev zaganjalnika vsebuje tudi grafični vmesnik, kot prikazuje
Slika 3.9, ki je uporaben v primeru zagona na računalnikih izven vzporednega računalnika.
Celotna nastavitev zaganjalnika je podana v Prilogi A.13.
Slika 3.9: Grafični vmesnik zagonskega zaganjalnika z izbiro distribucij
3.6 Nastavitev podenot
Po končani nastavitvi glavne enote sledi še nastavljanje podenot. Ker se datoteke podenot
nahajajo na glavni enoti sem vso nastavitev podenot izvedel na glavni enoti. Nastavitev po-
denot zajema sinhronizacijo pomembnih datotek, ki omogočajo, da so gesla in uporabnǐska
imena med glavno enoto in podenotami sinhronizirana. Poleg tega nastavitev zajema pro-
cese, ki se morajo zagnati ob zagonu sistema za zapisovanje dnevnikov in podobnih opravil.
3.6.1 Sinhronizacija datotek z glavno enoto
Nekatere datoteke morajo biti skupne za glavno enoto in vse podenote. To so tiste dato-
teke, ki vsebujejo informacije o skupinah, uporabnǐskih imenih, geslih in imenih domen. V
3.6 Nastavitev podenot 27
primeru, da datotek nimamo sinhroniziranih moramo na glavni enoti in podenotah ločeno
dodajati uporabnike, prav tako gesla moramo ločeno spreminjati gesla. Zato je dobro, da
te datoteke sinhroniziramo. Za sinhronizacijo uporabnǐskih imen, gesel in skupin sta na
voljo dve možnosti. Prva je preko lastnega domenskega strežnika LDAP, ki upravlja te po-
datke, druga pa preko že obstoječega NFS sistema. LDAP imenski sistem, deluje tako, da
glavna enota posreduje podatke ostalim preko istoimenskega protokola, za kar potrebujemo
strežnik, ki teče na glavni enoti. Odločil sem se za drugo možnost zaradi obstoječe zasnove
sistema, saj je ustvarjanje povezav lažje od inštalacije in nastavitve LDAP strežnika. Ker
NFS sistem dostopa samo do map in ne do datotek, sem datoteke uporabnǐskih imen, gesel,
skupin in domen preslikal s pomočjo “trdih povezav” (ang. hard links). Trde povezave so
posebna struktura znotraj datotečnega sistema, ki omogoča, da dve datoteki na različnih
lokacijah kažeta na isti podatek. S tem lahko ustvarimo navidezno več datotek z isto vse-
bino. Sprememba posamezne datoteke pa se odraža v spremembi vseh “trdo povezanih”
datotek. Uporabnǐska imena se v GNU/Linux sistemih nahajajo v datoteki /etc/passwd,
skupine v /etc/groups, gesla v /etc/shadow in imena gostiteljev v /etc/hosts. S pomočjo
ukazov, ki so v Prilogi A.6 sem ustvaril povezave do izvornih datotek.
V GNU/Linux sistemih se uporabnǐski podatki nahajajo v mapi /home. Da bi zagotovili
dostop do te mape, ki se nahaja na glavni enoti, moramo dodati to mapo v skupno NFS
rabo kot je opisano v Prilogi A.11. Poleg tega moramo nastaviti datoteko /etc/fstab, na
podenotah, ki skrbi za priklop diskovnih enot ob zagonu sistema. Nastavitev te datoteke je
v Prilogi A.14.
3.6.2 Zagon sistema
V GNU/Linux sistemih imamo več stopenj zagona, ki omogočajo odpravljanje napak pri
zagonu. V nastavitveni mapi /etc/ se nahajajo pod mape in datoteke s predpono rc, katerih
vsebina se zažene odvisno od vrste zagona. V teh mapah se nahajajo skripte, ki poskrbijo
za zagon različnih servisov, tipi zagonov so opisani v Tabeli 3.3 .
Pred prehodom na večuporabnǐski način, moramo zagotoviti, da se ime gostiteljev na enoti
spremeni glede na IP. To storimo preko skriptne datoteke S10hostname, ki je v Prilogi A.17
in se zažene ob zagonu v vseh večuporabnǐskih načinih, kar pomeni, da se nahaja v sistem-
skih mapah rc2.d, rc3.d, rc5.d in rcS.d. V tej skripti tudi povemo, naj se vse privzete
povezave povezujejo prek te omrežne kartice. S tem povemo, da je omrežna kartica preko
katere potekajo prej opisani sistemi privzeta. Ko imamo nastavljeno privzeto omrežno kar-
tico na gostiteljevi enoti, lahko brez težav inicializiramo še ostale omrežne kartice.
Ostale omrežne kartice ob zagonu inicializiramo z enakim IP naslovom. Za takšen sistem
sem se odločil, ker je neodvisen od števila omrežnih kartic, poleg tega pa nimamo zmešnjav
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mapa/datoteka zagon
rc0.d zažene skripte ob zaustavitvi sistema
rc1.d zažene skripte v eno uporabnǐskem načinu
rc2.d zažene skripte v več uporabnǐskem načinu
rc3.d zažene skripte v več uporabnǐskem načinu z
omogočenim omrežjem
rc4.d se ne uporablja
rc5.d se zažene v primeru uporabe X strežnika
rc6.d zažene skripte ob resetu
rcS.d zažene vedno vse skripte ob zagonu
rc.local skripta, ki se zažene ob koncu vsakega
večuporabnǐskega nivoja
Tabela 3.3: Nivoji zagona GNU/Linux sistema (distribucija Ubuntu) [8]
z več IP naslovi, s katerimi so težave, na primer pri nastavljanju MPICH2 okolja. Poleg
tega moramo zagotoviti pot do priklopljenih enot, ki so zapisane v datoteki /etc/mtab ter
pravilno nastaviti dnevnǐske datoteke, da se shranjujejo na glavni enoti in so ločene po
imenih gostiteljev. Te nastavitve so v datoteki S11kocka boot, ki je dodana istim mapam
kot prej omenjena datoteka S10hostname. Podroben opis in vsebino te datoteke najdete v
Prilogi A.16.
Ob prvem zagonu sem moral poskrbeti tudi za formatiranje diskov. To sem storil tako, da
sem napisal skripto, ki je v Prilogi A.18 in preveri, če obstaja kakšna particija na disku. V
primeru, da ne obstaja, jo ustvari in formatira v datotečni sistem EXT4.
Tako pripravljen sistem je primeren za zagon, sam pa sem moral še fizično povezati ostale
omrežne povezave. Vseh omrežnih povezav je 290, kako izgledalo v resničnem okolju pa je
razvidno iz Slike 3.10.
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Slika 3.10: Omrežne povezave vzporednega računalnika
4. Adaptivno spreminjanje
topologije omrežja
Kot sem opisal v Poglavju 3.2 smo za komunikacijo med enotami izbrali giga bitno Ethernet
omrežje, ter omrežna stikala. Da zagotovimo največjo hitrost, moramo uporabljati čim več
omrežnih kartic, ki so priključena na različna omrežna stikala. Kartice morajo biti nasta-
vljene tako, da imajo enote s katerimi največ komuniciramo rezervirano posamezno omrežno
kartico, preko katere teče komunikacija le s to enoto. S tem rezerviramo podatkovno po-
vezavo do druge enote, ki jo zaradi rezervirane povezave imenujemo tudi sosednja enota.
Omrežne kartice pa lahko nastavimo na dva načina.
Prvi način je, da vsaki kartici dodelimo drugačen IP naslov. S tem vsaki kartici na vsaki
enoti pripada edinstven naslov. Glede na to, da imamo na voljo 8 omrežnih kartic na
36 enotah, bi tako imeli 288 različnih IP naslovov. Slaba lastnost takšnega sistema je
v tem, da moramo na aplikativnem nivoju določati preko katerega naslova naj aplikacija
komunicira. Da bi se temu izognil, sem ta problem reševal na nivoju operacijskega sistema in
usmerjevalnih (ang. routing) tabel. V primeru, da imajo kartice enak IP naslov operacijski
sistem GNU/Linux preko usmerjevalnih tabel pridobi informacije o komunikaciji. Na ta
način ve, kako mora komunicirati z omrežnimi karticami. Na primer, če lahko do interneta
dostopamo preko več omrežnih kartic, je v usmerjevalni tabeli določeno katera kartica je
privzeta in le preko te bo potekal ves promet. V primeru, da se povezava prekine pa bo
operacijski sistem avtomatsko privzel naslednjo kartico. V usmerjevalne tabele lahko poleg
nastavitev o privzeti kartici dodamo tudi IP naslove, s pripadajočo omrežno kartico. To
nam omogoča, da lahko do različnih IP naslovov dostopamo preko različnih omrežnih kartic.
V primeru, da bi želeli ročno povezati dve enoti, bi morali na obeh zagotoviti, da omrežna
kartica preko katere poteka NFS, ni več prioritetna, poleg tega bi morali IP prve enote
dodati v usmerjevalno tabelo druge enote in obratno. Če želimo to narediti ročno, moramo




Koda 4.1: Primer nastavitve neposredne povezave na enoto k1
# nastavi naj ves promet teče preko eth2 kartice (NFS) s slabšo
prioriteto
route add -net 192.168.1.0 netmask 255.255.255.0 metric 10 dev eth2
# izbriši privzeto boljšo prioriteto na eth 2 kartici
route del -net 192.168.1.0 netmask 255.255.255.0 metric 0 dev eth2
# komunikacija na 192.168.1.1 naj poteka preko eth0
route add -host 192.168.1.1 metric 0 dev eth0
Da bi si olaǰsal kasneǰse delo z ročnim nastavljanjem, sem nastavljanje programiral. Pro-
gram uvozi konfiguracijo, naredi optimizacijo in zažene ukaze v Kodi 4.1. Z uporabo tega
programa uporabniku ni treba nastavljati vsake enote posebej, ampak lahko to naredi na
bolj enostaven način. Več informacij o programu in njegovi konfiguraciji je opisanih v
naslednjih podpoglavjih.
4.1 Nastavitev
Če želimo, da se omrežje programsko poveže, potrebujemo nastavitev. Prvi problem, ki
nastane pri nastavitvi je, kako zapisati povezave v računalniku berlivo obliko. Sam sem se
po premisleku odločil, da opǐsem vsako točko z dejanskimi povezavami. Za obliko nastavi-
tvene datoteke sem si izbral modificiran XML standard. Razlika med XML standardom in
modifikacijo je le v tem, da modifikacija lahko vsebuje komentarje, ki se začnejo z #.
Nastavitvena datoteka se začne z značko <link> in konča z </link> in dopušča več na-
stavitev v eni datoteki. Začetna značka mora vsebovati parameter num, s katerim po-
damo število enot, ki bodo v uporabi. V posamezni nastavitvi lahko uporabljamo znački
<info></info> znotraj katerih podamo besedni opis določene strukture. Za ASCII grafični
prikaz strukture pa lahko uporabimo znački <structure></structure>. Povezave opǐsemo
med značkama <connection ></connection> tako, da vsaka nova vrstica vsebuje informa-
cije o eni enoti in pripadajočih povezavah. Enoto, ki ji pripada nastavitev označuje prva
številka v zaporedju.
Slika 4.1: Povezava treh enot v strukturi obroč
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Če vzamemo primer povezovalne strukture obroč s tremi enotami, ki je prikazana na Sliki 4.1
opazimo, da imamo 3 povezave. To pomeni, da je enota k1 povezana s k2 in k3, enota k2
pa s k3. Da bi se izognil dejanskim poimenovanjem enot, sem uporabil samo števila. Tako
nastavitev enot izgleda kot: enota 1 je povezana z 2 in 3, enota 2 pa s 3. Ta možnost
je dobrodošla, ker ni nujno, da takšna nastavitev velja le na določenih enotah (k1, k2,
k3), ampak jo lahko uporabimo na poljubnih ne nastavljenih enotah iz dane množice. Če
tej nastavitvi dodamo še prej omenjene začetne in končne značke, opis ter grafični prikaz,
pridobimo Kodo 4.2, ki jo lahko uporabimo v programu za nastavljanje omrežja.
Koda 4.2: Primer nastavitvene datoteke
<link num=3>








Omrežje je sestavljeno tako, da lahko isto imenske kartice komunicirajo le med sabo. To
pomeni, da lahko preko omrežne kartice eth0 vsaka enota komunicira le z eth0 kartico vseh
ostalih enot. V primeru nepravilne konfiguracije se lahko zgodi da omrežne kartice niso
optimalno uporabljene. Načeloma ni težav v primeru majhnega obsega komunikacije, saj
imamo kartic dovolj. V primeru, da uporabljamo večje število komunikacij povezav, pa se
lahko zgodi, da nam povezav oz. kartic zmanjka.
V Poglavju 4.1 sem opisal, da nastavitev omrežja zajema enoto in njene povezave. Če bi iz
zapisa nastavitve skonstruirali povezave, bi to storili tako, da bi zaporedoma povezali vsako
enoto posebej. V primeru povezave 4 mreže dimenzije 3x3 bi dobili stanje, ki ga prikazuje
Slika 4.2. V tem primeru opazimo, da smo uporabili prvih 6 omrežnih kartic. Kartico eth2
smo namenoma izpustili, saj je obremenjena z NFS datotečnim sistemom. Opazimo tudi, da
smo kartici eth5 in eth6 uporabili samo za eno povezavo. V primeru, da bi izvedli povezavo
med k6 in k9 z eth5, bi lahko med k7 in k8 izbrali povezavo eth1 in tako zmanǰsali število
potrebnih kartic na 5, saj povezava eth6 ne bi bila več uporabljena.
Da bi čimbolj optimiral število povezav, sem napisal algoritem, ki optimizira povezave. To
sem storil tako, da sem poizkušal vsako omrežno kartico čim bolj izkoristiti. Če vzamemo
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Slika 4.2: Primer ne optimirane 4 mreže dimenzije 3x3. Barve ponazarjajo posamezne
povezave.
preǰsnji primer 4 mreže dimenzije 3x3 iz Slike 4.2, sem najprej zapolnil po vrsti vse povezave,
ki še nimajo povezave z eth0. Tako so s to omrežno kartico povezani pari enot: k1 s k2, k3
s k6, k4 s k5, k7 s k8. Z naslednjo kartico pa so povezani pari enot: k1 s k3, k2 s k5, k4 s
k6, k7 s k9. Na ta način ǐsčemo prazne kartice preko celotne strukture, za dan primer pa
na koncu pridobimo povezave s 5 omrežnimi karticami, kot so prikazane na Sliki 4.3.
Slika 4.3: Primer optimirane 4 mreže dimenzije 3x3
4.3 Kodiranje in izbira grafičnega vmesnika 34
4.3 Kodiranje in izbira grafičnega vmesnika
Postopke, ki sem jih opisal v preǰsnjih pod poglavjih, sem programiral v skriptnem jeziku
Bash [10] z grafičnim vmesnikom easybashgui [9]. Razlog za uporabo tega programskega
programskega jezika je v tem, da je komunikacija s sistemskimi programi precej enostavna.
Večino naših skript je napisanih prav v tem jeziku, ki mu lahko dodamo tudi enostaven
grafični vmesnik, ki je uporaben v konzolnem ali okenskem prikazovalniku, kar je še dodatna
prednost.
Program za nastavitev omrežja izberemo z ukazom kocka-link, za katerega moramo imeti
administratorske pravice. Ob zagonu se pojavi sporočilo, ki nam pove, kje se nahajajo nasta-
vitve, za tem pridemo v meni, ki ga prikazuje Slika 4.4a. V glavnem meniju imamo možnosti
vpogleda v strukture, kjer pridobimo informacije o vseh možnih nastavitvah omrežja. Lahko
pogledamo katere strukture so postavljene na vzporednem računalniku ali jih brǐsemo. Po-
leg tega lahko iz struktur pridobimo tudi informacije za nastavitev MPICH2 knjižnice.
(a) Glavni meni programa kocka-link (b) Določevanje struktur v programu
Slika 4.4: Zagon programa kocka-link in izbira strukture
V nadaljevanju bo opisano, kako s programom naredimo strukturo omrežja treh enote v
obroču, kot je prikazano na Sliki 4.1.
V glavnem meniju najprej izberemo določevanje struktur, pri čemer se nam odpre nov meni
z vrstami struktur, kot prikazuje Slika 4.4b. Znotraj tega menija imamo na izbiro glavne
strukture omrežij, v naslednjem podmeniju, pa bomo določali koliko enot naj bo povezanih
v izbrano omrežje. Tako smo v tem meniju izbrali povezovalno omrežje obroč (ang. ring),
kot je razvidno iz Slike 4.4b v naslednjem pa, da hočemo povezati 3 enote, kar prikazuje
Slika 4.5a. Ko izberemo strukturo, pridobimo informacije o njej, program pa preveri, katere
enote so vanjo vključene in katere ne. Na ta način nam program ponudi na katerih enotah
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lahko vzpostavimo omrežje. Izberemo na primer enote: k26, k27 in k28, kot prikazuje
Slika 4.5b. Za tem se v programu pojavi obvestilo o tem, katere enote smo izbrali, prične
pa se tudi zagon sistemov, če trenutno niso v teku. Ko se nastavitev konča, dobimo še
informacijo o končanju, ter seznam enot na katerih smo pognali omrežno strukturo.
Če v glavnem meniju izberemo informacije, pridobimo seznam struktur ter enot, na katerih
so te strukture vzpostavljene. Za dani primer vidimo lahko na Sliki 4.6a, kako so enote
postavljene in katere komunikacije potekajo med njimi. V primeru, da bomo na enotah
uporabljali knjižnico, ki implementira MPI-2, imamo na voljo tudi nastavitev za topologijo,
ter datoteko z imeni gostiteljev. Nastavitev topologije je pisana v programskem jeziku C
in se vstavi znotraj vzporednega programa. Ker jo pridobimo v programu, kot prikazuje
Slika 4.6b, nam je ni potrebno ročno ustvariti. Bistvo kode za topologijo je v tem, da
programu povemo, kako so enote povezane in na kakšen način naj komunicira z njimi.
(a) Izbira 3 enot v omrežju obroč (b) Vzpostavitev strukture na enotah
Slika 4.5: Izbira enot za vzpostavitev omrežja
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(a) Informacije o strukturi (b) Topologija omrežja
Slika 4.6: Informacije o strukturi ter topologija omrežja namenjena za knjižnice, ki
implementirajo MPI-2
5. Testi in rezultati
Ob koncu postavitve vzporednega računalnika sledi še merjenje in določanje njegove hitrosti.
Določanje hitrosti povezav in računanja je pomembno z vidika kasneǰse uporabe, saj lahko
le s pravilno interpretacijo in uporabo izmerjenih rezultatov pridobimo želene pohitritve.
Da bi določil hitrost našega računalnika, sem opravil meritve, ki zajemajo hitrost dostopa
do datotek, ki so shranjene na različnih lokacijah. Poleg testiranja datotečnega sistema sem
opravil tudi testiranje hitrosti omrežja pri privzeti in spremenjeni topologiji omrežja. Na
koncu pa sem dodal še hitrosti računanja CPU enote.
5.1 Testiranje datotečnih sistemov
Tipična nastavitev današnjih računalnikov je takšna, da imamo operacijski sistem in dato-
teke nameščene na lokalnem disku. Naš sistem se razlikuje od tipičnih v tem, da imamo
operacijski sistem in večino podatkov shranjenih na glavni enoti, do katerih dostopamo prek
omrežnega datotečnega sistema (NFS). Operacijski sistem in datoteke glavne enote pa so
shranjene v redundantnem polju RAID 10. Zato me zanima zmanǰsanje hitrosti podenot
zaradi uporabe NFS, ter povečanje hitrosti glavne enote zaradi uporabe redundantnega
polja.
5.1.1 Metodologija testiranja
Na glavni enoti in eni izmed podenot sem shranjeval različno velike podatke na lokalni
disk in na NFS. Vsaka meritev je zajemala 5 ponovitev. Ob vsaki operaciji sem na vseh
sistemih, ki so sodelovali v meritvi, brisal datotečni predpomnilnik. Noben sistem pa med
testiranjem ni bil obremenjen, kar pomeni, da v ozadju niso tekli procesi, ki bi lahko motili
meritev.
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5.1.2 Rezultati testiranja
Rezultati testiranja zajemajo hitrosti branja in pisanja podatkov na trde diske, do katerih
sem dostopal neposredno ter prek omrežja (NFS).
Testiranje lokalnega diska na podenoti
Zaradi uporabe enakih diskov na vseh enotah, sem testiral lokalni disk na podenoti. Ti
podatki so referenčni in kasneje bom iz njih pokazal pohitritev oz. upočasnitev, zaradi
izbire redundantnega polja oz. uporabe NFS. Pri prenosu podatkov na lokalni disk, sem
pričakoval, da se bo hitrost z večanjem podatkov povečevala do 200 MB/s. Takšno hitrost
sem pričakoval zaradi števila bralno-pisalnih glav, hitrosti vrtenja plošč in ostalih poznanih
tehnologij diska. Zaradi istih razlogov pa sem pričakoval večjo hitrost branja, kot pisanja.
Iz grafa na Sliki 5.1, opazimo, da so hitrosti precej nižje od pričakovanj. Vzrok je v tem,
da je bila predvidena hitrost groba ocena največje hitrosti.
Slika 5.1: Hitrost prenosa podatkov na lokalnem disku podenote
Testiranje redundantnega polja na glavni enoti
Zaradi redundantnega polja sem pričakoval, da bo na glavni enoti branje in pisanje 2-krat
hitreǰse, kot na podenoti. Takšno hitrost sem pričakoval zaradi vzporednega dostopa do
podatkov.
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Iz grafa na Sliki 5.2 vidimo, da sem malce precenil hitrost. Pričakoval sem precej večje
pohitritve od dejanskih. Krivec za manǰso hitrost, bi lahko bil datotečni sistem, slaba
optimizacija RAID gonilnika ali pa preobremenjen kontroler za disk.
Slika 5.2: Hitrost prenosa podatkov na RAID sistemu glavne enote
Testiranje NFS sistema
Pri testiranju omrežnega datotečnega sistema sem imel podobna pričakovanja, kot v preǰsnjih
primerih, z razliko, da je največja hitrost prenosa omejena s teoretično hitrostjo omrežja,
ki znaša 125 MB/s.
Iz grafa na Sliki 5.3 vidimo, da je največja hitrost branja 115 MB/s, katera se mi zdi
zadovoljiva. Hitrost pisanja pa je precej nižja od pričakovane. Krivec za nižjo hitrost
zapisovanja bi lahko bil NFS gonilnik ali pa sistem za preverjanje poslanih podatkov. Poleg
tega opazimo, da je pri majhnih datotekah hitrost pisanja hitreǰsa, kot branja. Predvidevam,
da bi to lahko bilo zaradi predpomnilnika na glavni enoti, v katerega se shranijo podatki,
pred dejanskim pisanjem na trdi disk.
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Slika 5.3: Hitrost prenosa podatkov preko preko NFS sistema
Povzetek rezultatov
Iz grafa na Sliki 5.4 opazimo, da najbolj izstopa pisanje podatkov na NFS. Kot sem že
omenil, bi lahko bila to posledica začasnega pomnilnika NFS gonilnika, ki javi sistemu, da
je datoteka že zapisana na trdi disk, čeprav se nahaja nekje v predpomnilniku glavne enote.
Slika 5.4: Povečanje oz. zmanǰsanje hitrosti zaradi uporabe redundantnega polja
oz. NFS sistema
Ostale hitrosti so pričakovane, predvsem pa lahko opazimo, da je v primeru zapisovanja
večjih datotek (nad 10 MB) na glavni enoti sistem hitreǰsi za približno 30% (zaradi RAID
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polja). Zaradi uporabe NFS sistema pa sem sistem upočasnil za približno 20%.
Naj še enkrat poudarim, da so bila testiranja izvedena brez uporabe sistemskega predpo-
mnilnika. Če bi uporabil le-tega, bi lahko bile nekatere hitrosti precej vǐsje, vendar med
sabo neprimerljive. Ob tem bi izgubil stik s strojno opremo in razliko v hitrostih, ki so
posledica izbire sistema.
5.2 Testiranje prilagojenega omrežja
Ker lahko na sistemu spreminjamo topologijo omrežja, bo uporabnike sistema zanimala
hitrost, ki jo lahko dosežejo pri različnih nastavitvah topologije. Vzporedni programi, ki
računajo fizikalne probleme mnogokrat prenašajo robne podatke posameznega problema.
Iz topološke perspektive, se takšno prenašanje podatkov, izraža kot komunikacija med sose-
dnjimi enotami. Zaradi pogoste uporabe takih povezav sem meril hitrost med povezovalno
strukturo obroč in privzeto povezovalno strukturo, pri pošiljanju podatkov enemu oz. obema
sosedoma. Zanimala pa me je predvsem pohitritev sistema pri uporabi povezovalne struk-
ture obroč, ter kako se pričakovana teoretična vrednost ujema z izmerjeno.
Metodologija testiranja
Pri meritvi sem uporabil dva programa. Prvi je iz vsake enote pošiljal naključne podatke
le enemu sosedu kot prikazuje Slika 5.5, drugi pa dvema sosedoma, kot prikazuje Slika 5.6.
Programa delujeta oz. pošiljata podatke po naslednjem algoritmu:
• ustvari naključnen vektor tipa char,
• določi vektorje različnih dolžin,
• začni meriti čas,
• pošlji podatke izbrani enoti/enotama,
• pridobi podatke, ki jih vrne sosednja enota,
• ustavi čas merjenja.
Hitrost prenosov sem izračunal kot dvakratnik razmerja velikosti podatkov in časa pošiljanja.
Dvakratnik hitrosti je pomemben, saj se podatki pošiljajo do naslovnika in nazaj, kar po-
meni, da je čas dvakrat večji. Vsaka meritev zajema 10 začetnih meritev, ki niso upoštevane,
ter 1000 meritev, iz katerih sem izračunal povprečno hitrost in je ponazorjena na grafu
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Slika 5.5: Povezava enega soseda
Slika 5.6: Povezava dveh sosedov
Slike 5.8. Začetnih meritev nisem upošteval, saj bi lahko bile napačne zaradi vzpostavitve
komunikacijskega kanala. V meritev je bilo vključenih 32 računalnǐskih enot, program pa
je tekel na enem jedru.
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Privzeta povezovalna struktura
Privzeta povezava uporablja eno giga bitno Ethernet stikalo, topologijo omrežja pa prikazuje
Slika 5.7. Pri privzeti povezovalni strukturi skrbi eno stikalo (SW2) za vse podatkovne
pakete med podenotami. Pričakoval sem, da bodo pri tej strukturi hitrosti prenosov majhnih
količin podatkov majhne, zaradi manǰse velikosti podatkovnih paketov. Hitrosti pošiljanja
večjih količin podatkov pa naj bi bile omejene s hitrostjo omrežja, katere teoretična vrednost
znaša 125 MB/s.
Slika 5.7: Privzeta povezava omrežja
S tem naj bi bila hitrost do enega soseda enaka teoretični, hitrost do obeh pa polovica le-te,
zaradi podvojene količine podatkov.
Slika 5.8: Hitrost privzetega omrežja do enega oz. dveh sosedov
Iz grafa na Sliki 5.8 vidimo, da je hitrost prenosa do enega soseda za ∼10 % manǰsa od teo-
retične vrednosti. Hitrost povezave med dvema sosedoma pa je za 13 manǰsa od pričakovane.
Krivec za tolikšno upočasnitev bi lahko bilo zavrženje podatkovnih paketov (ang. drop
packet) s strani omrežnega stikala. Paketi TCP/IP protokola nimajo konstantne veliko-
sti. V primeru, da so paketi preveliki, jih lahko stikalo zavrže. Pošiljatelj zaradi zavrženja
zmanǰsuje pakete do te mere, da jih stikalo ne zavrže. S tem se poveča čas prenosa in
posledica je zmanǰsanje hitrosti prenosa podatkov.
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Povezovalna struktura obroč
Strukturo obroč prikazuje Slika 5.9. Pričakovane hitrosti te povezovalne strukture so za
primer pošiljanja enemu ali obema sosedoma enake.
Slika 5.9: Povezava strukture obroč pri testiranju
Podobno kot pri privzeti povezovalni strukturi sem pričakoval, da bo hitrost prenosa manǰse
količine podatkov manǰsa, večje količine podatkov pa bo navzgor omejena s teoretično hi-
trostjo omrežja (125 MB/s).
Slika 5.10: Hitrost povezovalne strukture obroč do enega oz. dveh sosedov
Iz grafa na Sliki 5.10 opazimo, da so rezultati meritev pri pošiljanju enemu sosedu pričakovani.
Prav tako, kot pri meritvi privzete povezave, je hitrost pošiljanja dvema sosedoma v tej me-
ritvi za 13 manǰsa od pričakovane. Tudi tukaj bi lahko bil glavni krivec omrežno stikalo, ki
ob preobremenitvi zavrže pakete.
Povzetek rezultatov
Iz pridobljenih rezultatov sem izračunal pohitritev povezovalnega omrežja obroč glede na
privzeto povezavo, kar vidimo na grafu iz Slike 5.11. Normirana vrednost prikazuje ali je
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hitrost povezave obroč večja ali manǰsa od privzete povezovalne strukture.
Slika 5.11: Pohitritev zaradi izbire povezovalnega omrežja obroč
Iz pridobljenih rezultatov opazimo, da je v primeru pošiljanja podatkov manǰsih od 10 kB
hitrost neodvisna od strukture. Pri podatkih večjih od 10 kB pa je opazen skok, ki bi
lahko bil posledica zavrženja podatkovnih paketov na strani stikala pri privzeti povezovalni
strukturi. Pri večji količini podatkov je hitrost pričakovana, saj je za povezavo z dvema so-
sedoma potreben pol manǰsi čas na povezovalni strukturi obroč, kot na privzeti povezovalni
strukturi.
5.3 Hitrost računanja na procesorju
Da bi ugotovil ali se v posameznem primeru bolj splača pošiljati podatke drugim enotam ali
ne, sem izvedel meritve časa izvajanja različnih matematičnih operacij na procesorju. V ta
namen sem napisal program v programskem jeziku C++, ki računa z različnimi operacijami
in meri čase izvajanja. Program je bil preveden z uporabo optimizacije, brez uporabe
vektorskih ukazov, čas merjenja pa je preračunan na število operacij na sekundo.
Metodologija
Na neobremenjenem procesorju sem računal različne osnovne matematične operacije med
dvema naključnima operandoma. Za neobremenjen procesor sem upošteval stanje, kadar
na sistemu tečejo le tisti procesi, ki so nujno potrebni za delovanje operacijskega sistema.
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Meritve zajemajo operacije s 32 in 64 bitnimi spremenljivkami tipa integer, ter spremenljiv-
kami tipa float in double. Izračune sem izvajal na vektorjih dolžine 5 tisoč, 100 tisoč in 10
milijonov. Z različnimi dolžinami vektorjev sem hotel ugotoviti, kako na hitrost vpliva do-
daten dostop do L3 predpomnilnika in RAM pomnilnika. V primeru najmanǰsega vektorja
so lahko koda in podatki v predpomnilniku L1. Pri večjem vektorju se koda in podatki
nahajajo v predpomnilniku L1 in L3. Pri največjih podatkih pa je potreben poleg pred-
pomnilnikov dostop tudi do RAM pomnilnika. Zato pričakujem, da bo hitrost izračunov
manǰsih vektorjev hitreǰsa, kot večjih. Čas izvajanja posamezne operacije pa je izračunan
kot razmerje med časom izračuna celotnega vektorja, deljenim z njegovo dolžino.
Operacije nad spremenljivkami tipa integer
Spremenljivke tipa integer so predznačene celoštevilske vrednosti. Pri operacijah med njimi
pa je rezultat tudi celoštevilska vrednost. Pred desetletji so lahko procesorji izračunali eno
celoštevilsko operacijo na vsak urin cikel. Z razvojem paralelizacje v samem procesorju, pa
so le-ti zmožni izračunati več, kot eno operacijo v enem urinem taktu, kar imenujemo super
skalarnost [23].
Slika 5.12: Primerjava hitrosti izračuna osnovnih računskih operacij s tipom spre-
menljivk integer
Pri izračunu vrednosti moramo operande najprej pridobiti iz predpomnilnika, izračunati ter
zapisati nazaj v predpomnilnik. V primeru uporabe procesorja, ki nima super skalarnosti,
bi pričakoval, da bi bila frekvenca operacij zaradi komunikacije s predpomnilnikom vsaj
nekaj krat manǰsa od frekvence procesorja. Zaradi uporabe super skalarnega procesorja pa
sem predpostavil, da bi procesor potreboval za en izračun, en urin takt, kar pri frekvenci
2.56 GHz pomeni, da bo jedro izračunalo 2.56 milijard operacij na sekundo.
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Slika 5.13: Primerjava hitrosti izračuna zahtevneǰsih računskih operacij s tipom spre-
menljivk integer
Iz grafa na Sliki 5.12 opazimo, da je zapis konstantnih vrednosti nekaj krat hitreǰsi od
frekvence procesorja. Ta pohitritev je posledica super skalarnosti. Prav tako je posledica
super skalarnosti enaka hitrost izračuna deljenja, ostanka pri deljenju in vsote prej ome-
njenih operacij, kot vidimo iz grafov na Slikah 5.12 in 5.13. Iz grafov tudi opazimo, da je
izračun 32-bitnih vrednosti hitreǰsi od 64-bitnih čeprav uporabljamo 64-bitno arhitekturo
na 64-bitnem operacijskem sistemu. To je posledica dejstva, da imamo pri 32-bitnih nizih,
manj podatkov, kot pri 64-bitnih.
Iz grafa na Sliki 5.13 opazimo, da je klicanje funkcije v vseh primerih enako hitro. Preva-
jalnik poskrbi, da je nekaj argumentov klicane funkcije že v registrih. Zaradi 64-bitnega
sistema pa so vsi argumenti funkcije lahko podani v registrih, zato so hitrosti klica funkcij
različnih tipov argumentov enake.
Operacije nad spremenljivkami tipa float in double
Float je tip spremenljivke, ki decimalno numerično vrednost predstavlja s plavajočo vejico.
Razlika med float in double je v tem, da je float 32-biten, double pa ima dvojno natančnost
oz. je 64-biten. Tipa spremenljivk sta namenjena računanju z decimalnimi števili, v proce-
sorjih pa se izračun izvrši na kosu strojne opreme, ki je zadolžen za računanje s plavajočo
vejico oz. FPU enoti. Ker ima posamezno jedro več FPU enot sem pričakoval enako hi-
trost računanja s tema tipoma spremenljivk, za katere predpostavljam, da je omejena z
2.56 milijard operacij na sekundo. Tako sem pričakoval, da bodo enostavne operacije, kot
so seštevanje odštevanje in množenje omejene s prej omenjeno vrednostjo. Za zahtevneǰse
računske operacije pa sem pričakoval slabše rezultate.
5.3 Hitrost računanja na procesorju 48
Slika 5.14: Primerjava hitrosti izračuna osnovnih računskih operacij s tipom spre-
menljivk float
Iz grafa na Sliki 5.14 opazimo, da so hitrosti seštevanja odštevanja in množenja podobne.
Iz rezultatov pa lahko preračunamo, da FPU enota potrebuje za izračun prej omenjenih
operacij približno 4 urine cikle. Iz rezultatov tudi opazimo, da je hitrost izračuna srednje
dolgih vektorjev vǐsja, kot pa najkraǰsih. Zakaj do tega pride ne znam pojasniti.
Slika 5.15: Primerjava hitrosti izračuna zahtevneǰsih računskih operacij s tipom spre-
menljivk float (1. del)
Iz grafa na Sliki 5.15 vidimo, da so izračuni zahtevneǰsih operacij dalǰsi, kot osnovnih, ki so
prikazane na Sliki 5.14. Da so zahtevneǰse operacije počasneǰse, je posledica dejstva, da so ti
ukazi sestavljeni iz več ukazov v mikro kodi [24]. Tako lahko vidimo, da za izračun potence
potrebujemo 100-krat več časa, kot za seštevanje ali množenje. Iz grafa na Sliki 5.15 lahko
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vidimo, da je izračun trigonometrične funkcije sinus hitreǰsi, če uporabljamo spremenljivke
tipa double. Za takšno razliko bi lahko bila kriva optimizirana FPU enota.
Slika 5.16: Primerjava hitrosti izračuna zahtevneǰsih računskih operacij s tipom spre-
menljivk float (2.del)
Iz grafa na Sliki 5.16 vidimo, da je vsota dveh eksponentnih funkcij precej manǰsa od enega
izračuna eksponentne funkcije iz preǰsnjega grafa (Slika 5.15). Iz numeričnih podatkov, na
podlagi katerih je bil narejen graf (Slika 5.16), pridobimo razmerje 2, kar pomeni, da je
izračun tako zahteven, da ga procesor ne more paralelizirati. V primeru vsote dveh trigo-
nometričnih funkcij je procesor zmožen izračunati problem v podobnem času, kot izračuna
le eno trigonometrično funkcijo, kar vidimo, če primerjamo grafa iz Slik 5.17 in 5.15.
Slika 5.17: Primerjava hitrosti izračuna zahtevneǰsih računskih operacij s tipom spre-
menljivk float (3. del)
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Povzetek rezultatov
Iz prikazanih grafov v poglavju vidimo, da so nekatere operacije nad tipi števil double in float
primerljive v primerjavi s celoštevilskimi integer operacijami. Kot sem že med poglavjem
omenil je krivec za to predvsem optimizirana FPU enota, ki skrbi za računanje s temi števili.
Iz grafa na Sliki 5.14 smo pridobili podatke, da lahko v eni sekundi seštejemo približno
300 milijonov števil tipa double. Ker double zajema 8 bajtov, lahko v sekundi seštejemo
vektorja 5 GB podatkov. V primeru, da bi te podatke prenašali preko omrežja, bi le za
prenos podatkov v istem času potrebovali hitrost omrežja več kot 40 Gb/s, brez upoštevanja,
da podatke pošiljamo nazaj. Iz tega primera hitro zaključimo, da se nam podatke izplača
računati na ostalih računalnikih le v primerih, ko imamo veliko računanja nad malo količino
podatkov.
6. Zaključek
Skozi poglavja smo spoznali teoretično problematiko in praktične rešitve vzporednih ra-
čunalnikov. Čeprav se mogoče naloga bere tako, kot bi bil na začetku že vse predvidel
in mi je na koncu vse ustrezalo, dejansko temu ni bilo tako. Celoten sistem sem moral
dvakrat nameščati, da sem dosegel želene cilje. Sicer je iz moje perspektive sistem zelo
dobro zasnovan, ampak ne tako dobro, da ga ne bi bilo možno še izbolǰsati. Ena izmed
napak, ki sem jih naredil je ta, da ima glavna enota shranjene vse podatke, poleg tega pa je
tudi delovna enota. Bolje bi bilo, da bi eno izmed enot uporabil le in samo za shranjevanje
podatkov in operacijskih sistemov. Ker potrebujemo na glavni enoti tudi različne programe,
na njih pa delajo različni uporabniki, tako ni mogoče v zglednem času zamenjati OS na
glavni enoti. Všeč mi je, da je sistem modularen in lahko operacijski sistemi tečejo tudi na
virtualnih enotah ali pa na povečanem številu enot.
Sam sistem bi bil zelo zanimiv tudi pri uporabi delovnih postaj. Če si zamislimo podjetje,
ki ima veliko računalnikov na katerih je nameščen operacijski sistem nastopi v primeru
odpovedi diska ali druge komponente problem. V primeru, da računalniki pridobijo vse
podatke iz omrežja, tega problema nimamo. V primeru okvare samo zamenjamo računalnik.
Poleg tega so posodobitve in prehod na drug OS precej bolj enostavne in v primeru, da so
le te neuspešne, jih lahko hitro odstranimo tako, da uporabimo preǰsnji delujoč sistem.
Sam sem se skozi nalogo naučil veliko, predvsem o računalnǐskih omrežjih, GNU/Linux sis-
temu in programiranju vzporednih računalnikov. Ker med študijem ni bilo veliko poudarka
za takšne sisteme, sem moral večino znanj pridobiti sam.
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Priloge
I Sistemski skripti
Skript A.1: Generiranje SWAP navideznega pomnilnika in dodajanje v fstab
sudo su # zagon kot root
# ustvari datoteko velikosti 1073741824B (1 GB)
dd if=/dev/zero of=/swap.swap bs=1073741824 count=1
# spremeni pravice (dostop samo za root)
chmod 600 /media/localdisk/1g.swap
# ustvarjanje swap pomnilnika
mkswap swap.swap
# dodajanje SWAP pomnilnika v fstab
echo "/swap.swap none swap sw 0 0" >> /etc/fstab
mount -a # ponovno priklopi vse vnose iz fstab
Skript A.2: Pridobivanje podatkov o MAC naslovih vseh računalnikih
# pridobi podatke o računalnikih v omrežju
arp -an
Skript A.3: Inštalacija servisov namenjenim pridobivanjem operacijskih sistemov
# install DHCP, TFPT, NFS
sudo apt-get install isc-dhcp-server tftpd nfs-kernel-server etherwake
Skript A.4: Ukazi za kopiranje distribuije v novo mapo






cp -axt /b* /etc /i* /lib* /mnt /no* /opt /root /sbin /selinux /usr /var
vml* /tftpboot/distribution/ubuntu-kocka-12.04
#ustvarjanje praznih map
mkdir -p dev media proc run srv sys tmp
Skript A.5: Ukazi za generiranje nove initramfs datoteke za podenote
# zagon kot root
sudo su




Skript A.6: Ukazi za povezovanje uporabnǐskih imen, gesel, skupin in imena hostov
# zagon kot root
sudo su





Skript A.7: Ukazi za razširjanje in stiskanje initrd datoteke
# razširitev initrd.img oz. initrd.gz
gzip -dc initrd.img | cpio -i
# ustvarjanje datoteke initrd.img oz. initrd.gz
find . | cpio -H newc -o | gzip -9 $HOME/initrd.img
II Konfiguracija glavne enote
Konfiguracija A.8: Izsek konfiguracije DHCP strežnika (/etc/dhcp/dhcpd.conf)
# datoteka /etc/dhcp/dhcpd.conf
# omogoči zagon PXE
allow booting;
allow bootp;
# nastavi masko podomrežja
subnet 192.168.1.0 netmask 255.255.255.0
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{
range 192.168.1.101 192.168.1.199; # določi dinamični IP če nimaš




# dodeljevanje statičnih IPjev
host k1
{
hardware ethernet 78:e3:b5:17:d5:b2; # MAC naslov
fixed-address 192.168.1.1; # IP naslov













Konfiguracija A.9: Konfiguracija DHCP strežnika (/etc/default/isc-dhcp-server)
# omogoči DHCP strežnik na omrežni kartici eth1
INTERFACES="eth1"
Konfiguracija A.10: Konfiguracija TFTP strežnika (/etc/default/tftpd-hpa)
# zagon v ozadju
RUN_DAEMON="yes"




# tftp mapa (kjer so shranjena jedra in initramfs)
TFTP_DIRECTORY="/tftpboot"
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# distribucija Ubuntu live
/tftpboot/distribution/ubuntu-desktop-live-12.04 *(ro,no_root_squash,
async,insecure,no_subtree_check)
# svoj sistem Ubuntu server 12.04 na enotah od 10-20
/tftpboot/distribution/ubuntu-ivan-kocka-10-20-12.04 *(rw,
no_root_squash,async,insecure,no_subtree_check)
# Ubuntu server 11.10 (starejša verzija)
/tftpboot/distribution/ubuntu-kocka-11.10 *(rw,no_root_squash,async,
insecure,no_subtree_check)
# dostop računalnikov do uporabniških map
/home *(rw,no_root_squash,async,insecure,no_subtree_check)
/mnt *(rw,no_root_squash,async,insecure,no_subtree_check)
Konfiguracija A.12: Konfiguracija initramfs datoteke (/etc/initramfs-
tools/initramfs.conf)




# kompresiraj z gzip
COMPRESS=gzip
# zagon prek NFS datotečnega sistema
BOOT=nfs
# zagon prek omrežja eth2
DEVICE=eth2
# avtomatska določitev NFS roota (prek argumenta)
NFSROOT=auto







Menu Title PXE boot menu
# barve in oblika
menu vshift 8
menu autoboot Samodejni zagon cez # sekund
menu passprompt Vpisi geslo!
menu color timeout_msg 37;40 #CA000000 #00000000 none
menu color title 37;40 #CA000000 #00000000 none
menu color unsel 7;37;40 #70000000 #00000000 none
menu color sel 7;37;40 #e0000000 #60ff8000 all
#zagon stare kocke
label kocka
menu label kocka boot (stara) (cluster)
menu default
kernel vmlinuz-2.6.38-8-server
append root=/dev/nfs initrd=initrd.img-2.6.38-8-server nfsroot
=192.168.1.100:/nfsroot,rw ip=dhcp rw
#debug
#append root=/dev/nfs initrd=initrd.img-2.6.38-8-server nfsroot
=192.168.1.100:/nfsroot,rw ip=dhcp rw debug=asd console=tty0
console=ttyS0,115200n8 init=/sbin/init --verbose --confdir /home/
guest/init
# zagon kocke s pomočjo gesla (live distribucija ubuntuja)
label ubuntu-12.04-desktop
menu passwd geslo
menu label Ubuntu LIVE desktop 12.04 (64bit) LTS
kernel distribution/ubuntu-desktop-live-12.04/casper/vmlinuz




# zagon cluster verzije ubuntuja
label ubuntu-12.04-cluster-version









# timeout 3.0 sekunde
timeout 30
Konfiguracija A.14: Konfiguracija fstab podenote (/etc/fstab)
# <file system> <mount point> <type> <options> <dump> <
pass>
proc /proc proc nodev,noexec,nosuid 0
0
/dev/nfs / nfs defaults 1 1
ninestein:/home /home nfs defaults 0 0
none /tmp tmpfs defaults 0 0
none /run tmpfs defaults 0 0
none /var/lock tmpfs defaults 0 0
none /var/tmp tmpfs defaults 0 0
none /var/lib/nfs tmpfs defaults 0 0













































# določitev ki velja za vse kocke
#
#############################################################################################################################################
# določi da lahko vsi uporabniki spreminjajo frekvenco CPU
modprobe msr >> /dev/null
chmod o+rw /dev/cpu/*/msr >> /dev/null
# mountaj log na tmpfs
mount -t tmpfs tmpfs /var/log
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# zapiši mtab
cat /proc/mounts > /etc/mtab
#
#############################################################################################################################################
# določitev ki velja samo za kocke ki so v mejah med 1 in 36 (ostale
enote tega ne izvajajo oz. zaključijo skripto)
if (( ´hostname | sed ’s/k//g’´ > 36 )); then exit 0; fi
#
#############################################################################################################################################
# določitev časa na kocki
kocka-settime ninestein &>> /dev/null &
# inicializacija trdega diska
#/usr/local/share/scripts/hdd.sh
# določi IPje ostalih omrežnih kartic (razen eth2)
number=´hostname | sed ’s/k//g’´
for i in 0 1 3 4 5 6 7; do
ip addr add 192.168.1.$number dev eth$i
done
# nastavi mapo za logiranje
if [ ! -d /var/log-kocka/ ]; then
mkdir /var/log-kocka/
fi




mount --bind /var/log-kocka/´hostname´/ /var/log
mount /dev/sda1 /media/localdisk
swapon /media/localdisk/swap.swap
Konfiguracija A.17: Konfiguracija zagonske datoteke (/etc/rcS.d/S10hostname)
#!/bin/sh
# ustvari hostname (sprememba samo za IPje, ki jih pridobimo iz statič
nega DHCPja)
hostname k´ip addr | grep 192.168.1 | head -n1 | awk ’{print$2}’ | awk -
F "/" ’{print$1}’ | awk -F "." ’{print$4}’´
# nastavitev default smeri za dostop do ostalega omrežja preko interneta
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route add default gw ninestein














# ustvarjanje datotečnega sistema
mkfs -t ext4 /dev/sda1
# priklop in sprememba pravic
mount -t ext4 /dev/sda1 /media/localdisk
chmod 777 /media/localdisk
#ustvarjanje SWAP
fallocate -l 6g /media/localdisk/swap.swap
chmod 600 /media/localdisk/swap.swap
sudo mkswap /media/localdisk/swap.swap
fi
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