A multiple antenna diversity scheme is investigated for digital communications.
Introduction
There is signi cant interest in using communication systems in environments where severe multipath fading is present, which can limit system performance 1]. To mitigate the e ects of multipath fading, diversity techniques using multiple antennas have been proposed 2, 3] and it has been found that the performance improvements obtained by using these schemes can be signi cant. There appears to be a trend towards increasing the portion of communication receivers that are implemented using digital technology 4] in many applications.
Recent improvements in electronic technology indicate that all-digital receivers are becoming practical 5] at many frequencies of interest and further improvements in the speed of analogto-digital converters are expected to continue this trend. These facts indicate that multiple antenna diversity schemes that combine quantized observations should be considered, as illustrated in Figure 1 . If the received bits from several base stations are to be combined, the approach in Figure 1 would also apply. In Figure 1 , the j th receiver makes a multiple bit decision U j about which symbol was sent based only on the observations available at the corresponding antenna. The complete set of receiver decisions U 1 ; : : : ; U N are then sent to a single location where a nal decision U 0 is made. This is equivalent to a distributed signal detection problem 6] . Two studies of diversity schemes based on combining single bit decisions made at several antennas have been reported 7, 8] . More recently, diversity schemes based on combining single bit decisions made at several antennas have been studied for spread spectrum signaling 9]. Here we investigate the optimum design of multiple bit decision schemes. If the quantizations produce samples with enough bits of resolution then the entire scheme will closely resemble the diversity schemes considered for analog receiver implementations 1, 2, 3] . This case includes the majority of research in this area. However, based on our results, it appears that it is not always necessary to use such high resolution quantizations. Using course quantizations, with only a few bits resolution, could reduce cost and complexity considerably. Our results indicate that course quantizations can sometimes be used without noticeable loss in performance provided one uses the proper quantizer designs.
Consider a multipath fading environment where non-coherent binary frequency shift keying (FSK) is to be employed. Assume that N receivers, each with an associated antenna, are to be employed to achieve a diversity gain. The receivers employ the structure of the standard single-antenna non-coherent FSK receiver whose implementation is well understood. Assume that synchronization between the individual receiver decisions has been achieved, so that each set of receiver decisions correspond to the same transmitted digit.
A frequency nonselective fading channel is considered where the fading is assumed to be slow enough so that it can be assumed constant over each bit period. In our explicit examples, Rayleigh fading is assumed. The observations at each receiver are assumed to include additive zero-mean Gaussian noise and the fading and noise are assumed to be independent from antenna to antenna. We consider two cases. One case where an accurate estimate of the signal-to-noise ratio is available for the observations made at each receiver and a second case where no such estimate is available.
Optimum Combining
The optimum scheme (minimum probability of error) for fusing the decisions from the individual receivers, as shown in Figure 1 , is to form the likelihood ratio for the set of individual receiver decisions 10] and to compare this to a threshold. Denote the decision at the j th receiver by U j which can take on any of the values 1; : : : ; M j . Then the optimum nal decision U 0 is to decide for a \1" sent (U 0 = 1) if (ones and zeros equally likely 1 )
where W j;k = ln Prob(U j = kj1 sent ) Prob(U j = kj0 sent ) ! ; (2) u j is the observed value of the random variable U j , and I(u j = k) is an indicator function which is unity if u j = k and zero otherwise. If the left hand side of (1) is less than zero, then the combiner decides a \0" was sent, U 0 = 0. Note that we can make either nal decision if the left hand side of (1) equals zero without a ecting performance. The form of 1 The extension to cases where ones and zeros were not equally likely is straightforward. The zero on the left hand side of (1) becomes ln (P rob(0 sent)=P rob(1 sent)).
the fusion rule given in (1) 
where j is the SNR estimate at receiver j.
Optimum Receiver Quantizers
Each of the individual receivers, as shown in Figure 2 , consists of two bandpass lters, each matched to a sinusoid (over the bit period) with a di erent frequency. A sinusoid with one of these frequencies, ! 1 , corresponds to a \1" being sent, while a sinusoid with the other frequency, ! 0 , corresponds to a \0" being sent. The outputs of the matched lters are envelope detected and then sampled at the end of the bit interval to produce the random variables R 0j and R 1j at the jth individual receiver. Clearly R 0j will be large (and R 1j small) if a \0" is sent, while R 1j will be large (and R 0j small) if a \1" is sent. Thus an important quantity is the observed value of the random variable V j = R 1j ? R 0j , which we denote by v j . The j th sensor decision will be based on v j and on an SNR estimate if it is available. Let ? j be a random variable which denotes the SNR at sensor j and let j denote a sample of this random variable. Consider the case where an estimate of the signal-tonoise ratio of the observations at each receiver j is available and the estimate is equal to the true SNR. The best decision scheme at the j th individual receiver should perform a quantization of the likelihood ratio of (V j ; ? j ) 11]. Thus, the j th receiver should decide U j = k if (v j ; j ) 2 A e j;k where A e j;k = ( (v j ; j ) : t j;k?1 ln
where f V j (v j j`sent ; j ; ) denotes the conditional probability density function (pdf) of V j when the SNR at antenna j is j and an`was sent. In (4) we have used the fact that the marginal pdf of each receiver SNR is the same under either hypothesis so that f V j ;? j (v j ; j j1 sent ) f V j ;? j (v j ; j j0 sent ) = f V j (v j j1 sent ; j ) f V j (v j j0 sent ; j ) : (5) where f V j ;? j (v j ; j j`sent ) is the joint pdf of V j and ? j given that an`(`= 0 or`= 1) was sent.
In the next section we nd the speci c form of f V j (v j j`sent ; j );`= 0; 1 and we show that for any xed j , (5) is a monotonically increasing function of v j . This means that the individual receiver decisions made using (4) can be thought of as coming from a scalar quantization of v j , but with thresholds which depend on j . With the regions speci ed as in (4), the required probabilities needed to calculate (1) are computed as
In (6) f ? j ( j ) is the pdf of the signal-to-noise ratio at the jth receiver. For example, assuming
Rayleigh fading gives a speci c form for f ? j ( j ) which is
where j is the average signal-to-noise ratio at the jth receiver and
1 if x 0 0 otherwise : (8) Next consider the case where no estimates of the receiver SNRs are available. The best decision scheme at the j th individual receiver should perform a quantization of the likelihood ratio of the receiver observations 11] which is
From the analysis in the next section, which shows (5) is a monotonically increasing function of v j , it is easy to show that (9) is a monotonically increasing function of v j , regardless of the particular f ? j ( j ) assumed. Thus the j th individual receiver should decide U j = k if v j 2 A j;k where A j;k = fv j : t j;k?1 v j < t j;k g : (10) Using the regions in (10) allows us to compute the required probabilities needed to calculate
= 0; 1.
Sensor Likelihood Ratios
Consider the j th individual receiver for the case where a \0" was sent. Let 2 denote the power of the noise at the output of the bandpass lter marked R 0j in Figure 2 and let j denote the amplitude of the sinusoidal signal at the output of same bandpass lter when the sinusoid representing a \0" is input. Then the pdf of R 0j given a \0" was sent (and j and 2 are known) is obtained easily by transforming to envelope and phase variables and averaging over phase to obtain f R 0j (r 0 j0 sent ) = r 0 2 exp ?
The pdf of R 1j given a \0" was sent is similar to the one in (12) 
To simplify matters we assume the matched lters at each receiver have nonoverlapping passbands which are su ciently separated. For this case the noise waveforms at the output of each lter are independent of each other and so are R 0j and R 1j . Then using (12) and (13) gives (we assume a < b) Comparing (25) and (27) shows the only di erence is in the I 0 functions and that the arguments of the I 0 functions are always positive due to the range of integration. Thus an increase in v j will produce an increase in I 0 ((r + v j ) p 2 j ) in (27). This will also produce an increase in the likelihood ratio of the receiver observations.
Since V j is a continuous random variable when either a \0" or a \1" is transmitted, the monotonicity described in (24) implies that f V j (v j j1 sent ; j ) f V j (v j j0 sent ; j ) is also a continuous random variable when either a \0" or a \1" is transmitted.
Further, due to (24) the regions in (4) can also be expressed as
where thet j;k ( j ); j = 1; : : : ; N; k = 1; : : : ; M j can be found by solving (4). Thus the optimum receiver decision regions in (4) for a given j are connected intervals along the v j axis. The relationship in (28) might be exploited to simplify an actual implementation.
The relationship in (28) also adds insight into the nature of the optimum receiver decision regions. For design purposes, however, it is probably easier to work directly with (4).
Optimum Thresholds
For a given set of thresholds t j;k ; j = 1; : : : ; N; k = 1; : : : ; M j and fading statistics, the reception scheme is now well de ned. The receiver thresholds are chosen to minimize the probability of error which is P e = Prob(0 sent )P rob( error j0 sent ) + Prob(1 sent )P rob( error j1 sent )
where Prob( error j0 sent ) = 
We have searched for the thresholds which minimize P e in (29) by using a numerical gradient descent based technique. While it is di cult to guarantee that an absolute minimum has been found, this technique is relatively simple to apply and solutions which give good performance can be obtained easily provided only a small number of individual receivers and quantization levels are involved. As a speci c example, consider a case with two individual To further simplify matters, consider the case where the set of thresholds at each receiver are constrained to be identical. Table 1 gives the best schemes we found for cases with receiver SNR estimates available and M 1 = M 2 = 2; 4; 6; 8; 10. The results in Table 1 are for the case where the receiver SNR estimates must be encoded in the same bits as the receiver decisions are encoded (as opposed to the case 7]). For comparison purposes, we also provide the performance of the optimum centralized reception scheme which is developed in Appendix A. This result was estimated using a Monte Carlo simulation. It is interesting that the performance of our quantized receiver is so very close to optimum with only a few bits used in the quantizations. This is true even though the scheme we used had many simplifying assumptions. The analysis in Appendix A, shows that optimum quantizers at each antenna should quantize Table 1 : Best solutions (SNR estimate available) with SNR = 10 dB. Other receiver assumed identical (t j;0 = 0 and t j;M j =2 = 1 for j = 1; 2). Rest of thresholds at ?t j;1 ; ?t j;2 ; ?t j;3 ; ?t j;M j =2?1 .
single bit decisions are made at each antenna. In this case the optimum processing compares R 0k and R 1k (see Appendix A).
The other possibility is where SNR estimates are not available. Table 2 gives the best schemes we found for cases with no receiver SNR estimates available and M 1 = M 2 = 2; 4; 6; 8; 10. Again, we also provide the performance of the optimum centralized detection scheme which is developed in Appendix B. This result was calculated as described in Appendix B. Again, it is interesting that the performance of our quantized receiver is so very close to optimum with only a few bits used in the quantizations. Again, this is true even though the scheme we used had many simplifying assumptions. The analysis in Appendix B,
shows that optimum quantizers at each antenna should quantize (R 2 1k ? R 2 0k ). This is generally only identical to our processing if single bit decisions are made at each antenna. Table 2 : Best solutions (no SNR estimate available) with SNR = 10 dB. Other receiver assumed identical (t j;0 = 0 and t j;M j = 1 for j = 1; 2). Rest of thresholds at ?t j;1 ; ?t j;2 ; ?t j;3 ; ?t j;M j =2?1 .
case the optimum processing compares R 0k and R 1k (see Appendix B).
The results in both Table 1 and Table 2 indicate that there is a distinguishable improvement in performance when using two-bit decisions over the performance that can be obtained when using single bit decisions. For increases beyond two bits the performance gains occur more gradually. This suggests that two or three bit decisions may be adequate in many cases. Similar results have been obtained at other signal-to-noise ratios. These results are consistent with those obtained for other quantized reception problems 12], which are sometimes called distributed detection problems. It is not surprising that, typically, cases with SNR estimates yield better performance then cases without estimates. This is not true for the case of binary sensor decisions. We discuss the reason for this in the next section where we also discuss further the best centralized reception schemes. The binary receiver decision scheme is quite interesting, since in this case the performance for the cases given in Table 1 and Table 2 are exactly the same. This is reasonable since the best receiver thresholds, under the assumption of identical thresholds from receiver to receiver, are at zero. In the non-binary cases with SNR estimates available at the receivers, the thresholds used at the individual receivers are essentially chosen to be di erent for each di erent SNR. In the binary case this does not occur, the best thresholds are always zero.
Thus the SNR estimate is not actually used. In fact it is easy to show that in either case, probability of error is exactly equal to that for a single individual receiver with unknown SNR with an average value = 1 = 2 which is P e = P s = 1=(2 + ). This means that using the SNR estimate does not improve performance and that using two rather than one individual receiver also does not improve performance. 
For N = 1 or N = 2 we see that P e = P s . In fact if N is any odd integer, (32) shows that there is no improvement due to increasing N by one. The problem is the random decision which is made if the half the receivers decide a zero was sent and half decide a one was sent.
For N > 2 we generally nd P e < P s .
For the special case where the receiver SNRs are changing slowly, so that exact SNR estimates can be sent to the fusion center without overhead, the results are di erent. The performance in this special case must be as good or better than the other two cases we consider. In this special case the fusion center can combine the receiver decisions based on the true SNR of the observations used to make each decision. For the case of two individual receivers it is easy to show that the receiver decision with the highest SNR will determine the nal decision. Due to this, the performance is equivalent to that for selection diversity which is P e = 1=(2 + 2 + 2 =2) < 1=(2 + ) = P s since 2 + 2 + 2 =2 > 2 + . Thus in this case there is an improvement over the single individual receiver case.
Conclusion
The optimum design of a multiple antenna diversity scheme for non-coherent FSK commu- Lk and 2 Sk are independent of k then the optimum processing is as described in 13]. The centralized performance in Table 2 was computed using the formulas in 13]. Recall that for the case of equally likely priors considered here, (40) is compared to zero so if N = 1 this is the same as comparing R 0k and R 1k directly.
