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Original scientific paper 
Aiming at the problem of premature convergence of genetic algorithm and particle swarm algorithm, in order to let the two methods converge to the 
global optimal solution with the greatest probability and improve the efficiency of the algorithm, the paper will combine improved genetic algorithm with 
improved particle swarm optimization method to constitute mixed improved algorithm. Through multiple benchmark function used to test the performance 
of real hybrid genetic algorithm, the results show that hybrid algorithm has good global search ability, fast convergence, good quality of the solution, and 
good robust performance of its optimization results. 
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Poboljšani stvarni hibridni genetski algoritam 
 
Izvorni znanstveni članak 
Želeći riješiti problem prerane konvergencije genetskog algoritma i algoritma roja čestica, kako bi se omogućilo da te dvije metode konvergiraju ka 
globalnom optimalnom rješenju uz najveću vjerojatnoću te da se poboljša učinkovitost algoritma, u članku će se kombinirati poboljšani genetski algoritam 
s metodom poboljšane optimalizacije roja čestica da bi se sastavio miješani poboljšani algoritam. Uz različite referentne funkcije upotrjebljene za 
testiranje funkcioniranja stvarno hibridnog genetskog algoritma, rezultati pokazuju da hibridni algoritam ima dobru globalnu sposobnost pretraživanja, 
brzu konvergenciju, dobru kvalitetu rješenja i dobru performansu rezultata optimalizacije. 
 
Ključne riječi: genetski algoritam, optimalizacija roja čestica, hibridni algoritam 
 
 
1 Introduction  
 
Genetic algorithm has been widely used in many 
fields [1 ÷ 4], but also there are many shortcomings and 
inadequacies in urgent need of improvement [5 ÷ 7], 
mainly in the following aspects: (1) algorithm has 
premature convergence problem (Premature 
Convergence). Compared with other methods, genetic 
algorithm can solve this problem well, but still not 
satisfactory; (2) algorithm has the problem of low 
convergence speed, especially when dealing with high 
dimension and a higher degree of complexity problem, 
the problem is particularly prominent. These two issues is 
one of the principal contradictions in the application of 
genetic algorithm, how to ensure the global convergence 
of genetic algorithm and the search efficiency of genetic 
algorithm at the same time is an emphasis and difficulty 
in the study of the theory and application of genetic 
algorithm. 
In view of the above problems, such as type (1) with 
variable upper and lower constraints optimization 
problem, this paper adopts real-coded genetic algorithm, 
and start from the perspective of the overall algorithm to 
improve the genetic manipulation of conventional genetic 
algorithm. 
 
1 2min ( ) ( , ,... )nf x f x x x=
min max ( 1, 2,..., )i i ix x x i n≤ ≤ = .                                   (1) 
 
In the type, f(x) is the objective function, 
1 2( , , , )nx x x x=   is a vector optimization objective of 
the search space nℜ , minix ,
max
ix  respectively as 
optimization variables x lower bound and upper bound, 
min max[ , ]i i ix x x∈ . 
 
2 Improved genetic algorithm (IGA) 
 
The optimal solution search process of genetic 
algorithm is to simulate Darwin's theory of evolution and 
"survival of the fittest" evolutionary thought. Form Eq. 
(1) with variable upper and lower limits of constrained 
optimization problem, this paper introduces ecology niche 
idea of its construction, so that the individual has the 
ability to learn a certain extent, use the real-coded genetic 
algorithm, and to start from the perspective of the overall 
algorithm to improve the optimized performance of 
genetic algorithm . 
 
2.1 The chaotic generating initial population 
  
Chaos phenomenon means to occur in a deterministic 
system seemingly random irregular movement, a 
deterministic theoretical description of the system, and its 
behavior was expressed as the uncertainty, unrepeatable 
and unpredictable, which is called chaotic phenomenon. 
Chaos is a kind of non-periodic order. Among them, 
ergodicity of chaos characteristics can be used as the 
search process to avoid falling into the local minimum of 
an optimized mechanism, and there is a clear distinction 
between it and simulated annealing probability inferior to 
the transfer. The initial population generated by the search 
of chaotic sequence, which to some extent can improve 
the search efficiency of the genetic algorithm, while 
increasing the diversity of the population. 
Logistic map shown in the Eq. (2)  
 
1 (1 )r r ri i iα µα α
+ = −                                                           (2) 
 
takes different values in the µ , riα  will appear from the 
bifurcation to a chaotic process, as shown in Fig. 1,  bestf
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Figure 1 Bifurcation and Chaos Phenomenon of Logistic Sequence 
 
In this paper, where the control parameters to take μ = 
4; i is the serial number of the chaotic variable, i = 1, 2,..., 
n; r means the population number, r = 1, 2,..., P; P means 
the population size; αi means chaotic variables, 0 ≤ αi ≤ 1. 
Using the sensitive characteristic of chaotic initial value, 
to the type (2) initial  n small difference values, in order 
to avoid the cycle, value cannot be 0; 0,25; 0,50; 0,75; 1; 
so we can get n chaotic variables, 1
iα , r = 1, 2, 3... P, 
getting P initial populations. 
The chaotic variables riα  inverse mapping to obtain 
the corresponding variables rix  in optimization space 
min max min( )r ri i i i ix x x x α= + − ,                                       (3) 
in the Eq. (3), the change interval of min max[ , ]i ix x is xi, i = 
1, 2,..., n.   
2.2 Non-linear ranking selection operator 
 
The selection operator is based on the individual 
fitness function value to the operation process of the 
individual choice. Its function is choosing some more 
excellent individuals from the current population. The 
non-linear ranking selection operator can effectively 
maintain the iterative process of population diversity. 
Sort the group whose size is P 
{ }1 2, , , ,i Ppop x x x x= ⋅⋅⋅ ⋅ ⋅ ⋅  according to the fitness value 
in descending order, individual ix ’s selection probability 
( )s ixϕ  as shown in Eq. (4) 
 








ϕ − ′= −

 ′ = − −
.                                                  (4) 
 
In the equation, q is the individual selected 
probability, ( )r if x is the individual arrangement number. 
After each chromosome selection probability is 
determined, we can use the proportional selection 
operator to select excellent individuals.  
2.3 Environmental evolution crossover operator 
 
In ecology, the environment has a relatively large 
impact on the learning ability of the biological and 
biological evolution, in a different environment, the 
creature has the ability to repair itself  [9]. 
By this theory inspired, this article according to the 
"niche construction" introduces the environment 
variables, refers to the individual to repair its environment 
in the learning process, and then through environment 
variables in reaction to its genetic code, and then reflect 
learning ability in the process of evolution of the group. 
Environmental evolution crossover operator described as 































































where, ξc is the environmental evolution of the crossover 
operator, t is the evolution algebra, tsX and 
t
fX  are father 
generation (s ≠ f), tX best is the fitness value for the current 
best individual, γt is an environment variable set, ω1, ω2, 
ω3 and ω4 are as a parameter coefficient, using dynamic 
value strategy, [0,1]ω∈ . 
With the establishment of environmental evolution 
crossover operator, individuals of groups can keep track 
of the current fitness value of the best individual to carry 
on cross-operation, improve the efficiency of crossover 
operator, at the same time be able to obtain the 
evolutionary history of experience, to make the 
environment evolution crossover operator have the 
capacity of learning, thus making the self-learning ability 
in a certain extent.  
2.4 Non-uniform mutation operator 
 
During the natural evolution process, in the evolution 
of the initial phase there is a large variation space, but in 
the later stage of evolution variability space becomes 
smaller. Inspired by this phenomenon, this paper uses a 
non-uniform mutation operator to ensure that the mutation 
step size decreases with increasing time, with the 
evolution of the initial variation space and space of 
variation in the later stage of evolution consistent. 
Let the elements xm be the elements of variation to the 
variation of probability pm which is selected from the self-
chromosome x = (x1, x2,..., xm,..., xn), min max,m m mx x x ∈   , 
new
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5(1 )
( , ) (1 )t
t
nt d d r
−
∆ = −                                                  (8) 
 
In the above formula, it generates newmx instead of xm 
within the range randomly. 
Type (8), r refers to the uniform distribution on the 
interval (0,1), nt is the maximum number of iterations, t is 
the evolution algebra. From Eq. (8) can be seen when the 
evolution algebra, t increases, Δ(t, d) value decreased 
gradually in the formula, in the initial stage of evolution, 
the r value is smaller, the Δ(t, d) value close to 1, the 
spatial variation is large; while in the later stage of 
evolution, when t and  nt approache, Δ(t, d) is close to 0, 
the spatial variation is smaller. Characteristics of the non-
uniform mutation operator is a Δ(t, d) returns a value in 




∆ = , to ensure that the 
mutation step size decreased with increasing time of t, 
consistent in the initial stage of evolution of spatial 
variability and spatial variability in the later evolution of 
small. 
 
3 Improved particle swarm optimization 
3.1 The introduction of the algorithm 
 
Numerous studies indicate that the Basic PSO model 
is easy Poa [11 ÷ 13], convergence of the position and 
velocity of the particle is not changed or changes only 
slightly. One reason for fast convergence lies in the 
standard PSO iteration, each particle swarm of 
respectively from two extreme pbest and gbest obtained in 
"individual recognition" and "social cognitive ability", 
under this influence the change of particle's flight speed 
and position. In a complex environment with a large 
number of local extreme values, gbest is easy to fall into 
local extremum, and the PSO algorithm itself does not 
provide any mechanism that allows gbest to escape from 
the local minimum, and then the PSO algorithm 
premature convergence. Aiming at the above problem, 
cloning theory is used in artificial immune system to 
avoid premature convergence of the algorithm.  
3.2 Cloning mutation operator 
 
The artificial immune system (Artificial Immune 
System, AIS) is an intelligent method to mimic the natural 
immune system function [14]. Cloning is the English the 
Clone term single translation, meaning clones, continuous 
passage through asexual reproduction (such as cell 
mitosis) and the formation of groups, a description 
commonly used at the cellular level. 
Inspired by the theory, the paper designed clonal 
mutation operator to change the position of the particle 
populations vector, and thus avoid falling into local 
minima, to better improve the value of the particle fitness. 
Cloning mutation operator is specifically described as 
follows: Cloning mutation operator for each component 




Here, ( )ijx t′ is the value after the cloning xij(t),
5(1 )
( , ) (1 )t
t
nt d d r
−
∆ = −  with type (8). 
Particle swarm optimization algorithm, each iteration 
of each particle of the population asexual reproduction, 
the formation of a scale and nature of the original group 
of clone groups, each particle of the clone groups 
mutation operation to calculate the cloning of particle 
value of fitness, if it is higher than the particles, particles 
of itself will be replaced, otherwise the position of the 
particle is the same. 
With clonal variation, each particle of the population 
has a self-learning capability enabling the particles to 
enhance the ability to get rid of local minima and 
improving the efficiency of the algorithm. 
Improved particle swarm optimization algorithm (10) 
(11) updates on the velocity and position update. 
 
 
      (10) 







, 1 2φ φ φ= + .             (12) 
 
4 The improved hybrid genetic algorithm 
4.1 The description of improved hybrid genetic algorithm 
 
Aiming at the problem of premature convergence of 
genetic algorithm and particle swarm algorithm are 
present, so that the two methods can converge to the 
global optimal solution more probability and improve the 
efficiency of the algorithm, the genetic algorithm and 
particle swarm optimization method is improved by 
combining hybrid algorithm, as follows: 
Set the population size is P, the population of all 
individuals according to the fitness value ranking, divide 
it into 2 parts, to generate new population according to the 
interaction between the 2 strategies of the following: 
(1) The improved PSO optimization strategy: the 
improved adaptive PSO algorithm M individuals using the 
improved value of optimal scheduling after the update, 
the update process memory each particle pbest, finally by 
pbest instead of particles, and then generate the M progeny. 
(2) The improved GA optimization strategy: 
population remaining in the individual P−M, use the GA 
optimized.  
From the description of the algorithm, we can see that 
when M = 0, the hybrid algorithm has become this 
improved genetic algorithm (IGA), when M = 0,5P, 
hybrid algorithm every iterative evolution individuals 
generated by the improved particle swarm optimization M 
is 50 % of the total number of groups P algorithm mixed 
with M in the population number P in the proportion of 
M/P to quantify, said hybrid algorithm is generally 
depending on the problem to select the appropriate value 
of the degree of mixing, the mixed is generally selected at 
around 20 %. 
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Figure 2 Flowchart of improved hybrid genetic algorithm 
 
 
4.2 The progress of the improved hybrid genetic algorithm 
 
On the basis of the above theory, this paper improved 
hybrid genetic algorithm process can be summarized in 
the following steps: 
(1)  Chaotic mapping generates the initial population and 
calculates the population fitness value. 
(2)  Sort the fitness value of the individuals in a 
population. 
(3)  The improved particle swarm optimization strategy, 
the M individuals with high fitness value, the particle 
swarm optimization, with each individual pbest instead 
of individual itself, to produce M individuals.  
(4)  Improved genetic algorithms strategy operates on the 
remaining M−P individuals. 
(5)  Re-calculate the fitness value 
(6) If the hybrid algorithm termination condition is 
reached, show the output optimal results and the 
iteration is over, otherwise go to step (2) to continue 
the evolutionary search. 
 
Detailed flow as shown in Fig. 2. 
 
5 Numerical experiments and results 
5.1 Comparative test of the algorithm performance among 
IHGA, SGA and IGA 
 
Using Tab. 1 benchmark functions to test the 
algorithm optimization [15], benchmark function detail 
see references [15] . 
Table 1 Benchmark test functions 
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2 [−5, 5]n 
 
2 [−5,10]× [0,15] 
110
13 1
( ) ( )( )Ti i iif x a a c
−
=
 = − − − + ∑ x x  4 [0, 10]n 
 
 
30 [−50, 50]n 
 
Table 2 Number of generations for test functions 
Test function f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14 
Times of 
iterations 400 500 400 500 400 500 30 50 40 500 60 60 60 500 
 
Table 3 Simulation results 
Test 
function 


















































































































Table 4 Performance comparison among three algorithms 
Test 
function 
The fitness value function to calculate the 
number of times 
The average fitness value (the fitness value of 
standard deviation) Global minimum 
IHGA OGA/Q FEP IHGA OGA/Q FEP 
f1 
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Table 4 Performance comparison among three algorithms (continued) 
Test 
function 
The fitness value function to calculate the 
number of times 
The average fitness value (the fitness value of 
standard deviation) Global minimum 
IHGA OGA/Q FEP IHGA OGA/Q FEP 
f7 
























































(a) Benchmark Function f2 
 
(b) Benchmark Function f4 
 
(c) Benchmark Function f7 
 
(d) Benchmark Function f13 
Figure 3 Average evolution comparison curve of three algorithms on the test functions running 20 times 
 
According to the above test function, this paper 
adopts the improved hybrid genetic algorithm (IHGA) 
and conventional genetic algorithm (SGA) and the 
improved real-coded genetic algorithm (IGA) test on 14 
benchmark function, and compare the performance of 
different algorithms. In the comparative experiments, the 
algorithm of parameter selection in accordance with the 
following: three different algorithms of population size P 
is P = 30; SGA with fitness proportional selection, 
arithmetic crossover and uniform mutation operator, the 
crossover probability  pc = 0,8, the mutation probability 
pm = 0,02; IGA algorithm with nonlinear sorting options, 
environmental evolution crossover operator and non-
uniform mutation operator, including the choice of the 
best individual probability q = 0,1, crossover probability 
pc = 0,8, the mutation probability pm = 0,02, 
environmental evolution in the crossover operator 
1 4 [0,1]ω − ∈ ; total number of the next generation of  M = 
0,1P produced by the particle swarm optimization in this 
hybrid algorithm, the compression factor χ = 0,729, 
particle velocity updating coefficients φ1 = 2,8, φ2 = 1,3. 
When the overall algorithm evolving each generation, the 
particle swarm optimization strategy of individual PSO 
updates 10 times, selection, crossover and mutation 
probability in the genetic operation parameters as IGA 
algorithm choice. We adopt the three above different 
algorithms on 14 benchmark test functions independently 
run 20 times and record the following results: (1) the 
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average fitness value; (2) the fitness value of standard 
deviation. Each test function of three algorithms 
according to different function of complexity takes 
different times of iterations, as shown in Tab. 2.  
You can see the simulation results by comparison 
from Tab. 3: 
(1) IHGA compared with SGA algorithm’s 
optimization results, according to the function of f1 − f4, f7 
and f9, IHGA algorithm has achieved the global minimum 
value of zero and the variance is zero, this shows that 
IHGA algorithm significantly improves the global search 
ability of the algorithm, and has good robustness, other 
test function of the result also shows that optimization 
ability of the hybrid algorithm is better than conventional 
genetic algorithm’s; Compared with IGA algorithm 
optimization results, IHGA algorithm function gets the 
optimal solution of the test quality better than the IGA 
algorithm. 
(2) From 20 times of independent operation to get 
quality stability in optimization solution, except IHGA 
13f test function slightly more than the standard deviation 
of IGA, the fitness value of the IHGA algorithm to get the 
standard deviation is smaller than other two algorithms, 
instructions on solving quality IHGA algorithm has more 
stability. 
For the image of the three algorithms extreme 
optimization evolutionary process, Fig. 3 depicts the 
average fitness value of the evolutionary curve generated 
by the three algorithms for some of the test functions 
running independently 20 times. 
From the evolution curve in Fig. 3 can be seen, IHGA 
algorithm can fast convergence to the global optimal 
solution with relatively less evolution algebra, has strong 
global search ability and fast convergence speed. It 
effectively reduces the conventional genetic algorithm 
premature convergence which easily be trapped into local 
optimal solution phenomenon. 
 
5.2 IHGA and FEP [15], OGA/Q [16] performance 
experiment 
 
Comparative studies in recent years, the optimization 
of some existing algorithms of superior performance, 
from the optimization results can be obtained, OGA/Q, 
FEP algorithm to optimize the solution accuracy and 
robust algorithm has better performance than some other 
algorithms, the superiority of the hybrid genetic algorithm 
for the performance to verify improvement later. In order 
to increase the contrast, this article uses table 1 to list 14 
benchmark functions to compare the improve 
optimization performance of hybrid genetic algorithm 
with FEP algorithm and OGA/Q. 
In the computational experiments, the parameters 
selection of the hybrid algorithm are the same settings as 
before, for each test function evolution algebra T are 
shown in Tab. 2. When the current iteration number τ  
reaches the evolution algebra T , the algorithm stops. 
During the test, because the hybrid algorithm uses 
the evolution of different parameters and termination 
conditions, this paper in the process of comparison, 
precision and quality advantages comparing their final 
algorithm optimization solution of the hybrid algorithm is 
less than the above two algorithms in computational case. 
So like FEP, OGA/Q algorithm, hybrid optimization runs 
independent test for each benchmark function extreme 
value 20 times and records the following results: (1) the 
fitness value function to calculate the number of times; 
(2) the average fitness value; (3) the fitness value of 
standard deviation. 
From Tab. 4 can be found, to 14 functions f1, f2, f3, f4, 
f7 and f9 IHGA algorithm optimization can find the 
optimal value, and the number of evaluations is much less 
than FEP and OGA/Q algorithm. Compared with the FEP 
algorithm, both in solution quality and evaluation of the 
function of frequency, the hybrid algorithm is much better 
than the FEP algorithm, and has 6 functions of hybrid 
algorithm to find the optimal solution 0. Compared with 
the OGA/Q algorithm, the f8 function, quality of mixed 
optimal solution algorithm is slightly larger than the 
OGA/Q algorithm, but the standard deviation of hybrid 
algorithm is 0 but the standard deviation of OGA/Q 
algorithm is 3,9890E-17. This illustrates the robustness of 
the hybrid algorithm is better than OGA/Q algorithm. And 
the evaluation number of hybrid algorithm is 6864, and 
the evaluate number of OGA/Q algorithm is 112421, 
amount of computation is far greater than the hybrid 
algorithm, for function f8, f10, the standard deviation of 
hybrid algorithm is slightly larger than OGA/Q algorithm, 
but the optimal solutions of better quality than OGA/Q 
algorithm, and the number of hybrid algorithm evaluation 
to the two function is 68440, 68379, the number of 
OGA/Q algorithm on the two function is respectively 
302166, 134556, calculating quantity is much greater than 
the hybrid algorithm. On the function, the resulting 
solution quality and standard deviation of hybrid 
algorithm are better than the OGA/Q algorithm. 
To make a long story short, the results show that a 
hybrid algorithm shows good performance, for 
unconstrained optimization problem. On the one hand, it 
can find high quality solution; it required a number of 
times less, less time complexity. On the other hand, the 
variance of the solution of the hybrid algorithm is very 
small, which shows that performance of the hybrid 




This paper presents a combination of genetic 
algorithm and particle swarm optimization, hybrid IHGA 
algorithm. The algorithm firstly generates initial 
population by chaotic sequence. In order to maintain the 
population diversity and not entirely dependent on the 
fitness value of the absolute value of the information, this 
article uses the non-linear ranking selection operator. 
According to ecology niche construction theory, it designs 
environmental evolution crossover operator. As there are 
many evolutionary directions early and later evolutionary 
conservative in the natural process, it designs non-
uniform mutation operator. By improving the three 
operators of GA algorithm, improved algorithm to 
optimize performance. At the same time, elite strategy 
was introduced. For the high fitness value of particles, it 
improves PSO algorithm to improve their ability to adapt 
to the environment by iteratively repeated. Testing the 
performance of IHGA algorithm through several 
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benchmark functions , the results show that the hybrid 
algorithm has good global searching ability, fast 
convergence speed. And the robustness of solutions 
quality and optimization is well. 
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