Abstract. In this paper we deduce a recursion formula for the partial derivatives of the fundamental solution of the generalized Cauchy-Riemann operator in R k+1 in terms of permutational products. These functions generalize the classical negative power functions to Clifford analysis. We exploit them to introduce a new generalization of the classical complex analytic Eisenstein series on the half-plane to higher dimensions satisfying the generalized Cauchy-Riemann differential equation. Under function-theoretical and number-theoretical aspects we investigate their Fourier series expansion in which multiple divisor sums and certain generalizations of the Riemann zeta function play a crucial role.
Introduction
In the twentieth century several generalizations of the classical Eisenstein series (cf. [7, 33] )
to higher dimensional spaces have been discussed by several authors related to a rich number of different aspects in function and number theory. C. L. Siegel (cf. [20] ) considered generalizations of these series in C k×k being endowed with the regularity concept of analyticity of functions in several complex variables. H. Maaß introduced in [26] also non-analytic Eisenstein series in C by These non-analytic Eisenstein series are eigenfunctions of the Laplace-Beltrami operator attached to the upper half-plane. Generalizations of them to higher dimensions with respect to certain discrete subgroups of Vahlen's group acting on hyperbolic spaces are z z k+1 and by its partial derivatives q n (z) = ∂ |n| ∂x n q 0 (z), respectively. In Section 3 we deduce a recursion formula for the functions q n in terms of permutational products in analogy to H. Malonek's approach for the Fueter polynomials in [28, 29] . Then, in Section 4, we consider summations of these functions over lattices in R k+1 which lead to generalizations of the Riemann zeta function. With the help of the recursion formula deduced in the previous section, we establish relations to certain Epstein zeta functions. In Section 5 we introduce a generalization of the series G n on a half-space, starting from the Laurent expansion of the generalized monogenic ℘-function (see [6, 16 -18, 22, 23, 31] ) and study basic properties of them. In Section 6 the Fourier expansion of the generalized Eisenstein series is determined explicitly. The first Fourier coefficient turns out to be one of the generalized Riemann zeta functions discussed in Section 4. The other Fourier coefficients are composed by divisor sums. Using multi index notation, the Fourier expansion can be written in a similar form as in the classical complex case. We discuss the influence of monogenicity and compare the monogenic Eisenstein series with the generalizations of Eisenstein series to higher dimensions described in [8, 10, 24, 25] .
Preliminaries
We introduce the most important notions. For detailed information about Clifford algebras and their function theory we refer, for example, to [1, 5, 17] .
By {e 1 , e 2 , . . . , e k } we denote the canonical basis of the Euclidean vector space R k . The attached real Clifford algebra Cl 0k is the free algebra generated by R where x ∈ R k and e 0 is the neutral element with respect to multiplication of the Clifford algebra Cl 0k . In the Clifford algebra Cl 0k the multiplication rules e i e j + e j e i = −2δ ij e 0 (i, j = 1, . . . , k)
hold where δ ij is the Kronecker symbol. A basis for the Clifford algebra Cl 0k is given by the set e A : A ⊆ {1, . . . , k} with e A = e l 1 e l 2 · · · e l r , where 1 ≤ l 1 < . . . < l r ≤ k and e ∅ = e 0 = 1. Every a ∈ Cl 0k can be written in the form
Two examples for real Clifford algebras are the complex number field C and the Hamiltonian skew field H. The conjugation anti-automorphism in the Clifford algebra Cl 0k is defined by
where e A = e l r e l r−1 · · · e l 1 with e j = −e j for j = 1, . . . , k and e 0 = e 0 = 1. By
we denote the space of hypercomplex numbers
often called para-vectors. A para-vector consists only of a scalar part and a vector part.
In this paper we denote pure vectors by a bold face letter, and scalars, para-vectors or Clifford numbers by a normal letter. In this notation the hypercomplex number z is represented in the form z = x 0 + x with Sc(z) = x 0 and Vec(z) = x.
We introduce the right half-space of A k+1 as the set of numbers
and similarly the left half-space. The left and the right half-space are separated by the dividing hyperplane
A scalar product between two Clifford numbers a, b ∈ Cl 0k is further defined by a, b = Sc(ab) and the Clifford norm of an arbitrary a
Any element z ∈ A k+1 \{0} has an inverse element in A k+1 given by z
Further, we recall that the permutational product of arbitrary Clifford numbers a 1 , . . . , a n is defined by
For details we refer to [28, 29] . One further uses the abbreviation
In order to distinguish powers in terms of the permutational product from powers in the usual sense, one sets brackets when meaning ordinary powers. One has to write for
In this paper we also deal with complex Clifford algebras. In the same way as a real Clifford algebra is constructed, one can construct a complex Clifford algebra starting from the canonical basis in the complex vector space C k . For details we refer, for example, to [5] . The complex Clifford algebra can be represented by the tensor product Cl 0k ⊗ R C. Thus, every element a in the complex Clifford algebra Cl 0k ⊗ R C can be represented in the form a = A a A e A , where A ⊆ {1, . . . , k} and a A ∈ C. The elements a A ∈ C itselves will be written in the form
In order to present many calculations in a more suggestive way, the following notations will be used, where
A. C. Dixon [6] , R. Fueter [17] , G. C. Moisil and N. Theodorescu [30] , V. Iftimie [19] and R. Delanghe [3] are some of the most important creators of a function theory in Clifford algebras. In A k+1 one considers the generalized Cauchy-Riemann operator
The notion of left (right) monogenicity in A k+1 provides a generalization of the concept of complex analyticity to Clifford analysis in the sense of the Cauchy-Riemann approach. This concept is often called hypercomplex analyticity.
Many classical theorems from complex analysis could be generalized to higher dimensions by this approach. We refer, e.g., to [1, 17] . However, because of the noncommutativity in Clifford algebras, the positive and negative powers of the hypercomplex variable z are not monogenic. In hypercomplex function theory the positive powers are substituted by the following polynomials, mentioned first in [14] and therefore often called Fueter polynomials:
where perm(n) denotes the set of all permutations of the sequence (n 1 , . . . , n k ) and 
The negative powers are substituted (cf. [4, 14] ) by the function
In the next section we will show that we can also write the functions q n in terms of permutational products.
It is important to mention that the set of left (right) monogenic functions forms just a Clifford right (left) module for k > 1. The product, the quotient or the composition of two monogenic functions gives in general no monogenic function for k > 1. However, supposed that f is a left (right) monogenic function and if further ω ∈ A k+1 and c ∈ R\{0}, then F (z) = f (cz + ω) is a left (right) monogenic function in the variable z.
A recursion formula for the q n -functions
In this section we deduce a recursion formula for the functions q n in terms of permutational products. The representation of the q n -functions that we will obtain in this section provides an analogy to H. Malonek's representation of the Fueter polynomials V n in [28, 29] .
We first prove
Proof. We prove this lemma by induction. By a direct computation, we obtain
Thus, the assertion is true for n = 1.
In the sequel we assume n ≥ 1. For n ∈ N we get by induction
Hence, we obtain
and the proof is finished
Analogously we may proceed for the determination of ∂
We get the same recursion formula replacing simply e 1 by e i .
Now we want to establish a recursion formula, where n is a general multi-index of N k 0 \{0}. As soon as we deal with mixed derivatives, permutational products appear. We will illustrate this by the following examples.
We assume i, j ∈ {1, . . . , k} to be distinct. Then we get
) and further
] .
For the iteration of this procedure we deduce by a simple induction proof the following formulas:
.
With these formulas we can show finally the following theorem using the notation
Theorem 1 (Representation of the q n -functions in terms of permutational products).
n 2 = 1. In the sequel we assume n 2 ≥ 1 and compute
So, the assertion is also true for n 2 + 1. Thus, the formula is proved for all indices n of the form (n 1 , n 2 , 0, . . . , 0) with (n 1 , n 2 ) ∈ N 2 0 . Next we assume n to have the form n = (n 1 , n 2 , n 3 , 0, . . . , 0) with (n 1 , n 2 , n 3 ) ∈ N 3 0 . For multi-indices n = (n 1 , n 2 , n 3 , 0, . . . , 0) with n 3 = 0 the validity of the formula has been shown by the previous induction step. With induction over n 3 one verifies analogously to the previous induction procedure that the formula holds for all multiindices of the form (n 1 , n 2 , n 3 , 0, · · · , 0). Successively one proceeds to consider then multi-indices n of the form (n 1 , n 2 , n 3 , n 4 , 0, . . . , 0), proves the formula by induction over n 4 analogously as we have shown in the second step, and proceeds with further induction steps until one finally obtains the validity of the formula for all multi-indices (n 1 , n 2 , . . . , n k ) ∈ N 
As a first application of this recursion formula we get the following estimates on q n -functions.
Proposition 1. For all multi-indices
holds for all z ∈ A k+1 .
Proof. We first restrict ourselfes to the case where n = (n, 0, . . . , 0). A simple calculation shows that the estimate holds for n = 0 and n = 1. In the sequel we assume n ≥ 1 and consider
Thus, the assertion holds for indices of the form n = (n, 0, . . . , 0) .
With the estimates
and the formula
in combination with the statement of Theorem 1 or Corollary 1, respectively, we get further, applying a simple induction argument, that
and the assertion is shown Remarks.
1. Since the functions q n are R-homogeneous polynomials of degree −(k + |n|) (see [1] ) one obtains directly an inequality of the general type
with a constant C(n) ∈ R >0 being dependent on n. As a direct consequence one gets
2. In [15, 17] R. Fueter proved for the quaternionic case that
He used a different method to obtain this inequality. His proof is based on the formula
where ∆ z denotes the Laplace operator with respect to the variable z. We observe that the estimate in Proposition 1 for the quaternionic case is stronger than R. Fueter's estimate.
The generalized Riemann zeta function associated with the q n -functions
Now we proceed in the direction to consider summations of the functions q n (ω) over a lattice in A k+1 which leads to a generalization of the Riemann zeta function.
The general form of a p-dimensional lattice in A k+1 can be presented by
where ω 1 , . . . , ω p ∈ A k+1 are supposed to be R-linear independent para-vectors. For the following applications we need G. Eisenstein's lemma formulated in the para-vector formalism:
Lemma 2 (cf. [7, 31] ( 
7)
converges if and only if α ≥ 2.
We further split the lattice into a positive and negative part. 
∪
Nω p .
The negative part Ω − p of the lattice Ω p is defined by
Remarks. We observe that
and Ω
In particular, for k = 1 and ω 1 = 1 one gets
With this notation we introduce 1018 R. S. Kraußhar
Definition 2 (Generalized Riemann zeta function of Clifford analysis in A k+1
). Let p ∈ N with 1 ≤ p ≤ k + 1. Let further l ∈ N k 0 be a multi-index and suppose for p = k that |l| ≥ 1 and for p = k + 1 that |l| ≥ 2. Then the generalized Riemann zeta function of Clifford analysis in A k+1 is defined by
The series converges absolutely which follows by Lemma 2 after having applied Proposition 1. Note that in the case |l| ≡ 1(2) we obtain
Now we want to discuss a simple example of the generalized Riemann zeta function which illustrates that these functions are closely related to Epstein zeta functions. For convenience we recall (cf. [21] ) that the Epstein zeta function associated with a given (p × p) positive definite symmetric matrix S is said to be
In the sequel we consider a p-dimensional lattice with p ≤ k and Sc(Ω p ) = 0. The simplest non-trivial example for the generalized Riemann zeta function related to this lattice is ζ
According to Lemma 1, we know
) .
Therefore, we obtain the representation converge both absolutely.
In particular, one obtains for the quaternionic case
where i l denotes the l-th imaginary unit in the quaternionic skew field with l = 1, 2, 3.
From this representation we can deduce immediately that in particular for the quaternionic case
and for the more general (k + 1)-dimensional case
With Proposition 1 we infer that for any arbitrary index
The next step is to show that we actually deal with non-trivial series. For p ≤ k we consider the p-fold periodic monogenic cotangent function associated with the lattice Ω p (for details see [22] and the forthcoming paper [23] ) which is defined by
By a direct computation we obtain the Laurent expansion around the origin which reads
We observe that there must be some l ∈ N k 0 for which ζ
−q 0 would be the zero function, which is a contradiction.
For p = k +1 we consider the monogenic (k +1)-fold periodic generalized ℘-function, introduced by A. C. Dixon in [6] for the three-dimensional case, by R. Fueter [16] for the quaternionic case, and by J. Ryan [31] for the (k + 1)-dimensional case.
For an i ∈ {1, . . . , k} the generalized ℘-function associated with a (k+1)-dimensional lattice Ω k+1 denoted by ℘ τ (i) : A k+1 \Ω k+1 → A k+1 , is given by
Its Laurent expansion around the origin turns out to be
and with a similar argument we conclude that there must exist some indices l for which ζ
This type of generalization of the Riemann zeta function to higher dimension plays a crucial role in the theory of monogenic generalizations of the classical complex analytic Eisenstein series to Clifford analysis.
Generalized Eisenstein series in Clifford analysis
One approach to arrive at the Eisenstein series G n in the complex plane is the Laurent expansion of Weierstraß' ℘ function associated with a two-dimensional lattice Ω = Zω 1 + Zω 2 around the origin, reading precisely
in which the Eisenstein series In order to generalize the Eisenstein series G n to Clifford analysis we proceed in a similar way. We consider the Laurent coefficients of the generalized monogenic Weierstrassian function ℘ τ (i) . They read 2ζ
(n+τ (i)) as mentioned in the previous section. Without loss of generality we restrict ourselves on considering a special lattice
and
since any arbitrary lattice Ω k+1 can be transformed by a rotation into this special lattice. Then we consider the series ζ 
We proceed to show that these series represent actually well-defined monogenic functions. Proof. As a direct consequence of Lemma 2 in combination with Proposition 1 we infer that the series G n converge absolutely if and only if |n| ≥ 2. With any compact set K ∈ H + (A k+1 ) we can associate an arbitrary real ε > 0 such that K is strictly contained in the strip
These strips are subsets of H
Next we show that there is a real ρ > 0 with
the inequality is trivially satisfied. In the sequel we assume (c, d) = (0, 0). We further observe that
For τ = x 0 + x we obtain cτ +d = cx 0 +cx +d = c 2 x 2 0 + cx +d 2 ≥ c 2 ε 2 + cx +d 2 .
The set
is obviously continuous on K. Therefore, φ takes a minimum in K.
Thus, the validity of (15) is shown.
Next we apply (15) 
2.
If |n| ≡ 0(2), then the series G n vanish identically, since the functions q n are odd in this case.
3.
If |n| ≡ 1(2), then the series G n are even, because in this case the functions q n are even. In the next section we will observe by means of the Fourier expansion that for |n| ≡ 1(2) these functions are really non-trivial.
4.
The functions G n have singularities of the order (|n| + k) precisely in the rational points with respect to the basis {w 1 , . . . , w k } of the dividing hyperplane
5. The series G n are k-fold periodic functions with respect to the lattice Ω k which follows directly by rearrangement of the series.
6. For |n| ≥ 2 the series G n contain the monogenic Eisenstein series of type ε (k) n described in [22, 23] with respect to the lattice Ω k which read
as a subseries or, in other words, partial derivatives of the k-fold periodic monogenic cotangent. The series ε (k)
n generalize the complex analytic Eisenstein series of type
to Clifford analysis.
7.
For any arbitrary u ∈ Z\{0} we get
Ω k which obviously contains the original lattice Ω k . To obtain this formula, we have exploited the R-homogeneity of the functions q n .
8. The set of singularities of G n (τ ), which in the sequel will be denoted by S, is invariant under transformations of the form
The group which is generated by these types of transformations acts discontinuously on H + (A k+1 ) and can be regarded as a generalization of the classical modular group SL(2, Z) for the (k + 1) dimensional case (compare, e.g., with [9] ).
The Fourier expansion of the generalized Eisenstein series
Since the series G n are k-fold periodic and twice continuously real differentiable on the right half-space, they can be represented there by a normally convergent Fourier series of the form
where Ω σ k denotes the dual lattice of Ω k . Furthermore, monogenicity provides the special Fourier series representation
on the right half-space where
is the monogenic plane wave function from [5] .
We will determine the Fourier expansion on H + (A k+1 ) of the Eisenstein series of type G n (τ ) associated with the orthonormal lattice
In the sequel we assume |n| ≡ 1(2).
Complex function theory provides several methods to determine the Fourier expansion of the Eisenstein series of type G n . A classical method is to determine first the Fourier expansion of the Eisenstein series ε n being a subseries of G n , which admits a more direct conclusion about the Fourier series representation of G n . We refer for example to [11, 32] . In [32] there are also given methods how to compute the Fourier series of G n directly without determining the Fourier series of n . However, the methods applied there are still not available in Clifford analysis.
Thus, we first expand the series on the right half-space. Without loss of generality we assume n 1 > 0. For the sake of illustrating the integration mechanism leading to recursion formulas we will not use the multi-index notation within the following computations. For the first Fourier coefficient we obtain
similarly to the classical complex case.
In the sequel we assume r = 0 and compute
We first simplify this integral by applying the partial integration method successively:
After having applied further n 1 − 1 steps of partial integration with respect to x 1 , we get
Now we apply the same procedure to the variables x 2 , . . . , x k which yields finally
For x 0 > 0 one obtains applying the residue theorem (cf. for details [2, 22] ) that
where A k+1 denotes the surface of the (k + 1)-dimensional unit ball.
Finally, we get for ε (k) n (z) the following Fourier series representation on the right half-space: ε
where P + N denotes the normalized monogenic exponential plane wave function which is simply said to be P
Using multi-index notation, the Fourier expansion can be presented in a similar form as the Fourier expansion of the complex analytic Eisenstein series ε n which reads precisely (cf., e.g., [11] )
ε n (z) = (−1)
Furthermore, we observe that the coefficients α f (r) are pure C scalars.
The knowledge of the Fourier expansion of the series ε (k) n will admit an explicit determination of the Fourier expansion of the series G n . We consider where r|l means that there exists an α ∈ N such that αr = l.
We rewrite the result in the following way: 
Remarks.
1. By means of the Fourier series expansion, we observe that the series G n do not vanish in the case |n| ≡ 1(2) which implies that we actually deal with non-trivial series.
2.
We can also rewrite the multiple divisor sum in the form of an ordinary divisor sum σ n (l) = 3. Using multi-index notation, we observe once more a similarity of the form of the Fourier expansion of G n with the form of the Fourier expansion of the classical complex analytic Eisenstein series G n which reads (cf. [11] ) G n (z) = 2ζ(n) + 2(2πi)
4. With respect to the generalized non-analytic Eisenstein series discussed in [8, 24, 25] the series G n have in common that their Fourier coefficients are composed by divisor sums in the case r = 0 and by a variant of the Riemann zeta function in the case r = 0. A significant difference concerning the structure of the Fourier expansion is that in the monogenic case the first coefficient does not depend on x 0 and that there appear monogenic exponential plane wave functions instead of Bessel functions.
The reason for the appearance of Bessel functions in the Fourier series expansion of the non-analytic Eisenstein series discussed in [8, 24, 25] is that those non-analytic Eisenstein series are automorphic eigenfunctions of the Laplace-Beltrami operator (see [27] ). Monogenicity leads to a separation of the expression α f (r, x 0 ) into an x 0 free coefficient part α f (r) and a pure exponential part.
