P. R. SETHNA AND T. J. MOHAN [Vol. XXVI, No. 2 with polynomial nonlinearities and when the system is performing "monofrequent oscillations" [7] .
II. A nonlocal result. Consider the real system of differential equations:
x = ef(t,x,e) (2.1) where x is an n vector, 0 < e < e0 , and / is a function from: B(K, 60) = {(<, x, ():xann vector, t and e scalars, 0 < e < e0 , -°°<£<co, N < K\ into En. It will be assumed throughout that:
(i) / is bounded and has bounded first partial derivatives with respect to x, (ii) / is almost periodic in t uniformly in x for each fixed e. Bogoliuboff and Mitropolskiy [4] in their discussion of the method of averaging give results relating the solutions of (2.1) and the corresponding solutions of the averaged equations (2.2). Since our main result is based on two theorems of Bogoliuboff and Mitropolskiy, we will give statements of these theorems for reference.
One of these theorems gives a result valid for a finite time interval. The statement of the theorem is as follows:
Theorem
A. If system (2.1) defined on B(K, t0) satisfies conditions (i) and (ii), then given p > 0, t? > 0, however small, and L > 0, however large, there exists an , 0 < «i < e0 such that if £(t) is a solution of (2.2) defined for 0 < t < °=>, and £(0 and its p neighborhood remain in the set B(K) = [x : x an n vector, |.r| < K1 for all t > 0, then for all e, 0 < e < e, , WO -KOI < V for 0 < t < L/e where x(t) is a solution of (2.1) with x(0) = £(0) £ B(K).
The statement as given above is more general than the one given in [4] in that here / depends explicitly on e and is more restricted in that conditions (i) and (ii) are more restrictive than those in [4] , The other theorem in reference [4] that is of interest to us, and which is valid for all time, is concerned with existence and stability of almost periodic solutions of (2.1). A statement of the theorem, somewhat modified for our purposes, is as follows: Theorem B. Let system (2.1) defined on the set B{K, e0) satisfy conditions (i) and (ii). Let Jo o constant solution of (2.2) which together with its 5 neighborhood is in the interior of B{K).
If the variational equation of (2.2) with respect to £0 , that is dz dfo(£o) .. /o o\ dt = e~drz (-3) has characteristic roots with negative real parts, then there exist positive constants e2 and <r, 0 < e2 < e0 , 0 < <7 < S, such that for each e, 0 < e < e2 , there is a unique almost periodic solution x*(t, e) of (2.1), continuous in e, which satisfies:
(1) \x*(t, e) -£0| < <r for -oo < t < co, (2) lim.^o |x*(t, e) -So| = 0 uniformly in t. (3) If x(t) is any solution of (2.1) which at some time t0 satisfies \x(Q -Sol < <r then we can find positive constants C and y so that |x(t) -x*(t, e)\ < C exp [ -ey{t -01. t > t0 .
Remark.
In the course of the proof it is seen that the constant a can in fact be chosen arbitrarily small and the constant e2 is then determined by this choice.
Our main result states sufficient conditions under which the solutions of the original system (2.1) and the solutions of the averaged system (2.2), starting initially at the same point, remain as close to each other as desired, at each t, for all t, for e sufficiently small. These conditions are given in the following: Theorem 1. Let system (2.1) be defined on the set B(K, e0) and satisfy conditions (i) and (ii). Let £0 be a constant solution of (2.2) which, with its 8 neighborhood, is in the set B(K) -{x: x an n vector, |x| < K\, and let the eigenvalues of (2.3) have negative real parts.
Given any scalar p > 0, however small, let £(i) be a solution of (2.2), with £(0) e B(K), which, together with its p neighborhood, remains in B(K) for all t > 0 and furthermore lim^co S(<) = So • Under these conditions we can conclude that given any r) > 0 there exists an e*, 0 < e* < e0 such that for all t, 0 < e < e*, the solution x(t, e) of (2.1) with x((), e) = f(0) satisfies I®ft <0 -S(0I < v for all t > 0.
Furthermore, there exists an n vector function x*(t, t) continuous in t and e, almost periodic in t, which is a solution of (2.1) and such that liin(_0 \x*(t, e) -So| = 0 and limbos \x(t, e) -x*(t, «)| =0.
Proof. From Theorem B there exists a a > 0, which can be chosen as small as we wish, and an e2 , 0 < e2 < e0 , such that for each «, 0 < e < e2 , there exists an n vector function x*(t, e) almost periodic in t which is a solution of (2.1) with the properties (1), (2) and (3) as given in Theorem B.
Let x{t, e) and £(0 be solutions of (2.1) and (2.2) respectively such that x(0, e) = S(0) = x0 t B(K). By Theorem A, choose ea such that, for 0 < e < , (1) and (3) of Theorem B we can show that if, for some t = ta ,
For all t we have:
Using property (1) of Theorem B and (2.6) we have from (2.7) for t > t0 ,
then from (2.8) and (2.5), for L/2« < t < °°, we have Ix(t) -S(0l < 3(7 + a/2.
Thus |x(t) -S(0l < 7/2o-, 7>/2e < t < co) and from (2.4) we have WO -5(01 < (7/2, 0 < t < L/t.
Thus if we choose <r = 2jj/7 and 6, = e* we have the desired result. Example.
As an application of the theorem consider the van der Pol equation:
Now consider as the new independent variable and observe that for e sufficiently small we can write system (2.10) in the form dA _ _ {A2 cos2 -1)A sin2 d~t r e 1 -e(A2 cos2 ^ -1) sin ^ cos which corresponds to Eq. (2.1) in Theorem 1 and satisfies all the conditions on the function / of the theorem. Let a be the averaged variable corresponding to A and we obtain the averaged equation:
(Mr which can be solved to yield
where a0 = a(SPo). We observe that (2.11) has an asymptotically stable constant solution a = 2 and from (2.12) we have that all solutions with initial condition other than a0 = 0 approach this solution monotonically in St. Furthermore, from the second equation in (2.10) we can conclude that for e sufficiently small, SF (t) is a monotone increasing function of t and ^(t) -> as t -* &, so that Sff(t) behaves essentially like time.
Now from Theorem 1 we conclude that A(SP, e) remains arbitrarily close to a(^) for all ^ and approaches an almost periodic solution arbitrarily close to a = 2 as -> co. While this result does not give an estimate of a; as a function of t, it does give an estimate of the trajectories in the (x, x) phase space. This we see from a polar plot of a(^) with the angle variable. This plot is an approximation to the trajectories in the (x, x) phase space, and in this space all solutions other than x = x = 0 approach the limit cycle x2 + x2 = 2 like logarithmic spirals.
In most applications, it is not possible to obtain an explicit solution £(£) of (2.2) for arbitrary initial conditions. Useful information, however, can be obtained if one can compare the domain of attraction of an asymptotically stable constant solution £0 of (2.2) with the domain of attraction of the corresponding almost periodic solution x*(t, t) of (2.1). Such a result can be obtained from the following corollary to the basic theorem.
Corollary.
Let D0 C B(K) be a domain of attraction of £0. Then ij D is any compact subset of D0 such that for all £(£) with £(0) e D, £(t) does not reach the boundary of D0 , then there exists an e* > 0 such that for all e, 0 < e < e*, D is contained in the domain of attraction of x*(t, e).
Proof. Let S = {£(<): £(t) is a solution of £ = e/0(£) with £(0) eA|,
Wits t>o
Since D is compact, the above infimum is attained for some |(i) e S. Thus p > 0. By the theorem, then, there exists an e* such that for all e, 0 < e < e*, x{t, e) -> x*(t, e) as t -> co for all x(0, e) e D. This completes the proof. The problem thus reduces to that of finding the domain of attraction D0 and its compact subset D for each asymptotically stable constant solution £0 of (2.2). For this purpose we use a result of LaSalle [6] which will be given here for reference. [Vol. XXVI, No. 2 Theorem (LaSalle).
Let F(a;) be a scalar junction with continuous first partial derivatives. Let ft; denote the region where V(x) < I. Assume that ft, is bounded and that within , F(o:) > 0 for all x ^ 0. Furthermore, let V{x) < 0 for all x ^ 0, in ft, . Then the origin is asymptotically stable, and every solution in tends to the origin as t -» co. If we take for the set D0 in the Corollary the set fi, in LaSalle's theorem, and take for the set D the set Q,_, = {* : V(x) <1-5} for 0 < 8 < I, then we can establish the desired relationship between the domains of attraction of |0 and x*(t, «). III. Domains of attraction for monofrequent systems. In [6] a method was given to obtain explicit estimates of domains of attraction of periodic solutions of quite general weakly nonlinear second order systems. In this study we will give a method for obtaining explicit estimates of domains of attraction of almost periodic solutions of a restricted class of nth order weakly nonlinear systems.
We will study motions in finite neighborhoods of stable static equilibrium configurations of the system. We will assume the system to have polynomial nonlinearities, to be periodic in time, and to have nonconservative forces that are truly dissipative. In addition the system will be assumed to have no "internal resonance" [8] . (A sufficient but much stronger restriction is that the linear natural frequencies are linearly independent over the integers.)
Many dynamical systems of physical importance satisfy these conditions. Similar systems have been described as "monofrequent systems" by Mitropolskiy [3] , [9] , and he has studied them in detail for their local behavior.
Systems of this type have relatively simple and interesting properties. The motion for any given initial condition, as t -» , tends to become almost periodic but with a dominant term that is periodic, with a period that is rationally related to the system period, and the general behavior of systems of this type, as t -> <*=, is similar to the behavior of a related second order system. The averaged equations for such systems also have certain interesting properties. The critical points for the averaged system lie in only one plane of the phase space which we will call the principal plane. All solutions of the averaged equations starting in this plane remain in this plane for all time.
We will, in the following analysis, demonstrate the above properties. Furthermore, we will obtain domains of attraction of asymptotically stable constant solutions of the averaged equations in their n dimensional phase space. These domains of attraction will have the property that their projections on the principal plane are domains of attraction in the plane.
With the aid of this information regarding the domains of attraction of the constant solution of the averaged equations, we can get explicit estimates of the domains of attraction of the almost periodic solutions associated with these constant solutions by using the Corollary to Theorem 1.
Specifically, consider a 2N order dynamical system described by the Lagrange's equations of motion:
where qf and q, are components of N vectors, e is a scalar 0 < e « 1. A dot over a symbol represents differentiation with respect to t and a comma followed by a variable means partial differentiation with respect to that variable. The functions where JS1 is a polynomial in q and q and is periodic in t of period 2ir/v, with v a scalar. The scalars co,-> 0, j = 1,2, ■ • • N, are the linear natural frequencies of the system and it is sufficient to assume that they are linearly independent over the integers. This condition is by no means necessary. For example in [8] , for fourth order systems with cubic nonlinear terms, a necessary and sufficient condition for the system to have monofrequent motions is that the ratio of the two natural frequencies be not equal to, or be in e neighborhoods of, the numbers 1, 3 or 1/3. With regard to the frequencies <jj , j = 1,2, • ■ ■ N it will be further assumed that there is one frequency such that ruj, -|-sv -0 for some integers r and s. The frequency to, is not necessarily the lowest of the natural frequencies.
In problems concerning domains of attraction, it is desirable to use a Hamiltonian formulation of the problem. We will therefore introduce momenta p, where (Q, P) and (R, 3>) are constants.
We can now regard (3.7) and (3.8) as transformations (p, q) (P, Q) or (Pi l) (fit $) respectively. Transformation (3.7) is similar to the well-known van der Pol transformation and (3.8) is similar to the Kryloff and Bogoliuboff transformation with the difference that (3.7) and (3.8) are canonical. Substituting (3.7) into (3.6) we have Qi = e[K,Pi + (co71/2 sin ccM(P, Q, 0] + 0(1), (3.9)
where K(P, Q, t) = lP(w~1/2Q cos a>t + aT1/2P sin ait, -col/2Q sin wt + a>I/2P cos ut) (3.11) and /,(P, Q, t) = Fj(w~l/2Q cos wt + w~1/2P sin wt, -col/2Q sin cot + u/2P cos w<).
Now with the assumption that the frequencies are linearly independent over the integers, and that PI1 and Ft are polynomials, and using the conditions (3.2) it can be shown after some calculations that if In 0c_j we have V positive definite and V negative definite and the set satisfies the conditions of the Corollary to the main theorem. We thus have 0c_s the domain of attraction of the almost periodic solution associated with the constant solution £0 • In [10] the above procedure was employed for the study of a system with linear dissipation terms and cubic nonlinearities. In such systems the behavior in the principal plane is the same as that for Duffing's equation as given in [6] . One thus has, for the appropriate range of the excitation frequency, two stable and one unstable almost periodic solutions.
In [10] explicit values are given for the constant C that occurs in equation (3.27) for the two stable almost periodic solutions.
