As social media is opening up such as Twitter and Sina Weibo 1 , large volumes of short texts are flooding on the Web. The ocean of short texts dilutes the limited core semantics of event in cyberspace by redundancy, noises and irrelevant content on the web, which make it difficult to discover the core semantics of event. The major challenges include how to efficiently learn the semantic association distribution by small-scale association relations and how to maximize the coverage of the semantic association distribution by the minimum number of redundancy-free short texts. To solve the above issues, we explore a Markov random field based method for discovering the core semantics of event. This method makes semantics collaborative computation for learning association relation distribution and makes information gradient computation for discovering k redundancy-free texts as the core semantics of event. We evaluate our method by comparing with two state-of-the-art methods on the TAC dataset and the microblog dataset. The results show our method outperforms other methods in extracting core semantics accurately and efficiently. The proposed method can be applied to short text automatic generation, event discovery and summarization for big data analysis.
Introduction
With booming social media, the data explosion of microblog on blogosphere accompanies with hot events. For example, a large volume of microblogs discussed about "USA Boston Marathon bombing", "the US surveillance program PRISM " and so on. Given the microblogs/short texts 2 about a concrete event, 5 information about the event is unevenly distributed on these "event messages" since some ones might contain much more important and diverse information (e.g., different event time, locations, participants, processes, and opinions) than others (e.g., redundancy and noises in short texts). Besides, these short texts are globally semantic redundant and locally semantic sparse since many short 10 texts contain the same content and local ones only focus on one aspect of the whole event. Understanding the event concisely and thoroughly is impossible when these redundant short texts may crowd out other ones which contain important and diverse information. For example, when we query by keyword "Ebola", Sina Weibo returns redundant Chinese microblogs about "Ebora of 15 salmon" and Twitter returns redundant tweets about "A Italian doctor catches Ebola" as shown in Fig.1 , which crowd out many important microblogs which discuss about outbreak, spreading and control of event "Ebola".
Herein, how to automatically discover the core semantics of event from big social media data is a challenging problem, since it is time-consuming and un-20 practical to manually find out the core semantics of event from big media data.
Existing methods to solve this problem are summarized as follows: 1) Feature-based methods. These methods directly use basic statistic technique on features including word frequency, title words, cure words which are considered for selecting sentences as core semantics [1, 2] . Structural features of discourse are used to identify core semantics by rhetorical structure analysis, pragmatic analysis, lexical chain, latent semantic analysis [3] . Besides, more features are used in some specified semantics discovery methods whose features include hashtags, timestamps and emotion labels [4] .
2) graph-based methods. These methods construct graph where short texts as 30 nodes and text-pairwise relations as edges [5, 6, 7, 8] . Top k short texts are selected as core semantics by ranking values of graph-based features or values of Markov random walk on the graph [5, 6, 7, 8] . Besides, such methods can be extended into conditional random fields which identify core semantics by labeling sentences, where the sentence label influences the labels of nearby 35 sentences [9] .
3) clustering-based methods. These methods cluster short texts into different clusters, and then select some short texts from each cluster to represent the semantics of the cluster [10, 11, 12] . The clustering methods include hierarchical clustering, partitional clustering and semantic-based clustering [13] . 40 Besides, some priori knowledge or constraint conditions in specified domain are considered in clustering [14, 15] . 4 ) semantic link-based method. Semantic link-based methods have strong abil-ities in semantics organization, semantic community discovery and emerging semantics learning/reasoning [16] . Such methods have been used in semantic 45 representation[17], semantic organization [18] , semantic interaction [19, 20] , semantic community discovery [21, 22] and semantic linking space for Cyber-Physical Society [23, 20] . 5) other methods. These methods include Bayesian topic model-based methods [24] , Neural Networks-based methods, Decision tree-based methods and so on[25,
However, these methods have the following limitations: 1) semantic association loss. The graph-based and cluster-based methods often use vector space model to represent short texts and use vector-based similarity methods. Obviously, these similarity-based methods lost many semantic 55 association relations;
2) high computational cost. The time complexity of most the above methods [5, 6, 7, 8, 10, 11, 12] , which have to compute text-pairwise similarity, is O(n 2 ). It is unpractical when the text number is large in big data;
3) redundancy-prone results. The above methods pay less attention on the issue 60 of redundancy and result in redundant results since these methods assign almost the same values to alike short texts.
To solve the above limitations, we propose a Markov random field based method for discovering the core semantics of event:
1) To avoid semantic association loss, our method makes semantic collaborative 65 computation to learn the whole association relation distribution of an event by small-scale association relations .
2) To reduce computation cost, our method makes probabilistic inference in a limited keyword association link network, rather than text-pairwise computation. 3) To be free of redundancy, our method proposes information gradient computation by maximizing information gradient of k short texts since information gradient decreases when redundancy increases.
Compared with existing methods, the contributions of our method are summarized as follows: 75 1) Our method learns association relation distribution by semantic collaborative computation.
2) Our method is efficient by probabilistic inference on semantic association link network.
3) Our method obtains redundancy-free core semantics by information gradient 80 computation.
The remainder of the paper is organized as follows. In Section 2, we introduce the preliminaries including some basic definitions and problem formal definition.
In Section 3, we propose a framework of Markov random field based method for discovering the core semantics of event. We construct a Markov random field 85 by semantic association collaborative computation, which learns association relation distribution by low-degree relations in Section 4. We propose information gradient computation to maximize coverage of association distribution by the minimum number of redundant-free short texts in Section 5. Experimental results are presented in Section 6. We gives the conclusion and future work in 90 Section 7.
Preliminary knowledge and problem statement
Before discussing our method, we first introduce some basic concepts which are thoroughly used in this paper and then propose the problem statement of this paper. 95 
Preliminary knowledge
Semantic representation and inference are two major issues for discovering the core semantics of event. We introduce two basic models in semantic representation and probabilistic inferences.
Event representation is just as human beings learn concepts from an event
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[17, 27, 28, 29, 30, 31, 32, 33] , where each concept consists of association relations. Inspired by [17], we adopt association relations to represent an event as follows:
Definition 1 (Event Power Serial Representation, E-PSR). E-PSR is rep-
where Φ k denotes a k-degree association relation set;
is a k-degree association relation with support value which is calculated by,
where I(A|B) is an indicator function whose value is 1 if A ⊆ B and 0 otherwise; 110 e = {s l |1 ≤ l ≤ n} denotes an event which consists of n sentences.
For example, an event contains two short texts, e = {s 1 , s 2 }:
That boy stands on the left, whose t-shirt is red.
Two girls stand on the right, whose skirts are also red.
E-PSR of the event e includes association relations as follows: 
where G =< X, E > is an undirected graph, where X denotes a set of random variables and E denotes a set of dependence relations between X; P denotes a joint probability distribution over X, which is calculated by:
where c i denotes a maximal clique, which is a full connective sub-graph of G;
. .} denotes a maximal clique set; X ci is a maximal clique variable of
is a normalization factor.
Besides, the E-MRF has strong scalability to satisfy different applications since the potential functions Ψ(x ci ) of E-MRF can be defined flexibly to generate 135 different P (X).
If P (X) is known, the support value of a k-degree association relation
where I(ϕ k,i |x) is an indicator function whose value is 1 if x is consistent with ϕ k,i and 0 otherwise;
Problem statement
In this paper, our task is to learn association relation distribution of an event and to cover the distribution by k sentences as the core semantics of event. The k sentences which can cover the association relation distribution of an event is 145 the core semantics of event.
Supposing an event e = {s l |1 ≤ l ≤ n}, consists of n sentences, such as microblogs, tweets or comments, the k sentences discovered from e should satisfy the following properties: 1) Priority for sentence with frequently discussed content, since such sentences include more core association relations.
2) Priority for sentence with new content, since such sentences provide user with more information about the event.
Definition 3 (information gradient of k-sentences, IG(S k )). IG(S k ) reflects how frequent and how novel the content of k sentences is in an event, which 155 is calculated by,
where S k = {s (l) |1 ≤ l ≤ k} denotes a set of k sentences; s (l) denotes the l th sentence; IG(s (k) |S k−1 ) denotes conditional information gradient of the sentence
To satisfy above properties, the core semantic of event is defined as, Definition 4 (Core Semantics of Event, CS(e)). the core semantic of event is obtained by maximizing information gradient of k sentences,
We list the notations of the above definitions in table 1, which are thoroughly 165 used in this paper.
Proposed method
To solve the problem defined in equation 9, a framework of Markov random field based method for discovering core semantics is shown in Fig.2 . In the following, we introduce the whole framework by 4 steps. 1 st and 2 nd steps 170 mainly obtain short texts for each event. The most adopted algorithms to obtain Figure 2 : A framework of Markov random field based method for discovering the core semantics of event these short texts are: 1) query based algorithms, users query some keywords to get related sentences of an event; 2) event detection or clustering based algorithms, such algorithms discover sentences which belong to different events [34, 35, 36] . To ensure the data is valid, we apply the state-of-the-art event 175 discovery methods to reduce the possible negative effects on core semantics discovery [37, 38, 39, 40] . Besides, association relation based representation in our model can further reduces these adverse effects caused by noise and irrelevant short texts. 1 st and 2 nd steps are not the focus of this paper.
We mainly focus on 3 th -4 th steps for discovering core semantics of an event. 
Semantic collaborative computation
To learn an E-MRF model and make semantic inference thereafter, we col- 
Structural collaborative computation
Structural collaborative computation mainly solves issues: 1) how dose E-215 PSR form graphic structure of E-MRF; 2) what's the parameter structure of E-MRF formed by E-PSR. Referred to a factor graph theory [41] , given E-PSR={Φ k |0 ≤ k ≤ 2}, we solve the above issues by 1 st -4 th steps. For 1), we form an undirected graph structure by 1 st -2 nd steps; For 2), we form the parameter structure by 3 th -4 th steps. 
where X ci denotes a maximal clique variable; µ i is a parameter of an association relation ϕ i in E-PSR; I(X ci |ϕ i ) is an indicator function whose outcome is 1 when association relation ϕ i is consistent with the maximal clique variable X ci , 0 otherwise.
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According to 1 st -4 th steps, we propose a structural collaborative algorithm 
where sup(ϕ k,i ) denotes the support value of ϕ k,i .
The parameter µ i defined in equation 10 should satisfies equation 11. Using 240 local item sets to construct a MRF model is first proposed by Pavlov [42] , we adopted an iterative scaling (IS) algorithm [43, 44, 45] to learn parameters
Herein, we propose a potential value collaborative algorithm 2. 
Basic semantic computation in E-MRF
Given E-M RF =< G, P (X) > learned by algorithm 1-2, we had obtain the joint probability distribution of X since we calculate probability of sub-variables X by,
where X is a subset of random variables x; I( X|x) is an indicator function with 250 outcome 1 when X is consistent with x, 0 otherwise.
Based on equation 14, we make some basic semantic computations. For example, we can calculate how frequently a sentence is discussed by,
where I(s i |x) is an indicator function with outcome 1 when s i is consistent with
x, 0 otherwise.
A common issue among equations 11-15 is to calculate the marginal probability of E-MRF. Junction tree algorithm is a general probabilistic inference framework for calculating joint probability, marginal probability and condition probability [46] by decomposing a global joint probability computation into a linked set of local computations. Referring to [46] , we adopt the junction tree 260 algorithm to calculate marginal probability.
If a sentence with higher frequency is selected as core semantics by equation 15 , large number of alike sentences will be selected as well since their similar contents and thus result in undesirable redundancy.
Information gradient of k-sentences 265
Redundancy conflicts with cognitive psychology [47], since undue redundancy has limited effect on memory activity. For human beings, repeated memorizing a word or sentence content has limited effect in human memory process as shown in Fig.3. Fig.3(a) shows that memory activity value changes with repetition. The memory activity significantly increases with increasing repetition 270 before about 23 times and then gets stable thereafter. Fig.3(b) shows that gradient of the memory activity changes with increasing repetition. The memory gradient gradually decreases into 0 when the repetition increases.
The computation of information gradient
Inspired by memory activity lines in Fig.3 , we propose information gradient 275 which decreases as redundancy increase as follows.
Definition 5 (Information Gradient of Association Relation,IG t (ϕ i )).
IG t (ϕ i ) reflects the amount of association information in ϕ i when it is described where IG t (ϕ i ) → [0, 1]; I(ϕ i |s (l) ) is an indicator function, whose outcome is 1
From equation 16-17, we know that IG t (ϕ i ) value is conditioned on repetition t of ϕ i , which has the following properties by following lemmas: 285 Lemma 6. IG t (ϕ i ) gradually decreases with t increases.
is a concave function, σ < 0 and therefore lemma 6 is proofed.
Lemma 7. IG t (ϕ i ) decreases more sharply with t increases.
is a monotone increasing function,
σ(t 2 , h)/h > σ(t 1 , h)/h when t 2 > t 1 and lemma 7 is proofed
From lemma 6-7, we know that IG t (ϕ i ) is higher when the association rela-300 tion ϕ i is first described. IG t (ϕ i ) gradually decreases with increasing redundant contents of sentences. IG t (ϕ i ) denotes the amount of association information of ϕ i at t th time. What's influence of IG t (ϕ i ) on association relation distribution of an event? IG t (ϕ i ) launches its influence on the potential function due by,
Compared equation 20 with equation 10, it is found that IG t (ϕ i ) exerts influence on parameters µ i in equation 20.
Supposing S k−1 = {s l |1 ≤ l ≤ k − 1} has described the association relation distribution before adding s (k) , the association relation distribution is calculated by,
where Ψ S k−1 (X ci ) is refereed by equation 20.
The maximization of information gradient
Referred as equation 22 and equation 9, IG(s (k) |S k−1 ) is calculated by,
where P S k−1 (x) denotes a joint probability distribution of x before adding s (k) ; I(s (k) |x) is an indicator function, whose outcome is 1 when x is consistent with
Referred as equation 9 in problem definition, the core semantics of event is obtained by maximizing information gradient of k sentences is calculated by,
If IG(S k ) satisfies lemma 8, then IG(S) is a submodular function [48] . For 325 a submodular function, it has been proofed that the CELF method can obtain a near-optimal solution for maximizing information gradient of k sentences [48] .
The equation 24 is maximized by the algorithm 3. 4. return CS(e)
Algorithm 3 a solution for information gradient maximization
Experiments
In this section, we conduct some experiments to validate the correctness of 330 our method.
Datasets and evaluation measurement
To evaluate our method, we use TAC2008-TAC2010 3 as dataset 1 and realworld microblog data crawled from Sina Weibo as dataset 2. Table 2 gives some statistics about the dataset 1 and dataset 2. 2) Dataset 2 includes 20 events with total 725300 microblogs. For each event,
we crawl microblogs in 30 days since its beginning timestamp. Besides we also collect the titles of news about these events from Baidu news 4 in the same period. More details are shown in Table 3 Baseline methods 345 We compare our methods with following state-of-the-art methods:
1) Cluster-based Conditional Markov random Walk Model (ClusterCMRW) [7] :
it clusters sentences first and then ranks sentences in each clustering.
2) Cluster-based HITS Model (ClusterHITS) [7] : it clusters sentences first and then regards each clustering as hub and each sentence as authority. It uses 350 hub value to rank clusters and use the authority value to rank sentences. 
Evaluate measurement
We use a widely used evaluation toolkit ROUGE [49] for evaluation. It measures summaries by counting the overlaps between the system generated summaries and human-written summaries as reference summaries. We mainly use ROUGE-1, ROUGE-2 and ROUGE-SU4 in our experiments.
ROUGE-N is calculated as follows:
ROU GE-n = Σ s∈ref Σ n-gram∈s I(n-gram|ref, gen) Σ s∈ref Σ n-gram∈s I(n-gram|ref )
Where n denotes word length of n-gram; I(n-gram|ref, gen) is an indicator function whose values is 1 when n-gram in the generated summary and reference 360 summaries; I(n-gram|ref ) outcomes 1 when n-gram in reference summaries.
ROUGE-SU4 is calculated as follows:
ROU GE-SU 4 = Σ s∈ref (Σ skip2-gram∈s I(skip2-gram|ref, gen) + Σ 1-gram∈s I (1-gram|ref, gen) )
Where S4 denotes skip-bigram of any word pair in sentences whose word distance is at most 4; U denotes unigram. 365 
Experimental setup
For evaluation of our method, we use dataset 1 and dataset 2 to conduct the experiments. The sentences in dataset 1 and dataset 2 are tokenized and stemmed by Stanford parser tools 5 . Our method for discovering core semantics is conducted as follows: 2) To solve problem of maximizing information gradient, we select k sentence 375 as the core semantics of event by algorithm 3 in section 5. Dividing information gradient by the maximum value, we normalizes the 390 information gradient. Fig.5 shows the normalized information gradient of k th sentence(1 ≤ k ≤ 30). It shows that the value of information gradient decreases from 1 to a stable value which is approaching to 0. As more sentences are selected as core semantics of an event, the incoming sentence contains lower information gradient since most semantic association relations of the event have 395 been described. The most of semantic association is covered by the first 15 sentences and the information gradient of remains sentences is extremely weak.
Experimental results
To evaluate our method on dataset 1, we compare our method with two baseline methods under three measurements as described in section6.1.We extract k 400 sentences (1 ≤ k ≤ 15) from each topic by our method and other two baseline methods. Table 4 compares the three methods by ROUGE-1, ROUGE-2 and ROUGE-SU4 under k sentences. Table 4 shows that our method always outperforms other two baseline methods on ROUGE-1, ROUGE-2 and ROUGE-SU4 ROUG-4 value than other methods do before 23 sentences; after 23 such advantages get week. Such phenomenon is caused by that the core semantics of these events have been coved by the 23 sentences and that adding new sentences dose not increase information gradient. However, our method has higher ROUGE-2 than other two methods. From the above analysis, we can verify that our 430 method performs better for discovering the core semantics of event. 2) how to maximize coverage of association relation distribution by the minimum number of short texts.
To solve the above challenging issues, the Markov random field based method extracts k sentences as the core semantics of event by, 1) semantic collaborative computation between event Markov random field and 445 event power serial representation, which obtains association distribution by small scale association relations efficiently.
2) information gradient computation for maximizing information gradient of k sentences, which generates redundancy-free results by maximizing information gradient with the minimum number of short texts.
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To evaluate our method, we compare our method with other state-of-theart methods on TAC standard dataset and a large scale microblog dataset.
The results show that our method outperforms other two baseline methods in discovering the core semantics of event.
Some users may consider how to organize these extracted short texts in 455 semantic coherent way and others may focus on what's the influence of other factors for discovering core semantics, such as temporal factor, user information and so on. We plan to explore these problems in future work. 
