The relationship between monotonicity and accretivity on Riemannian manifolds is studied in this paper and both concepts are proved to be equivalent in Hadamard manifolds. As a consequence an iterative method is obtained for approximating singularities of Lipschitz continuous, strongly monotone mappings.
often in order to obtain effective algorithms of optimization on Riemannian manifolds; see, for instance, [6, 7, 13, 14, 15] . In particular, in [7] , an algorithm is provided for solving constrained problems in R n having a constant curvature Hadamard manifold as constraint set. One of the simplest and most powerful among these methods is Newton's.
The convergence properties of Newton's method on Riemannian manifolds have been extensively explored in [16, 17, 18, 19, 20, 21] and the references therein. On the other hand, various derivative-like and subdifferential constructions for nondifferentiable functions on spaces with nonlinear structure have been developed and applied to the study of constrained optimization problems, nonclassical problems of the calculus of variations and optimal control; see [6, 14, 15, 22] . They generalized solutions to first-order partial differential equations on Riemannian manifolds and other important classes of spaces without linear structure. Moreover, the extension of the maximal monotonicity to the setting of Riemannian manifolds renders feasible the development of a proximal-type method to approximate singularities of set-valued vector fields on a class of Riemannian manifolds with nonpositive sectional curvatures (i.e., on Hadamard manifolds); see [6, 23, 24] .
The purpose of this paper is to study the relationship among the different concepts of monotone vector fields which previously have been introduced in the framework of Riemannian manifolds, as well as the notion of accretive vector field which is introduced here for the first time in this setting. We also provide an explicit iteration scheme for approximating singularities of strongly monotone vector fields, which is applied for solving minimization problems.
The organization of the paper is as follows. In section 2 we introduce basic concepts, results and notations on Riemannian manifolds. In sections 3 and 4, the equivalence of the different definitions of monotonicity on Riemannian manifolds which appear in the literature (e. g., [5, 12, 25] ) is proved. As a consequence we show that in the setting of Hadamard manifolds the classes of monotone and strong monotone vector fields coincide, respectively, with the classes of accretive and strongly accretive vector fields introduced in this work. Section 5 is devoted to the study of the existence and approximation of singularities of strongly monotone vector fields. In the last section, section 6, we introduce the concept of strongly convex functions on Riemannian manifolds and we prove that the subdifferential of this type of functions is strongly monotone. This result is a counterpart of the one proved by Rockafellar in Hilbert spaces [26] . Finally the results of section 5 are applied to obtain the convergence of an iterative method to the minimum of a subprogram to get a minimizer of a convex function [23] .
Preliminaries
In this section we introduce some of the fundamental definitions, properties and notations needed for a comprehensive reading of this paper. This can be found in any text book on Riemannian geometry, for example [13, 27, 28] .
Let M be a connected m-dimensional manifold and let x ∈ M . The tangent space of M at x is denoted by T x M and the tangent bundle of M by T M = x∈M T x M , which is naturally a manifold. We always assume that M can be endowed with a Riemannian metric ·, · , with the corresponding norm denoted by · , to become a Riemannian Let ∇ be the Levi-Civita connection associated with (M, ·, · ). Let γ be a smooth curve in M . A vector field X is said to be parallel along γ if ∇ γ X = 0. If γ itself is parallel along γ, we say that γ is a geodesic, and in this case γ is constant. When γ = 1, γ is said to be normalized. A geodesic joining x to y in M is said to be minimal if its length equals d(x, y).
A Riemannian manifold is complete if for any x ∈ M all geodesics emanating from
x are defined for all −∞ < t < ∞. By the Hopf-Rinow Theorem, we know that if M is complete then any pair of points in M can be joined by a minimal geodesic. Moreover, (M, d) is a complete metric space and bounded closed subsets are compact.
We use P γ,·,· to denote the parallel transport on the tangent bundle T M along γ with respect to ∇, which is defined by
where V is the unique vector field satisfying ∇ γ (t) V = 0 for all t and V (γ(a)) = v. Then, for any a, b ∈ R, P γ,γ(b),γ(a) is an isometry from T γ(a) M to T γ(b) M . We will write P y,x instead of P γ,y,x in the case when γ is a minimal geodesic joining x to y so no confusion arises.
Assuming that M is complete, the exponential map exp x : A complete simply-connected Riemannian manifold of nonpositive sectional curvature is called a Hadamard manifold. The following proposition, taken from [28] , shows that r x = +∞ for each x ∈ M if M is a Hadamard manifold. Given a nonempty subset K ⊂ M , we denote the closure of K by clK. The following definition gathers the notions of the different kinds of convexity; items (a) and (b) were defined in [29] whereas items (c) and (d) were, respectively, introduced in [30] and [13] . 
for any a, b ∈ [0, 1] and 0 ≤ t ≤ 1.
The following proposition, taken from [28] , describes the convexity property of the distance function on Hadamard manifolds. 
In particular, for each y ∈ M , the function d(·, y) : M → R is convex.
Monotone vector fields on Riemannian manifolds
In the sequel, we always assume that M is a complete connected m-dimensional Rieman- The following definition extends the concepts of monotonicity for operators on Hilbert spaces to set-valued vector fields on Riemannian manifolds, see [24] for the case of singlevalued vector fields and [5, 23] for the case of set-valued vector fields.
(c) maximal monotone if it is monotone and the following implication holds for any
Remark 3.2. Suppose that A is a monotone vector field and x ∈ int D(A). Then, by definition, one has that, for
For our purpose we need to introduce the local version of the previous concepts. 
xy .
Hence the inequalities in (4) and (5) for the local version can be replaced, respectively, by
Clearly, for A ∈ X (M ), the global monotonicity implies the corresponding local monotonicity at any point of D(A). The following proposition shows that the converse is also true. Proof. Only the assertion for the monotonicity case is proved here, since the proof for the strongly monotonicity case is similar.
It is obvious that if A is monotone then it is locally monotone at each point of D(A).
Conversely, assume that A is locally monotone at each point of D(A). In order to prove
Since A is locally monotone at each point of D(A), it follows that for each t ∈ [0, 1], there exists r t > 0 such that B(γ(t), r t ) is a totally normal neighborhood of γ(t) and for any z 1 , z 2 ∈ B(γ(t), r t ) ∩ D(A), the following assertion holds:
Noting
Without loss of generality, we may assume that
Take
Consequently,
and inequality (7) is proved.
The following lemma is an essential tool to study the relationship between monotonicity and accretivity.
Lemma 3.6. Let z 0 ∈ M and let x, y ∈ B(z 0 , r z 0 ) with x = y. Then
for any u ∈ T x M and v ∈ T y M .
Proof. Let ε > 0 be such that for each s ∈ (−ε, ε), exp x su, exp y sv ∈ B(z 0 , r z 0 ). Let
Let γ ∈ Γ xy be a minimal geodesic. Then γ ⊂ B(z 0 , r z 0 ) and γ can be expressed as
It follows that
Since the exponential map exp is differentiable and f (0, ·) = γ(·), f is a variation of γ and V (·) = ∂f ∂s (0, ·) is the variational field of f . In particular,
Note that for each s ∈ (−ε, ε), the parameterized curve f s : [0, 1] → M given by 
Then, by the first variational formula, see e.g. [28, p.38, Proposition 2.5],
where the second equality holds because γ is a geodesic and D dt dγ dt = 0. Then, bearing in mind that
, equality (10) follows from (11), (12) and (15).
The following characterization of the local monotonicity is a direct consequence of 
In the particular case when M is a Hadamard manifold, as noted earlier, r z 0 = +∞ for each z 0 ∈ M . Thus, by Lemma 3.6, we have the following corollary. 
Accretive vector fields on Riemannian manifolds
We begin with the following definition which extends the concepts of accretivity to set-valued vector fields on Riemannian manifolds. holds.
The following theorem describes the relationships between the notions of accretivity and the monotonicity. (i) If A is locally accretive at z 0 then A is locally monotone at z 0 .
(ii) If A is locally α-strongly accretive at z 0 then A is locally α-strongly monotone at z 0 .
Conversely, if A is locally α-strongly monotone at z 0 then A is locally α -strongly accretive at z 0 for each 0 < α < α.
Proof. (i). Assume that A is locally accretive at z 0 . Then there exists r 1 , r 2 > 0 such that for any x, y ∈ B(z 0 , r 1 ) ∩ D(A) and each u ∈ A(x) and v ∈ A(y), we have that d(x, y) ≤ d(exp x (ru), exp y (rv)) for each r 2 ≥ r ≥ 0, which means that
This together with Theorem 3.7 implies that A is locally monotone.
(ii). Assume that A is localy α-strongly accretive at z 0 . Then the same argument we did for the proof of (i) shows that A is locally α-strongly monotone at z 0 .
Conversely, assume that A is local α-strongly monotone at z 0 and let 0 < α < α.
Then, there exists r 1 > 0 such that for any x, y ∈ B(z 0 , r 1 )∩D(A), and any u ∈ A(x),v ∈ Therefore, A is local α -strongly accretive at z 0 and the proof is complete.
Combining Theorems 3.5 and 4.3, we have the following corollary. A is monotone (α-strongly monotone).
In the particular case when M is a Hadamard manifold, the notions of accretivity and monotonicity can be proved to be equivalent, as we show in Theorem 4.6 below. Then g(·) is convex by Proposition 2.4 (as M is a Hadamard manifold). Let r > 0. Then
This shows (23) and completes the proof. 
This together with Lemma 4.5 shows that A is accretive.
(ii). Assume that A is m-accretive. In particular, A is accretive and so A is monotone by (i). In order to prove the maximality, we take x ∈ M and u ∈ T x M , and assume that u, exp −1 x y ≤ − v, exp −1 y x for any y ∈ D(A) and v ∈ A(y).
We have to verify that x ∈ D(A) and u ∈ A(x). Suppose on the contrary that it is not the case. Then x = y for each y ∈ D(A). Thus Lemma 3.6 is applicable to getting that 
On the other hand, since A is m-accretive, by (20) , there exist y ∈ D(A) and v ∈ A(y) such that exp x u = exp y v. This together with (27) yields that x = y, which is a contradiction.
Conversely, assume that A is maximal monotone and D(A) = M . Then A is monotone, and so accretive by (i). In order to proved that A is m-accretive we need to show that (20) is true. To this end,let y ∈ M and define the set-valued vector field
It turns out that B is maximal 1-strongly monotone (cf. Example 6. 
Singularities of α-strongly monotone vector fields
In the setting of Banach spaces, iterative methods to approximate singularities of strongly monotone vector fields or, equivalently, fixed points of α-strongly pseudo-contractive mappings have been studied by many authors; see, for instance, [31, 32, 33] . The aim of this section is to define and study the convergence of an iterative scheme which is an extension to Riemannian manifolds of the one studied by Chidume (cf. [31] ) in Banach spaces.
For the main theorem of this section, we need to extend the notion of the L-Lipschitz 
where 0 < r < 2α L 2 . Then {x n } converges to the unique singularity of A.
Proof. Note that the uniqueness of singularity follows from the strong monotonicity of A. Below we prove the convergence of the sequence {x n } generated by (29) . To do this, let n ∈ N and let γ n ∈ Γ xn,x n+1 be defined by γ n (t) := exp xn (t(−rA(x n ))) for each t ∈ [0, 1].
Write P xn,x n+1 = P γn,xn,x n+1 for simplicity. Since A is α-strongly monotone, it follows that
Since γ n (0) = −rA(x n ) and l(γ n ) = r A(x n ) , the inequality (30) implies that
On the other hand, we have
Then, from inequality (31) we obtain that
Since A is L-Lipschitz continuous, one has
Combining this with the inequality (33), we get that
where, thanks to the fact that 0 < r < 2α L 2 ,
Hence, lim n A(x n ) = 0. On the other hand, by (29) , we have that
This means that the sequence {x n } converges to some point x * satisfying A(x * ) = 0 because lim n A(x n ) = 0 and A is Lipschitz continuous.
Application to minimization
In the linear case, an important class of convex functions is the one of the strongly convex functions introduced by Polyak, in [34] . Consider the special case of a Hilbert space H and let α > 0. Recall that a function f : H → (−∞, +∞] is said to be α-strongly convex
for any x, y ∈ H and 0 < t < 1. Rockafellar, in [26] , 
Proof. (i) has been proved in [35] . We next show that (ii) is true. Recall from [35, Hence (ii) is seen to hold. xy , the following inequality holds:
The following theorem is an extension of Rockafellar´s result to the setting of Riemannian manifolds. Then, for each t ∈ [0, 1], we have that
and
It follows that ∂F γ is α l 2 (γ)-strongly monotone if and only if
holds for any 0 ≤ t 1 ≤ t 2 ≤ 1. By Proposition 6.1 we have that
Combining (34) and (35), one sees that ∂F γ is α l 2 (γ)-strongly monotone if and only if ( w 2 , γ (t 2 ) − w 1 , γ (t 1 ) )(t 2 −t 1 ) ≥ α l 2 (γ)(t 2 −t 1 ) 2 , ∀w 2 ∈ ∂f (γ(t 2 )), ∀w 1 ∈ ∂f (γ(t 1 ))
holds for any 0 ≤ t 1 ≤ t 2 ≤ 1. Hence, we get the following fact that for any x, y ∈ D(f ) and any geodesic γ ∈ Γ sees that F γ is α l 2 (γ)-strongly convex if and only if ∂F γ is α l 2 (γ)-strongly monotone.
Thus the conclusion of this theorem follows.
Below, we show that, for each fixed y ∈ M , the vector field T : M → T M defined by T (x) := − exp −1 x y, for each x ∈ M, is 1-strongly monotone. This fact has been previously proved in [36] . However, as an example of the application of Theorem 6.3, we give a different proof. Then by [29] , φ is differential and its derivative is φ (x) = ∂φ(x) := − exp −1 x y for each x ∈ M.
Hence we have that T = φ . We will prove that φ is 1-strongly convex on M and therefore, by Theorem 6.3, φ is 1-strongly monotone on M . For this aim, take 
Let t ∈ [0, 1] and let γ(t) := (1 − t)x + tz denote the point in R 2 corresponding to γ(t).
Then, by [38, Lemma 4.3] ,
Since
It follows from (37) and (38) that d 2 (y, γ(t)) ≤ (1 − t)d 2 (y, x) + td 2 (y, z) − t(1 − t)d 2 (x, z), which implies that φ is strongly convex with modulus α = 1.
By Theorems 5.1 and 6.3, the following theorem is immediate. Theorem 6.4. Let f : M → R be α-strongly convex. Suppose that f is continuously differentiable and its gradient ∇f is L-Lipschitz continuous. Then, for any x 0 ∈ M , the sequence {x n } defined by the algorithm
where 0 < r < 2α L 2 , converges to a minimizer of f in M .
