























Morse index and Maslov-type index of the discrete
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Abstract
In this paper, we give the definition of Maslov-type index of the discrete Hamiltonian system, and
obtain the relation of Morse index and Maslov-type index of the discrete Hamiltonian system which is a
generalization of the case ω = 1 in [RoS1], [RoS2] and [Maz1] to the case ω ∈ U via direct method
which is different from that of [RoS1], [RoS2] and [Maz1]. Moreover the well-posedness of the splitting
numbers S±h,ω given by (4.21) is proven, thus the index iteration theories in [Bot1] and [Lon4] are also
valid for the discrete case.
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1 Introduction and main results
The main purpose of this paper is to investigate the relation of Morse index and Maslov-type index of the
discrete linear Hamiltonian system. The continuous and discrete Hamiltonian system have been studied
extensively by many authors, such as the existence and multiplicity of periodic solutions of Hamiltonian
system etc. Since what we discussed in this paper is the relation of Morse index and Maslov-type index, we
only need to deal with the linear Hamiltonian system case here.
On one hand, for continuous case, we consider the boundary problem of the linear continuous Hamilto-
nian system
ż = JB(t)z(t) (1.1)
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1
hereB(t)T = B(t) andA(t), C(t) D(t) are m×mmatrices in Rm, t ∈ R/Z, ω ∈ U = {ω ∈ C||ω| = 1}.





[(−Jż(t), z(t))− (B(t)z(t), z(t))]dt, (1.4)
on W 1,2(R/Z,C2m) = {z|
∫ 1
0 (|z|2 + |ż|2)dt < +∞, z(1) = ωz(0), ω ∈ U}. Since the functional Ã
is strongly indefinite, Morse index is infinite. Whereas Morse index of the reduced functional is finite, the
relation of Morse index of the reduced functional corresponding to (1.1) and Maslov-type index of continuous
Hamiltonian system was established in [Abb1], [CoZ1], [Dui1], [Lon1], [Lon2], [Lon3] and [Vit1].
On the other hand, it is well known that the discrete Hamiltonian system has many applications in com-
putation mathematics, but also it can be applied to abstract mathematics ([RoS1], [RoS2], [Maz1] etc). There
are some results on the relation of Morse index and Maslov-type index for the discrete Hamiltonian system,
which can be employed to prove the Conley conjecture for the torus case such as in [Maz1]. In [RoS1] and
[RoS2], one result similar to that of continuous Hamiltonian system (1.1) was obtained for ω = 1 nonde-
generate case, which was generalized to ω = 1 degenerate case in [Maz1]. This paper extends the relevant
results of [RoS1], [RoS2] and [Maz1] to ω ∈ U degenerate case via direct method which is different from
that of [RoS1], [RoS2] and [Maz1].




with z̃n+N = ωz̃n, where 0 < h =
1
N
∈ R, zn = (xTn , yTn )T , z̃n = (xTn+1, yTn )T with xn, yn ∈ Cm,








Bn = Bn+N , B
T
n = Bn, (1.7)
where An, Cn and Dn are m×m real matrices.
Next we introduce two spaces
W = {z = (z1, z2, . . . , zN)|zn = ωzn+N , zn = (xTn , yTn )T , xn, yn ∈ Cm, ∀n ∈ N, ω ∈ U} (1.8)
and
W̃ = {z̃ = (z̃1, z̃2, . . . , z̃N)|z̃n = ωz̃n+N , z̃n = (xTn+1, yTn )T , xn, yn ∈ Cm, ∀n ∈ N, ω ∈ U}, (1.9)








, z̃n)− (Bnz̃n, z̃n), (1.10)
where Bn is given by (1.6) and satisfies the condition (1.7).
Correspondingly, the solution of the boundary problem (1.5) is one to one correspondence to the the
critical point of Ãh,ω.
The Hessian of Ãh,ω at z̃ = 0 is
Ah,ω(z̃, w̃) = ΣNn=1(−J
zn+1 − zn
h
, w̃n)− (Bnz̃nw̃n) (1.11)
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h,ω the negative, null, positive Morse indices of Ãh,ω, that is, the dimen-
sion of negative, zero, positive invariant subspace of Ah,ω respectively. Moreover, we can associate index
functions iω(γd,h,N), νω(γd,h,N) to the discrete Hamiltonian system (1.5), note that as N → ∞, there hold
m−h,ω,m
+
h,ω → ∞, but SignAh,ω is finite. To be precise, we obtain the following
Theorem 1.1. For any ω ∈ U, there hold
m−h,ω = mN + iω(γd,h,N),
m0h,ω = νω(γd,h,N),
m+h,ω = mN − iω(γd,h,N)− νω(γd,h,N). (1.12)
where h = 1
N
, N ∈ N is sufficiently large.
As consequences of Theorem 1.1, we have two corollaries.
Corollary 1.2. (cf. Theorem 4.1 of [RoS1] or Theorem 6.4 of [RoS2] for the case ω = 1 ) As situations
above,
i). if νω(γd,h,N) = 0, we have
SignAh,ω = 2iω(γd,h,N). (1.13)
ii). if Bn = B(
n
N
) and νω(γ) = 0, we have
νω(γd,h,N) = 0,
iω(γd,h,N) = iω(γ),
SignAh,ω = 2iω(γ). (1.14)
where B(·) and γ are the coefficient matrix and fundamental solution of (1.1) respectively, h = 1
N
, N ∈ N
is sufficiently large, SignAh,ω = m−h,ω −m+h,ω.
The other corollary is concerned with the splitting numbers S±h,ω and S±M (ω), which are given by (4.21)
and (4.22) respectively. To be Precise, we obtain
Corollary 1.3. Under the same conditions as Corollary 1.2, then
i). S±h,ω = S±γc,h,N (1)(ω).
ii). if Bn = B(
n
N
) and νω(γ) = 0, we have S±h,ω = S±γ(1)(ω).
Where B(·) and γ are the coefficient matrix and fundamental solution of (1.1) respectively, h = 1
N
, N ∈ N
is sufficiently large.
Remark 1.4. i). The second item of Corollary 1.2 is concerned with the relation of Maslov-type index the
continuous Hamiltonian system and the corresponding discrete Hamiltonian system, especially shows that
νω(γd,h,N), iω(γd,h,N) and SignAh,ω possess some invariant property independent of the choice of suffi-
ciently small h.
ii). Based on Theorem 1.1 and Lemma 4.6, the splitting numbers S±h,ω are only dependent of γc,h,N(1), but
independent of the path γc,h,N , then they possess same properties as those for the continuous case, hence
are well-defined. Moreover Corollary 1.3 implies that the index iteration theories in [Bot1] and [Lon4] are
also valid for the discrete Hamiltonian system case. Especially, in the case ii) of Corollary 1.3, S±h,ω are
3
independent of h.
This paper is motivated by [Lon1], [Lon2], [Lon3], [LoZ1], [Lon4], [Maz1], [RoS1] and [RoS2]. The
paper is organized as follows. We provide a detailed exposition of the equivalence between the symplecticity
of Sn given by (2.9) and the symmetry of Bn given by (2.2), then introduce the definition of Maslov-type
index of the discrete Hamiltonian system and prove that it is well defined in the second section. Section
3 gives the presentation of the eigenvalues and eigenvectors of discrete Hamiltonian system. We reviews
without proofs some relevant materials on Maslov index and verify some properties of indices for discrete
Hamiltonian system in the fourth section. Section 5 is devoted to the construction of the homotopy of discrete
symplectic paths which is used to reduce the proof of Theorem 1.1 for general discrete Hamiltonian system
to the proof for the discrete Hamiltonian with coefficient matrix B̂j,n which corresponds to B̂j(t) associated
to the standard path β̂j(t). Section 6 is intended to prove Theorem 1.1 and Corollary 1.3. The estimates of
the errors between the continuous Hamiltonian system and the corresponding discrete Hamiltonian system
are given in Section 7.
In this paper, let N,Z, R and C denote the sets of natural integers, integers, real and complex numbers
respectively.
2 Definition of Maslov-type index of discrete Hamiltonian system











here An, Cn, Fn and Dn are m × m real matrices, n ∈ N. Since Bn are real matrices, the Maslov-type
index is independent on the fact that the domain of entries of symplectic matrices is either R or C, thus we
can assume that xn, yn ∈ Rm.
2.1 The relation between the symplecticity of S
n
and the symmetry of B
n
Since the following computations of this section for the general h are similar to those for h = 1, for simplicity
























xn+1 − xn = −Fnxn+1 −Dnyn,
yn+1 − yn = Anxn+1 + Cnyn. (2.4)
Then we have
{
yn+1 = Anxn+1 + (I + Cn)yn,
xn+1 = (I + Fn)
−1(xn −Dnyn). (2.5)
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Substituting the second line into the first line yields that
yn+1 = An[(I + Fn)
−1(xn −Dnyn)] + (I + Cn)yn
= An(I + Fn)









−1 −(I + Fn)−1Dn
An(I + Fn)

















−1 −(I + Fn)−1Dn
An(I + Fn)
−1 −An(I + Fn)−1Dn + I + Cn
)
, (2.9)






γn+1 = Snγn, (2.11)




n, · · · z2mn ), γn+1 = (z1n+1, z2n+1, · · · z2mn+1) are 2m × 2m matrices, zln, zln+1 ∈ R2m,
l = 1, 2, · · · , 2m. Then we have
Lemma 2.1. If Sn is defined by (2.9), Sn,11 is invertible, then the matrix Sn is symplectic if and only if





Proof. From the definition of Sn, we have (I + Fn)
−1 = Sn,11, it follows that
Fn = S
−1
n,11 − I. (2.12)
Also, since −(I + Fn)−1Dn = Sn,12, there holds
Dn = −S−1n,11Sn,12. (2.13)
Meanwhile, (2.9) yields An(I + Fn)




Finally, according to −An(I + Fn)−1Dn + I + Cn = Sn,22, we see that
Cn = Sn,22 − I +AnSn,11Dn. (2.15)
By Lemma 1.1.2 of [Lon4], the fact that Sn is symplectic is equivalent to the following three equations
hold













Dn, The proof is divided into three steps.
Step 1. The equivalence of (2.17) and ATn = An.
From (2.17), we have (STn,11)
−1STn,21 = Sn,21S
−1











n,11, together (2.14), thus A
T
n = An. Since the process above can be
reversible, (2.17) is equivalent to ATn = An.
Step 2. (2.16), (2.17) hold if and only if FTn = Cn.
By (2.16), there holds
I = STn,11Sn,22 − STn,21Sn,12
= STn,11Sn,22 − STn,21Sn,11S−1n,11Sn,12
= STn,11Sn,22 − STn,11Sn,21S−1n,11Sn,12, (2.19)
where we use (2.17) in the third equality. Combining (2.13) with (2.14), from (2.19), thus we get that
(STn,11)
−1 = Sn,22 − Sn,21S−111 Sn,12
= Sn,22 + Sn,21S
−1
n,11Sn,11(−S−1n,11)Sn,12
= Sn,22 +AnSn,11Dn. (2.20)





−1 − I. (2.21)
from (2.12).
Finally, by (2.15), (2.20) and (2.21), we have FTn = Cn. Since the process above can be reversible, (2.16)
is equivalent to FTn = Cn.
Step 3. It remains to prove that (2.18) is equivalent to DTn = Dn.
From (2.9) and (2.18), it leads to
[−(I + Fn)−1Dn]T [−An(I + Fn)−1Dn + (I + Cn)]
= [−An(I + Fn)−1Dn + (I + Cn)]T [−(I + Fn)−1Dn]. (2.22)
By simple computations, we see that
DTn [(I + Fn)
−1]T [An(I + Fn)
−1Dn]−DTn [(I + Fn)−1]T (I + Cn)
= DTn [(I + Fn)
−1]T [ATn (I + Fn)
−1Dn]− (I + Cn)T (I + Fn)−1Dn
= DTn [(I + Fn)
−1]T [An(I + Fn)
−1Dn]− (I + Cn)T (I + Fn)−1Dn,
where ATn = An is used in the second equality. Therefore, there holds
DTn [(I + Fn)
−1]T (I + Cn) = (I + Cn)
T (I + Fn)
−1Dn,











where Xn,11, Xn,12, Xn,21, Xn,22 are m×m matrices. The following statement holds
Lemma 2.2. Suppose that Xn is close enough to I2m, then
i). The fact thatXn is symplectic if and only if there exist sufficiently close to zerom×mmatrices Ãn, C̃n, D̃n
with ÃTn = Ãn, D̃
T
n = D̃n such that Xn has the form
Xn =
(
(I + C̃Tn )




−1 −Ãn(I + C̃Tn )−1D̃n + I + C̃n
)
. (2.24)






as Bn in (2.1).
Proof. i). Sufficiency is followed from Lemma 2.1, we only need to prove the necessity.
Since Xn is sufficiently close to I2m, firstly we can define Cn sufficiently small as
C̃n = (X
−1
n,11 − I)T , (2.25)
then define Ãn small enough satisfying
Ãn = Xn,21(I + C̃
T
n ), (2.26)
finally define D̃n sufficiently small to be
D̃n = −(I + C̃Tn )Xn,12, (2.27)
thus the proof is reduced to verifying that Xn,22 = −Ãn(I+ C̃Tn )−1D̃n+I+ C̃n, ÃTn = Ãn and D̃Tn = D̃n.
By Lemma 1.1.2 of [Lon4], the fact that Xn is symplectic is equivalent to the following three equations
hold







The proof is divided into three steps.
Step 1. ÃTn = Ãn.
Substituting Xn,11, Xn,21 into (2.29), we obtain
[(I + C̃Tn )
−1]T Ãn(I + C̃
T
n )
−1 = [Ãn(I + C̃
T
n )







−1 = (I + C̃n)




hence ÃTn = Ãn holds.
Step 2. Xn,22 = −Ãn(I + C̃Tn )−1D̃n + I + C̃n.
By (2.28), we see that
[(I + C̃Tn )
−1]TX22 − [Ãn(I + C̃Tn )−1]T [−(I + C̃Tn )−1D̃n] = I,
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This gives
Xn,22 = (I + C̃n){I − [Ãn(I + C̃Tn )−1]T (I + C̃Tn )−1D̃n}
= (I + C̃n){I − (I + C̃n)−1ÃTn (I + C̃Tn )−1D̃n}
= (I + C̃n)− ÃTn (I + C̃Tn )−1D̃n
= (I + C̃n)− Ãn(I + C̃Tn )−1D̃n,
we use ÃTn = Ãn in the last equality.
Step 3. D̃Tn = D̃n.
Substituting Xn,12, Xn,22 into (2.30) yields that
[(I + C̃Tn )
−1D̃n]
T [−Ãn(I + C̃Tn )−1D̃n + I + C̃n] = [−Ãn(I + C̃Tn )−1D̃n + I + C̃n]T [(I + C̃Tn )−1D̃n].
By simple computation, we have
−D̃Tn (I + C̃n)−1Ãn(I + C̃Tn )−1D̃n + D̃Tn = −D̃Tn (I + C̃n)−1ÃTn (I + C̃Tn )−1D̃n + D̃n,
together with ÃTn = Ãn, there holds D̃
T
n = D̃n.
ii). It is followed from the definition of Bn and Lemma 2.1.
Remark 2.3. i). If z̃n of the right hand side of (2.1) is replaced by zn, the corresponding Sn is not
necessarily a symplectic matrix.









−1 −h(I + hFn)−1Dn
hAn(I + hFn)




γn+1 = Sn,hγn. (2.32)
iii). It follows that Sn,h are symplectic matrices if and if only A
T




n = Dn from Lemma
2.1.
iv). For the general h, the correspondence with (2.25), (2.26), (2.27) is respectively
hC̃n = (X
−1
n,11 − I)T , (2.33)
hÃn = Xn,21(I + hC̃
T
n ), (2.34)
hD̃n = −(I + hC̃Tn )Xn,12, (2.35)
















−1 −h(I + hFr,n)−1Dr,n
hAr,n(I + hFr,n)
−1 −h2Ar,n(I + hFr,n)−1Dr,n + I + hCr,n
)
, (2.38)
γr,n+1 = Sr,n,hγr,n, (2.39)







then (2.33), (2.34), (2.35) is respectively corresponded with
hC̃r,n = (X
−1
r,n,11 − I)T , (2.41)
hÃr,n = Xr,n,21(I + hC̃
T
r,n), (2.42)
hD̃r,n = −(I + hC̃Tr,n)Xr,n,12, (2.43)
2.2 The definition of Maslov-type index of discrete Hamiltonian system
Based on the discussion of Subsection 2.1, here and in the sequel, we always suppose that Bn = B
T
n . To





















xn, s = 0.




yn, s = 0.
yn+1, s = 1.
with 0 ≤ s ≤ 1.















(I + sCTn )




−1 −s2An(I + sCTn )−1Dn + (I + sCn)
)
(2.46)
with 0 ≤ s ≤ 1.
Moreover note that Sn,s is symplectic and
Sn,s =
{
I2m, s = 0.
Sn, s = 1.
where Sn is given by (2.9) with Fn = C
T
n . Thus we can introduce the following




n = Dn and γn+1 = Snγn, where γn is a symplectic
matrix, Sn is given by (2.9), then a family of continuous symplectic matrices path γn,s with two end points
γn and γn+1 is defined by
γn,s = Sn,sγn, (2.47)
where Sn,s is given by (2.46), 0 ≤ s ≤ 1.
Remark 2.5. i). For the general h, the correspondence with (2.46) is
Sn,s,h =
(
(I + shCTn )




−1 −s2h2An(I + shCTn )−1Dn + (I + shCn)
)
. (2.48)
Note that when h is small enough, (I + shCTn )
−1 make sense and Sn,s,h are symplectic matrices for 0 ≤
s ≤ 1. At the same time, we also have
Sn,s,h =
{
I2m, s = 0.
Sn,h, s = 1.
(2.49)
where Sn,h is given by (2.31) with Fn = C
T
n .
Moreover, (2.47) in Lemma 2.4 should be replaced by
γn,s,h = Sn,s,hγn, (2.50)
where 0 ≤ s ≤ 1. By (2.49) and (2.50), there holds γn,0,h = γn, γn,1,h = γn+1 = γn+1,0,h and γn+1,1,h =
γn+2.
ii). It follows that Sn,s,h are symplectic matrices if and if only A
T
n = An, D
T
n = Dn from Lemma 2.1.
iii). If the discrete Hamiltonian system is given by (2.36) and (2.37) with Fr,n = C
T
r,n, then the counterpart













I2m, s = 0.
Sr,n,h, s = 1.
(2.52)
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γr,n,s,h = Sr,n,s,hγr,n, (2.53)
with γr,n,0,h = γr,n, γr,n,1,h = γr,n+1 = γr,n+1,0,h and γr,n+1,1,h = γr,n+2, where Sn,h is given by (2.38)
with Fr,n = C
T
r,n.
Note that when h is small enough, (I + shCTr,n)
−1 make sense, and Sr,n,s,h are symplectic matrices for
0 ≤ s ≤ 1 under the situation BTr,n = Br,n from Lemma 2.1.
Definition 2.6. Let {γn} possess the property (2.32) with γ0 = I2m, the connecting orbits γn,s,h is given
by (2.50), where n ∈ N. Denote by γd,h,n a sequence of discrete symplectic matrices γ0, γ1, . . . , γn and by
γc,h,n the joint path of a family of continuous symplectic matrices {γ0,s,h, γ1,s,h, . . . , γ(n−1),s,h} given by
(2.50), that is
γc,h,n = γ(n−1),·,h ∗ γ(n−2),·,h ∗ · · · ∗ γ1,·,h ∗ γ0,·,h. (2.54)
Then γd,h,n is called as the fundamental solution to the discrete Hamiltonian system (2.1) with Bn = B
T
n ,
the maslov-type index iω(γd,h,n) is defined as the Malov-type index iω(γc,h,n) of γc,h,n, where ω ∈ U.
Remark 2.7. i). The maslov-type index iω(γd,h,n) is only dependent on h,Bl of the discrete Hamiltonian
system (2.1) with 0 ≤ l ≤ n− 1, independent on s, hence it is well defined.
ii). There is one to one correspondence between γd,h,n and γc,h,n from Lemma 2.1 and Lemma 2.2.
iii). γd,h,N can be seen as γ̃d,h,N : {0, 1N , . . . , N−1N , NN } → Sp(2m) with γ̃d,h,N( nN ) = γn for 0 ≤ n ≤ N .
For notation simplicity, we still denote γ̃d,h,N by γd,h,N . Similarly, γc,h,N : [0, 1] → Sp(2m) can be seen
as γc,h,N(t) = γn,Nt−n,h for
n
N
≤ t ≤ n+1
N
, where γn,Nt−n,h is the same as γn,s,h given by (2.50) with s
replaced by Nt− n, 0 ≤ n ≤ N − 1. Note that γc,h,N( nN ) = γn for 0 ≤ n ≤ N.
Based on Lemma 2.2, Definition 2.6 and Remark 2.7, we have
Corollary 2.8. For any continuous symplectic matrices path γ(t) from the identity defined on [0, 1], there







such that γ(tn) = γd,h,N(tn) = γc,h,N(tn) hold for 0 ≤ n ≤ N , and the corresponding Maslov-type index
and the nullity possess iω(γ) = iω(γd,h,N) = iω(γc,h,N), νω(γ) = νω(γd,h,N) = νω(γc,h,N ), where γd,h,N
and γc,h,N are given by Definition 2.6 corresponding to the discrete Hamiltonian system with coefficient
matrix (2.55), ATn = An, D
T
n = Dn, ω ∈ U, h = 1N , tn = nh.
Proof. We only need to take γd,h,N(tn) as γ(tn), thus we obtain the existence of γd,h,N , moreover we
should have proved the Corollary 2.8 except iω(γ) = iω(γc,h,N) from Definition 2.6 if we had proved that
γc,h,N is well defined. The proof will be divided into two steps.
Step 1. Well-definedness of γc,h,N .
Since the compactness of t ∈ [0, 1] and the continuity of γ(t), then γ(t) is uniformly continuous on [0, 1],
thus for any ǫ > 0, there exists h > 0 sufficiently small such that for |t− t′| ≤ h, we have
|γ(t)− γ(t′)| < ǫ. (2.56)
In particular, take t′ = tn, it yields that for |t− tn| ≤ h, there holds uniformly
|γ(t)− γ(tn)| < ǫ. (2.57)
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Meanwhile, by the compactness of t ∈ [0, 1] and the continuity of γ(t), then γ(t) is bounded on [0, 1],
together with the symplecticity of γ(t), hence there exist two positive constant c1, c2 satisfying that
c1 < |γ(t)| < c2, for t ∈ [0, 1]. (2.58)
By (2.58), it forces that
c1 < |γ(tn)| < c2. (2.59)
for 0 ≤ n ≤ N .










|Sn,h − I2m| = |γn+1γ−1n − I2m|




In the last line of (2.61) we use (2.57) and (2.59).
Therefore, the existence of Bn with componentsAn, Cn, Dn is obtained from Lemma 2.2. Moreover, by
(2.33), (2.34), (2.35) and (2.61), there holds
|hBn| ≤ O(ǫ), for 0 ≤ n ≤ N. (2.62)
Then we have
|Sn,s,h − I2m| ≤ O(ǫ), (2.63)
where 0 ≤ s ≤ 1, Sn,s,h is given by (2.48).
By Lemma 2.2, Remark 2.5, together with Definition 2.6, we obtain the corresponding γc,h,N to γd,h,N
with γ(tn) = γd,h,N(tn) = γn = γc,h,N(tn) for 0 ≤ n ≤ N . Therefore γc,h,N is well defined.
Step 2. We need to verify iω(γ) = iω(γc,h,N).
For case 0 ≤ t− tn < h, we have
|γc,h,N(t)− γc,h,N(tn)| = |γn,Nt−n,h − γc,h,N(tn)|
= |γn,Nt−n,h − γn|
= |Sn,Nt−n,hγn − γn|
= |Sn,Nt−n,h − I2m||γn|
≤ O(ǫ). (2.64)
We use iii) of Remark 2.7 in the second equality, the third equality uses (2.32), the last inequality uses (2.59)
and (2.63).
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Similarly, for case 0 ≤ tn − t < h, we also obtain
|γc,h,N(t)− γc,h,N(tn)| = |γn−1,Nt−n+1,h − γc,h,N(tn)|
= |γn−1,Nt−n+1,h − γn|
= |Sn−1,Nt−n+1,hγn−1 − γn−1,1,h|
= |Sn−1,Nt−n+1,hγn−1 − Sn−1,1,hγn−1|
= |Sn−1,Nt−n+1,h − Sn−1,1,h||γn−1|
= (|Sn−1,Nt−n+1,h − I2m|+ |Sn−1,1,h − I2m|)|γn−1|
≤ O(ǫ). (2.65)
We use iii) of Remark 2.7 in the second equality, the third equality holds due to (2.32) and i) of Remark 2.6,
we use (2.32) in the fourth equality, the last inequality uses (2.59) and (2.63).
On the other hand, for any t ∈ [0, 1], there exists tn satisfying |t− tn| < h, hence there holds
|γ(t)− γc,h,N(t)| = |γ(t)− γ(tn) + γ(tn)− γc,h,N(tn) + γc,h,N(tn)− γc,h,N(t)|
≤ |γ(t)− γ(tn)|+ |γ(tn)− γc,h,N(tn)|+ |γc,h,N(tn)− γc,h,N(t)|
≤ O(ǫ), (2.66)
where the last inequality holds by (2.56), (2.64), (2.65) and γ(tn) = γc,h,N(tn). Together with Definition
2.6 and Remark 2.7, the proof is complete.
Remark 2.9. In general, γ(t) doesn’t wholly coincide with γc,h,N(t) for 0 ≤ t ≤ 1.
Floquet theory is also valid for the discrete Hamiltonian system, we obtain
Lemma 2.10. Suppose that γd,h,N be the fundamental solution to the discrete Hamiltonian system (2.1)
where Bn satisfies the condition (1.7), then m
0
h,ω = νω(γd,h,N(1)), where ω ∈ U.
Proof. Since the periodicity of the coefficient matrix Bn, there holds the periodicity of Sn,h of the







)γd,h,N(1), so the result holds.
3 The eigenvalues and eigenvectors of discrete Hamiltonian system
In this section we discuss the eigenvalues and eigenvectors of the discrete Hamiltonian system under the
boundary condition zn+N = ωzn for ω = e
√
−1α with α ∈ [0, 2π).
For the discrete Hamiltonian system (2.1) with h = 1, we want to consider the following eigenvalue
problem
J(zn+1 − zn) = λz̃n, (3.1)
where the constant λ ∈ C will be determined.














yn − yn+1 = λxn+1,
xn+1 − xn = λyn.
Thus there holds






















we want to find f, λ and G = (GT1 ,GT2 )T with G1,G2 ∈ Cm satisfying F (λ)G = fG, where G 6= 0.
Firstly, it is deduced that z̃n = f
nG, z̃n+1 = fn+1G is a solution to (3.2) from the fact that F (λ)G = fG,




with k = 0, 1, . . . , N − 1. Write fk = e
√




Secondly, based on the fact that F (λ)G = fG with G 6= 0, there holds |F (λ)−fkI2m| = 0, together with




, combining with fk = e
√
−12αk , we










= ±2sinαk with m multiplicity respectively. Substituting
it into F (λ)G = fG, where G = (GT1 ,GT2 )T , we obtain the following results:








where a0 ∈ Rm. Hence
z̃k,n = f
n










= ([sin(2n+ 1)αk −
√
−1cos(2n+ 1)αk]aT0 , [cos2nαk +
√
−1sin2nαk]aT0 )T . (3.4)





















= ([−sin(2n+ 1)αk +
√
−1cos(2n+ 1)αk]aT0 , [cos2nαk +
√
−1sin2nαk]aT0 )T . (3.5)
In particular, we further consider the periodic boundary case ω = 1, the case ω = −1 is similarly dealt
with. In this case, we write αk as θk.
Case 1. fk = e
√
−12θk , λk = 2sinθk with θk =
kπ
N
, where k ∈ {0, . . . , N−1}. By simple computations,







T , where a0 ∈ Rm. Hence
z̃k,n = f
n










= ([sin(2n+ 1)θk −
√
−1cos(2n+ 1)θk]aT0 , [cos2nθk +
√
−1sin2nθk]aT0 )T . (3.6)
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Since θk + θN−k = π, then sinθk = sinθN−k, thus λk = λN−k. So this case falls into the following three
subcases.
Case 1.1. k ∈ {1, 2, . . . , [N2 ]}.
z̃k,n has the form (3.6), and note that when N is even, θN
2




= (−1)n(aT0 , aT0 )T . (3.7)
Case 1.2. k ∈ {[N2 ] + 1, . . . , N − 1}.
Since θk + θN−k = π, thus λk = λN−k. Moreover,
z̃k,n = ([sin(2n+ 1)θk −
√
−1cos(2n+ 1)θk]bT0 , [cos2nθk +
√
−1sin2nθk]bT0 )T
= ([sin(2n+ 1)θN−k +
√
−1cos(2n+ 1)θN−k]bT0 , [cos2nθN−k −
√
−1sin2nθN−k]bT0 )T .(3.8)














where ak, bk ∈ Rm and k ∈ {1, 2, . . . , [N2 ]}.
Case 1.3. k = 0.
In this case, λ0 = 0, G = (GT1 ,GT2 )T , where G1,G2 ∈ Rm. Moreover z̃0,n = G.
Similar arguments yield that
Case 2. fk = e
√
−12θk , λk = −2sinθk with θk = kπN , where k ∈ {0, . . . , N − 1}. Similar to Case 1, the














In particular, when N is even, then θN
2




= (−1)n(−aT0 , aT0 )T , (3.13)
where ck, dk ∈ Rm and k ∈ {1, 2, . . . , [N2 ]}, a0 ∈ Rm.
4 Morse index and Maslov-type index
As usual, the symplectic group Sp(2m) is defined by
Sp(2m) = {M ∈ GL(2m,R) |MTJM = J},
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whose topology is induced from that of R4m
2
. For τ > 0 we are interested in paths in Sp(2m):
Pτ (2m) = {γ ∈ C([0, τ ], Sp(2m)) | γ(0) = I2m},
P̂τ (2m) = {γ ∈ C1([0, τ ], Sp(2m)) | γ(0) = I2m, γ̇(τ) = γ̇(0)γ(τ)},
which are equipped with the topology induced from that of Sp(2m). The following real function was intro-
duced in [Lon4]:
Dω(M) = (−1)n−1ω̄ndet(M − ωI2m), ∀ ω ∈ U,M ∈ Sp(2m).
where U is the unit circle in the complex plane. Thus for any ω ∈ U the following codimension 1 hypersur-
face in Sp(2m) is defined in [Lon4]:
Sp(2m)0ω = {M ∈ Sp(2m) | Dω(M) = 0}.
For any M ∈ Sp(2m)0ω, we define a co-orientation of Sp(2n)0ω at M by the positive direction ddtMetǫJ |t=0
of the path MetǫJ with 0 ≤ t ≤ 1 and ǫ > 0 being sufficiently small. Let
Sp(2n)∗ω = Sp(2m) \ Sp(2m)0ω,
P∗τ,ω(2m) = {γ ∈ Pτ (2m) | γτ ∈ Sp(2m)∗ω},
P̂∗τ,ω(2m) = {γ ∈ P̂τ (2m) | γτ ∈ Sp(2m)∗ω},
P0τ,ω(2m) = Pτ (2m) \ P∗τ,ω(2m),
P̂0τ,ω(2m) = P̂τ (2m) \ P̂∗τ,ω(2m).
For any two continuous arcs ξ and η : [0, τ ] −→ Sp(2m) with ξ(τ) = η(0), it is defined as usual:
η ∗ ξ(t) =
{
ξ(2t), if 0 ≤ t ≤ τ/2,
η(2t− 1), if τ/2 ≤ t ≤ τ.





with k = 1, 2, as in [Lon4],






A1 0 B1 0
0 A2 0 B2
C1 0 D1 0





Denote by M⋄k the k-fold ⋄-productM ⋄ · · · ⋄M . Note that the ⋄-product of any two symplectic matrices is
symplectic. For any two paths γj ∈ Pτ (2nj) with j = 0 and 1, let γ1 ⋄γ2(t) = γ1(t)⋄γ2(t) for all t ∈ [0, τ ].
Definition 4.1(cf. [Lon4]) For any ω ∈ U and M ∈ Sp(2m), we define
νω(M) = dimCkerC(M − ωI2m). (4.1)
For any τ > 0 and γ ∈ Pτ (2m), define
νω(γ) = νω(γ(τ)). (4.2)
If γ ∈ P∗τ,ω(2m), define
iω(γ) = [Sp(2m)
0
ω : γ ∗ ξm], (4.3)
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where the right hand side of (4.3) is the usual homotopy intersection number, and the orientation of γ ∗ ξm
is its positive time direction under homotopy with fixed end points.
If γ ∈ P0τ,ω(2m), we let F(γ) be the set of all open neighborhoods of γ in Pτ (2m), and define
iω(γ) = sup
U∈F(γ)
inf {iω(β) | β ∈ U ∩ P∗τ,ω(2m)}. (4.4)
Then
(iω(γ), νω(γ)) ∈ Z× {0, 1, · · · , 2m} (4.5)
is called the index function of γ at ω.
Let Ω0(M) be the path connected component containingM = γ(τ) of the set
Ω(M) = {N ∈ Sp(2n) | σ(N) ∩U = σ(M) ∩U and
νλ(N) = νλ(M), ∀λ ∈ σ(M) ∩U}
Here Ω0(M) is called the homotopy component of M in Sp(2n).












, λ = ±1, b = ±1, 0,
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)












with bi ∈ R and b2 6= b3.
Next we define the standard smooth paths β̂j in P1(2m) and the corresponding coefficient matrices B̂j
which were introduced in ([LoZ1]) according to case m = 1 or m ≥ 2 as follows (or cf. section 5.3 of
[Lon4] ).
Case m = 1.
Set ω(t) = 12 (1 + cos(2πt)),
ω1(t) =
{
ω(t), if 0 ≤ t ≤ 12 ,




0, if 0 ≤ t ≤ 12 ,











t), B̂0 = (ln2)K. (4.9)
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If j ∈ 2Z+ 1, we define
β̂j(t) = R(jπt), B̂j = jπI2m. (4.10)
If j ∈ 2Z \ {0}, we define
β̂j(t) = D(2
ω2(t))R(1− ω1(t)jπ), B̂j(t) = −jπω̇1(t)I2m + (ln2)ω̇2(t)K. (4.11)
Case m ≥ 2.
Define 2m× 2m matrices
Xj = diag(0, (j −m+ 2)π, π, · · · , π),
Y = diag(ln2, 0, · · · , 0),
Zj = diag((j −m+ 2)π, π, · · · , π).
If (−1)m+j = −1, we define







If (−1)m+j = 1, we define







There are other choices of β̂j and B̂j which will appear in the Case 2 and Case 3 of Section 6, we omit them
here.
As (5.4.6) in [Lon4], we define a small perturbation of γc,h,N
γc,s(t) = γc,h,N(t)P
−1Rm1(sρ(t))θ0) . . . Rmp+2q(sρ(t)θ0)P, (4.16)
satisfying γc,s(t) converges to γc,h,N(t) in C
1([0, τ ], Sp(2m)) as s → 0 and γc,0(t) = γc,h,N(t), where
−1 ≤ s ≤ 1, P is some symplectic matrix, ρ ∈ C2([0, τ ], [0, 1]) with some properties.


































Note that γd,s(1) ∈ Sp(2n)∗ω for s ∈ [−1, 1] \ {0}, and we have the following property about γd,s
Lemma 4.2. Suppose that γd,h,N be a sequence of symplectic matrices, and γd,h,N(1) ∈ Sp0ω(2m) for
ω ∈ U, γd,s(·) is given by (4.17), there holds
iω(γd,s)− iω(γd,−s) = νω(γd,h,N), (4.18)
where 0 < s ≤ 1.
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Proof. Since iω(γd,s) = iω(γc,s), iω(γd,−s) = iω(γc,−s), νω(γd,h,N) = νω(γc,h,N), together with
Lemma 2.2 and
iω(γc,s)− iω(γc,−s) = νω(γc,h,N). (4.19)
cf. Theorem 5.4.1 of [Lon4], the result is followed.
Next we introduce the following two bilinear form on W̃ :
The first one is Ah,ω(z̃, w̃) given by (1.11), whereBn satisfies the condition (1.7). Denote bym−h,ω,m0h,ω,m+h,ω
the negative, null, positive Morse indices of Ah,ω.
The other one is
Ar,h,ω(z̃, w̃) = ΣNn=1(−J
zn+1 − zn
h
, w̃n)− (Br,nz̃n, w̃n). (4.20)




r,h,ω the dimension of the negative, null, positive invariant subspace of
Ar,h,ω respectively, where Br,n are real symmetric 2m × 2m matrices with Br,n+N = Br,n, 0 ≤ r ≤ 1.
Moreover we can introduce







Lemma 4.4. Suppose that Br,n = B(r,
n
N
) is continuous with respect to r, where B : [0, 1] ×
{0, 1
N
, . . . , N
N












h,ω, ∀r ∈ [0, 1].
Proof. Choose two close enough numbers r, r























r,h,ω are locally constants, together with the connectedness of [0, 1], they are also globally
constants.
Definition 4.5. (cf. Definition 9.1.4 of [Lon4]) For any M ∈ Sp(2n) and ω ∈ U, the splitting numbers
S±M (ω) of M at ω are defined by




for any path γ ∈ Pτ (2n) satisfying γ(τ) =M .
Lemma 4.6.(cf. Lemma 9.1.5 of [Lon4]) The splitting numbers S±M (ω) are independent of the path
γ ∈ Pτ (2m) appearing in (4.22).
5 Construction of the homotopy of discrete symplectic paths
In this section, we suppose that iω(γd,h,N) = j, νω(γd,h,N(tN )) = 0, where j ∈ Z, tn = nh with
0 ≤ n ≤ N , h is some sufficiently small positive number.
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Definition 5.1 Denote by ζ(s, h,N) the sequence of {ζ(s, h,N)(tn)}, where 0 ≤ n ≤ N .
The motivation of the construction of the homotopy of discrete symplectic paths is that we want to reduce
the proof of Theorem 1.1 for general discrete Hamiltonian system to the proof for the discrete Hamiltonian
with coefficient matrix B̂j,n which corresponds to B̂j(t) associated to the standard path β̂j(t), where B̂j,n =
B̂j(tn). In this case the Morse indices of the corresponding functional Ah,ω at the critical point z̃ = 0 can
be easily computed.
Firstly we outline the construction of the homotopy of discrete symplectic paths. The basic strategy is that
by virtue of the homotopy ξ(r, t) for the continuous case between γc,h,N(t) and β̂j(t) with 0 ≤ r, t ≤ 1, we
can obtain the corresponding homotopy ζ(r, h,N)(tn) for the discrete case between γc,h,N(tn) and β̂j(tn),
that is the homotopy connecting γd,h,N(tn) to β̂j(tn). To reduce the proof of Theorem 1.1 to the proof for
the discrete Hamiltonian with coefficient matrix B̂j,n which corresponds to B̂j(t) associated to the standard
path β̂j(t), we must guarantee that νω(ζ(r, h,N)(tN )) = 0 for 0 ≤ r ≤ 1.
Moreover note that γc,h,N(t) is only continuous in t, while β̂j(t) is C
1 in t, thus ξ(r, t) can be divided
into two parts. The first part ξ(r, t) connecting γc,h,N(t) to certain path ψ ∈ P̂1(2m) is continuous in t for
0 ≤ r ≤ r1, the second part ξ(r, t) between ψ and β̂j(t) is C1 in t for r1 ≤ r ≤ 1, where r1 ∈ [0, 1]. For
ξ(r, t) with 0 ≤ r ≤ r1, since ξ(r, t) is just continuous in t, we can apply Corollary 2.8 to discretize ξ(r, t),
furthermore yield the corresponding coefficient matrices Br,n of discrete Hamiltonian system (2.36) from
Lemma 2.2, hence finally obtain ζ(r, tn) as the fundamental solutions to the discrete Hamiltonian system
(2.36) with the coefficient matrices Br,n, which connects γc,h,N(tn) to ψ(tn) for 0 ≤ n ≤ N . Note that
ζ(r, h,N)(tn) = ξ(r, tn) for 0 ≤ r ≤ r1.
For the second part ξ(r, t) with r1 ≤ r ≤ 1, in order to guarantee that the discrete Hamiltonian system
with coefficient matrix B̂j,n, we cannot discretize ξ(r, t) as the first part above. Fortunately, since ξ(r, t) isC
1
in t, we can obtain the coefficient matrix Br(t) given by (5.4) of continuous Hamiltonian system, moreover
take Br,n = Br(tn) as the coefficient matrices of discrete Hamiltonian system, finally ζ(r, h,N)(tn) is
obtained as the fundamental solutions to discrete Hamiltonian system with coefficient matrices Br,n. In
general, ζ(r, h,N)(tn) 6= for r1 ≤ r ≤ 1. In particular, ψ (i.e.ξ(r1, t)) has been discretized twice, that is in
the first part and the second part respectively, thus there is a gap between two different discretization paths,
finally we obtain the third homotopy connecting two different discretization paths. Denote by γ̂j,h,d,N the
fundamental solution to the discrete Hamiltonian system with coefficient matrix B̂j,n.
The construction is divided into four steps. Step 1 briefly sketches the homotopy for the continuous
case, Step 2-Step 4 is the homotopy for the discrete case. To be precise, Step 2 is devoted to the discrete
homotopy corresponding to ξ(r, t) with 0 ≤ r ≤ r1, Step 3 is used to the construction of the homotopy
of the gap between two different discretizations of ξ(r1, t), Step 4 is contributed to the discrete homotopy
corresponding to ξ(r, t) for r1 ≤ r ≤ 1.
Step 1. The homotopy for the continuous case
Since γc,h,N ∈ P1(2m), by the method of Step 2 in the proof of Theorem 6.1.8 in [Lon4], we can choose
a path ψ ∈ P̂1(2m) such that γc,h,N ∼ ψ with fixed end points. By Lemma 6.1.5 in [Lon4], there exists a
homotopy between ψ and β̂j in P̂1,ω(2m). Summing up, together with νω(γc,h,N(1)) = νω(γd,h,N(1)) = 0,
there exists a homotopy ξ(r, t) : [0, 1]2 → Sp(2m) connecting γc,h,N(t) to ψ for 0 ≤ r ≤ r1 with
ξ(0, t) = γc,h,N , ξ(r1, t) = ψ (5.1)
and connecting ψ to certain standard path β̂j in P̂∗1,ω(2m) for r1 ≤ r ≤ 1 with
ξ(r1, t) = ψ, ξ(1, t) = β̂j , (5.2)
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which is continuous in r, t ∈ [0, 1], where r1 ∈ (0, 1]. Notice that
ξ(r, 0) = I2m, ξ(r, 1) = γc,h,N(1) (5.3)
from γc,h,N ∼ ψ with fixed end points for 0 ≤ r ≤ r1. In particular, ξ(r, ·) is C1 in t for r ∈ [r1, 1], hence
we can define
Br(t) = −Jξ̇(r, t)ξ−1(r, t), r1 ≤ r ≤ 1, 0 ≤ t ≤ 1. (5.4)
Note that B1(t) = B̂j , Br(t) is continuous in r, t.
Step 2. Find the homotopy ζ(s, h,N)(tn) connecting γd,h,N(tn) to ξ(r1, tn) with 0 ≤ s ≤ r1, 0 ≤ n ≤
N .
This task will be divided into five sub-steps.
Step 2.1. The discretization of ξ(r, t) with 0 ≤ r ≤ r1
Consider the case the homotopy ξ(r, ·) with 0 ≤ r ≤ r1. Since ξ(r, t) is continuous in r, t, together with
the compactness of [0, r1]× [0, 1], then ξ is uniformly continuous and uniformly bounded on [0, r1]× [0, 1],
thus ∀ǫ > 0, there exists h̄1 > 0 such that for |r − r′|+ |t− t′| ≤ h̄1, we have
|ξ(r, t)− ξ(r′, t′)| < ǫ. (5.5)
And together with the symplecticity of ξ(r, t), there exist two positive constant c3, c4 satisfying
c3 ≤ |ξ(r, t)| ≤ c4 (5.6)
for all (r, t) ∈ [0, r1]× [0, 1].
While
|ξ(r, tn+1)ξ−1(r, tn)− I2m| = |[ξ(r, tn+1)− ξ(r, tn)]ξ−1(r, tn)|
≤ |ξ(r, tn+1)− ξ(r, tn)||ξ−1(r, tn)|
≤ 1
c3




where we use (5.6) in the third line above, the last line holds by (5.5). Combining (5.5) with (5.7), there exists
h̄1 > 0 sufficiently small such that ξ(r, tn+1)ξ
−1(r, tn) is uniformly close enough to I2m for any r ∈ [0, r1],
where 0 ≤ n ≤ N − 1.
Step 2.2. The discrete Hamiltonian system and the bilinear form Ar,h,ω, the continuity of B̃r,n in r
Based on the discussion in Step 2.1, by Lemma 2.2, there exists symmetric matrices B̃r,n which is deter-
mined by ξ(r, tn+1)ξ
−1(r, tn). Since ξ(r, tn+1)ξ
−1(r, tn) is continuous in r, it shows that B̃r,n is continuous
in r, by Lemma 2.2. To be precise, suppose that
ξ(r, tn+1)ξ

















r,n,11 − I)T , (5.10)
h̄1Ãr,n = Xr,n,21(I + h̄1C̃
T
r,n), (5.11)
h̄1D̃r,n = −(I + h̄1C̃Tr,n)Xr,n,12. (5.12)
It follows that B̃r,n is continuous in r from (5.10), (5.11), (5.12) and the fact that Xr,n is continuous in
r. Note that Xr,n is uniformly bounded from (5.7) and (5.8), hence B̃r,n are also uniformly bounded from
(5.10), (5.11) and (5.12).




and the bilinear form





, w̃n)− (B̃r,nz̃n, w̃n) (5.14)
on W̃ .
Step 2.3. Well-definedness of iω(γr,d,h,N)
As v) of Remark 2.3 and i) of Remark 2.5, from (5.13), denote by
γr,n+1 = Sr,n,h̄1γr,n, (5.15)
and
γr,n,s,h̄1 = Sr,n,s,h̄1γr,n. (5.16)




By (5.7), (5.10), (5.11) and (5.12), there holds
|h̄1B̃r,n| ≤ O(ǫ), ∀0 ≤ n ≤ N. (5.17)
Then it follows that
|Sr,n,s,h̄1 − I2m| ≤ O(ǫ) (5.18)
from (5.17) and v) of Remark 2.3, i) of Remark 2.5.
Denote by γ̃r,d,h̄1,N the fundamental solution to (5.13). From (5.18), we conclude that γ̃r,c,h̄1,N is well
defined, hence iω(γ̃r,c,h̄1,N ) is well defined.
Moreover, if we choose h1 = min(h, h̄1), according to the fact that γc,h,N ∼ ψ with fixed end points,
note that there hold iω(γ̃r,d,h1,N) = iω(γ̃r,d,h̄1,N ) = iω(γ̃r,d,h,N) = j and νω(γ̃r,d,h1,N (tN )) = νω(γ̃r,d,h̄1,N (tN )) =
νω(γ̃r,d,h,N(tN )) = 0 in sense of Corollary 2.8, then the homotopy ξ(r, t) for h1 is the same as one for h,
therefore the discretization process above remains true, finally we can take h1 as h.
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Step 2.4. Find ζ(s, h,N)(tn) with iω(ζ(s, h,N)) = j, νω(ζ(s, h,N)(tN )) = 0 for 0 ≤ s ≤ r1.
Using Lemma 2.2, we have
γ̃r,d,h,N(tn+1) = ξ(r, tn+1)ξ
−1(r, tn)γ̃r,d,h,N(tn), (5.19)
Note that since γ̃r,d,h,N(0) = ξ(r, 0) = I2m, there holds
γ̃r,d,h,N(tn) = ξ(r, tn). (5.20)
We can define ζ(s, h,N)(tn) by
ζ(s, h,N)(tn) = γ̃r,d,h,N(tn), (5.21)
where s = r. Since ξ(r, t) is continuous in r, then so is ξ(r, tn), thus so is γ̃r,d,h,N(tn) from (5.20), it is
followed that ζ(s, h,N)(tn) is continuous in s.
By (5.20) and (5.21), Definition 2.6, Corollary 2.8, Lemma 2.10 and Lemma 4.4, together with ξ(r, tN ) =
γc,h,N(tN ) from Step 1 and νω(γd,h,N (tN )) = 0, we conclude that iω(ζ(s, h,N)) = j, νω(ζ(s, h,N)(tN )) =
0 for 0 ≤ s ≤ r1.
Step 2.5. ζ(s, h,N)(tn) with ζ(0, h,N)(tn) = γd,h,N(tn) and ζ(r1, h,N)(tn) = ξ(r1, tn)
By (5.1), (5.20) and (5.21), the results hold.
Step 3. Find the homotopy ζ(s, h,N)(tn) connecting ξ(r1, tn) to γr1,d,h,N(tn) with r1 ≤ s ≤ 1+r1, 0 ≤
n ≤ N .
In general, there is a gap between γ̃r1,d,h,N(tn) and γr1,d,h,N(tn), that is γ̃r1,d,h,N(tn) 6= γr1,d,h,N(tn)
for 1 ≤ n ≤ N , so the goal of this step is to find the homotopy ζ(s, h,N)(tn) which connects γ̃r1,d,h,N(tn)
to γr1,d,h,N(tn), where γr1,d,h,N is the fundamental solution to (5.57) with h̄2 replacing by h and r = r1. It
will be realized in seven sub-steps.
Step 3.1. The gap between γ̃r1,d,h,N(tn) and γr1,d,h,N(tn)
Since ξ(r, t) is uniformly bounded on [0, r1]× [0, 1], γ̃r,d,h,N(tn) = ξ(r, tn), together with (5.6) in Step
2.1, it yields that
c3 ≤ |γ̃r1,d,h,N(tn)| ≤ c4 (5.22)
for 0 ≤ n ≤ N .
According to A.1, ∀ǫ > 0, there exists h > 0 sufficiently small such that







where we use (5.22) and (5.23) in last line.
Step 3.2. The continuity of B̄r,n in r, the discrete Hamiltonian system and the bilinear form Ar,h,ω
Set
γr1,d,h,N(tn)γ̃r1,d,h,N(tn)

















n,11 − I)T , (5.27)
hĀn = X̄n,21(I + hC̄
T
n ), (5.28)
hD̄n = −(I + hC̄Tn )X̄n,12. (5.29)
Moreover, by (5.24), we have
hC̄n = O(ǫ), (5.30)
hĀn = O(ǫ), (5.31)
hD̄n = O(ǫ). (5.32)












and the bilinear form
Ar,h,ω(z̃, w̃) = ΣN2n=1(−J
zn+1 − zn
h
, w̃n)− (B̄r,nz̃nw̃n), (5.35)
on W̃ .
Step 3.3. The continuous connecting orbits γ̄r,d,h,n between γ̃r1,d,h,N(tn) and γr1,d,h,N(tn)
For consistency of notations, set
S̄n,h = X̄n =
(
(I + hC̄Tn )




−1 −h2Ān(I + hC̄Tn )−1D̄n + (I + hC̄n)
)
. (5.36)
Note that from (5.25), we have
γr1,d,h,N(tn) = S̄n,hγ̃r1,d,h,N(tn). (5.37)
By (5.24), (5.25), there holds
|S̄n,h − I2m| ≤ O(ǫ). (5.38)
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As in section 2, we obtain
ηr,n,h = S̄r,n,hη0,n,h (5.39)
from (5.33) and (5.34), where η0,n,h, ηr,n,h possess the same meaning as γn, γn,s,h in (2.50),
S̄r,n,h =
(
(I + rhC̄Tn )




−1 −r2h2Ān(I + rhC̄Tn )−1D̄n + (I + rhC̄n)
)
. (5.40)
and (5.39) is the counterpart of (2.50) in Remark 2.5.
It is followed that S̄1,n,h = γr1,d,h,N(tn)γ̃r1,d,h,N(tn)




I2m, r = 0.
S̄n,h, r = 1.
(5.41)
Denote by γ̄r,d,h,n the solution to the following equation with coefficient matrix S̄r,n,h and the initial value
γ̄0,d,h,n = γ̃r1,d,h,N(tn), that is
γ̄r,d,h,n = S̄r,n,hγ̃r1,d,h,N(tn). (5.42)
From (5.37) and (5.41), it forces that γ̄1,d,h,n = γr1,d,h,N(tn). Thus γ̄r,d,h,n is the connecting orbit between
γ̃r1,d,h,N(tn) and γr1,d,h,N(tn).
Furthermore, when n = 0, then there holds
γ̃r1,d,h,N(t0) = γr1,d,h,N(t0) = I2m, (5.43)
hence from (5.25) and (5.36), it follows that
S̄0,h = X̄0 = I2m, (5.44)
By (5.27), (5.28) and (5.29), it shows that
Ā0 = C̄0 = D̄0 = O2m. (5.45)
Then substituting Ā0 = C̄0 = D̄0 into (5.40), we have
S̄r,n,h = I2m. (5.46)
According to (5.42), it leads to
γ̄r,d,h,0 = I2m. (5.47)
for ∀r ∈ [0, 1].
Step 3.4. The continuity and non-degenerate of γ̄r,d,h,N
Since S̄r,n,h is continuous in r, so is γ̄r,d,h,n. On the other hand, we have
|γ̄r,d,h,n − γ̃r1,d,h,N(tn)|
= |S̄r,n,hγ̃r1,d,h,N(tn)− γ̃r1,d,h,N(tn)|
= |S̄r,n,h − I2m||γ̃r1,d,h,N(tn)|
≤ O(ǫ). (5.48)
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The third equality holds from (5.22), (5.27), (5.28), (5.29), (5.38) and (5.40).
Since νω(γ̃r1,d,h,N(tN )) = 0, then there exists a neighborhood of γ̃r1,d,h,N(tN ) in Sp
∗
ω(2m), hence there
is a positive distance between γ̃r1,d,h,N(tN ) and Sp
0
ω(2m). Consequently, we conclude that νω(γ̄r,d,h,N) =
0 from (5.48).




= |S̄r,n+1,hγ̃r1,d,h,N(tn+1)− S̄r,n+1,hγ̃r1,d,h,N(tn) + S̄r,n+1,hγ̃r1,d,h,N(tn)− S̄r,n,hγ̃r1,d,h,N(tn)|
≤ |S̄r,n+1,hγ̃r1,d,h,N(tn+1)− S̄r,n+1,hγ̃r1,d,h,N(tn)|+ |S̄r,n+1,hγ̃r1,d,h,N(tn)− S̄r,n,hγ̃r1,d,h,N(tn)|
= |S̄r,n+1,h||γ̃r1,d,h,N(tn+1)− γ̃r1,d,h,N(tn)|+ |S̄r,n+1,h − S̄r,n,h||γ̃r1,d,h,N(tn)|
= |S̄r,n+1,h||γ̃r1,d,h,N(tn+1)γ̃r1,d,h,N(tn)−1 − I2m||γ̃r1,d,h,N(tn)|+ |S̄r,n+1,h − S̄r,n,h||γ̃r1,d,h,N(tn)|
≤ O(ǫ). (5.49)
where the first equality uses (5.42), the last inequality is followed from (5.22), (5.24), (5.30), (5.31), (5.32)
and (5.48).
Thus iω(γ̄r,d,h,n) is well defined by Lemma 2.2.
Step 3.6. Find ζ(s, h,N)(tn) satisfying iω(ζ(s, h,N)) = j and νω(ζ(s, h,N)(tN )) = 0 with r1 ≤ s ≤
1 + r1.
We can define ζ(s, h,N)(tn) by
ζ(s, h,N)(tn) = γ̄r,d,h,n, (5.50)
where s = r + r1, 0 ≤ r ≤ 1. Since γ̄r,d,h,n is continuous in r, so ζ(s, h,N) is continuous in s. More-
over, by (5.47), (5.48) , (5.49) and (5.50), Definition 2.6 , Corollary 2.8, Lemma 2.10 and Lemma 4.4,
together with iω(γ̄0,d,h,N) = iω(ψ) = j and νω(γ̄0,d,h,N) = 0, we conclude that iω(ζ(s, h,N)) = j,
νω(ζ(s, h,N)(tN )) = 0 for r1 ≤ s ≤ 1 + r1.
Step 3.7. ζ(r1, h,N)(tn) = ξ(r1, tn), ζ(1 + r1, h,N)(tn) = γr1,d,h,N(tn)
By (5.37), (5.41) and (5.42), there hold γ̄0,d,h,n = γ̃r1,d,h,N(tn), γ̄1,d,h,n = γr1,d,h,N(tn), together with
(5.20), it follows that γ̄0,d,h,n = ξ(r1, tn). In addition to (5.50), the results are followed.
Step 4. Find the homotopy ζ(s, h,N)(tn) connecting γr1,h,d,N to γ̂j,h,d,N with 1 + r1 ≤ s ≤ 2, 0 ≤
n ≤ N .
This scheme consists of four sub-steps.
Step 4.1. The discrete Hamiltonian system, the bilinear form Ar,h,ω and the continuity of B̃r,n in r
Since the homotopy ξ(r, ·) is C1 in t for r1 ≤ r ≤ 1, we can obtain symmetric matrices Br(t) given by
(5.4) and the corresponding continuous Hamiltonian system
ż = JBr(t)z. (5.51)




and the bilinear form
Ar,h,ω(z̃, w̃) = ΣN2n=1(−J
zn+1 − zn
h
, w̃n)− (Br,nz̃nw̃n), (5.53)
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Step 4.2. Well-posedness of iω(γr,d,h,N) and the continuity of γr,d,h2,N in r
SinceBr(t) is continuous in r, t, together with the compactness of [r1, 1]× [0, 1], thenBr(t) is uniformly
bounded on [r1, 1] × [0, 1], that is there exists positive constant c5 satisfying |Br(t)| ≤ c5 for all (r, t) ∈
[r1, 1]× [0, 1]. Therefore, ∀ǫ > 0, there exists h̄2 > 0 sufficiently small such that
|h̄2Br(t)| ≤ ǫ (5.55)
for all (r, t) ∈ [r1, 1]× [0, 1]. In particular, we have
|h̄2Br,n| ≤ ǫ (5.56)









































γr,n,s′,h̄2 = Sr,n,s′,h̄2γr,n, (5.62)
with γr,n,0,h̄2 = γr,n, γr,n,1,h̄2 = γr,n+1 = γr,n+1,0,h̄2 and γr,n+1,1,h̄2 = γr,n+2, where 0 ≤ s′ ≤ 1. Note
that Sr,n,h̄2 is continuous in r from the fact that Br,n is continuous in r.
By (5.56) and (5.58), there holds
|Sr,n,h̄2 − I2m| ≤ O(ǫ), (5.63)
Hence from (5.60), we have
|Sr,n,s′,h̄2 − I2m| ≤ O(ǫ). (5.64)
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Denote by γr,d,h̄2,N the fundamental solution to (5.57), in addition to (5.59), there holds
γr,d,h̄2,N(tn+1) = Sr,n,h̄2γr,d,h̄2,N (tn). (5.65)
Since γr,d,h̄2,N (t0) = I2m, it follows that γr,d,h̄2,N is continuous in r from iii) of A.1. Moreover from
(5.64), we conclude that γr,c,h̄2,N is well defined, hence iω(γr,c,h̄2,N ) is well defined.
Moreover, if we choose h2 = min(h, h̄2), according to the fact that ψ ∼ β̂j , note that there hold
iω(γr,d,h2,N ) = iω(γr,d,h̄2,N ) = iω(γr,d,h,N) = j and νω(γr,d,h2,N (tN )) = νω(γr,d,h̄2,N(tN )) = νω(γr,d,h,N(tN )) =
0 in sense of Corollary 2.8, then the homotopy ξ(r, t) for h2 is the same as one for h, therefore the discretiza-
tion process above remains true, finally we can take h2 as h.
Step 4.3. Find ζ(s, h,N)(tn) satisfying iω(ζ(s, h,N)) = j, νω(ζ(s, h,N)(tN )) = 0 for 1+r1 ≤ s ≤ 2.
We can define ζ(s, h,N)(tn) by
ζ(s, h,N)(tn) = γr,d,h,N(tn), (5.66)
where s = 1 + r, r1 ≤ r ≤ 1.
Since γr,d,h,N is continuous in r, ζ(s, h,N) is continuous with respect to s. By ξ(r, ·) ∈ P̂∗1,ω(2m), then
there exists a neighborhood of ξ(r, tN ) in Sp
∗
ω(2m), hence there is a positive distance δ(r) between ξ(r, tN )
and Sp0ω(2m). Since ξ(r, tN ) is continuous in r, we can take
δ0 = minr1≤r≤1δ(r) > 0. (5.67)
While, by ii) of A.1, for and ǫ > 0, there exist h̄3 > 0 sufficiently small such that for |t− tn| ≤ h̄3, we have
|ξ(r, t)− γr,d,h̄3,N(tn)| < ǫ. (5.68)
Furthermore it follows that νω(γr,d,h̄3,N (tN )) = 0 and γr,d,h̄3,N(tN ) is in the same connectedness compo-
nent as that of ξ(r, tN ) from A.1 and (5.67), (5.68). In addition to the fact that ξ(r1, t) = ψ and ξ(1, t) = β̂j ,
it is forced that iω(ζ(s, h̄3, N)) = iω(γr,d,h̄3,N ) = j, νω(ζ(s, h̄3, N)(tN )) = νω(γr,d,h̄3,N(tN )) = 0 for
r1 ≤ r ≤ 1 from Definition 2.6, , Corollary 2.8, Lemma 2.10, Lemma 4.4 and (5.66).
Summarizing, based on the discussion above and the fact thatψ ∼ β̂j , we can chooseh2 = min(h, h̄2, h̄3)
and obtain the same results. Note that since there hold iω(γr,d,h,N̄) = iω(γr,d,h,N) = j and νω(γr,d,h,N̄(1)) =
νω(γr,d,h,N(1)) = 0 in sense of Corollary 2.7, then the homotopy ξ(r, t) for N̄ is the same as one for N ,
therefore the discretization process above remains true, specifically δ in (5.67) keeps unchanged, finally
we can take N̄ as N . Note that according to A.1, it may be concluded that the larger N is, the less
|ξ(r, 1) − γr,d,h,N(1)| is. Thus for 0 ≤ n ≤ N , we conclude that end matrices ξ(r, 1) of a family of the
fundamental solutions of the corresponding discrete Hamiltonian system (2.1) with the symmetric matri-
ces Br,n which corresponds to the homotopy ξ(r, ·) with 0 ≤ r < r1 and end matrices of a family of the
fundamental solutions of the corresponding discrete Hamiltonian system (2.1) with the symmetric matrices
Br,n which corresponds to Br(t) given by (5.4) for r1 ≤ r ≤ 1 are in the same connectedness compo-
nent as that of β̂j(1), therefore their Maslov-type index are also j and end matrices are in Sp(2n)
∗
ω, that is
iω(ζ(s, h,N)) = j, νω(ζ(s, h,N)(tN )) = 0 for 1 + r1 ≤ s ≤ 2.
Step 4.4. ζ(1 + r1, h,N)(tn) = γr1,h,d,n, ζ(2, h,N)(tn) = γ̂j,h,d,N(tn)
Note that γ1,h,d,N is the fundamental solution to (5.57) with r = 1 and h̄2 replacing by h, together with
(5.66), we have ζ(2, h,N)(tn) = γ1,h,d,N(tn). Since γ̂j,h,d,N is the fundamental solution to the discrete
Hamiltonian system with coefficient matrix B̂j,n, in addition to B1,n = B̂j,n, it forces that ζ(2, h,N)(tn) =
γ1,h,d,N(tn) = γ̂j,h,d,N(tn). By (5.66), there exists ζ(1 + r1, h,N)(tn) = γr1,h,d,n.
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In sum, from the discussions above, we can take the same h in the Step 2, 3 and 4, thus obtain the





γ̃r,h,d,N(tn), s = r and 0 ≤ r ≤ r1.
γ̄r,h,d,n, s = r + r1 and 0 ≤ r ≤ 1.
γr,h,d,N(tn), s = r + 1 and r1 ≤ r ≤ 1.
(5.69)
where 0 ≤ s ≤ 2, 0 ≤ n ≤ N , γ̃r,h,d,N is the fundamental solution to (5.13) with h1 replacing by h, γ̄r,h,d,n
is given by (5.42), and γr,h,d,N is the fundamental solution to (5.57) with h̄2 replacing by h.
6 Proof of the main results
Proof of Theorem 1.1 Suppose iω(γc,h,N) = j, the proof is divided into two steps.
Step 1. νω(γd,h,N(1)) = 0.
Based on the discussions in Section 5 and Lemma 4.4, the proof of this theorem can be reduced to the
study of standard paths γ̂j,h,d,N and the corresponding matrices B̂j,n, where B̂j,n = B̂j(tn), B̂j are defined
by (4.11),(4.13),(4.15). The proof will fall into three cases.
Case 1. ω = 1.
Case 1.1. n = 1 and j /∈ 2Z \ {0} or n ≥ 2. The corresponding B̂j to standard paths β̂j is the constant
matrix, thus B̂j,n ≡ B̂j for n = 1, . . . , N . We only prove the case n ≥ 2 and (−1)m+j = 1, the rest cases
can be dealt with similarly.
In this case, the bilinear form (1.11) is
Ah,1(z̃, w̃) = ΣNn=1(−J
zn+1 − zn
h
, w̃n)− (B̂j z̃n.w̃n), (6.1)
By (3.7),(3.9),(3.10),(3.11),(3.12),(3.13),(1.11), the action space W̃ of Ah,1 can be written as









, if N is odd. (6.2)
or















, if N is even. (6.3)
Where the invariant subspaces























are the eigensubspaces associated to the eigenvalues λ0 = 0, λk =
2sinθk
h
and λ−k = − 2sinθkh respectively,
ak, bk, ck, dk ∈ Rm, h = 1N and θk = kπN .
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whose eigenvalue Λ1 = −π < 0 with multiplicity 2(m− 1), and Λ2 = −(j −m + 1)π with multiplicity 2.
Note that from j 6= m − 1, there hold Λ2 > 0 when j < m − 1, Λ2 < 0 when j > m − 1. We discuss the
eigenvalues of Ah in two cases.
i). N is odd integer.
Subcase 1.1.1. j > m− 1.
For any k ∈ {1, 2, . . . , [N2 ]}, Ek ⊕ E−k is 4m-dimension invariant subspace of Ah,1, and we have
Ah,1|Ek⊕E−k =
(
−λkI2m − B̂j 0
0 −λ−kI2m − B̂j
)
.
According to B̂j , we obtain that Λ3 = 2
sinθk
h
− π > 0 and Λ4 = −2 sinθkh − π < 0 with multiplicity
2(m − 1), Λ5 = −2 sinθkh − (j − m + 1)π < 0 and Λ6 = 2
sinθk
h
− (j − m + 1)π with multiplicity 2.
Moreover since N is sufficiently large, when k < j−m+12 , Λ6 < 0. When k >
j−m+1
2 , Λ6 > 0. Summarize
the above discussions, it follows that

















= (m− 1)(N − 1) +N − 1− (j −m)
= mN − j.
Subcase 1.1.2. j < m− 1.
Similar to subcase 1.1.1, we also have Λ3 = 2
sinθk
h
−π > 0 andΛ4 = −2 sinθkh −π < 0 with multiplicity
2(m−1), Λ5 = −2 sinθkh −(j−m+1)π and Λ6 = 2
sinθk
h
−(j−m+1)π > 0 with multiplicity 2. Moreover
since N is sufficiently large, when k < m−j−12 , Λ5 > 0. When k >
m−j−1
2 , Λ5 < 0. Thus there hold






− 1) + 2 + 2[N
2
]





− 1) + 2 + 2N − 1
2
= (m− 1)(N − 1) + (m− j)− 2 + 2 +N − 1
= mN − j.
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ii). N is even integer.
Subcase 1.1.3. j > m− 1.
For any k ∈ {1, 2, . . . , N2 − 1}, Ek ⊕ E−k is 4m-dimension invariant subspace of Ah,1, and we have
Ah,1|Ek⊕E−k =
(
−λkI2m − B̂j 0
0 −λ−kI2m − B̂j
)
.
According to B̂j , we obtain that Λ3 = 2
sinθk
h
− π > 0 and Λ4 = −2 sinθkh − π < 0 with multiplicity
2(m − 1), Λ5 = −2 sinθkh − (j − m + 1)π < 0 and Λ6 = 2
sinθk
h
− (j − m + 1)π with multiplicity 2.
Moreover since N is sufficiently large, when k < j−m+12 , Λ6 < 0. when k >
j−m+1
2 , Λ6 > 0.







−λkIm − Zj 0
0 −λ−kIm − Zj
)
.
According to Zj , we obtain that Λ7 =
2
h
− π > 0 and Λ8 = − 2h − π < 0 with multiplicity m. Summarize
the above discussions, it follows that
m+j = 2(m− 1)([
N
2
]− 1) +m+ 2([N
2





− 1) +m+ 2(N
2
− 1− j −m
2
)
= (m− 1)(N − 2) +m+ (N − 2− j +m)
= mN − j.
Subcase 1.1.4. j < m− 1.
Similar to subcase 1.1.3, for any k ∈ {1, 2, . . . , N2 − 1}, we also have Λ3 = 2
sinθk
h
− π > 0 and
Λ4 = −2 sinθkh −π < 0 with multiplicity 2(m− 1), Λ5 = −2
sinθk
h
− (j−m+1)π and Λ6 = 2 sinθkh − (j−
m+ 1)π > 0 with multiplicity 2. Moreover since N is sufficiently large, when k < m−j−12 , Λ5 > 0. When
k > m−j−12 , Λ5 < 0. In addition to Λ7 =
2
h
− π > 0 and Λ8 = − 2h − π < 0 with multiplicity m, thus there
hold
m+j = 2 + 2(m− 1)([
N
2
]− 1) + 2([N
2
]− 1) + 2(m− j
2
− 1) +m
= 2 + 2(m− 1)(N
2
− 1) + 2(N
2
− 1) + 2(m− j
2
− 1) +m
= 2 + (m− 1)(N − 2) + (N − 2) +m− j − 2 +m
= mN − j.
Case 1.2. m = 1 and j ∈ 2Z \ {0}.
In this case, B̂j(t) is not a constant matrix. Since the proof is similar to Lemma 6.1.7 in [Lon4], we sketch it
here. We can define γ ∈ P∗1 (4) which corresponding to the fundamental solution to the continuous Hamilto-
nian system (1.1) with coefficient matrix
B(t) = B̂j(t) ⋄ (πI2) = [−ω̇1(t)jπI2 + (ω̇2(t)ln2)K] ⋄ (πI2) (6.4)










)ln2)K] ⋄ (πI2) (6.5)
31
as the coefficient matrix of the discrete Hamiltonian system (2.1), denote by γd,h,N the corresponding fun-
damental solution. Since ν(γ) = 0, then there exists a neighborhood of γ(1) in Sp∗1(2m), hence there is
a positive distance between γ(1) and Sp0(2m). On the other hand, if N is large enough, then γd,h,N(1)
is sufficiently close to γ(1), together with ν(γd,h,N (1)) = 0, it is followed that i(γd,h,N) = i(γ) = j + 1.
Denote by m+ positive Morse index of the discrete Hamiltonian system whose coefficient matrix is the left
hand side of (6.5), by m+j ,m
+
1 positive Morse index of the discrete Hamiltonian system whose coefficient
matrix is the first or second term right hand side of (6.5) respectively. Thus we have
m+ = m+j +m
+
1 ,
then apply Case 1.1 of this theorem to yield that
2N − (j + 1) = m+j +N − 1,
hence m+j = N − j, the result holds.
Case 2. ω ∈ U \R.
Since ω ∈ U \R, we have α ∈ (0, π) ∪ (π, 2π), B̂j can be chosen as (jπ)I2 ⋄ O2m−2, where O2m−2
is (2m − 2) × (2m − 2) zero matrix. Then Λ1 = 2 sinαkh > 0 and Λ2 = −2
sinαk
h
< 0 with multiplicity
(m − 1), Λ3 = −2 sinαkh − jπ < 0 and Λ4 = 2
sinαk
h
− jπ with multiplicity 1, where 0 ≤ k ≤ N − 1. We
only discuss the case j > 0, the case j ≤ 0 is similarly dealt with. The proof is divided into two subcases.
Subcase 2.1. α ∈ (0, π).
i). j is even. When j2 ≤ k ≤ N − 1−
j
2 , we have Λ4 > 0. hencem
+
j = (m− 1)N +N − j = mN − j.
ii). j is odd. When j−12 + 1 ≤ k ≤ N − 1 −
j−1
2 , we have Λ4 > 0. hence m
+
j = (m − 1)N + N −
( j−12 + 1 +
j−1
2 ) = mN − j.
Subcase 2.2. α ∈ (π, 2π).
i). j is even. When j2 − 1 ≤ k ≤ N − 2−
j
2 , we have Λ4 > 0. hence m
+
j = (m− 1)N +N − ( j2 − 1 +
j
2 + 1) = mN − j.
ii). j is odd. When j−12 ≤ k ≤ N − 2−
j−1
2 , we have Λ4 > 0. hence m
+
j = (m− 1)N +N − ( j−12 +
j−1
2 + 1) = mN − j.
Case 3. ω = −1.
Since ω = −1, we have α = π. We only discuss the case j > 0 , the case j ≤ 0 is similarly dealt with.
Subcase 3.1. j is even.
B̂j can be (jπ)I2 ⋄ O2m−2, then Λ1 = 2 sinαkh > 0 and Λ2 = −2
sinαk
h
< 0 with multiplicity (m − 1),
Λ3 = −2 sinαkh − jπ < 0 and Λ4 = 2
sinαk
h
− jπ with multiplicity 1, where 0 ≤ k ≤ N − 1. When
j
2 ≤ k ≤ N − 1−
j
2 , we have Λ4 > 0. hence m
+
j = (m− 1)N +N − j = mN − j.
Subcase 3.2. j is odd.




with multiplicity (m − 2), Λ3 = −2 sinαkh − (j − 1)π < 0 and Λ4 = 2
sinαk
h
− (j − 1)π with multiplicity
1, Λ5 = −2 sinαkh − π < 0 and Λ6 = 2
sinαk
h
− π with multiplicity 1, where 0 ≤ k ≤ N − 1. When
j−1
2 ≤ k ≤ N − 1 −
j−1
2 , we have Λ4 > 0. Moreover Λ6 > 0 for k ∈ {1, . . . , N − 1}, hence m
+
j =
(m− 2)N + (N − j + 1) +N − 1 = mN − j.
ii). If m = 1, then B(t) can be chosen as (6.4), by a similar argument as Subcase 1.2, together with case 1
and i) of subcase 3.2, we obtain the result.
Step 2. νω(γd,h,N(1)) 6= 0.
The problem is reduced to prove for the path γd,s, where γd,s is given by (4.17), note that γd,s(1) ∈ Sp(2n)∗ω
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where s ∈ [−1, 1], 0 ≤ n ≤ N − 1.
By Lemma 2.9, we have
m0h,ω = νω(γd,h,N(1)). (6.7)
Note that As,h,ω is a small perturbation of Ah,ω, which are defined by (1.11) and (4.20) respectively, thus
we have
m+h,ω ≤ m+s,h,ω, m−h,ω ≤ m−−s,h,ω. (6.8)
Using the above theorem, for s ∈ [−1, 1] \ {0}, we have
m−s,h,ω = mN + iω(γd,s), m
0
s,h,ω = 0, m
+
s,h,ω = mN − iω(γd,s). (6.9)
For sufficiently small s ∈ (0, 1], combining (6.7),(6.8), (6.9) with Lemma 4.2, we obtain






≤ mN − iω(γd,s) + iω(γd,s)− iω(γd,−s)
= mN − iω(γd,−s) (6.10)
therefore, it yields m+h,ω = mN − iω(γd,−s)− νω(γd,h,N), the proof is complete.
Proof of Corollary 1.2 i). The result is followed from Theorem 1.1.
ii). Since Bn = B(
n
N
), the discrete system (1.5) is the discretization of the continuous system (1.1). We
conclude that γd,h,N(1) and γ(1) are in the same connected component of Sp(2n)
∗
ω from νω(γ) = 0 and the
appendix, thus νω(γd,h,N) = νω(γ) = 0 and iω(γd,h,N ) = iω(γ), finally SignAh,ω = 2iω(γ) holds from i).





















the second equality is followed from Theorem 1.1, the third equality uses the Definition 2.6, the last line holds
from Definition 4.5.
ii). It follows that iω(γd,h,N) = iω(γ) from ii) of Corollary 1.2, together with i), the proof is complete.
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7 Appendix. The estimates of the errors
For continuous system
ż(t) = f(t, z), (7.1)
where z(t) = (xT (t), yT (t))T and x(t), y(t) ∈ Cm, t0 ≤ t ≤ T0. The corresponding discrete system
zn+1 − zn
h
= f(tn, z̃n), (7.2)
where 0 < h = T0−t0
N
with N ∈ N large enough, zn = (xTn , yTn )T , z̃n = (xTn+1, yTn )T with xn, yn ∈ Cm.
Write tn = t0 + nh, for 0 ≤ n ≤ N , moreover suppose that the system (7.1) and (7.2) possess the same
initial value z(t0) = z0 and f(·, z) is continuous in t and Lipschitz continuous in z with Lipschitz constant
L, i.e.
|f(t, z)− f(t, z′)| ≤ L|z − z′|, ∀t ∈ [t0, T0], ∀z, z′ ∈ C2m. (7.3)
Set
ǫn = z(tn)− zn. (7.4)
Moreover, we consider the continuous system
żs(t) = JBs(t)zs(t), (7.5)





T is continuous in s, xs(t), ys(t) ∈
C
m, B ∈ C([0, 1] × [t0, T0],Ls(R)2m)) with Ls(R)2m being the set of 2m × 2m symmetric matrices,




where 0 < h = T0−t0
N
with N ∈ N large enough, zs,n = (xTs,n, yTs,n)T , z̃s,n = (xTs,n+1, yTs,n)T with
xs,n, ys,n ∈ Cm and tn = t0 + nh for 0 ≤ n ≤ N . Also suppose that the system (7.5) and (7.6) possess the
same initial value zs(t0) = zs,0.
Set
ǫs,n = zs(tn)− zs,n, (7.7)
then we have
A.1. i). ǫn = o(1) for 0 ≤ n ≤ N as h→ 0.
ii). ǫs,n = ǫn = o(1) for 0 ≤ n ≤ N independent on s as h→ 0.
iii). For 0 ≤ n ≤ N , zs,n is continuous in s.
Proof. The proof of i) is divided into three steps.
Step 1. From (7.1), there holds










f(τ, z(τ))dτ − hf(tn, z(tn)), (7.9)
Note that for 0 ≤ n ≤ N there holds Rn(h) = o(h).
Meanwhile, by (7.2), we have
zn+1 = zn + hf(tn, z̃n). (7.10)
Step 2. (7.8) is subtracted by (7.10), together with the definition (7.4) of ǫn, we get that
ǫn+1 = ǫn + hf(tn, z(tn))− hf(tn, z̃n) +Rn(h). (7.11)
Firstly, since
|x(tn)− xn+1| = |x(tn)− x(tn+1) + x(tn+1)− xn+1|
≤ |x(tn)− x(tn+1)|+ |x(tn+1)− xn+1|
= |x(tn)− x(tn+1)|+ |ǫn+1|
≤ Mh+ |ǫn+1|. (7.12)
where the last line holds from the fact ż(t) is continuous in t, hence we can set M = maxt0≤t≤T0 |ż(t)|.
Therefore we can estimate the second term and third term of the right hand side of (7.11)














≤ L(|ǫn|+ |ǫn+1|+ hM), (7.13)
where we use (7.3) in the first inequality, the third inequality is followed from (7.12).
Step 3. Since the finiteness of N , there exists certain function R(h) = o(h) satisfying |Rn(h)| ≤ R(h)
for 0 ≤ n ≤ N . For example, we can choose R(h) = max0≤n≤NRn(h). Hence from (7.11) and (7.13), we
have
|ǫn+1| ≤ |ǫn|+ hL(|ǫn|+ |ǫn+1|+ hM) + |Rn(h)|
≤ ǫn|+ hL|ǫn|+ hL|ǫn+1|+ h2LM) + |R(h)|. (7.14)
This gives
(1− hL)|ǫn+1| ≤ (1 + hL)|ǫn|+ h2LM +R(h)
Since h = 1
N








































































































































In addition to R(h) = o(h) and ǫ0 = 0, the result is followed from (7.17).
ii). The proof is also divided into three steps.
Step 1. Note that since B ∈ C([0, 1]× [t0, T0],Ls(R)2m)), there exists L0 large enough such that
|JBs(t)z − JBs(t)z′| ≤ L0|z − z′|, ∀s ∈ [0, 1], ∀t ∈ [t0, T0], ∀z, z′ ∈ C2m. (7.18)
From (7.5), there holds









f(s, τ, z(τ))dτ − hf(s, tn, z(tn)), (7.20)
and f(s, t, z) = JBs(t)zs. Note that for any s ∈ [0, 1] and 0 ≤ n ≤ N , we have Rs,n(h) = o(h) and
Rs,n(h) is continuous in s, by the the compactness of [0, 1], we conclude that there exists some Rn(h) such
that for 0 ≤ n ≤ N there uniformly holds
Rs,n(h) = Rn(h) = o(h) (7.21)
for 0 ≤ s ≤ 1.
Meanwhile, by (7.6), we have
zs,n+1 = zs,n + hf(s, tn, z̃n). (7.22)
Step 2. (7.19) is subtracted by (7.22), together with the definition (7.7) of ǫs,n, we get that
ǫs,n+1 = ǫs,n + hf(s, tn, z(tn))− hf(s, tn, z̃n) +Rs,n(h). (7.23)
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Firstly, since
|xs(tn)− xs,n+1| = |xs(tn)− xs(tn+1) + xs(tn+1)− xs,n+1|
≤ |xs(tn)− xs(tn+1)|+ |xs(tn+1)− xs,n+1|
= |xs(tn)− xs(tn+1)|+ |ǫs,n+1|
≤ Mh+ |ǫs,n+1|. (7.24)
where the last line holds from the fact żs(t) is continuous in s, t and the compactness of [0, 1], hence we can
set M = max t0≤t≤T0
0≤s≤1
|żs(t)|. Therefore we can estimate the second term and third term of the right hand
side of (7.23)














≤ L0(|ǫs,n|+ |ǫs,n+1|+ hM), (7.25)
where we use (7.18) in the first inequality, the third inequality is followed from (7.24).
Step 3. Since the finiteness of N , there exists certain function R(h) = o(h) satisfying |Rn(h)| ≤ R(h)
for 0 ≤ n ≤ N . For example, we can choose R(h) = max0≤n≤NRn(h). Hence from (7.23) and (7.25), we
have
|ǫs,n+1| ≤ |ǫs,n|+ hL0(|ǫs,n|+ |ǫs,n+1|+ hM) + |Rn(h)|
≤ ǫs,n|+ hL0|ǫs,n|+ hL0|ǫs,n+1|+ h2L0M) + |R(h)|. (7.26)
This gives
(1− hL0)|ǫs,n+1| ≤ (1 + hL0)|ǫs,n|+ h2L0M +R(h)
Since h = 1
N














































































































































In addition to R(h) = o(h) and ǫ0 = 0, the result is followed from (7.29).
iii). Since zs(t) is continuous in s, specifically zs(0) is continuous in s. While zs,0 = zs(0), thus zs,0 is
continuous in s, according to (7.6), together with the fact that Bs,n is continuous in s, it yields that zs,1 is
continuous in s. By the induction argument, the result holds.
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