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1. INTRODUCTION
Poor and unstable TCP performance over multihop wireless
links is one of the stumbling blocks which prevents mobile ad
hoc networks (MANETs) from wide deployment and popu-
larization. TCP capture, as is described in [1], is one of the
unsolved problems in MANETs which manifests itself in ex-
tremely unfair distribution of network bandwidth between
competing sessions.
The problem of the unfairness is a feature of inadequate
behavior of the congestion control mechanism of TCP in ra-
dio transmission medium. The major assumption for TCP’s
congestion control mechanism is that missing acknowledg-
ments for data segments are signals of network congestion.
However, this assumption does not hold in wireless environ-
ment where a high bit-error rate, unstable channel charac-
teristics, and user mobility largely contribute to packet cor-
ruptions. As a result of the erroneous interpretation of ra-
dio collision induced packet losses as a network congestion,
TCP reduces its rate and its throughput decreases. This phe-
nomenon was initially observed in single hop wireless net-
works [2, 3].
The situation further exacerbates in the multihop case. In
MANETs we have a “super-shared” medium where multihop
links belong to the same radio collision domain. The prob-
lem here is a presence of a so-called interference zone of ra-
dio transmitters. This is a geographical area where the radio
signal cannot be correctly decoded by the receiving station,
however its power is high enough to cause losses of packets
transmitted by nodes in the assured radio reception range. As
it is experimentally shown in [4] the IEEE 802.11 MAC pro-
tocol being unable to handle collisions more than one hop
away results in a situation where few lucky TCP sessions oc-
cupy the available bandwidth pushing the competing con-
nections in a continuous slow start phase. This leads to the
formation of a narrow “ad hoc horizon” located at two to
three active TCP connections each following a path of up to
three hops. Beyond this scale the quality of communications
becomes unacceptable for an ordinary end-user.
This article describes a cross-layer network architecture
for MANETs that does not require overloading standard
MAC and TCP protocols with wireless-specific fixes. The for-
mal part of the architecture is an adapted max-min fairness
model to the specifics of multihop wireless communications
and an adaptive distributed capacity allocation algorithm.
The practical part suggests an implementation of the ingress
rate throttling scheme that enforces the model and solves the
unfairness problem. The major improvements we achieved
by throttling the output rate at the ingress nodes are an in-
crease in total network throughput and almost perfect fair-
ness. These properties we demonstrate by simulations and
real-world experiments.
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The problem of fairness in a multihop wireless context
has been extensively studied during the last several years.
However, fewworks suggest both theoretically supported and
practically implementable solutions. Our reflection of the
traditional max-min fairness model for the case of MANETs
has some similarities with the approach suggested in [5, 6].
However, a diﬀerent interpretation of the formal model pa-
rameters and an original implementation strategy make our
work distinct from the above-mentioned. We comment on
the major diﬀerences in a separate section below.
The rest of the article is organized as follows. In Section 2
we outline the major design options for the ingress throttling
scheme and the overall architecture.We present our interpre-
tation of the max-min fairness model and the mechanism for
its enforcement in MANETs in Sections 3 and 4, respectively.
After that in Section 5, we report on performance results of
our solution obtained using simulations and real-worldmea-
surements. We discuss the related work and open issues in
Section 6 before concluding with Section 7.
2. SOLUTION OUTLINE
In this article we consider only connected networks where
there is a potential multihop path between any pair of nodes.
By assuming this we also limit the scope of considered ad hoc
networks to medium size, community-based formations. We
see this type of networks as one the most probable applica-
tions of ad hoc networking. The solutions aiming at mini-
mizing the eﬀect of mutual cross-cluster radio interferences
in disconnected networks include adding heuristics to the
congestion control of the TCP protocol (e.g., [7]) various
smart channel management techniques (e.g., [8]) and the us-
age of directional antennae. While these kinds of solutions
show promising results, they either require serious modifica-
tions to the existing and widely deployed hard- and software
or simply the technology is not yet available for an ordinary
user. On contrary, our primary goal is to achieve stable op-
eration of traditional Internet services in ad hoc networks
built on currently available and widely spread IEEE 802.11
technology. By this we intend to bridge the gap between the
research promises of “ad hoc” benefits and the reality where
the ad hoc networking to a large extent does not exist.
We primarily concentrate on achieving fairness for TCP-
based communications. During the course of our work, we
understand that this approach gives us necessary insights for
achieving fairness in networks with heterogeneous data traf-
fic. We describe the fundamentals of our approach assuming
the case of static routing and no mobility. However, this as-
sumption is relaxed on the stage of implementation which is
reflected in the experimental assessment part of this article.
Otherwise, we do not place additional assumptions: the com-
peting data flows may use any available transmission rates of
IEEE 802.11b at the physical layer, traverse diﬀerent numbers
of hops, and use variable packet sizes.
At first we formally introduce a fairness framework for
MANETs. For this we adapted the fairness model from the
wireline Internet to the specifics of the multihop wireless
environment. The major outcome of this stage is new def-
initions of bottleneck regions and the boundary load within
them as analogs to the wireline bottleneck link and the capac-
ity terms. With these newly defined terms we shift the focus
from the link-capacity domain, specific to the wireline net-
works, to the MANET specific space-load domain. We pro-
pose an algorithm for load distribution between the connec-
tions competing inside the bottleneck regions.
On the second stage we derive an ingress rate limit which
ensures that the sum of the loads produced by all data flows
inside the bottleneck region does not exceed the boundary
load. In its simplest form, the rate limit is a function of
(i) the number of hops for a particular connection;
(ii) the underlying physical-layer transmission rates along
a path of the particular connection;
(iii) the number of competing connections on the path of
the considered connection (path density).
These parameters are feasible to obtain using the facili-
ties of ad hoc routing protocols as described in [9]. We apply
the derived rate limit to configure a scheduler at the interface
queue of sources of competing sessions (the ingress nodes)
and shape the outgoing traﬃc accordingly. This implemen-
tation decision eliminates the need for overloading standard
MAC and TCP protocols with MANET-specific fixes. With
this scheme none of the TCP sessions is able to benefit from
temporal weaknesses of the competitors by capturing the
transmission capacity.
3. MAX-MIN FAIRNESS IN SPACE-LOAD DOMAIN
Before proceeding further with the definition of a framework
for fairness in MANETs, let us recall the traditional network
model and the definition of fairness used in the wireline con-
text.
D1 Networkmodel
Consider a set of sources s = 1, . . . , S and links l = 1, . . . ,L.
Let Θl,s be the fraction of traﬃc of source s which traverses
link l and let Cl be the capacity of link l. A feasible allocation
of rates rs ≥ 0 is defined by
∑S
s=1Θl,srs ≤ Cl for all l.
D2 Bottleneck link
Based on the network model defined above, link l is said to
be a bottleneck for source s if and only if
(1) link l is saturated: Cl =
∑
iΘl,iri;
(2) source s on link l has the maximum rate among all
sources using link l : rs ≥ rs′ for all s′ such that
Θl,s′ > 0.
D3Max-min fairness
A feasible allocation of ratesr is “max-min fair” if and only if
an increase of any rate within the domain of feasible alloca-
tions must be at the cost of a decrease of some already smaller
rate. This happens when every source has a bottleneck link.
E. Osipov and C. Tschudin 3
TX rate,
Mb/s
Internode
distance
1
2
5.5
11
d1
d2 = 0.8d1
d5.5 = 0.6d1
d11 = 0.25d1
N
d5.5 d1
d2
d5.5
d11
(a) L-region of nodeN : several connections with multiple physical
layer TX rates
Flow F3
Flow F2
Flow F1
L-region
of node N2
L-region of node N1
Carrier sensing range of node N1
N1
N2
(b) Potential communication between distant connections through
1Mb/s L-region
Figure 1: Illustration of the L-region concept.
3.1. Reflecting the model parameters to
the case of MANETs
Apparently the major stumbling block in reflecting the above
network model and defining the fairness criteria in the case
of MANETs is a notion of the link and the associated terms
capacity and rates of sources on the link. Below we present
definitions of functional analogies of these terms in the mul-
tihop wireless domain.
Fromwireline “link” to wireless “L-region”
In general for IEEE 802.11-based networks the term “link”
is misleading. Obviously, it is incorrect to consider an imagi-
nary line between two communicating nodes as the link since
the radio signal from a given packet transmission is propa-
gated in a geographical region of a certain size.
We define the L-region as an area around a wireless node
equal to the size of the 1Mb/s transmission range of an IEEE
802.11 radio transmitter traversed by at least one end-to-end
data flow.
The concept of the L-region is illustrated in Figure 1(a),
where d1 is the internode distance that equals the radius of
the 1Mb/s transmission zone.1 The scale of the figure is cho-
sen according to the results of the real-world measurements
of communication ranges for diﬀerent transmission rates of
IEEE 802.11b devices in [10]. Note that in reality the shape
of L-region is complex and is not an ideal circle as the fig-
1 For the sake of clarity in this and the following figures, nodes that par-
ticipate only in relaying traﬃc for other users are indicated by wireless
relay symbols, while the source and the destination nodes are shown with
laptop symbols.
ure shows. However, defining the L-region as the IEEE 802.11
basic rate transmission range we do not assume any specific
radio propagation model and allow for an arbitrary shape of
the L-region.
The rationale for defining L-region as 1Mb/s transmis-
sion range is virtually the same as behind the virtual car-
rier sensing with RTS/CTS. We need means of communi-
cation between nodes carrying traﬃc of competing connec-
tions. With such definition two connections located outside
the range of assured data reception have a possibility to com-
municate with each other through the central node of an L-
region in between. This is illustrated in Figure 1(b) where
Flow F1 and Flow F3 can discover the presence of each other
through L-region of node N2. Note that in the figure node
N2 carries data traﬃc of Flow F2, however this is not a re-
quirement. In general, the central node of an L-region itself
may or may not carry data of an end-to-end data flow; its
presence assures potential communication between distant
connections by means of network protocols.
Fromwireline “sources” to wireless “associations”
Defining the L-region as a geographical region with the func-
tional properties of the wireline link we need to reconsider
the concept of the data “source.” On a wireline link a part of
capacity is consumed by packet transmissions from a single
entity—the session’s source. As it is illustrated in Figure 1 the
L-region is sparse enough to accommodate diﬀerent num-
bers of nodes transmitting packets of a specific end-to-end
data flow depending on the used transmission rate at the
physical layer. Obviously, transmissions from all nodes that
carry traﬃc of a specific connection located inside the L-
region consume its capacity.
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We define the source-destination association as a set of
nodes including the source, destination, and the nodes for-
warding packets of a specific data flow. We say that a node of
a particular association belongs to the particular L-region if it
is able to communicate with the central node of that L-region
with the base IEEE 802.11 transmission rate of 1Mb/s.
Fromwireline “rate” and “capacity” to wireless “C-load share”
and “boundary C-load”
The notion of “rate” in wireline networks relates to the no-
tion of “capacity” of the link. On a given link the rate of traf-
fic from a particular source is a fraction of the link capacity
rs ≤ Cl. Thus the term “rate” makes sense only when the
term “capacity” is well defined and its value is finite. In the
case of the L-region the later term is impossible to identify
uniquely in conventional bits per second. This is because in
general nodes inside the L-regionmay use any of the available
physical-layer transmission rates.
As a resource to share within the L-region, we define a
load which competing associations generate or consume in-
side the L-region. We refer this term as to conserved load (C-
load) and normalize the boundary C-load to one.
We define C-load share (φ) to be an analog to the wireline
“rate”: it is a fraction of the boundary C-load that the partic-
ular connection generates or consumes inside the L-region.
3.2. Max-min fairness in space-load domain
With the above-defined MANET-specific substitutes for the
source, the link, the rate of sources, and the capacity of the
links, we formulate the space-load max-min fairness as fol-
lows.
D3MANET networkmodel in the space-load domain
We consider a set of associations a = 1, . . . ,A and the set of
existing L-regions λ = 1, . . . ,Λ. Let Γλ,a be an indicator of the
presence of association a inside L-region λ:
Γλ,a =
⎧
⎨
⎩
1, a ∈ λ,
0, otherwise.
(1)
A feasible allocation of C-load shares φa > 0 is defined by∑A
a=1 Γλ,aφa ≤ 1 for all L-regions λ.
D4 Bottleneck L-region
With the space-loadMANETmodel defined above, we define
a bottleneck L-region for the association a if and only if
(1) L-region λ is saturated:
∑
i Γλ,iφi = 1;
(2) association a in L-region λ has the maximum C-load
share among all associations located in L-region λ :
φa ≥ φa′ for all a′ such that Γλ,a′ = 1.
D5Max-min fairness in space-load domain
A feasible allocation of C-load shares for the competing as-
sociations is “max-min fair” if and only if an increase of any
C-load share within the domain of feasible allocations must
be at the cost of a decrease of some already smaller C-load
share. This is achieved when every association belongs to a
bottleneck L-region.
The proof of the above fairness criterion resembles the
proof of a similar theorem in [11] and is omitted for the rea-
son of limited space.
3.3. The algorithm of C-load shares distribution
For the complete picture of the fairness framework in
MANETs we need to describe an algorithm for max-min fair
distribution of C-load shares between the associations inside
L-regions and suggest a mechanism by means of which the
associations conform to the assigned fair shares. In this sec-
tion we describe a centralized algorithm for C-load share dis-
tribution. Our goal is to show feasibility of max-min fair C-
load shares distribution in a finite time. In order to simplify
the description we assume the following:
(1) during the execution of the algorithm the network and
the set of associations are stable. This means that as-
sociations neither leave the initial L-region nor appear
in the new L-region. This assumption is relaxed in the
distributed implementation of the algorithm, which
accounts for sessions mobility;
(2) initially all associations are not assigned the C-load
shares. Further on we refer an association without the
assigned load share as to the fresh association and an
association with the assigned load share as to the as-
signed association;
(3) all nodes in the network execute the same algorithm
and cooperate;
(4) the information is distributed between the MANET
nodes by means of a message passing scheme. How-
ever for a general description of the algorithm we do
not suggest any particular protocol and assume that
all necessary information is accessible at a centralized
control point.
Denote the number of associations inside L-region λ (L-
region density) as ρλ = ρfreshλ +ρassignedλ , where ρfreshλ and ρassignedλ
are correspondingly the numbers of fresh and assigned as-
sociations inside L-region λ. The algorithm of max-min fair
assignment of C-load shares is as follows.
(1) All central nodes of L-regions suggest a C-load share to
the visible fresh associations according to the following
formula:
(a) L-regions with only fresh associations: φ = 1/ρλ;
(b) L-regions with assigned and fresh flows: φ = (1−
∑ρassignedλ
i=1 φi)/ρ
fresh
λ .
(2) Among all L-regions choose those which suggest the
minimal C-load share. Assign the computed share to
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Figure 2: The output of the C-load share assignment algorithm.
the associations which are included in these regions.
Do not modify the shares of these associations after
that.
(3) Repeat steps (1) and (2) until all flows are assigned the
C-load share (all L-regions contain only assigned asso-
ciations).
The presented-above algorithm terminates because the set of
associations and subsequently the set of L-regions are finite.
Figure 2 shows the resulting C-load share assignment for a
sample network with six end-to-end data flows. With the
shown network settings the algorithm terminates after two
iterations and detects bottleneck L-regions as is illustrated in
the figure. The proof of the max-min fair allocation property
of the algorithm is presented in [12].
In [9] we describe a real-world implementation of a dis-
tributed version of the algorithm. An extension to a reac-
tive ad hoc routing protocol called the path density protocol
(PDP) allows delivering the fair C-load shares to the sources
of competing connections. PDP utilizes the fact that in reac-
tive routing protocols for IEEE 802.11-based networks route
request messages are propagated with the base transmission
rate 1Mb/s. In PDP all network nodes overhear route setup
messages and maintain a soft state of end-to-end data flows
existing in each one-hop neighborhood. By piggybacking the
local state information in each rebroadcasted message every
node maintains a consistent view of the competing flows in-
side L-regions. We do not further discuss the details of the
path density protocol in this article and refer the reader to
[9].
3.4. Summary of the space-load fairness framework
In this section we reviewed the fairness framework in the
wireline Internet. Specifically, we focused on the fairness of
sharing the capacity of the links in the case of multihop com-
munications. We recapitulated the network model which is
used to define objectives for max-min fairness in the wire-
line networks.
We showed that the major concepts such as the source,
the link, the rate of sources, and the capacity of the links are
not suitable for wireless MANETs. This is due to specifics
of the radio transmission medium. We presented new enti-
ties called the association, the L-region, the C-load share and
the boundary C-load, which serve as substitutes for the cor-
responding terms in multihop wireline networks.
These newly defined terms allowed us to formulate the
max-min fairness criterion for wireless ad hoc networks in
the space-load domain. Finally, we described a generic algo-
rithm for max-min fair assignment of C-load shares for the
competing associations in their bottleneck L-regions.
4. ENFORCEMENT OF FAIR C-LOAD
SHARES IN MANETs
Having defined C-load as a unit-less measure for the resource
to share in a geographical region we need to give its interpre-
tation in the terms meaningful to the network nodes. In this
section we present the mapping of the space-load model pa-
rameters back into the rate-capacity domain.
4.1. TCP throughput as a reference to
the boundary C-load
The interpretation of the boundary C-load by sources of TCP
connections in terms of the transmission rate is somewhat
straight forward. We need to find a condition under which
every node of an association tends to generate maximal load
inside a geographical region. If for a moment we consider
the wireline Internet, this condition has a direct analogy in
terms of the bandwidth-delay product—the amount of traﬃc
that the entire path can accommodate.2 For the estimation
of the bandwidth-delay product the major property of TCP
protocol is used: a single TCP flow in a steady state is a perfect
estimator of the available bandwidth in the network. We will
use this property for the estimation of the boundary C-load.
Indeed, running along over a multihop MANET a single
TCP flow will generate maximal load. In the steady state ev-
ery node of the particular association has a continuous back-
log of packets. If we consider an arbitrary multihop associa-
tion and potential L-regions with the centers located in the
nodes of this association we can always identify the L-region
where the TCP connection will constantly be active. Figure 3
shows a constant “air presence” of a single TCP session in-
side the L-region. In the figure we have a single three hops
TCP session from node N1 to node N4. In the steady state
the amount of data packets backlog at node N1 will be con-
stant because of continuous arrival of acknowledgments. As
it is visible from the figure in the potential L-region with the
center in node N2, our TCP session constantly produces the
load from nodes N1, N2, and N3.
2 In the Internet the bandwidth-delay product is used to dimension the con-
gestion window parameter at sources to prevent local congestion.
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Thrmax(h,MSS, TX802.11) denotes the maximal through-
put achieved by a TCP connection in a network free from the
competing data sessions. There h is the number of hops tra-
versed by the flowwith TX802.11 transmission rate at the phys-
ical layer between the hops. The source generates data seg-
ments of size MSS bits. Consider now a network with several
competing TCP connections. Each source of TCP sessions in-
terprets this value as an individual reference to the C-load in-
side its bottleneck L-region. Obviously, the value Thrmax can
be diﬀerent for each connection depending on its character-
istics. However, this is exactly the property of the parameter
that we need: being unique for the competing connections
these values refer to a single common entity—the C-load in
the bottleneck L-region.
Practically the above interpretation strategy can be im-
plemented in two ways. The value Thrmax can either be for-
mally estimated or experimentally measured for all combina-
tions of input parameters. For the initial prototyping and ex-
perimental performance assessment we chose the second op-
tion. We describe some practical issues in Section 4.3. As for
the first option, the formal estimation of the maximal TCP
throughput in multihop wireless networks is a complex task
with no available ready to use solutions.We further comment
on this issue in Section 4.1.
4.2. The ingress throttling formula
Taking the maximally achievable throughput by session i as a
reference to the boundary C-load in order to conform traﬃc
of this data session to the assigned fair share of the C-load
(φbottleneck) the output rate from the sources of TCP connec-
tion i should be reduced according to the following formula:
rTCPi ≤ Thrmax
(
h,MSS, TX802.11
) · φbottlenecki . (2)
In the above formula, Thrmax is the session’s reference to C-
load in its bottleneck L-region. The parameter φbottlenecki is the
fair C-load share of TCP session i in its bottleneck assigned
by the C-load distribution algorithm described above.
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Figure 4: Structure of a IEEE 802.11 enabled node.
4.2.1. Treating UDP traffic inside the space-load
fairness framework
In order to conform UDP traﬃc to the space-load fairness
framework, the ingress throttling formula (2) should be ad-
justed to account for the one-way nature of UDP communi-
cations. What we should do is to increase the derived rate
limit by the fraction corresponding to the transmission of
TCP acknowledgments. We do not discuss further confor-
mance issues of UDP traﬃc to the space-load framework in
this article and refer to [12] for more details including the
experimental performance assessment.
4.3. Rate throttling enforcement at the ingress nodes
Schematically the architecture of a wireless node is presented
in Figure 4. For simplicity of presentation we assume that
one source originates only one end-to-end connection. We
also assume that the interface queue is either logically or
physically divided into two queues: one for data packets orig-
inated at this node and the second one for all other data pack-
ets. These two queues are drop-tail in nature. Upon arrival
from the routing layer, all packets are classified according to
their source IP addresses and placed into the corresponding
queue.
The scheduler from the interface queue to the MAC layer
consists of two stages. At the first stage we have a fixed delay
non-work-conserving scheduler with a tunable delay param-
eter Δ. When Δ = 0 the first stage scheduler works as usual
work-conserving scheduler and the whole scheduling system
works as a scheduler with three priorities. Scheduler Σ at the
second stage is a nonpreemptive work-conserving scheduler
with the highest priority to the queue with locally generated
packets and then to the forwarding queue. The transmission
rate limit (2) is used to set parameter Δ (3) of the scheduler
for the queue with locally generated packets. We compute the
delay parameter as
Δ = MSSi
rTCPi
(
h,MSS, TX802.11
) , (3)
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where MSSi is the size of the maximum data segment size
used by TCP session i.
For the implementation of the above architecture, we ex-
perimentally measure the throughput of a single TCP flow
with various characteristics in isolation from the compet-
ing traﬃc. After the measurements we construct a table of
Thrmax values and make it available to each node. Then the
scheduler’s processing block at nodes generating the traﬃc
chooses the appropriate value depending on the parameters
of the particular session and configures the delay parame-
ter Δ.
4.4. Transmission overhead due to distributed
gathering of throttling parameters
Assume that Thrmax(h,MSS, TX802.11)—the estimates for the
maximal achievable throughput—are hardwired at source
nodes and available on-demand. Now at the particular
ingress node in order to compute the throttling limit 1, we
need (2) to choose the correct value of the maximal through-
put according to the characteristics of the particular end-to-
end connection and (3) to obtain the fair C-load share for
this connection in the network.
Note that out of the three input parameters for Thrmax(h,
MSS, TX802.11) the maximum segment size (MSS) can be de-
tected locally for every incoming to the scheduler packet. The
value for the path length (h) can be easily obtained from
route reply messages. The recent results from [13, 14] indi-
cate the feasibility of extending ad hoc routing protocols to
find the available IEEE 802.11 transmission rates on the path
(TX802.11) with little overhead. As for the fair C-load share
parameter, in [9] we suggested the path density protocol an
extension to a reactive routing scheme that delivers param-
eter φbottleneck to corresponding TCP sources. The overhead
caused by the exchange of information about the presence of
competing associations inside L-regions is on average 1 kb/s
per connection. By this, our solution satisfies the practical
energy and bandwidth eﬃciency conditions for realistic ad
hoc networks.
4.5. Summary of the fairness enforcement
strategy in MANETs
In this section we discussed practical issues of the space-load
fairness model enforcement in MANETs. Taking the ideal
throughput of a single TCP session as a reference to the
boundary load of the L-regions, we computed the limit on
the ingress transmission rates, which ensures that the total
load frommultiple TCP connections inside the bottleneck L-
region does not overflow the boundary load.
We suggested to implement the rate limitation at the in-
terface queue of the nodes that generate own traﬃc. Thus
the nodes only forwarding the traﬃc of other flows do not
perform any shaping actions. Overall, our solution does not
require changes to the standard TCP nor IEEE 802.11 and is
implementable by enhancing routing protocols and the use
of traﬃc policing at the ingress nodes.
5. EXPERIMENTAL ASSESSMENT OF OUR SOLUTION
In the experiments presented below we apply the space-load
fairness model to the IEEE 802.11b-based networks. In order
to show the level of qualitative performance improvements
achieved with the ingress throttling scheme, we present a se-
lected number of experiments with limited number of vari-
able parameters. In particular we present the performance
evaluation with TCP flows only. For an extended set of ex-
periments with heterogeneous traﬃc, variable packet sizes,
and physical layer transmission rates we refer the reader to
[12].
5.1. Experimental, simulation setups, and used
performance metrics
Here we describe the common settings for all simulations
(with the network simulator ns-2.27 3) and the real-world
experiments. In all setups we used TCP Newreno as the most
popular variant of TCP. We do not use “window clumping”
[15, 16], the mechanism that improves TCP performance in
multihop wireless network. The idea behind CWND restric-
tion is to not allow the particular TCP session to send more
traﬃc than the network can handle. Apparently, this idea
is embedded in our ingress throttling scheme. The source
nodes in our scheme limit their transmission rate in order to
not overload the bottleneck L-regions. Therefore additional
rate limitation at the TCP layer is not necessary since the
protocol will automatically adapt its CWND to the reduced
“bandwidth.”
In the experiments presented in this article, we set the
value of the maximum TCP data segment size (MSS) to
600 B. In all experiments except of the scenario with node
mobility, the transmission rates at the physical layer is set
to 2Mb/s. In the latter case, the transmission rate between
nodes equals 11Mb/s. The 1Mb/s transmission range is
250m; the transmission range for 11Mb/s is 30m; the carrier
sensing range (including the interference range) is 500m.
We use FTP file transfers in both real-world experiments
and simulations. The routes for all flows are statically as-
signed prior to the data transmissions. As all TCP flows
started we allow a warm-up period of 12 seconds to exclude
initial traﬃc fluctuations from the measurements. The du-
ration of all real-world experiments and simulations is 120
seconds.
In the experiments below we intentionally exclude traf-
fic produced by an ad hoc routing protocol in order to focus
on functional properties of our solution and not on an auto-
configuration of the used parameters for our ingress throt-
tling scheme. The evaluation of the impact of ad hoc routing
on the improved TCP performance goes beyond the scope
for this paper, we refer the reader to [17] for the detailed dis-
cussion on the topic.
In all experiments, we assume that the information about
the bottleneck C-load shares, the physical layer transmission
3 Available online at http://www.isi.edu/nsnam/ns/.
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N1
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N4
N5Mobile flow
1
2 3
Internet
Flow F1
Flow F2
Flow F3
Scenario description
One mobile flow and three static flows (N1-N2),
(N3-N5) and (N4-N5) over three hops each.
Stages of mobility of the person with
the mobile terminal:
(1) moves in a car for 8 seconds (3-hop path);
(2) walks for 35 seconds (2-hop path);
(3) remains static for 40 seconds (single hop).
Figure 5: Network setup for the mobility experiment.
rates on the path, and the estimates of the ideal through-
put for the flows with corresponding parameters is available
at sources of TCP flows. The value Thrmax(h,MSS, TX802.11)
needed to compute the delay parameter Δ (3) of the sched-
uler at the interface queue is obtained as is described in
Section 4.3. In the experiments on static topologies we con-
figure the delay parameter of the scheduler prior to the start
of the experiments. As for the mobility experiment, the pre-
orchestrated scenario described below allows us to determin-
istically decide on the handover times. During the simulation
run at a time when the handover should occur we instruct
the simulator to configure delay parameter of the scheduler
according to the current network conditions.
5.1.1. Performancemetrics
In the experiments we assess the network performance using
the following set of metrics.
(1) Individual (per-flow) TCP throughput. Denote this
metric as Thri where i is the index of the particular
TCP connection.
(2) Combined (total) TCP throughput of all existing in the
network TCP flows. Denote this metric as Thrtot.
(3) Unfairness index u: it is the normalized distance (4)
of the actual throughput of each flow from the corre-
sponding optimal value
u =
√∑
i=1,...,n
(
Thropti −Thracti
)2
√∑
Thr2opti
. (4)
In this formula Thropti is the ideal throughput of flow
i obtained under fair share of the network capacity. In
order to compute this value we apply the fair share of
the C-load for a particular flow in its bottleneck com-
puted for a particular scenario to the flow’s throughput
obtained when running alone in the network. Thracti is
the actual throughput of the same flow achieved while
competing with other flows. This index reflects the de-
gree of eﬃciency of actual capacity allocation with re-
spect to optimal fair values. The closer the value of the
index to 0 the more fair and eﬃcient the system per-
forms.
5.2. Performance gains due to ingress throttling in
the case of mobility
We begin the performance assessment of our ingress throt-
tling first by considering a scenario with node mobility. Since
evaluating the TCP protocol in sophisticated scenarios with
complex mobility models would be too ambitious task for
this paper we concentrate on a simple but nevertheless illus-
trative scenario. As a show case, we consider the network de-
picted in Figure 5. We have an ad hoc network where most of
participants are relatively static. The scale of the topology is
realistic and is chosen assuming 11Mb/s transmission rate at
the physical layer between the neighboring nodes. The inter-
node distances between the communicating nodes is 30m.
In this topology most wireless routers are able to commu-
nicate with each other at least with the base IEEE 802.11b
transmission rate 1Mb/s. In this simple scenario one mobile
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Table 1: The eﬀect of rate throttling in the case of node mobility.
Throughput at corresponding receivers, [kb/s]
Before first handover After first handover After second handover Average throughput
Original
perf.
Ingress
throttling
Original
perf.
Ingress
throttling
Original
perf.
Ingress
throttling
Original
perf.
Ingress
throttling
Mobile flow 169.8 196.2 177.3 288.3 338.8 566.4 228.6 350.3
Flow F1 336.0 284.3 241.7 196.6 234.2 196.6 270.6 225.8
Flow F2 221.2 238.9 174.3 196.3 197.0 196.6 197.5 210.6
Flow F3 189.3 209.0 233.9 196.6 242.0 196.6 221.7 200.7
node maintains a data flow towards the Internet which ini-
tially (position 1 in Figure 5) runs over three wireless hops,
then two and finally one hop at position 3. During the whole
duration three other static flows (Flow F1 from N1 to N2,
Flow F2 from N3 to N5, and Flow F3 from N4 to N5) com-
pete with the mobile flow. All static flows follow a path of
three hops. A summary of the scenario is given in the figure.
The data flows are activated one after another with 2 seconds
interval starting from flow F1, then flows F2 and F3 and fi-
nally the mobile flow.
The results of our mobility experiment are summarized
in Table 1.4 One could intuitively expect that as soon as the
mobile flow hands over to a shorter path, its throughput
would increase correspondingly. However, this is not the case
for the plain combination of TCP and IEEE 802.11. Appar-
ently after the first handover, themobile flow does not benefit
from the two hops communications at all. This is because of
the intensive interference coming from the static background
flows.
When we enable our ingress throttling, the mobile flow
has an opportunity to transmit faster when switching to
shorter paths. At the same time the faster transmission
of the mobile session does not harm the competing static
flows. Their throughputs do not go below the fair share
(196.6 kb/s). Moreover, we observe a 6% increase in the
throughput for flow B in comparison to the case without
throttling. This is because in our architecture the mobile
flow—although it transmits with a higher rate—does not
use more air time than the competitors. Overall, we ob-
serve nearly 8% increase in average total network through-
put as well as perfect fairness (which is only partially visible
in Table 1).
5.3. Scaling up network size and competition
This time we study the eﬀect of the fairness framework and
the ingress throttling scheme considering a set of experi-
ments covering scenarios of increasing complexity. We scale
up the network in two dimensions: the lengths of connec-
tions and the numbers of competing flows. The network set-
4 Note that the fair throughput for the three hops flows in the case where
all flows are active is 196.6 kb/s. The higher values for the throughputs
of Flows F1, F2, and F3 in the column “Before first handover”—“Ingress
throttling”—are due to diﬀerent starting times for each flow.
ting is shown in Figure 6(a). Since the unfairness metric is
valid for evaluation of two or more flows we varied the num-
ber of competing TCP flows from 2 to 9. The route lengths
for each flow is scaled from 1 to 9 hops. The results are sum-
marized in Figures 6(c) and 6(d). The three-dimensional sur-
faces show the dynamics of unfairness index for a wide range
of topologies. From Figure 6(c) it is visible that unfairness
manifests itself even in simple scenarios: the unfairness in the
case of six one-hop flows (i.e., 12 nodes network in general)
is more than 10%. If we consider more complex formations,
the situation becomes much worse. In the case of three hops
networks (the part of the surface marked by a bold curve)
the network behaves unstably and the unfairness peaks at
50%. From Figure 6(d) we observe that the unfairness vir-
tually vanishes even in large networks with high number of
competing connections when throttling according to our rate
limit is implemented.
In this experiment, we can also demonstrate the valid-
ity of our hypothesis of taking the maximal throughput of
a single TCP connection as a reference to the boundary C-
load inside an L-region. Consider a subset of the topologies
in Figure 6(a) where all competing flows follow a path of
three hops (the dynamics of the unfairness index for these
networks is marked by bold curves in Figures 6(c) and 6(d)).
We can show that in this case the majority of network nodes
are located inside a single common bottleneck L-region. For
these networks we measure a combined TCP throughput
achieved by all competing flows (Thrtot). In addition to this
we also measure a TCP throughput of a single TCP session
when it does not compete for the radio medium with other
flows. Indeed, if our hypothesis is wrong, then the total TCP
throughput of all TCP connections running without shaping
will be higher than this value.
As we observe from Figure 6(b), the total TCP through-
put in the case where no shaping is done by the sources is
always lower than the throughput of a single session (the
straight line marked “Estimated” in the figure). By this we
confirm our hypothesis from Section 4 to consider TCP
throughput of a single TCP flow in isolation as a reference
to the boundary C-load of the L-region.
From the figure, we observe that enabling the ingress
throttling the resulting total throughput is equal to or larger
than that in the case of plain combination of TCP and the
IEEE 802.11 MAC. Moreover, the maximal deviation from
the estimated value in the case where our scheme is enabled
is only 3%, while in the case without throttling this value
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(d) Unfairness index (TCP over IEEE 802.11 with enabled ingress
throttling scheme)
Figure 6: TCP unfairness index and TCP throughput (simulations).
is 12%. The reason for that we cannot achieve a perfect match
of the total throughput to the estimated value is that con-
trolling the load inside the L-region, we do not control the
contention at the MAC layer. As a result, packets transmitted
simultaneously from diﬀerent stations collide during trans-
mission. Therefore each individual and subsequently the to-
tal throughput in the network decrease.
5.4. Performance gains due to ingress throttling in
a multiple bottlenecks network
In this experiment, we assess our fairness model by consid-
ering networks with multiple bottleneck L-regions. We use
the topology depicted in Figure 7(a). In the network we have
four TCP connections with diﬀerent path lengths, the in-
ternode distance is 126m. All flows use the same transmis-
sion rate at the physical layer −2Mb/s and generate pack-
ets of equal size −600 B. In this network, we can identify
three bottleneck L-regions with three competing connections
(TCP1, TCP2, and TCP3) and four bottleneck L-regions with
two competing connections (TCP1 and TCP4). For simplic-
ity of the presentation, only one bottleneck of each kind
is marked in the figure. Applying the algorithm of C-load
shares distribution: φTCP1 = 1/3, φTCP2 = 1/3, φTCP3 = 1/3,
and φTCP4 = 2/3. Thus L-region 1 is the bottleneck for flows
TCP1, TCP2, and TCP3 and L-region 2 is the bottleneck
for flow TCP4, therefore the allocation of C-load shares is
max-min fair. We run two sets of simulations with enabled
and disabled ingress throttling. Figure 7(b) shows the results
from this experiment.
The first bars in each group show the estimated ideal
throughput for each flow. We can immediately mark a severe
TCP capture with respect to TCP1 in the case where all flows
run over standard IEEE 802.11b network. Comparing the
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Figure 7: Network setting for the multiple bottleneck experiment
and performance results.
resulting TCP throughputs in this case with the estimated
ideal value, we see that the almost complete shut down of
TCP1 is caused by the joint eﬀect of transmissions from
TCP3 and TCP4. Being the shortest of all flows, TCP3 trans-
mits faster. Apparently the congestion control of TCP2 is
able to capture its share of load in L-region 1. However
TCP1 competes not only in L-region 1 but also in L-region
2. Inside L-region 2, TCP4 has a very favorable situation—
it competes only with TCP1 which is already weakened by
the competition with TCP2 and TCP3. In this situation, it is
not a surprise that TCP4 makes the situation for TCP1 even
worse.
Now, let us have a look at the bars corresponding to the
case where all flows are aware about the competitors on the
path and throttle the output rate of TCP segments accord-
ing to the assigned shares (see right bars in each group).
We observe that in this case the communications are fair
with respect to each flow. In this case each source generates
as much load as the corresponding bottleneck L-region can
handle. By doing this no one flow is able to capture the ca-
pacity.
TCP1
TCP2
TCP3
N1 N2 N3 N4
Figure 8: Network setup for the real-world experiment.
Table 2: The eﬀect of rate throttling in the case of flows with vari-
able lengths.
Simulations Real-world test
Original
perf.
Rate
throttling
Original
perf.
Rate
throttling
Thrtot, (kb/s) 554 605 659 667
Unfairness 0.31 0.09 0.27 0.04
5.5. Comparative assessment of the fairness
framework in real-world testbed
and simulations
The purpose of this experiment is to assess our findings not
only in simulations but also in a real-world testbed. As a
showcase we choose the topology depicted in Figure 8. The
three competing flows follow the paths of one, two, and three
hops, respectively. The physical testbed consists of four DELL
Latitude laptops with ZyXEL ZyAIR B-100 wireless inter-
faces. We use the Linux operating system with 2.6 kernel and
Lunar5 ad hoc routing to set up multihop paths. Since phys-
ically the laptops were located in the same room, the multi-
hop connections were achieved with the help of the mackill
utility of Lunar, which forbids not topologically neighboring
nodes to answer the route request messages. We used the de-
fault transmission power of B-100 cards and configure the
transmission rate at 2Mb/s. At the source node N1, prior to
the start of the experiment we configured traﬃc controller
tc supplied with the Linux distribution to sort packets be-
longing to diﬀerent flows into separate logical queues. We
also measured the values of maximum throughput for each
competing flow in isolation and precomputed the delay pa-
rameter for each logical queue. As soon as the path for each
connection is established, we commanded the tc utility to de-
lay packet transmission in each queue with the correspond-
ing delay value. The data traﬃc was generated by three FTP
transfers of a large file from node N1 requested by nodesN2,
N3, and N4, respectively.
We perform this experiment both in the simulator and
in a real-world testbed. We measure the combined TCP
throughput (Thrtot) and the unfairness index u. Table 2
shows the resulting performance in this experiment. We ob-
serve that the total TCP throughput is increased on 50 kb/s
5 Uppsala University ad hoc implementation portal. Available online at
http://core.it.uu.se/core/index.php/Main Page.
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in simulations and 10 kb/s in real-world experiment. The un-
fairness reduced drastically more than 3 times in simulations
and almost 7 times in the testbed. Although the exact val-
ues of the used metrics are diﬀerent in simulations and the
real-world experiments, in this experiment we show a similar
performance improvements dynamics in the two used envi-
ronments.
6. RELATED WORK AND OPEN RESEARCH ISSUES
Adaptation of the transmission rate for improving the fair-
ness in MANETs was suggested in [5, 6]. In the first paper
the max-min fairness framework is formulated for the case
of MANETs. The second paper extends the model to ad-
dress proportional fairness. In both papers, the capacity in
MANETs is considered as a function of space, which is a com-
mon part with our max-min fairness framework.
The major diﬀerence between these two fairness mod-
els and our work is the targeted implementation place in
the TCP/IP protocol stack. The framework in [5, 6] is
intended for implementation at the MAC layer. The au-
thors view a single multihop session as a set of indepen-
dent one hop connections and distinguish between them by
overhearing the transmissions of MAC layer control mes-
sages and data packets. The fair distribution of the capac-
ity between the competing one hop connections is done
by a special message exchange scheme. The transmission
rate of each one hop flow is conformed to the assigned
capacity share by adjusting the contention window at the
MAC layer depending on the measured oﬀered load. As
for our ingress throttling scheme, we designed it relying on
session’s parameters available only before the MAC layer.
We compute the capacity shares in bottleneck regions on
the per-IP-session basis and propagate this information to
other end-to-end connections ongoing beyond the reach-
ability of the MAC protocol for the particular node. The
rate limitation is performed at ingress nodes only, the in-
termediate nodes only execute the share assignment algo-
rithm.
A cross-layer approach based on the network layer feed-
back called ATCP is proposed in [18]. The information that
the network feedback mechanism reports to the sources of
TCP connections is (1) failure of the route; (2) the event of a
packet loss during the transmission on MAC layer; and (3)
the true network congestion. In all these cases TCP is in-
structed to adapt its behavior as following. On the loss of
the connectivity the TCP sender goes into a persistant state,
so that it does not unnecessarily (re-)transmit packets. As a
reaction to bit error related packet loss, the ATCP layer re-
transmits the lost packet before invocation of the congestion
control mechanism by TCP. Finally, the congestion control
performs the traditional actions in the case of a network con-
gestion.
In [7] the authors introduce a new congestion control
algorithm for TCP over multihop IEEE 802.11-based net-
works. The core of the suggested algorithm is an adaptation
of the transmission rate of TCP at the sending node using
current estimation of the end-to-end delay and the coeﬃ-
cient of variation of recently measured round trip times. In
the evaluation of the proposed scheme, the authors account
both for throughput and fairness characteristics of TCP con-
nections and show significant improvements of these charac-
teristics in comparison to the related approaches.
Yang et al. [19] propose to limit the arrival rate from the
interface queue to the transmission buﬀer on MAC layer de-
pending on the observations of the departure rate in the past.
Their proposal assumes that the rate limitation at a transmit-
ting node is implemented at the link layer, thus leaving the
functionality of the MAC protocol unchanged. The authors
compute the transmission rate limits using past observations
of the packet emission rate from the node and apply heuris-
tics for the rate control. The control mechanism is imple-
mented in forwarding nodes as well as in sources of commu-
nications.
6.1. Open research issues
Having outlined the major concepts of MANETs fairness
framework and mechanisms of the ingress rate control, we
highlight in this section some open questions and problems
for further investigation.
6.1.1. Formal estimation of themaximally achievable
TCP throughput in MANETs
In the first place we suggest that further developments of the
proposed architecture should be directed on formal analysis
of the maximally achievable throughput of single TCP ses-
sion. A few papers attempt to formally model a single TCP
flow over multihop wireless network. In [20] the authors
formally characterize the throughput of a single multihop
TCP connection in wireless network. The work describes
an approach to model TCP transmissions over IEEE 802.11
network with enabled RTS/CTS exchange as an embedded
Markov chain.
6.1.2. Excess capacity and utilization
In our scheme, the particular end-to-end data session will be
guaranteed a share of the available network capacity for its
entire duration considering its worst case communication,
namely when it always has data to transmit, for example, long
file transfer. If this is the case, our scheme provides both per-
fect fairness and good network utilization. However, in real-
ity we will also have a number of short-living communica-
tions and flows with a number of short transmission bursts,
for example, web browsing. In this case, the share of capacity
will not be fully utilized. When several connections originate
from the same source, the leftover capacity can be reused by
the active flows, otherwise the network will be underutilized
until the route for the inactive connection will be removed.
Therefore it is essential to have an eﬀective dynamic mech-
anism to update the ingress nodes with information of the
C-load usage.
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6.1.3. Wireless stub and transit networks
So far we considered a pure MANET scenario where we
looked at TCP flows starting and terminating inside the wire-
less network. We need to extend our study to mesh networks
where TCP flows (i) start in MANET and end in fixed net-
work, (ii) start in fixed network and end in MANET or (iii)
use MANET clouds as transit networks.
The first case corresponds to the normal functionality of
the described solution. In the last two cases, our functionality
will naturally be added to the ingress gateways of MANET.
While in case (ii) the ingress node should place packets of
distinct connections in a separate queue, in case (iii) queuing
should be done on an ingress-egress aggregate basis.
6.1.4. Towards autonomic ad hoc network architectures
Our resource protection layer provides an adaptive and stable
but conservative operation point. As the issues raised above
show, it can be optimized depending on diﬀerent circum-
stances. We believe that determining a “universal” resource
management protocol for all possible cases will not be possi-
ble. Instead, we favor an “autonomic networking” approach
where nodes actively try out relaxations of our scheme at run
time to permit better resource utilization. If problems arise,
the system can revert back to the stable operation point. Only
with such self-monitoring and self-optimizing properties can
a wireless network become adaptive in a broad sense and
achieve the dream of ubiquitous ad hoc networking.
7. CONCLUSION
In this article, we considered the problem of the severe un-
fairness between multiple multihop TCP flows in a wireless
ad hoc network. We adapted the max-min fairness frame-
work to the specifics of the wireless environment. We de-
scribed an ingress throttling scheme which enforces the fair-
ness model. Our solution is an adaptive distributed capacity
allocation scheme for multihop wireless networks. The ca-
pacity is allocated on a per-session basis at a specific point in
time during the route establishment.
We showed with simulations as well as with real-world
experiments full compliance of the ingress throttling scheme
to our space-load fairness model. The major result of this ar-
ticle is that by limiting the transmission rate at sources of
TCP flows according to the derived rate limiting formula,
TCP capture does not occur, the total throughput is in-
creased, and almost perfect fairness is achieved for all in-
volved flows.
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