Abstract. Inspired by the phenomenon of symbiosis in natural ecosystem, a master-slave mode is incorporated into Particle Swarm Optimization (PSO), and a Multi-population Cooperative Optimization (MCPSO) is thus presented. In MCPSO, the population consists of one master swarm and several slave swarms. The slave swarms execute PSO (or its variants) independently to maintain the diversity of particles, while the master swarm enhances its particles based on its own knowledge and also the knowledge of the particles in the slave swarms. In the simulation part, several benchmark functions are performed, and the performance of the proposed algorithm is compared to the standard PSO (SPSO) to demonstrate its efficiency.
Introduction
The particle swarm optimization (PSO) algorithm, first developed by Kennedy and Eberhart [1, 2] , has already come to be widely used in many areas [3, 4] . However, it was pointed out that although PSO can show significant performance in the initial iterations, the algorithm might encounter problems in reaching optimum solutions efficiently for several approximation problems [5] . This indicates that particle swarm lost its diversity and all the particles were attracted towards the best position so far by any of particles. Research addressing the shortcomings of PSO is ongoing and includes such changes as dynamic or exotic sociometries [6, 7, 8] , spatially extended particles that bounce [9], increased particle diversity [10, 11] , evolutionary selection mechanisms [12] , and of course tunable parameters in the velocity update equations [13, 14] .
The foundation of PSO is based on the hypothesis that social sharing of information among conspecifics offers an evolutionary advantage [1] . It reflects the cooperative relationship among the individuals (fish, bird, insect) within a group (school, flock, swarm). However, in natural ecosystem, many species have developed cooperative interactions with other species to improve their survival. Such cooperative-----also called symbiosis-----co-evolution can be found in organisms going from cells (e.g., eukaryotic organisms resulted probably from the mutualistic interaction between prokaryotes and some cells they infected) to superior animals (e.g., African tick birds obtain a steady food supply by cleaning parasites from the skin of giraffes, zebras, and other animals), including the common mutualism between plants and animals (e.g., pollination and seed dispersion in change of food) [15, 16] .
Inspired by this research, a multi-population cooperation particle swarm optimization (MCPSO） is proposed in this paper, which is devoted to solve the problems of premature convergence and lacking in diversity encountered in many applications of PSO.
The paper is organized as follows: Review of SPSO is provided in section 2. Description of the proposed algorithm MCPSO is given in section 3. Next, experimental settings and experimental results are given in section 4. Finally, section 5 concludes the paper.
Standard Particle Swarm Optimization (SPSO)
The basic PSO is a population based optimization tool, where the system is initialized with a population of random solutions and the algorithm searches for optima by updating generations. In PSO, the potential solutions, called particles, fly in a Ddimension search space with a velocity which is dynamically adjusted according to its own experience and that of its neighbors.
The ith particle is represented as 1 2 ( , ,..., )
l u are the lower and upper bounds for the dth dimension, respectively. The rate of velocity for particle i is represented as 1 2 ( , ,..., )
, is clamped to a maximum velocity vector max v r , which is specified by the user. The best previous position of the ith particle is recorded and represented as (1), the portion of the adjustment to the velocity influenced by the individual's own pbest position is considered as the cognition component, and the portion influenced by gbest is the social component. After the velocity is updated, the new position of the ith particle in its dth dimension is recomputed. This process is repeated for each dimension of the ith particle and for all the particles in the swarm.
