Abstract. The international metrological community is involved in an ongoing series of comparisons of measurement standards. The calculation of differences from a "reference value", some form of weighted mean of the results, has been recommended as a convenient figure of merit for participating laboratories. In temperature metrology, the uncertainties of the defining reference points are dominated by the estimate of the purity of the metal sample used for the fixed-point determinations. As impurities result mainly in a depression of the apparent phase-transition temperature, the corresponding uncertainty has a non-zero mean, and the simple "least-squares" type of statistical technique for combination of uncertainties is inadequate. A robust solution based on the maximum-likelihood technique is proposed. The technique is applied to published data from a triple point of water cell comparison, and it is shown that when an exponential distribution is chosen, the calculated estimate is relatively insensitive to the magnitude of the estimated impurity uncertainty.
Introduction
In the field of temperature metrology, the dominating uncertainty terms often have a non-zero mean [1, 2] . For example, in the determination of the triple point of water, the impurities and any residual gas pressure both lead to a depression of the triple-point temperature. However, both these quantities are set as close to zero as possible by experimental design, and in any particular cell their effects can be characterized only as being "less than" some detection limit. Thus we are certain that the apparent triple-point temperature of a particular cell will be lower than the assigned definition by an amount less than some estimated value. In the absence of any other error terms, it is clear that the cell with the highest triple-point temperature should be taken as that most closely representing the true phasetransition temperature. In the presence of additional sources of error, it is not clear how to determine the appropriate value for the "best" possible realization of the reference point, and, equally importantly, its associated uncertainty.
It has been suggested [3] that the key reference value be taken as a "close approximation to" the International System of Units definition. In the presence of non-zero-mean uncertainty distributions this reference value will surely be biased, unless adequate account of the uncertainty distribution is taken.
Formulation of the problem
Consider measurements of separate artefacts, each of which is supposed to be a realization of the reference cell definition: (1) where is a systematic error arising from sample contamination, a "random" error (for example electrical noise), and , the only unknown, is the "true" value that would be obtained for an uncontaminated cell in the absence of noise. The probability distribution function (PDF) for each error is assumed to be known, but the actual values for the errors are not (otherwise we would simply correct for them). Given a set of measured data : , we would like to have an estimate and an uncertainty for the parameter . We require a function, called an unbiased estimator, which we can apply to a set of measured data, and which will provide us with an estimate for the unknown parameter , and a confidence region about within which is likely to be found. Assuming that the laboratory has a very large set of data characterizing their measurement system, the distributions from which the "noise" errors arise are taken as normal distributions with zero means and known variances .
It is not clear what distributions are appropriate for the systematic errors arising from sample contamination: the "raw information" is only that the purity is "likely" to be less than some given detection limit [4] . Even though the purity of the source material for cells can be well characterized, the contamination of cells for work at the highest levels of accuracy is dominated by the contamination introduced during crucible filling and that occurring during use. Further, the contaminant analysis of samples from a disassembled cell is likely to be dominated by contamination during the cell disassembly and sample extraction. The actual contamination present in a given cell at the time of measurement is thus uncertain and the resulting error may be associated with a probability distribution. Various arguments may be made in favour of a particular form for the "contamination" uncertainty, and different distributions may be appropriate for each of the measured data points. Consequently, several different distributions have been considered: (a) rectangular, in which all values below the detection limit are equally likely;
(b) gamma ( e ) with index , also called the exponential distribution, which is peaked at zero; (c) gamma with index , which is peaked away from zero; (d) normal distribution with a non-zero mean, 5 % probability of being less than zero and 5 % probability of being greater than some specified detection limit;
(e) normal distribution with a mean of zero and 5 % probability of being greater than some specified detection limit. Figure 1 illustrates these distributions, normalized to give 95 % containment probability below a given value (detection limit). 
Solution using the maximum-likelihood method
The usual approach for the development of unbiased estimators for an unknown parameter (in this case ) is to use the "method of moments" on the distributions being combined [5] . Although this provides an analytical solution, it is unwieldy to apply when a number of distributions are to be combined, and must be algebraically solved for each type of distribution. Furthermore, it is only in the most fortuitous situation that a set of minimally sufficient statistics for the combined distribution can be obtained, so generally one cannot obtain an estimator with a minimum variance. Another approach, the maximum-likelihood method [5, 6] , results from consideration of the limiting case of a large number of data points. For each data point, one considers the likelihood of measuring the given point for various values of the unknown parameter. Assuming that each of the data is independent and forming the product of these likelihoods over all the data, gives the likelihood for the unknown parameter. (2) where is the PDF for the net error in the -th cell. As suggested in (1), we consider the net error to arise from two independent processes, a contamination process, with PDF (as discussed above), and a noise process with a normal distribution with variance . The likelihood function , for a given data point, will be the convolution of these. Figure 2 gives examples of likelihood functions obtained for the five distributions considered above. The overall likelihood function, , then becomes (3) Figure 2 . Probability density functions used to model the uncertainty arising from sample contamination, normalized for 95 % containment below 100 mK, convolved with a normal PDF with zero mean and variance 40 mK.
Note that a separate, independent PDF is associated with each data point. The function can then be numerically evaluated and the location of its maximum , the maximum-likelihood estimator (MLE), identified. Around the maximum, can be shown [6] to be asymptotically (in the limit of large ) equivalent to a normal distribution (essentially a statement of the central-limit theorem). A well-behaved confidence interval, CL, expected to encompass in a fraction of cases, can be obtained [6] from (4) where is given by and is the integral over of the normal distribution with zero mean and unit variance. It has been shown [6] that, in the asymptotic limit, and form a minimally sufficient set of statistics, and because (4) is a function only of these parameters, the resulting confidence interval has a minimum variance (i.e. is the smallest). The "FFT" data-convolution function of the ORIGIN data-plotting package was used to calculate (3), and (4) was solved in a simple spreadsheet in ORIGIN. Given the flexibility in the choice of error PDFs and the minimum variance property of the estimator, it is also worthwhile considering the maximum-likelihood estimator along with this analytic "method of moments" calculation.
It is interesting to note that for the case where the error in each data point is purely normal, , the resultant maximum-likelihood estimator is simply the average of the data, weighted by the variance at each point , and the variance of the maximum-likelihood estimator is . This is the same result as the well-known variance-weighted mean of a set of data.
Application to water triple-point cell comparison data
For the purpose of illustration, the method has been applied to reported data from a comparison of triple point of water cells [7] (Figure 3) . The uncertainties given in [7] are expanded to 95 % CL and are also plotted. The likelihood function for these data has been computed and plotted in Figure 4 , assuming PDFs with each of the five uncertainty distributions for the contamination error given in Figure 1 (i.e. with 95 % containment below 100 mK). As expected, the likelihood is approximately normal ( appears parabolic) about its maximum value for all the contamination distributions considered, although the position of the maximum and its width differ slightly depending on which distribution is chosen. Qualitatively, the method locates the "region of best overlap" between the error bars of the data points. The resulting MLEs and 95 % confidence intervals for are also plotted in Figure 3 .
Using the zero-mean-normal PDF effectively takes an average of the data, weighted by the sum of the variances due to "noise" and "contamination", and takes no account of the fact that the "contamination" error is only in one direction. As a result the MLE is lower and the CL larger than the other estimates. It is worth noting that the simplicity of this approach means that it for the data presented in Figure 3 , for five different assumptions for the form of the contamination error probability distribution.
is widely used when the data set is subject to same-sign errors.
Although technically a correct result, given the assumptions, the use of a rectangular distribution effectively adds half of the estimated contamination offset to each data point. The resultant MLE is then influenced as much by the estimate of uncertainty as by the actual measured data. This is intuitively unappealing. In particular, if the random uncertainty is small, the MLE will be outside the range of the measured data. The non-zero-mean normal distribution, having a mean equal to that of the rectangular distribution, gives an MLE with almost identical mean and CL. This is unsurprising, as the uncertainty distributions for the data points were normalized to have 95 % CL and it is 95 % MLEs that have been calculated. This is the approach suggested by the ISO Guide [8] for dealing with asymmetric error distributions.
As the use of an exponential PDF results in a maximum in the likelihood near to the corresponding data point, it results in an MLE within the range of the measured data, whereas the gamma distribution with a PDF with a maximum weighting a little further from the data point exhibits behaviour intermediate between that of the rectangular and exponential PDFs.
An estimate of the robustness of each of the MLEs is obtained by considering the effect on the MLE of a large increase in the estimate of the likely contamination. The effect on the MLE of doubling the estimated "contamination" uncertainty, from 100 mK to 200 mK, is also shown in Figure 3 . Note that the MLE for the exponential PDF is scarcely affected, but the MLEs for the PDFs with a maximum away from zero are significantly shifted.
The favourable behaviour of the MLE for the exponential PDF can be understood qualitatively by considering what happens to the MLE if a new data point is added to the data set. As the PDF associated with the new data point falls off very much faster on the low-side than on the high-side, the maximum of the new likelihood will be shifted much more strongly if the new data point is higher than the original maximum, than if it were lower. The MLE thus remains drawn to the highest data points. In the vicinity of each data point, however, the convolved likelihood is more symmetric, tending towards normal in the vicinity of its maximum (Figure 4 ). For data points in the vicinity of the original MLE, the MLE will then tend to form a simple "least-squares" averaged value, as commented on above. Qualitatively, the estimator can thus be seen to take a least-squares averaged value of those data within their estimated "random noise" error of the maximum of the available data. The histogram of the measured data, given in Figure 5 , suggests that the distribution of the systematic errors is quite asymmetric, leading to a value for the simple average below the mode (maximum) of the histogram. The MLE is somewhat higher, close to the mode of the distribution.
As with any weighted "least-squares" type of average, the estimate is strongly pulled to the data value with the smallest uncertainty. If the assumptions underlying the calculation are violated, such as by a data point lying outside the assumed distribution (i.e. its real likely error is much larger than estimated), incorrect values will be obtained.
Conclusions
The maximum-likelihood technique has been shown to provide a simple and useful method for the determination of a key reference value and its associated uncertainty for non-zero-mean uncertainty distributions. Application to a simulated data set shows that using an exponential PDF for the uncertainty arising from contamination leads to robust conclusions, effectively taking the average of all cells within the random measurement error of the maximum measured cell. The procedure is shown to be relatively insensitive to the choice of the form of the estimated errors. A choice of PDF for likely contamination which is peaked around zero (such as the exponential distribution) avoids the problem of "true" parameter value estimates outside the actual measured data sample, as occurs with the approach where the data are corrected for the expected asymmetry of the likely errors.
