We consider mixed quasi-free states describing N fermions in the mean-field limit. In this regime, the time evolution is governed by the nonlinear Hartree equation. In the large N limit, we study the convergence towards the classical Vlasov equation. Under integrability and regularity assumptions on the initial state, we prove strong convergence in trace and Hilbert-Schmidt norm and provide explicit bounds on the convergence rate for a class of singular potentials of the form V (x) = |x| −α , for α ∈ (0, 1/2).
Introduction and main results
We consider a system of N fermions in three dimensions and we are interested in their manybody time evolution in a weakly interacting regime. A state of the system is represented by a wave function ψ N ∈ L 2 a (R 3N ), where
, . . . , x π(N ) ) = σ π ψ N (x 1 , . . . , x N ), for all π ∈ G N } is the space of square integrable functions antisymmetric in the exchange of particles, G N is the group of permutation of N elements and σ π = {±} denotes the sign of the permutation π. The Hamilton operator acting on L 2 a (R 3N ) is given by
where ∆ x j is the standard Laplace operator, V ext is an external potential confining the system in a volume of order one, λ ≥ 0 is a coupling constant to be determined according to the regime we are interested in and V is a two-body interaction potential that we assume for the moment to be smooth. The antisymmetry of the wave function (which reflects the Pauli's principle) implies that the kinetic energy of N particles trapped in a volume of order one is at least of the order N 5/3 . Since we are interested in a truly interacting effective picture, we choose λ = N −1/3 to make sure the potential energy is of the same order of magnitude of the kinetic one. We now assume our initial datum describes equilibrium states of the trapped system and we look at its evolution resulting from a change in the external field. In other words, as V ext = 0, the system starts to evolve in time. Pauli's principle also implies that the typical velocity of the particles is of the oder N 1/3 , thus the choice λ = N −1/3 captures the time evolution for times of the order N 1/3 . Since we are interested in times of order one, we rescale the time variable and we obtain the following N -body Schrödinger equation
where ψ N,t denotes the evolution in time of the state ψ N . To rewrite (1.2) in a handier way, we introduce the small parameter ε N = N In Eq. (1.2) the parameter ε N defined in (1.3) plays the role of Planck constant . Therefore in this setting the mean-field scaling for fermions, characterised by the factor N −1 in front of the interaction, comes coupled with a semiclassical limit, that is the focus of this paper. Throughout the paper the dependence of ε N on N given in (1.3) holds, though we will omit the subscript N and denote ε N simply by ε to shorten the notation.
Evolution of quasi-free states. As already mentioned, we are interested in initial data ψ N describing equilibrium states of trapped systems. These are approximated in the meanfield regime by quasi-free states. In the mean-field regime, quasi-free states are completely characterised by their one-particle reduced density matrix ω N , the nonnegative trace class operator defined as where tr 2...N denotes the trace w.r.t. the N − 1 coordinates (x 2 , . . . , x N ). Moreover, ShaleStinespring condition (see [26] ) implies that every ω N satisfying (1.5) is the one-particle reduced density matrix of a quasi-free state with N particles. At zero temperature, this corresponds to select a Slater determinant 6) where {f j } N j=1 is an orthogonal system in the one-particle space L 2 (R 3 ). Plugging (1.6) into (1.5) it is easy to see that the one-particle reduced density matrix associated to ψ Slater is an orthogonal projection onto the space spanned by {f 1 , . . . , f N }. In particular, ω 2 N = ω N . Though the time evolution of a Slater determinant is not a Slater determinant because the interaction among particles in principle destroys such a structure, it is known that, in the mean-field regime and under further assumptions on the initial data, ω N,t remains close to a Slater determinant and solves the time-dependent Hartree-Fock equation where, for every x ∈ R 3 , ρ t (x) = N −1 ω N,t (x; x)
is the density associated to the one-particle reduced density matrix ω N,t , ( V * ρ t ) represents the so-called direct term, while X t is the exchange term defined through its operator kernel X t (x; y) = 1 N V (x − y)ω N,t (x; y).
The correctness of the approximation of the many-body Schrödinger evolution by the HartreeFock dynamics for states close to a Slater determinant has been proved in the case of smooth interaction potentials V in [11] for short time intervals and in [7] for arbitrary time intervals, providing in addition an explicit estimate of the convergence rate. In [38] , the Coulomb interaction has been addressed in the aforementioned regime, providing convergence of the time evolution of a Slater determinant towards a solution to the time-dependent HartreeFock equation with Coulomb interaction. The result holds under severe assumptions on the solution of the Hartree-Fock equation, that has to satisfy some integrability and regularity conditions at positive times. In particular, translation invariant states fulfil such assumptions.
At positive temperature, equilibria are expected to be approximated by mixed states, i.e. quasi-free states (see (1.5)) whose one-particle reduced density matrix is not a projection, that is ω 2 N = ω N . The result in [7] has been extended to mixed states in [5] for regular interaction potentials.
Mean-field in presence of singular interactions. When dealing with singular interactions V (x) = 1/|x| α , α ∈ (0, 1], the Hamiltonian takes the form
(1.8)
In particular, the case α = 1 treated in [38] represents a system of N fermions interacting through a Coulomb potential, which describes for instance the dynamics of large atoms and molecules. In this case, the choice ε = N −1/3 is justified by a rescaling of the space variables at a scale O(N −1/3 ) (the typical distance of the electrons from the nucleus) as suggested by the Thomas-Fermi theory (see [25] , [27] ). An analogous reasoning applies to the case of inverse power law potentials and, by appropriately scaling the time variable, it leads to
(1.9)
More details on the rigorous justification of the mean-field scaling coupled to the semiclassical one in the case of inverse power law potentials can be found in [38, 39] . We stress that for both regular and singular potentials, the exchange term in the Hartree-Fock equation represents a sub-leading contribution (see Appendix A in [7] ). For this reason we will drop it in the rest of the paper.
Semiclassical limit. The Hartree-Fock Eq. (2.1) still depends on N . It is therefore natural to ask what happens in the large N limit, which is equivalent to ε → 0 because of (1.3). In this sense, we are here considering a semiclassical limit. To answer this question, we introduce the Wigner transform of the one-particle reduced density ω N,t , defined as
The Wigner transform is therefore a function on the phase space R 3 ×R 3 and it is normalised to 1, i.e. marginals, i.e. W N,t (x, v) dv represents the density of fermions at the point x ∈ R 3 and W N,t (x, v) dx is the density of particles with velocity v ∈ R 3 . The Wigner transform can be inverted by means of the Weyl quantization, defined by
We notice that
where W N,t L 2 is the usual L 2 norm on R 3 × R 3 , A HS := tr √ A * A denotes the HilbertSchmidt norm of a compact operator A and A * is the adjoint of A.
Using (1.10) in the Hartree equation (2.1), it is easy to get an evolution equation for the Wigner transform which suggests that, as N → ∞, W N,t should converge to a probability density W t , solution to the classical Vlasov equation 12) where ρ t (x) = W t (x, v) dv is the spatial density.
The well-posedness of the Vlasov Eq. (1.12) for smooth interaction potentals V goes back to Dobrushin [9] . As V is taken to be the Coulomb interaction, then the Vlasov Eq.
(1.13)
Eq. (1.13) is referred to as the Vlasov-Poisson equation, since it couples the Vlasov Eq.
(1.12) with a Poisson equation (encoded in the definition of E). We remark that the factor 2 appearing in (1.12) is consistent with the choice of −∆ for the quantum kinetic energy instead of − 1 2 ∆. Hence Eq. (1.12) and (1.13) coincide when the interaction V is chosen to be the Coulomb potential.
Existence of classical solutions to the Cauchy problem associated with (1.13) under regularity assumptions on the initial data has been enstablished in [23] in dimension one and in [34] in dimension two. Well-posedness in dimension three has been treated by Bardos and Degond in [4] for small data and by Pfaffelmoser [37] and Lions and Perthame [29] for more general initial densities. More recently, less stringent uniqueness criteria have been provided in [30, 32, 22] .
State of art. The derivation of the Vlasov Eq. (1.12) from quantum evolution equations has been addressed by several authors in the last 40 years. The first results were obtained by Narnhofer and Sewell [33] and by Spohn [43] in the '80s. In these works the Vlasov Eq. (1.12) is derived from the many-body Schrödinger Eq. (1.4) for fermions and bosons in the mean-field regime combined with a semiclassical limit for analytic interactions V in [33] and for V ∈ C 2 (R 3 ) in [43] . See also [20] for a WKB approach for bosons.
A different viewpoint has been considered in [15, 28, 31, 14] , where the Vlasov Eq. (1.12) is obtained in the semiclassical limit directly from the Hartree dynamics. The convergence is established in an abstract sense, namely without control on the rate of convergence. In particular, in [28] and [14] , the authors deal with singular interactions, here included the case of Coulomb potential. Such a result provides the first proof of the derivation of the Vlasov-Poisson Eq. (1.13) from quantum dynamics. As a limitation of the result, the notion of convergence obtained in [28, 14] is very weak. Moreover, the authors make use of compactness techniques, which prevent them to establish explicit bounds on the convergence rates.
The issue of exhibiting explicit bounds has been addressed in [3, 36, 1, 2, 17, 19, 18] . More precisely, bounds on the rate of convergence of the Hartree evolution towards the Vlasov equation have been first obtained in [3] , where the convergence is established in Hilbert-Schmidt norm with a relative rate ε 2/7 for regular initial data and smooth potentials V . Moreover, for smooth interactions, it has been proven in [36, 1, 2] that the solution to the Hartree equation can be written as an expansion -with no control on the remainder -in powers of ε. In the same spirit of [3] , it has been shown in [6] that the convergence holds in trace norm for mixed states and interaction potentials V such that ∇V ∈ Lip(R 3 ), where Lip(R 3 ) is the space of Lipschitz functions on R 3 . Explicit bounds on the convergence rate are provided. By requiring stronger integrability assumptions on V , the authors prove convergence in Hilbert-Schmidt norm for mixed states. Moreover, they prove convergence for the expectation of a class of semiclassical observables at zero temperature (i.e. pure states), thus providing the first rigorous results concerning convergence from the Hartree dynamics towards the Vlasov equation that can be applied to reasonable approximations of ground states.
More recently, a new notion of pseudo-distance reminiscent of the Monge-Kantorovich distance in classical mechanics has been introduced in [17, 18] . This new technique allows to substantially relax the assumptions on the interaction potential V . More precisely, in [17, 18] the convergence of the Hartree dynamics towards the Vlasov Eq. holds with an explicit rate of convergence for a special class of bosonic states (related to Töplitz operators) and for interaction potentials V such that ∇V ∈ Lip(R 3 ). In the bosonic setting, the same authors in collaboration with Pulvirenti have shown in [19] that the convergence is uniform in the Planck constant.
Main results, notations and strategy. The aim of this paper is twofold: on the one hand we extend the results by Lions and Paul [28] and Figalli, Ligabò and Paul [14] for mixed states providing a strong convergence statement (in trace and Hilbert-Schmidt norms) for a certain class of singular interaction potentials, namely V (x) = 1 |x| α , for α ∈ (0, 1/2); on the other hand we exhibit explicit bounds on the convergence rate, that is important for applications to real physical systems. Indeed, in real applications the number of particles N is large but finite and the knowledge of explicit convergence rates is crucial to determine how large should N be in order for the Vlasov equation to represent a good approximation of the Hartree dynamics, and therefore of the many-body quantum dynamics given by (1.4) .
Before stating precisely our main result, we introduce some notations. For s ∈ N, we denote by H s the space of real-valued functions f on R 3 × R 3 such that the Sobolev norm
is finite. In (1.14), β is a multi-index and ∇ β can act on both space and velocity variables. For s, a ∈ N, we denote by H s a the weighted Sobolev space of real-valued functions on
is finite.
For s ∈ N, we denote by W s,1 the Sobolev space of real-valued functions f on R 3 × R 3 with ∇ β f ∈ L 1 for all multi-index β such that |β| ≤ s. Moreover, we will use the shorthand
Lastly, we denote by H t the total energy associated with a solution W t to the Vlasov Eq.
(1.12). More precisely,
is a conserved quantities w.r.t. time, i.e.
for every W t , solution to the Vlasov Eq. (1.12).
We are now ready to state our main result
for some positive constant C. Let W N , the Wigner transform of ω N , satisfy the following assumptions uniformly in N : 
(H4) There exist C > 0 such that for l = 0, 1, 3 and k = 0, . . . , 6
We denote by ω N,t the solution to the Cauchy problem associated with the Hartree equation (1.8) with initial data ω N . Fix T > 0 and let W N,t , t ∈ (0, T ), be the solution of the Vlasov equation 
. . , 4, depending only on the initial data and on T > 0such that
Some remarks are in order:
1. We recall that tr ω N,t = tr ω N,t = N . The bound (1.18) is therefore non trivial. Indeed the difference of the reduced densities ω N,t and ω N,t is smaller than their trace norm by a factor which is a fractional power of ε.
2. The assumption on the kinetic energy of ω N , namely tr (−ε 2 ∆)ω N ≤ CN , is needed to ensure ρ t ∈ L 5/3 (R 3 ) for all t ≥ 0. This is shown via kinetic energy estimates and a proof can be found in Appendix A of [39] .
3. The assumption of the finiteness of the energy H 0 ensures ρ t ∈ L 5/3 (R 3 ), thanks to standard interpolation estimates.
4. Assumptions (H1), (H2) and (H3) guarantee the existence and uniqueness of the solution to the Vlasov Eq. (1.17) . This follows by a simple adaptation of [29] to the case of inverse power law potentials V (x) = 1 |x| α (see Appendix A). Hypothesis (H4) is needed to prove smoothness properties of the solution obtained from (H1) − (H3). These imply that Theorem 1.1 is expected to hold for fermionic mixed states. Assumptions in (H4) are not optimal. However, looking for minimal assumptions falls out of the scope of this paper. Indeed, even though we would be able to relax the regularity assumptions on W N , we would need at least bounds on W N H 2
4
. This is not enough to consider pure states, for which only one derivative is allowed.
The constants C ′
i and D ′ j only depend on the bounds in (H3) and (H4). More precisely,
Moreover, all the constants above depend on T at most as exp(exp(exp T ). This is due to the Grönwall type argument in the proof combined with estimates on the solution of the Vlasov equation obtained following on from [29] . The exact same time dependence can be proven in Theorem 1.2 and Theorem 1.3.
6. Examples of initial data satisfying the assumptions of Theorem 1.1 can be constructed in the same spirit of Remark 3 in [6] .
7. Theorem 1.1 holds true for repulsive and attractive interactions
In addition, more general potentials can be considered as soon as they satisfy the assumptions of Proposition 2.4 below, although they cannot behave worst than |x| −α , for α ∈ (0, 1/2), as x is close to 0. In particular, we cannot deal with the Coulomb singularity at zero. The main obstruction is that the bound (2.16) is not sharp. This matter will be addressed in the forthcoming paper [40] . This remark applies also to Theorem 1.2 and Theorem 1.3 below.
Let us informally describe the main ingredients of the proof. Our strategy relies on the approach initiated in [6] , where a comparison between the Hartree and the Vlasov dynamics is performed at the level of the Weyl quantization. More precisely, we consider the Weyl quantization of the solution to the Vlasov equation (1.17) with initial data W N and compare it with a solution to the Cauchy problem associated to the Hartree equation with the same initial data W N . The main difficulty in our analysis is the singularity of the interaction potential. Indeed, we recall that in [6] V is at least such that ∇V ∈ Lip(R 3 ). The singularity of the potential has been already an issue in [28] , [14] and here the situation is made even more complicated by the fact that we cannot rely on compactness methods, since we look for explicit bounds on the rate of convergence. To tackle this problem, a key ingredient is the use of a generalized version of Feffermann-de la Llave representation formula, which allows to rewrite a radially symmetric function V with certain decay and regularity properties at infinity (see Proposition 2.4) as 19) where χ (r) (x) is the characteristic function of a ball of radius r centred at the origin, the symbol * denotes the usual convolution operation on R d and g is a function that can be explicitly computed in terms of higher order derivatives of V . Eq. (1.19) has been first introduced by Feffermann and de la Llave in [13] for the Coulomb potential V (x) = 1/|x|, and then generalized by Hainzl and Seiringer in [21] . Through (1.19), the l.h.s. of (1.18) can be estimated by a sum of terms, eventually leading to a Grönwall type estimate. The most relevant aspect of such a rewriting consists in isolating the singularity of the interaction and making clear that it can be faced by requiring enough regularity on the solution to the Vlasov equation and thus on its initial data. To characterise the class of admissible initial data, we rely on an adaptation of the well known result by Lions and Perthame on the well-posedness of the Vlasov-Poisson system [29] . In our context, the Vlasov system can be written as
where γ ∈ {+1, −1} models the repulsive or attractive nature of the interaction. Notice that the second equation in (1.20) can be rewritten as a modified Poisson equation in which the Laplace operator is replaced by the p-Laplacian, namely ∆ p with p = (3 − α)/2, which is clearly bigger than 1 if α ∈ (0, 1/2). We underline that the most physical interesting case is the one of the Vlasov-Poisson equation, in which p = 1, achieved when α = 1. Unfortunately, the techniques developed in this paper do not allow so far to consider α ≥ 1/2. Nevertheless, Theorem 1.1 is, up to our knowledge, the only result proving strong convergence for potentials V such that ∇V / ∈ Lip(R 3 ). Albeit Theorem 1.1 provides trace norm convergence with explicit bounds on the reduced density ω N,t towards ω N,t , it does not give any information on the convergence of the Wigner transform W N,t towards a solution to the Vlasov Eq. (1.17) W N,t . This is due to the fact that there is no equivalence between the trace norm of a reduced density and the L 1 norm of its Wigner transform, as it is instead the case for the Hilbert-Schmidt norm of a reduced density and the L 2 norm of its Wigner transform. Motivated by this observation, we provide Hilbert-Schmidt norm convergence of the reduced density ω N,t towards ω N,t in the following Theorem, whose proof strongly relies on the result obtained in Theorem 1.1. 
, depending on the assumptions on the initial data W N and on T > 0, such that
where
, are constants depending on the assumptions on the initial data W N and on T > 0.
We underline that Theorem 1.2 uses strongly the trace norm bound (1.18). As already mentioned, there is no simple relation between the trace norm of a reduced density and the L 1 norm of its Wigner transform. This is why working at the level of Weyl quantization, instead of looking at the Wigner transform, is so crucial here and represents the strength of the approach adopted in this paper. In other words, there is no simple way of reproducing estimate (1.22) directly at the level of the Wigner transform, without passing through the Weyl quantization.
The paper is organised as follows. Section 2 is devoted to the proof of Theorem 1.1. In particular, in Subsection 2.1 some useful notations are given, in Subsection 2.2 the term containing the dominant part is estimated, while the subleading term is analysed in Subsection 2.3. Subsection 2.4 gathers together the estimates from Subsections 2.2 and 2.3 to prove convergence of the Hartree dynamics towards the Vlasov Eq. at the level of Weyl quantization in trace norm. Section 3 heavily makes use of Theorem 1.1 to establish convergence of the Hartree dynamics towards the Vlasov Eq. in Hilbert-Schmidt norm, thus leading to the proof of Theorem 1.2. In Section 4 we give the proof of Theorem 1.3. Lastly Appendix A reviews the theory of existence, uniqueness and regularity for the Vlasov Eq., adapting the well-know result by Lions and Perthame [29] to the case of singular interaction V (x) = 1 |x| α , for α ∈ (0, 1/2), while Appendix B contains some estimates on Gaussian integrals used throughout the paper.
2 Trace norm convergence: proof of Theorem 1.1
This section is devoted to prove Theorem 1.1. To this end, we will make use of the following simple Lemma Lemma 2.1. Let ω N,t be a solution to the Hartree Eq. with initial datum
for some α ∈ (0, 1/2). Let ω N,t be the Weyl transform of W N,t , solution to the Vlasov Eq.
(1.17) with initial data W N , the Wigner transform of ω N . Then
where, for every s ∈ [0, t], B s is the operator with kernel
where A t is the operator with integral kernel
To compare ω N,t and ω N,t , we introduce the two-parameter group of unitary transformations U (t; s) generated by the Hartree Hamiltonian h(t) :
Notice that U (t; s) is such that ω N,t = U (t; 0) ω N U * (t; 0). In order to get rid of the kinetic part of the Hamiltonian h(t), we conjugate the difference between ω N,t and ω N,t with U (t; 0) and perform the time derivative. This leads to
where B t is defined through its kernel as in (2.3). Recalling that ω N,0 = ω N , Duhamel's formula yields
Taking the trace norm in the above expression and recalling that U (t; s) is a family of unitary operators, the Lemma is proved.
In order to prove Theorem 1.1, we will bound the r.h.s. in (2.2) and conclude by Grönwall's Lemma. From ρ s − ρ s in the first term on the r.h.s. we extract the Grönwall term ω N,s − ω N,s , while the second term turns out to give subleading contributions. To deal with the singularity of the potential, we will use the properties ofω N,s , which translate into regularity assumptions on its Wigner transform W N,s , solution to the Vlasov Eq. (1.17).
Notations
We start by introducing some notations that will help us to shorten the exposition. We underline that the notation C will refer to constants, possibly depending on T > 0. When a constant depends on another parameters, we state it explicitly.
We define the operators J k for k = 1, 2, 3 through their kernels J k (x; x ′ ) for x, x ′ ∈ R 3 , as follows:
Moreover, we will denote by J 2,j for j = 1, . . . , 5 and J 3,i for i = 1, . . . , 4 the operators whose associated kernels have absolute values defined by
Estimates on the dominant term
We give the bound on the first term in the r.h.s. of (2.2) in the following Proposition where C i , i = 1, . . . , 8 are positive constants depending on weighted Sobolev norms of W N,s as follows:
j ≤ 2;
The above Proposition relies on the following Lemma, whose proof is postponed at the end of the proof of Proposition 2.2. Under the same assumptions of Proposition 2.2, there exists a constant C > 0, such that
where J 1 , J 2 and J 3 have been defined in (2.6).
We recall here the generalization to radially symmetric functions of the Fefferman -de la Llave representation formula established in [13] for the Coulomb potential. This generalization has been proposed by Hainzl and Seiringer in [21] and we will make use of it in the proof of Proposition 2.2.
Remark 2. Inverse power law potentials V (x) = 1/|x| α , α > 0, obviously verify the assumptions in Proposition 2.4 and the representation formula (2.11) takes a very simple coincise form in this case (see (2.12)). Notice however that Proposition 2.4 applies to more general functions, hence our result can be generalized to all such interaction potentials which fullfill the hypotheses of Proposition 2.4 and do not exhibit a singularity at x = 0 worst than |x| −k for k ∈ (0, 1/2).
Proof of Proposition 2.2. We are now concerned with the estimate of the first term in the r.h.s. of (2.2). To deal with this term, we use a smooth version of the generalized Feffermande la Llave representation formula for radial potentials in Proposition 2.4 12) where the characteristic function 1 {|x−z|≤r} is replaced by χ (r,z) (·) = e −|· −z| 2 /r 2 . We plug (2.12) in the convolution term, thus obtaining
for some positive constant C. Thus the integral in the z variable absorbs part of the power of r and (2.13) reduces to
for some positive constant C. Therefore, we obtain the following expression for the kernel of the commutator in (2.9)
(2.14)
Then, (2.9) can be estimated by
To bound the trace norm of the commutator betweenω N,s and the multiplication operator χ (r,y) , we borrow an idea from [6] . Namely, we insert the identity operator
and perform Cauchy-Schwarz inequality
Writing down explicitly the kernel of (1 − ε 2 ∆) −1 , straightforward computations (see [12] , Chapter 4.3) together with Eq. (1.3) lead to
for some positive constant C. Hence
We make use of Lemma 2.3
where J 1 , J 2,1 , J 3,1 are defined in (2.36), (2.7), (2.8), while J err is defined as
where J 2,k and J 3,j are defined in (2.7), (2.8).
We now divide the integrals in the r variables into two parts: one close to zero and one far away from zero. More precisely, let us fix k > 0 and consider:
• r ∈ [0, k]: the difficulty here is to deal with the singularity at r ∼ 0 in the above expression. Indeed we need to extract powers of r from the Hilbert-Schmidt norms of J i , i = 1, 2, 3, making the bounds as sharp as possible. In the first term in the r.h.s. of (2.18) we use Lemma 2.5 and Lemma 2.6 to get
Moreover, we recall that
Indeed we have that
where the supremum on the r.h.s. is taken over all bounded operators with operator norm less or equal than one.
Therefore, the first term on the r.h.s. of (2.18) is bounded by
for α ∈ (0, 1/2).
• r ∈ (k, ∞): as for this part of the integral in the r variable, we do not need to extract further powers of r. We therefore use the point-wise bounds
in J 1 , J 2,1 and J 3,1 and we are left with
where we have used (2.41) and the change of variables (2.45). The other terms can be handled analogously, thus producing the bounds
for i = 2, 3. Therefore, for the first integral in (2.18) with r ∈ (k, ∞) and α > 0 we obtain the bound
As for the second integral in (2.18) we proceed differently. Indeed, being the singularity at r = 0 worst than the one in the first integral, we need to use also the integral in the y variable to extract a sufficiently high power of r, which cancels the singularity at r = 0. We therefore first make use of the triangular inequality to bound
so that we are left with the bound on
We perform Hölder inequality in the y variable with exponents p = 5/3 and p ′ = 5/2. Thus
(2.27)
We now split the integral in the r variable into two parts. More precisely, for a fixed positive constant k, we consider 
+ C N ε 
+ ρ s L 
We recall that ρ s ,ρ s ∈ L 5/3 (R 3 ), therefore there exists C > 0 such that
uniformly in N (see observation 2. after Theorem 1.1 and Remark 6 below). Moreover for α ∈ (0, 1/2) and δ very small, the integrals in the r variable converge.
• r ∈ (k, ∞): as for this term we proceed analogously to the proof of the bound on the first integral in the r.h.s. of (2.18). We estimate the integral in the y variable of the Hilbert-Schmidt norms of the operators J 2,j , j = 2, . . . , 5 and J 3,i , i = 2, . . . , 4, by first integrating in the y variable. This integration gives rise to r 3/2 . Then, instead of gaining other powers of r from the integral in the x variable as done for instance in (2.56), we use the point-wise bound on the Gaussian (2.57). Therefore the integral in the r variable converges for α ∈ (0, 1/2). Gathering together all the estimates and applying Proposition A.1 and Young inequality, the second integral in the r.h.s. of Remark 3. We recall definitions of f s (2.29) and g s (2.30) and observe that the ε-dependence in (2.28) can be made more explicit by using the factor ε in (2.29)-(2.30).
Proof of Lemma 2.3. The Hilbert-Schmidt norm of the operator (1+x
is given by the L 2 norm of its integral kernel. We notice that
Hence,
where we have introduced the shorthand notation introduced in (2.6). Straightforward computations together with the observation
leads to the following estimates for each term in (2.34):
J 2 and J 3 are bounded respectively by five and four terms which correspond to J 2,k , for k = 1, . . . , 5, and J 3,j , for j = 1, . . . , 4 defined in (2.7) and (2.8).
The rest of this section is devoted to prove bounds on the Hilbert-Schmidt norm of the operators J i , for i = 1, 2, 3, defined in (2.6).
Lemma 2.5.
Proof. We observe that
where we used (2.35) to extract a factor ε. This will turn out to be very important to look at time scales of order one. Indeed, such a ε will be used to cancel the factor ε −1 in front of the time integral in (2.2). We denote the two integrals on the r.h.s. of (2.40) respectively by J 1,1 and J 1,2 , and we observe that for every x ′ ∈ R 3 and ε > 0
Hence, using again (2.35),
We first estimate J 1,1 and focus on the first integral on the r.h.s. of (2.42)
By using Jensen's inequality with measure
and performing the change of variable
with Jacobian J = 8 ε 3 , we obtain the bound
where we have used the identity ε 3 = N −1 . Hölder inequality in the X variable with p = 1 and q = ∞ yields
We observe that the Gaussian e −s(1−s)ε 2 |X ′ | 2 /r 2 and the function e −s(
are point-wise bounded. Moreover, the integral in the X ′ variable produces a Dirac delta,
1,1 is therefore bounded by
We now focus on
The same argument we used to estimate J
1,1 leads to the bound
The term J 1,2 can be estimated following the same lines of the bound for J 1,1 . We therefore obtain
Collecting all the bounds we get
which concludes the proof.
Lemma 2.6.
The proof of Lemma 2.6 can be obtained following line by line the proof of Lemma 2.5. 
(2.52)
Proof. We first observe that
where we denote
We first bound J
2,3 . Jensen's inequality leads to
We start by estimating J 1
HS in such a way that it results to be bounded uniformly in y. To this end, we perform the change of variables (2.45), use Young inequality in the s variable and integrate in the X variable using Proposition B.1, thus obtaining
where in the last inequality we used that the function
is uniformly bounded and that dX ′ e i(v−v ′ )·X ′ is proportional to the Dirac delta in (v − v ′ ). Now we are interested in estimating dy J 
Now we observe that on the one hand the integral in the X ′ variable is bounded by
On the other hand the integrand is bounded uniformly in r and ε, i.e. there exists C ≥ 0 such that
Therefore, interpolating between (2.56) and (2.57) we obtain 
(1−γ)
We choose γ = δ dv sup 
To bound
we notice that the function χ (r/ √ s,y) (x) scales exactly as
for every j ∈ N. Proposition B.1 allows us to mimic here the estimates we have performed to achieve the bound on J 2,3 , thus leading to (2.52) for k = 4.
Lemma 2.8. For δ ∈ (0, 3/4) and the vector valued function
Proof. The proof is analogous to the one of Lemma 2.7 with the following modifications: when performing Jensen inequality, use the measure (2
and apply Proposition B.1.
Proof. We observe that, with respect to the other terms, J 2,2 contains an extra r −1 , thus it is more singular. To get reed of such a singularity and reduce the problem to one of the terms that have been already estimated in the previous Lemmas, we notice that we do not need to extract an extra ε using (2.35) in J 2,2 (indeed, the Laplacian comes with a factor ε 2 in front that is enough to our purposes). Therefore we observe that for every y ∈ R 3
Then the proof proceeds essentially following the same lines of the proof of Lemma 2.7, up to some subtile differences. More precisely, we use (2.41) to define
We first focus on J
2,2 . By using the triangular inequality (2.62), we obtain the bound
The first sum on the r.h.s. in (2.64) can be bounded following the same lines of the proof of Lemma 2.7 thanks to Proposition B.1. As for the second sum, we note that
Therefore we apply Jensen's inequality with the measure δ dv sup
2,2 can be handled analogously, hence the bound 
Proof. As for the previous terms, we start by splitting the integral into two parts according to (2.41), thus defining
We proceed as in Lemma 2.9.For every y ∈ R 3 and s ∈ (0, 1)
Thus, plugging (2.69) into J
3,2 and J
3,2 we obtain respectively
For k = 1, 2, the first sum in J
3,2 can be treated as in Lemma 2.7 using Jensen's inequality with measure
ds, while we can deal with the second sum in J
3,2 by performing Jensen's inequality with measure ds and then proceed by following the same lines in the proof of Lemma 2.7. The key observation to adapt the proof of Lemma 2.7 to the terms we are considering now is that the functions
scale in the same way for all j ∈ N. Proposition B.1 allows to proceed as in the proof of Lemma 2.7.
To sum up, we collect all the terms and obtain the desired bound (2.67).
Lemma 2.11. For every δ ∈ (0, 3/4) and δ dv sup
Proof. The bound is obtained by repeating the same proof of Lemma 2.7, thanks to the observation (2.70) and Proposition B.1.
Lemma 2.12. For δ ∈ (0, 3/4) and the vector valued function
Proof. Thanks to (2.70) and Proposition B.1, we follow the same lines in the proof of Lemma 2.8, thus achieving the desired bound. 
Estimates on the subleading term
We denote by U s the convolution of the interaction with the spatial density at time s
With this notation, the kernel of the operator B :
where ∇ 1 and ∆ 1 stand for derivatives with respect to the first variable. The terms B 1 , B 4 , B 6 , B 7 come with powers of ε which are not enough to our purpose (actually, we need in the end ε a where a > 1). For this reason we write
Being U s a convolution, we can perform derivatives on ρ s , that is bounded thanks to Assumptions (H1) − (H5). Therefore, the generalised Feffermann -de la Llave representation formula for
Plugging (2.74) into the definition of B 1 and using twice Eq. (2.35) and Young inequality, we get
We aim to bound
where we performed the change of variables (2.45). For a fixed k > 0, we split the integral in the r variable into two parts, r ∈ (0, k) and r ∈ (k, ∞), and we estimate them separately. Thus, for r ∈ (0, k) we use Young inequality, recall that Assumptions (H1) − (H5) imply ∇ 2 ρ s L ∞ ≤ C and then integrate in the y variable to extract r 3 which cancels the singularity, thus leading to the bound
For r ∈ (k, ∞), we integrate by parts in the y variable twice and recall that e −|z−y| 2 /r 2 (1 + |z − y| 2 /r 2 ) ≤ C for every z ∈ R 3 . Since ρ s ∈ L 1 (R 3 ) we get the bound
where C depends on ρ s L 1 . Whence, gathering together the two estimates (2.76), (2.77), we get
The Hilbert-Schmidt norms (1 + x 2 ) B 3 HS , (1 + x 2 ) B 4 HS and (1 + x 2 ) B 7 HS can be estimated in the exact same way, thus obtaining
(2.80)
We now estimate B 6 , in which we have to deal with higher order derivatives of U . Proceeding as for B 1 , we first use (2.74) and then divide the integral in the r variables into two parts:
where in the second term we have integrated by parts twice in the y variable. We aim to bound (1 + x 2 ) B 6 2 HS . Therefore we consider the first term in (2.82), perform the change of variables (2.45) and choose k so that k 0 r −α dr = 1. Then we can apply Young inequality with measure r −α dr and we get the bound
For r ∈ (k, ∞), we perform the change of variables (2.45) and recall that e −|z−y| 2 /r 2 (|z − y| k /r k ) ≤ C for every z ∈ R 3 and k ∈ N. Since ρ s ∈ L 1 (R 3 ) we get the bound
where C depends on ρ s L 1 . Gathering together the two estimates (2.83), (2.84), we get
The norms (1 + x 2 ) B j HS , j = 2, 5, can be dealt analogously, thus obtaining
The final result is: where C depends on T , ρ 0 L 1 and assumption (H3) for k = 0 and l = 3. Hence, applying Grönwall lemma we get 
where in the second inequality we used Lemma 2.5 and C, C ′ are positive constants depending only on T > 0 and on the initial data W N . For r at infinity we bound J 1 HS as in (2.23). Moreover, the Hilbert-Schmidt norm of B s in (3.3) can be handled following the same steps in the proof of Proposition 2.13. Of course here we are in a favourable situation because we have two derivatives less than in the case of Proposition 2.13 and no spatial moments to control, thus the bound on B s HS basically reduced in a bound on B 1 HS (where we have used the same notations as in the proof of Proposition 2.13). The assumptions on W N allow us to apply Theorem 1.1 and to get where
, are constants depending on T > 0, on the assumptions on the initial data W N and its derivatives up to order 6. The second term on the r.h.s. of (4.1) can be handled using a stability argument for solutions of the Vlasov Eq. (1.17) satisfying assumptions (H1) − (H5). Such a statement has been proved in the context of regular interactions in [6] . In the case of singular potentials minor modifications of such a proof lead to
where C is a positive constant depending on T > 0 and on the initial data.
The key observation to obtain such a bound consists in noticing that (H3) implies boundedness on derivatives of the Lagrangian flow associated to (1.17), as proved in Appendix A Remark 4.
Gathering together (4.2) and (4.3), we obtain the desired bound.
for some fixed R > 0, β ∈ (0, 1). For α ∈ (0, 1/2) Sobolev embeddings apply to E(t, x) = ∇ 
The first bound implies that
for some constant C R,T > 0, by Gronwall's inequality. Inserting this into the second bound, we also conclude that
∂v is uniformly bounded in norm. To conclude we use the chain rule s.t.
As a simple consequence of integrating (A.6) and using the uniformly in time boundedness of the electric field E, we get
With the uniform bounds on the matrix norms of ∂x(s)/∂v and ∂v(s)/∂v, this implies
∇ z W 0 (y + tv, w) : |y − x| ≤ Rt 2 , |w − v| ≤ Rt for some constant C R,T depending only on R and T . Now, the function that maps (t, x, v) ∈ [0, T ] × R 6 to the r.h.s. of the last line is an element that lies in particular in
. Hence, we conclude
Analogously, (A.4) with k = 0 implies ∇ l v W N,t ∈ L ∞ ([0, T ] × R 3 x ; L 2 (R 3 v )) for l = 1, . . . , 5. Indeed, the bounds (A.8) for higher order derivatives are guaranteed by Assumption 4 and Schauder estimates (see [24] ).
Remark 5. We underline that the constraint m 0 > 3α/(2 − α) comes from Sobolev embeddings. Proceeding as in [35] , it is possible to relax this assumption. However finding minimal assumptions on the initial data falls outside the purpose of this paper.
Before stating our regularity result, we need the following interpolation inequalities .
(A.14)
Fix R > 0 and split the integral in the v variable into two pieces
By optimising in R in the last line of the above inequality, we get 
ii) Suppose that also Assumption 3 holds, then the solution W N,t is unique, with E ∈ L ∞ ((0, T ); C 1,β (R 3 x )), for all β < 1.
iii) If moreover Assumptions 4 and 5 hold, then there exists a positive constant C depending on R and T such that where the integrals are taken over R 3 .
Remark 6. We notice that, by conservation of energy (1.16), to require the initial energy to be bounded immediately implies the kinetic energy to be bounded, i.e. there exists a positive constant C independent on time such that
Proposition A.1 then implies ρ t ∈ L 5 3 (R 3 ).
Remark 7. We recall that in our context the initial datum W N is obtained as the Wigner transform of a given trace class fermionic operator ω N such that 0 ≤ ω N ≤ 1. This condition does not imply in general W N ≥ 0. This problem has been fixed in Appendix A of [6] , where the well-posedness of the Vlasov Eq. for signed measures is established. By standard approximation arguments, Appendix A in [6] applies to the case V (x) = 1 |x| α . Namely, on the one hand we fix a sequence of mollify functions {η ε } ε ⊂ C ∞ c (R 3 ) and define the smooth potential V ε = 1 |·| α * η ε , which satisfies the assumptions in Appendix A of [6] . On the other hand, estimatesà la Lions and Perthame ( [29] ) guarantee that all bounds are uniform ε, thus allowing to perform the limit ε → 0. Details on such standard procedure can be found in [16] .
Sketch of the proof of Proposition A.2. Proposition A.2 can be essentially deduced from [29] . For this reason we summarise here only the main but minor differences with respect to the proofs in [29] or we will give the key observations to proceed as in [29] .
To prove i), we follow line by line the proof of Theorem 1 in [29] . We replace the Poisson Eq. −∆U = ρ by the p-Poisson Eq. −∆ p U = ρ, p = 3−α 2 . Sobolev embeddings hold as well in this case ( [42] ), since 1/|x| α can be seen as a Riesz potenital. Indeed, for a ∈ (0, 3), where 3 represents the spacial dimension, we define the Riesz potential I a (x) = 1 |x| 3−a and the operator I a acting on some Lebesgue measurable functions g by convolution, i.e. for all x ∈ R 3 I a g(x) = (I a * g)(x) = R 3 g(y) |x − y| 3−a dy.
Once i) is proved, Assumption 3 guarantees boundedness on the spatial density ρ t , thus uniqueness of the solution W N,t obtained in i). The proof is a simple adaptation of Section 3 in [29] . In particular, m 0 > 6 implies by Sobolev embedding E ∈ C(R + ; C 0,γ (R 3 x )) for γ ∈ (0, 1). A bootstrap argument and Schauder estimates (see for instance [24] ) lead to E ∈ L ∞ ((0, T ); C 1,β (R 3 x )), for all β < 1. The proof of iii) makes use of Assumption 4 and 5 to gain regularity on the Lagrangian flow and on the solution W N,t . More precisely, Assumption 4 implies that .20) for m = 0, 1, 2. To see this, we need to use Young inequality in (1 + x 2 ) 2 |v| 2m ≤ C(1 + |x| 2 ) 4 + |v| 4m and to bound this latter by C 1 (1 + |x| 8 + |v| 4m ), for some constant C 1 . Then, we recall that a solution of the Vlasov Eq. is transported along the flow (A.6), that is (A.7) holds. We plug (A.7) into (A.20). Then Eq. (A.17) follows from Assumption 4 and the fact that higher order derivatives are bounded, in the same spirit of Remark 4.
Following the same lines of Appendix B in [6] , the first bound in Assumption 5 implies W N,s H 6 4 ≤ C, that is (A. 19) . To this end, we need to prove boundedness of derivatives of the flow. This follows from Assumption 4 and Schauder estimates.
Moreover, the second bound in Assumption 5 guarantees 
B Useful integrals
In this section, we prove a key estimate we have been using throughout Section 2.
Proposition B.1. Let z, w ∈ R 3 , s ∈ [0, 1] and r ≥ 0. For some j, k ∈ N and some constant C > 0, it holds where C is an explicit exactly computable constant.
We now look at the case j, k ∈ N. Using the above computations, we get l.h.s. of (B.1) = e −s(1−s)|z−w| 2 /r 2 du e −|sz+(1−s)w−u| 2 /r 2 |z − u| j r j / √ s j |w − u| k r k / (1 − s) k .
