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One of the useful applications of a quantum computer is quantum simulation.
While the quest for a universal quantum computer is still undergoing research,
analog quantum simulators can study specific quantum models that are classically
challenging or even intractable. These quantum simulators provide the opportunity
to test particular quantum models and scale up the system size to gain insight
into more exciting physics. The analog quantum simulator featured in this thesis
is a cryogenic trapped-ion system. It serves the purpose of a large-scale quantum
simulation by reducing the background pressure for storing a large ion chain with
a long lifetime. This work presents the construction and characterization of this
cryogenic apparatus and its performance as a trapped-ion quantum simulator.
Quantum information is encoded in the atomic state of the ion chain. The
entangling operation in trapped ions uses the collective motion of the ion chain
for quantum simulation. Therefore, it is imperative to develop a cooling mech-
anism to prepare the ion chain to near motional ground-state for achieving high
fidelity operations. Here, with this system, we explore another ground-state cool-
ing mechanism with electromagnetically induced transparency (EIT) in a four-level
system (171Yb+). EIT cooling allows simultaneous ground-state cooling across a
bandwidth of motional modes, which it is useful in a large ion chain. Finally, we
report the observation of magnetic domain-wall confinement in interacting spins
chains. Such confinement is analogous to the color confinement in quantum chro-
modynamics (QCD), where hadrons are produced by quark confinement. We study
the implications of such confinement in many-body spin system by observing the
information propagation after applying a quantum quench of the confinement Hamil-
tonian. We also measure the excitation energy of domain-wall bound states from
non-equilibrium quench dynamics. At the end of this experiment, we explore the
number of domain wall excitations created with different quench parameters, which
can be challenging to model with classical computers.
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Chapter 1: Introduction
Trapped ions platform is a promising candidate for quantum computing [1, 2]
and quantum simulations [3] for its long coherence time [4, 5], high fidelity qubit
state detection [6, 7], and entanglement [8]. Despite all these accomplishments in
this field, many improvements are still needed. Scalability remains a challenge.
As the number of qubits increases, high fidelity detection can be compromised due
to detection crosstalk [9], and entanglement schemes can get more complex [10],
especially in performing quantum computing. Analog quantum simulation, on the
other hand, has less restricted requirements. A quantum simulator may not be
a universal quantum computer, but it can be tailored to study quantum physical
models, notably the quantum Ising model in this thesis.
Furthermore, for quantum computing and quantum simulations in trapped
ions, the quality of the ultra-high vacuum (UHV) in the apparatus can limit the
lifetime of the ion chain due to background gas collisions with the chain. Such
collisions decrease the lifetime of the chain as the system size gets larger. One of the
brute force methods to overcome this challenge is to build a cryogenic ion trap to
reduce the pressure in the vacuum by cryo-pumping. Hence, the work in this thesis
focuses on analog quantum simulations with long ion chain in a cryogenic ion trap.
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Throughout the lifetime of this experiment [11], we have demonstrated a significant
longer ion chain lifetime relative to its predecessor, the room-temperature quantum
simulation apparatus. However, integrating a cryostat into the ion trap system adds
complications in building the system. Therefore, this thesis will serve as a guide in
building a better next-generation cryogenic ion trap.
As an experimental physics graduate student, I am fortunate to build this
apparatus and learn physics with analog quantum simulations. The chapters in this
thesis are arranged to include the constructions of the apparatus till the quantum
simulation experiments that we have done with this device.
1.1 Chapter Summary
Chapter 2
Chapter 2 introduces the fundamentals of ion trapping, including 171Yb+ as
the qubit and the linear RF-blade trap for trapping ions. In this lab, we have cycled
thru three RF-blade traps in which this chapter will describe the characteristics of
such RF traps. Notably, this chapter also explores the implication of segmented and
unsegmented RF blades in such trap design with the COMSOL simulation. Finally,
it provides the measured performance of trap #2.
Chapter 3
This chapter introduces the cryogenic apparatus, which provides a cryogenic
environment (4 K-10 K) to the RF trap. It first presents the motivation and de-
tails of the cryogenic trapped-ion system. Following the building of the RF trap in
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a cryostat, it features the performance of the system, specifically the pressure im-
provement compared to the room-temperature counterpart of this experiment. With
the improved pressure around the ion trapping region, the cryostat also introduces
vibration into the system. We have characterized and measured the consequences
of such vibration with a Raman Ramsey test. Finally, we describe the maintenance
required for this system.
Chapter 4
Chapter 4 features the quantum simulations toolbox with a pair of counter-
propagating Raman beams to perform arbitrary single-qubit rotation and entangle-
ment between ions in the chain. With these basic operations, we then describe the
generation of the long-range transverse field Ising model. This chapter ends with
the extension of generating such model in the experiment . It also calculates the
overlap of the principal axes of the RF trap to the ∆k of the counterpropagating
Raman beams.
Chapter 5
Before jumping ahead to the analog quantum simulation experiment, this
chapter introduces another ground-state cooling mechanism with electromagneti-
cally induced transparency (EIT). The motivation of EIT cooling is simultaneous
ground-state cooling of motional modes within a bandwidth. It describes the theory
behind EIT cooling in a three-level system and extends EIT cooling to a four-level
tripod system, notably in 171Yb+ [12]. By exploiting the concepts of EIT cooling
in a three-level Λ system, the four-level tripod system can also be simplified to an
effective three-level system. Following the theoretical and numerical studies of EIT
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cooling, we experimentally implemented EIT cooling in the system. Finally, this
chapter features the combination of resolved sideband cooling and EIT cooling that
can decrease the total ground-state cooling time while achieving a low motional
quanta of energy.
Chapter 6
At the end of this thesis, it features an analog quantum simulation experiment
of “Domain-Wall Confinement and Dynamics in a Quantum Simulator” [13]. The
effect of confinement here is similar to confinement in Quantum Chromodynamics
(QCD), where the confining potential increases asymptotically without bound as the
particles separate. In QCD confinement, quarks are confined into hadronic particles
by the strong interaction that increases with particle separation. Compared to
QCD confinement, the domain wall (the region between two anti-aligned spins) is
analogous to quarks, and the bound pair of domain walls is similar to meson (a
type of hadronic particles). We first study the consequences of such confinement
in a many-body system by observing the information spreading and the excitation
energy of domain-wall bound states from non-equilibrium quench dynamics. Finally,
we go beyond the confinement regime to explore the number of domain walls after
such quantum quenches with various transverse B-field strengths.
4
Chapter 2: Experimental System - Part I
2.1 171Yb+ Ion for Quantum Simulation
In the experiment, we trap 171Yb+ ion, which has nuclear spin, I = 1
2
, in a RF
trap. The quantum simulation experiments in this thesis work with spin-1
2
system.
Each of the spin states is encoded in the two hyperfine states of the 2S1/2 manifold
as |↓z〉 ≡ |F = 0,mF = 0〉 and |↑z〉 ≡ |F = 1,mF = 0〉 (Fig. 2.1). In 171Yb+ ion,
the 2S1/2 ↔2P1/2 transition is almost a cycling transition, but there is a 0.5% of
spontaneous emission events that the state decays to 2D3/2. Therefore, to close the
cycling transition, a 935 nm laser is on all the time to repump the state to 3[3/2]1/2
and then decays back to 2S1/2. Doppler cooling, optical pumping, and detection
can be done by addressing the transition 2S1/2 ↔2P1/2 with a 369 nm laser [14, 15]
(Fig. 2.2). We implement all these protocols by controlling the frequencies of the
369 nm light with Acoustic-optic modulators (AOMs) and Electro-optic modulators
(EOMs).
2.1.1 Doppler Cooling
After loading 171Yb+ ions from the oven, we Doppler cool these ions with a
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All frequencies listed are in ω/2π, where ω is angular frequency.
Figure 2.1: Energy levels of 171Yb+ ion. The 2S1/2 hyperfine manifold represents
the spin states of the spin-1
2
system where |↓z〉 ≡ |F = 0,mF = 0〉 and |↑z〉 ≡
|F = 1,mF = 0〉 are separated by hyperfine splitting ωHF = 12.64GHz. The 369
nm laser addresses the transition from the 2S1/2 ↔2P1/2, which is used for cooling,
optical pumping, and detection. There is 0.5 % chance for the state at 2P1/2 to decay
to 2D3/2. To repump the state back into
2S1/2 ↔2P1/2, the 935 nm laser excites the
state from 2D3/2 to
3[3/2]1/2, then the state decays back to
2S1/2. The off-resonant
355 nm Raman laser is used to perform coherent manipulation on the spin, which




the Doppler cooling in reducing the average kinetic energy on the ions depends on
the scattering rate from 2P1/2, F = 0. The scattering rate
1 can be written as:
γs =
sγ/2
1 + s+ 4(∆/γ)2
(2.1)
where the linewidth of 2P1/2 γ = 19.7 MHz, saturation parameter s = I/Isat, with
I as the beam intensity and Isat =
πhcΓ
3λ3
, c is the speed of light and h is the Planck
constant, and ∆ is the detuning from the 2S1/2, F = 1 ↔2P1/2, F = 0 transition.
For optimal Doppler cooling that maximizes the scattering rate at ∆ = γ/2, the
Doppler cooling temperature and average phonon numbers n̄ are:
kBT = h̄Γ/2
h̄ωm(n̄+ 1/2) = h̄Γ/2
(2.2)
ωm is the motional modes of the ion chain.
The Doppler cooling laser has all polarizations π and σ± and is red-detuned
from the transition between 2S1/2 on F = 1 and
2P1/2 on F = 0. For more efficient
cooling in 171Yb+, we also couple the states in the F = 0 in the 2S1/2 manifold for
Doppler cooling (Fig. 2.2 a) with the second sideband of a 7.14 GHz EOM2.
2.1.2 Optical Pumping and Detection
The spin states are initialized to |↓z〉 via optical pumping [14]. The first
sideband of the 2.105 GHz EOM excites the state from 2S1/2 on F = 1 and
2P1/2 on
F = 1, then the state of the spins will decay to |↓z〉 (Fig. 2.2 b). This process will
1The scattering rates formula here is derived from the steady-state solution of the Optical Bloch
equation for a two-level system [16]. A detailed derivation of two-level system Doppler cooling is
shown in [17, 18]. One can also find the optimal Doppler cooling parameters in 171Yb+ ion as a
function of B-field to include the Zeeman levels at the F = 1 of the 2S1/2 manifold.
2There was no 14.7 GHz EOM when we set up the lab. Nowadays, 14.7 GHz EOM is commer-
cially available for 369 nm.
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continue till all the states are in |↓z〉. From here, the spin states can be prepared to
product states along any axis of the Bloch sphere by applying rotation pulses with
microwave or Raman operations.
We detect the state of the spins in ion chain by collecting the spin-dependent
fluorescence on an Andor IXon Ultra 897 EMCCD camera with site-resolving imag-
ing. A resonant 369 nm laser between 2S1/2 on F = 1 and
2P1/2 on F = 0 is shined
during state detection. Photons are scattered off when the spin state is in |↑z〉, but a
negligible number of photons is scattered when the qubit is in |↓z〉 (Fig. 2.2 c). We
can rotate the measurement along with any basis using global rotation pulses, which
allows the measurement of all individual magnetizations and many-body correlators
along any single axis.
At the beginning of the data taking, we calibrate the number of photons
scattered from the bright |↑z〉 and dark |↓z〉 states of each spin to find the binary
threshold for spin-state discrimination. The bright and dark states of the setup
in this thesis have an average fidelity > 97%, which is sufficient for the quantum
simulation experiments described here3. The dominant error sources here are off-
resonant mixing of spin states during detection, crosstalk between adjacent ions,
electronic camera noise, and laser noise.
2.2 The Fundamentals of RF Trap
Based on one of Maxwell’s equations, ∇ · ~E = 0, the electric field has no
divergence in a region with no free charge density. From this equation, Earnshaw
3For quantum computing purposes, a higher state detection fidelity > 99% in 171Yb+ can be
achieved [7].
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Figure 2.2: Doppler cooling, optical pumping, detection schemes for 171Yb+ ion. a)
Doppler cooling: the second-order sideband of the 7.14 GHz EOM pumps the states
out from 2S1/2, F = 0 to
2P1/2, F = 1. b) Optical pumping: the first-order sideband
of 2.15 GHz EOM is applied to the resonant light of the 2S1/2 ↔2P1/2 transition to
excite the state to the F = 1 of the 2P1/2 manifold. Optical pumping continues till
all the states decay to |↓z〉. c) Detection: resonant light of 2S1/2, F = 1 to 2P1/2,
F = 0 transition is shined to the ion chain for spin-dependent detection. Scattered
photons indicate the state is in |↑z〉. Conversely, detecting a negligible number of
photons indicates the state is in |↓z〉.
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proved that a charged particle could not be confined in all directions simultaneously
in a static electric field. However, a combination of static electric and magnetic fields
(Penning trap) or oscillating electric fields (RF trap) can confine charged particles.
Here, this experiment focuses on RF trap. In the experiment, we use a linear
RF trap with four gold-plated blades, which consist of two RF blades and two-
segmented static blades electrodes (Fig. 2.3). The total potential of the RF trap is
first simulated using finite element techniques with COMSOL, and the properties
of the trap are studied experimentally. However, for simplicity in understanding a
linear RF trap [19], the total potential at the center of the trap is:



















where κ and ρ are the geometric factors that depend on the trap geometry and the
orientation of the RF and static electrodes of the ion trap. The V0 (U0) is the RF
drive amplitude (axial) voltage, R (Z) is the transverse (axial) distance from the
ion to the electrode, and Ωd is the RF drive frequency. In this derivation, x and y
are the transverse directions of the trap, and z is the axial direction, which is along
the trap axis. V1 from Eq. 2.3 describes the time-varying potential near the axis of
the trap that the gradient of the electric fields yields the effective pseudopotential,
which confines the ion chain radially. V2 in Eq. 2.3 is a static potential that traps
the ion chain axially. From Eq. 2.3, the total electric field is


































Figure 2.3: Linear RF trap in a cryogenic setup. a) The physical mounting of the
linear RF trap with four gold-plated blades. b) The CAD model of the linear RF
trap in a).
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Here, we assume Ex = 0, Ey = 0, Ez = 0. Using the total electric field, we can















ayy + 2qy cos(Ωdt)y









and qx = −qy = 2eκU0mR2Ω2d , qz = 0. By making the
substitution of Ωdt = 2τ , Eq. 2.4 is in the form of ü+ (au + 2qu cos(2τ))u = 0. The




C2n cos((2n+ β)τ) + iP2
∞∑
n=∞
C2n sin((2n+ β)τ) (2.5)
where P1 and P2 depend on the initial conditions. β and coefficient C2n can be
solved by plugging this stable solution into the Mathieu equation. The details of
this calculation can be found in [21, 22] with the assumption all the |a|  1 and


























where x1, y1, z1 are the first-order amplitude of the ion positions in all directions,








q2x,y,z are the secular frequencies of the ion in all directions. Therefore,
for a single ion case, the ion will experience a secular motion in a harmonic oscillation
with frequencies ωx,y,z and amplitude x1, y1, z1 for each direction. Furthermore, due
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to the RF-field generating the pseudopotential for trapping ion, there is an ion
motion depends on the cos(Ωdt). This is called the ‘intrinsic micromotion’ of the
trap. In addition, a uniform static electric field (Edc) or stray electric field can cause







































) with x̂, ŷ and ẑ as
unit vectors for all three directions of the trap. Depending on the degree of control
on the static electric field of the trap, this excess micromotion term can be nulled
by compensating the stray electric field with trap electrodes.
2.3 Motional Modes of the Trapped Ions
From section 2.2, the effective pseudopotential and static potential in RF traps
confine the ions with secular frequencies, ωx,y,z, along each direction. As more ions
are added, the ions in the chain will push each other away due to the Coulomb
repulsion. When these two attractive and repulsive potentials balance out each
other to have minimum energy, the ion chain will be in an equilibrium position. The
notable configurations of the equilibrium position ion chain in this thesis are linear
and zigzag ion chains. We mainly use a linear ion chain for quantum simulation
purposes. The condition to obtain N number of ions in a zigzag chain is when
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the ratio of the transverse frequencies ωt to the axial frequency ωaxial, ωt/ωaxial <
N/
√
log(N) [23], where the ion chain is squeezed axially.
However, when the ion positions are perturbed from equilibrium, the ions will
experience oscillations with respect to the equilibrium position. These oscillations
can be Fourier transformed to find the normal modes of vibration in the N -ion
chain, and there will be 3N motional modes which consist of two sets of transverse
modes and one set of axial modes. The motional modes along the transverse di-
rections are higher than the axial motional modes due to the stronger transverse
confinement. The transverse center-of-mass (COM) motional mode is the highest
transverse frequency. Conversely, the axial COM motional mode is the lowest fre-
quency. In trapped-ion quantum computing, these motional modes mediate the
spin-spin interaction via the Mølmer-Sørensen scheme [24,25] to generate entangled
state in trapped ions. As for quantum simulation, this scheme is implemented where
motional modes are off-resonantly excited to generate the Long-Range Transverse
Field Ising Model (TFIM)4.
2.4 Experiment Linear RF-Blade Trap
In the experiment, we choose a linear RF-blade trap for its high optical access
in all directions. The trap consists of two RF blades and two static blades. Each
of the blades is made of alumina. They are coated with a 100 nm titanium layer
followed by a 1µm layer of gold. Each blade is electrical-connected with a gold
ribbon, which is wire-bonded onto the blade, and the other end of the ribbon is




Figure 2.4: Wire bonding electrode. a) This an example of wire bonding a 0.015”
wide and 0.001” thick gold ribbon onto a static blade with five different electrodes
in it. b) We solder 800 pF capacitors for each static electrode to shunt RF pickup
voltages. c) The blades are mounted on the sapphire holder. d) Each gold ribbons
goes through the holes on the sapphire holder, and the other end of the ribbon are
soldered to a copper pad (Fig. 2.3 b).
soldered to the copper pads (Fig. 2.3 and 2.4). These blades are mounted in 60◦/30◦
configuration onto the sapphire holder, which also acts as an effective heat sink for
the higher thermal conductivity of sapphire. The detail of the trap construction is
in Ref. [11]. In the lab frame, the axial direction of the trap is x, and the transverse











Segmented RF Unsegmented RF
CM M EE CM M EE
Figure 2.5: Two different CAD designs of the linear RF-blade trap. Both designs
have two segmented static blades (each with five individually controlled electrodes)
and two RF blades (each blade with a global RF bias). C (M, E) shows the center
(mid, end) static electrodes. Left: The RF blades consist of a blade with five
segments along the axial direction of the trapping region. Right: The RF blade
consists of a blade with no segment. a) An angled view of the trap model in CAD.









Figure 2.6: Trap #1 with both enriched 171Yb and natural Yb abundance ovens
near the trap.
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2.4.1 A Brief History of Traps Used in this Lab
To date, we have used three variations of hand-aligned linear RF-blade traps.
Each of them has four blades, with two as the static5 blades and another two as the
RF blades. The same type of blades is aligned diagonally opposite with each other.
The design of trap #1 and #2 are the same with their RF blades segmented (left
of Fig. 2.5), unlike the unsegmented RF blades in trap #3 (right of Fig. 2.5).
Trap #1: The blades in this trap are damaged and are no longer in use. During the
initial stage of the experiment setup, we placed the two Yb ovens (Fig. 2.6) near the
RF trap, which were located at the 4 K stage of the cryostat6 (Fig. 2.6). The main
flaw of having the ovens in the 4 K region was these ovens would heat the 4 K stage,
and the trap would physically move due to thermal expansion/contraction. As a
result, the alignment of the cooling lasers needed to be adjusted when the ovens are
ramped up/down. After a few iterations of this inconvenient trapping process, the
performance of trap #1 degraded as the gold coating on the blades was peeled off.
We attribute this to the temperature gradient from the heating the oven and the 4
K environment of the trap.
Trap #2: This is the trap that we are currently using. It has the same design as
Trap #1, but the enriched 171 Yb oven is located at the room temperature section of
the apparatus (Fig. 2.7). There is a line of sight between the oven and the ion trap
at 4 K such that Yb flux can enter the trap during ion loading. One disadvantage of
this setup is compromising the 4 K stage background pressure. This setup exposes
5Also known as constant voltage or DC in lab terms.
6The details of the cryostat will be explained in the next chapter.
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the ion trap region to the room temperature vacuum region7. Ablation loading can
be an alternative to oven loading in the cryogenic setup. With ablation loading,
the 4 K region will be less exposed to the room temperature region, improving
the overall pressure around the trap. Unfortunately, there was a DAC malfunction
accident on the oven control. As a result, the trap was blasted and coated with Yb
flux (Fig. 2.8)8. We cleaned up most of the Yb on the trap but the remaining Yb
left has altered the electric field lines of the trap. Such change in the electric field
lines is most prominent when we apply the 355 nm Raman beams in weak trap-axial
confinement. The dielectric charging in the trap from the Raman beams pushes the
ion chain along the axial direction.
Trap #3: This is a linear-blade RF trap. It uses unsegmented RF blades, unlike
the previous traps. We are not using this trap. The combination of unsegmented
RF blades with the segmented static electrodes creates an extra and unwanted axial
confinement near the segmented regions. This results in the ion chain splitting
into multiple sections, especially for large ion chain larger than the center electrode
(≈ 150µm).
2.4.2 Segmented and Unsegmented RF trap COMSOL analysis along
the axial direction of the RF-blade trap
The lab explores two different RF-blade trap designs: segmented and unseg-
mented RF traps with segmented static electrodes. The potentials of both trap
7We have 1× 10−9 Torr pressure gauge on the room temperature vacuum region. The pressure
of the room temperature region is on the order of 10−9 Torr, unlike the vacuum of the room-
temperature apparatus that is < 1× 10−11 Torr. Due to the low temperature and low background
pressure from differential cryo-pumping, the background pressure of the cryogenic trap’s surround-
ings is  1× 10−11 Torr.









4K Shield 40K Shield
Room Temperature Stage
Figure 2.7: Cross-section view of the cryostat for the experimental region. It has
both the 40 K and 4 K regions, which are enclosed by 40 K and 4 K shields. The
oven is located outside the shields and in the room-temperature vacuum. The RF




Figure 2.8: Aftermatch of DAC malfunction on the oven. a) This is the pinhole
connecting the room temperature oven to the 40 K stage. b) Yb coated the 40 K
pinhole. c) 4 K shield pinhole allowing Yb flux to enter the trap. d) Yb flux passed
through the trap and imprinted on the window opposite the oven. A ‘negative









Figure 2.9: Axial view of the trap model for COMSOL. The distances between the
tips of the electrodes are 340µm/140µm. The bottom magnified view illustrates the





















Figure 2.10: COMSOL potential simulations for the segmented and unsegmented
RF traps along the axial (x) direction of the yz-center of the trap. The gray lines
represent the gap locations between the center blades (length: 75µm) and the two
adjacent blades. The green (blue, red) displays the XY (XZ, ZY) potential along
the x-direction of the trap. The segmented RF trap x-axis potential simulation
(darker colors of green, blue and red) shows a more uniform potential along the
x-axis. Conversely, the x-axis potential simulation of the unsegmented RF trap
(lighter colors of green, blue and red) behaves sinusoidally.
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designs are simulated with COMSOL. COMSOL provides a close approximation to
the trap potential, although deviations from the simulation are expected as all the
blades are hand-aligned. We import the CAD designs of the trap into COMSOL.
For a direct comparison between the two models, the separation between electrodes
(Fig. 2.9) is kept constant, and only RF voltage with max amplitude 500 V is ac-
counted for both simulations. The simulation result of the unsegmented RF blades
shows there is a non-zero potential along the axial direction which increases near the
gap between the center DC electrode to the two adjacent electrodes (Fig. 2.10). As
a consequence of the non-zero potential, long ion chain will have multiple ion-chain
sections. We also observe this split experimentally. Conversely, for the segmented
case, the potential along the axial direction is significantly lower, which is very use-
ful to obtain a long ion chain (Fig. 2.10). As a result, we choose trap #2 even after
the oven accident.
2.4.3 Trap #2
After investigating the simulations of the trap, we experimentally measured
the secular frequencies of the trap. The data presented here was performed with
trap #2 after the oven accident with ωaxial/2π ≈ 400 kHz on 2019-05-219. Using
a harmonic trap, we measure the trap frequencies at different ion positions using
counter-propagating Raman beams10 to probe the motional modes of with ion chain
size of two (Fig. 2.11). The Raman beams are aligned along the y-direction, and
the two principal axes of the trap but not along the axial (x) direction of the trap.
9This is an example of trap frequencies measurement for future comparison. This trap has Yb
coated on the blades, and the trap behavior might change with time.
10Raman operations will be explained in details in Chapter 4.
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Figure 2.11: Trap frequencies were measured with two counter-propagating Raman
beams to probe the motional modes of the ion chain. Color circles represent the
data taken. Top: The two COM transverse frequencies of a single ion at different
x-position. The solid color lines show the fit of data with Ax2 +Bx +C. Bottom:




The axial frequencies are computed by
√
ω2COM − ω2tilt, where the tilt mode is the
next motional mode after the COM mode. Although it is not shown in this thesis,
‘tickling’ is another method to measure the trap frequencies11.
The ion chain is imaged into an ANDOR iXon Ultra 897 EMCCD camera
first with a 0.43 NA Photon Gear objective and then with a 0.13 NA Thorlabs
objective. Therefore, we need to understand the corresponding number of pixels in
the camera to the real separation between the ions. The separation between the two













where l is the length scale with Z as the degree of ionization of the ions, e as the
electron charge, ε0 as the permitivity of free space, and νaxial = ωaxial/(2π). We
extract the ∆x2 ions by measuring ωaxial and obtain the number of pixels between
each ion with the camera. Using this information, the calibrated conversion from
the pixel to µm ≈ 0.161 µm/pixel.
As the ion chain moves to the edge of the center static electrode, the COM
transverse frequencies decrease, and the data trend is fitted to Ax2 + Bx +C (Fig.
2.11) as it is in a harmonic potential. The COM axial frequency also changes with
distance and exhibits behavior similar to the unsegmented RF blades and static
blades COMSOL simulation. Still, it differs from the COMSOL analysis of the
segmented RF blades and static blades. The main difference between the simulation
11‘Tickling’ the ion injects a small oscillating voltage into the trap through the static electrode.
The motional frequencies of the ion will be excited when the ‘tickle’ frequency is resonant with
one of these motional frequencies.
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and the experiment setup is we apply non-zero constant voltages to all the static
blades. As described earlier in this section, Trap #2 was also involved in the DAC
malfunction which caused the Yb oven to release high Yb flux to this trap.
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Chapter 3: Experimental System - Part II
One of the scaling challenges in a trapped-ion system is the rate of background
gas collisions with the ion chain. Such collisions can disrupt the information of the
qubit and cause the loss of the whole chain. Therefore, it is crucial to engineer an ex-
treme high vacuum (XHV) environment to minimize the background gas pressure of
the vacuum system. Another advantage of having an XHV environment is reducing
the rate of ion re-ordering in the ion chain. This is especially useful for experiments
with individual-ion addressing and/or mixed-species-trapped-ion system [27].
3.1 Introduction
The background gas pressure in a UHV system is due to degassing from the
inner surfaces of the apparatus. In recent years, using titanium coating and heat
treatment can achieve XHV in room-temperature vacuum system [28]. However, it
remains a challenge to integrate a RF trap in such XHV room-temperature vacuum
system as many components in the system may not be XHV compatible (i.e., elec-
trical insulators such as Kapton). Therefore, housing the RF trap into a cryostat
provides an alternative to achieve XHV. With a cryostat, the degassing from the
components in the apparatus can be eliminated by cooling down the apparatus to
cryogenic temperatures, where cryo-pumping turns the inner surface into getters
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for trapping most of the residual background gas. The lowest pressure measured
via cryo-pumping is < 5 × 10−17 Torr [29]. Besides that, the cryogenic environ-
ment reduces the average kinetic energy of the gas. The ion chain remains intact
even when the background gas collides with it. Another advantage of using a cryo-
genic trapped-ion system is achieving a few order magnitude suppression of heating
rates [30–32] due to surface patch potential and electric field compared to room-
temperature setup. With these advantages, merging both RF trap and cryogenics
is pursued and demonstrated [11,33,34].
3.2 The Cryostat
There are a few different kinds of cryostat in the market. One of them is a flow
cryostat [35] which has low acoustic noise from the cryocooler but requires continu-
ous replenishment of cold liquid coolant, which is expensive and time-consuming. In-
stead, the cryogenic trapped-ion system here [11] uses a close cycle Gifford-McMahon
cryostat, which does not require constant refilling of the coolant. We choose this
closed-cycle cryostat as it has a Vibration Isolation System (VIS) compared to other
closed-cycle cryostats that suffer severe acoustics noise. The vibration from the cold
finger is mechanically minimized from the main vacuum apparatus through an ex-
change gas region filled with helium gas1. This region is kept 1 psi above the
atmospheric pressure (Fig. 3.1 a). The only mechanical coupling between the cold
head to the rest of the apparatus (which is mounted on an optical breadboard2) is
1Hopefully, the cryostat technology will continue improving and an efficient and vibration-free
solution will be achieved.
2The optical table is not floating to minimize the risk of having mechanical contact between
the base of the VIS to the cold finger.
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the VIS. In the VIS region, it is sealed with the rubber bellows3 that confines the
helium gas. This helium gas serves as a thermal link between the cold finger and
the sample mount where the RF trap is mounted on. With the VIS, the vibration of
the system is minimized to < 70 nm rms amplitude (It will be discussed in section
3.8.).
The top of the cryostat (SHV-4XG-15-UHV from Janis Inc.) is a cold head
(SRDK-415D2 from Sumitomo) that is powered by a F-70L Sumitomo helium com-
pressor. This cold head features two stages with different cooling powers: the 40 K
stage has 45 W, and the 4 K stage has 1.5 W. The RF trap and its resonator are
mounted in the sample mount in the 4 K region. This region is shielded from the
room-temperature black body radiation4 with two aluminum concentric cylindrical
radiation shields at each of the 4 K and 40 K stages (Fig. 3.1 a). The estimated
black body radiation heat loads are Q̇40K ∼ 5.5 W and Q̇4K ∼ 550µ W, which are
lower than their respective stages cooling power. The thermal heat load due to most
of the electrical wiring is negligible (∼ 100µW). The four SMA cables connected
to the RF electrical feedthrough, on the other hand, are not heat sunk, and the
estimated heat load is ∼ 500 mW at the 40 K stage and 220 mW at the 4 K stage.
We observe a temperature increase of 0.4 K in the 4 K region when we raise the RF
amplitude VRF from VRF ≈ 100V to VRF ≈ 500V during ion loading, which takes
about 3-4 minutes.
Furthermore, in designing the apparatus, it is essential to balance between
3We replaced the rubber bellow with a silicone bellow.
4The black body radiation heat load is estimated using Stefan-Boltzman law and the heat load
for a given surface S is Q̇40K = eSσ(T
4
1 −T 40 ), where σ = 5.67×10−8WK
−4m−2, e is the emissivity
(the ability of a surface to emit energy. e = 1 for ideal radiator).
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the heat load and the optical access to send lasers to the RF trap with the given
total cooling power of the cryostat. Therefore, the base of the cryostat is a spherical
octagon to hold eight 1” diameter windows to provide optical access in the x, y-
directions. The bottom of the cryostat features a 2.25” re-entrant window which
allows a numerical aperture of 0.5 NA to image the ions along the z-direction. The
cryostat is mounted on an elevated optical table to accommodate ion imaging optics
from the bottom. The total heat loads from the recessed windows are estimated to
be 2.4 W on the 40 K shield and 1.7 mW on the 4 K shield. This is below the heat
load budget of the cryostat. Therefore, this cryostat can cool down the system to
4.5 K in about 5 hours with both the RF trap and helical resonator in it. We also
have temperature probes (Lakeshore DT 670A1-CO) to monitor the temperatures
on four locations: The resonator, RF trap, 4 K stage, and the 40 K stage. During
the steady-state operation of the system, we have a heater to raise the temperature
of the 4 K stage to 7− 10 K to prevent helium gas from condensing around the cold
finger5. As a result, the mechanical coupling of the cold head to the apparatus is
reduced.
5A PID feedback loop can be set up to maintain the temperature above the helium condensation
point. When the resonator temperature stabilizes, the RF-voltage VRF to the trap stays constant.
Therefore, the temperature PID feedback mechanism will be helpful as we lower down the VRF
during ion loading and then raise the VRF after loading. During this process, the temperature of
the 4 K region currently changes and takes about 5 minutes to equilibrate before further calibration
and data taking. Without the feedback mechanism, it is crucial to wait for the temperature of
system to settle down to minimize the drift of transverse frequencies with VRF. In the current


























































Figure 3.1: The cryostat that houses the RF trap. a) The side section view of the
Gilford-McMahon cryostat. b) The magnified cross-section view of the lower part of
the cryostat, which is rotated 90◦ with respect to a). A z-magnetic coil is mounted
on the bottom of the re-entrant window flange. An aluminum fixture, with heaters
in it, is mounted onto the inner diameter of the magnetic coil to the window flange
to avoid water condensation on the surface of the window during the cool-down
process. The heaters are kept active when the system is cooled down to < 10 K.
3.3 Cooling-down procedure
This apparatus is separated into two regions: The enclosure of the VIS and
the UHV region (Fig. 3.1).
Enclosure of the VIS
Before activating the cold head, the VIS region (Fig. 3.2) is purged with
99.999% Ultra-High-Purity (UHP) helium gas. With the helium gas valve closed, a
scroll pump evacuates this region until the bellow gets sucked in6. This VIS system
is not UHV as it is sealed from the room environment with only screws going into a
metal ring, the bellow, and the plate as shown as in Fig. 3.2. When the scroll pump
6We achieved 3.4 × 10−1 Torr in the VIS (the engineers at Janis/Lakeshore mentioned this
is safe.) with the silicone bellow using the dry scroll pump of the TPS-compact Turbo Pumping
System without activating the turbo pump. The baseline pressure with this scroll pump is 4×10−2
Torr with the valve to the VIS closed. However, the cryostat manual mentions to evacuate the
shroud to < 1× 10−4 Torr for a faster cooldown and lower final temperatures.
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connection is closed, the bellow should stay sucked in for at least 15 minutes to check
for any major leaks, otherwise the bellow would start to expand7. Then, the helium
valve is opened to fill the VIS with helium. The safety valve here allows excess
helium to escape, preventing the bellow from bursting. Following the helium-filled
VIS, the helium valve is closed, and the scroll pump connection is opened to remove
the gas in VIS and the helium gas. This procedure is repeated multiple times to
purge the system with helium. Once the purging process is finished, close the scroll
pump connection and regulate the VIS at 1 psi above the atmospheric pressure with
helium to ensure that the helium is constantly occupying the VIS. This reduces the
room’s background gas (nitrogen gas, water vapour, oxygen etc.) from leaking into
the VIS as the partial pressure of such gas is significantly lower in the VIS after
purging. However, with the VIS seal, it is expected that the background gas to leak
in, and these gases are frozen in the colder region. During warm up, specifically, ice
in the VIS melts and deposits at the bottom of the VIS. Consequently, after many
cycles of warming-up, a pool of water is deposited at the base of the VIS, increasing
the mechanical coupling from the cold head to the apparatus8. The details will be
7This instruction is from Janis/Lakeshore’s engineer in October 2020. However, after the re-
placing silicon bellow, we experience visible vibration on the ion occasionally. We attribute this to
two factors. 1) The silicone bellow, which has a relatively larger diameter than the rubber bellow,
touches the screws that hold the silicone bellow in place. When the silicone bellow is inflated,
it changes the structural support, and mis-aligns the cold head, resulting mechanical coupling to
transfer to the experiment region. This is fixed by re-aligning the cold head with the cold head
off. If this is done while it is cool, the temperatures will shoot up. 2) Before the silicone bellow
replacement, the initial rubber bellow was held by screws and also adhered to the top and bottom
plates by epoxy. After the bellow was replaced, there is no epoxy used as instructed. We suspect
the epoxy keeps the bellow in place relative to the flanges, preventing more air to enter the VIS.
The current vibration could be due to icicles forming in the VIS, increasing the mechanical cou-
pling. Till date (March 2021), we are corresponding with the engineer from Janis/Lakeshore for a
solution.
8A sign of water build-up is the decrease of T2* coherence time of the qubit. T2* explanation
is in the coherence section of this chapter (Section 3.9).
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discussed in the Maintenance section (3.10).
The UHV region
Before the cooldown, the apparatus is pre-evacuated using a turbo-molecular
pump (TPS-compact Turbo Pumping System) until the MKS-390511-0-YG-T (not
shown in Fig. 3.1) gauge reaches about 2×10−5 Torr. This system also has a SAES
NexTorrD-100 getter and ion pump (Fig. 3.1b) since hydrogen is the least efficiently
cryo-pumped gas. The SAES NexTorrD-100 is activated during the cooldown.
The heater near the re-entrant windows needs to be switched on to prevent
water condensation on the re-entrant window (Fig. 3.3)9. Once these steps are
done, the compressor to power the cold head is activated, and the system is mon-
itored. We monitor all the temperatures readings in the cryostat and the lab, the
pressure from MKS, resonator, bellow condition, and helium supply to the VIS. The
vector analyzer is connected to the trap to observe the trap resonance and Q factor.
The valve from the turbo-molecular pump to the apparatus will stay opened until
cryo-pumping works better than the turbo-molecular pump. Efficient cryo-pumping
starts when the MKS pressure gauge is lower than the reading on the turbo-pump10.
Further tests can be done by closing the valve of the system to the turbo-pump. At
this moment, if cryo-pumping is working, the pressure reading from the turbo-pump
will creep up, and the MKS pressure gauge will decrease. However, if cryo-pumping
9The temperature around the aluminum, which houses the heaters, is 36.5◦C when the appa-
ratus is cold. The real temperature around the re-entrant window is lower than 36.5◦C as it is
further away from the heaters.
10Based on my personal experience, this occurs when the pressure gauge is about an order
magnitude lower than the pressure reading on the turbo and the temperature of the cryostat is
about 100 K.
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is not working well, open the valve of the system to the turbo-pump again and let
the system settle down for the next try in closing the valve11.
When the 4 K stage reaches 7-10 K, the 4 K stage heater can be switched
on. The heater allows faster equilibration of the system to the working condition.
When monitoring the trap resonance and Q factor is no longer required, the vector
analyzer can be disconnected to send RF power into the trap. This can be done
simultaneously with activating the 4 K stage heater, as sending RF power will raise
the trap temperature. The base temperature of the cryostat of the 4 K region is
T4K ≈ 4.5 K without these two temperature-raising factors.
3.4 Warm-up and cryostat-moving procedure
During the warm-up, the RF to the trap is disconnected. The turbo-molecular
pump is attached to the cryostat. Once the MKS pressure gauge reading is higher
than the turbo-pump, the valve is open. The 4 K stage heater can stay on through-
out the warm-up with supervision. Permanent damage to the cold head may happen
when the cold head exceeds room temperature. The high-pressure helium lines to
the cold head can be detached once the apparatus is warmed-up to room tempera-
ture. All possible connections should be removed before moving the cryostat. The
measurements on the micrometers of the imaging objective is recorded before the
objective is lowered. The cryostat valve is closed, and the turbo-pump is detached.
The top and bottom plates of the bellow are attached with four posts to constraint
11Additional instructions in closing the valve to the cryostat while cooling down: If the pressure
gauge spikes, open the cryostat valve and let the system to settle down before trying again. I
would keep the turbo-pump running until the system has achieved a steady-state.
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Figure 3.2: Helium gas to VIS. Top: The VIS needs to be filled with UHP helium
gas. During the VIS gas evacuation process, a scroll pump is connected. Each side
of the bellow is held in place with a metal ring and screws to the metal plates.
Bottom: The top view of the VIS along the cold head. The screws labeled ‘cold
head’ are removed for cold head servicing, separating the top of the cold head from
the copper cold finger.
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b) c)a)
Figure 3.3: Water condensation on the re-entrant window (imaging window). a)
The first observation of water condensation on the re-entrant window after cooled
down with an imaging system below. The first imaging objective of the system is
under this re-entrant window which causes the condensation to be as large as the
diameter of the objective. b) Aluminum mount with cylindrical heaters attached
to the vertical magnetic field coils for heating the re-entrant window to prevent
condensation. c) The water condensation onto the re-entrant window during room
humidity swing. We wiped the condensation and increased the heater temperature
to account for humidity swings.
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the relative movement of the cold head to the bottom part of the systems. Once
the whole cryostat is securely chained to the I beam in the lab, we detach the top
part of the external brackets that mount the cryostat onto the optics table. The
cryostat is hoisted up slightly more than the optics on the table to provide clearance
when sliding the cryostat out to the center of the lab. In this process, the imaging
objective is covered with lens tissue, protecting the objective. Then, the cryostat is
securely attached to a service station. The turbo-pump is again connected to the
cryostat with the valve closed. Once the turbo-pump pressure is lower than the
cryostat, the cryostat valve is opened.
3.5 Helical Resonator
A helical resonator impedance-matches the RF source to the trap by acting
as a step-up transformer [36]. However, the parasitic capacitance and inductance
of the 70 cm coaxial transmission cable, between the vacuum feedthrough to the
RF trap in the cryogenic environment, make the impedance matching of the tuned
resonator and the trap circuit difficult [37]. This limits the RF voltage delivered to
the trap without heating the RF cables. In the current setup, we decide to house
the helical resonator in the 4 K region of the cryostat to be as close as possible to
the RF trap. This helical resonator is made up of a wound bifilar coil which one of
its ends has two copper wires sticking out for the RF connections to the trap (Fig.
3.4). This setup also allows independent static potential offset, which is useful for
micromotion compensation. The two coils are held in place by telfon holders12 in
12The current resonator design can be further improved. In the past, we suffered electrical










Figure 3.4: Electrical connections to the RF trap in the 4 K region. a) DC filter
board mounted near the resonator to filter unwanted electrical signals to the static
blades. b) The magnified view of the filter board before mounting to the resonator.
c) 90◦ view from a). The yellow arrow points to the end of the resonator, which has
two copper wires where the leads for the RF connections from the helical resonator
to the trap. The house of the resonator is mounted on one of the pillars and sup-
ported with additional resonator supports as shown in Fig. 3.1 b. The inside of the
resonator houses a bifilar coil, in which the two leads (yellow arrow) are connected
to the RF blades of the trap.
the resonator house and shorted at RF with a 400nF capacitor. The resonator is
made up of copper as it is a good heat conductor. The inner radius of the resonator
is 2.3” and the bifilar coil is 1.5” radius with 0.19” pitch. A printed circuit board
(PCB) with capacitive 100:1 pick off of the RF voltage is connected to the resonator
for monitoring and stabilizing the transmitted RF voltage to the RF blades [38]. By
loading the resonator with different test-capacitors, we measure the self-inductance
Lres = 2µH and self-capacitance Cres = 8pF. The performance of the resonator is
tuned and then optimized by measuring the intrinsic (unloaded) resonator quality
block the line of sight between the trap to the resonator (Fig. 3.4 c). The current resonator design
produces dust that landed on the gaps of the blades. We attribute the dust forming to two reasons.
The first reason is the telfon holder is degrading due to the high voltage RF in the resonator. The
dielectric dust generated landed on the gaps of the trap. Over time, the dust attracted metal which
shorted the electrical connection. Another postulate was due to the multipactoring effect where
the surface of the copper coils experiences an electron avalanche, generating copper dust which





Figure 3.5: Resonator design. a) and b) The initial electrical connections of the
bifilar coil at the bottom and end of the resonator respectively. a) The blue capacitor
allows independent static potential offset from each RF blade. b) These two coils
are shorted at RF with 1µF capacitor (blue capacitor). The PCB contains a 100 :
1 capacitive pick-off from the high voltage RF. c) and d) The current electrical
connections of the bifilar coil at the bottom and end of the resonator respectively.
The blue capacitors are replaced with an array of four 100nF capacitors (total of 400
nF), shown in e). e) An array of C5750C0G2J104J280KC 100nF capacitors from
TDK Corporation on a PCB.
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Figure 3.6: Resonator performance at different temperatures. The sharp variation
at low temperatures is due to the decrease in the copper resistivity below 100 K. a)
The Q factor of the resonator. As the cryostat cools down, the Q factor increases.
The inset shows the loaded Q factor, Qload = ΩRF/FWHM, where is measured with
a vector analyzer. b) The reflected signal from the resonator is measured with the
vector analyzer.
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where R is the reflected RF power due to impedance mismatch and loaded Q factor
is Qload = ΩRF/FWHM accounting the full width at half maximum (FWHM) of the
RF power at RF frequency ΩRF . The resonator is inductively coupled with a small
0.5” diameter antenna-coil which its position is tuned to reach critical resonator cou-
pling. This resonator design requires pre-tuning at room temperature before cooling
because it does not have an external tuning degree of freedom when the chamber
is sealed and cooled down13. Therefore, we purposely off-coupled the resonator at
room temperature to reduce the intrinsic quality factor of the resonator Q = 1050.
We reduce the mutual inductance between the antenna and the bifilar coil by pulling
out the antenna holder. When the 4 K region of the system is in steady state, the
Q value increases up to 3170 (Fig. 3.6) as the resistance of the whole RF circuit
is reduced, changing the impedance matching conditions. In addition, the increase
in Q factor is due to the decrease of copper resistivity [39] and skin depth at 4 K.
However, we observe only 60% increase in the resonator Q. We attribute the other
40% to the oxide layers on the copper surface or the additional resistance contri-
bution from the solder connections in the resonator. The whole cooldown takes 5
hours, and the resonator needs additional hours14 to settle down. The final drive
13In principle, adding a piezo to tune the resonator coupling externally will be helpful. The
current method requires multiple iterations of cooling down the system to achieve the optimal
configuration.
14We typically start the cooldown early and monitor the entire process. When the 4 K stage is
about 5-10 K, the RF of the trap is connected to allow the resonator to settle down to the system
operation temperature (7-8 K).
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frequency ΩRF increases typically by 0.6% after the cool down due to the reduction
in the resonator self-inductance and self-capacitance at low temperature.
3.6 RF stabilization
With the capacitive 100:1 pick off of the RF voltage (Fig. 3.5), we use this
pick-off voltage to actively stabilize the RF amplitude and the transverse frequencies
of the trap15. This pick-off RF voltage from the cryostat is sent to a rectifier. The
rectifier converts the RF signal to DC voltage signal where corresponds to the RF
amplitude of the pick-off. The converted signal is then sent to a PID where its
value is compared with a reference voltage set by an Arduino. The PID applies the
feedback to a voltage variable attenuator (VVA)16 to correct the RF voltage applied
to the trap. Finally, the PID is optimized.
Allan variance17 is obtained to understand the stability of the RF. One notable
use of Allan variance is the measure of the stability for atomic clocks [40]. Here, we
measure the Allan deviation of the difference between the reference signal and the
input to the PID box, ε (Fig. 3.7). We compare the stability of ε with time before







(yn+1 − yn)2 (3.2)
with M as the number of sample/time bin and yn as ε integrated over time τ . In both
with and without PID feedback on ε, the Allan deviation decreases with increasing
15The dependence of the transverse frequencies is explained in Chapter 2.
16VVA is an active device that can inject noise to the system. A mixer, a passive device may
perform better for this purpose.
17Allan variance is also useful to understand the slow drift in the experiment.
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Figure 3.7: Allan deviation of the voltage difference between the reference signal
and the input to the PID box ε at different averaging/integrating time τ . Both
signals show a decrease in the Allan deviation till a certain τ , and eventually the
Allan deviation increases again. The dip shows the time scale of the drift of this
measured signal. Red (Blue) shows Allan deviation of ε without (with) the PID
feedback.
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integration time τ till system drift kicks in and the Allan deviation increases. The
turning point of τ implies the time-scale of the drift. Without the feedback, the
Allan deviation of ε drifts upwards at the integration time of τ = 2.3 s. Once the
RF is stabilized, it improves the stability for a longer time. The Allan deviation of
the stabilized ε drifts upwards after τ = 50 s. The priority of this lock is to stabilize
the transverse frequencies of the trap. Therefore, a better measurement is the Allan
deviation of the transverse frequencies (not shown here) with time, as demonstrated
in Ref. [41]. It provides a direct measure of trap stability.
3.7 Characterization of cryogenic vacuum
In the ion trap experiments, low background pressure is demanding for pri-
marily two reasons. First, the residual neutral molecular gas interacts with the ion
chain with a ∼ r−4 potential, which increases the background gas collision rate with
the ion chain. As a comparison to neutral-neutral collision rate, which is governed
by Van-der-Waals, the potential is ∼ r−6. Secondly, the RF trap is a driven system
where the collisions with the neutral gas can induce heating by displacing the ions
diabatically with respect to the RF time scales, depending on the occurrence of the
collision at an instantaneous RF phase [42–44]. As the result of the instantaneous
and random amplification of the ion motion, the ion chain melts, and avalanche RF
heating occurs. At this moment, the ions can be ejected out of the trap or left in
highly excited orbits where laser cooling is inefficient.
Furthermore, the ion-chain lifetime depends strongly on the Mathieu param-
eter q ∼ 2
√
2ωtr/ΩRF of the trap, where the transverse frequencies are proportional
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to the driving voltage amplitude ωtr ∝ VRF . The RF heating increases very rapidly
with a power-law dependence on q with exponent greater than 4 as the exponent
of 4 is due to Coulomb repulsion [45]. From classical scattering, the energy gained
by an ion i at rest after an elastic collision with a background molecule that has an





where ξ = Mm/Mi is the mass-imbalance parameter of the molecule Mm and the
iion and θsc is the scattering angle. In this calculation, we assume the residual back-
ground gas is mostly hydrogen molecules (H2) as cryo-pumping H2 in this apparatus
works less efficiently after helium and ξ = 0.011 with 171Yb+ ions. Therefore, by
averaging over impact parameters, the mean increase of the ion energy per elastic
collision is 〈∆EYb+〉 ∼ kB × 150mK, with the assumption that the thermal energy
of H2 is 〈∆EH2〉 = 3/2kB × 4.5K. With this cryogenic apparatus, we can trap ion
chains above 100 ions at q = 0.35 (Fig. 3.8 a). Conversely, in the room-temperature
counterpart of this quantum simulation experiment18, the lifetime of a chain is on av-
erage 5 minutes for 50 ions [46]. The enhanced lifetime of ion chain in the cryogenic
apparatus is due to the differential cryo-pumping to reduce the residual gas density
compared to standard UHV system and the average energy transfer 〈∆EYb+〉 due to
the collision is about 60 times lower than in a room-temperature UHV experiment.
We also notice that, based on the numerical simulations of the collision, the H2
molecules 〈∆EH2〉 ∼ kb× 10 K are not sufficient to displace the ions. Therefore, the
18Both setups trap the ion chain in a harmonic potential.
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Figure 3.8: A chain of ions. a) A linear chain of 121 171Yb+ ions. The transverse trap
ωy or z/2π = 1.5 MHz with axial frequency ωx/2π = 35kHz. The axial confinement
is relaxed to fit all the ions in a linear configuration. The chain is imaged with a
0.13 NA objective. We took two images and combined them to fit the whole chain
in an EMCCD camera. The red arrow indicates a gap, which can be a different
Yb ion isotope or 2F7/2 state of the
171Yb+ that does not fluoresce. This dark ion
remained in this position after more than 4 hours, indicating the chain never melted
due to collisions with the background gas. b) A zigzag ion chain with N = 35 ions
and trap frequencies (ωx, ωy, ωz) = 2π × (67, 613, 632) kHz.
catastrophic collision in the room temperature UHV is are most likely caused by
collision with heavier residual background gases (N2,CO2,H2O), which are frozen in
the cryogenic system.
It is difficult to estimate the differential cryo-pumping between the room tem-
perature region and the trap because the 40 K and 4 K cryogenic regions are not
vacuum sealed. The MKS pressure gauge can only measure the pressure of the room
temperature vacuum region, which is on the order of low 10−9 Torr when the ap-
paratus is fully cooled down. Therefore, we use the zigzag ion crystal as a pressure
gauge by measuring the collision rate between the background gas and the ion chain.
The interaction of ion-neutral molecule has potential ∼ r−4 due to the inter-
action between the charge e of the ion. The induced electric dipole moment of the
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Therefore, we can use the classical Langevin model [47] with no quantum correction
as the average energy of the incoming H2 molecules 〈EH2〉 is much larger than the
p-wave centrifugal barrier19.
In the Langevin model, the collision rate γ is independent of the energy of
the incoming particles. However, it is directly proportional to the density of the









We estimate the residual background pressure20 inside the 4 K region by observing
the elastic and inelastic collision events with a chain of zigzag ions (Fig. 3.8).
3.7.1 Inelastic collision
We observe the inelastic collision events by measuring the rate at which dark
ions are produced. There are two possible inelastic processes with total probability
Pin: a) Optically excited ions
171Yb+ in the 2P1/2 or
2D3/2 states are subjected to
such collisions which lead to population trapping in the metastable21 2F7/2 [49]. b)
An optically excited ion with enough energy undergoes molecule association to react
19This p-wave centrifugal height of this r−4 potential can be approximated as E4 = h̄
2/2µR24 ∼
kb × 3mK with R4 = (2µC4/h̄2)1/2 with the reduced mass µ [48].
20The 4 K and 40 K stages are not vacuumed sealed for the placement of windows to allow
optical access from outside. As a result, this compromises the vacuum quality. The line of sight
from the ovens to the RF trap further exposing the trap to more background gas. A possible
upgrade would be implementing ablation loading of the ions.
21Based on experience, the dark ion rate depends on 935 nm. 935 nm ensures that the state of
the ion is pumped back to the cycling transition (Refer to Chapter 2.)
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with H2 chemically, forming ytterbium hydride (YbH
+) molecule [50]. Ions that un-
dergo this process are called dark ions because they stop scattering Doppler cooling
photons, and appear as a gap in the ion chain when it is imaged on an EMCCD
camera. From the rate of dark ion occurrence, we extract a relative measurement of
pressure γin = Pinγ. We also extend this study at a higher temperature and have ob-
served that the dark ion occurrence rate increases by an order of magnitude. Finally,
we compare the dark ion rate in the cryogenic system with the room temperature
UHV system. The pressure gauge measurement in the UHV system is 1 × 10−11
Torr with γ300Kin = 2 × 10−4s−1 per ion (Fig. 3.9). Using these measurements from
a UHV setup, the residual background pressure can be inferred as:






From this, we estimate the residual background pressure to be P4K < 10
−13 Torr.
3.7.2 Elastic collision
Another measure of pressure with ions is observing the rate of reconfigura-
tion events, γel due to elastic collisions of N ions in a zigzag configuration. This
configuration is met when the two transverse frequencies are larger than the axial
frequency, ωy,z/ωx > N/
√
logN [23]. There are two degenerate configurations, ‘zig’
or ‘zag’, which are separated by a small energy gap that depends on the splitting of
the transverse modes ∆ω = ωz − ωy. When an elastic collision exceeds the energy
> ∆ω, the ions have a finite probability pflip to flip from ‘zig’ to ‘zag’ configuration
and vice versa. For this measurement, we recorded the zigzag ion chain and the
occurrence of such change in configuration γel = pflipγ. We measured the elastic rate
49









Figure 3.9: Inelastic collision measurements per ion γin at different temperatures
with 33 ions for a time period varying from 3-12 hours. The inelastic rate is estimated
from averaging the time intervals between dark events. The error bars show the time
interval standard deviation of each data set. The huge error bars reflect the rare
occurrence of the inelastic collision process during data taking.
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at two different temperatures at 4.7 K and 7 K at the same transverse frequency
splitting ∆ω = 2π × 2kHz. However, to find the pressure from Eq. 3.5, we need to
calculate pflip which is a function of transverse mode splitting ∆ω and the energy of
the incoming particle. We performed a numerical simulation of a zigzag ion chain
of 31 ions after a collision with H2 molecule which has mean energy 〈EH2〉 = 3/2kbT
over 2×104 RF periods to calculate pflip22. From the measured γel and the calculated
pflip, the estimated pressure at the trap region is P4K = (1 ± 1) × 10−12 Torr and
P7 K = (2± 1)× 10−12 Torr (Fig. 3.10).
3.7.3 Other Methods
In addition to the methods shown above, the pressure of the system can be
measured through the hopping rate of a single ion between one of the two wells
in a double-well potential [51]. With static electrodes control on the potential,
the potential barrier is adjusted such that the two minima of the well is much
lower than the average energy transfer due to a collision event. Another method to
estimate pressure is measuring the rate of re-ordering events in a linear ion chain
[51]. Two different ion isotopes can be used in this measurement since the mass
difference between two species is close. The isotope shift of the different isotopes
makes observing the re-ordering event clearer because the laser applied will only be
resonant to one of the isotopes.
22The details of the calculation are in Ref. [11]. The probability pflip was estimated by randomly
sampling 105 initial conditions repeated 5 times to estimate the error.
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Figure 3.10: Elastic collision γel per ion as a function of the energy barrier ∆ω
between ‘zig’ and ‘zag’. configurations at different temperatures. The blue (orange)
dots refer to T = 4.5 K (T = 7 K). a) The measured data with the number of ions
varying from N = 31 to N = 38 for a time period varying up to 12 hours. The
huge error bar describes the time interval standard deviation, which reflects the low
occurrence of the event. b) Numerical results for pflip with varying ∆ω. The error
bars are estimated from the statistics of running the simulations 5 times.
3.8 Characterization of the vibration in the system
The spin-spin interactions of the quantum simulation are generated [52] through
a stimulated two-photon Raman process with a 355 nm pulsed laser. This makes
any ion chain displacement of the order of the Raman laser wavelength during the
interaction time would cause an unwanted phase shift on the ions. Therefore, it is
crucial to understand and minimize the vibration in this Gifford-McMahon closed-
cycle cryostat. The vibration from the cold head with the whole apparatus’s
mechanical stability is measured with interferometric setups (Fig. 3.11). The RF
trap is removed from the 4 K stage to place three mirrors on the trap mount, along
the Raman direction (y), the axial direction of the trap (x) and the vertical imaging






















Figure 3.11: Michelson interferometers for vibration measurement along x, y, z di-
rections of the apparatus. Three different laser lights from the fibers are sent to their
respective interferometers which each of them has a piezo-mounted mirror (PZT).
The PID locks the photodiode signal to a fringe with a feedback loop. The output
voltage from the PID to the piezo compensates vibration and measure the amplitude
and frequency of the vibrations.
and the table up to a few nanometers. In each Michelson interferometers, piezo-
mounted mirrors are used to lock the interferometer to a fringe, keeping track the
displacement of the trap (Fig. 3.11). The whole servo loop has 1.8 kHz bandwidth
which we can compensate acoustic noise up to 300 Hz23. Each piezo-mounted mirror
is individually calibrated for its voltage-to-distance conversion. The output voltages
to the piezos are the direct measurement of the displacement of the trap mount on
23This limited frequency range is unable to capture higher frequencies that correspond to the
T2* of the system (1-2 ms).
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a) b) c)
Figure 3.12: Vibrations along the three principal axes of the trap. a) and b) describe
the in plane x−y vibrations for the trap mount temperatures T = 4.5 K and T = 7.7
K. After raising the temperature of the 4 K region above the helium boiling point,
the rms amplitudes along x(y) are reduced by a factor of 5(6). The resolution
bandwidth (RBW) is 0.1 Hz. c) z-direction vibration of the cryostat (solid lines)
along with its fitted line of a sine with frequency 1.2 Hz (dashed lines). The blue
(green) lines indicate the vibration before (after), improving the static support of
the breadboard.
each axis.
In this measurement, the main contribution of vibration along the x− y plane
is 40 Hz, which is due to the normal mode of the cryostat 60 cm long level arm24.
We observe that these vibrations are worsened at helium condensation temperature,
where the condensed helium increases the mechanical coupling of the vibrating cold
head to the trap region. This vibration effect can be reduced by heating the 4 K
stage and operating above the helium boiling point. As a result of increasing the
4 K stage to T = 7.7 K, the rms displacements along the x − y place are reduced
(Fig. 3.12). The higher frequency modes (> 100Hz) are on the same time scale as
the quantum simulation experiments. Therefore, they should be further minimized.
According to finite element analysis, the vibration modes at 120 and 282 Hz peaks
are attributed to the mechanical structure inside the 4 K shield, which houses both
24We also compare this value with another group that uses this cryostat. Both of us observe
similar vibration at 40 Hz.
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Figure 3.13: Vibration improvement after adding mechanical support on the res-
onator. After adding the mechanical support, the higher frequency peaks (> 100Hz)




Figure 3.14: Finite element analysis of the mechanical structure of the system. a)
The resonator is attached to one of the pillars without any additional support, as
shown in Fig. 3.1. This frequency mode is 136 Hz. This simulation pin-points that
the > 100 Hz can be improved by reinforcing the resonator. b) The breadboard
that supports the apparatus. This breadboard is mounted onto the optics table
with posts. The pink arrow assumes the weight of the cryostat. This frequency
mode is 379.03 Hz.
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the resonator and the trap. To reduce these modes, we strengthen the resonator
support (Fig. 3.1b), and successfully suppress the higher frequency modes by more
than an order of magnitude (Fig. 3.13).
Once all the vibration measurements have been taken, the mirrors are all
removed and the RF trap is mounted back to the system. With the trap in the 4
K region, we also design and mount a mirror with its holder near the trap facing
the Raman(y) direction. With this mirror, a Michelson interferometer can be set up
to keep track of the unwanted phase shift. Subsequently, the tracked phase shift is
feed-forward to the AOM phase or an EOM in the Raman path25. Alternatively, we
can implement a phase insensitive Raman scheme to drive the spin-spin interactions
where the phase-noise on the spin due to the vibration is transferred to the motional
phase [53]. Currently, we are investigating this phase insensitive scheme on the ions.
In addition to vibration measurements, the mechanical structures are analyzed
using finite element analysis with Solidworks. From here, we understand the possible
improvements can be made to the mechanical structure (Fig. 3.14). For example,
the number of posts and their placements under the breadboard with the weight of
the cryostat are studied to minimize the vibration amplitude of the structure.
3.9 Coherence lifetime of the system
This apparatus has vibrations (as described in the earlier section). We are
interested in understanding the consequence of such vibrations in the experiment,
especially for Raman operations with 355 nm pulsed lasers. We perform a Ramsey




























Figure 3.15: Raman coherence with Ramsey. Top describes the experimental se-
quence. Single qubit θ rotation R(θ, φ) along an axis determined by φ. Bottom
shows the result of such experimental sequence.
experiment to measure the coherence of the qubit along the x−y plane of the Bloch
sphere (also known as T2* of the qubit.). We first initialize the qubit to |↓z〉 and use
Raman operations (Fig. 3.15) to perform a Ramsey test with two π/2, and the time
between these two pulses is varied. The Raman π/2 pulses are 3 kHz off-resonant
from the qubit splitting, where the on-resonant Rabi frequency is ≈ 350kHz. With
this sequence, we would expect the Ramsey has 3 kHz fringes. In an ideal condition,
the contrast will stay coherent > 20 ms for this hyperfine qubit [4,5]. However, due
to the decoherence, we observe a decay of about 2 ms (Fig. 3.15).
We also compare the result with a Ramsey experiment using microwave ro-
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tation operations. Here, we observe a coherence of at least 20 ms. Therefore, we
attribute this de-coherence from the laser due to the vibration since it imprints
phase noise to the 355 nm laser. In addition, we observe improvement in Raman
coherence time up to 2 ms after inserting the resonator supports, heating the 4 K
stage, servicing the cold head, and cleaning the VIS. Each of these changes improves
the performance of the cryostat, reducing the vibration26.
3.10 Maintenance
3.10.1 VIS Maintenance
As alluded by the earlier section of this chapter, the base of the VIS region will
accumulate water. During each warm-up, ice forming around the VIS will melt, re-
sulting in a pool of water forming at the base of the VIS27. The instrument is hoisted
from the experimental breadboard and moved to the center of the lab. Instead of
mounting the apparatus onto the service station, it is lowered and mounted to a
breadboard on the floor. All the windows are covered with aluminum foils and lens
tissues to protect the windows from dust. The vacuum part of the system is then
connected to the turbo-pump, to maintain UHV pressure for the room-temperature
region of the system. The screws securing the bellows to the bottom flange are loos-
ened (this is separated from the vacuum region), and the top part of the apparatus
(Fig. 3.16 b-c), including the cold head, is mounted onto the service station. Due
to water accumulation in VIS, rust is formed in VIS and the copper cold finger is
26We did not re-measured the vibration of the system after these changes individually. Instead,
we observe the Raman Ramsey coherence.




Figure 3.16: VIS maintenance. The apparatus is hoisted to the center of the lab for
maintenance. a) The instrument is supported by the service station at the center of
the lab. The flange connections (indicated by the pink lines) should not be opened if
only VIS maintenance is done. These connections hold the apparatus under vacuum.
The black valve (right side of a) ) allows connection for the turbo-pump to keep the
experimental part of the apparatus under vacuum. The 45◦ angled positioned flange
and the cylinder provided a connection to a Residual Gas Analyzers (RGA), but
now both the flanges and cylinder are removed in the current setup. During the
VIS maintenance, the apparatus is lower down and mounted to a breadboard on the
floor. On the other hand, the lower pink line connection is opened after venting this
vacuum region for the apparatus maintenance. Removing the flanges of the upper
pink line is complicated as the wirings to the experimental chamber need to be cut
if the flange is detached. b) The bellow is removed for replacement, revealing the
top plate, as shown in Fig. 3.2. c) Once the bellow is detached from both the top
and bottom plates, the top part of the cryostat is raised along with its cold head
and mounted to a service center, revealing the copper cold finger.
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Figure 3.17: Water in VIS. a) The rusty base of VIS where a pool of water is formed.
b) The VIS is cleaned, and the water is removed. The holes outside of the VIS allow
connection to the bellow. The outer collar (with writings ‘up’) is custom made to
have external rods attached, connecting to the lead-filled 80-20 pillars mounted on
the optics table. c) The discolored copper on cold finger due to water. The end of
the cold finger is made up of a coil of copper, and it is springy (not depicted in Fig.
3.1).
discolored (Fig. 3.17). The pool of water and rust are cleaned. Before sealing this
VIS, we clean the surface of VIS with isopropyl alcohol and ensemble the bellow
part. Once it is completed, the top part of the cryostat is then lowered to attach to
the main chamber.
3.10.2 Cold head Maintenance
On July 2020, the trap exhibited 80 minutes oscillation28 with peak to peak
displacement ∼ 40µm on the x− y plane (Fig. 3.18 - 3.19). The Rabi frequency of
the ion with Raman lasers also fluctuated with this similar 80 minutes oscillation.
This ruled out the drift of the imaging system and the lab temperature remained
stable. We moved the objective of the imaging system to focus the blade. In this way,
28This oscillation interval occurred in another research group, according to the engineer from
Janis/Lake Shore.
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Figure 3.18: 4.6 hours drift measurement of a single ion, taken by the imaging
camera. Each pixel is 0.161µm. We called this the “broken heart” or “cursed
heart”.
we observed the trap was moving with this 80 minutes oscillation too. Therefore,
we concluded that the whole trap was experiencing slow drift. At the same time,
the temperature probes at the 4 K and 40 K stages also experienced an 80 minutes
temperature drift. As the solution, the cold head was replaced with a refurbished
cold head from Sumitomo (Fig. 3.20) and the adsorber in the F-70L Sumitomo
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Figure 3.19: The x and y ion displacements with time. Throughout the 4.6 hours of
measurement, we observe an oscillation with 80 minutes interval. The scaling from
pixel to distance is 0.161µm/pixel.
helium compressor29. After the cold head servicing and VIS cleaning, we do not
observe the 80 minutes interval drift.
3.10.3 Filter water and chiller
The F-70L Sumitomo compressor supplies high-pressure helium gas to the
cold head30(Fig. 3.21). It requires a continuous flow of cooling water31. For this
purpose, we use a chiller (Tek-Temp NRD550/S1/R2K). This chiller regulates the
temperature of the coolant (distilled water) flowing into the compressor and has a
29This oil adsorber should be replaced after 20,000 hours of operation. The moving parts of
the cold head should be replaced after 10,000 hours of operation. We were overdue with this
maintenance, where the maintenance was done at 33632.1 hours of operation.
30This is separated from the helium in VIS. The high-pressure helium gas is in the Sumitomo
compressor.
31Cooling water flow rate of 6 to 9 L/min with 5◦C to 25◦C inlet temperature. When in doubt,






Figure 3.20: Cold head. a) The screws (green arrow) are loosened to remove the
cold head from the top plate without removing the copper coil from Fig. 3.16. b)






Figure 3.21: Chiller to compressor. a) The building chilled water is filtered before
entering the chiller. b) The pump and motor that circulate the coolant into the
compressor. c) An example of compressor connections.
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separate chilled water line from the building to cool the chiller. The building chilled
water passes through a filter (Fig. 3.21 a) before going into the chiller. This filter
needs to be changed, ensuring effective cooling of the chiller32.
Another possible failure is from the chiller pump (Fig.3.21 b). There is a
plastic mechanical ‘fuse’ between the motor and pump to protect the motor. Once
this fuse is worn out, the chiller is unable to pump, resulting in the compressor shut
down (a safety mechanism)33. Currently, we do not have a mechanism to estimate
the damage on the fuse as it is hidden between the motor and pump.
32We did not change the filter for two years. We observed the temperature of the coolant as
indicated by the front panel of the chiller creeping up, and eventually, the compressor stopped
due to its safety mechanism. Since then, we have changed the filter at least once per year. It is
advisable to have a scheduled maintenance before an experimental project.
33It may sound terrifying that the system needs maintenance or shut down, but the system can
be easily recovered after all the fixes are implemented.
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Chapter 4: Quantum Simulations Toolbox
The ability to perform the coherent rotation of the spins is essential for quan-
tum computing/simulation purposes. One of the techniques is applying a resonant
electromagnetic field to Rabi flop between the qubit in a two-level system. Then,
the time/power of the resonant electromagnetic field is varied to perform coherent
rotation. In the lab setup, the coherent rotation is implemented with a resonant
microwave field or a mode-locked 355 nm laser to the 171Yb+ hyperfine qubit. The
12.64 GHz energy splitting of the hyperfine qubit can be generated conveniently
with a microwave horn setup outside the apparatus with only global control on the
ion chain1. Individual control can be implemented with individual addressing mode-
locked 355 nm via stimulated Raman transition for each ion in the chain. However,
in the current setup, we have only global addressing Raman beams. Furthermore,
we use two counter-propagating Raman beams to perform the Mølmer-Sørensen
scheme [24] for entangling the trapped ions. However, with microwave, the entan-
gling is too weak as the wavelength of the microwave (2.38 cm) is significantly larger
than 355 nm.
1Coherent qubit rotation and entangling gates with microwave are demonstrated in Ref. [54,55].
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4.1 Two-level System
Here, we shall start with an atom-field interaction in a two-level system. Let’s
assume a monochromatic electric field with frequency ω and wavevector k from the
laser addressing the transition of the ground state to the excited state |g〉 ↔ |e〉.




[eiωt + e−iωt] (4.1)
The atom-field Hamiltonian is HAF = −~d · E(t), where the dipole operator ~d =
−|e| ~r = 〈g| d |e〉 (σ+ + σ−), where σ− = |g〉〈e|, σ+ = |e〉〈g| and E0 is the amplitude
of the electric field. The ground state energy level is defined as zero energy and
excited state is defined as ωe. The atom Hamiltonian is HA = 0 |g〉〈g| + ωe |e〉〈e|.
The total atom-field Hamiltonian is H = HA +HAF .
Let’s assume the wavefunction |Ψ(t)〉 and |ΨI(t)〉 = eiHAt |Ψ(t)〉 in the in-
teraction picture. |ΨI(t)〉 evolves in the time-dependent Schrödinger equation,
i∂|ΨI(t)〉
∂t
= HAF |ΨI(t)〉. Therefore, in the interaction picture, HAF is






















ΩR = −E0 〈g| ε̂ · ~d |e〉
Rotating Wave Approximation (RWA) used to remove fast oscillation and the cross-
terms in the interaction picture ofHAF . Therefore, in the Schrödinger, the atom-field
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Once the qubit is initialized to |↓z〉, two 355 nm mode-locked beams are shined
onto the atoms to undergo stimulated Raman transition. In 171Yb+, the Raman
beams are detuned 33 THz from the 2P1/2 state and 66 THz from the
2P3/2. This
can be simplified into a three-level Λ system for the two-photon stimulated Raman
transition (Fig. 4.1). The ground states |g1〉 and |g2〉 are coupled via the excited
state |e〉 with two lasers with wavevector ~k1, ~k2 and frequencies ω1, ω2 respectively.
Both lasers are detuned away from the excited state by ∆ = ∆1 = ∆2. Here, the
spontaneous emission is neglected since ∆1(2)  Γ, where Γ is the decay rate of |e〉.
The derivation here will be based on Ref. [56]. The atomic Hamiltonian (diagonal
matrix) in the absence of the coupling fields is:
HA = −ω01 |g1〉〈g1| − ω02 |g2〉〈g2|+ 0 |e〉〈e| (4.4)
where h̄ = 1 and the excited state energy is defined as the zero energy. The atom-




〈g1| ~d |e〉σ1− + 〈g2| ~d |e〉σ2− + 〈e| ~d |g1〉σ1+ + 〈e| ~d |g2〉σ2+ (4.5)
where |g1〉〈e| = σ1− , |g2〉〈e| = σ2−, |e〉〈g1| = σ1+ and |e〉〈g2| = σ2+ and each of them
has their respective dipole matrix element. The dipole operator contributes to an













Figure 4.1: Stimulated Raman Transition in a Λ-system. Laser α with wavevector
~kα, frequency ωα and Rabi frequency Ωα is detuned ∆α from the ground state |gα〉
to |e〉 transition. The energy splitting between |e〉 and the ground state |gα〉 is
represented as ω0α. α denotes 1 or 2 in the diagram. µ describe the detuning from
|g2〉.
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between both ground states. Here, we assume the electric field ~E is monochromatic
:
E1(~r, t) = ε̂1
E1
2
[ei(ω1t−k1·r) + e−i(ω1t−k1·r)] (4.6)
E2(~r, t) = ε̂2
E2
2
[ei((ω2+µ)t−k2·r+ϕ) + e−i((ω2+µ)−k2·r+ϕ)] (4.7)
~E = E1(~r, t) + E2(~r, t) (4.8)
with unit polarization εα, amplitude Eα, laser frequency detuning µ = δω − ωHF
























The Rabi frequencies is defined as:
Ωα := −〈gα| ε̂α · ~d |e〉Eα ;α = 1, 2 (4.10)
where it describes the coupling strength from |gα〉 to |e〉. The total Hamiltonian is
thus H = HA +HAF .
4.2.1 Time-Dependent Schrödinger Equation
In order to understand the time evolution of this system, we need to solve the
time-dependent Schrödinger equation, i∂|ψ(t)〉
∂t
= H |ψ(t)〉. Thus, the state vector
can be defined as:
|ψ(t)〉 = c1(t) |g1〉+ c2(t) |g2〉+ ce(t) |ge〉 (4.11)
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Eq. 4.12 is a set of equation of motion with oscillation terms from the electric fields.
We can choose a frame such that these oscillations disappear. Therefore, we choose
a rotating-frame where the state vector is:
∣∣∣ ˜ψ(t)
〉
= c̃1(t) |g1〉+ c̃2(t) |g2〉+ c̃e(t) |ge〉 (4.13)
where slow-varying coefficients denoted as:
c̃α(t) = cα(t)e
−iωαt (4.14)

















−∆2c̃2(t) + Ω22 e
−ik2·rei(µt+ϕ)c̃e(t)






























4.2.2 Adiabatic Elimination - Two-level Dynamics
We boost the rotating frame2 by −∆ where ∆ = ∆1+∆2
2
and follow the steps
as shown from Eq. 4.13-4.16. Here, we define the state vector as |Ψ〉 = φg1 |g1〉 +

















(∆2 −∆)φg2 + Ω22 e
−ik2·rei(µt+ϕ)φe





Here, |∆2 − ∆1|  |∆|, which φe has a fast time dependence, thus we can adia-
batically eliminate φe as it will achieve an equilibrium state instantaneously where














































2As mentioned in Ref. [56], choosing the appropriate frame is important for adiabatic elimina-
tion.
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For simplicity and compactness of notations, H2−level = (∆1 +ωAC1) |g1〉〈g1|+ (∆2 +




e−i∆k·re−i(µt+ϕ)σ+, where σ− = |g1〉〈g2| and
σ+ = |g2〉〈g1|.
4.2.3 Carrier Transition








For carrier transition in co-propagating3 Raman with µ = 0 and ∆k = 0, the carrier
























[σx cosϕ+ iσy sinϕ]
(4.24)
where ϕ sets the axis of rotation of the single qubit operation.
4.2.4 Sideband Transitions
In the sideband transition, the two Raman beams are non-copropagating4,
where ∆k 6= 0. As a result, ∆k · r = η(âe−iωtrt + â+eiωtrt), where the Lamb-Dicke
3For simplicity, a co-propagating Raman scheme is considered here. Ref. [57] provides the
derivation for a non co-propagating Raman scheme, where ∆k 6= 0.
4When the two Raman beams are in the counter-propagating configuration, ∆k = 2k = 4π/λ
with λ as the wavelength of the laser.
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parameter η = ∆kr0, a
+ and a are the creation and annihilation operators. The
characteristic length scale of the motional mode r0 =
√
1/(2mωtr), where ωtr is the
motional modes of the quantum harmonic oscillator. Let’s substitute η into Eq.
4.23, with the assumption that the atoms are in the resolved sideband limit and










[(1 + iη(âe−iωtrt + â+eiωtrt)ei(µt+ϕ))σ−
+ (1− iη(âe−iωtrt + â+eiωtrt)e−i(µt+ϕ))σ+]
(4.25)




[(1 + iη(âe−iωtrt + â+eiωtrt)ei((ωtr)+ϕ))σ−






where RWA is applied to obtain the second part of the equation. µ = ωtr describes
when the transition is on resonant of the blue sideband transistion. A π-blue side-
band transition will increase the motional mode by a quanta of energy. It transforms
|↓z, n〉 ↔ |↑z, n+ 1〉.





−iϕ − âσ+eiϕ] (4.27)
µ = −ωtr describes when the transition is resonant with the red sideband transition.
A π-red sideband transition will decrease the motional mode by a quanta of energy.
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It transforms |↓z, n〉 ↔ |↑z, n− 1〉. With these toolboxes presented here, we can
now generate the Ising interaction, which will be explained in the next section.
4.3 Generating Long-Range Transverse Field Ising Model
The quantum simulation experiments presented here are long-range Transverse












with Ising interaction Jij, transverse magnetic field B and Pauli matrix on ith spin
in ζ-direction of the Bloch sphere σζi , where ζ = x, y, z. Jij ≈ J0/|i − j|α is the
power-law decaying Ising coupling between spins i and j with the tunable exponent
α. This effective Hamiltonian is generated using Mølmer-Sørensen scheme [24, 25],
where the motional modes are excited off-resonantly. We are interested in this class
of models in quantum magnetism where quantum phase transition is present [58].
4.3.1 Ising Interaction
We generate the spin-spin interaction with a pair of non-copropagating 355nm
Raman beams. The beatnote wavevector ∆k from the Raman beams is along the
transverse motional modes of the ion chain to apply spin-dependent dipole forces.
For the Mølmer-Sørensen scheme implemented in this thesis, two laser beatnotes
which are detuned symmetrically from the mth motional modes δm with frequencies
ωHF ± (ωtr + δm). Using the Eq. 4.25 for both detuned red and blue sideband
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where the Lamb-Dicke parameteres is ηim = bim∆k
√
1/(2mωm) with the normal
mode transformation matrix bim of the ith ion withmth normal mode where
∑
im |bim|2 =
1 and Rabi frequency of ith ion is Ωi. Since in this derivation, the spin and motion
phases are separated. We define σφs = e
iφsσ− + e
−iφsσ+ and motional phases φm.
Let φm ≡ (ϕR−ϕB)2 and φs ≡
(ϕR+ϕB+π)
2
, with ϕR and ϕB as the phases on the red










This effective Hamiltonian HMS is time-dependent. Therefore, the time evolution
U(t) can be approximated with Magnus expansion.
U(t) = T [e−i
∫ t




































dt3([[H(t1), H(t2)], H(t3)] + [[H(t3), H(t2)], H(t1)])
(4.35)
5Unlike the individual cases from Eq. 4.27 and 4.26, it considers both co-rotating and counter-
rotating components and then applies RWA later.
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[µ− eiωmt(µ cos(µt)− iωm sin(µt))]
For H
(2)
, the only non-commuting term in [H(t1), H(t2)] are [am, a
+
n ] = δmn. There-


































The higher order of the Magnus expansion is H(j>2) = 0. With the Magnus expan-




















m − α∗i,m(t)am] (4.41)
In fact, φi(t) is a displacement operation D = exp(α(t)a+ − α∗(t)a).


















There are two regimes where they contribute to the spin-spin coupling, with the
assumption that the evolution times to be longer than the periodic oscillation of the
ion (ωmt 1).
The first regime is the “fast” region where the µ is detuned close to ωm. This
is achieved by ensuring all αi,m(t) = 0 at all times which requires 2N + 1 control
parameters [59], where N is the number of ions for a set of motional modes. This
imposes a complex control problem as the solutions are pre-calculated to obtain the
highest entanglement fidelity. However, the number of control parameters can be
reduced by choosing the appropriate detuning δ from ωm for entanglement operations
[59–61] .
The second regime is the “slow”regime where µ is detuned far from ωm relative
to the sideband Rabi frequency (|µ−ωm|  ηimΩi). In this regime, the spin-motion
coupling becomes negligible as αi,m(t) 1. As a result of this regime, the last term
of Eq. 4.42 grows linearly with time and will dominate the time evolution and the








































where νR = h̄∆k
2/(2m) is the recoil frequency. Ji,j ≈ J0/|i − j|α is the power-law
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decaying Ising coupling between spins i and j with tunable exponent α, J0 > 0.
In the experiment, we implement quantum simulation in the slow regime. The
red and blue beatnotes are detuned away from all the ωm with ωCOM to be the closest
from the detuning. However, there is a practical limit on how far δ = |µ−ωCOM | can
go because spin-spin interaction strength also decreases with δ. In the experiment,
we choose δ = 3ηΩ to obtain a reasonable spin-spin interaction while minimizing the
spin-motion entanglement [62]. The ηΩ here is calibrated with a single ion where
ηΩ =
√
ΩredΩblue and Ωred (blue) is the red (blue) sideband Rabi frequency. Although
the second scheme has phonon error, this scheme is implemented in the context of
analog quantum simulation, which does not require as high fidelity entangling gates
as in digital quantum simulation.
4.3.2 Ising Interaction with Transverse B-fields
The B-fields along x and y directions can be generated using Eq. 4.24 by
having a on-resonant third AOM tone when the Mølmer-Sørensen interaction is on.
As for the effective Bz field, during the Mølmer-Sørensen interaction, the red and
blue sidebands are detuned asymmetrically (ωred = ωHF − µ − 2B, ωblue = ωHF +
µ− 2B). This changes the frame of reference of the qubit and with the appropriate












4.3.3 Cross Terms of Magnus Expansion
With the B-field on, the Magnus Expansion series from (Eq. 4.31) does not
converge due to cross terms when the quantum quench of the HMS (Eq. 4.30) and
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HTotal = HMS +HCarr
(4.46)
















The first term is from Eq. 4.36 and the second term in H
(1)
is the B-field for the
simulation. H
(2)
remains unchanged for Bx-field because Bx commutes with HMS.
For ζ 6= x, H(2) has two additional time-dependent terms([HMS(t1), HCarr(t2)] and
[HCarr(t1), HMS(t2)]) that contribute to the cross terms. Let’s focus on the cross








































All the terms in H
(2)
Cross grow linearly with time. With the experimental parameters,
µ + ωm ∼ 2µ as µ = ωm + δ, where δ is the detuning. δ is on the order of 30 kHz
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[σx, σy] = 2iσz [σy, σz] = 2iσx [σz, σx] = 2iσy (4.54)
When σζ = σy,z, H
(2)
Cross will yield σz and −σy for ζ = y, z respectively. This
contributes to additional spin-dependent phonon errors in the quantum simulation
when both HMS and HCarr are applied simultaneously. The magnitude of this cross
term is on the order ηΩΩC
4(µ−ωm) . This Magus expansion does not converge in which
here we only investigate till the second-order term in the Magnus. The higher-order
spin-dependent phonon terms are studied in Ref. [63,64].
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4.4 Details about the experiment on Raman
In Chapter 2, we show the results of motional modes along with the transverse
directions of the trap because the ∆k of the Raman beams overlaps with both







In this trap, we can rotate the principal axes of the trap θ (Fig. 4.2). However,
when one of the principle axes is aligned to the Raman ∆k, the motional modes
of the trap along these axes degenerate, resulting in inefficient Doppler cooling. In
principle, another Doppler cooling laser can mitigate the issue but we are currently
constrained by the space because we need another laser along the imaging path (z-
direction). Therefore, during the experiment, we set that the frequency separation
of both principle axes ∆ωαβ/2π = 121 kHz, which gives us θ ≈ 40◦.
4.4.1 Estimation of the angle between a principal axis to Raman
The principal axes are orthogonal with each other. The Raman configuration
in the lab overlaps with both principle axes of the trap (Fig. 4.2). The angle θ
between the principal axes and the Raman ∆k can be estimated by measuring the
single-ion-on-resonant sideband Rabi frequency of the two transverse COM modes






355 nm, Raman 
y
z
Figure 4.2: Raman orientation with respect to the principle axes of the trap. θ
describes the angle between axis β to the Raman vector.
sideband Rabi frequencies r =
ηβΩR
ηαΩR















where m is the mass of 171Yb+ and ωβ,α is the COM motional mode along the
principal axes β and α. This gives us the first equation to find θ. The second
equation is ∆k2 = ∆k2α + ∆k
2



















Then, θ = arctan
∆kβ
∆kα
, with the experimental measured r.
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Chapter 5: Ground-state Cooling
In the trapped ion platform, quantum information is encoded in the atomic
state of the ion chain, in which the collective motion of the ion chain is used for
entangling operations as described in the previous chapter. Therefore, it is crucial
to develop a cooling mechanism that prepares near motional ground-state for high
fidelity quantum operations [65]. This cooling process needs to be faster than the
motional modes heating rate of the ion trap for efficient ground-state cooling. The
few examples of sub-Doppler cooling are Sisyphus cooling [66], resolved sideband
cooling (RSC) [67], electromagnetically induced transparency (EIT) cooling [68]. In
the experiment, the initial cooling was done by Doppler cooling then followed by
sub-Doppler cooling methods to cool the ions to the Lamb-Dicke regime. The two
main sub-Doppler cooling techniques presented here are RSC and EIT cooling.
5.1 Resolved sideband cooling
Resolved sideband cooling (RSC) is a useful cooling method to cool atoms to
their motional ground state. The atoms are typically first Doppler cooled to localize
the atom and reach the Lamb-Dicke regime for effective RSC. The condition of the
Lamb-Dicke regime is given as:
η2(2n+ 1) 1 (5.1)
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where η is the Lamb-Dicke parameter and n as the motional quantum number of
the atom’s harmonic oscillator.
Let’s assume a two-level system with energy splitting ω0 between the |↓z〉 and
|↑z〉 and harmonic motional mode of ωm. The laser beam is tuned to address the
red sideband transition with frequency ω0 − ωm. As derived in Eq. 4.27, a π red
sideband transition will remove one motional quanta while flipping the spin state,
|↓z, n〉 → |↑z, n− 1〉 (5.2)
Then, a carrier π pulse or optical pumping is applied to the atom
|↑z, n− 1〉 → |↓z, n− 1〉 (5.3)
The above sequences are applied again till the atom is in its motional ground state.
In the lab, we apply Raman red sideband transition and follow by optical pumping
(Fig. 5.1). This process is repeated for 30-40 cycles to achieve an average COM
phonon number, 0.04 < nCOM < 0.08. For optimal RSC, the pulse duration of the
red sideband transition is lengthened as the red sideband Rabi frequency decreases
with phonon numbers. This cooling technique is a powerful tool to achieve ground-
state cooling in trapped ions. However, RSC with only global control imposes
practical challenges, especially in large trapped-ion crystals. As more the number
of RSC pulses are applied, the cooling time scales linearly with time. For example,
the heating rate of an already resolved-sideband-cooled motional mode increases the
phonon number for this motional mode when other modes are resolved-sideband-
cooled. This may result in worse initial temperature after Doppler cooling. However,










 n ηΩ  n+1ηΩ
Figure 5.1: Raman sideband cooling. The spin is optical pumped to |↓z, n〉 state. A
red sideband π |↓z, n〉 → |↑z, n− 1〉 and optical pumping |↑z, n− 1〉 → |↓z, n− 1〉.
This process is repeated and goes down to the harmonic oscillator ladder till the
n = 0.
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qubit addressing for RSC [69]. This provides an alternative scheme in RSC for the
system with individual-qubit addressing, which the apparatus in this thesis currently
does not.
5.2 Electromagnetically induced transparency (EIT) cooling
Another sub-Doppler cooling mechanism is EIT cooling, where it allows si-
multaneous ground-state cooling over a bandwidth of motional spectrum with only
global control. The fundamental mechanism of EIT exploits quantum interference
in a three-level Λ system to create a tunable spectroscopic profile for efficient cooling
of ion chain within the desired bandwidth of motional modes. EIT [70] is an exten-
sion of “coherent population trapping” [71,72] where the absorption of a transition
is suppressed due to destructive interference from two transitions to the excited
state in the Λ system [73, 74]. Here, we use EIT to suppress the carrier transition
|↓z, n〉 ↔ |↑z, n〉 and minimize the blue sideband transition |↓z, n〉 ↔ |↑z, n+ 1〉
while maximize the red sideband transition |↓z, n〉 ↔ |↑z, n− 1〉 to achieve ground-
state cooling1. In 171Yb+, EIT cooling works in a tripod-level configuration which
can be reduced to an effective Λ system. Before we delve into EIT cooling in 171Yb+,
let’s start with EIT cooling in a three-level system.
5.2.1 Three-level system for EIT cooling
First, we will neglect the motional states and only consider a three-level system
with ground state |g〉, excited state |e〉 and meta-stable or stable state |r〉 (Fig. 5.2
a). |e〉 are coupled to both |g〉 and |r〉 states via dipole transitions that can be





























Figure 5.2: EIT cooling of the three-level system. a) The pump (probe) beam is
detuned away from the excited state by ∆r(∆g). The intensity of the pump beam is
stronger than the probe beam (Ωr  Ωg). The blue (red) state is one quanta of the
motional mode ωm above (below) from |g〉. b) Absorption spectrum of the excited
state ρee as a function of ∆g which is normalized with respect to the linewidth Γ of
state |e〉. ρee = 0 at ∆g = ∆r as indicated by the blue dashed line in the inset.
generated with laser fields. A strong (pump) beam, with Rabi frequency Ωr and
detuning ∆r, excites the transition |r〉 → |e〉 and a weak (probe) beam, with Rabi
frequency Ωg and detuning ∆g, excites the transition |g〉 → |e〉. This application of
lasers results a Fano-like profile where the zero absorption case happens when both
detunings of the lasers are the same ∆r = ∆g (Fig. 5.2). We modify atom-field
Hamiltonian from Eq. 4.9 to describe the three-level system of EIT. For simplicity,
the wavevector and phase dependences are removed from Eq. 4.9 in this derivation2.
The atomic Hamiltonian and the atom-field Hamiltonian (HEIT = HA + HAF ) is

























where −ωg and −ωr are the eigenvalues of the Hamiltonian in the absence of the
coupling fields. Next, we apply unitary transformation ˜U(t) on |ψ(t)〉 to remove



































































In order to find the population of each state, we need to solve the Master’s equation
∂ρ
∂t
















ρ̃ the density matrix and L = Γj |j〉〈e| is the Lindblad operator to account the effect
of spontaneous emission to |g〉 and |r〉 which are denoted as Γg and Γr respectively
with Γ as the linewidth of |e〉 (Fig. 5.2 b). For steady-state solution, we take ∂ρ
∂t
= 0.





ζ = ((∆g −∆r)2(8ΓΩ2rΩ2g + 4Γ2(ΓgΩ2r + ΓrΩ2g) + 16(∆2rΩ2gΓr + ∆2gΩ2gΓg))
+ 8(∆g −∆r)(∆rΩ4gΓr −∆gΩ4rΓg) + (Ω2g + Ω2r)2(Ω2gΓr + Ω2rΓg)) (5.12)
Another way to understand EIT is via dressed state [68,76]. The pump beam
applied to the Λ system causes AC stark shift of atomic levels, which leads to the
creation of dressed states (Fig. 5.33.).
|+〉 = sin θ |r〉+ cos θ |e〉 (5.13)
|−〉 = cos θ |r〉 − sin θ |e〉 (5.14)















r − |∆r|) (5.16)
3This figure is based on Ref. [76]
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The probe beam couples the dressed state to |g〉. The application of both beams
creates the Fano-like absorption spectrum (Fig. 5.3).
By setting ∆r = ∆g = ∆, the energy eigenvalues of ˜HEIT are given by (Fig.
5.3 b):
ED = ∆ (5.17)
E± = ∆± |δ| (5.18)
During EIT cooling, the stationary atoms are trapped in the dark state |D〉,
which comprises of mostly |g〉, irrespective of its initial state [73]. However, if the
atoms are trapped in a harmonic oscillator with frequency ωm and δ = ωm, the
motional modes of the atom can drive the population out from the |D,n〉 to the
bright state |+, n− 1〉 (Fig. 5.3c). Then, the population |+, n− 1〉 spontaneously
decays to |D,n− 1〉. In the trapped-ion experiment, δ can be set to cool the COM
transverse motional mode ωCOM most efficiently, and the other lower motional modes
within a certain bandwidth can be cooled simultaneously. However, EIT cooling,
unlike RSC, cannot deterministically prepare ions to their motional ground state as
blue sideband excitation is still present. The steady-state average phonon number
n̄(∆g) of EIT cooling as a function of ∆g [67] is given by:
n̄(∆g) =
ρee(∆g) + ρee(∆g − ωm)
ρee(∆g + ωm)− ρee(∆g − ωm)
(5.19)



















































Figure 5.3: EIT cooling with Dressed State. a) Left: The Λ system in EIT cool-
ing. The pump beam creates dressed states |+〉 and |−〉. Right: This shows the
transformed dressed states (|+〉 and |−〉). The energies of the dressed state are AC
Stark shifted by δ. The probe beam couples |g〉 to the dressed states. b) Absorption
spectrum of ρee. The maximum Lorentzian feature in ρee at E− indicates state |−〉.
The dark state |D〉 (with ED) is when ρee = 0 while the bright state |+〉 (with E+)
is the maximum of Fano profile. Inset: Magnified image of the Fano profile. δ is
tuned to be ωm. The red dashed line indicates the red sideband transition, which
is maximized for optimal EIT cooling mechanism with minimal blue sideband ex-
citation (blue dashed line), while suppressing the carrier transition (black dashed
line). c) The motion of the atom drive the sideband transition. EIT cooling works
efficiently with δ = ωm.
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5.2.2 EIT Cooling in a Tripod System
The extension of EIT cooling beyond the three-level system has generated both
studies in theoretical [77–79] and experimental [12, 80, 81] studies. This extension
features EIT cooling with atom which its atomic structure has four or more atomic
ground state, like 171Yb+. Here, we demonstrate EIT cooling with a four-level tripod
structure in 171Yb+ [12]. The EIT cooling in 171Yb+ featured here uses the transition
between 2S1/2 |F = 1〉 ↔2 P1/2 |F ′ = 0〉 ≡ |e〉 (Fig. 5.4a) where linewidth of the
excited state (|e〉) Γ = 19.7 MHz. The Zeeman states |±1〉 ≡ |F = 1,mF = ±1〉
are Zeeman shifted by ∆B= ±7.7MHz with respect to |0〉 ≡ |F = 1,mF = 0〉 by a
constant magnetic field Bzee = 5.5G along the y-axis. This EIT scheme involves a
simultaneous and global application of two 369.5 nm lasers with all components of
polarization (Fig. 5.4). The weak probe beam with π polarization is along the axial
direction of the ion chain. The pump beam from the perpendicular direction of the
ion chain has both σ+ and σ− polarizations where the ratio of both polarizations
is controlled by a birefringent waveplate. With the methods shown in Eq. 5.5-5.7,










































Figure 5.4: EIT cooling in 171Yb+. a) Bare states of a four-level tripod structure
in 171Yb+ in EIT cooling. All the coupling lasers are shown with their respective
detuning, Rabi frequencies and polarizations. The pink shading illustrates the ef-
fective EIT Λ system with π beam as the probe beam and σ− beam as the pump
beam. b) EIT cooling laser configuration in the lab. The σ± pump propagating
perpendicularly to the ion chain (y) and the π is along the chain axis (x).
where each ground state |k〉 couples to the excited state |e〉 via a dipole transition
with its respective polarization, Rabi frequency Ωk, detuning ∆k from the |e〉 . Here,
we set ∆0 = ∆1 = ∆ and ∆−1 = ∆− 2∆B.
5.2.2.1 Simplification from four-level tripod system to effective Λ sys-
tem
From the eigensystem of the four-level tripod, the dark state |D〉 comprises
of both |0〉 and |1〉 with energy ED = ∆. The two additional bright eigenstates
|B±〉 consists of mostly |e〉 (Fig. 5.5a). Their corresponding energy eigenvalues
are close to the two bright states energy eigenvalues in the Λ system (Eq. 5.18),
EB± ≈ 12(∆±
√
∆2 + Ω20 + Ω
2
1). The last remaining eigenstate
∣∣∣B̃
〉
, is another bright
state where the majority of its state is |−1〉 with a relatively small percentage of
the |e〉, |0〉 and |1〉.
∣∣∣B̃
〉
can be approximated as being decoupled from both |0〉 and
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|1〉 states. Therefore, the four-level tripod system can be simplfied to an effective
Λ system consisting just |e〉, |0〉 and |1〉 states (pink shading of Fig. 5.4a)4. In this
simplification picture, σ+ beam serves as a re-pumper to remove population from
the |−1〉 state.
























with ∆ = ∆0 − ∆1. Here, Γr = Γg from Eq. 5.12 is Γ0 = Γ1 = 12Γ because we
have σ+ acts a re-pumper and the spontaneous decay to both |0〉 and |1〉 state






For sanity check, the minimum of ρee is at ∆ = 0, which corresponds to the dark






1 + ∆1), which is the
bright state. The cooling bandwidth is estimated by finding at which detuning ∆0
where the cooling stops. This condition happens when the blue sideband absorption
spectrum is higher than the red sideband absorption spectrum, ρee ≤ ρee(∆) −
4This effective Λ system provides an intuitive picture with the above ∆i and Ωi parameters.
Solving the four-level tripod eigensystem and Master’s equation will give a more comprehensive
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Figure 5.5: Numerical calculation of the four-level tripod system of 171Yb+ for EIT
cooling with Rabi frequencies Ω−1 = 0.7Γ, Ω0 = 0.35Γ, Ω1 = 2.0Γ and detunings
∆−1 = 3.69Γ, ∆0 = ∆1 = 4.47Γ. a) The eigenstate decomposition in the dressed-
state in terms of the bare states, indicated by the color bars (|e〉: gray, |−1〉: purple,
|0〉: orange, |1〉: green). The red (blue) arrow indicates red (blue) sideband transi-
tions. The black wavy arrow represents spontaneous decay. b) Absorption spectrum
of the excited state ρee as a function of the probe laser detuning ∆0, calculated by
numerically solving the steady-state Master’s equation. The green box shows the
magnified view focusing on the Fano profile for EIT cooling. The gray dashed line
shows the experimental probe frequency during EIT cooling. A few examples of
experimental transverse modes are marked with colored lines increasing from red to
blue. c) The calculated steady-state average phonon number n̄ωm .


























5.2.2.2 Four-level tripod numerical result
Similar to the explanation of the previous section, the steady-state population
is trapped in the dark state when EIT cooling beams are applied to the stationary
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atom. With the motional modes of the atoms, the population can be driven out
from the |D〉. In this tripod system, we set EB+ −ED = ωm to drive the state from
|D,n〉 → |B+, n− 1〉. Then, the population in |B+, n− 1〉 decays to |D,n− 1〉.
This cycle continues until it reaches to steady-state average phonon of the mth
motional mode ωm [67, 79]:
n̄ωm =
ρee(∆0) + ρee(∆0 − ωm)
ρee(∆0 + ωm)− ρee(∆0 − ωm)
(5.26)
where ρee(∆0) and ρee(∆0 ± ωm) are the numerical steady-state population of the
excited state |e〉 at the carrier and sidebands respectively (Fig. 5.4). With this
calculation, we can tune the experimental parameters (Ωi and ∆i) to achieve the
lowest cooling limit with a wide motional modes bandwidth.
From the four-level tripod configuration, we calculate the absorption spec-
















The numerical study is depicted in Fig. 5.6.
5.2.2.3 Four-level tripod experimental result
In this work, we employ the cryogenic trapped-ion setup discussed in this
thesis [11]. The ions are confined in a linear RF trap with two transverse COM




Figure 5.6: Numerical result of average phonon number with EIT cooling. a) The
heat map plot shows the average phonon number (color map) as a function of mode
frequency and Rabi frequency of the pump beam. The detuning of the pump beam
is set to ∆1 = 4.47Γ. Left: the detuning of the σ
+ beam is set to ∆−1 = 3.69Γ and
the Rabi frequency is Ω−1 = 0.35Ω1. Right: the detuning of the σ
+ beam is set to
∆−1 = -4.47Γ and the Rabi frequency is Ω−1 = Ω1. b) The optimal detuning ∆0
and the corresponding average phonon number for the COM motional mode.
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Figure 5.7: EIT laser configuration in the experiment. a) The σ± beams combines
with one of Raman beams with a dichroic mirror. The EIT wavevector difference
couple to both principal axes of the trap. Therefore, EIT cooling can cool both sets
of transverse modes. b) The counter-propagating Raman beams have wavevector
difference perpendicular to the ion chain axis, which also couple to both principal
axes of the trap. The Raman beams are tilted by θ with respect to principal axes
β, which enables sideband spectroscopy on the transverse modes. Axis α is per-
pendicular to axis β. In this experiment, θ = 40◦. c) The level diagram of 171Yb+
with states in 2S1/2 and
2P1/2. The second order of 7.34 GHz EOM is used to mod-
ulate the pump beam (dashed arrow lines) for removing the population from the
2S1/2 |F = 0〉 state. The light gray line indicates a weaker σ+ re-pumped beam than
σ−.
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Figure 5.8: EIT cooling performance of a single ion. a) Bright state population
P↑ of the red (blue) sideband Rabi flopping between the qubit states, (depicted as
red (blue) experimental dots and fitted line from the data). Rωm(t) is obtained
by comparing the ratio red and blue Rabi flopping population at time t to extract
n̄COM . b) Measured n̄COM (black dots) as a function of EIT cooling time tc for
the COM transverse mode at 2π × 4.45 MHz. The data is fitted to an exponential
decay with an offset to extract the 1/e cooling time. c) Measured n̄COM (orange
dots) as a function of ∆0. The orange line indicates the numerical solved Master’s
equation. Both plots use the same experimental parameters: Ω1 = 2.0Γ, Ω0 = 0.76Γ
,Ω−1 = 0.8Γ, ∆1 = 4.5Γ, ∆0 = 4.54Γ and ∆−1 = 3.69Γ. There is a good qualitative
agreement between the numerics and experiment and good quantitative agreement
near the EIT dark resonance where we operate in the experiment.
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ωax = 2π × (0.29 − 0.39) MHz, depending on the number of ions. Both transverse
modes are cooled as the wavevector difference of the EIT beams overlaps with the
principal axes of the trap (Fig. 5.7). We also added a 14.7 GHz sideband on the σ±
beam to pump all the population out from the |↓z〉 state. We start the experiment
with Doppler cooling → ground-state cooling → optical pumping (initialize qubit
to ↓z). Then, we measure the vibration population of the transverse modes using a
pair of counter-propagating 355 nm Raman laser to perform sideband spectroscopy.








We start the EIT cooling with a single 171Yb+ ion with the optimized Rabi
frequencies and detunings of both the pump and probe beam. To further optimize
the EIT cooling, we vary ∆0 of the probe beam and measure the phonon number
in the COM mode for each configuration. The measured optimal thermal phonon
number agrees with the numerical result but deviates as ∆0 are tuned away from the
optimal thermal phonon number. We attribute this to imperfect σ± polarizations
due to the dichroic mirror. We also measure the steady-state phonon number with
various cooling times tC to extract a 1/e cooling of 48 µs. We achieve n̄ωCOM = 0.08
with a cooling rate of 8.4× 104 quanta/s (Fig. 5.8).
Next, we perform EIT cooling on longer ion chains with lengthN = 5, 15, 23, 40
(Fig. 5.9 a-d) using the same experimental parameters in the single ion case. n̄ωm is
obtained by comparing the corresponding red and blue sidebands peaks of an ωm.
We apply a fixed EIT cooling time of tc = 300µs for all system size and observe









































Figure 5.9: Long ion chain EIT cooling performance. a-d) The red and blue motional
sideband spectra of ion chainswith length N = 5, 15, 23, and 40 ions as shown as in
the inset. The horizontal axis is the detuning from the carrier transition ∆R. The
COM motional modes do not change, and two more transverse frequency with each
additional ion. The asymmetry of the red and blue sideband excitation indicates a
large cooling bandwidth of ≈ 3 MHz. The experimental data (dots) are Gaussian
fitted (solid color lines) to identify the peaks. e) The extracted steady-state phonon
number of selected transverse modes across the 40-ion chain. The dots represent
experimental data with the solid blue line as the numerical prediction with the same
experimental parameters.
an efficient EIT cooling of transverse motional modes. We observe n̄ωm as low as
0.04 ± 0.01 for specific modes and n̄ωm < 0.54 within the 3 MHz bandwidth (Fig.
5.9 e). Thus, we have achieved an efficient and wide bandwidth EIT cooling of the
transverse motional modes with fixed EIT cooling time, independent of the number
of ions. As a comparison to show that EIT cooling is working, we took the red and
blue sidebands of the 31 ions where the ions are only Doppler cooled (Fig. 5.10).
Finally, we investigate the cooling performance of EIT cooling with RSC of se-
lected modes in a chain of 36 ions using motion-sensitive carrier Rabi flopping. As we
scale up the system size, the transverse mode spectrum becomes dense, and driving
sideband Rabi oscillation becomes challenging. An alternative method for cooling
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Figure 5.10: The red (in red) and blue (in blue) Raman sideband spectra of 31-ions
chain after 2 ms of Doppler cooling. The dots indicate experimental data and solid
lines are Gaussian fits to guide the eye. The motional modes for the chain have a
bandwidth of 1.5 MHz. The peak heights of the red sidebands after Doppler cooling
can be contrasted with that of Fig. 5.9 (a-d) after EIT cooling, to illustrate that
EIT cooling works better than Doppler cooling over a large bandwidth.
performance is to use counter-propagating Raman beams to drive the motion of the
ions. It gives a global measurement total average phonon number of the motional
modes. The direct effect of the phonon number is through the Debye-Waller effect
on the carrier Rabi frequency on the i ion that suppresses the interaction. Assuming
each motional mode m is in the thermal state with average phonon number n̄m, the
carrier Rabi frequency on the i ion is:
Ω̄i = Ωi exp [−
∑
m
η2im(n̄m + 1/2)] (5.30)
where each mode is within the Lamb-Dicke regime η2im(nm + 1/2)  1 [67]. The




























where the approximation assumes sufficiently early evolution times. Here, the Ci(t)
suppresses both the Rabi frequency and contrast of the Rabi flopping. Unlike the
sideband spectroscopy, this method does not extract the individual n̄ωm . However,
with the measured Rabi evolution of each ion, we can extract global information
about the thermal motion of the ions. We fit the observed Rabi flopping of each ion




1− [1− A(Bit)2] cosBit
2
+ P0 (5.33)







m and Bi as the Rabi frequencies for each ion. P0 is an offset
term to account for detection errors.
With these global observables, we gauge three different cooling schemes. Method
1 is the control that implements only RSC centered on the two COM modes, which
cool the COM and the neighboring modes. Method 2 applies four additional modes
that are further away from the COM to cover the full motional spectrum of the 36
ions, ensuring all the modes are ground-state cooled. Method 3 combines broadband
EIT cooling with Method 1. Overall, both Methods 2 and 3 have shown improve-
ment on the Rabi flopping than Method 1. However, Method 2 costs twice a much
time as Method 3 to achieve similar performances5. The data here assumes that
laser intensity noise is not the main factor in decreasing the Rabi oscillation con-
trast. The main objective here is to observe the relative improvement of the above
cooling schemes under similar experimental conditions. The comprehensive treat-
ment will using co-propagating Raman beams to isolate the motion contribution
5Here, the laser power of RSC is limited. The RSC time can be reduced with higher laser
power. However, when the laser power is unlimited, the carrier transition of the qubit would be
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Ion Index
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A = 0.011 ± 0.001A = 0.009 ± 0.001A = 0.015 ± 0.001
A = 0.0092 ± 0.0002A = 0.0133 ± 0.0003 A = 0.0096 ± 0.0002
B/2π = 22.9 ± 0.1 kHzΩ B/2π = 24.2 ± 0.1 kHz B/2π  = 24.5 ± 0.2 kHzΩ







Figure 5.11: The performance of three different cooling schemes with a 36 ion
chain characterized with a motion-sensitive carrier Rabi oscillations. The trans-
verse modes here are spread between 2-4.45 MHz. The Doppler cooling time is
neglected. a) The Rabi flopping of the 18th ion. The red lines show the fitted result
with Eq. 5.33. The measured best-fit parameter the Rabi frequencies Bi b) and A.
c) with Eq. The red horizontal lines represent the average of B and A across the
ion chain. Each column shows the result from three different ground-state cooling
schemes. Left: 40 cycles of RSC on each of the COM motional modes at 4.4 MHz
and 4.35 MHz with a total cooling time t = 0.4ms. Middle: Another four additional
40 cycles RSC for each of the frequencies at 3.57 MHz, 3.25 MHz, 2.43 MHz, and
2.07 MHz with t = 1.47 ms. Right:Combination of 0.3 ms EIT cooling time with
Method 1 RSC cooling with a total cooling time of 0.7 ms. The asymmetry of the
Rabi frequency (b) is likely from the uneven micromotion across the chain with
length of ≈ 76µm.
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from the laser noise to obtain the decay due to laser intensity noise.
5.2.2.4 EIT calibration and qualitative discrepancy in numerical and
experimental data
The EIT cooling parameters are first calibrated before data taking. The de-
tuning ∆i with i = −1, 0, 1 can be easily set with the RF frequency generated
by the DDS to the AOMs. The Rabi frequencies Ωi are calibrated with Ramsey
spectroscopy. We first calibrate the microwave driving frequency with the energy
splittings between 2S1/2 |F = 0〉 (|↓z〉) and 2S1/2 |F ′ = 1〉, which consists of |i〉 with
i = −1, 0, 1. We roughly find the hyperfine (|↓z〉 ↔ |0〉) and Zeeman transitions
(|↓z〉 ↔ |±1〉) by scanning the microwave frequency with their respective fixed
time as the Rabi frequencies of these transitions are different6. To fine-tune the mi-
crowave driving frequency, we do a Ramsey scan (π/2→ scan the wait time→ π/2)
and change the microwave drive and then π/2 time till we achieve a flat line. For
each EIT beam calibration, we apply a calibrated microwave π/2 pulse to prepare
the ion in the superposition state of the |↓z〉 and the respective 2S1/2 |F ′ = 1〉 states.
Next, we shine each of the EIT beams separately on the atom and scan the indi-
vidual EIT beam pulse time. Finally, we apply another π/2 microwave pulse before
measuring. From this, we can obtain the AC stark shift for each polarization for








6This depends on the orientation of the microwave with respect to the B-field. The microwave
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Figure 5.12: Ramsey measurement for calibrating EIT cooling beams. Left: Ramsey
measurement between 2S1/2 |F = 0,mF = 0〉 ↔ 2S1/2 |F = 1,mF = −1〉. Middle:
Ramsey measurement between 2S1/2 |F = 0,mF = 0〉 ↔ 2S1/2 |F = 1,mF = 0〉.
Right: Ramsey measurement between 2S1/2 |F = 0,mF = 0〉 ↔
2S1/2 |F = 1,mF = 1〉. a) Ramsey fringes of EIT pump beam. b) Ramsey
fringes of EIT probe beam.
From this measured AC stark shift, we extract the Rabi frequencies of all the EIT
beams with all the polarization components:




−1 ) =(2.0Γ, 0.8Γ, 0.8Γ)




−1) =(0.17Γ, 0.76Γ, 0.18Γ)
The EIT cooling parameters need Ω1 = Ω
pm
1 ,Ω0 = Ω
pr
0 , Ω−1 = Ω
pm
−1 . The rest are
imperfect polarizations.
We test EIT cooling on the highest COM mode ωα with a single ion with all
the parameters calibrated. Then, we proceed for longer ion chain using the same
parameters. In the experiment, we start with 2 ms Doppler cooling which reduces
the ωαCOM to n̄ ≈ 5, then follow by EIT cooling for 300 µs and finally measure the
n̄.
We attribute the discrepancy between the experimental data with the numer-
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ical result in Fig. 5.8 to the imperfect polarization of the laser beams. First, this
effect can lead to biases in the AC Stark shift calibration of the Rabi frequencies
used in the numerical calculation. In addition, this can give rise to spurious bright
resonance which its absorption profile can cause heating. We investigate the effect
of the impure π component of the pump beam and σ+ component of the probe
beam. We notice that impure beam polarization has the same EIT dark resonance
as the ideal polarization scheme, which suppresses the carrier scattering at the op-
timal EIT cooling condition. However, once the probe beam moves away from the
EIT dark resonance, the carrier suppression in the impure polarization scheme has
diminished as the bright resonance of the impure scheme is very close to its dark
resonance. This carrier scattering results in inefficient EIT cooling or ‘EIT heating’.
Furthermore, the theoretical model does not consider all of the states in the
2S1/2 ↔2P1/2 transition. In the experiment, we also have EOM to modulate the
σ± beam with an EOM to remove the population from the |↓z〉 state. Lastly, the
numerical model does not consider the interaction between ions when cooling a long
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Figure 5.13: Coupling from polarization impurity. a) Blue shows the main EIT cool-
ing scheme driven by the major σ− component of the pump beam and the major
π component of the probe beam. However, the experiment beams are imperfect.
Here, we include the small π component of the pump beam and the small σ+ com-
ponent of the probe beam (orange). (b) The EIT absorption profile around the
cooling window is calculated by only considering the blue or orange configuration
separately from the experiment calibration. The black dashed line marks the probe
frequency during cooling.The red to blue lines denote several examples transverse
mode frequencies with their value increasing as the color continuously changing from
red to blue. Dashed (solid) lines indicate blue (red) sidebands. The dots (circles)
indicate the value of ρee at the corresponding sideband frequencies for the major
(minor) configuration.
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Chapter 6: Analog Quantum Simulation
In Chapter 4, we have provided a toolbox for quantum simulations. Although
such a quantum simulator is not a universal quantum computer [83, 84], it can
be tailored to study particular quantum models such as TFIM. In this lab, we
have explored this quantum simulator for optimization [85] and many-body physics
[13,86]. This thesis focuses on the quantum simulation experiment – “Domain-Wall
Confinement and Dynamics in a Quantum Simulator” [13]. Here, we study the effect
of confinement with its implications on information spreading in many-body system
and excitation energy of domain-wall bound states from non-equilibrium quench
dynamics.
6.1 Information propagation
The propagation velocity of quantum information can be measured by ob-
serving how fast different parts of the system becomes correlated [87, 88]. Thus, it
is interesting to study quantum many-body systems to understand how quantum
information propagation is influenced when different interactions are engineered in
the system for quantum computing [89], quantum simulation [90], and quantum
metrology [91] purposes. Systems with power-law interactions, where the interac-
tion strength falls off according to r−α with distance r and α > 0, are studied for
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their rich physics. One prominent examples of such an interaction is the short-
range interaction where α > 3. In the short-range model, the velocity spreading is
bounded such that it exhibits a linear light cone correlation spreading [92]. This
is called the Lieb-Robinson bound, which furthers the understanding of local in-
teracting quantum many-body system [93]. This similar study has been extended
to understand quantum information and entanglement spreading in the long-range
model [94]1.
In the experiment, we perform a quantum quench and observe the implications
of confinement in the spreading of correlations. As explained in Chapter 4, we apply
a quantum quench and measure individual spins, which enables us to calculate the
magnetization and many-body correlations. We use the two-body correlator to










where Cζij(t) measures the correlation between spins i and j along the axis ζ =
x, y, z. The first term in Eq. 6.1 is a two-body correlator, and the second term
is a normalization offset to ensure that an uncorrelated measurement equals zero.
Therefore, Cxi,j(t) = 0 for uncorrelated spins, C
x
i,j(t) = 1 for correlated spins and
Cxi,j(t) = −1 for anti-correlated spins.
6.2 Confinement model
Confinement is a ubiquitous mechanism. Particles subject to confinement
experience an attractive potential that increases without bound as they separate.












Figure 6.1: Hadronic particles. A hadron can be categorized into two categories
a) baryon (made up of an odd number of quarks with ≥ 3 quarks) or a b) meson
(made up of a quark and antiquark). Gluons (spring lines) bind the quark together,
forming hadronic particles. Gluons carry color charge of the strong interaction, and
they interact with themselves and the quarks. For physical particles to exist, the
combination of quarks needs to have a net color-neutral charge. This property is
called color confinement. For example, the three quarks in the baryon particle a),
each have three different colors (red, blue, and green) charge to form a color-neutral
charge. It also can be in the form of superpositions where each term consist of three
colors. Meson b), on the other hand, has a quark with one of the primary colors
and antiquark with anticolor of the quark’s color to obtain net zero color charge.
The superposition for the color charge can be in the form of color with its anticolor
for each term. The quantum simulation experiment here explores the concept of
confinement that is analogous to meson.
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One prominent example of confinement is color confinement in quantum chromo-
dynamics (QCD), where quarks are confined into hadronic particles by the strong
interaction that increases with the particles’ separation [95, 96]. The concept of
confinement is well-established, but a quantitative understanding of the connection
between theoretical prediction and experimental observation remains an active area
of research [95,96]. The study of confinement can be extended to the context of con-
densed matter and statistical physics, where it can occur in a low-energy quantum
many-body system, which can provide insight into confinement from the microscope
perspective. In previous works, the static and equilibrium of such confined system
have been well studied both theoretically and experimentally. However, as shown
in recent theoretical studies, the effect of confinement can also have dramatic con-
sequences for non-equilibrium dynamics in a quantum many-body system, such as
suppression of information spreading and slow thermalization [97–104].
6.2.1 Analogy of confinement in with the Ising model
This analogous effect of confinement occurs in the 1D nearest-neighbor short-
range Ising model with both transverse and longitudinal B-fields, in which the out-
of-equilibrium dynamics can be used to quantify confinement [97]. In this theoretical











For Bx = 0, the domain-walls (regions with spins that are anti-aligned with each
other) propagates freely (Left: Dashed line of Fig. 6.2). However, when Bx 6= 0,










Pair of bound 
domain-walls Meson
V(x) V(x)
Figure 6.2: Domain-wall confinement analogy to color confinement in QCD. Left:
An illustration of individual spin dynamics under the effects of confinement after
a quantum quench. Spins up (down) are represented by red (blue) arrows where a
domain-wall is the region between the spin up and down. The linear dashed line
shows the domain-wall propagation after the quantum quench with nearest-neighbor
TFIM. However, when there is an additional longitudinal field in the quench (Eq.
6.2), this additional field confines the pairs of domain-wall as shown in the black
lines. Right: A domain wall (green circle) is represented as a quark, and the anti-
aligned domain wall as antiquark (pink circle). In the presence of the confining field
due to the longitudinal B-field, these two paired domain walls are bounded, creating
a quasiparticle. This is analogous to the QCD’s color confinement, where the two
quarks are bounded to generate a meson.
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propagating. The pair of bound domain walls creates a quasiparticle, similar to a
meson in QCD. Such a confining potential that increases as the distance between the
two domain walls lengthens is the main criteria for confinement in the many-body
quantum system. The effect of confinement is measured by calculating the connected
correlation along the interaction direction (x) Cxi,j(t). As shown in Ref [97], with
Bz = 0.25, the correlation spreading is confined even for a small Bx = 0.025.
Furthermore, the masses of the pairs of bound domain walls (quasiparticles) are
exhibited by the oscillating dynamics of an observable.
6.2.2 Long-range TFIM for Confinement
The theoretical study of confinement in the many-body system is extended
to the long-range TFIM without the longitudinal field2 [101]. Liu et al. [101] find
that the long-range interaction in the TFIM introduces an effective attractive force
between a pair of domain-wall that confines them into a bound state (Left of Fig. 6.4)













where Jij ≈ J0/|i, j|α is the power-law decaying Ising coupling between spins i and
j with a tunable exponent α and J0 > 0. The confining potential in this long-
range model also increases with domain-wall separation (Fig. 6.3). Therefore, this
model exhibits the effect of confinement, such that the dynamics of the connected-
correlation Cxi,j(t) is confined as studied in Ref [97]. This is not expected to occur






















Figure 6.3: Confining potentials in the short-range and long-range TFIM are drawn
for visualization. Left: The longitudinal field induces a linear confining potential
with separation of the pairs of domain-walls. Right: The long-range interaction cre-
ates a confining potential that increases with the separation between paired domain-
walls. This potential fulfills the criteria for confinement.
in a system with the Hamiltonian consisting of the long-range TFIM without the
transverse field, in which the correlations spread faster than the Lieb-Robinson
bound, as demonstrated experimentally in [90].
The low-energy excitations of this confinement Hamiltonian (Eq. 6.3) consists
of states containing zero or two domain walls. By restricting the Hilbert space to
include only these states, Liu et.al. build a ‘two-kink’ model or ‘two-domain-wall’
model for a ferromagnetic long-range TFIM that mimics the lower energy behavior
of the system. The Hilbert space of this model consists of two outer domains as
down-aligned spins and the center domains of length l as up-aligned spins. These
domains are separated by two domain walls: one between spin positions j − 1 and
j and another between position j + l − 1 and j + l. These domain-wall states have
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the form:
|j, l〉 = |↓1 ... ↓↓j−1↑j↑ ... ↑↑j+l−1↓j+l↓ ... ↓〉 (6.4)
For a translation-invariant system, the above basis is transformed to a set of quasi-
momentum basis state |k, l〉 = 1/L
∑L
j=1 exp(−ikj − ikl/2) |j, 1〉, which transform




V (l) |k, l〉 〈k, l| − 2Bcos(k
2
) |k, l〉 〈k, l + 1| − 2Bcos(k
2
) |k, l〉 〈k, l − 1| (6.5)
The off-diagonal terms describe the effective kinetic energy of the domain walls with
quasimomentum k from the transverse B-field. The interaction term Jij introduces
the potential term V (l)




where si(S) = ±1 is the value of the spin at site i corresponding to the configuration
S with a two-domain-wall separation length l. This Hamiltonian is then diagonalized
to extract the low-energy spectrum, which describes the bound-state due to the
potential V (l). Such confining potential depends on Jij, which is approximated as
the power-law rα. For α < 2, this potential is unbounded with the two-domain-wall
separation, and all pairs of domain walls will be confined into quasiparticles.
6.3 Experimental results of Confinement
In the theoretical model, it assumes a closed-boundary condition, but the
trapped-ion spin system is finite with an open-boundary condition. Therefore, to
minimize deviation from the theoretical model, we consider only states with short,
up-aligned domains with l  L centered in the spin chain. We also minimize the
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boundary effect [105] in the experiment because the center-to-center spin interaction
strength is much stronger than the center-to-edge interaction strength. With these
constraints, the experimental result matches well with the exact diagonalization
(with L ≤ 21) and the two-domain-wall model. For the two-domain wall model
numerics, we take the experimental Jij matrix to calculate the energy gaps for each
experiment. First, from the Jij matrix, we extract a vector of interaction parameters
Jkj by fixing the site k to be the center ion for each ion chain length. We virtually
place the ions on a ring to impose a periodic boundary condition for the Ising
interaction to be translational invariant (Jlm = Jk,k+m−l). From here, we obtain
Eq. 6.5 to be diagonalized to extract the energy spectrum and energy gaps with the
experimental parameters.
Furthermore, the featured quantum simulators natively realize an antiferro-
magnetic TFIM. Since all measured observables O(t) of the evolution are real and
symmetric under time-reversal, the measured observables of Hamiltonian H and
−H are the same. Therefore, the expectation values from Jij > 0 and B > 0 are
identical to Jij < 0 and B < 0. For this reason, we simulate the dynamics of a












This experiment has two parts. In this first part, we focus on the implications
of confinement in correlation spreading and the measurement of bound-state ener-
gies. By measuring how correlations spread after quenching the confinement Hamil-
tonian, we show that confinement can dramatically suppress information propaga-
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tion and thermalization in such many-body system. Then, we move on to determine
the bound-state energies quantitatively by observing oscillation frequencies of the
spin(s). Finally, we go beyond the confinement regime (deconfinement regime) to
study the number of domain walls generated by the quantum quench for a wide
range of transverse Bz strengths.
This experiment employs two quantum simulators which we refer as System
1 [52] and System 2 [11]. Both systems can generate the same quantum simulation
Hamiltonian, but they differ in their environments. System 1 is room temperature
apparatus. The main limitation of this apparatus is the rate of collision between the
residual background gas in the UHV and the ion chain in which limits the size of
the ion chain. However, this apparatus has individual addressing capabilities, which
allows arbitrary spins flip. This is crucial in this work in investigating low-energy
domain-wall bound states in smaller system sizes. System 2 is a linear blade RF
trap (described in Chapter 2) in a cryogenic environment (featured in Chapter 3)
with only global qubit control. The main reason of the cryogenic environment is to
minimize the residual background gas collision with the ion chain and allow longer
storage lifetimes of a large ion chain as compared to System 1. For this purpose,
System 2 supports a large ion chain to measure the lowest bound-state energy and
the confinement and deconfinement regimes.
6.3.1 Information Propagation due to the Effects of Confinement
To study the effect of confinement in such a many-body system, we apply a
quantum quench to bring the system out of equilibrium (Right of Fig. 6.4). We
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Figure 6.4: Effective confining potential and experiment sequence. Left: Under
the confinement Hamiltonian, the pairs of domain walls in the Ising spin chains
experience an effective confining potential that increases with distance analogously
to the strong nuclear force in QCD. As a result, the pairs of bound domain-walls are
bounded, creating meson-like quasiparticles (labeled E1 to E3), that dramatically
changed the dynamics of the system. The grey arrows indicate long-range inter-
actions between spins, where the opacity reflects interaction strengths that weaken
with distance (interaction arrows are not shown for all spins). The shaded regions
indicate interacting domain-wall quasiparticles. The dotted lines represent the ex-
tension of this model to larger systems. Right: The experiment begins by initializing
a chain of trapped-ion spins in a product state which includes initial states with zero
domain walls and two domain walls. The initialization of states is determined by the
greatest overlap with the respective bound-state of the confinement Hamiltonian.
Then, the initial state is evolved under the Hamiltonian for some time. We finally
measure various observables, such as individual spin magnetization along any desired
axis with a camera for site-resolved measurement. The grey double-ended arrows
represent energy differences between two adjacent energy levels corresponding to a
particular initial state.
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initialize the spins into a product state, polarized wither along the x or z directions
of the Bloch sphere. Using individual addressing laser beams, we prepare domain
walls with various initial configurations (Fig. 6.5 c,f,i). After state initialization, we
apply a sudden quench of the confinement Hamiltonian Eq. 6.7 with B/J0 ≈ 0.75.
This B/J0 is chosen such that this quench can drive the system out of equilibrium
with a reasonable noise floor while remaining in the confinement regime. Following
the time evolution of the system, we measure the state of spins with a 369.5 nm
detection for spin-dependent fluorescence. From this, we can calculate the time-
evolution of individual magnetization 〈σx,zi 〉 or the connected correlations Cxi,j(t).
To understand the consequences of confinement on information spreading, we
measured the absolute value of connected correlation Cxi,j(t) along x (the Ising di-
rection) (Fig. 6.5). When the initial state consists of small number of domain walls,
the correlation spreads slower than the nearest-neighbor interacting system (white
dashed lines in Fig. 6.5 with velocity v0 = 4Bz). The correlation spreading is
suppressed with localized correlation throughout the evolution [98, 100]. This im-
plies that confinement due to long-range interactions confines the domain walls and
localizes them at their initial conditions.
On the other hand, we observe a faster-than-linear spreading of connected cor-
relations for many domain-walls initial states, in which the initial state is polarized
along the z direction, despite quenching under the same Hamiltonian (Fig. 6.5).
This initial state is a linear superposition of all possible spin configuration states
that contain large domain walls. Unlike the previous initial states with small do-








































Figure 6.5: Confinement dynamics at B/J0 ≈ 0.75, L = 11. The initial states for
each row are shown at the top of the last row.Top and middle rows: The absolute
value of center-connected correlations |Cxi,6(t)| with white dashed lines representing
the correlation propagation bounds (light cones) in the limit α → ∞ (nearest-
neighbor interactions). Top row shows the experimental |Cxi,6(t)| averaged over 2000
experiments. Middle row shows |Cxi,6(t)| calculated by solving the Schrödinger equa-
tion. The bottom row shows the measured individual-spin magnetizations along
their initialization axes, 〈σx,zi (t)〉, averaged over 2000 experiments (400 experiments
for i)). The color symbols represent magnetization data and solid colored curves
represent theoretical magnetizations calculated by solving the Schrödinger equa-
tion. Purple (green) dashed lines represent thermal expectation values calculated
from a canonical (microcanonical) ensemble averaged over the three displayed spins
(see Supplementary Information). The spin diagrams above c), f) and i) depict
the initial states prepared along the axes of the Bloch sphere shown by the inset
diagrams. c and f are prepared along x (sharing the same inset) and i) is prepared
along z. The boxed spins represent selected magnetization dynamics. a)-c), show
a low-energy initial state containing zero domain walls. Individual magnetizations
are 〈σxi (t)〉. d)-f), show a low-energy initial state containing two domain walls, with
a center domain of two spins. Individual magnetizations are 〈σxi (t)〉. We attribute
the discrepancy between the experimental magnetization data and numerics to im-
perfect state initialization. g)-i), show a high-energy initial state containing many
domain walls. Individual magnetizations are 〈σzi (t)〉. All magnetization error bars,
±1 s.d., are smaller than their plot symbols and are not shown. a)–c), d)–f) and
g)–i) share their respective x axes.
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the many-body spectrum. Based on both results, the effect of confinement is only
significant for low-energy excitation of the system.
Next, we measure the relaxation of magnetization for the above initial states
to understand the effect of confinement on thermalization of local observables (third
row of Fig. 6.5) [106]. For low-energy states (Fig. 6.5 c, f), the local magnetizations
retain long memories relative to their initial states. For high-energy states (all x-
polarized spins), on the other hand, each spin magnetization quickly relax to their
thermal expectation values (Fig.6.5 i). This result agrees with the observation where
correlations spread quickly and distribute across the entire system. Therefore, from
the correlation spreading and thermalization, we emphasize the confinement affects
low-energy states, which is distinct from many-body localization with quenched
disorder [107–109].
6.3.2 Bound-state Energies of Low Energy States
Under the effect of confinement, pair of bound domain-walls are confined, cre-
ating a quasiparticle with mass. The mass of these quasiparticles can be extracted
from the dynamics of the observables since all local observables should exhibit os-
cillations with frequencies proportional to the energy gap between these bound
states [97, 101]. Here, we choose to measure the time evolution of selected spins


















Figure 6.6: Initial states that predominantly overlap with the low-energy eigenstates
of the confinement Hamiltonian. The oscillation frequencies from the dynamics of
the color box spins (right) represents the corresponding bound-state energy differ-
ences (left).
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6.3.2.1 Initial State and Measurement
In the confinement regime, we prepare the initial states such that they predom-
inantly overlap with low-energy eigenstates of the confinement Hamiltonian [101].





where cns is the overlap of |s〉 with the initial state |n〉. Thus, any observable M as







−i(Es−E′s) 〈s′|M |s〉 (6.9)
where Es is the energy of state |s〉. Therefore, 〈M(t)〉 exhibits oscillation frequen-
cies corresponding to multiple bound-state energy differences, ∆Es,s′ = Es − Es′
with different amplitudes, depending on the initial state (Fig. 6.6). In the exper-
iment, we prepare initial states that overlap closely with low-energy eigenstates of
the confinement Hamiltonian in Eq. 6.7 and choose to observe spins on the outer
boundaries of the domain walls. This allows us to maximize the matrix elements
(〈s′|M |s〉) which couple the lower-energy bound state i to the adjacent higher-
energy bound state i + 1. Therefore, the oscillation frequencies that we observe in
Fig. 6.7 represent ∆Ei,i+1.
Following this prescription, we extract oscillation frequencies using single-
frequency sinusoidal fits of 〈σzi (t)〉 to obtain the energy gap between each initialized
state and the neighboring excited state (Fig. 6.7 a-c). We compare these extracted
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Figure 6.7: Low-energy excited states. a)-c), show the magnetizations of the boxed
spins on the edges of the center domain at B/J0 ≈ 0.75. These magnetization oscilla-
tion frequencies correspond to the normalized energy gap, ∆Ei,i+1/J0. Solid colored
lines represent theoretical calculations of dynamics by solving the Schrödinger equa-
tion. The error bars, ±1s.d., are smaller than their plot markers and are not shown
in a)-c). a) Zero initial domain size: ∆E0,1/J0 is given by the frequency of the 6th
spin. b) Initial domain size of one: ∆E1,2/J0 is given by the frequency of the 5th
and 7th spins. c) Initial domain size of two: ∆E2,3/J0 is given by the frequency of
the 4th and 7th spins. d) ∆Ei,i+1/J0 for i ≤ 2 are measured with three different
initial domain size spin configurations at B/J0 ≈ 0.75. The first three energy gaps
(i ≤ 2) are extracted from the magnetization oscillation frequencies shown in the
top row. e) We construct the bound state energy levels at quasimomentum k ≈ 0
using experimental data in d, where E0/J0 is set to zero. Inset: Theoretical bound
state energy bands with different quasimomentum, k, within the two-domain-wall
model. f) Scaling of ∆E0,1/J0 with system size at B/J0 ≈ 1. The blue shaded
region shows the two-domain-wall model numerical prediction of ∆E0,1/J0, with a
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Figure 6.8: ∆E0,1/J0 of all system sizes L at B/J0 ≈ 1 for Fig. 6.7 f). Circular dots
indicate experimental data. a), shows the magnetization evolution of the center spin
in a zero domain size initial state of various sizes L, measured in the y-basis. Solid
blue line represents theoretical calculations of dynamics by solving the Schrödinger
equation for the center spin of the L = 11 spin chain. Dashed colored lines show best
fit curves of an exponentially-decaying sine function for L = 16 through L = 38.
The oscillation frequencies are extracted from the fit and are normalized to each
respective J0 to obtain ∆E0,1/J0. The error bars, ±1s.d., are calculated from the
standard deviation of the mean with > 150 experiments per point. b) Fourier-
transformed experimental results from a. Each ∆E0,1/J0 of the different system
sizes is extracted using a Lorentzian fit.
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between the measured energies and the energies predicted numerically (Fig. 6.7 d).
Using these experimentally measured energy gaps, we can systematically construct
the low-energy excitation spectrum of the many-body system for quasimomentum
k ≈ 0 (Fig. 6.7 e). In general, quasiparticles with arbitrary quasimomenta can
be excited by a quantum quench. However, since the confining potential is steep,
excited quasiparticles remain localized, and their quasimomenta are close to zero.
Furthermore, leveraging the scalability of trapped-ion systems, we perform
this experiment with up to 38 spins. In order to numerically investigate these large
system sizes, we use a phenomenological two-domain-wall model. With this model,
by restricting the full Hilbert space to a subspace of states containing only zero or
two domain walls, we calculate the bound quasiparticle spectrum of Hamiltonian
(Eq. 6.7) for system sizes that would be challenging to exactly simulate with classical
resources (Fig. 6.7 f). We find reasonable agreement in the first excitation energy
gap ∆E0,1 between the experimental data and numerical predictions for all system
sizes (Fig. 6.7 f, 6.8, and 6.9). We attribute the systematic discrepancy in larger
systems to variations in J0 during the time evolution. These results, taken together,
suggest that quench dynamics are dominated by the confinement effect between
two-domain-wall quasiparticles.
6.3.2.2 Extracting Oscillation Frequencies
Due to the limited coherence time of the system, we cannot resolve the Fourier
spectrum of the dynamics, especially for ∆E2,3 (Fig. 6.7 c), to extract the bound-
state energy differences. Instead, we fit these frequencies to an exponentially-
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System size L






















Figure 6.9: ∆E0,1/J0 extracted from Lorentzian fit in different system sizes L.
Diamond markers show ∆E0,1/J0 for each system size with error bars from the fit
(See Fig. S4). The blue band shows the two-domain-wall model numerical prediction
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Figure 6.10: The Fourier-transformed spectrum of the bound-state energies with
three different initial center-domain-size states in the L = 11 spin chain. The top row
represents the initial state before the quantum quench. The dashed colored lines
show the Fourier transform of the experimental data corresponding to the boxed
spin shown in the top row. The black line describes the value predicted from the
numerical calculations using the two-domain-wall model. The magenta band shows
the bound-state energies from the sine fit of the data along with the errors of the
fit. The green band represents the bound-state energies from Lorentzian fits of the
Fourier-transformed experimental data along with the errors of the fits. The orange
and yellow lines are the Fourier transform of theoretical calculations of dynamics by
solving the Schrödinger equation for the corresponding labeled spins of each initial
state.
decaying sine function. The error bars are the standard errors of these fits (Fig.6.7
d-f). This fitting choice works well because we maximize the signal for ∆Ei,i+1.
∆Ei,i+1 also decreases as the energy level i increases (inset of Fig.6.7 e). Using
this knowledge, we can measure ∆Ei,i+1 starting from the lowest energy initial state
(all x-polarized) to the higher energy initial state (two domain walls with a domain
size of two). Then, we take a suitable single frequency as a guess value in fitting
the quench dynamics. The guess value is chosen such that it is the next lowest
frequency from the oscillation frequency measured in the lower energy initial state.
In the end, this method yields results that match closely with the two-domain-wall
model and numerical simulations calculated by solving the Schrödinger equation.
For a complete picture, we also Fourier-transformed experimental data (Fig. 6.10).
131
6.3.3 Number of Domain Walls at Various B-field Strength
At the final part, we go beyond the confinement regime to study the number
of domain walls after the quantum quench with a wide range of Bz field strength.
We start with all spin-polarized in the x-direction. For large Bz-fields, the strong
quench can excite many domain walls that subsequently become unbounded, and the
confinement picture for these parameters no longer captures the out-of-equilibrium
dynamics. The observable we choose to explore this regime is the cumulative time










where t1 and t2 enclose a window where 〈N〉 converges to a stable value (Fig. 6.11).
The expectation value is normalized by 1/2 to correctly count the number of domain
walls between neighboring spins [110]. We measure 〈N〉 as a function of B for
different system sizes (Fig. 6.12 a-e). We observe that, for small B fields, Ising
interactions dominate the dynamics, and the global quench can only excite a small
number of domain walls. However, for a large enough transverse field, the number of
generated domain walls saturates to a value that scales nearly linearly with system
size (Fig. 6.12 f). Here, we observe a transition between these two dynamical regimes
at intermediate values of B for different system sizes. This behavior is analogous to
the confinement-deconfinement crossover conjectured in QCD, in which increasing
energy density (controlled by B in this experiment) causes hadronic matter to form
a quark-gluon plasma or other exotic phase [96]. In both models, beyond a critical
energy density, weaker interactions allow particles to freely move with negligible
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energy penalty.
6.3.4 Domain-walls number at large B-field and at infinite tempera-
ture
In this domain wall investigation, we use the following Bloch sphere mapping:
z ↔ x. The orientation of the ith spin in the Bloch sphere is defined as |ψi(t)〉 =
cos θ(t)/2 |0〉+eiφ sin θ(t)/2 |1〉. Let |ψ〉 = |ψi(t)〉⊗|ψi+1(t)〉 since we are interested in
a two-body correlator for 〈N〉. At high transverse B-field, global Larmor precession
about the transverse direction dominates over the Ising interaction term in Eq.
6.7. The expectation value of the two-body correlator along z is 〈σzi (t)σzi+1(t)〉 =










Therefore, 〈N〉 = 0.25(L−1) when B  J0 which gives the density of domain
walls 〈n〉BJ0 = 0.25 (purple dashed line in Fig 6.12 f). Values of t1 and t2 are
chosen to include the plateaus of 〈N〉 while excluding dephasing of the spins. We
fix the scaled integration time J0(t2− t1), as J0 differs with system size (Fig. 6.11).
With a canonical ensemble at infinite temperature, there is equal probability
in all the eigenstate of the confinement Hamiltonian. The spins are no longer corre-
late with each other. As a result, 〈σzi (t)σzi+1(t)〉 = 0 and 〈n〉T = 0.5. We note that,
for B  J0, the experiment operates in the prethermal region in which a transient
Hamiltonian is approximately conserved for an exponentially long time [111–114].





































































Figure 6.11: Evolution of domain wall population. Experimental data of evolution
of the number of domain walls 〈N〉 during a quench of Hamiltonian (Eq. 6.7) with
B/J0 ≈ 10 for multiple system sizes. The shaded area indicates when 〈N〉 converges
































































































Figure 6.12: Number of domain walls in two dynamical regimes. a)-e) Exploring
the two dynamical regimes with increasing transverse B-field strength in different
system sizes. Circular dots indicate experimental data. Horizontal lines show the-
oretical predictions of 〈N〉 = 0.25(L − 1) at B  J0. Colored continuous lines
represent numerical results predicted by solving the Schrödinger equation. Vertical
dashed lines indicate the experimental maxima of 〈N〉. Theoretical lines for system
sizes L = 31 and L = 38 are absent because we cannot compute the predicted evolu-
tion numerically for the experimental parameters. f) Dashed purple horizontal line
shows the theoretical prediction of domain wall density at B  J0, 〈n〉BJ0 . The
purple circular dots indicate experimental data of domain wall density at B ≈ 10J0,
〈n〉B≈10J0 . The dashed red line at 〈n〉T = 0.5 shows the density of domain walls
using the canonical ensemble at infinite temperature. All the experimental data is
integrated within the time interval J0t1 ≈ 0.34 and J0t2 ≈ 0.73. g) Reconstructed
images based on binary detection of spin states. The leftmost image is a reference
image of a 38 ion chain in a ‘bright’ state (|↑〉x). At the beginning of the exper-
iment, the spins are initialized in the ‘dark’ state (|↓〉x). The three right images
show experimental data of a combination of ‘bright’ and ‘dark’ states, marked in
blue and white circles respectively, for three different B/J0 values within the inte-
grated time frame. The occurrences of domain walls are highlighted with orange
horizontal dashed lines. The error bars are ±1 s.d. with >150 experiments.
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〈n〉T = 0.5, only after an exponentially long time, beyond the reach of this experi-
ment.
6.4 Summary
In summary, we have presented a real-time observation of domain-wall confine-
ment caused by long-range interactions in trapped-ion spin systems. By measuring
oscillating magnetizations, we were able to construct the spectrum of low-energy
domain wall bound states. Furthermore, we observed a transition between distinct
dynamical behaviors using the number of domain walls generated by the global
quench. This work demonstrates that confinement, naturally induced by long-range
interactions, may provide a novel mechanism for protecting quantum information
without engineering disorder. Such a feature may be applied in future studies to use
long-range interactions to stabilize non-equilibrium phases of matter. Altogether,
this work establishes the utility of trapped-ion quantum simulators for precisely
studying real-time dynamics of many-body systems, potentially extending to exotic
phenomena such as quark collision and string breaking [104].
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