Abstract-Big Data has been one of the current and future research frontiers. Data sets grow in size because they are increasingly being gathered by ubiquitous informationsensing mobile devices, aerial sensory technologies, remote sensing, software logs, cameras, microphones, radiofrequency identification readers, wireless sensor networks, and so on. Big Data has changed the way we capture and store data, including data storage device, data storage architecture, data access mechanism. Cloud computing moves the application software and databases to large data centers, where the management of the data and services may not be fully trustworthy. Storage is one of the major issues which hamper the growth of cloud. To deal with Big Data storage problems we discuss cloud storage platform based on the MapReduce for Big Data.
INTRODUCTION
In this age, Big Data applications are increasingly becoming the main focus of attention because of the enormous increment of data generation and storage that has taken place in the last years. Many real-world areas such as telecommunications, health care, pharmaceutical or financial businesses generate massive amounts of data. Gaining critical business insights by querying and analyzing such massive amounts of data is becoming the need of the hour [1] and has become a challenge to the standard data storage approaches. Traditionally, data warehouses have been used to manage large amounts of data. However, for the management of massive data that grow day after day, these are not able to provide reasonable response times. Big Data can be defined as data that exceeds the processing capacity of conventional systems [2] . This initiative will also lay the groundwork for complementary Big Data activities, such as dig data infrastructure projects, platforms development, and techniques in settling complex, data-driven problems in sciences and engineering. Finally, they will be put into practice and benefit society [3] .There are 2.5 quintillion bytes of data created every day, and this number keeps increasing exponentially. The world's technological capacity to store information has roughly doubled about every 3 years since the 1980s. In many fields, like financial and medical data often be deleted just because there is no enough space to store these data. These valuable data are created and captured at high cost, but ignored finally [4] . The bulk storage requirements for experimental data bases, array storage for large-scale scientific computations, and large output files are reviewed in [5] .
One of the most popular paradigms nowadays for addressing Big Data is MapReduce [6] , a new distributed programming model that organizes the computation into two key operations: the map function that is responsible for splitting the original dataset and processing each subproblem independently, and the reduce function that collects and aggregates the results from the map function.
In the last few years, cloud computing has grown from being a promising business concept to one of the fast growing segments of the IT industry. But as more and more information on individuals and companies are placed in the cloud, concerns are beginning to grow about just how safe an environment it is. Security issues in cloud computing has played a major role in slowing down its acceptance, in fact security ranked first as the greatest challenge issue of cloud computing [7] .
In this work, we present an analysis of several techniques to deal with data storage. Specifically, the techniques evaluated in this study are techniques that have been proved as useful for cloud storage and which we have adapted for Big Data following a MapReduce scheme. Finally, in this paper, we discuss the trusted cloud computing platform (TCCP) based on the MapReduce for International Conference on Mechatronics, Electronic, Industrial and Control Engineering (MEIC 2015) Big Data that can deal with Big Data trusted storage problems.
II. BIG DATA AND DATA STORAGE Big Data is a broad term for data sets so large or complex that traditional data processing applications are inadequate. Challenges include analysis, capture, curation, search, sharing, storage, transfer, visualization, and information. The term often refers simply to the use of predictive analytics or other certain advanced methods to extract value from data, and seldom to a particular size of data set [8] .
A. Big Data
Big Data [8] usually includes data sets with sizes beyond the ability of commonly used software tools to capture, curate, manage, and process data within a tolerable elapsed time [9] . Big Data "size" is a constantly moving target, as of 2012 ranging from a few dozen terabytes to many petabytes of data. Big Data is a set of techniques and technologies that require new forms of integration to uncover large hidden values from large datasets that are diverse, complex, and of a massive scale [10] .
In a 2001 research report [11] and related lectures, META Group (now Gartner) analyst Doug Laney defined data growth challenges and opportunities as being three-dimensional, i.e. increasing volume (amount of data), velocity (speed of data in and out), and variety (range of data types and sources). Gartner, and now much of the industry, continue to use this "3Vs" model for describing Big Data [12] .In 2012, Gartner updated its definition as follows: "Big Data is high volume, high velocity, and/or high variety information assets that require new forms of processing to enable enhanced decision making, insight discovery and process optimization" [13] . Additionally, a new V "Veracity" is added by some organizations to describe it. If Gartner's definition (the 3Vs) is still widely used, the growing maturity of the concept fosters a more sound difference between Big Data and Business Intelligence, regarding data and their use:
 Business Intelligence uses descriptive statistics with data with high information density to measure things, detect trends etc.;  Big Data uses inductive statistics and concepts from nonlinear system identification to infer laws (regressions, nonlinear relationships, and causal effects) from large sets of data with low information density to reveal relationships, dependencies and perform predictions of outcomes and behaviors. A more recent, consensual definition states that "Big Data represents the Information assets characterized by such a High Volume, Velocity and Variety to require specific Technology and Analytical Methods for its transformation into Value" [14] . Big Data can be described by the following characteristics [8]:
 Volume -The quantity of data that is generated is very important in this context. It is the size of the data which determines the value and potential of the data under consideration and whether it can actually be considered Big Data or not. The name 'Big Data' itself contains a term which is related to size and hence the characteristic.  Variety -The next aspect of Big Data is its variety.
This means that the category to which Big Data belongs to is also a very essential fact that needs to be known by the data analysts. This helps the people, who are closely analyzing the data and are associated with it, to effectively use the data to their advantage and thus upholding the importance of the Big Data.  Velocity -The term 'velocity' in the context refers to the speed of generation of data or how fast the data is generated and processed to meet the demands and the challenges which lie ahead in the path of growth and development.  Variability -This is a factor which can be a problem for those who analyze the data. This refers to the inconsistency which can be shown by the data at times, thus hampering the process of being able to handle and manage the data effectively.  Veracity -The quality of the data being captured can vary greatly. Accuracy of analysis depends on the veracity of the source data.  Complexity -Data management can become a very complex process, especially when large volumes of data come from multiple sources. These data need to be linked, connected and correlated in order to be able to grasp the information that is supposed to be conveyed by these data. This situation, is therefore, termed as the 'complexity' of Big Data. Big Data analytics consists of 6 Cs in the integrated industry 4.0 and Cyber Physical Systems environment. 6C system, that is, consist of connection (sensor and networks), Cloud (computing and data on demand), Cyber (model and memory), content/context (meaning and correlation), community (sharing and collaboration), and customization (personalization and value). In this scenario and in order to provide useful insight to the factory management and gain correct content, data has to be processed with advanced tools (analytics and algorithms) to generate meaningful information. Considering the presence of visible and invisible issues in an industrial factory, the information generation algorithm has to capable of detecting and addressing invisible issues such as machine degradation, component wear, etc. in the factory floor [15, 16] .
B. Data Storage
Big Data has changed the way we capture and store data [4] , including data storage device, data storage architecture, data access mechanism. As we require more storage mediums and higher I/O speed to meet the challenges, there is no doubt that we need great innovations. Firstly, the accessibility of Big Data is on the top priority of the knowledge discovery process. Big Data should be accessed easily and promptly for further analysis, fully or partially break the restraint: CPU-heavy but I/Opoor. In addition, the under-developing storage technologies, such as solid-state drive (SSD) and phasechange memory (PCM), may help us alleviate the difficulties, but they are far from enough. One significant shift is also underway, that is the transformative change of the traditional I/O subsystems. In the past decades, the persistent data were stored by using hard disk drives (HDDs). As we known, HDDs had much slower random I/O performance than sequential I/O performance, and data processing engines formatted their data and designed their query processing methods to work around this limitation. But, HDDs are increasingly being replaced by SSDs today, and other technologies such as PCM are also around the corner. These current storage technologies cannot possess the same high performance for both the sequential and random I/O simultaneously, which requires us to rethink how to design storage subsystems for Big Data processing systems [4] .
Direct-attached storage (DAS), network-attached storage (NAS), and storage area network (SAN) are the enterprise storage architectures that were commonly used. However, all these existing storage architectures have severe drawbacks and limitations when it comes to largescale distributed systems. Aggressive concurrency and per server throughput are the essential requirements for the applications on highly scalable computing clusters, and today's storage systems lack the both. Optimizing data access is a popular way to improve the performance of data-intensive computing [17] , these techniques include data replication, migration, distribution, and access parallelism. In [18] , the performance, reliability and scalability in data-access platforms were discussed. Dataaccess platforms, such as CASTOR, dCache, GPFS and Scalla/Xrootd, are employed to demonstrate the large scale validation and performance measurement. Data storage and search schemes also lead to high overhead and latency [19] , distributed data-centric storage is a good approach in large-scale wireless sensor networks (WSNs). Shen, Zhao and Li proposed a distributed spatial-temporal similarity data storage scheme to provide efficient spatial-temporal and similarity data searching service in WSNs. The collective behaviors of individuals that cooperate in a swarm provide approach to achieve self-organization in distributed systems [20] .
III. HADOOP AND MAPREDUCE

A. Hadoop
One of the most famous and powerful batch processbased Big Data tools is Apache Hadoop. It provides infrastructures and platforms for other specific Big Data applications. A number of specified Big Data systems (Table 1) are built on Hadoop, and have special usages in different domains, for example, data mining and machine learning used in business and commerce [4] .
Apache Hadoop is one of the most well-established software platforms that support data-intensive distributed applications. It implements the computational paradigm named MapReduce. Apache Hadoop (see Fig. 1 and Fig. 2 ) platform consists of the Hadoop kernel, MapReduce and Hadoop distributed file system (HDFS), as well as a number of related projects, including Apache Hive, Apache HBase, and so on [4] .
With the addition of MapReduce, Hadoop works as a powerful software framework for easily writing applications which process vast quantities of data inparallel on large clusters (perhaps thousands of nodes) of commodity hardware in a reliable, fault-tolerant manner. 
B. MapReduce programming model
The MapReduce programming model was introduced by Google in 2004 [6] . It is a distributed programming model for writing massive, scalable and fault tolerant data applications that was developed for processing large datasets over a cluster of machines.
The MapReduce programming model abstracts the calculation process in two phases: Map and Reduce. In the Map phase, the master node splits the input dataset into independent sub-problems and distributes them to worker nodes. Then, the worker nodes process in a parallel way the smaller problems and pass the answer back to its master node. Finally, in the Reduce phase, the master node takes the answers to all the sub-problems and combines them in a way to form the output. The users in this paradigm only have to define what should be computed in the Map and Reduce functions while the system automatically distributes the data processing over a highly distributed cluster of machines.
In the MapReduce model all the computation is organized around (key, value) pairs. In the first stage, the Map function, takes a single (key, value) pair as input and produces a list of intermediate (key, value) pairs as output. It could be represented as:
Then, the system merges and groups by keys these intermediate pairs and passes them to the Reduce function. Finally, the Reduce function takes a key and an associated value list as input and generates a new list of values as output, which can be represented as follows:
Fig . 3 shows the overall flow of a MapReduce operation in our implementation. When the user program calls the MapReduce function, the following sequence of actions occurs [6] . As illustrated in Fig. 4 , a typical MapReduce program with its map and reduce steps. The master node is in charge of job scheduling and task distribution for the slaves. The slaves implement the tasks exactly as assigned by the master. As long as the systems start to run, the master node keeps monitoring all the data nodes. If there is a data nodes failed to execute the related tasks, the master node will ask the data node or another data node to reexecute the failed tasks. In practice, applications specify the input files and output locations, and submit their Map and Reduce functions via interactions of client interfaces.
IV. CLOUD COMPUTING AND CLOUD STORAGE.
A. Cloud computing
As illustrated in Fig. 5 , cloud computing not only delivers applications and services over the Internet, it also has been extended to infrastructure as a service, for example, Amazon EC2, and platform as a service, such as Google AppEngine and Microsoft Azure. Infrastructure vendors provide hardware and a software stack including operating system, database, middleware and perhaps single instance of a conventional application. Therefore, it shows out illusion of infinite resources without up-front cost and fine-grained billing. It leads to the utility computing, i.e., pay-as-you-go computing [4] . 
B. Cloud storage
Surprisingly, the cloud computing options available today are already well matched to the major themes of need, though some of us might not see it. Big Data forms a framework for discussing cloud computing options. Depending on special need, users can go into the marketplace and buy infrastructure services from providers like Google and Amazon, Software as a Service (SaaS) from a whole crew of companies starting at Salesforce and proceeding through NetSuite, Cloud9, Jobscience and Zuora-a list that is almost never ending. Another bonus brought by cloud environments is cloud storage which provides a possible tool for storing Big Data. Cloud storage have good extensibility and scalability in storing information as demonstrated in Fig. 6 .
Cloud computing is a highly feasible technology and attract a large number of researchers to develop it and try to apply to Big Data problems [4] . Usually, we need to combine the distributed MapReduce and cloud computing to get an effective answer for providing petabyte-scale computing [21] . CloudView [22] is a framework for storage, processing and analysis of massive machine maintenance data in a cloud computing environment, which is formulated using the MapReduce model and reaches real-time response. In [23] , the authors extended MapReduce's filtering aggregation programming model in cloud environment and boosts the performance of complex analysis queries. We will discuss the trusted cloud computing platform in the future. Such as, in a computer and service systems, access is a specific type of interaction between a subject and an object that results in the flow of information from one to the other [24] .
