Experimentalists have observed phenotypic variability in isogenic bacteria populations. We explore the hypothesis that in fluctuating environments this variability is tuned to maximize a bacterium's expected log growth rate, potentially aided by epigenetic markers that store information about past environments. We show that, in a complex, memoryful environment, the maximal expected log growth rate is linear in the instantaneous predictive information-the mutual information between a bacterium's epigenetic markers and future environmental states. Hence, under resource constraints, optimal epigenetic markers are causal states-the minimal sufficient statistics for prediction. This is the minimal amount of information about the past needed to predict the future as well as possible. We suggest new theoretical investigations into and new experiments on bacteria phenotypic bet-hedging in fluctuating complex environments. 
Isogenic bacteria populations exhibit phenotypic variability [1] [2] [3] [4] . Some variability is unavoidable due to noise in the underlying biological circuits and when and how they emerge during development [5] . Such noise is not always detrimental to organism functioning: phenotypic variability can be tuned to maximize population fitness [6, 7] . Such optimal phenotypic variability is called bet hedging [8, 9] and has been implicated in seed germination in annual plants [10, 11] and in phenotype switching by bacteriophages [12] and fungi [13] [14] [15] [16] .
At first blush, it may seem strange that a population of organisms should not simply express the phenotype that grows best in the most probable environment-a deterministic strategy. Imagine, however, that the environment fluctuates somewhat unpredictably (as real environments often do), sometimes reaching a less probable state in which that phenotype does not reproduce. If organisms only express that single phenotype, then eventually, the population will go extinct. A population of organisms should, instead, hedge its "bets" about future environmental states, using the unavoidable noise in biological circuits [5] or other mechanisms-e.g., slippedstrand mispairing [2, 3] -to express different phenotypes with varying probabilities. Given this, the only question is: how should the population hedge its bets?
The first theoretical analysis of such bet-hedging was provided by Kelly in a classic analysis of gambling; see Refs. [17] and [18, Ch. 6] . If one thinks of organisms as money, to draw out the parallel, then gambling and bacterial growth are analogous. Adapting Kelly's setup, only one phenotype can reproduce in any given environmental state.
Kelly found in effect that (i) the optimal probability of expressing a phenotype is the probability of observing the corresponding environmental state and (ii) the maximal expected log growth rate is linear in the negative entropy of a single environmental state's probability.
Realistically, though, more than one phenotype might reproduce in a particular environment. For example, a bacteria phenotype optimized for growth on a high concentration of lactose can still grow on glucose, albeit with additional energetic expenditure [19] . References [20, 21] analyzed bet-hedging in just such a case.
Furthermore, epigenetics provides a mechanism by which organisms can remember the environmental past [22] . This memory acts as side information about future environmental states-information that can be used to increase the population's expected log growth rate [17, 18] . It is well worth mapping our setup's assumptions to those previously used to explore the value of information for populations subject to fluctuating environments [25] . We simultaneously relax assumptions A1 ("no information is inherited") and A3 ("only one phenotype survives") there, allowing for inheritance only through the epigenetic state, not through the previous phenotype. The last assumption does not map onto any in Ref. [25] . It constitutes the main insight that allows relaxing both A1 and A3 but still yields closed-form expression for the value of information as the increase in expected log growth rate arising from storing information about the environment. We do not allow each bacterium to observe the environment differently; in other words, Ref. [25] 's environmental sensor q(y t |x t ) is the identity map.
We later argue that a bacterium should optimally predict its environment, (somehow) using the environment's causal states [26] . Two observed environmental pasts x −∞:t and x −∞:t are considered equivalent,
is the chain of random variables representing the observed pasts. The equivalence relation ∼ partitions the set of all pasts into classes called causal states σ + ∈ S and induces a rule that maps a past to its causal state: σ = ( x −∞:t ). Causal states are the minimal sufficient statistics for predicting the environment, meaning that they constitute the minimal information about the past necessary to predict the future as well as one possibly could given the observations.
Results First, we obtain an expression for the expected log growth rate and maximize this with respect to phenotypic variability. We find that the instantaneous predictive information defines the quality of an epigenetic state under some assumptions on reproduction rates and environmental statistics. Then, we show that the optimal resource-constrained epigenetic states are the observational causal states. Importantly, this latter result is free from some of the more stringent assumptions required to establish the former result.
Emergence of instantaneous predictive information Let n t be the number of organisms at time t. Let Pr(p|y t ) be a bacterium's strategy-the probability that an organism expresses phenotype p given epigenetic state y t . This conditional probability distribution exists in a strategy simplex-the space of valid conditional probability distributions Pr(p|y). Assume that a bacterium's phenotype at the next time step depends on the epigenetic state but is generated independently of its phenotype at the previous time step. Finally, let f (p, x) be the reproduction rate of phenotype p in environment x, which might depend on the energetic efficiency of that phenotype in that environment.
Then, we straightforwardly obtain:
This yields an expected log-growth rate:
We focus on the expected log-growth rate as a natural measure of population fitness rather than on the fitness of an individual, which might be better quantified by expected growth rate. Why? In the case of phenotypic bet-hedging, what is good for the population is not necessarily good for the individual. To survive, an individual should choose a strategy that survives in all environments, even if it grows slowly in some. A population, however, has the luxury of having some organisms bet on phenotypes that might not survive in certain environments if they grow much faster in others. Hence, we are interested in what kinds of isogenic bacterial populations evolve. However, since these populations are isogenic, we describe the evolved population in terms of properties of the individual bacterium.
Also, note that y t has access to information about x −∞:t but cannot directly access information about x −∞:t . All of y t 's information about x t comes through x −∞:t ; i.e., we have the Markov chain Y t → X −∞:t → X −∞:t → X t .
We seek the bet-hedging strategy Pr(p|y t ) that maximizes expected log-growth rate r. Our derivation closely follows that of Ref. [21] , with the key change that we now allow for side-information from epigenetic memory. We maximize r, subject to the constraint that g Pr(p|y t ) = 1 for all y t , via the Lagrangian:
with respect to Pr(p|y t ), where λ yt is the Lagrange multiplier for each epigenetic state y t . Note that if the bacteria population strongly affected the environment's dynamics, then Pr(y t , x t ) would depend on Pr(p|y t ). Instead, we assume the environment is so large that the bacteria population does not affect it.
To find the strategy Pr(p|y t ) that maximizes r, we take derivatives of the Lagrangian and set them to 0:
And so:
. Let x y be the vector of optimal strategies Pr(p|y), p y the vector of Pr(x t |y), and W the matrix with elements f (p, x). Then, the preceding result in matrix form is:
where the 1s vector 1 has the length of the number of possible phenotypes and is the Hadamard product, so that represents componentwise multiplication and [W x y ] −1 represents componentwise inversion. If W is invertible, then we solve for x y :
and, using the normalization condition 1 x y = 1, we fortuitously find that: (2) gives the optimal strategy for phenotypic variability given a particular epigenetic memory.
Recall from Eq. (1) that the expected log-growth rate r is a function of epigenetic memories y t via the average over Pr(y t , x t ), the phenotypic strategy Pr(p|y t ), and reproductive rates f (p, x t ). Given the optimal strategy x y from Eq. (2), one finds a maximal expected log-growth rate:
Pr(y t , x t ) log Pr(x t |y t )
The first − H [X t |Y t ] of these two terms depends on the scheme that associates epigenetic states to environmental pasts. The second is independent of such schemes and depends only on environmental statistics and reproduction rates. Now, recall that Ref. [25] 's "value of information" ∆r * is the increase in maximal expected log-growth rate of a population with epigenetic memory above and beyond that of a population without any epigenetic memory. And so, if Eq. (2) yields an x y in the strategy simplex, then the "value of information" is:
This is the instantaneous predictive information [30, 31] . (Note the difference in notation between here and Ref. [31] , in that here, y t lags behind x t by a half-time step.) Hence, epigenetic states with higher instantaneous predictive information are evolutionarily favored.
Optimal epigenetic states are causal states Earlier, we stated that Eq. (2) gave the optimal phenotypic variability for a given epigenetic memory when the associated strategy was in the strategy simplex. If so, then the Data Processing Inequality [18] reveals that:
Employing the Data Processing Inequality, we implicitly assume that a bacterium's only guide to the future environment consists of past environmental states. In other words, we assume that an experimentalist, say, does not give the bacterium additional side information about the environment. The quantity I [X −∞:t ; X t ] = H [X t ] − h µ is also known as the predicted information rate or the total correlation rate [32, 33] . It is largely controlled by the environment's intrinsic randomness or Shannon entropy rate h µ = H [X t |X −∞:t ]. Equation (5) suggests evolution favors populations of organisms that develop epigenetic memories which as much of the environmental past as possible. However, memory is costly and one should not remember environmental pasts that are not helpful. More specifically, genomes are finite in size and can only support a finite number of epigenetic markers. Hence, the number |Y| of possible epigenetic states is finite. The balance to strike therefore is to saturate the inequality in Eq. (5) while minimizing a resource cost-the number |Y| of possible epigenetic states. In short, epigenetic memories store the minimal amount of information about the observed environment's past needed to predict the environment's future. They are, therefore, the minimal sufficient statistics of prediction of the future environment with respect to past observations. How might epigenetic memories store such information? After all, at a given time t a bacterium cannot directly access the observed environment's past x −∞:t . However, a bacterium's future epigenetic state y t+1 depends on both its previous epigenetic state y t and the present environmental observation x t . In other words, a bacterium's epigenetic state is generated by an input-dependent dynamical system whose input is the environmental observation. If the update rule for how the bacterium's future epigenetic state y t+1 depends on the previous epigenetic state y t and the present environmental observation x t are chosen so as to mimic the environment's -machine transition dynamic, then the bacterium's epigenetic state y t at time t will be the environment's causal state [26] . This is the limit to what is realizable from an input-dependent dynamical system. Hence, a bacterium's optimal realizable epigenetic memories are causal states of the observed environment. More generally, Eq. (2) might not give a valid conditional probability distribution or the matrix W there might not be invertible. Even then, maximization of expected log growth rate combined with resource limitations implies that optimal epigenetic memories are causal states. To show this, we first show that expected log growth rate is maximized when the epigenetic memories store the entire observed environmental past. Then, we show that this maximum is also achieved when epigenetic memories are minimal sufficient statistics of prediction of the future environment with respect to past observations. Finally, the aforementioned resource constraints imply that optimal realizable epigenetic memories are causal states.
Let's explain this and so provide a sketch of its proof. As stated, we must first show that expected log growth rate is maximized when the epigenetic memories store the entire environmental past. To see this, note that any Pr(p|y), for any realizable y, can be represented if y t = x −∞:t . Hence:
r .
Then, as desired:
Next, we show that this maximum is also achieved when epigenetic memories are minimal sufficient statistics of prediction of the future environment with respect to past observations. Note that the expression for r is linear in Pr(x t , y t ), and so max Pr(p|y) r depends only on Pr(x t |y t ), averaged over Pr(y t ). This, in turn, implies that maximal expected log growth rate can be achieved by any sufficient statistic of prediction. If we prefer sufficient statistics with smaller |Y|, then we find that optimal realizable epigenetic memories are causal states [26] , as stated earlier.
Conclusions We proposed that isogenic bacteria populations must predict their environment to maximize their expected log growth rate. We justified this via extensions of Kelly's classic bet-hedging analysis that follow Ref. [21] . This conclusion and Eq. (2) give explicitly-testable predictions for new kinds of bacteria evolution experiment in which populations evolve subject to a fluctuating memoryful environment. For instance, one can subject populations to partly-random, partly-predictable patterns of antibiotics. The prediction is that the bacteria will develop optimal phenotypic bet-hedging behavior in which their probability of exhibiting a particular phenotype implies epigenetic memory; i.e., with phenotypic variability given by Eq. (2) and with epigenetic memories that correspond to causal states of the environment. Although the above analysis focused on bacteria, similar results apply to the phenotype-switching fungi cited earlier.
That said, Ref. [7] 's setup might be more appropriate for interfacing with experiment. As such, we briefly describe an extension of that setup that should yield similar qualitative results to those presented here. Reference [7] studied phenotypic bet-hedging in a continuous-time system and assessed the difference between stochastically switching phenotypes (bet-hedging) and switching to the best phenotype based on sensing. In point of fact, there is a time delay between sensing and action that can be explicitly built into a model of environmental sensing and phenotypic switching. One should then find that memory of past environmental states, above and beyond instantaneous sensing of present environmental states, can be used to better select the next phenotype. The environment's inherent stochasticity will also lead such optimally-sensing populations to not only utilize memory of past fluctuations, but also to stochastically choose phenotypes.
For randomly selected processes, their optimal predictors ( -machines) are usually not finite. They can often be very large even when finite. Thus, the resource constraints mentioned earlier become paramount when addressing more naturalistic environments. It is surprisingly easy to put resource constraints and predictive information on the same footing in this setup based solely on their effect on the expected log-growth rate.
Consider Eq. (3). If there are more stringent constraints on bacteria size, then reproductive rates f (p, x) might increase, since less material is required to generate a new bacterium. Therefore, resource constraints will increase the second term in Eq. (3). However, stronger resource constraints tend to diminish the predictive information captured by a bacteria population, as given by the first term in Eq. (3). Hence, one expects the input-dependent dynamical system supporting a bacterium's epigenetic states to find "lossy causal states" [34] rather than causal states. In this, the degree of tradeoff between resource constraints and predictive information is determined by the environment and the organism's ability to grow in said environment. Lossy causal states can be calculated using the methods of Ref. [34] .
The derivation above assumed that the environment was so large that its evolution was independent of bacteria phenotypes. However, bacteria certainly affect their environment, at the very least by secreting molecules and removing nutrients. Ideally, we would not assume that the environment's evolution was independent of the bacteria's actions, thereby closing the sensorimotor loop and allowing for niche construction [35] . We expect relaxing this assumption to yield much more complicated quantifiers of the quality of epigenetic memory, given the difficult of solution of partially observable Markov decision processes (POMDPs); e.g., as described in Refs. [36] [37] [38] . However, we expect causal states to be optimal epigenetic states, since the belief states used in the solution of POMDPs are causal states.
