Discrete tomography deals with the reconstruction of images from projections collected along a few given directions. Different approaches can be considered, according to different models. In this paper we adopt the grid model, where pixels are lattice points with integer coordinates, X-rays are discrete lattice lines, and projections are obtained by counting the number of lattice points intercepted by X-rays taken in the assigned directions.
Introduction
It is well known that any tomographic inverse problem concerns the reconstruction of an unknown object by means of partial data coming from its projections, collected by means of X-rays, and taken along given directions. Starting from the first scanner invented by Allan McLeod Cormak and Godfrey Newbold Hounsfield (1979 Nobel prize for Physiology or Medicine), who autonomously rediscovered and implemented the early theory of Johann Radon in 1917 ( [25] ), technology has greatly improved throughout the years, which allowed tomography to be applied in several scientific areas, and exploiting different methodologies.
In the Radon approach angles under which projections are considered are available in the whole continuous interval [0, π), and the radiation has good analytic properties. This allows the resulting inversion formula to be obtained by means of integration. However, in real applications, due to mechanical and physical reasons involved in the acquisition process, the typical assumptions of the continuous approach are not fulfilled, and the reconstructed object may be quite different from the starting unknown one, sometimes even sharing no elements with it.
Since the scan devices allow to collect only a finite number of projections, along a finite set of directions having rational slopes, the tomographic problem can be re-defined inside a lattice grid. In the typical frame of Discrete Tomography (DT) [19, 20] only few types of different densities (say, 2-6) are involved. Density is assumed to be constant inside a same pixel of the resulting grid, so that the object to be reconstructed is shown under a finite resolution. In the special case of Binary Tomography (BT), homogeneous objects are considered, and one is interested in detecting the presence or the absence of the object itself at different parts of the working grid.
The discrete modeling of the tomographic problem implies that there are no chances, in general, of achieving an exact reconstruction by the standard mathematical algorithms. Moreover, in some applications, the required number of directions, along which projections are taken, is very limited, in order to avoid damaging the objects to be studied. This leads to strong ambiguities in DT reconstructions, and different approaches for a quantitative description of their uncertainty have been already explored (see for instance [15, 28] and the cited bibliographies).
As a consequence, we are mainly interested to the problem of looking for conditions that, though employing a limited number of projections, can guarantee an acceptable quality of the tomographic reconstructed outputs.
Quality of tomographic reconstructions
The tomographic reconstruction problem can be modeled as a linear system of equations Ax = p, where A is the projection matrix, mapping an image x to a vector p of projection data, collected by means of X-rays in assigned directions. In general the problem is highly under-determined, meaning that many solutions exist, and consequently measures for testing the quality of a reconstruction with respect to the unknown original image have been developed. In particular, the solution x * having minimal Euclidean norm proves to be very useful for the construction of several bounds on the distance between different binary solutions (see [2] ). This suggests that x * should be considered as a kind of reference image in any binary tomographic reconstruction problem.
Efficient reconstructions
When looking for efficient reconstruction algorithms, one should try to match three main requirements. The first one is the number of directions along which X-rays are performed. It cannot be too much large, in order to avoid huge amount of radiation. Due to dose constraints, this also reflects in the second request that, even for a small number of directions, the number of collected projections should be kept limited. This means that the size of the vector p should be comparable to the size of x. The third desirable property is that the percentage of exactly reconstructed pixels should be high, in order to infer reliable outcomes concerning the unknown object from the provided output.
Our work
In this paper we focus, first of all, on the grid model, largely employed in DT (see, for instance [1, 2, 5, 6, 7, 8, 9, 10, 12, 16, 17, 21, 23, 24, 26] ), where pixels are lattice points with integer coordinates, X-rays are discrete lattice lines, and projections are obtained by counting the number of lattice points intercepted by X-rays taken in the assigned directions. In [27] , projection dependency of the quality of tomographic outputs was investigated, by comparing reconstructions of a same phantom from different sets of directions. Analogously, we base on a theoretical uniqueness result for BT obtained in [6] (and generalized in [8] to higher dimensions), showing that exact noise-free binary reconstructions can be obtained with a suitable selection of just four directions. We model the tomographic problem in terms of linear system of equations, and, by exploiting the results presented in [2] , we show (Theorem 12 and Corollary 13) that the unique binary solution can be explicitly reconstructed by rounding the central solution (the solution of minimal Euclidean norm) of the linear system. This leads to an easy algorithm (BRA) that, in the grid model, quickly returns perfect noise-free tomographic reconstructions. BRA requires an iterative step in order to provide a satisfying approximation of the solution of minimal Euclidean norm. To this we have tested a few methods taken from the MATLAB AIR Tools Package developed by P.C. Hansen [18] , where several other iterative ART algorithms (see [3] ) are also implemented.
Then we focus on the tomography-side relevant problem of reducing the number of collected projections and, in the meantime, preserving a good quality of reconstruction. To this, we replace the grid model with a discrete strip model, where the width of X-rays progressively increases. Details are presented both in the theoretical and in the experimental sections, jointly with several simulations. It turns out that, despite using sets of just four suitably selected directions, a high percentage of reconstructed pixel is preserved, even when the number of collected data (the size of the projection vector p) is considerably smaller than the size of the working grid.
We wish to emphasize that BRA, as presented here, is mainly intended as an explicit implementation of the theoretical results provided in [6] (and related papers). It should not be considered as an immediate counterpart to more sophisticated reconstruction algorithms, whose robustness with respect to noise and errors in the grey level assumptions is well known from the available literature (see for instance [3] and the related bibliography). However, we think that the easy structure of BRA could be profitably matched with some usually employed strategies, in order to improve the speed and the quality of the reconstruction process.
The paper is organized as follows. In Section 2 we give the necessary preliminary details and notations. We recall the algebraic approach to DT, and comment on the grid model. In Section 3 we state the uniqueness theorem proved in [6] , and a few further useful results for the construction of sets of binary uniqueness. In Section 4 details are given concerning the structure of ghosts determined by sets of binary uniqueness. In Section 5, the knowledge of the ghost sizes, combined with geometrical information concerning the real-valued solution of Ax = p having minimal Euclidean norm, leads to a binary rounding uniqueness theorem. Section 6 is devoted to the description of the corresponding binary reconstruction algorithm (BRA), and to show all the previously proved theoretical steps by means of an example of small size. In Section 7 experimental applications of BRA are considered for different phantom images. Section 8 describes possible further work and concludes the paper.
Preliminaries
The discretization process of the continuous tomographic reconstruction method naturally leads to an algebraic approach. Here, reconstructing an image from its projections is equivalent to solving the linear system Ax = p,
where the vector x ∈ R n collects the pixels of the image to be reconstructed, the vector p ∈ R m gathers the measurements, and the generic entry a ij of the m × n projection matrix A = [a ij ] refers to the contribution the j-th pixel gives to the i-th X-ray. The coefficients a ij s can be computed in different ways, according to the different discrete models employed. In this paper we are interested in the so-called grid model, where pixels of size 1 are identified with their upper-left corner. A (lattice) direction is a pair (a, b) of coprime integers such that a = 1 if b = 0 and conversely b = 1 if a = 0. We can assume, without loss of generality, that a ≥ 0. By lines with direction (a, b) ∈ Z 2 we mean lattice lines defined in the x, y plane by equations of the form L : ay = bx + t, where t ∈ Z. Here we assume the horizontal axis to be oriented from left to right, and the vertical axis downwards. A finite subset of Z 2 is said to be a lattice set. For a lattice set E, and a vector u ∈ Z 2 , we denote by E + u the lattice set obtained by translating each point of E along u.
In the grid model X-rays consist of lines in the lattice Z 2 , and a ij = 1 when the pixel j belongs to the line L i , while a ij = 0 otherwise. If we replace lattice lines with lattice strips we get a discrete strip model, where a ij = 1 when the pixel j belongs to the strip Γ i , and a ij = 0 otherwise. It is also known as Dirac model [13] , and differs from the discrete strip model considered in [30] , where pixels are not collapsed in a lattice point, strips are continuous, and a ij relates to the portion of pixel j covered by the strip Γ i . Note that, in a Dirac model, as well as in the grid model, A is a binary matrix.
Let S = {(a r , b r ) | r = 1, . . . , d} be a set of d lattice directions, and
In this case uniqueness of reconstruction is guaranteed inside the grid A ( [22] ). Differently, if
then we say that S is a valid set of directions for a A. For r = 1, . . . , d denote
Further, let
For any function g : A → R, its generating function is the polynomial defined by
A monomial mx α y β ∈ Z[x, y] can be associated to the lattice point (α, β), together with the weight m. If |m| > 1 we say that (α, β) is a multiple point and m(α, β) = |m| is its multiplicity. Therefore, a generating function corresponds, geometrically, to a lattice set whose points have associated multiplicities. In particular, the support of g is the set of lattice points given by supp(g) = {(i, j) ∈ A : g(i, j) = 0}.
The line sum of g along the lattice line with equation ay = bx + t is defined as aj=bi+t g(i, j). Note that the function f , generated by F S (x, y), has zero line sums along the lines taken in the directions in S. Moreover, f vanishes outside A if and only if the set S is valid for A.
For a polynomial G(x, y), we denote by G + (x, y) (resp. G − (x, y)) the polynomial formed by the monomials of G(x, y) having positive (resp. negative) coefficients. The sets consisting of the lattice points (counted with their multiplicities) corresponding to G(x, y), G + (x, y), G − (x, y) are here denoted by G, G + and G − , respectively. A function g : A → R is said to be an S-ghost if it has zero sums along all lines having directions belonging to a given set S of lattice directions. If supp(g) = ∅, then g is called trivial ghost. If G(x, y) = G g (x, y), then the pair G = (G + , G − ) is a (weakly) bad-configuration, and consists of two sets that have the same absolute sums along all lines with directions taken in S, up to count each pixel with its proper multiplicity. Consequently, ghosts are responsible of ambiguous outputs in tomographic reconstructions. A binary S-ghost is an S-ghost where g : A → {−1, 0, 1}. In this case no multiple point belongs to G = (G + , G − ), which is called bad-configuration. Recent results concerning ghosts in Discrete Tomography can be found in [4] . Remark 1. When the tomographic problem is modeled as a linear system Ax = p, ghosts correspond to non-zero solutions of the homogeneous system Ax = 0, since these can be added to any solution of (1), still returning a solution. If g : A → R is an S-ghost, then the corresponding solution of Ax = 0, still called with the same term ghost, is denoted by x g . If we index the points of A according to some ordering, then the k-th entry of x g is x k = g(i, j) if and only if k = (i, j).
The number of entries of the projection array p (also called bins) depends both on the projection angles and on the size of the lattice grid. For a direction (a, b), and an M × N sized lattice grid, there are (M − 1)|a| + (N − 1)|b| + 1 bins, so that the size of p is linear in the grid dimensions and in the number d of employed directions ( [16] ). The redundancy rate (see [29] ) is the ratio
If the Katz criterion holds, then Red > 0 (the converse is not necessarily true). This means that m > n, namely the size of p is greater than the size of x.
On the other side, if the Katz condition is not fulfilled, then uniqueness of reconstruction is not allowed without introducing some extra information, since ghosts always appear.
So we have two different reconstruction approaches, both with positive aspects and drawbacks. Above the Katz limitations, uniqueness is guaranteed, but the redundancy rate of a reconstruction algorithm could be great, namely, the size of p is high. Below the Katz condition uniqueness is not ensured without some extra-information, but this could allow a reduction of the number of projections to be collected. As a trivial example, a zero entry of the projection array of a binary image uniquely determines the value 0 for each pixel on the corresponding line.
From an applicative point of view, the best scenario would be to get high-quality reconstructions with m < n, namely with a projection array p having size less than, or comparable to, the size of x. As a first step towards this issue, we wish to consider the case of noise-free projections. More precisely, we focus on the following two problems.
Problem 1 In a given lattice grid A, find an algorithm that provides perfect noise-free reconstruction in the grid model, and below the Katz condition, namely, when a set S of valid direction for A is employed.
Problem 2 Guarantee a high percentage of exact reconstruction even with a negative redundancy rate.
In this paper we provide a solution to Problem 1, in the case x ∈ {0, 1} n . Then, in view of Problem 2, we apply the algorithm to strip models where X-rays are assumed to have increasing width, showing that quite good solutions can be obtained.
A uniqueness result for binary reconstructions
Consider now the linear system Ax = p, A ∈ R m×n , p ∈ R m . If p collects consistent data, then the linear system supports a solution, even if, due to ghosts, usually many solutions are allowed. In this case one can try to find a particular solution x * , and then to include in the problem some extra information, in order to modify x * so that the new solution matches the added requirements. In case of BT, it is of special interest the solution x * having minimal Euclidean norm. This depends on different reasons. For instance, it can be easily approximated by iterative algorithms, and its theoretical properties are well known from the singular value decomposition svd(A) of the projection matrix A (see for instance [14] for details). Also, in [2] it was shown that all binary solutions of Ax = p have equal distance
to x * , being d the number of employed directions. This means that x * is the center of a hypersphere of radius R which contains all the binary solutions. To this, in what follows we refer to x * as the central reconstruction of the tomographic problem. Now, let S = {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 ± u 3 } be a valid set of four directions for the grid A = {(i, j) ∈ Z 2 : 0 ≤ i < M, 0 ≤ j < N }, and D = ±S ∪Ŝ, where ±S = {±u r | r = 1, . . . , 4} and S = {±(u 1 − u 4 ), ±(u 2 − u 4 ), ±(u 1 + u 2 )}. The set D, therefore, is not a set of directions, but a set of pairs. We split D into two disjoint sets A, B, defined as follows: (3)). Thus we have D = A ∪ B, where one of the sets A, B may be empty. The following result has been obtained in [6] , and it represents a criterion for preventing the existence of binary S-ghosts in A.
Suppose that g : A → {−1, 0, 1} has zero line sums along the lines with direction in S. Then g is identically zero if and only if
and
where, if one of the sets A, B is empty, the corresponding condition (7) or (8) drops.
Definition 3. A set S of four directions is said to be a good set for a grid A if S consists of four valid directions u 1 , u 2 , u 3 , u 4 such that u 4 = u 1 + u 2 ± u 3 . A good set satisfying all the assumptions of Theorem 2 is said to be a set of binary uniqueness for A. The collection of the sets of binary uniqueness for A is denote by S(A).
A general criterion for the construction of S(A) is not known. However there exist easy sufficient conditions for a set S to be in S(A), as in the following corollary (see also [11] ).
be a set of lattice directions, and suppose that r 1 , r 2 , s 1 , s 2 exist such that
Then it is S ∈ S(A).
Proof. The set S is of the form S = {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 ± u 3 }, therefore we must prove that assumptions of Theorem 2 hold. First of all, note that h = a 1 + a 2 + a 3 + a 4 = 6a 1 + 2r 1 + 2r 2 and (7) and For odd-sized square grids, the following result provides a general set of binary uniqueness (see [6, Corollary 16] ).
Corollary 5. If N is odd, then projections taken along directions in the set
In what follows we show how to match the central reconstruction x * with Theorem 2, in order to reconstruct the guaranteed unique binary solution.
For S ∈ S(A), let Ax = p S be the linear system modeling the tomographic problem. First of all, we investigate the structure of the existing (non binary) S-ghosts in A. Denote by G S the set of all ghosts associated to S, namely, the set of solutions of the homogeneous system Ax = 0. Therefore, G S is a subspace of R n isomorphic to null(A), the null-space of A, so that dim(G S ) = n − rank(A).
We are interested in investigating how an S-ghost included in the grid A can cover the different pixels of the grid. First of all, from Definition 3, and from the proof of Theorem 2 (see [6] ), it follows that, for any set S ∈ S(A), the four directions in S provide a weakly S-bad configuration F S , consisting of 15 pixels {λ 0 , ..., λ 14 }, where one pixel λ d is counted twice, and the others have weights ±1. For any w 0 ∈ R, we denote by F S (w 0 ) the weighted weakly bad configuration w 0 F S having the pixel λ d of weight 2w 0 , and all the other pixels have weights ±w 0 . In particular, F S (1) = F S . The pixels of F S (1) having weight +1 are λ 0 , and the pixels obtained by translating λ 0 along vectors corresponding to the sum of 2 or 4 elements of S. The pixels of weight −1 come from translations of λ 0 along vectors corresponding to the sum of 1 or 3 elements of S. Denote by I + , I − the sets of indices t such that λ t ∈ F S (1) is positively and negatively weighted, respectively. Figure 1 shows the structure of F S (w 0 ), for w 0 > 0 and in the case u 4 = u 1 + u 2 − u 3 (the other case, u 4 = u 1 + u 2 + u 3 , leads to an analogous configuration). White pixels have weight w 0 , grey pixels have weight −w 0 , and the weight of the dashed pixel is 2w 0 . 
The notion of enlarging region is related to the following theorem (where, as usual, h, k are defined as in (3)), which is simply a rephrasing of the results in [17] . 
Theorem 7 points out that each pixel of F S can be moved along any u ∈ E still remaining in the lattice grid A. Now we investigate how the |E| translated copies of F S (1) cover the different pixels of the grid A. The following simple property points out that ghosts contained in a given lattice grid A cannot be left or upper translated still remaining inside
Lemma 8. Let S = {u r = (a r , b r )} be a set of lattice directions, valid for a lattice grid
Then the (weakly) bad-configuration F S associated to F S (x, y) intersects the coordinate axes.
Proof. By (4), the product of any sequence of binomials f (ar,br) (x, y) always contains a polynomial of the form ax α + by β + c, for some α, β ∈ N, and at least one of the coefficients a, b, c different from zero. By (5), this holds for F S (x, y), meaning that F S contains at least one of the lattice points (α, 0), (0, β), (0, 0). Now we can show that, for each translation of F S along any u ∈ E, double pixels are preserved, namely that, for all (α, β) ∈ λ d + E, E(α, β) is reduced to the single point (α, β) − λ d . Lemma 9. Let A = {(r, s) ∈ Z 2 : 0 ≤ r < M, 0 ≤ s < N } be a lattice grid, S ∈ S(A), and F S = {λ i = (α i , β i ), i ∈ {0, ..., 14}} be the weakly bad configuration determined by S in A, where
Proof. We give the proof in the case when u 4 = u 1 + u 2 − u 3 and λ d = λ 8 (see Figure 1) . The other case, when u 4 = u 1 + u 2 + u 3 , follows with a quite analogous argument.
Consider the pixels
There are some cases to be taken into account.
•
This implies that the pixel λ i = λ i + (0, 0) / ∈ E + λ 8 , and, of course,
, and consequently λ i + u / ∈ E + λ 8 for all u ∈ E.
-If u j ∈ B then, by Theorem 2, it must be a j ≥ M − h or |b j | ≥ N − k. In the first case we can argue as above. In the second case, we have 3) If λ i = λ 8 + u j , then β 8 + |b j | > β 8 + N − k − 1 which implies that the pixel λ i = λ 8 + u j / ∈ E + λ 8 , and the same holds, of course, also for λ 8 
• min{M − h, N − k} = N − k.
-If u j ∈ B, then we have |b j | ≥ N − k, so that the same conclusions as in the previous cases 3) and 4) hold.
In the first case we get the same conclusions as in 1) and 2), in the second case 3) and 4) still hold.
Therefore, the statement holds for λ i = λ 8 ± u j , j ∈ {1, 2, 3, 4}. The same result follows also for the remaining pixels, since these have larger distance from λ 8 + E.
Remark 10. The same argument as in the proof of Lemma 9 can be applied to show that any λ i + E does not intersect λ t + E in case λ i = λ t ± u j , u j ∈ S. Therefore, possible intersections can occur only if
Example 11. Let A be a square lattice grid of sizes M = N = 51, and let S = {(3, 5), (5, 3) , (16, 15) , (24, 23) }. It is of the form S = {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 + u 3 }, and easily can be checked that all the assumptions in Theorem 2 hold, so that S ∈ S(A). Moreover, it is M − h = 3 and N − k = 5, so that, by Theorem 7, all S-ghosts consist of the union of 15 differently eroded rectangles of size (M − h)(N − k) = 15. Figure  2 shows, for four different binary images x i (i = 1, 2, 3, 4), the S-ghosts obtained by computing the difference between x i and the corresponding real valued solution x * i having minimal Euclidean norm. Note that, according to Lemma 9, the central eroded rectangle, where the multiple point λ d = u 4 = u 1 +u 2 +u 3 can be moved, is always disjoint from the others. However, differently from what stated in Lemma 9, if i, t = d possible overlaps might occur between λ i + E and λ t + E (see Remark 10) . This implies that, for the pixels (α, β) belonging to their intersection, the set E(α, β) has greater cardinality. For instance, we have u 1 + E = {(r, s) ∈ A, 3 ≤ r ≤ 5, 5 ≤ s ≤ 9}, and u 2 + E = {(r, s) ∈ A, 5 ≤ r ≤ 7, 3 ≤ s ≤ 7}, so that all pixels (α, 5) such that 5 ≤ α ≤ 7 belong to both sets. Moreover, for λ i ∈ F S , λ i = u 1 , u 2 no such pixel belongs to E+λ i . Therefore, for 5 ≤ α ≤ 7, it results |E(α, 5)| = 2, and E(α, 
Binary reconstruction from the central solution
We can exploit Theorem 2 to select sets S of four directions leading to linear systems of equations that admit only one binary solution x. In this case Theorem 7 provides lower and upper bounds on the size of wrongly reconstructed pixels when x is approximated by a generic solution of (1). Following [2] , we are induced to focus on the binary rounding x * of the central solution, and, by Theorem 7, to work just in the region possibly covered by ghosts. The following results lead to a perfect reconstruction of a binary image from the binary rounding of the central solution.
Let F S = {λ 0 , ..., λ 14 } be the lattice weakly bad configuration associated to a set S = {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 ± u 3 } ∈ S(A). For u = (p, q) ∈ E, let G u = F S + u, and let g u : A → R be the S-ghost generated by Figure 1 ), so it results
In case u 1 + u 2 + u 3 = u 4 we have an analogous definition, just observing that λ d = u 4 = u 1 + u 2 + u 3 has weight −2, and changing the sets I + , I − accordingly. If y is any solution of Ax = p S , then
for all (α, β) ∈ A, and for suitable α u ∈ R. Let {α * u ∈ R : u ∈ E} be the set of real values corresponding to the minimal norm solution, namely
For (α, β) ∈ A, let w * (α, β) be the minimal weight of (α, β), namely, the weight given to (α, β) by the minimal norm solution. By Lemma 9 and Remark 10, it results (see also Definition 6)
Therefore, x * (α, β) = x(α, β) + w * (α, β), so that
(12) Therefore, x(α, β) can be reconstructed from x * (α, β) once we can compute explicitly w * (α, β) for all (α, β) ∈ A. To this, denote by round(γ) the integer rounding of a real number γ ∈ R.
Proof. We give the proof when p S is obtained by projections along directions belonging to a set S of uniqueness where u 1 + u 2 = u 3 + u 4 , and assuming λ d = λ 8 , as in Figure 1 (as remarked above, the other case where u 1 + u 2 + u 3 = u 4 follows analogously once we change λ d , and the sets I + , I − , accordingly). For each u ∈ E, let f (α u ) be the following function
Let y be a real-valued solution of Ax = p S . By assuming H = u∈E G u , we get
The central solution x * is obtained when y 2 2 attains its minimum value. Note that f (α u ) ≥ 0 for all u ∈ E. Therefore y 2 2 is the sum of the constant term (α,β) / ∈H x 2 (α, β), and of |E| copies of the non-negative function f applied on one variable α u , for all u ∈ E. Consequently, the minimum of y is obtained by minimizing f , separately with respect to each variable. Computing the derivative we get
and |I − | = 8. Therefore, the minimum of f (α u ) is obtained when
Note that, for all u ∈ E it results
where the lower bound is attained if x(λ i ) = 0 for all i ∈ I − , and the upper bound is attained if x(λ i ) = 0 for all i ∈ I + and x(λ 8 ) = 0. By conditions (7) and (8) of Theorem 2, each (α, β) ∈ E + λ 0 does not belong to E + λ i , for all i = 0. For all u ∈ E this implies that, if (α,
9 , then we get round(x * (α, β)) = round (x(α, β) ± α * u ) = x(α, β), for all (α, β) ∈ E + λ 0 . Therefore, the binary solution x is perfectly reconstructed in E + λ 0 . This also allows to compute explicitly the value of each α * u , namely:
and (13) follows.
, and let x * be the central solution of Ax = p S . Then the unique binary solution x allowed in the grids model is uniquely and perfectly reconstructible from x * .
Proof. For each (α, β) ∈ A the set E(α, β) can be computed explicitly from E, and consequently E + (α, β) and E − (α, β) are easily known as detailed in Remark 10. Therefore, thanks to Theorem 12, we can exploit Equation (12) to get a perfect reconstruction of x(α, β) from x * (α, β) for all (α, β) ∈ A.
Reducing the number of projections
As previously observed, X-rays in the grid model count the number of lattice points belonging to lines having rational slopes. In view of reducing the number of employed projections, one can try to enlarge the regions representing X-rays, so replacing the lattice lines with strips of suitable width. For a set S of directions we define its intrinsic width as follows:
This represents the minimal distance between two consecutive lattice lines having direction in S. In case we consider a width w > w(S) then the projections collected in the grid model, and obtained from lines belonging to a same strip, are grouped together, so that the number of projections is lowered. The original linear system Ax = p S (x ∈ R n , p S ∈ R m ) becomes of the form A ′ y = p ′ S , where p ′ S has size s < m. The new projection matrix A ′ is obtained from A by summing together different rows, when these correspond to equations related to projections along lines that fall in a same strip. This involves different pixels, placed on different lines having the same slope. Therefore, after each grouping, the unknowns appearing in the resulting equations are all distinct, namely, the matrix A ′ is still binary. This suggests to interpret A ′ y = p ′ S as a linear system still associated to a grid model, in the same original lattice grid A, but with a lower resolution. Consequently, for increasing w, the weakly bad configuration F S is enlarged accordingly, so that the structure of the S-ghost (11) changes, and higher multiplicities may appear. This implies that the interval (14) does not necessarily hold for all the involved parameters α * u , and the central reconstruction y * progressively moves away from the binary solution x. However, if w is enlarged within some reasonable bounds, we can expect that the distance between y * and x does not change drastically. Therefore we can try to reduce the number s of collected projections, and preserve, at the same time, an acceptable quality of reconstruction. In the experimental section we explore this approach on different phantom images, showing that over 90% of the image can be correctly reconstructed, even employing a number of projections sensitively less than the number of involved pixels.
A binary reconstruction algorithm
The reconstruction steps provided by Theorem 12, matched with projections grouped in strips of width w, lead to a Binary Reconstruction Algorithm (BRA) (Algorithm 1).
Remark 14.
The last round off is required to ensure that a binary solution is always returned. Such a step is not necessary in the grid model, where X-rays are represented by lattice lines (or strips having width w ≤ w(S)), since the bounds (14) ensure that, thanks to (13), the solution returned by (12) is always binary. Differently, for increasing width w, the enlargement of the bad configuration F S may lead to integer valued pixels different from 0, 1. In these cases all weights lower than 0 or greater than 1 are reduced to 0, 1, respectively. Applications of BRA show that the corresponding error introduced in the reconstructed image is quite small, even when the width w is sensitively greater than w(S). Compute the starting pixel λ 0 of the weakly bad configuration F S .
2
Compute the projection array p S along S.
3
Compute the projection matrix A.
4
Group the projections in w-sized lattice strips to form the projection array p ′ S .
5
Resize A to a projection matrix A ′ , accordingly.
6
Form the linear system A ′ x = p ′ S .
7
Apply any iterative algorithm to x 0 to get x * .
8
Compute the enlarging region E.
9
Compute round(x * (α, β)) for all (α, β) ∈ λ 0 + E.
10
Compute the minimal weights w * (α, β) with equation (13), for all (α, β) ∈ A.
11
Apply equation (12) .
12
Binary round off. return x.
Implementation and description of BRA
Algorithm 1 has been implemented in MATLAB, and applied to several different set S of four directions, selected according to Theorem 2. The program returns the approximation x * k of the central reconstruction x * , and its binary rounding x * k , after a prescribed number k of iterations. The central approximation x * k is computed by means of different iterative algorithms (Step 7 of BRA), taken from the AIR Tools package developed by P.C. Hansen (see [18] and the updated version available at http://www.imm.dtu.dk/∼pcha/AIRtools/). In particular, we have explored the Cimmino, the CGLS (Conjugate Gradient Least Squares), the Landweber, the Kaczmarz, the CART (column-wise version of Kaczmarz's method) and the SART (Simultaneous Algebraic Reconstruction Technique) algorithms. The analysis of the corresponding performances, in terms of working time and number of reconstructed pixels, pointed out that CGLS is largely preferable. For small sized images Kaczmarz method sometimes returns a higher percentage of reconstruction with fewer iterations, even if it is slower than CGLS.
Then the binary rounding x * k of x * k is adopted as an approximation of x, which allows to check how the percentage of exactly reconstructed pixels changes with k. Note that, according to Theorem 12 (in particular to the bounds (14)), a pixel value x(α, β) is perfectly reconstructed in the grid model when the distance of x * k (α, β) from x * (α, β) is below 1/9, so that an extremely precise computation of the central reconstruction is not required. However, for small sized images, Step 7 of BRA could be replaced by the exact computation of x * by means of the singular value decomposition (svd) of A. Starting from the grid model, we can run BRA for increasing values of w, in order to explore the quality of the reconstructions when the number of employed projections is progressively reduced.
In Section 7 we present several simulations, pointing out the main interesting aspects. However, first of all, in Subsection 6.2 below, we wish to show on a very small example (5 × 5 sized), all details of the results obtained in the theoretical sections. Starting from the grid model, namely for values w ≤ w(S), we show how the projection matrix changes when the width is increased, and how the space of ghosts modifies. Consider the set of directions S = {(1, 0), (1, 2), (0, 1), (2, 1)}, which is of the form S = {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 − u 3 }, and satisfies all the assumptions of Theorem 2 in the lattice grid A = {(i, j) ∈ Z 2 , 0 ≤ i < 5, 0 ≤ j < 5}. The intrinsic width of S is w(S) = 1/ √ 5 ≈ 0.4472. Let Ax = p S be the linear system obtained in the grid model, namely by considering X-rays of width w ≤ 0.4472. It results Let us write x * as a sum of x and the image g associated to a ghost. We get 
A small example
where the boxed entries of g correspond to the pixels forming the weakly bad configuration F S . These entries (up to numerical round off on the last digit), agree with the general weight structure described in Section 4 (see also Figure 1 ). According to Theorem 12, each coordinate g i of g belongs to the interval [−4/9, 4/9]. In particular, we have M = N = 5, and h = k = 4, so that the rectangle E in Definition 6 is reduced to the vector u = [0, 0]. Therefore, assuming the pixel λ 0 in the origin, we have α u,min = α * u = x * (0, 0) − round(x * (0, 0)) = −0.0556, and, according to Theorem 12, the binary rounding of x * returns a perfect reconstruction in the grid model. Now, let us see how the number of projections reduces by increasing the width. Assume, for instance, w = 0.7. This leads to the linear system A ′ x = p ′ S , where 
that we can write in the form y * = x + g ′ , with g ′ given by 
Note that the original weakly bad configuration F S is now enlarged by considering also the pixels corresponding to the doubly boxed entries. These represent the set of pixels that, starting from F S can be included in strips of width w. As it can be easily checked, in any such strip the sum of the entries is still equal to zero. This means that we have a larger degree of freedom for each entry of the enlarged weakly bad configuration. Despite this, the binary rounding of y * still returns the solution x. By further increasing the width w, the weakly bad configuration F S is progressively enlarged, and the augmented freedom leads to possible entries falling outside the interval (14) . Their binary rounding may reflect in wrong values given to the corresponding pixels, and consequently a decreasing percentage of correct reconstruction. Nevertheless, in the experimental section below, it is shown that the lost is not too much even when w is considerably greater than w(S), which points out a quite good stability of BRA under a reasonable reduction of the number of employed projections.
Experimental results
We have tested our results on different sets S, differently sized phantoms, and different widths w of the X-rays. The size of the phantoms is assumed as the size of the working grid A.
Description of the experiments
Four different phantoms have been considered (see Figure 3) . The first phantom (upper-left corner of Figure 3 ) is 51 × 51 sized, the object in the bounding grid is not convex, and has a fragmented boundary. The second phantom (upper-right corner of Figure 3 ) is a long and narrow flower-kind image of size 256 × 44. The third phantom (bottom-left corner of Figure 3 ) consists of a collection of five different convex sets, distributed in a 128 × 128 sized grid. The fourth phantom (bottom-right corner of Figure 3 ) is a binary 256 × 256 Lena image. Reconstructions have been considered by using sets S of uniqueness (according to Theorem 2) for the corresponding working grid, and by applying Corollary 4 or Corollary 5 for their explicit computations. Table 1 shows the different sets S of four directions that we have employed in our experiments, together with the related intrinsic width w(S). In Table 2 the corresponding set of angles Ω have been given (at the second of angle precision).
S w(S)
Size of A Phantom S = {(3, 5), (5, 3), (16, 15) , (24, 23)} 0.03 51 × 51 1 S = {(1, 0), (0, 1), (24, 25) , (25, 24) } 0.0289 51 × 51 1 S = {(61, 5), (40, 3), (10, 11) , (111, 19)} 0.0089 256 × 44 2 S = {(71, 11), (47, −5), (30, 13) , (88, −7)} 0.0113 256 × 44 2 S = {(20, 13), (21, 20) , (22, 25) , (63, 58)} 0.0117 128 × 128 3 S = { (19, 14) , (21, 20) , (22, 23) , (62, 57)} 0.0119 128 × 128 3 S = {(10, 11), (20, 21) S Ω {(3, 5), (5, 3) , (16, 15) , (24, 23) (24, 25) , (25, 24) } Ω = {0 (19, 14) , (21, 20) , (22, 23) Table 2 : The sets of angles corresponding to the employed sets of uniqueness.
From Table 3 to Table 6 we have resumed the numerical outputs associated to the four phantoms. Each table reports, first of all, the minimum number k of iterations that allows perfect reconstruction in the grid model (w ≤ w(S)), or whenever it can be achieved. Then, for increasing width, the corresponding number of employed projections is given, and, for different numbers of iterations, the number of wrongly reconstructed pixel (♯ wrong), the percentage of image that is correctly reconstructed (% reconstruction), and the percentage of projections taken from the reconstructed image that differ from the corresponding phantom's projections (% wrong projections).
For width w > w(S), until perfect reconstruction is allowed, the minimum number of required iterations is pointed out. Differently, starting from a number of iterations around this minimum, and for further increasing w, the output details are provided concerning five different values of k. The choice of the five stopping iterations does not follow a general rule, but it is done trying to cover a meaningful range, for different phantoms, different widths, and different sets S of directions.
For Phantom 1 ( Figure 3 , upper-left corner), in the grid model, and for two different sets S of uniqueness, we have compared the performances of six different methods in Step 7 of BRA. All of them return the expected perfect reconstruction, but Kaczmarz's method and CGLS provide a smaller number of iterations. As a consequence, in reconstructing Phantom 1 for increasing values of the width, only these two methods have been adopted in the iterative step of BRA. The corresponding outputs are quite similar, even if CGLS is extremely faster. Therefore, in reconstructing the other phantoms, just CGLS has been included in BRA. Figure 4 and Figure 5 show a selection of the cases when the width w does not allow perfect reconstruction. In each case, the position of the wrongly reconstructed pixels is shown, and the corresponding redundancy rates (see Equation (6)) and percentages of reconstruction are provided. It is remarkable that a high percentage of reconstruction is preserved even for largely negative redundancies.
Discussion of the outputs
A same phantom has been reconstructed by means of different sets S. When S ∈ S(A), and w = w(S), namely in the grid model, we always get, as expected, perfect noise-free reconstructions. Each set of uniqueness S determines a different set E, as discussed in Section 4, whose structure influences the performance of BRA. Reconstructions are faster, in terms of number of iterations k, when λ i + E does not intersect λ t + E for i = t (see also Remark 10) . Differently, a higher number of iterations is required, in order to compute the correct weights in Step 10 of BRA.
Phantom 1 has been considered with two different sets of uniqueness. The first one, S = {(3, 5), (5, 3) , (16, 15) , (24, 23) }, is of the form {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 + u 3 }. As detailed in Example 11, overlaps occur between λ i + E and λ t + E for some indices i, t, i = t. The second one, S = {(1, 0), (0, 1), (24, 25) , (25, 24) }, is of the form {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 − u 3 }, and determines no overlap. This explains the higher number of iterations required in the first case to get perfect reconstruction in the grid model. We can also observe that the angular separation among the four directions is small for the first set, and very large for the second one, which is a further reason for the better performance of BRA with the second set. This happens for each one of the methods exploited in the iterative step of BRA. However, from an applicative point of view, the first set should be preferable, since long directions are usually undesirable. Figure 5 -left side. From Table 3 we can see that, for increasing width, the percentage of correctly reconstructed pixels decreases very slowly. We can reconstruct more than 99% of the image with a number of projections considerably less than the number of pixels (|p S | = m = 1718 against n = 2601, when w = 0.07 and the second set is used), and around the 97% with m ≈ 0.28n (second set and w = 0.2, with a redundancy rate Red = −0.721). Of course, when w is large, the greater number of pixels that fall in a single strip of width w may cause some small negative update of the percentage of correctly reconstructed image for an increasing number of iterations. We can observe a weak manifestation of this behavior when w = 0.2 and w = 0.3. For instance, when w = 0.2 and the set S = {(3, 5), (5, 3) , (16, 15) , (24, 23) } is employed, there are 54 wrong pixels for k = 150, and 55 for k = 300. This also occurs using the second set S = {(1, 0), (0, 1), (24, 25) , (25, 24) }, or in Phantom 3, but the difference is always restricted to the addition of 1-2 wrongly reconstructed pixels for growing k.
Also for the other phantoms we can observe different behaviors for different sets S of uniqueness, which can be explained with the same arguments as above. The two sets employed for Phantom 2 lead to similar outputs, even if the second one is preferable. On the other side, the results for Phantom 3 are very different for different sets S. The first one S = {(20, 13), (21, 20) , (22, 25) , (63, 58)} provides perfect reconstruction in the grid model with a large number of iterations, and preserves around 90% of reconstruction with m ≈ n/2 (redundancy rate Red = −0.502). Here we have several overlaps of the enlarging regions presented in Definition 6, also among triples of them. The second set S = {(10, 11), (20, 21) , (31, 30), (61, 62)} still implies overlaps, but less than in the previous case. This reflects in requiring about the same number of iterations to get perfect reconstruction in the grid model, but, on the other side, about the 97% of reconstruction is preserved even when m ≈ n/2 (Red = −0.504). The third set S = { (19, 14) , (21, 20) , (22, 23) , (62, 57)} is a kind of middle way between the first two, while the fourth set S = { (27, 20) , (30, −31), (14, −37), (43, 26)} is the best one, both in the grid model and for increasing values of w. This can be explained by the fact that no overlaps are determined, and, also, the directions have higher angular differences. Concerning Phantom 4, the two employed sets S are quite comparable, being of the same kind {u 1 , u 2 , u 3 , u 4 = u 1 + u 2 + u 3 } and providing no overlaps. The outputs are similar but not identical, and the second set is surely preferable. Again, we can explain this slightly different behavior in terms of angular range among the employed directions, which is about 20
• for the first set, and about 25
• for the second set. As a general comment we remark that BRA does not seem to be greatly influenced by the size and by the structure of the image to be reconstructed, but it is mainly dependent on the choice of the employed set S of uniqueness. A good selection of S greatly reduces the number of iterations leading to perfect reconstruction in the grid model (compare for instance the sets employed in Phantom 1 or in Phantom 3), and also may allow exact reconstruction for w slightly greater than w(S). By increasing the width of the X-rays, the size of the projection array can be progressively decreased, still preserving quite good percentages of reconstruction even for largely negative redundancy rates, and all obtained in a running time of very few seconds (1 to about 6), depending on the number of iterations. A quantitative description of the performances can be gathered from the analysis of Tables 3-6 , from Figure 4 , and from Figure 5 , where a selections of the outputs is shown.
Conclusion and comments
In this paper we have addressed two tomographic problems. The first one was to find an algorithm that provides perfect noise-free reconstruction of a binary image in a grid model, in case a set S of valid direction is employed. The second one intended to guarantee a high percentage of reconstruction even with a negative redundancy rate, that is, when the number of collected projections is less than the number of pixels to be reconstructed.
Starting from the uniqueness Theorem 2, we have proved Theorem 12 and Corollary 13, which lead to Algorithm 1 (BRA) . It allows perfect reconstruction of binary solutions in the grid model, by binary rounding the real-valued solution of minimal Euclidean norm. The idea follows the same approach as in [2] , but it differs from that due to Theorem 2, which guarantees since the beginning that, if a set S ∈ S(A) is employed, the solution in the lattice grid A exists and it is unique. This shows that BRA solves the first problem. Then we have explored how the quality of reconstruction can be preserved when the number of projections is reduced. This has been done by applying BRA to projections collected by means of X-rays, having increasing width. The outputs show that a quite good percentages of reconstruction is preserved. We have presented several experiments, and quantitatively commented the results.
In view of a reinforcement of the proposed approach, we would like to modify BRA in order to include also the cases when noisy projections are considered. As a further extension we wish to explore the same problems for gray-scale images. In this case, Theorem 2 is not valid anymore, so a first step should be devoted to a generalization of this theoretical result for integer-valued images.
We remark that BRA shouldn't be considered as an immediate counterpart to more sophisticated and well known reconstruction algorithms, but it is just intended as an easy implementation of the theoretical uniqueness result presented in [6] , and holding in the grid model. The provided algorithm shows that explicit perfect reconstructions can in fact be obtained in the grid model with a very few number of iterations, and this approach reveals useful also when the number of projections is considerably reduced. Therefore, we think that the a priori selection of sets of directions according to Theorem 2 could be profitably included in usually employed strategies, in order to improve the speed and the quality of the reconstruction process.
