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Differential Patterns of Interaction and Gaussian Graphical Models
Abstract
We propose a methodological framework to assess heterogeneous patterns of association
amongst components of a random vector expressed as a Gaussian directed acyclic graph. The
proposed framework is likely to be useful when primary interest focuses on potential contrasts
characterizing the association structure between known subgroups of a given sample. We provide
inferential frameworks as well as an efficient computational algorithm to fit such a model and
illustrate its validity through a simulation. We apply the model to Reverse Phase Protein Array
data on Acute Myeloid Leukemia patients to show the contrast of association structure between
refractory patients and relapsed patients.
Keywords: Conditional Independence, Directed Acyclic Graphs, Gaussian Markov Models, Re-
versible Jumps MCMC.
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1 INTRODUCTION
We propose a methodological framework to assess heterogeneous patterns of association amongst
components of a random vector. Figure 1a is a toy example illustrating what happens when one tries
to determine the association between two variables, without accounting for heterogeneity subsumed
in the data. The issue becomes obvious as the information on known sample subsets is revealed
as in figure 1b; two conflicting effects as shown in figure 1c cancel out when integrating over the
subsets. Despite the simplicity of the scenario, it highlights the danger of failing to account for
subset labels, which is often available in most comparative studies. One such example is the case
of estimating molecular interactions from large scale genomic or proteomic studies, where there
is substantive interest in understanding whether disease progression in patient subgroups exhibits
differential regulatory patterns. This article is indeed partially motivated by a study on Acute
Myeloid Leukemia patients (section 6), where interest centers on comparing refractory vs. relapsed
patients. The proposed methodology is designed to account for subset-specific heterogeneity, while
uncovering the hidden differential association structure in a multivariate setting.
Inference and estimation algorithms for structured inverse covariance matrices in the multivariate
Gaussian framework have been described by Dempster (1972). More recently, focus has shifted to
using graphical models to represent the conditional dependence structure of a multivariate vector.
Several authors have contributed to the development of graphical model classes as instruments of
statistical inference: decomposable graphs (Giudici and Green, 1999; Jones et al., 2005; Wang and
West, 2009), non-decomposable graphs (Roverato, 2002; Atay-Kayis and Massam, 2006), Directed
Acyclic Graphs (Madigan et al., 1995; Dobra et al., 2004; Fronk, 2002; Fronk and Giudici, 2004),
and the computation associated with such models (Scott and Carvalho, 2007; Barker et al., 2010).
To our knowledge, however, limited attention has been given to cases where the Markov structure
describing the multivariate distribution of interest depends on known subgroup indicators. In the
3
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(c) Differential effects
Figure 1: Illustrative example of the differential effects. Without taking into account of the sub-
grouping figure 1a shows no strong association between Y1 and Y2. But if we knew the data comes
from two different source as shown in figure 1b, we could use that information and see that there
is actually 2 strong effects in the opposite direction as shown in figure 1c.
computer science literature early work by Thiesson et al. (1997) had a similar concept under the
name of mixtures of DAGs models, though the implementation was limited to very small graphs
and inference was based on heuristic arguments.
In statistical literature, Guo et al. (2011) proposed a method that makes use of penalized like-
lihood to estimate jointly several graphical models. The proposed procedure was shown to be
scalable to large graphs, with estimators that enjoy asymptotic consistency. A recent applied pa-
per by Valcrcel et al. (2011) considered a closely related problem, regarding inference on differential
networks. The Authors discuss inference about differences in the molecular association between
normal and the prediabetic patients, using permutation arguments.
Both methods are of great practical relevance, since they scale to large networks and may prove
to be an important tool in data exploration. At the same time, both procedures are based on
several ad-hoc corrections and heuristic choices, which raise methodological and theoretical ques-
tions regarding multiplicity correction and final inference validity. We contrast these approaches
proposing a probability model that provides a coherent framework for estimation as well as infer-
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ence for differential patterns of association, described as multiple graphical models. We show how,
from a Bayesian perspective, principled inference can be carried out using sound decision theoretic
principles, without the need to resort to ad-hoc arguments.
To facilitate exposition and notation we consider the case of two known subsets in the sample.
We will call one group the baseline group and the other one the differential group. In a symmetric
fashion, we will define a baseline network/graph and a differential network/graph. Extensions to
k subsets are straightforward. We propose a full Bayesian model which follows the original devel-
opment of Fronk and Giudici (2004), with the additional consideration of structural constraints
defined by the differential network. We will jointly estimate the baseline graph and the differ-
ential graph as well as the strength of association by the use of stochastic simulation technique
called Reversible Jump Markov Chain Monte Carlo (Green, 1995). Then turn to decision theoretic
framework proposed by Mu¨ller et al. (2006) to decide on the meaningful association.
The modeling approach proposed in this manuscript highlights several novel contributions. We
describe a coherent probability model of differential association. We provide a computational frame-
work for the simultaneous estimation of several graphical structures and associated parametric forms
of structured multivariate Gaussian vectors. Finally, we propose a decision theoretic framework
aimed at the definition of posterior estimates, which account for considerations of multiplicity.
This paper is structured as follows. In section 2 we briefly review basic graphical model literature
and notation. In section 3 we propose a Gaussian Differential DAG model followed by computational
detail in section 4. We illustrate the method further with a simulated example and an application
to the Reverse Phase Protein Array (Tibes et al., 2006) data on Acute Myeloid Leukemia patients.
We conclude the manuscript with a critical discussion in section 7.
5
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2 Representing Dependence through Graphical Models
In this section we briefly review essential graphical modeling notation and concepts, for a com-
prehensive review we refer to Lauritzen (1996). A graphical model is a mathematical formalism
used to express conditional independence of a set of random variables. A graph is character-
ized by an algebraic structure G = {V, E}, composed of a set of vertices V, and a set of edges
E ⊆ {{vi, vj}, vi ∈ V}. Vertices vi and vj are adjacent if {vi, vj} ∈ E and is denoted as vi ∼ vj .
Alternatively to reporting E , adjacency can also be reported as a binary adjacency matrix Ad with
(i, j) element Ad,ij = 1 if vi ∼ vj . Edges {vi, vj} are undirected edges, i.e., {vi, vj} = {vj , vi}.
Graphs can also include directed edges (vi, vj) 6= (vj , vi), or a combination of the two, generalizing
E to E ⊆ {{vi, vj}, vi ∈ V} ∪ {(vi, vj), vi ∈ V} to allow undirected and directed edges. We denote
a directed edge from vi to vj as vi → vj .
A path is defined as an ordered k-tuple of vertices (v1, · · · , vk) such that vi ∼ vi+1 for each
i = 1, · · · , k − 1. Similary, a directed path is a path with vi → vi+1 for at least one pair (vi, vi+1).
If v1 = vk for a directed path, then it is called a directed cycle.
For a directed graph, if vi → vj then vi is called a parent and vj is called a child. The set of
parents of vi is denoted as pa(vi) and the set of children as ch(vi). If there exists a directed path
from vi to vk then vi is an ancestor of vk and vk is a descendant of vi.
Similar to the adjacency matrix for undirected edges, directed edges can alternatively be recorded
by a binary ancestral matrix A with element (i, j) element Aij = 1 if vi → vj .
For the rest of the paper, we focus on Directed Acyclic Graphs (DAGs). A DAG is directed graph
with no directed cycles. Given a DAG, the implied conditional independence model characterizing
a random vector x (Markov properties) is defined by the d-separation criterion Pearl (1986, 2000).
DAGs are appealing from modeling perspective since the joint distribution of the vertices is simply
expressed as the product of conditional densities of each of the vertices conditioned on their parents.
6
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This makes for great flexibility of modeling (Edwards, 2000).
The acyclicity restriction could represent a drawback in some applications. However, when
dealing with a network where association is usually sparse, this restriction is often not critical.
Furthermore, we find that structural computational advantages of DAG-based models far outweigh
small gains in flexibility, obtained dropping the acyclicity restriction.
Finally, we should be clear that our use of DAGs is not intended to code any causal relationship
(Pearl, 2000), but is strictly based on theoretical and computational convenience.
3 A Model for Differential Interactions
We consider data in the form of an n× p matrix Y = [yij ], such that E[yij ] = 0, for all i = 1, ..., n,
j = 1, ..., p. Without loss of generality, we consider the case of two known subgroups and assume
that the rows of Y are labelled by a subgroup indicator si = I{differential group}. The sampling
model for Y depends on a graph Gs, describing the dependence structure between columns of Y .
The strength of this dependence is indexed by two parameter vectors β and γ. The key feature of
the proposed model is that the the graph Gs is indexed by subgroups indicators s = (s1, ..., sn)′.
Let G = {Gs, s = 0, 1} denote the set of graphs. In summary the joint probability model is defined
as:
p(Y,β,γ,G | x) = p(Y | β,γ,G; s)︸ ︷︷ ︸
3.1
p(β,γ | G; s)︸ ︷︷ ︸
3.2
p(G | s)︸ ︷︷ ︸
3.3
. (1)
The model includes two separate graphs, G0 = {V, E0} for the baseline samples (si = 0) and
G1 = {V, E1} for the differential sample (si = 1). Our inference will focus on identifying a set
of differential interactions partially indexed by the set (E0 ∩ E1)c. For clarity of notation, the
foregoing formulation in (1) integrates over nuisance parameters completing the coherent definition
of sampling and prior models. In the following sections we discuss each component of the model
in more detail. Under-braced section numbers in (1) indicate where each submodel is discussed.
7
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Nuisance parameters are described in section 3.4.
3.1 Sampling model: p(Y | β,γ,G; s)
We have data in the form of a n × p matrix Y . We assume that Y can be subdivided into two
groups as Y (0) and Y (1) each of size n0 and n1, where n0 + n1 = n. We will refer to the former as
the baseline group and latter as the differential group. Throughout this paper we will assume the
baseline is stacked on top of the differential group for notational convenience, i.e., Y = (Y0, Y1).
The Gaussian Differential DAG model for Y is defined as the product of conditional Gaussian
DAG models for Y (0) and Y (1), given the graphical structures G0 and G1. Let pak(j) denote the
parent nodes of vertex j, induced by graph Gk. Let Yj = (y1j , . . . , ynj)T , j = 1, . . . , p, the joint
likelihood is defined as
p(Y | ·) =
1∏
k=0
p∏
j
p(Y (k)j | Y (k)pak(j),Gk, ·), (2)
where p(Y (k)j | Y (k)pak(j),Gk, ·) =
∏nk
i=1 p(y
(k)
ij | Y (k)pak(j),Gk, ·). In the multivariate Gaussian framework,
we can express each of p(y(k)ij | Y (k)pak(j),Gk, ·) as a conditional regression of the form
y
(k)
ij | Y (k)pak(j), αj ,βj ,γj , σ
2
j ,Gk ∼ N
αj + ∑
l∈pak(j)
y
(k)
il (βlj + γlj I{si = 1}) , σ2j
 , (3)
for i = 1, . . . , n, j = 1, . . . , p, and k = 0, 1. Here αj is a nuisance parameter for the mean value and
σ2j is a variance parameter. In (3) we let βj = (β1j , . . . , β(j−1)j , 0, β(j+1)j , . . . , βpj)
T and define γj
in a similar fashion (we include the 0 for the j−th element to simplify later expressions). We also
use β and γ to denote p× p matrices [βlj ] and [γlj ], and define α = (α1, . . . , αp)T .
In vector form, we define Y−j as the n×p matrix comprising all data, repalcing the j-th column
with all 0’s. The conditional distribution of the random vector Yj , given its parents can be written
as
Yj | Y−j ,γj , αj ,βj , σ2j ,G0,G1 ∼ N
(
X˜jBj , σ
2
j In
)
for j = 1, . . . , p (4)
8
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where
Bj = (αj ,βTj ,γ
T
j )
T, and X˜j =
 1n0 Y (0)−j 0n0×(p−1)
1n1 Y
(1)
−j Y
(1)
−j
 .
In the previous formula 1nk is a column vector of 1s with length nk and 0nk×p is a nk × p matrix
of 0s. Furthermore, restrictions to structural zeros in βj and γj assure that yj is regressed only on
the set of parent nodes pa(j), as indexed by G0 and G1.
For any random vector yi = (yi1, . . . , yip)′ in the baseline or differential group, constructions (3)
or (4) define the joint sampling distribution in closed form as
y(0)i ∼ N
(
(Λ−10 )
Tα, (Λ−10 )
TΩΛ−10
)
, y(1)i ∼ N
(
(Λ−11 )
Tα, (Λ−11 )
TΩΛ−11
)
,
where Ω = diag(σ21, · · · , σ2p) and
[Λ0]lj =

1 (l = j)
−βlj (l→ j ∈ E0)
0 (o.w.)
, [Λ1]lj =

1 (l = j)
−(βlj + γlj) (l→ j ∈ E1)
0 (o.w.)
. (5)
In the foregoing formulation, βlj indexes the strength of association between y
(0)
il and y
(0)
ij , with the
convention βlj = 0 when l → j /∈ E0. The strength of association between y(1)il and y(1)ij is defined
by βlj + γlj , with (βlj + γlj) = 0 whenever l → j /∈ E1. In this setting, the parameter γlj becomes
the main quantity of interest as it directly informs the differences in association between subgroup
random quantities. Details about how γ is used to index the differences between E0 and E1 and
final inference about differential interactions are discussed in section 3.2.
3.2 Priors on interaction parameters β and γ
The strength of association between random quantities in the baseline group is parametrized
through βlj coefficients. Conditioned on the baseline graph G0, we define a conjugate Gaussian
9
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distribution for βlj similar to Fronk and Giudici (2004), so that
βlj | σ2j ,G0 ∼

δ0 if l /∈ pa0(j)
N
(
blj ,
1
ωj
σ2j
)
if l ∈ pa0(j)
. (6)
Here δ0 denotes a Dirac mass at 0. Hyperparameters blj are usually set to 0 unless we have
information otherwise. Integrating over the model space G0, this prior is marginally equivalent to
defining mixture of a conjugate Gaussian distribution and a point mass at zero, in a fashion that
is similar to standard Bayesian variable selection strategies (Kuo and Mallick, 1998; Brown et al.,
1998; George and McCulloch, 1993).
Differential parameters γlj distinguish the strength of association between the baseline and differ-
ential groups. Intuitively, when γlj is close to 0, partial correlations in the baseline and differential
groups are about the same size. We are interested in answering two main questions. First, are there
differences in patterns of conditional dependence between baseline and differential groups? This
question relates to the identification of the set (E0 ∩ E1)c. Second, when considering edges that are
shared between both baseline and differential groups, are there significant differences in the way
these edges are defining conditional dependence patters? Here we consider the set (E0 ∩ E1), but
we are specifically interested in the size of γlj .
These inferential goals are coded directly into the prior distribution for γlj , which is defined
conditionally on the baseline association strength βlj as well as conditionally on the graphs G0 and
G1. We define
γlj | G0,G1, βlj , σ2j ∼

N
(
νlj ,
1
ωj
σ2j
)
if (l /∈ pa0(j), l ∈ pa1(j))
piljδ0 + (1− pilj)N
(
νlj ,
1
ωj
σ2j
)
if (l ∈ pa0(j), l ∈ pa1(j))
δ−βlj if (l ∈ pa0(j), l /∈ pa1(j))
δ0 if (l /∈ pa0(j), l /∈ pa1(j))
, (7)
where δd is a Dirac mass at d, νlj and ωj are known hyper parameters, and pilj are unknown mixing
proportions. The last two lines of (7) formalize the convention γlj = 0 for an excluded edge. In
10
http://biostats.bepress.com/cobra/art91
this formulation, the full set of differential interactions is identified by γij being sampled from δ−βij
or N
(
νlj ,
1
wj
σ2j
)
. Equivalently, identical interactions between baseline and differential groups are
indexed by a Dirac mass at 0 for γlj .
In the later discussion it will be convenient to introduce latent indicators z = [zlj ], zlj ∈ {0, 1, 2}
that allow us to replace (7) by a hierarchical model p(z | . . .) · p(γ | z, . . .). Specifically
zlj | G0,G1, βij =

0 if (l /∈ pa0(j), l /∈ pa1(j))
piljδ0 + (1− pilj)δ2 if (l ∈ pa0(j), l ∈ pa1(j))
1 if (l ∈ pa0(j), l /∈ pa1(j))
2 if (l /∈ pa0(j), l ∈ pa1(j))
(8)
and
γlj | zlj , βlj , σ2 ∼

δ0 if zlj = 0
δ−βlj if zlj = 1
N
(
νlj ,
1
ωj
σ2j
)
if zlj = 2
. (9)
Given this parametrization, posterior inference over differential patterns of interaction focuses di-
rectly on p(γlj | Y ), informing about the size of differences in partial correlation, and p(zlj 6= 0 | Y ),
informing about the significance of such differences.
3.3 Model space priors
Our inference depends on obtaining posterior draws from the model space spanned by DAGs G0
and G1. For simplicity, we will model G0 and G1 independently, so that p(G0,G1) = p(G0)p(G1).
As for the priors on each graph Gk, (k = 0, 1), we model edge inclusion probabilities as exchange-
able Bernoulli trials (Giudici and Green, 1999; Fronk and Giudici, 2004). Let |Ek| be the number
of edges in graph Gk, then p(Gk | ψk) = ψ|Ek|k (1− ψk)M−|Ek|.
For a class of Beta prior distribution on inclusion probabilities ψk ∼ Beta(v1, v2), this class of
stochastic schemes is know to provide automatic multiplicity correction in the posterior p(Gk | Y)
11
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(Scott and Berger, 2006; Carvalho and Scott, 2009). The marginal prior distribution for Gk is
available in closed form as
p(Gk) ∝ B(v1 + |Ek|, v2 +M − |Ek|) = Γ((v1 + |Ek|)Γ(v2 +M − |Ek|)Γ(v1 + v2 +M) , (10)
which simplifies to p(Gk) = 1(M+1)
(
M
|Ek|
)
, if ψk ∼ U(0, 1).
When prior information on interaction structures is available, informative priors may be de-
fined following the approaches of Mukherjee and Speed (2008); Telesca et al. (2012). Finally, the
model space prior is completed specifying mixture probabilities pilj for the case (l ∈ pa0(j), l ∈
pa1(j), γlj 6= βlj). We exploit conditional conjugacy and assume pilj = pi ∼ Beta(v1, v2).
3.4 Priors on nuisance parameters αj and σ2j
For dispersion parameters σ2j we model each of the σ
2
j , j = {0, . . . , p} as a conjugate Inverse
Gamma prior with hyper parameters δj2 and
τj
2 , so that σ
2
j | G ∼ IG
(
δj
2 ,
τj
2
)
. In a similar fashion,
we exploit conditional conjugacy and place a Gaussian prior on the intercept terms αj , so that
αj | σ2j ∼ N
(
a, 1ωσ
2
j
)
.
4 Posterior Inference
To obtain draws from the posterior distribution p(α,β,γ, σ2,G1,G0 | Y ), we use reversible jumps
Markov Chain Monte Carlo (RJMCMC) (Green, 1995). More precisely, we extend the approach
of Fronk and Giudici (2004) to differential Gaussian DAGs. Fronk and Giudici’s algorithm moves
through the model space spanned by a DAG G by proposing the addition, deletion, or switch in
direction for one individual edge at the time. Acyclicity is assessed online and, for a given graph
G, remaining variables in the model are updated component wise via Gibbs sampling.
The addition of a differential graphical structure and differential parameters is, in principle,
easily treated with a small modification to the simulation scheme proposed by Fronk and Giudici
12
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(2004). The only change is in the consideration of an additional structure G1, together with the
baseline G0.
We note that, in our formulation, G1 is fully determined by G0 and latent components zlj . It
follows that, systematic or random scans through the following transition sequence define an ergodic
Markov Chain, we can use to sample from posterior quantities of interest. We consider the following
transition sequence
G0 | α,β,γ, z, σ2 (4.1) z | G0,α,β,γ, σ2 (4.2)
α,β,γ | G0, z, σ2 (4.3) σ2 | G0,α,β,γ, z (4.4)
Details about each transition are explained in the corresponding sections.
4.1 Updating the baseline DAG G0
To update G0, we select an edge (l → j) at random, i.e., using a uniform distribution over all
possible edges l → j. If (l → j) /∈ E0 we propose its addition to E0 (birth); if (l → j) ∈ E0 we
propose removal (death); if (l ← j) ∈ E0 but (l → j) /∈ E0 then propose to remove (l ← j) and
add (l→ j) (switch). This is the algorithm proposed by Fronk and Giudici (2004), with the added
caveat that changes in G0 may also affects G1.
4.1.1 Birth move
Adding the edge (l→ j) in E0 results in augmenting the parameter space with one extra coefficient
β′lj , which will also define changes in E1. To maintain local moves and protect E1 from being affected,
we also propose a state transition for γlj and zlj . A birth move then consists of the following proposal
(G0, βlj = 0, zlj , γlj) ⇒ (G′0, β′lj , z′lj , γ′lj), where β′lj ∼ qb(βlj) and (z′lj , γ′lj) ∼ qg(z′lj , γ′lj ; zlj). Let
θ = (G0, βlj = 0, zlj , γlj) and let θ′ = (G′0, β′lj 6= 0, z′lj , γ′lj) denote the current state vector and
the joint proposal. In particular:
13
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• If zlj = 0, propose z′lj = 1 and γ′lj ∼ δ−β′lj . The reversible jump ratio is
RB0(θ,θ
′) =
p
(
Yj | X˜j ,β′j ,γ′j , σ2j
)
p
(
β′lj | σ2j ,G′0
)
p (G′0)
p
(
Yj | X˜j ,βj ,γj , σ2j
)
p (G0) q
(
β′lj
) , (11)
• If zlj = 2, propose one of the following moves with equal probability 12 :
– propose z′lj = 0 and γ
′
lj ∼ δ0, with reversible jump ratio
RB1(θ,θ
′) =
p
(
Yj | X˜j ,β′j ,γ′j , σ2j
)
p
(
β′lj | σ2j ,G′0
)
p (G′0) qg (γlj)pij
p
(
Yj | X˜j ,βj ,γj , σ2j
)
p
(
γlj | zlj , βlj , σ2j ,G0
)
p (G0) qb
(
β′lj
) (
1
2
) , (12)
– or propose z′lj = 2 and γ
′
lj = γlj , with reversible jump ratio
RB2(θ,θ
′) =
p
(
Yj | X˜j ,β′j ,γ′j , σ2j
)
p
(
β′lj | σ2j ,G′0
)
p (G′0) (1− pij)
p
(
Yj | X˜j ,βj ,γj , σ2j
)
p (G0) qb
(
β′lj
) (
1
2
) . (13)
In the calculations above, β′j refers to βj with the l−th element set to β′lj and γ ′j refers to γj
with the l−th element set to γ′lj . The acceptance probability for each move is calculated as ABi =
min {1, RBi}. Note that p(G′0) = 0 if the proposed graph G′0 were to include directed cycles, i.e.,
G′0 is not a DAG. A test of acyclicity was proposed by Fronk and Giudici (2004) (see supplemental
appendix A).
This proposal transition scheme is designed to define symmetry with respect to the reverse
(death) move. Details are discussed in supplemental appendix B. In our implementation we consider
qb(β′lj) =d N(0, ζ
2) and qg(γ′lj) =d N(0, ζ
2). When adding l → j to E0 defines a cycle in G′0, we
evaluate p(G′0) = 0 and thus RBi = 0 and the proposal is discarded.
4.1.2 Death move
Deletion of an edge l→ j is equivalent to forcing β′lj = 0. In order to maintain detailed balance we
design these transitions as the inverse of those proposed in the birth step. In more detail:
• If zlj = 1, propose z′lj = 0 and γ′lj ∼ δ0, with reversible jump ratio RD0(θ,θ′) = 1/RB0(θ′,θ).
14
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G0 current zlj proposed zlj move type probability move #
(i, j) /∈ E0 zlj = 0 z′lj = 2 RJ birth 1 1
zlj = 2 z′lj = 0 RJ death 1 2
zlj = 0 z′lj = 1 MH 1/2 3
z′lj = 2 RJ birth 1/2 4
(i, j) ∈ E0 zlj = 1 z′lj = 0 MH 1/2 5
z′lj = 2 RJ birth 1/2 6
zlj = 2 z′lj = 0 RJ death 1/2 7
z′lj = 1 RJ death 1/2 8
Table 1: Proposal transition scheme for exploration of the differential model space to update zlj .
The transition probabilities 1 through 8 include four pairs of moves that are each other’s inverse:
(1,2), (3,5), (4,7) and (6,8).
• If zlj = 0, propose z′lj = 2 and γ′lj ∼ qg(γ′lj), with RD1(θ,θ′) = 1/RB1(θ′,θ).
• If zlj = 2, propose z′lj = 2 and γ′lj ∼ qg(γ′lj), with RD2(θ,θ′) = 1/RB2(θ′,θ).
The acceptance probability for each move is then ADi = min {1, RDi}. Detailed calculations are
reported in supplemental appendix B.
4.1.3 Switch move
Proposing the switch of an edge implies a death move on j → l, as well as a birth move on l → j.
Hence the acceptance is determined by the combination of reversible jump ratios noted earlier for
birth and death, RB0 , RB1 , or RB2 and RD0 , RD1 , or RD2 according to the current values of zjl and
zlj respectively. The acceptance probability of a switch is calculated as ASij = min
{
1,
(
RDiRBj
)}
.
As in the birth move, if adding l→ j to E0 defines a cycle in G′0, we set ASij = 0.
4.2 Updating the differential model space through latent indicators zlj
Given the baseline graph G0 we propose to move over the differential model space updating the
latent variables zlj . Updates in the state of z = [zlj ] will also define changes in G1.
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We select an edge l → j at random. Depending on the current state of G0 and zlj , we consider
the proposal transitions summarized in Table 1.
Acceptance probabilities for the proposed transitions are detailed in the following sections.
As before, let θ and θ′ denote the current state and the proposed new state. Note that the
probabilities of selecting one of the transition probabilities, numbered 1 through 8 in Table 1, are
exactly matched. Therefore these probabilities do not appear in the Metropolis-Hastings acceptance
probabilities stated below.
4.2.1 Birth move
When z′lj is proposed to be 2 it results in increase of dimension in γ. We follow the principles
of RJMCMC and augment the γ by proposing γ′lj from N(0, ζ
2). Then the Jacobian matrix is 1
and proposal is symmetric so they also cancel out and we are left with the acceptance probability
ABz = min (1, SB) with
SB(θ,θ′) =
p
(
Yj | X˜j ,βj ,γ′j , σ2j
)
p
(
γ′lj | νlj , σ2j , z′
)
p (G′1) p(z′ | G0,G′1)
q
(
γ′lj
)
p
(
Yj | X˜j ,βj ,γj , σ2j
)
p
(
γlj | νlj , σ2j , z
)
p (G1) p(z | G0,G1)
(14)
4.2.2 Death move
When the current zlj = 2 then move to 0 or 1 will result in a reduction in dimension. Using the
same argument as Giudici and Green (1999), this is nothing more than inverse of the birth move.
Hence the acceptance probability becomes ADz = min
{
1, 1/SB(θ′,θ)
}
.
4.2.3 Moving zlj between 0 and 1
The transition zlj ∈ {0, 1} −→ z′lj ∈ {0, 1} does not involve changes in the dimension of γ. The
acceptance probability, in this case, is obtained via ordinary Metropolis Hastings calculations as
16
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ADz = min
1, p
(
Yj | X˜j ,βj ,γ′j , σ2j
)
p (G′1) p(z′ | G0,G′1)
p
(
Yj | X˜j ,βj ,γj , σ2j
)
p (G1) p(z | G0,G1)
 . (15)
Priors density for γ cancel out since they are both 1.
4.3 Updating α, β, and γ
Component-wise updates of α, β, and γ are amenable to Gibbs sampling. This strategy may
however lead to poor mixing and slow convergence (Geyer, 2010). We will use the fact that a
closed form solution for constrained MLE is available for maximum likelihood estimation (MLE)
if we define a linear equality constraint based on G0 and z (Golub, 1965; Stirling, 1981; Neytchev,
1995) . Using this peak in the likelihood we can jointly propose αj , βj , and γj for each j = 1, . . . , p,
by the method of over relaxation (Neal, 1995). Details of this sampling procedure are discussed in
supplemental appendix C.
4.4 Updating σ2
We use Gibbs sampling to update σ2. The conditional posterior distribution for σ2j (j = 1, . . . , p)
is available in closed form as an Inverse Gamma distribution IG(δ˜j , τ˜j), where
δ˜j =
1
2
 
δj + n+ 1 +
X
l
I{l ∈ pa0(j)}+
X
l
I{zlj = 2}
!
τ˜j =
1
2
“
τj +
“
yj − X˜jBj
”′ “
yj − X˜jBj
”
+ω
(
(αj − aj)2 +
X
l
(βlj − blj)2 I{l ∈ pa0(j)}+
X
l
(γlj − νlj)2 I{zlj = 2}
)!
.
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4.5 Other computational concerns
Although the above algorithm is straightforward to implement, the computation of MCMC on
the space of graphs requires extra considerations. Several Authors pointed out how the model
space may be characterized by many local modes (Scott and Carvalho, 2007; Barker et al., 2010).
Furthermore regions of high posterior probability could get extremely peaky as the sample size
increases, making it difficult for a na¨ıve Monte Carlo simulation scheme to effectively transition
between highly likely alternative models.
To deal with this problem Scott and Carvalho (2007) suggested using a stochastic search method,
which combines a local as well as a global move. Their method is devised for decomposable
undirected graphs and it is not directly applicable to our model. Alternatively Barker et al. (2010)
recently proposed the MC4 algorithm on DAGs by expanding the MC3 algorithm (Madigan et al.,
1995) with a parallel tempering (Geyer, 1991) step and showed improved performance.
In this regards, to increase the efficiency of our sampler, we expanded our sampler to perform
parallel tempering (Geyer, 1991) on RJMCMC as suggested by Jasra et al. (2007) and Barker et al.
(2010). We report a brief description of this technique in supplemental appendix E. For more detail
we refer to Barker et al. (2010) and Jasra et al. (2007).
4.6 Posterior Summaries
Posterior probabilities p(G0 | Y ), p(z | Y ) and corresponding MCMC samples characterize our
knowledge about baseline and differential interactions in light of the data. Based on these quantities,
the main inferential goal is to select representative baseline and differential graphs, say G∗0 and G∗1 .
While posterior probabilities do summarize evidence about interaction structures, selection a point
estimate in the models space requires further decision theoretic considerations.
Given a joint model on edge and parameter inclusion probabilities, in the Bayesian framework,
selection of point estimators for interaction structures G0 and G1 usually translates into the ap-
18
http://biostats.bepress.com/cobra/art91
propriate definition of a cutoff value for posterior inclusion probabilities (Scott and Berger, 2006;
Mu¨ller et al., 2006). A cutoff threshold is often determined in order to ensure optimization of a
chosen loss function. For example, a loss function that equally weigh false positives and the false
negatives would threshold inclusion probabilities at 0.5. This choice coincides with the median
probability model proposed by Barbieri and Berger (2004). They justify the median probability
model by the optimal predictive performance (under some additional assumptions).
An alternative common strategy is to select a point estimator, on the basis of classical multiple
comparison arguments. An often used error rate is the false discovery rate (FDR) (Benjamini and
Hochberg, 1995). Rules as discussed in Benjamini and Hochberg (1995) control the frequentist
expectation of the error rate across repeat experimention. Several authors chose instead to control
the posterior expectation of the same error rate. See, for example, Newton (2004).
The rest of this article is based on results obtained under median model selection (Barbieri and
Berger, 2004) and controlling explicitly the posterior expected FDR. Alternative decision theoretic
arguments and possible loss functions are discussed in Mu¨ller et al. (2006).
5 SIMULATION STUDY
We tested the proposed method on synthetic data, by generating observations from graphs con-
figured as in figure 2. There are 10 vertices and 9 directed edges in the baseline graph, all with
positive weights βlj on the edges. The differential graph has 8 directed edges that is the result of
3 cancelation, 2 additional edges, and 2 edges with negative effect sizes γlj + βlj . We simulated 50
baseline samples and 30 differential sample.
Figure 3 shows the estimated edge inclusion probabilities for the baseline graph and for the
differential graph. The barplot in row ` and column j corresponds to the edge v` → vj . Edges that
are present in the simulation truth are marked with an asterix. The estimated inclusion probability
is high for edges that were included in the simulation truth, as desired. There is, however, some
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Figure 2: The true graphs used to generate the data for the simulation.
uncertainty, especially in the upper portion of the graph. Figure 4 shows the bar plot of the
posterior estimates of mixing proportions for the differential edge: zij = 0 as left white bar, zij = 1
as central blue bar, and zij = 2 as right red bar. Again, edges that are present in the simulation
truth are marked by a red surrounding box and the true value is indicated by an asterisk below
each plot. The proposed method identifies differential interactions quite accurately, defining strong
control over false negatives (row 6 column 7) and false positives ( row 1 column 5 ).
Figure 5 shows the posterior mean and standard deviation of the effect size for each of the edges
in the baseline graph (left) and the differential graph (right). The true value marked with asterisk
below the density is covered by the posterior samples, indicating that the model provides accurate
recovery of true effects size.
We compare results over two decision criteria: varying the threshold of the posterior inclusion
probability and varying the threshold value for the q-value in FDR procedure on the posterior
inclusion probability for the baseline graph and the differential graph. We evaluate the operative
characteristics of different decision criteria in our simulated experiment on the basis of two quanti-
ties: the False Discovery Rate (FDR) and the Missed Detection Rate (MDR). Letting TP indicate
true positives, FP false positives, and FN is false negatives, we defing the FDR and MDR are
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Figure 3: Barplot of the estimated edge inclusion probabilities for the baseline graph (left) and
the differential graph (right) for each edge. The barplot in row ` and column j corresponds to the
edge v` → vj . Edges that are present in the simulation truth are marked with an asterix below the
corresponding bar, and have a thick colored box.
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Figure 4: Barplot of the posterior estimates of the mixing proportions pi0lj , pi
1
lj , and 1 − pi0lj − pi1lj
for each edge. The true value is marked with an asterisk below the density and the true signal has
thick colored surrounding line.
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Figure 5: Marginal posterior distributions p(β`j | Y ) for the baseline coefficients and p(γ`j+β`j | Y )
for the differential coefficients. All densities are plotted over the same range, for easy comparison.
The number above the density are the posterior mean and standard deviation. The true value
of the estimate is marked with an asterisk below the density and the true edges have thick red
surrounding box. The posterior density covering the true estimate indicates that the model is
tracking the effect size accurately.
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Figure 6: Comparing the decision criteria for False Positive Rate (FPR) and Missed Detection Rate
(MDR) for the baseline and the differential group. A dotted line on the inclusion probability plots
corresponds to the choice made by median probability model. The FDR plots have a dotted line
at 0.2 corresponding to suggestion by Efron (2007).
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Figure 7: Actual image of the reverse phase protein arrays (RPPA).
defined as follows
FDR =
FP
FP + TP
, MDR =
FN
FN + TP
. (16)
Figure 6 shows a comparison of two decision criteria in relation to these quantities.
The dotted line on the inclusion probability corresponds to the choice made by median proba-
bility model (Barbieri and Berger, 2004). The FDR has a dotted line at the threshold value of 0.2
corresponding to suggestion by Efron (2007). For this particular simulation, both median graph
criteria and the criteria of Efron (2007) are performing equally well.
6 CASE STUDY
We apply our model to the data from a study of Acute Myeloid Leukemia (AML) obtained using the
reverse phase protein arrays (RPPA) (Tibes et al., 2006). RPPA is a high-throughput proteomic
technology that provides a quantification of the expression for specifically targeted proteins selected
from molecular pathways.
We use data from a large AML study based on RPPA. We consider 435 AML patients; 332
primary refractory patients and 103 relapsed patients. We will call the refractory patients the
baseline group and the relapsed patients the differential group. The objective of this study is
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to investigate the difference in interactions of important protein markers related to AML for the
refractory patients and the relapsed patients. We selected 38 proteins in signal transduction,
apoptosis, and cell cycle regulatory pathways and studied their expression profiles in all 435 samples.
An attractive feature of the AML data under study is that the number of samples (n = 435) is
much greater than the number of proteins (p = 38), which provides an opportunity for principled
inference about differential interaction structures on the basis of a highly structured stochastic
system.
Extra Edges Canceled Edges
SRCp527→BADp155 BADp136→ AKT
BADp112→BAK STAT5→ AKTp308
P38→BAX AKTp308→ AKTp473
BADp155→CyclinD1 GSK3p21.9→ AKTp473
BADp136→GSK3 STAT6p641→ BAD
BADp136→GSK3p21.9 BADp155→ BADp112
P70S6K→P53 BAK→ BADp112
PTEN→P53 SRC→ BADp136
PTENp→S6RP ERK2→ BAK
SRC→STAT6p641 BADp112→ CyclinD1
SRCp527→STAT6p641 ERK2p42.44→ CyclinD1
BAX→ GSK3p21.9
ERK2p42.44→ GSK3p21.9
P27→ MCL1
ERK2p42.44→ MEK
BCL2→ MTOR
CyclinD1→ MTORp2448
ERK2→ P38
SRC→ P70S6K
MEKp217p221→ PKCalpha
BADp155→ S6RP
BCL2→ SRC
P38→ SRC
MEK→ SRCp527
CyclinD1→ STAT3
GSK3→ STAT3
STAT5→ STAT3
Table 2: The list of differential edges.
The prior distributions on the parameters were selected as vague as possible to show that this
method does not require strong prior information, which makes it suitable for initial studies since
the likelihood will dominate the posterior when the sample size is large. Mean parameters for α,
β, and γ were set to 0. The two parameters of the dispersion parameter σ2l where set to 0.5 and
0.5. The prior on ψk is set to Beta(1, 1). For the temperatures of parallel tempering, we selected
them uniformly spaced between 1 to 100 on the log scale. We ran our algorithm for 20000 iteration
saving every 20th sample.
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additional edges for relapsed patients
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Figure 8: Network representation of the estimated protein network for refectory patients and re-
lapsed patients. The strength of association is shown as the intensity of the color; the red is for
positive association and blue is for negative association, as shown in the thermometer bar on the
right. The bottom three plots classify the edges into three categories: the edges that two groups
agree on, the edges that does not exist in the differential graph, and edges that only exist in the
differential graph. The differential graph is more sparse compared with the baseline network.
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estimated edge inclusion probability
the baseline graph (left/blue) and the differential graph(righ/red)
Figure 9: Barplot of the estimated edge inclusion probability for the refractory patients (left) and
the relapsed patients (right) for each edge.
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estimated mixing proportion of the differential graph
Figure 10: Stacked barplot of the posterior estimates of the mixing proportions for zlj defined for
each differential edge: zlj = 0 is white, zlj = 1 is blue, and zlj = 2 is red.
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Figure 11: The density plot of the estimated posterior distribution for the baseline coefficients
plotted on same horizontal range. The edges in median graph has thick red surrounding box.
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Figure 12: The density plot of the estimated posterior distribution for the differential coefficients
plotted on same horizontal range. The edges in median graph has thick red surrounding box.
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For the decision rule, since we have no reason to weigh either false discovery nor false negative
more than one another, we chose a equal weight loss function LN = FD+FN . The corresponding
decision rule for this loss function thresholds the inclusion probability at 0.5 (Mu¨ller et al., 2004)
which is the median graph proposed by Barbieri and Berger (2004).
Figure 8 is a network representation of the estimated graph for the refractory and relapsed
patients. The network of the relapsed patients is sparse compared to the refractory patients; the
baseline network had 99 edges whereas the differential network only had 83 edges. Table 2 lists the
differential edges that differed between the two networks.
While we maintain that our findings are purely exploratory, we have found that selected dif-
ferential interaction patterns have been confirmed in the literature as potential indicators of more
aggressive forms of AML. For example Kornblau et al. (2011) report that signaling changes affect-
ing the AKT-S6 pathway are associated with relapse after chemotherapy in AML patients (see our
corresponding result in Table 2, Cancelled Edges). On the differential activation side (Extra edges,
Table 2), our results agree with (Ozawa et al., 2008) who reported how SRC family kinases regulate
STAT transcription factors in AML cells, which are known to play a fundamental role in growth
and proliferation processes.
Figure 9 is the estimated posterior inclusion probability and figure 10 is the estimated mixing
proportion. Figures 11 and 12 are posterior density plot of the coefficients. A comprehensive bio-
medical interpretation of our findings is perhaps out of the scope or this paper, but it is our hope
that our illustration shows the potential and practical relevance of the proposed method.
7 DISCUSSION
We proposed a novel probability model for inference on differential interaction in Gaussian DAGs.
The proposed framework is likely to be particularly useful when primary interest focuses on potential
contrasts characterizing the association structure between known subgroups of a given sample.
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Although we only worked on a case where there are only two subgroups, the method is directly
generalizable to the case of k subgroups. We evaluated our method analyzing data generated from
a synthetic experiment and showed that our inferences have desirable operative characteristics.
The application of the proposed model to the analysis of RPPA data in AML identified interesting
differential regulation patterns, distinguishing refractory from relapsed patients. While we are
well aware that our model belongs to the class of hypothesis generation tools, we remark that
the proposed methododlogy avoids the use of step-wise analyses and ad hock penalization choices,
providing a principled tool for inference on differential networks.
The conjugate Gaussian setting, provides several algebraic and computational advantages. How-
ever, there are costly steps, associated with the proposal of coefficients α, β, and γ (see supple-
mental appendix B), requiring several matrix inversions. While this is not an issue, as long as the
sampled graph is sparse; the proposed computation could be computationally demanding, when
dealing with large and dense graphs. In these cases one may need to consider alternative proposal
strategies.
The propose framework of differential network inference could be extended beyond the multi-
variate Gaussian distribution. Our prior on models space and interaction parameters could, for
example be applied to the approach of Telesca et al. (2012), who show how to incorporate heavy
tails in the observations by the use of a mixture model. As for the case of discrete and mixed data,
the copula Gaussian graphical model framework proposed by Dobra and Lenkoski (2011) could be
easily expanded using a modeling strategy similar to the one proposed in this paper.
Extension beyond DAGs may be desirable in many applied settings. Fore example, in the
setting of Reciprocal Graphs Koster (1996), used in Telesca et al. (2010) one may allow baseline
and differential models, to be defined in terms of undirected edges as well as the directed ones,
with the possibility of including cycles and reciprocal relations. We should also point out that
the same idea could of course be applied to undirected graphical models. While these extension
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are conceptually trivial, coherent multivariate representation and computational constraints may
require extensive additional work.
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A Test of acyclicity (Fronk and Giudici, 2004)
Given an ancestral matrix A of a DAG G, a DAG G is not acyclic if
diag(Ai) = 0,∀i = {1, · · · ,min(G, |G|)} (17)
Where Ai is matrix exponent, diag() is the diagonal elements of the matrix, |G| is the number of
edges in a graph G and G is the number of vertices.
B Acceptance Probability for the birth and the death moves.
The RJMCMC on G0 is complicated by the fact that move on G0 may also alter G1 as the edge
(l→ j) ∈ E1 is defined in terms of βlj + γlj .
While it is possible to propose a joint move on G1 along with G0, we prefer local moves and
propose to “insulate” G1 from the move on G0 by proposing changes in γlj and zlj in accordance
with changes in βlj .
The joint move on G0 and z is interpretable as an expansion on the RJMCMC on DAG algorithm
proposed by Fronk and Giudici (2004). Birth and the death moves on G0 are engineered to achieve
q (z ⇒ z′ | G′0)
q (z′ ⇒ z | G0) =
q (z′ ⇒ z | G0)
q (z ⇒ z′ | G′0)
.
Thus the acceptance probability of the birth move on the edge (l→ j) for G0 is defined as
AB = min
8<:1, p
“
β′j ,γ′j ,z
′
j | y
”
p
`
βj ,γj ,zj | y
´
qb(β
′
lj)
q (z′ ⇒ z | G0)
q
`
z ⇒ z′ | G′0
´
9=; , (18)
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and the acceptance probability of the corresponding death move on the edge (l → j) for G0 is
defined as
AD = min
8<:1, p
“
β′j ,γ′j ,z
′
j | y
”
qb(βlj)
p
`
βj ,γj ,zj | y
´ q (z ⇒ z′ | G0)
q
`
z′ ⇒ z | G′0
´
9=; , (19)
where qb(·) is the proposal distribution for β′lj , β′j refers to βj with the lth element set to β′lj . We
will get to the details on γ ′j and z
′
j in the following section, but for now they are the proposed
values for γj and zj if there is to be any change and we will denote the proposal distribution of
γlg as qg(·). Note that the Jacobian term does not come into play when we change γ since it is 1
similar to the proposal for the β in Fronk and Giudici (2004).
In the following section we will consider how to define q (z ⇒ z′ | G′0) /q (z′ ⇒ z | G0) conditioned
on G1 so that the above symmetry is preserved.
B.1 When (l→ j) /∈ E1
There are two senarios where an edge (l→ j) does not exist in the differential graph G1.
C00: (l→ j) /∈ E0 so βlj = 0 and γlj = 0 so that zlj = 0 or
C11: (l→ j) ∈ E0 so βlj 6= 0 and γlj = −βlj so that zlj = 1
Hence conditioned on (l → j) /∈ E1 a legal move will be to move between these two conditions. If
we make this move deterministic, because γlj = 0 ⇒ γlj = −βlj does not alter the dimension of
γ and hence q (z ⇒ z′ | G′0) /q (z′ ⇒ z | G0) = 1. Therefore the move C00 ⇒ C11 is accepted with
probability
AB0 = min
8<:1, p
“
β′j ,γ′j ,z
′
j | y
”
p
`
βj ,γj ,zj | y
´
qb(β
′
lj)
q (z′ ⇒ z | G0)
q
`
z ⇒ z′ | G′0
´
9=; , (20)
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and the reverse move C11 ⇒ C00 is accepted with probability
AD0 = min
8<:1, p
“
β′j ,γ′j ,z
′
j | y
”
qb(βlj)
p
`
βj ,γj ,zj | y
´ q (z ⇒ z′ | G0)
q
`
z′ ⇒ z | G′0
´
9=; . (21)
B.2 When (l→ j) ∈ E1
The situation is slightly complicated when (l → j) ∈ E1 do to the restriction imposed by the
conditional prior on the γlj that does not allow (l → j) /∈ E0 so βlj = 0 and γlj = −βlj so that
zlj = 1 do to the lack of identifiability with the C00 case. Therefore only allowed combination of
the parameters are the following.
C02: (l→ j) /∈ E0 so βlj = 0 and γlj 6= 0 so that zlj = 2,
C10: (l→ j) ∈ E0 so βlj 6= 0 and γlj = 0 so that zlj = 0, or
C12: (l→ j) ∈ E0 so βlj 6= 0 and γlj 6= 0 so that zlj = 2
If we first consider the death move on G0 there are two possibilities C10 ⇒ C02 or C12 ⇒ C02 and
both moves will not alter G1. To conserve the symmetry with the death move, when proposing a
birth move on G0 we need to allow both of the reverse moves C02 ⇒ C10 and C02 ⇒ C12 to be
possible. We can do this by choosing either of the revers moves with equal probability. Another
thing to keep in mind is that although C10 ⇒ C02 is a death move on β, in terms of the γ it is a
birth move. Hence the proposal ratio are defined as
• for C10 ⇒ C02 is
p(C02 ⇒ C10)qb(βlj)
p(C10 ⇒ C02)qg(γ′lj)
=
(
1
2
)
qg(γ′lj)
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• and for C12 ⇒ C02 is
p(C02 ⇒ C12)qb(βlj)
p(C12 ⇒ C02) =
(
1
2
)
1
and it is not hard to see that the proposal ratio for C02 ⇒ C10 and C02 ⇒ C12 are just their
inverses.
As a result the reversible jump ratio of a death move is defined as
• For C10 ⇒ C02
RD1 =
p
“
yj | X˜j ,β′j ,γ′j , σ2j
”
p
“
γ′lj | z′lj , β′lj , σ2j ,G′0
”
p
`G′0´ ` 12 ´ qb `βlj´
p
“
yj | X˜j ,βj ,γj , σ2j
”
p
“
βlj | σ2j ,G0
”
p (G0) qg
“
γ′lj
”
(pij)
, (22)
• and for C12 ⇒ C02
RD2 =
p
“
yj | X˜j ,β′j ,γ′j , σ2j
”
p
`G′0´ ` 12 ´ qb `βlj´
p
“
yj | X˜j ,βj ,γj , σ2j
”
p
“
βlj | σ2j ,G0
”
p (G0) (1− pij)
, (23)
Similarly the reversible jump ratio for birth moves are defined as
• for C02 ⇒ C10
RB1 =
p
“
yj | X˜j ,β′j ,γ′j , σ2j
”
p
“
β′lj | σ2j ,G′0
”
p
`G′0´ qg `γlj´ (pij)
p
“
yj | X˜j ,βj ,γj , σ2j
”
p
“
γlj | zlj , βlj , σ2j ,G0
”
p (G0)
`
1
2
´
qb
“
β′lj
” , (24)
• and for C02 ⇒ C12
RB2 =
p
“
yj | X˜j ,β′j ,γ′j , σ2j
”
p
“
β′lj | σ2j ,G′0
”
p
`G′0´ (1− pij)
p
“
yj | X˜j ,βj ,γj , σ2j
”
p (G0)
`
1
2
´
qb
“
β′lj
” , (25)
and each of the move is accepted with probability
ADi = min
˘
1, RDi
¯
or ABi = min
˘
1, RBi
¯
(26)
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C Overrelaxation Algorithm
We propose a new set of values for Bj by the method of overrelaxation Neal (1995). We partition
Bj into three,
• the 0 constrained group (l /∈ pa0(j) or zlj = 0),
• the equality constrained group (zlj = 1), and
• the remaining group.
Proposal for the first 2 groups are trivial, the proposed value of the first group is 0 and second
group is −βlj . The proposal of the third group is done in two steps, first we get the constrained
MLE then using that MLE we move the center from the current location to the other side of the
MLE than propose a new set of values from a joint distribution. For the ease of notation, for the
remainder of this section we will use Bj to denote only the set of parameters that belong in the
third group.
C.1 Constrained MLE
For a given set of constraints G0 and z, we can construct a linear constraint matrix Lj explicitly as
having a row for each of the constraint imposed by the combination of G0 and z so that LjBj = 0.
This translates to defining the entries of Lj as
Lj =

for each l /∈ pa0(j) : lβlj → 1
for each zlj = 0 : lγlj → 1
for each zlj = 1 : lβlj → 1 and lγlj → 1
where lβlj and lγlj are entry in Lj with position corresponding to βlj and γlj .
Then, given
yj = X˜jBj + ,  ∼ N(0,Σ) and LjBj = 0
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the maximum likelihood estimation (MLE) for Bˆj = (αˆj , βˆ
T
j , γˆ
T
j )
T has a closed form solution
(Golub, 1965; Stirling, 1981; Sallas, 1988; Neytchev, 1995) .
Bˆj = B˘j − (X˜Tj X˜j)−1LTj (Lj(X˜Tj X˜j)−1LTj )−1LjB˘j where B˘j = (X˜Tj X˜j)−1X˜Tj yj
C.2 The unconstrained posterior distribution
For all the parameters defined in the complementary space of Lj , the proposal can be made from
joint Gaussian distribution after over relaxation move, which is a benefit of working with a jointly
Gaussian model.
Since the joint prior distribution of Bj is
Bj ∼ N(µb = (a, bTj , νTj )T ,Γj) and Γj =
1
ωj
σ2j I (27)
without the structural constraint, the unconstrained posterior is distributed as N(B˜j , Σ˜j) where
Σ˜j =
(
X˜Tj Σ
−1X˜j + Γ−1j
)−1
and B˜j = Σ˜j
(
X˜Tj Σ
−1X˜jB˘j + Γ−1j µb
)
.
C.3 Overrelaxation Algorithm
Algorithm for updating α, β, and γ proceeds as following
1. Start with the current value of the estimate Bj
2. We partition Bj into 3; (B
(0)
j , B
(1)
j , B
(2)
j );
• For parameters B(0)j corresponding to l /∈ pa0(j) and zlj = 0,
– propose B(0)
′
j = 0
• For parameters B(2)j corresponding to l ∈ pa0(j) or zlj = 2,
– Propose new values B(2)
′
j from N
(
B
(2)
j + 2(B˘
M
j −B(2)j ), 1ϕ Σ˜j
)
• For parameters γ(1)′lj ∈ B(1)j corresponding to zlj = 1
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– propose γ(1)
′
lj = −β(2)
′
lj
3. Acceptance probability is calculated as
Ao = min
(
1,
N(B(2)
′
j ; B˜
(2)
j , Σ˜
(2)
j )
N(B(2)j ; B˜
(2)
j , Σ˜
(2)
j )
)
(28)
4. Set Bj = B′j = (B
(0)′
j , B
(1)′
j , B
(2)′
j ) if u ≤ A where u ∈ U [0, 1], otherwise set it to Bj
D conditional posterior distribution of σ2j
The conditional posterior distribution for σ2j is inverse gamma distribution with
p(σ
2
j | Y, α, β, γ, z,G, ψ) ∝
“
σ
2
j
”− δj2 −1 exp
0@− τj
2σ2j
1A“σ2j”−n2 exp
8<:− 12σ2j
“
yj − X˜jBj
”T “
yj − X˜jBj
”9=;“σ2j”− 12 exp
8<:− ωj2σ2j
`
αj − aj
´29=;
pY
l=1
0@“σ2j”− 12 exp
8<:− ωj2σ2j
`
βlj − blj
´29=;
1AI{l∈pa0(j)} pY
l=1
0@“σ2j”− 12 exp
8<:− ωj2σ2j
`
γlj − νlj
´29=;
1AI{zlj=2}
∝
“
σ
2
j
”− 12 “δj+n+1+Pl I{Glj=1}+Pl I{zlj=2}”−1
exp
0@− 1
2σ2j
0@τj + “yj − X˜jBj”T “yj − X˜jBj” + ωj
0@`αj − aj´2 +X
l
`
βlj − blj
´2
I{l ∈ pa0(j)} +
X
l
`
γlj − νlj
´2
I{zlj = 2}
1A1A1A
E Parallel tempering move
Parallel tempering (Geyer, 1991) is a population Monte Carlo technique where the target distri-
bution is augmented with an indicator that specify a level of smoothing applied to each of the
target distribution. The new joint distribution is the product of each of the distribution over the
indicators since each of the density is independent of each other given the indicator. Markov Chains
at different temperatures are run in parallel and the neighboring states are exchanged between the
chains with a predefined rate. For the case of RJMCMC Jasra et al. (2007) proposes on adding
an additional delayed rejection (Green and Mira, 2001) step that increases the efficiency of the
algorithm by allowing swaps between the non-neighboring temperatures.
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E.1 Tempering move with delayed rejection for RJMCMC
Choose a set of temperatures {1, . . . , T} (Geyer and Thompson, 1995) and for each temperature,
replicate the parameters θ for T times; θt =
{
α(t),β(t),γ(t), z(t), σ2(t),G(t)0
}
, t ∈ {1, . . . , T}.
1. For a preset probability Pt, perform a switch temperature move.
(a) Choose two temperatures i1, i2 ∈ {1, . . . , T}
(b) Exchange θi1 with θi2 with probability
ρ1(θ,θ′) = min
{
1,
pii1(θi2)pii2(θi1)
pii1(θi1)pii2(θi2)
}
(29)
where pit(θt) is a posterior density at temperature t evaluated at θt.
(c) If rejected perform delayed rejection step by choosing neighboring temperatures i3, i4 ∈
{1, . . . , T} and exchange θi3 with θi4 with probability
ρ2(θ,θ′′) = min
{
1,
pii3(θi4)pii4(θi4)(1− ρ1(θ′′,θ∗)
pii3(θi3)pii4(θi4)(1− ρ1(θ,θ′))
}
(30)
were θ∗ is the hypothetical θ if ρ1(θ,θ′) was accepted.
2. Perform regular RJMCMC with probability (1− Pt) for each temperature T .
For details of the method and other suggestions we refer you to Jasra et al. (2007) and Barker et al.
(2010).
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