Data collected from hematopoietic SCT (HSCT) centers are becoming more abundant and complex owing to the formation of organized registries and incorporation of biological data. Typically, conventional statistical methods are used for the development of outcome prediction models and risk scores. However, these analyses carry inherent properties limiting their ability to cope with large data sets with multiple variables and samples. Machine learning (ML), a field stemming from artificial intelligence, is part of a wider approach for data analysis termed data mining (DM). It enables prediction in complex data scenarios, familiar to practitioners and researchers. Technological and commercial applications are all around us, gradually entering clinical research. In the following review, we would like to expose hematologists and stem cell transplanters to the concepts, clinical applications, strengths and limitations of such methods and discuss current research in HSCT. The aim of this review is to encourage utilization of the ML and DM techniques in the field of HSCT, including prediction of transplantation outcome and donor selection.
INTRODUCTION
Allogeneic hematopoietic SCT (HSCT) has long been utilized in various hematologic malignant and non-malignant diseases, leading to cure and significant survival prolongation. 1 Outcomes of HSCT are improving. 2 Nevertheless, the procedure is still accompanied by high rate of morbidity and mortality, making patient selection a crucial issue. 1, 3 Besides clinical judgment on whether, when and how to transplant, clinical scores such as the European Group for Blood and Marrow Transplantation risk score, the Hematopoietic Cell Transplant-Co-morbidity Index and others may aid clinical decision. [4] [5] [6] However, these scores rely on conventional statistical methodologies that carry inherent limitations, 7 possibly leading to suboptimal performance (for example, reasonable but relatively low c-statistics or area under the curve of the receiver operating characteristic curve). [4] [5] [6] 8 Conventional statistical techniques are model (hypothesis)-driven. They start with a model and check whether the data fit the suggested model. The underlying assumption is that data are provided by a stochastic model (for example, linear or logistic regression). Validation is based on the goodness of fit tests (that is, w 2 -test, R 2 ). 7, 9 This approach has proven itself over the years. Still, it carries limitations [7] [8] [9] [10] [11] : (a) it usually assumes data are normally distributed, independence of variables and linear associations. However, real data are noisy and do not fulfill such prior assumptions. (b) The conclusions are about data fitting the model and not a model fitting the data, forcing rigid assumptions about data behavior. (c) Computational and theoretical ability to handle very large data sets is limited. (d) In standard survival models, it is necessary to pre-select the variables, as a high number increases the number of possible solutions ('the curse of dimensionality'). This might lead to the loss of information relevant for outcome prediction.
Given the limitations presented and the formation of large registries incorporating biological and clinical data, 9, 12, 13 a new approach to data analysis was needed. This is true more than ever for HSCT. Computer scientists have long struggled with such complex data scenarios, historically starting from problems such as image and voice recognition and moving on to handle data of huge volume such as purchase records in Amazon. The development of machine learning (ML) algorithms accounting for a multiplicity of factors led to the generation of robust and accurate prediction models.
MACHINE LEARNING
ML is a field in artificial intelligence stemming from computer science. It was initially defined by Arthur Samuel as a field of study that gives a computer the ability to learn without being programmed. A more contemporary definition is that a computer program is said to learn from experience if its performance at a certain task improves with experience.
14 For example, if we would like to predict mortality in HSCT (the task), the more patients/ examples we provide (that is, experience) the better we would be able to predict mortality. Applications of ML are all around us. A classic example is the detection of spam e-mails. ML algorithms go over millions of e-mails, learning which properties are characteristic (for example, multiple recipients, words such as discount, buy, and so on). Accordingly, a prediction model (termed classifier) has been produced, which is capable of classifying new unseen e-mail as spam or not. Other ML applications include the following: detection of credit card fraud, prediction of customer purchase behavior or personal interests of web users, optimizing manufacturing processes 15 and a growing number of applications towards clinical practice and research. 16 The paradigm underlying ML does not start with a predefined model, rather it lets the data create the model by detecting underlying patterns. 7, 9 Thus, this approach avoids preassumptions about model types and variable interactions. Different algorithms are used to produce a function-a model-which will fit the data and not the other way around. In such procedures, a large number of variables and combinations thereof can be used. The models are developed on a training set and validated on a test set, as will be further discussed below.
Learning can be divided into two main types: 17, 18 supervised and unsupervised. In supervised learning (Figure 1a ), a prediction model is produced by learning a data set (retrospective data) where the outcome (label) is known and accordingly the outcome of new unlabeled examples can be predicted. For demonstration, we will use a hypothetical data set of patients who underwent a HSCT. Each patient is an example, the attributes (ML terminology for variables) are diagnosis, age and the amount of comorbidities, and the outcome we wish to predict for new cases (termed label) is TRM at 100 days. By learning the retrospective labeled data set, a TRM prediction model can be developed, helpful for assessing new patients, being evaluated for HSCT. Of course, such a problem can be extended to multiple examples and attributes. Predictions of discrete properties (for example, survival-yes/no) and continuous properties (for example, survival length) are termed as classification and regression, respectively. Unsupervised learning ( Figure 1b) is about detecting patterns in data without predefined labels. For example, in the hypothetical data set, even when the label is unknown, according to the distribution of the attributes it is possible to detect two separate groups in the data. This process is often called clustering and is commonly used in bioinformatics for detecting patterns of gene expressions in microarray studies. 19, 20 DATA MINING ML algorithms are tools in a wider approach for analyzing large and complex data sets called 'data mining (DM)'. DM is a multidisciplinary field based on statistics, mathematics, computer science, artificial intelligence and more. It seeks to discover knowledge in databases in an automatic or semiautomatic process. 14, 15, 17, 18 In practice, the two primary goals of DM tend to be prediction and description. Prediction involves using some variables in the data set to predict unknown or future values of other variables of interest. Description, on the other hand, focuses on finding interpretable patterns in the data. 21 Different standards for the data-mining process have been developed. Here, we present an approach based on the CRISP-DM standards, 22 tailored for predictive clinical DM. It consists of the following stages.
Problem definition: Understanding the problem at hand, the current knowledge and defining data-mining goals. For instance, a problem could be the proper candidate selection for allogenic HSCT in patients with acute leukemias. Current knowledge includes reviewing the literature and the suggested solutions (for example, risk scores). The goal of the data-mining project would be the development of a prediction model for TRM at 100 days and 1 year post-allogeneic HSCT for acute leukemia patients, thus aiding evaluation and patient selection of candidates.
Data collection and understanding: Collecting or obtaining data is one of the hardest tasks. Benefits of data-mining techniques over conventional statistical methods are augmented when applying them to large data sets. Finding or creating registries or databases that fulfill these requirements is a laborious process. Once in hand, the miner will proceed with activities to become familiar with the data, identify data quality problems, gain first insights into the data and detect interesting subsets to form hypotheses for hidden information. Current data-mining suits (for example SPSS, SAS, WEKA and more) contain understandable data-visualization modules.
Data preparations (preprocessing):
Medical and real-world databases are highly susceptible to noisy, missing and inconsistent data because of the nature of data collection and human error. 13 Although ML algorithms are relatively robust and capable of handling noise, preprocessing the data is essential for improving predictive accuracy. Tasks such as integrating different databases, discretization, imputing missing values and attribute transformation are all part of this stage and are dependent on the modeling technique that will be chosen in the next stage. 17, 18 Working with big data sets containing multiple attributes might lead to noise hiding the real signal. Algorithms for feature selection (that is, attribute selection) are occasionally included in the preprocessing stage and may reduce data dimensionality, thereby improving computation time and hopefully prediction. In addition, they may also aid the pre-selection of variables for conventional statistical models, such as logistic regression. 23, 24 Modeling: Predictive data-mining models involve the application of supervised ML algorithms on retrospective data where the class label is known (for example, the variable you wish to predict), thereby allowing outcome prediction for new cases. Models are built on the basis of a training set. Usually a number of algorithms are applied, their parameters are calibrated to optimal values and the best one is selected, according to the results of the test set. Finding the best parameters for each model is frequently a result of trial and error. In this review, we will focus on three popular ML algorithms. All these algorithms can be used for both classification and regression problems. For simplicity, we will concentrate on the former.
(1) Decision trees-A decision tree is a flowchart-like tree structure, in which each internal node (non-leaf node) denotes a test on an attribute, each branch represents an outcome of the test and each leaf node (terminal node) holds a class label. The topmost node in a tree is the root node. The hierarchy of a decision tree is formed by asking questions iteratively about the attributes (represented by all nodes except the leaves) of the training set (see example in Figure 2 ). A good question will split a collection of items with heterogeneous class labels into subsets with nearly homogeneous labels, stratifying the data so that there is little variance in each stratum. Several measures have been designed to evaluate the degree of in-homogeneity in a set of items. 17, 25 The main advantage of decision trees is their relative interpretability, which make them a preferred option for medical research. That said, interpretability may diminish as the trees become more complex. Examples of their successful application include the prediction of mortality in acute liver-failure patients, 26 prediction of axillary lymph node metastasis in breast cancer patients 27 and prediction of iron-deficiency anemia from hematological parameters. 28 The predictive power of decision trees may be enhanced by applying ensemble methods such as random forest, a technique that involves the generation of multiple trees and voting for the most popular class; 29 however, interpretability is lost.
(2) Artificial neural networks (ANNs)-These types of algorithms are inspired by neuronal learning. One can consider a neuron as a computational unit that receives weighted inputs from other neurons through dendrites, processes them, and if a certain threshold is reached, an output is delivered through axon. ANNs are collection of model neurons interconnected to increase computation/prediction power. Similarly to neurons, connections between units are assigned different weights that are adjusted during training. The input nodes observed are attributes used for prediction. The output nodes are the possible outcomes which the network predicts (for example, TRM), and in between there are accessory computational nodes referred to as hidden layers ( Figure 3) . 17, 18, 30 As mentioned above, in supervised learning, labeled retrospective data are used for model training. In ANN, we train the network by iteratively running labeled samples and correcting the network weights according to the distance between the predicted label and the real label. ANNs were applied successfully in various clinical studies. [31] [32] [33] [34] [35] Caocci et al. 36 compared the performance of ANN with logistic regression for predicting acute GVHD in a group of 78 b-thalassemia major patients who underwent HSCTs. Prediction sensitivity and specificity of the ANN were 83.3% and 90.1%, respectively, versus 21.7% and 83.3% with logistic regression. These results are impressive; however, given the small number of patients with a relatively large number of variables (24 variables), one should suspect overfitting, as will be discussed later. Figure 2 . Decision trees. A hypothetical data set of patients who underwent an HSCT is given in the table. Attributes are diagnosis, age and conditioning protocol, and the label is TRM at 100 days. A decision tree for the prediction of TRM at 100 days is developed on the basis of the retrospective data given in the table. Each ellipse is an internal node containing an attribute and the lines connecting are branches of possible values. The rectangles denote leaves where class label is reached and the tree ends. The right number in brackets is the number of instances reaching the leaf and the left one is the number of instances correctly classified. After the tree is constructed, it can be used for classification (that is, predict TRM at 100 days) of new patients according to their diagnosis, age and planned conditioning protocol. Patients from a retrospective data set are iteratively presented to the network via the input layer, which communicates to one hidden layer or more, where the actual processing is performed through a system of weighted connections. The hidden layer is linked to the output node that gives the prediction for each patient (TRM ±). Instances are passed forward, and according to distance between the predicted and actual label weights are adjusted.
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ANNs are accurate and powerful predictors. However, they lack interpretability ('black box' model); 18, 30 thus, the consideration behind the suggested model is not revealed to the user.
(3) Support vector machines (SVMs)-Usually applied to a twoclass classification problem, the basic concept behind these algorithms is detecting the plane or hyperplane (refers to a twodimensional problem or more, respectively) that gives the greatest separation between the two classes. SVMs find the optimal hyperplane with a maximum distance to the closest point of the two classes (that is, the maximum-margin hyperplane). A set of instances that are closest to the optimal hyperplane defines the support vector and creates the margin of each class (Figure 4) . The SVM algorithm is capable of dealing with both linearly and nonlinearly separable problems in classification and regression tasks by applying a kernel function. 37 SVMs were successfully applied in a number of clinical studies. 38, 39 For instance, Lu et al. 40 used a SVM to predict malignancy of ovarian tumors preoperatively. SVMs are mathematically more complicated than decision trees and ANNs; however, they are gaining popularity because of their general better performance and the observation that they are less prone to overfitting. However, it should be noted that they are very difficult to interpret, especially when nonlinear kernel functions are used.
Model evaluation: As described earlier, in supervised learning, model development includes training and testing. Optimally, the whole data set is divided into two separate sets (Figure 5a ). A prediction model is constructed according to the training set, where association between attributes of the examples and their labels are learned, using a specified algorithm (for example, SVM). The second part of the data set is a test set, which simulates new samples with an unknown label. These are presented to the model generated in the training stage and a label prediction is given to each sample. Performance measures are calculated according to the ability of the model to correctly predict the labels of the test set, as will be discussed shortly. 17, 18 In scenarios where data are insufficient to use separate sets for training and testing, an alternative approach called the k-cross validation is often used (Figure 5b ). The whole data set is divided into k subsamples, and iteratively the model is trained on k-1 subsamples and tested on the remaining subsamples. Model performance is an average of the performance in the repeated tests. 17, 18, 41 Objective performance measures reflect the model generalizability and are the results of cumulative classification successes and failures of the test set, which are given in a confusion matrix (also known as contingency table) (Figure 6a ). Performance measures (Figure 6b ) are calculated both for the training and the test set; however, the latter is more relevant as it tells us about the ability of our classifier to cope with new unfamiliar data. Measuring performance only for the training set tends to yield over-optimistic estimations, as the model might have only 'remembered' the data instead of 'learning' it, allowing little room for variance. This is the problem of overfitting, in which the model developed closely fits the training data but fails to generalize when presented with new examples. Using a testing set for validation is an important step in overcoming this hurdle.
Accuracy, error rate and precision are easily affected by imbalanced class distribution, 42 a common scenario in medicine (that is, the event you wish to predict occurs only in a minority of the patients). Receiver operating characteristic curves depict the trade-off between the true-positive rate (that is, sensitivity) and the false-positive rate (that is, 1-specificity) and reflect the performance of classifiers without any regard to class distribution. They are useful for model comparison and evaluation. Roughly speaking, a larger area under the receiver operating characteristic curve reflects better model performance (ranges from 0 to1). Limitations of the receiver operating characteristic analysis Figure 4 . Support vector machine. A two-dimensional plot, based on two attributes-age and amount of comorbidities, is used for the development of a hypothetical SVM classifier for the prediction of HSCT mortality. Rectangles and circles denote patients who survived or died, respectively, in the training set. The SVM algorithm finds the maximum margin hyperplane (MMH)-that is, the maximal distance between the hyperplane and the closest examples of each class in the data set. Support vectors are the margins defined by the closest example of each class. According to a mathematical function based on the MMH, the SVM can be used to classify new unseen example (that is, patients who are undergoing evaluation for transplant). SVM can be extended to multiple dimensions and to nonlinear classification data scenarios.
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Training set
Test set Figure 5 . Training and testing. (a) The parameters of the model are estimated on a training set, which is a subsample of the data set itself. The model produced is applied on a test set, on which predictive accuracy is calculated according to the prediction error rate. Other performance metrices are calculated as well. This is an optimal scenario. (b) When faced with data sets where data are sparse, it is possible to use k-fold (usually 10-fold) cross validation. The whole data set is divided into k equal parts and the model is iteratively trained on k-1 subsamples and tested on the remaining subsample. Model performance is an average of the folds.
are beyond the scope of this review and are discussed elsewhere. 17, 18, 42, 43 Models can also be evaluated according to other measures.
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Interpretability refers to the level of understanding and insight that is provided. As we mentioned previously, decision trees display an interpretable model structure, as opposed to 'black box' models (for example, SVMs and ANNs) where the rationale behind the prediction is unclear. Feature selection algorithms (usually applied in the preprocessing stage) might not only improve model performance but also improve interpretability by eliminating attributes not relevant for prediction. By applying a feature selection algorithm on a database of 1160 AML patients, Sarkar et al. 44 identified and ranked 15 (out of 121 present) attributes significant for allogeneic HSCT survival prediction. 45 The selected attributes that were not detected by a standard statistical approach improved predictive accuracy. Robustness, another performance measure, evaluates the ability of the model to make correct predictions, given the noisy data or data with missing values. 17, 27, 46 ML algorithms handle missing values in different ways that may improve predictive accuracy in comparison to standard techniques. 46 Deployment: Creation of the model is generally not the end of the project and refining the results, making them practical for end users (that is, clinicians), is necessary. Optimally, the models serve as the basis for the generation of decision-support systems. Ng et al. 47 created a simple clinical decision-support system, through an internet interface, for determining whether a patient will survive beyond 120 days after chemotherapy. Predictive modeling can also enhance our knowledge about attributes significant for outcome prediction (this capability is algorithmdependent). For instance, Delen et al. 48 applied a Cox regression model to a combination of attributes derived from a data-mining analysis with attributes from conventional statistical studies held previously to predict the outcome of thoracic transplantations. In HSCTs, given the highly divergent populations with multiple attributes that fail to meet the prior assumption (for example, independence of attributes, linear data behavior), one could think of many issues in which a data-mining approach would be beneficial. For instance, prediction of overall survival, TRM, GVHD, GVHD related death and relapse related death at various time points post-transplant (e.g., 100 days, 1 year and 5 years). [48] [49] [50] [51] [52] [53] In addition, applying data-mining techniques to databases with combined HSCT and nontransplant (for example, chemotherapy) data could potentially lead to the development of therapeutic decision-support systems, allowing better treatment allocation for each patient. SUMMARY DM is a promising approach for the development of prediction models. Nevertheless, it is not free of limitations. Lack of model interpretability is a major issue. However, the long admired Ockham's razor principle, where simpler means better, does not necessarily take into account complex data scenarios, where predictive accuracy may be more important than interpretability, especially in clinical decisions. 7 Secondly, standards for data analysis are still premature but are evolving. 13, 22, 55 Standards for data censoring in survival analysis are also progressing. 39, [56] [57] [58] Thirdly, data patterns detected may be simply a product of random fluctuations in data. In addition, overfitting as discussed earlier is a peril that might be hard to avoid with small data. Most algorithms take measures to avoid this. Numerous publications discuss the pros and cons of DM in depth. 7, 9, 59 In conclusion, given the power of the data-mining approach to process a multiplicity of variables, describe complex non-linear interactions and create accurate prediction models, it seems natural to apply it for the complex analysis of HSCT databases. So far, lack of interpretability and experience with the different models have deterred clinical researchers and physicians. However, embracing these novel techniques of artificial intelligence may lead to better experience-based clinical decisions improving patient and donor selection, reducing TRM and improving transplantation outcome. 
