ABSTRACT DNA sequence classi cation is the activity of determining whether or not an unlabeled sequence S belongs to an existing class C. This paper proposes two new techniques for DNA sequence classi cation. The rst technique works by comparing the unlabeled sequence S with a group of active motifs discovered from the elements of C and by distinction with elements outside of C. The second technique generates and matches gapped ngerprints of S with elements of C. Experimental results obtained by running these algorithms on long and well conserved Alu sequences demonstrate the good performance of the presented methods compared with FASTA. When applied to less conserved and relatively short functional sites such as splice-junctions, a variation of the second technique combining ngerprinting with consensus sequence analysis gives better results than the current classi ers employing text compression and machine learning algorithms. 
INTRODUCTION
DNA sequence classi cation is an important problem in computational biology (Gelfand, 1995) . Given an unlabeled sequence S, a classi er makes predictions as to whether or not the sequence belongs to a particular class C. Many computer-assisted techniques have been proposed for constructing classi ers from a library of labeled sequences. In general, these techniques can be categorized into the following three classes:
consensus search { this approach takes a collection of sequences of the class C and generates a \consensus" sequence (i.e., a composite subsequence created by taking the majority base at each position in a multiple alignment of the sequences in C) w h i c h is then used to identify sequences in uncharacterized DNA (Staden, 1984 Galas et al., 1985 Mulligan and McClure, 1986 Berg and von Hippel, 1987 Studnicka, 1987 O'Neill and Chiafari, 1989 Gelfand, 1995 inductive learning/neural networks { this approach t a k es a set of sequences of the class C and a set of sequences not in C and then, based on these sequences and using learning techniques, derives a rule that determines whether or not the unlabeled sequence S belongs to C (Quinqueton and Gelfand, 1995 Loewenstern et al., 1995 sequence alignment { this approach aligns the unlabeled sequence S with members of C using an existing tool such a s F ASTA Pearson, 1985 Pearson and Lipman, 1988) and assigns S to C if the best alignment score for S is su ciently high.
In this paper we propose two new techniques for calculating scores to classify DNA sequences. Our approach w orks by rst randomly selecting (from a uniform distribution without replacement) a set B of sequences of the class C, referred to as \base data." Then we take another set of sequences of C, referred to as \positive training data," and calculate, for each positive training sequence, a score with respect to the base sequences. (Each technique has its own way of calculating the score.) The minimum score thus obtained is called the positive l o wer bound, denoted L p . Next, we t a k e a set of sequences not in C, referred to as \negative training data," and again calculate, for each negative training sequence, a score with respect to the base sequences. The maximum score thus obtained is called the negative upper bound, denoted U n . Let B high = max fL p , U n g and B low = m i n fL p , U n g. (In our cases, however, L p > U n .)
When classifying the unlabeled sequence S, we calculate S's score with respect to the base sequences, denoted c. If c B high , then S is classi ed to be a memberofC. If c B low , t h e n S is classi ed not to beamemberofC. If B low < c < B high , then the \no opinion" verdict is given.
The two proposed classi ers di er in their ways of processing the base sequences and calculating scores for the training and unlabeled sequences. We describe the algorithms in detail in the following sections. To evaluate the performance of our algorithms, we apply them to two t ypes of DNA sequences. When running on long and well conserved Alu sequences (Jurka and Milosavljevic, 1991 Jurka, 1993 Jurka et al., 1993 Claverie and Makalowski, 1994 , both of our classi ers work well. When running on less conserved and relatively short sequences such as splice-junctions (Brunak and Engelbrecht, 1991 Noordewier et al., 1991) , combining our techniques with a consensus sequence analysis achieves good performance.
ALGORITHM FOR CLASSIFIER I
Given the set B of base sequences, Classi er I rst searches for active motifs that approximately match the sequences in B using our previously developed tool DISCOVER (Wang et al., 1994 Chirn, 1996 . A motif (or a segment) here is a consecutive substring of a nucleotide sequence. For example, consider the three base sequences in Fig. 1 . Suppose the motif to be sought has length greater than 6 (i.e., it contains at least 7 nucleotides), occurrence number 3 (i.e., it matches all three base sequences), and mutation 1 (i.e., one mismatch, insertion or deletion of a nucleotide is allowed when matching the motif with a base sequence). Then GCCGGGC and GCCAGGC underlined in Fig. 1 are two quali ed motifs. active motifs have length greater than 6 (i.e., they contain at least 7 nucleotides), occurrence number 3 (i.e., they match all three base sequences), and mutation 1 (i.e., one mismatch, insertion or deletion of a nucleotide is allowed when matching the motifs with a base sequence).
Let R be a set of active motifs discovered from the set B of base sequences. Given a sequence S (which could be a training or an unlabeled sequence), the score between S and a motif P 2 R , denoted score(S P), is de ned as jLj (i.e., the numb e r o f n ucleotides in L), where L is the longest common substring of S and P. The score of S with respect to the base sequences is de ned as score(S) = maxfscore(S P)jP 2 R g 100:
ALGORITHM FOR CLASSIFIER II Like F ASTA, Classi er II adopts a hash table method and calculates the score of a sequence by ngerprint matching (Blaisdell, 1986 Mironov and Alexandrov, 1988 Califano and Rigoutsos, 1993 Wang et al., 1996 . Let S be a sequence and let S e gbe a segment (i.e., consecutive substring) of S. A g a p p e d ngerprint f of S e gis a subsequence (possibly non-consecutive substring) of S e gthat begins with the segment's rst nucleotide. A gap at position p means that when forming f, w e do not pick t h e n ucleotide at position p in S e g . For example, let S = ACGTTGCA. T h e n S e g= ACGTTG is a segment o f S and ATT is a ngerprint o f S e gwith two gaps (one gap at position 2 and one gap at position 3). The numb e r o f g a p s in the ngerprints is bounded by a parameter gap. As an example, suppose gap= 2 . Then, the set of Given the set B of base sequences, we pick the segments from each base sequence and hash each ngerprint of the segments into a le. (See the Appendix for an example of building and using ngerprint les.) When calculating the score of a sequence S (whether it is a training or an unlabeled sequence), we segment S in the same way as for the base sequences and generate ngerprints from the resulting segments.
We then hash the ngerprints, using the same hash functions as for the base sequences, and compare them with the ngerprints generated from the base sequences. The score of S with respect to the base sequences, denoted score(S), is de ned to be score(S) = maxfscore(B)jB 2 B g jSj 100:
EXPERIMENTS
The algorithms for the proposed classi ers were implemented in C on a Sun SPARCstation 20 running the operating system Solaris version 2.4. We compared the relative performance of the algorithms by applying them to classifying Alu sequences (Jurka et al., 1993 Claverie and Makalowski, 1994) . 327 Alu sequences were selected from NCBI's database (ftp at ncbi.nlm.nih.gov/pub/jmc/alu/ALU.327.dna.ref). Among them, 100 were used as base sequences, 100 were used as positive training sequences, and the other 127 were treated as unlabeled test sequences. The lengths of these sequences ranged from 69 bp to 379 bp. In constructing non-Alu data, following the studies in (Lukashin et al., 1989 Demeler and Zhou, 1991), we randomly generated 1,200 sequences that retained the correct nucleotide frequencies using the simulation programming package SIMSCRIPT (Kiviat et al., 1983 ). Among the data, 100 were used as negative training sequences and the other 1,100 were also treated as unlabeled test sequences. The lengths of these sequences ranged from 100 bp to 240 bp.
Classi er I found active motifs from the 100 base sequences using our previously developed tool DIS-COVER (Wang et al., 1994 Chirn, 1996 . Given a set of sequences S, the DISCOVER tool can locate all the active motifs P where P is within the allowed M u t mutations of at least Occur sequences in S and jPj Length, where jPj represents the number of nucleotides in P. (M u t , Occur and Length are user-speci ed parameters.) The motifs used here had length greater than or equal to 11, occurrence number greater than or equal to 15 and mutation 0 (i.e., these motifs matched at least 15 base sequences without mutation). There were 556 motifs, with lengths ranging from 11 bp to 22 bp. Classi er II xed the segment length at 8 and gapat 0. Table 1 The metrics used to evaluate the e ectiveness of our classi cation algorithms were precision rates (P R ) and no-opinion rates (N R ), where
NumCorrect is the number of test sequences classi ed correctly, NumNoOpinion is the numb e r o f t e s t sequences obtaining the \no opinion" verdict, and NumTest is the total number of test sequences, 1,227 in our case. (A test sequence S in a class C is said to be classi ed correctly by an algorithm if S is determined to belong to C by that algorithm.)
Our experimental results showed that for Classi er I, B high = 1100, B low = 1000 for Classi er II, B high = 6 8 , B low = 65. Classi er I's P R = 99.5% and N R = 0.0%. Classi er II's P R = 99.3% and N R = 0.08%. For comparison purposes, we a l s o r a n F ASTA v 3.0t6 (Smith and Waterman, 1981 Lipman and Pearson, 1985 Pearson and Lipman, 1988 Waterman, 1995 on the same base and training sequences. We recorded the highest Smith-Waterman score for the negative training data (i.e., the negative upper bound) and the lowest Smith-Waterman score for the positive training data (i.e., the positive l o wer bound). The negative upper bound obtained was 98 and the positive l o wer bound was 237. As for the proposed classi ers, FASTA classi ed an unlabeled test sequence by m a t c hing it with the base data and comparing its score with the two bounds. The P R obtained was 98.04% and the N R was 1.96%. As can be seen, the two proposed classi ers beat FASTA i n P R by m o r e t h a n 1 % . Table 2 shows the number of false positives, false negatives, no-opinion (;) 's, and no-opinion (+) 's for each studied classi er. False positives were randomly generated sequences that a classi er falsely classi ed as Alu's. False negatives were Alu's that the classi er falsely claimed as non-Alu's. No-opinion (;) 's (no-opinion (+) 's, respectively) were randomly generated sequences (Alu's, respectively) to which the classi er gave the \no opinion" verdict. It was found that gbjX12818 HSAL000908 (Alu-J) in the le ALU.327.dna.ref was a false negative of Classi er I while receiving the \no opinion" verdict from FASTA. The Alu sequence gbjX51502 HSAL000586 was a false negative of Classi er II. 's, respectively) are randomly generated sequences (Alu's, respectively) to which the classi er gives the \no opinion" verdict. The two proposed classi ers beat FASTA in precision rates the latter is a more conservative classi er in the sense that it generates no errors while giving 24 \no opinion" verdicts.
We next conducted a series of experiments to examine the impact of the parameter values on the performance of the two proposed classi ers. To a void the mutual in uence of parameters, in each experiment we only varied one parameter's values, with the other parameters being xed and having the values as shown in Table 1 . It was found that both Classi ers I and II behaved stably with varying jBj, jT P j and jT N j. The relative sizes of the base, positive training and negative training data sets had little impact on the performance of the classi ers, provided that these sets were su ciently large (e.g., with size 100). The performance of Classi er I degraded as the occurrence number required for the motifs became large. We found that the discovered motifs in Alu sequences generally had low occurrence numbers. When the occurrence numberusedby Classi er I was, for example, xed at 30, very few motifs were discovered and thus they could not well characterize the sequences. Likewise, using short active motifs (e.g., with their length xed at 5) and large mutations (e.g., M u t = 3) yielded poor performance, since these segments might appear, by chance, in both Alu and non-Alu sequences. No trend was evident with regard to n and gapused in Classi er II. However, programs using a small gap(e.g., gap= 0) ran much faster than programs using a large gap(e.g., gap= 4).
In sum, to achieve good performance, one should use su ciently many (e.g., 100) sequences as base, positive training and negative training data when constructing the classi ers. For Classi er I, using long active motifs (e.g., with Length = 11) with a small mutation value (e.g., with M u t 1) is good. Such motifs appear quite uniquely in Alu sequences and therefore characterize the sequences well. For Classi er II, using segments of a reasonable length (e.g., with the length greater than or equal to 6) without gaps is good, as it requires less running time and space while achieving an acceptably high precision rate.
DISCUSSION
The two proposed classi ers worked well for long and conserved Alu sequences. An interesting question was whether or not their performance changed for arbitrarily chosen DNA sequences and for relatively short, less conserved functional sites. We considered some newly sequenced chromosomes in the libraries Lib.5 and Lib.373 available from NCBI's web site http://inhouse.ncbi.nlm.nih.gov/cgi-bin/UniGene/lbrowse?ORG=Hs. 327 Hippocampus II sequences were chosen, among which 1 0 0 w ere used as base data, 100 were used as positive training data, and the other 127 were treated as unlabeled test data. The lengths of the Hippocampus II sequences ranged from 120 bp to 702 bp. In addition, 188 stratagenes, subtracted Hippocampus were chosen, among which 100 were used as negative training data and the other 88 were treated as unlabeled test data. The lengths of the stratagenes ranged from 138 bp to 953 bp. It was found that the pattern-based classi er su ered for these sequences (with P R < 70%). On the other hand, using n = 6 a n d gap= 0 , t h e ngerprint-based classi er achieved a 97.2% P R and a 2.8% N R , with B high = 2 0 4 a n d B low = 3 4 .
We also tested our algorithms on a set of splice-junction donors. 767 donors were selected from UC Irvine's database (at ftp.ics.uci.edu/pub/machine-learning-databases/molecular-biology). This dataset is substantially the same as used in (Noordewier et al., 1991 Loewenstern et al., 1995 . Among the data, 250 were used as base sequences, 250 were used as positive training sequences, and the rest were treated as unlabeled test sequences. In addition, 1,655 non-donor sequences were selected from the same database, among which 250 were used as negative training sequences and the other 1,405 were also treated as unlabeled test sequences. All sequences were 60 bp long.
Our experimental results showed that when running on these splice-junction donors, using active segments or ngerprints alone had unsatisfactory performance their precision rates were below 7 0 % . However, a h ybrid technique combining ngerprints and consensus sequences achieved good performance. Consensus comparison has been used by many researchers for recognizing sequence family membership (Scherer et al., 1978 Galas et al., 1985 Mulligan and McClure, 1986 O'Neill, 1989 O'Neill and Chiafari, 1989 . A common practice is to pre-lter sequences for highly repetitive and/or low information content subsequences prior to identifying overall sequence similarity (Altschul et al., 1990 Karlin et al., 1990 ). In our case, splice-junction donors contained consensus sequences of 9 b p with GT dinucleotide appearing in almost all of the consensus sequences (Lerner et al., 1980 Mount, 1982 Iida, 1987 Kudo et al., 1992 Alberts et al., 1994 ). In our empirical study, w e found that the donors were aligned with the GT dinucleotide being at the same positions 31-32 in the UCI database. We ltered out irregular donors (i.e. those without GT in the positions 31-32) from the base and positive training sequences.
We de ne the interesting site of a sequence to be a substring of it with length 9, comprising the GT dinucleotide, together with three nucleotides on the left and four nucleotides on the right o f t h e G T dinucleotide. Each base and positive training donor sequence contains a unique interesting site whose GT dinucleotide is taken from positions 31-32 of the sequence. On the other hand, an unlabeled test sequence or a negative training non-donor sequence may contain no interesting site, i.e. no GT is found in the sequence. Or, there may exist, by c hance, several interesting sites, all containing the GT dinucleotide, in the sequence.
Our hybrid algorithm combining ngerprints and consensus sequences works as follows. When generating ngerprints from a base sequence, we focus only on its interesting site, segment the interesting site, and discard segments with length less than 6. (The parameter value 6 i s chosen based on the previous experimental results.) From each resulting segment of length n, 6 n 9, we generate non-gapped ngerprints from it with lengths ranging from 6 to n. This results in ten ngerprints for each base sequence.
These ngerprints are then hashed into ngerprint les, where each ngerprint i s m a r k ed by its starting position in the interesting site. Duplicate ngerprints with the same starting position are stored only once.
When calculating the score of a sequence S (whether it is a training or an unlabeled test sequence), we take i t s interesting site(s), generate ngerprints from the site(s) and hash the ngerprints using the same hash functions as for the base sequences. Let f be a ngerprint generated from an interesting site of S. De ne the score of f to be 2 m where m is the length of f if f matches a ngerprint f 0 of some base sequence, or 0 otherwise. Two ngerprints f and f 0 match if they have t h e same starting position and the same nucleotides. The score of the interesting site equals the sum of the scores of the ten ngerprints generated from it. For an unlabeled test sequence or a negative training non-donor sequence, if no GT is found, its score is de ned as 0. If many i n teresting sites exist in the sequence, each i n teresting site obtains a score and the score of the sequence equals the maximum of the scores of all the interesting sites. For a positive training donor sequence, its score equals the score of the unique interesting site in it.
Our experimental results showed that this hybrid algorithm achieved a 93% precision rate and a 2.5% no-opinion rate. This is higher than the 88 { 89% precision rates obtained from the current best splice-junction donor classi ers on the same dataset that use text compression and machine learning methods (Loewenstern et al., 1995) . We h a ve made the code of the algorithm available on the Internet please visit the web site at http://www.cis.njit.edu/ discdb for details. Interested readers may also contact the authors directly to get the programs (email jason@cis.njit.edu or shasha@cs.nyu.edu).
APPENDIX Algorithm for Building Fingerprint Files
Let S be a sequence in the base dataset B. We take e v ery segment, denoted by S e g , of length n from S and generate all gapped ngerprints from S e gof length from 2 to n;1. Each ngerprint f is associated with a pair of integers (x y). This pair serves as the position marker for f, where x indicates that f is generated from a segment of the x th sequence in B and y means that the rst nucleotide of f occurs at the y th position in that sequence. We use a hash function h k , 2 k n ; 1, to hash all ngerprints of length k to a ngerprint le F k .
Example 1
Consider the following three base sequences: S 1 = ACGTTGCA, S 2 = ACCAGTG, S 3 = CGGACTA. Suppose the length of segments is 6. Then, for example, we obtain the following segments from S 1 : ACGTTG, CGTTGC and GTTGCA. T able 3 shows all gapped ngerprints generated from the segment ACGTTG, w i t h gap= 2 .
Let f = XYZ be a ngerprint of length 3. Suppose the hash function h 3 is h 3 Figure 3 shows the ngerprint le F 3 for the three base sequences S 1 , S 2 and S 3 . Thus, for example, in bucket 1 in F 3 , GGA( 3 , 2 ) m e a n s that the ngerprint GGA is generated from S 3 and it starts at the 2 nd position in S 3 . TABLE 3 . Gapped ngerprints (of lengths 2, 3, 4, 5, respectively) generated from the segment ACGTTG. The segment length is 6 and the number of gaps allowed in generating the ngerprints is 2 (i.e., g a p= 2). is associated with a pair of integers (x y). This pair serves as the position marker for f , where x indicates that f is generated from a segment o f t h e x th base sequence and y means that the rst nucleotide of f occurs at the y th position in that sequence. Thus, GGA(3, 2) for example means that the ngerprint GGA is generated from S3 and it starts at the 2 nd position in S3 . Note that some entries are duplicate (e.g., AGT(1, 1) in bucket 1) they represent ngerprints with di erent n umbers of gaps.
End of

Algorithm for Scoring
Let S be a sequence (whether it is a training or an unlabeled test sequence). When comparing S's gureprints with the ngerprints generated from the base sequence set B, we g i v e scores to appropriate positions in the base sequences as shown in The score of S with respect to the base sequences of B is the maximum of the scores of all sequences in B, m ultiplied by a scaling factor 100=jSj.
Example 2
Suppose we are given a sequence S = CGATGCAT. Figure 5 shows the histogram obtained after matching S's ngerprints with the ngerprints of the base sequences in Example 1. 
End of Example
