An Algebraic Description of the Exceptional Isogenies to Orthogonal
  Groups by Zemel, Shaul
ar
X
iv
:1
41
0.
13
97
v1
  [
ma
th.
GR
]  
6 O
ct 
20
14
An Algebraic Description of the Exceptional
Isogenies to Orthogonal Groups
Shaul Zemel
September 27, 2018
Introduction
The orthogonal groups of finite dimensional quadratic spaces over fields appear
in many branches of mathematics. They form an infinite family of algebraic
groups, indexed by the dimension of the underlying space. Moreover, if the field
is algebraically closed (or more generally quadratically closed) then there is
only one quadratic space of any given dimension, up to isomorphism. However,
over a general field F (we consider only characteristic different from 2 in this
manuscript) there may be many different quadratic space of the same dimension,
hence many orthogonal groups of the same dimension. One way to view these
subtleties is as different F-rational structures on the orthogonal group over the
algebraic closure of F.
In lower dimensions the orthogonal groups become isomorphic (up to finite
index) with members of other families of algebraic groups. These isomorphisms,
especially over R, are very useful in several mathematical fields: E.g., the rela-
tion between SO+(2, 1) and SL2(R), between SO
+(2, 2) and the product of two
copies of SL2(R), and between SO
+(2, 3) and Sp4(R) has far-reaching applica-
tions in the theory of modular and automorphic forms—see [B], for example.
Now, these isomorphisms (or isogenies) are relatively simple to describe over a
quadratically closed in dimensions up to 6. Indeed, in the case of algebraically
closed fields and dimensions 4 and 6 such a description appears already in [vdW],
but for more general fields that reference simply refers to the resulting groups
as the F-rational structures mentioned above. Section III of [D] also presents
some results for the general orthogonal groups in these dimensions, but again
using this descent method. Moreover, some aspects of the theory becomes sim-
pler for the general orthogonal group. Hence in some cases our method is a
true refinement of that of [D]. In addition, there is an isogeny in dimension 8
over R, namely signature (2, 6), which is related to a symplectic quaternionic
group. This relation appears in detail in [SH]. The phenomenon of triality (see
[KMRT] for more details) in the isotropic case may also be viewed as a type of
an exceptional isogeny.
The special orthogonal group of a quadratic space V over F comes with a
natural central extension, with kernel F×, called the Gspin group or the even
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Clifford group. It has a general definition in terms of Clifford algebras, namely
the set of elements of the even Clifford algebra of V conjugation by which
preserves the embedding of V into the full Clifford algebra. The spin group
is a subgroup of the Gspin group, which maps onto the spinor norm kernel of
SO(V ) with kernel ±1. It may also be described in similar terms using the
Clifford algebra. It is these groups, the spin and Gspin groups, which mainly
appear in the exceptional isogenies. However, the condition of preservation
of V under conjugation is not so easy to verify without delving deep into the
multiplicative structure of the Clifford algebra. This makes the actual structure
of the groups thus obtained less visible.
We use a different, more elementary method in order to determine the spin
and Gspin groups of spaces of dimensions up to 8, thus providing the groups
which are isogenous to the special orthogonal groups in these dimensions. The
idea is simple: We first observe that these groups are invariant under rescaling
of the space, allowing we to choose our space with some extra, useful properties.
We then show how a group (which ends up being the Gspin group) acts naturally
on this (rescaled) space, with kernel F×. The surjectivity is a consequence of
the Cartan–Dieudonne´ Theorem, since we show how all the reflections can be
realized in an appropriate semi-direct product which maps to the full orthogonal
group, showing that we do get the full Gspin group. Moreover, in all these cases
the spinor norm, which takes values in F×/(F×)2, factors through a map to F×,
which takes r in the kernel F× to r2. This allows us to determine the spin group
as the subgroup of the Gspin group which maps to 1 under this map. In some
isotropic cases there are particular choices or conjugations which one may apply
in order for the realization of the spin and Gspin groups becomes well-known
classical groups.
In many cases, especially the isotropic ones, these groups have equivalent
representations, which appear in dimensions 3 and 4 in many places in the
literature. We give a general, simple construction for these equivalent repre-
sentations. Dimension 6 is strongly related to the second exterior power of a
4-dimensional space. We provide the resulting equivalent representations in this
case too.
The possible complexity of quadratic spaces increases with the size of the
group F×/(F×)2. It is thus expedient to see what are the results for the cases
where this group is small, in particular when it is 1 or 2. In the latter case one
must distinguish between two cases, the Euclidean and the quadratically finite
ones, according to whether the field admits a non-split quaternion algebra or
not. We give full details for these cases.
This manuscript is divided into 12 sections. In Section 1 we present the
required notation for central simple algebras over fields, and Section 2 contains
the definitions for the groups which we shall encounter. Section 3 is concerned
with dimensions up to 3, and Section 4 deals with the 4-dimensional case. In
Section 5 we examine the case of 6 dimensions and trivial discriminant, and Sec-
tion 6 considers 5-dimensional quadratic spaces. Section 7 we go on to general
6-dimensional quadratic spaces, and Section 8 presents the equivalent represen-
tations which arise from the exterior square of 4-dimensional spaces. Section 9
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takes care of isotropic 8-dimensional quadratic spaces with trivial discriminant,
while in Section 10 spaces of dimension 7 which represent their discriminant
are examined. Section 11 considers general isotropic spaces of dimension 8, and
Section 12 presents the results for fields in which the squares have index 1 or 2
in the group of non-zero elements in detail.
1 Finite Dimensional Algebras
Let F be a field of characteristic different from 2. An algebra over F is a ring
R with identity together with an embedding of F into the center of R (taking
1 ∈ F to 1 ∈ R). We shall only consider finite-dimensional algebras here, so that
we shall write algebra for finite-dimensional algebra throught. Wedderburn’s
Theorem states that any F-algebra the product of simple rings R, and each
such ring admits two maps, the reduced norm and the reduced trace, to its
center, which is a finite field extension K of F. The latter map, denoted TrR
K
,
is a homomorphism of additive groups. The former, which we denote NR
K
, is
multiplicative, yielding a group homomorphism from the group R× of invertible
elements of R into K×. The field extension K/F comes with its norm and trace
maps NK
F
and TrK
F
, and the total norm and trace maps NR
F
and TrR
F
are the
compositions NK
F
◦NR
K
and TrK
F
◦ TrR
K
respectively. The norm and trace from
the total ring
∏
iRi into F and the product of the N
Ri
F
and the sum of the TrRi
F
respectively.
All the tensor products (of vector spaces or algebras) will be over F, hence
the index will be omitted. In case one of the multipliers in a tensor product is a
commutative F-algebra, we shall shorten using subscripts, such as RE for R⊗E.
Many of our algebras will come with an involution, sending x ∈ R to x,
which is F-linear and inverts the order of products. Then R decomposes, as a
vector space, as the direct sum of the space R+ of symmetric elements which are
invariant under the involution, and the space R− of the anti-symmetric ones,
which are inverted by it (see Section 2 of [KMRT], and recall that chF 6= 2). In
fact, we shall encounter two cases. In the first case R will be simple with center
F (hence of dimension n2 over F for some number n called the degree of R), in
which case the involution is said to be of the first kind. Then the involution can
be either orthogonal, where R+ has dimension n(n+1)2 and R
− is of dimension
n(n−1)
2 , or symplectic, where the dimensions are interchanged.
The second case is where the center of R is a (e´tale) quadratic F-algebra E,
which is either a field extension (which is separable by the assumption on chF)
with Galois automorphism ρ (denoted z 7→ zρ for z ∈ E), or E = F × F, with
F embedded diagonally and ρ interchanging the two coordinates. Note that for
z in a quadratic F-algebra E we have zρ = TrE
F
(z) − z. We shall encounter
only such algebras which come from central simple algebras over F, i.e., those R
over E such that there exists a central simple algebra S over F, with involution
x 7→ x, such that R ∼= SE. Then we write yρ for the image of y ∈ R ∼= SE under
IdS ⊗ ρ, and the involution in question, which is of the second type or unitary,
is y 7→ yρ. In this case R has dimension 2n2 over F, and the spaces R+ and
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R− are both of dimension n2 over F (and are not vector spaces over E). In case
E = F× F we have R = S × S, and (s, t)ρ = (t, s).
For a finite-dimensional F-algebra R, letMn(R) be the ring of n×n matrices
over R. In case R is commutative, the reduced norm and trace fromMn(R) into
R are just the matrix determinant and matrix trace respectively. If furthermore
R = E is a quadratic F-algebra, we shorten (M t)ρ = (Mρ)t to just M tρ, where
M t denotes the matrix which is the transpose of M . Similarly, for z ∈ E× we
write z−ρ for (z−1)ρ = (zρ)−1.
A quaternion algebra B over F is a central simple F-algebra of degree 2. It
comes with a natural (symplectic) involution, called the main involution, which
we denote by ι : x 7→ x = TrB
F
(x) − x (or sometimes ιB where the quaternion
algebra will not be clear from the context). This is the only symplectic involution
on B—see Proposition 2.21 of [KMRT]. Since chF 6= 2, every quaternion algebra
is generated by two anti-commuting (traceless) elements with squares in F. The
algebra in which the squares of these elements are α and β respectively will be
denoted
(
α,β
F
)
. We may multiply each generator by an element of F×, so that
muliplying α or β by squares yields an isomorphic quaternion algebra. If E is a
quadratic F-algebra and B is a quaternion algebra then the norms NE
F
and NB
F
are quadratic functions, and we have
Lemma 1.1. The equalities NE
F
(z + w) = NE
F
(z) + NE
F
(w) + TrE
F
(zwρ) and
NB
F
(x + y) = NB
F
(x) + NB
F
(y) + TrB
F
(xy) hold for every z and w in E and x
and y in B.
Proof. The equalities NE
F
(t) = ttρ and TrE
F
(t) = t + tρ hold for every t ∈ E,
and we also have NB
F
(s) = ss and TrB
F
(s) = s+ s for every s ∈ B. The lemma
follows directly from these equalities.
For such E and B we denote E0 and B0 the spaces of traceless elements in E
and B. These are the spaces E− and B− with respect to the involutions ρ and
ι respectively, and they have respective dimensions 1 and 3 (as ρ is unitary and
ι is symplectic).
A quaternion algebra B over F either splits, i.e., it is isomorphic to M2(F),
or a division algebra. In the former case TrB
F
is the matrix trace, NB
F
is the
determinant, and ιB is the adjoint involution
(
a b
c d
) 7→ ( d −b−c a). A splitting
field of B is an extension K of F such that the quaternion algebra BK over
K splits. A quadratic extension K of F, with Galois automorphism σ, is a
splitting field of B if and only if it can be embedded into B. By choosing an
embedding, the subset of B which anti-commutes with K (namely x ∈ B such
that xz = zσx for all z ∈ K) form a 1-dimensional subspace over K, which
is contained in B0. The choice of the square δ of an invertible element there
(which is a representative of a class in F×/NK
F
(K×)) yields an embedding of B
into M2(K) in which z + wj ∈ B (with z and w from K) is taken to
(
z δw
wσ zσ
)
.
We denote the image of this algebra as (K, σ, δ). For this algebra we shall use
Lemma 1.2. The action of σ = IdB ⊗ σ on BK = M2(K) for B = (K, σ, δ) is
defined by
(
a b
c d
) 7→ (0 δ1 0)(aσ bσcσ dσ)(0 δ1 0)/δ.
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Proof. As BK = M2(K), it suffices to show that (K, σ, δ) is the set of matrices
which are stable under the operation which is asserted to be IdB ⊗ σ. As this
operation takes M =
(
a b
c d
)
to
(
dσ δcσ
bσ/δ aσ
)
, we find that M is invariant under
this operation if and only if d = aσ and b = δcσ. As these conditions indeed
characterize (K, σ, δ), this proves the lemma.
For the split algebra B =M2(F) we have the following
Lemma 1.3. For any g ∈M2(F), conjugation by
(
0 −1
1 0
)
takes g and gt to one
another.
Proof. When g =
(
a b
c d
)
we have gt =
(
a c
b d
)
and g =
(
d −b
−c a
)
. The result now
follows from a simple calculation.
Lemma 1.3 will allow us to obtain equivalent models for our spin and Gspin
groups, which are also used in the literature. Note that it relates a symplectic
involution on M2(F) with an orthogonal one.
Another type of algebras which we shall encounter are bi-quaternion algebras,
which are simple algebras A of degree 4 which may be presented as A ∼= B ⊗C
where B and C are quaternion algebras. Given such a presentation, there is
an involution ιB ⊗ ιC : x 7→ x on A, which is orthogonal. However, A may
be presented as the tensor product of two quaternion algebras in many ways,
each giving a different orthogonal involution. Moreover, not all the orthogonal
involutions on A may be obtained in this way, and A admits also symplectic
involutions—see Proposition 2.7 of [KMRT]. However, we shall use the notation
x for a bi-quaternion algebra only when the presentation as B⊗C is clear from
the context.
We shall be needing subgroups of the groups of the form R× arising from
simple F-algebras R, which are defined by the norm. If K is the center of R and
H ⊆ E×, we shall denote RH the subgroup of E× consisting of those elements
x ∈ R× such that NR
E
(x) ∈ H . We shall extend this notation to algebras of the
form R = S × S for a central simple F-algebra S, with subgroups of F× × F×.
If E is any commutative F-algebra then EH is defined similarly. Note that for
an algebra of the form SE with S central simple over F, we shall use the norm
to the center E and not to F for defining SH
E
.
The group of invertible matrices inMn(R) will be denotedGLn(R) also when
R is not commutative. If R comes with an involution x 7→ x, then M 7→M t is
an involution onMn(R) of the same type as the involution on R. Note that if R
is not commutative thenM 7→M andM 7→M t do not behave well with respect
to products. If R is simple then Mn(R) is also simple, with the same center K,
and the group Mn(R)
H for a subgroup H ⊆ K× will be denoted GLHn (R). In
case H = {1} we shall use just the superscript 1 (with no brackets), and where
R = E is a field extension of F, we shall write SLn(E) for GL
1
n(E).
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2 Orthogonal and Other Groups
We shall be considering quadratic spaces over F. As chF 6= 2, this is equivalent to
spaces endowed with a symmetric bilinear form, so that we use the bilinear and
quadratic forms interchangeably. All the spaces we consider will of (positive)
finite dimension and non-degenerate, and these assumptions will be made even
when not stated explicitly. Many of our vector spaces will be subsets of F-
algebras, so that we write the pairing (or product) of two vectors v and w of a
quadratic space v as 〈v, w〉. Moreover, the number 〈v, v〉 will be written |v|2 (in
order to distinguish it from v2 in the algebra involved), and will be called the
called the vector norm (and not just norm) of v. In case confusion may arise
as to which vector space is considered, we may write also 〈v, w〉V and |v|2V . We
have
Lemma 2.1. the equality |v + w|2 = |v|2 + |w|2 + 2〈v, w〉 holds for any v and
w in V .
Proof. The lemma follows directly from the definition of the vector norm and
the symmetry of the bilinear form.
While no “absolute value” |v| exists in general, we shall write the mth power
of |v|2 as |v|2m. Two vectors v and w are said to be orthogonal or perpendicular
if 〈v, w〉 = 0, and v⊥ denotes the (1-codimensional) subspace of elements of
V which are perpendicular to v. A vector 0 6= v ∈ V is called isotropic is
|v|2 = 0, and anisotropic otherwise. A quadratic space V is called isotropic if it
contains (non-zero) isotropic vectors, and anisotropic otherwise. An orthogonal
basis is a basis consisting of vectors which are all orthogonal to one another
(hence they must all be anisotropic), and every quadratic space admits such a
basis since chF 6= 2. A rescaling of a quadratic space V is the same quadratic
space but with all the pairings and vector norms multiplied by a global scalar
from F×. The determinant of a quadratic space V is defined as the determinant
of a Gram matrix representing the bilinear form of V in some basis (which
reduces to the product of the vector norms of an orthogonal basis) in F×/(F×)2.
However, it turns out more useful to consider the discriminant of V , which is
the determinant multiplied by (−1)n(n−1)/2 where n is the dimension of V .
By some abuse of notation, we shall sometime treat the discriminant as an
actual representative from F× mapping to the appropriate class in F×/(F×)2,
but this will always be independent of the representative chosen. Note that
the discriminant is invariant under rescaling if the dimension is even, but it is
multiplied by the rescaling factor when the dimension is odd.
Given a quadratic space V , we define the orthogonal group O(V ) to be the
group of linear transformations of V which preserves the bilinear form. Given
an anisotropic vector v ∈ V , the map which inverts v and leaves the space v⊥
invariant belongs to O(V ). We call this map the reflection inverting v. The only
property of O(V ) which we shall use here is the Cartan–Dieudonne´ Theorem,
namely
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Proposition 2.2. The group O(V ) is generated by reflections.
Proof. For a simple proof, see e.g., Corollary 4.3 of [MH].
The determinant is a surjective homomorphism O(V )→ {±1} (as reflections
have determinant −1) and the kernel, the special orthogonal group, is denoted
SO(V ). It consists of those transformations which can be written as the product
of an even number of reflections. There is a homomorphism O(V )→ F×/(F×)2,
called the spinor norm, which takes the reflection inverting an anisotropic vector
v to the image of |v|2 in F×/(F×)2. As with the discriminant, we may sometimes
say that an element of O(V ) has spinor norm t ∈ F×, meaning that its spinor
norm is t(F×)2 ∈ F×/(F×)2. Note the rescaling the bilinear form leaves the
spinor norms of elements of SO(V ) invariant, but multiplies those of elements
in O(V ) \ SO(V ) by the rescaling factor. Hence for SO(V ) the spinor norm is
well-defined also when we consider V up to rescaling. The subgroup of SO(V )
consisting of elements having spinor norm 1 (i.e., a square) is denoted SO1(V ).
Note that the global inversion −IdV always has spinor norm which equals the
discriminant of the space, in correspondence with −IdV being in SO(V ) (hence
having a spinor norm which is invariant under rescalings) if and only if V has
even dimension.
We shall define the spin group of V to be a double cover of SO1(V ). The
Gspin group, or the even Clifford group, of V is defined as a group mapping
onto SO(V ) with with kernel F×. We wish to construct these groups, in low
dimensions, without needing to investigate the Clifford algebra of V . This
becomes much simpler after some normalization by rescaling. Therefore we do
not consider groups like the pin group, O1(V ), and the full Clifford group, which
map onto subgroups of O(V ) which are not contained in SO(V ), as they are
not invariant under rescaling.
Let E be a quadratic extension of F, with Galois automorphism ρ. A unitary
space over E (with respect to ρ is a vector space (again finite-dimensional and
non-trivial) vector space over E with a (non-degenerate) Hermitian sesqui-linear
form, where the conjugation is defined using ρ. Unitary spaces may be defined in
terms Hermitian Gram matrices, which may always be reduced (by the choice of
an appropriate basis) to regular diagonal matrices over the fixed field F of ρ. A
unitary space also has a determinant (and a discriminant), which are similarly
defined and lie in F×/NE
F
(E×). We shall allow ourselves the same abuse of
notation for these unitary determinants and discriminants. We shall present
unitary spaces only through representing Gram matrices (which are Hermitian
and regular), and the unitary group of such a matrixM , denoted UE,ρ(M), is the
group of linear transformations of a unitary spaces which preserve the sesqui-
linear form defined by M , namely those g ∈ GLn(E) such that gMgtρ = M .
Elements of UE,ρ(M) have determinants in E
1, and we define SUE,ρ(M) to
be the subgroup of unitary matrices whose determinant is 1. Matrices which
multiply the sesqui-linear form (henceM) by a scalar from E×, which must then
be in F×, form the general unitary group GUE,ρ(M). Now, if g ∈ GUE,ρ(M)
multiplies the sesqui-linear form (hence M) by a scalar s = s(g) ∈ F×, and
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the space has dimension n, then we have NE
F
(det g) = s(g)n. In case n is even,
we define the group GSUE,ρ(M) consisting of elements g of the latter group
such that det g = s(g)n/2 (note that this is not equivalent to the condition
that det g ∈ F×—see Lemma 7.2 and Corollary 7.8 below for an example with
n = 4). It follows that SUE,ρ(M) = UE,ρ(M) ∩ GSUE,ρ(M). All these groups
are invariant under rescaling of M by an element of F×. In small dimension
we may relate the (general) unitary groups to other groups, as is seen in the
following
Lemma 2.3. If M is 1-dimensional then GUE,ρ(M), UE,ρ(M), and SUE,ρ(M)
are E×, E1, and {1} respectively. In the case of 2-dimensional, GSUE,ρ(M) is
conjugate to B× for some quaternion algebra B over F which is split over K,
and SUE,ρ(M) is conjugate to B
1.
Proof. In case M is just a scalar (which may be taken to be 1), the unitary
relations on z ∈ GL1(E) = E× are just zzρ ∈ F× (which poses no further
restriction on z), zzρ = 1, and z = 1 respectively. In the 2-dimensional case we
may takeM to be diagonal (this change might impose some conjugacy relation),
and after rescaling we may assume that M =
(
−ε 0
0 1
)
where ε represents the
discriminant of the unitary space. Now, multiplying the defining relation of
g ∈ GSUE,ρ(M) by
(
0 −1
1 0
)
from the right and using Lemma 1.3 transforms
this relation to g
(
0 ε
1 0
)
gρ = det g
(
0 ε
1 0
)
. As det g = gg, the latter relation shows
that g is invariant under the relation from Lemma 1.2, implying that g lies in
B = (E, ρ, ε). As the latter algebra is closed under the adjoint involution (which
restricts to its main involution), we find that g ∈ B× as well. As SUE,ρ(M) is
the subgroup of determinant 1 elements in GSUE,ρ(M), it is taken to B
1 in this
map. This proves the lemma.
For a subgroup H of F×, we write GUH
E,ρ(M), as well as GSU
H
E,ρ(M) of n
is even, for the subgroup of the appropriate groups consisting of matrices g
whose multiplier t(g) lies in H . Thus GSUH
E,ρ(M) = GSUE,ρ(M) ∩ GUHE,ρ(M).
The same argument as in Lemma 2.3 shows that if M is 1-dimensional then
GUH
E,ρ(M) is E
H , while for 2-dimensionalM the group GSUH
E,ρ(M) is conjugate
to BH for some quaternion algebra B over F.
The (classical) symplectic group Sp2n(F) is the group consisting of those
matrices g ∈ GL2n(F) such that g
(
0 −I
I 0
)
gt =
(
0 −I
I 0
)
. More generally, a sym-
plectic group is the group of linear transformations of a vector space (which
must be of even dimension) which preserve a non-degenerate anti-symmetric
bilinear form on it, but every such group is isomorphic (or conjugate) to the
classical one. The general symplectic group GSp2n(F) consists of those matrices
whose action multiplies
(
0 −I
I 0
)
by a scalar. If we consider a quadratic exten-
sion E of F with Galois automorphism ρ, then preserving an anti-Hermitian
matrix via g : M 7→ gMgtρ is the same as preserving the Hermitian matrix
which is obtained from M through multiplication by a scalar from E0, so that
no new groups are obtained in this way. On the other hand, using a central
simple algebra R with an involution x 7→ x of the first kind, one defines further
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types of symplectic groups. We have the operation of GLn(R) on Mn(R) via
g : M 7→ gMgt, and any matrix (Hermitian, anti-Hermitian, or neither) may
be used to define such a group. Note that g : M 7→ gMgt and g : M 7→ gMg
may not be used here, as they do not define actions of Mn(R). Now, given any
M ∈ GLn(R), we let SpR(M) is the group of elements g ∈ GLn(R) which pre-
serve M , and GSpR(M) consists of those matrices whose action multiplies M
by a scalar from F×. Note that rescaling M by a factor from F× still does not
change these groups. If B is a quaternion algebra (with its main involution) and
M is Hermitian, we may choose a basis for our space such that M is diagonal,
with entries from F. In this case we just have
Lemma 2.4. If M has dimension 1 then GSpB(M) = B
× and SpB(M) = B
1.
Proof. Indeed, M is just a scalar from F×, which may be taken to be 1. Hence
the GSp relation just states that xx ∈ F× (which poses no restriction on the
element x ∈ GL1(B) = B×), and the Sp condition means xx = 1. This proves
the lemma.
In resemblance with the classical case, we shall use Sp2n(R) and GSp2n(R)
for the case where M is the anti-Hermitian matrix
(
0 −I
I 0
)
. As usual, for a
subgroup H ⊆ F× we define GSpHR (M) and GSpH2n(R) to be the subgroup of
GSpR(M) and GSp2n(R) in which the multiplier comes from H . The proof of
Lemma 2.4 shows that if B is a quaternion algebra with its main involution and
M is 1-dimensional and Hermitian then the first group is just BH .
3 Dimension ≤ 3
In dimension 1 we have only one quadratic space (up to isomorphism), namely
F itself, and the bilinear form is determined by the norm of 1 (which is most
naturally normalized to be 1). Proposition 2.2 shows that O(F) is generated by
the only reflection −IdF, so that it equals {±1} and SO(F) = {1}. The spinor
norm is just 1 on SO(F) (i.e., SO1(F) = SO(F)). The Gspin group is thus F×,
and the spin group is {±1}, both mapping to the trivial group SO(F) = {1}.
For dimension 2 we define E to be F(
√
d), where d is the discriminant of the
space. Our space is described by the following
Lemma 3.1. Any 2-dimensional quadratic space of discriminant d is isometric
to E, with a rescaling of the quadratic form NE
F
. Rescaled appropriately, we get
2〈z, w〉 = TrE
F
(zwρ) for z and w in E.
Proof. The second equality for E with |z|2 = NE
F
(z) follows from Lemmas 1.1
and 2.1. Hence 1 ∈ E satisfies |1|2 = 1, an element from E0 has vector norm −d
(up to (F×)2), and they are orthogonal. Now, rescaling our original space space
such that some anisotropic vector has vector norm 1, we find the orthogonal
complement must be spanned by a vector whose vector norm is the determinant
−d, just like in E. This proves the lemma.
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Multiplication from E1 preserves the vector norms, which defines a map
E1 → O(E), which is clearly injective. However, in order to define the spin and
Gspin group and be in the same spirit as the constructions for higher dimensions,
we shall use
Lemma 3.2. The action g : z 7→ gzg−ρ defines a map E× → O(E), with kernel
F×. The semi-direct product of GalE
F
= {IdE, ρ} with E× also maps to O(E).
Proof. As NE
F
(gρ) = NE
F
(g) and the norm is multiplicative, we have the equal-
ities |gzg−ρ|2 = |z|2 as well as |zρ|2 = |z|2. Hence both E× and ρ map to
O(E). The kernel of the map from E× consists of those elements of E× such
that g = gρ, which is F×. The equality (gzg−ρ)ρ = gρzρg−1 shows that the
map from the semi-direct product is also a homomorphism. This proves the
lemma.
In fact, the map from E× defined in Lemma 3.2 and the map defined above
it have the same image, by Hilbert’s Theorem 90. The next step is
Lemma 3.3. Fix some 0 6= h ∈ E0. Then for every g ∈ E× the map taking
z ∈ E to (gh)zρ(gh)−ρ is the reflection inverting g.
Proof. As hρ = −h, this map takes z to −gzρg−ρ. It is clear that g is inverted
(as gρ = zρ cancels with g−ρ). Now, elements which are perpendicular to g are
those from gE0 (so that multiplying by g
ρ yields an element of NE
F
(g)E0 = E0,
on which TrE
F
vanishes). They are all multiples of gh. As (gh)ρ = −hgρ, a
similar calculation shows that gh is invariant under this operation. This proves
the lemma.
Using all this, we can now establish
Theorem 3.4. A special orthogonal group of a 1-dimensional space is a one-
element trivial group. For a 2-dimensional space of discriminant d, the Gspin
group is E×, and the spin and special orthogonal groups are isomorphic to E1.
Proof. The 1-dimensional part was already proven. Lemma 3.3 and Proposition
2.2 show that the map the semi-direct product defined in Lemma 3.2 surjects
onto O(E). As ρ represents an element of O(E) \ SO(E) (it inverts E0 and
leaves F invariant), Lemma 3.3 shows that E× maps to SO(E). As E× has the
same index 2 in the semi-direct product as SO(E) has in O(E), this map is also
surjective, with kernel F×. Hence E× is Gspin(E), and SO(E) is isomorphic
to E1. Now, the fact that ρ has spinor norm −d (as this is the vector norm
of non-zero elements of E0, up to (F
×)2), implies that the image of g ∈ E× in
SO(E) has spinor norm NE
F
(g): Indeed, Lemma 3.3 shows that its composition
with ρ inverts an element of norm −dNE
F
(g), and the spinor norm is a group
homomorphism. Thus SO1(E) is the image of elements g ∈ E(F×)2 , and as we
may divide by elements of the kernel F× of E× → SO(E), it suffices to consider
g ∈ E1. Hence the map E1 → SO1(E), which is just g 7→ g2 since g−ρ = g for
g ∈ E1, is surjective, and the kernel is just E1 ∩ F× = {±1}. It follows that
spin(E) = E1 as well, and SO1(E) is the group (E1)2 of squares of elements
from E1. This proves the proposition.
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Another way to write the groups Gspin(E) and spin(E) are as GUE,ρ(1) and
UE,ρ(1) respectively, by Lemma 2.3. We remark that when SO(E) is given in
terms of multiplication from E1, the spinor norm of u ∈ E1, can be evaluated
as NE
F
(1 + u) for u 6= −1 and d for u = −1 (note that the latter represents
−IdE). To see this, write u = ggρ for g ∈ E×, so that 1 + u equals
TrE
F
(g)
NE
F
(g)
g, and
NE
F
(1 + u) ∈ NE
F
(g)(F×)2 since g 6∈ E0 for u 6= −1. Comparing these models
we find that an element u ∈ E1 (other than −1) lies in (E1)2 if and only if
NE
F
(1 + u) ∈ F×, a fact which may also be verified directly. The remaining
element −1 lies in SO1(E) if and only if its spinor norm is a square, i.e., if
E = F(
√−1). It is easy to verify that −1 ∈ (E1)2 precisely then this is indeed
the case.
As a special case of Theorem 3.4 we obtain
Corollary 3.5. A 2-dimensional quadratic space is isotropic if and only if it
has a trivial discriminant. In this case the Gspin group is to F××F×, while the
spin and special orthogonal groups are isomorphic to F×.
Proof. By Lemma 3.1, an isotropic 2-dimensional quadratic space comes, up to
rescaling, from a quadratic algebra contains non-zero norm 0 elements. But such
an algebra cannot be a field, which is equivalent to d being a square. In this
case E = F× F, so that Gspin(F× F) = E× = F× × F×. The group E1 (which
is the spin group) consists of the pairs
(
r, 1r
)
with r ∈ F×, so it is isomorphic
to F×. As F× is embedded in E× diagonally, the quotient SO(F × F) is the
isomorphic image of the subgroup {(r, 1)|r ∈ F×}, which is also a copy of F×.
This proves the corollary.
We remark that in the case presented in Corollary 3.5, the element
(
r, 1r
)
of
E
1 (considered as SO(F × F) now) is ggρ for g = (r, 1), so that its spinor norm
is just r. This value coincides with the norm of
(
1 + r, 1 + 1r
)
for r 6= −1 and
with d = −1 for r = −1. Hence SO(F × F) = F× modulo (F×)2. The group
SO1(F × F) is just (F×)2, given as the quotient of Spin(F × F) = E1 ∼= F×
modulo {±1}.
The space appearing in Corollary 3.5 is called a hyperbolic plane. It may
also be generated by two isotropic vectors with non-zero pairing, so that it is
isometric to all its rescalings. In fact, every isotropic quadratic space contains a
hyperbolic plane, and the complement is uniquely determined up to isomorphism
by the Witt Cancelation Theorem.
In dimension 3 we can assume, by rescaling , that our quadratic form
has determinant in (F×)2 (hence discriminant −1). Such a vector space (a
3-dimensional quadratic space with discriminant 1) will be called a traceless
quaternionic space over F, for a reason to be explained by the following
Lemma 3.6. If B is a quaternion algebra over F, then the space B0 with the
vector norm |x|2 = NB
F
(x) is a traceless quaternionic space. Every traceless
quaternionic space is isometric to a space which obtained in this way from some
quaternion algebra B. The pairing on such a space is given by 2〈x, y〉 = TrE
F
(xy)
for x and y in B0.
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Proof. The latter formula for the pairing on B0 is a consequence of Lemmas 1.1
and 2.1 (in fact, the same formula holds for x and y in B with this quadratic
form). Now, two elements of B0 are orthogonal if and only if they anti-commute.
Writing B is
(
α,β
F
)
, we get two such elements having norms −α and −β, and as
their product is orthogonal to both of them of squares to −αβ (hence with norm
+αβ), we get the required determinant in (F×)2. Conversely, if two orthogonal
elements of a traceless quaternionic space have norms −α and −β respectively,
then the determinant condition shows that a generator for their orthogonal
complement can be normalized to have norm +αβ, and this space is isometric
to B0 for
(
α,β
F
)
. This proves the lemma.
Regarding the group acting here we have
Lemma 3.7. The group B× is mapped into O(B0) via g : u 7→ gug/NBF (g), with
kernel F×. Letting −1 operate as −IdB0 yields a map from the direct product
B× × {±1} into O(B0).
Proof. Since NB
F
(g) = gg, g maps u to gug−1, and the multiplicativity of the
norm shows that |gug−1|2 = |u|2. An element lies in the kernel if and only if it is
central (since with the complement F of B0 in B it does commute), so that the
kernel is indeed F×. The centrality of −IdB0 in O(B0) yields the last assertion.
This proves the lemma.
We remark that the operation of −1 coincides with the operation of the main
involution of B. the analysis of the orthogonal group begins with the following
Lemma 3.8. If g ∈ B0 has non-zero vector norm, then the orthogonal trans-
formation taking u ∈ B0 to − gugNB
F
(g)
is the reflection inverting g.
Proof. The proof of Lemma 3.6 shows that conjugation by g inverts g⊥, and it
clearly leaves g invariant. Composing with the central map −IdB0 , we establish
the lemma.
We can now prove
Theorem 3.9. The Gspin group of a 3-dimensional F-space is the group B×
for some quaternion algebra B over F, which is generated by invertible elements
of B0. The spin is the subgroup B
1 arising from this quaternion algebra B.
Proof. Proposition 2.2 and Lemma 3.8, the operation in which is the action,
from Lemma 3.7, of g on −u, imply that the map B× × {±1} → O(B0) is
surjective. As reflections and −IdB0 has determinant −1, the image of B×
lies in SO(B0), and index considerations show that the map B
× → SO(B0) is
surjective. As the kernel is F×, we find that Gspin(B0) = B
×. Taking out the
action of the central element −IdB0 , Lemma 3.8 shows that B0 ∩ B× indeed
generates B× (a fact which in this case is easily verified directly), since the full
kernel F× is clearly generated by this set: t = (tg)g−1 for t ∈ F×. As for spinor
norms, we first observe that under our normalization −Id has spinor norm 1.
Hence Lemma 3.8 and the fact that |g|2 = NB
F
(g) imply that the spinor norm
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of any g ∈ B0 ∩ B× is NBF (g). Since such elements were seen to generate B×,
the spinor norm of any g ∈ B× is NB
F
(g). The group SO1(B0) is thus the
image of elements having reduced norms in (F×)2, and by appropriate scalar
multiplication we may restrict to elements from B1. As the only scalars in B1
are ±1, we find that B1 is indeed spin(B0). This proves the proposition.
Lemmas 2.3 and 2.4 shows that the Gspin group from Theorem 3.9 can also
be described as GSpB(1) and as GSUK,σ
(
−ε 0
0 1
)
, in case K = F(η) is a quadratic
extension of F (with Galois automorphism σ) which splits B, and ε ∈ F is such
that B ∼=
(
η,ε
F
)
. They also imply that the spin group in question is isomorphic
to SpB(1), as well as to SUK,σ
(
−ε 0
0 1
)
for such K, σ, and ε.
The isotropic case in dimension 3 is given in
Corollary 3.10. A quadratic space of dimension 3 is isotropic if and only
it is related to the split quaternion algebra B = M2(F). The Gspin group
Gspin
(
M2(F)0
)
is then GL2(F), and spin
(
M2(F)0
)
= SL2(F). We also have
SO
(
M2(F)0
)
= PGL2(F) and SO
1
(
M2(F)0
)
= PSL2(F).
Proof. If B0 is isotropic then B cannot be a division algebra, and the space
M2(F)0 does split. The Gspin and spin groups are determined by Theorem 3.9
with B =M2(F), and dividing the former by F
× and the latter by {±1} yields
the asserted projective groups. This proves the corollary.
Lemma 2.3 allows us to write the Gspin and spin groups from Corollary
3.10 also as GSUK,σ
(
−1 0
0 1
)
and SUK,σ
(
−1 0
0 1
)
respectively, for any quadratic
extensionK of F (with Galois automorphism σ), since every suchK splitsM2(F).
In this case matrix transposition is also an element of O
(
M2(F)0
)\SO(M2(F)0),
and this element arises as the composition of −Id and conjugation by (0 −11 0)
(see Lemma 1.3).
In this split case there is an additional assertion, which is given by
Corollary 3.11. The groups GL2(F), SL2(F), PGL2(F), and PSL2(F) are
the Gspin, spin, special orthogonal, and spinor norm kernel groups of the space
M sym2 (F) of symmetric 2 × 2 matrices over F, on which they all operate via
g : X 7→ gXgtdet g .
Proof. As right multiplication by
(
0 1
−1 0
)
takes M2(F)0 to M
sym
2 (F) and pre-
serves determinants, the corollary follows from Corollary 3.10 and Lemma 1.3.
Note that the operation from Corollary 3.11 replaces the symplectic main
involution on B = M2(F) by an orthogonal one, and the usual space B
− by
an M2(F)
+ space. The possible generators of O
(
M sym2 (F)
)
/SO
(
M sym2 (F)
)
are
again −Id (which is now X 7→ −Xt) and the adjoint involution.
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4 Dimension 4
Given a quadratic space of dimension 4 and discriminant d over F, we define E
to be F(
√
d), with automorphism ρ. Given a quaternion algebra B over F, the
tensor product BE comes endowed with the (unitary) involution ι⊗ ρ : x 7→ xρ.
Our space is given by
Lemma 4.1. The space B−
E
of this involution becomes, when endowed with the
quadratic form |x|2 = NBE
E
(x), a quadratic space over F with discriminant d, in
which 2〈x, y〉 = TrBE
E
(xy) holds for every x and y. Every such space is obtained,
up to rescaling in this way.
Proof. B−
E
is contained in the quadratic space BE over E with the same vector
norm, and the combination of Lemmas 1.1 and 2.1 shows that the formula for
the pairing holds (in E) for any two elements of the larger space. Now, B−
E
is
E0 ⊕ B0 inside BE, and the direct sum is thus orthogonal inside there. Since
NBE
E
coincides with NB
F
on B0 and is the square map on E0 (both F-valued),
we find that |x|2 ∈ F for every x ∈ B−
E
. Moreover, B0 has determinant 1 and
E0 is spanned by an element h with |h|2 = h2 = d, so that the determinant
and discriminant of such a space are d. Conversely, given a quadratic space of
discriminant d, we may rescale our it such that a anisotropic element v of our
choice has vector norm d. The subspace v⊥ is a traceless quaternionic space, so
that by Lemma 3.6 it can be presented as B0 for a quaternion algebra B over
F. Hence we found a presentation of our space as E0 ⊕ B0, namely B−E , with
|x|2 = NBE
E
(x). This proves the lemma.
Note that the proof of Lemma 4.1 involved a choice of a vector, and choosing
another vector (with the appropriate rescaling) may lead to other quaternion
algebras which are not isomorphic to B. However, BE remains the same algebra,
but with a different unitary involution. The correspondence between quaternion
algebras over F which are contained in BE and generate it over E and unitary
involutions on BE is given in Proposition 2.22 of [KMRT]. However, we shall
consider, B, BE, and the involution as fixed. As ι is canonical, this gives an
interpretation of ρ on BE as well. We also remark that the complementary space
B+
E
is obtained from B−
E
via multiplication by an element of E0, so that it is
isometric to a rescaling of B−
E
as a quadratic space over F.
BE operates on itself by g : x 7→ gxgρ, and this action preserves the
eigenspaces B±
E
. Moreover, the two spaces are invariant under ι. Using this, we
now prove
Lemma 4.2. The group BF
×
E
maps into O(B−
E
) if an element g operates as
x 7→ gxgρ
N
BE
E
(g)
. The kernel of this map is F×. Let ι˜ be the non-trivial element of a
cyclic group of order 2, which operates on BF
×
E
as ρ. Sending ι˜ to operate as ι
defines a group homomorphism from the semi-direct product of {1, ι˜} and BF×
E
to O(B−
E
).
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Proof. For g ∈ BF×
E
we may replace g
ρ
N
BE
E
(g)
by just g−ρ, and the fact that
NBE
E
is multiplicative implies that the equality
∣∣∣ gxgρ
N
BE
E
(g)
∣∣∣2 = |x|2 holds for every
x ∈ B−
E
. An element g is in the kernel of this action if and only if it is central
and satisfies ggρ = NBE
E
(g) = g2, which is equivalent to g being in F×. We
also know that ι preserves B−
E
and |x|2 = |x|2 for elements of that space. The
equality gxgρ = gρxg shows that the map to O(B−
E
) respects the product rule
of the semi-direct product, which completes the proof of the lemma.
We remark that other elements of B×
E
do not increase the image of the map
BF
×
E
→ O(B−
E
) from Lemma 4.2. Indeed, if g ∈ B×
E
and t ∈ E× are such that
x 7→ gxgρt preserves B−E and is orthogonal, then t ∈ F×, the number
N
BE
E
(g)
t
lies in E1 hence equals s
ρ
s for some s ∈ E× by Hilbert’s Theorem 90. But then
sg ∈ BF×
E
and operates like x 7→ gxgρt . This assertion will also follow from
Theorem 4.4 below. As for the kernel, note that a non-zero element r ∈ E0 is
also central and lies BF
×
E
, but as rrρ = −r2 and NBE
E
(r) = r2, such elements
operate as −Id rather than trivially.
The properties of the larger homomorphism from Lemma 4.2 will follow from
Lemma 4.3. For an element g ∈ B−
E
∩ B×
E
, the reflection inverting g lies in
the image of the map from Lemma 4.2, being x 7→ gx·gρ
N
BE
E
(g)
.
Proof. The proof of Lemma 4.1 shows that every such g is in BF
×
E
, so that the
latter transformation comes from the semi-direct product appearin in Lemma
4.2. Now, gρ = −g for g ∈ B−
E
, and NBE
E
(g) = gg. Thus, for x = g the result
of the action is −g, while if x ∈ g⊥ the equality from Lemma 4.2 allows us to
replace −gx by +xg, so that the total expression is just x. This proves the
lemma.
The groups obtained in dimension 4 are now given in the following
Theorem 4.4. The quadratic space B−
E
has Gspin group BF
×
E
, and it is gener-
ated by B−
E
∩B×
E
. The spin group is B1
E
.
Proof. The surjectivity of the map from the semi-direct product from Lemma
4.2 onto O(B−
E
) follows from Lemma 4.3, and Proposition 2.2. The fact that ι
has determinant −1 in O(B−
E
) and index considerations show that BF
×
E
maps
onto SO(B−
E
). The kernel of latter map being F× by Lemma 4.2, we find that
Gspin(B−
E
) = BF
×
E
. The semi-direct product structure shows, with Lemma 4.3,
that B−
E
∩B×
E
generates BF
×
E
(since again the kernel F× is not a problem), a fact
which also in this case may still be verified directly. Now, ι reflects the traceless
quaternionic space B0, of determinant 1, so that its spinor norm is 1. Lemma
4.3 thus implies that the spinor norm of g ∈ B−
E
∩B×
E
is |g|2 = NBE
E
(g). As such
elements were seen to generate BF
×
E
, the multiplicativity of the norm implies
that the spinor norm of any g ∈ BF×
E
is NBE
E
(g). Elements whose (spinor, hence
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algebra) norms lie in (F×)2 can be dividing by scalars from the kernel F×, and
land in B1
E
. Thus B1
E
maps surjectively onto SO1(B−
E
), and the kernel consists
of those scalars whose norm (hence square) is 1. As these are just ±1, B1
E
is the
spin group, which completes the proof of the proposition.
In addition to ι, ρ also represents an element of O(B−
E
). Its spinor norm is d,
being the composition of ι and −Id as well as being the reflection in a generator
of E0. However, ι is a more canonical representative of O(B
−
E
)/SO(B−
E
), being
independent of the F-structure on BE. Note that Theorems 3.9 and 4.4 imply
that if d is not a square then any spin group arising from a 4-dimensional
quadratic space over F with discriminant d is isomorphic to the spin group of a
suitable 3-dimensional quadratic space over E = F(
√
d). The converse does not
hold though, as we need the quaternion algebra over E to come from one over
F.
Recall now that every quaternion algebra B over F becomes, with |x|2 = NB
F
,
a quadratic space of discriminant 1. Lemma 4.1 and Theorem 4.4 has the
following
Corollary 4.5. Any 4-dimensional space of discriminant 1 is isometric to some
quaternion algebra B over F with its reduced norm (perhaps rescaled). The
Gspin group Gspin(B) consists of those pairs in B× × B× having the same
reduced norm, operating via left multiplication and inverted right multiplication,
and spin(B) = B1 ×B1 with the same operation.
Proof. The condition d ∈ (F×)2 implies that E = F × F. Hence BE = B × B,
and B−
E
is the subspace {(x,−x)|x ∈ B} of B × B. As NBE
E
(x,−x) = NB
F
(x),
the first assertion follows from Lemma 4.1. Now, BF
×
E
consists, by definition,
of those pairs (g, h) ∈ B× ×B× such that NB
F
(g) = NB
F
(h), sending (x,−x) to
(gxh,−hx ·g) (the second entry being also −gxh), divided by the common norm
of g and h. In terms of the operation with (g, h)−ρ from the proof of Lemma
4.1, the action on B is given by (g, h) : x 7→ gxh−1. Restricting to elements of
norm 1, the spin group is seen to be B1 ×B1. This proves the corollary.
The spin group from Corollary 4.5 is the product of two copies of a spin
group of a 3-dimensional space over F, which complements the relation to
spaces over the quadratic extension E in the other discriminants. Lemmas
2.3 and 2.4 allow us to write such spin groups as SpB(1) × SpB(1), as well as
SUK,σ
(
−ε 0
0 1
) × SUK,σ(−ε 00 1) in case B is isomorphic to (η,εF ) and K = F(η)
with Galois automorphism σ.
We note that the F-structure on BE, i.e., the quaternion algebra over F which
yields BE after tensoring with E, is equivalent to the choice of the automorphism
on BE which we denoted here also by ρ, or equivalently, by the involution x 7→ xρ
on BE (see Proposition 2.22 of [KMRT]). Proposition 2.18 shows that all these
involutions are related, and are in one-to-one correspondence with the space
(B+
E
∩B×
E
)/F×, since every such involution is x 7→ bxρb−1 for invertible b ∈ B+
E
which is uniquely determined up to multiplication from F×. However, we shall
not need these results in what follows.
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As for isotropy, here we have
Corollary 4.6. The space B−
E
is isotropic if and only if E splits B. We
may then take B = M2(F). Gspin
(
M2(E)
−
)
is GLF
×
2 (E), the spin group
spin
(
M2(E)
−
)
as SL2(E), and SO
1
(
M2(E)
−
)
as PSL2(E).
Proof. If B−
E
is isotropic then BE cannot be a division algebra. Conversely, if E
splits B then there is an embedding i : E → B, and if r ∈ E0 then r+i(r) belongs
to B−
E
and is a zero-divisor (hence isotropic). By splitting a hyperbolic plane
and rescaling a vector v which is perpendicular to this hyperbolic plane to have
vector norm d. Then v⊥ is isotropic, and the corresponding quaternion algebra
B splits by Corollary 3.10. The Gspin and spin groups are given in Theorem
4.4 (written in terms of a split algebra), and the assertion about SO1
(
M2(E)
−
)
,
which is spin
(
M2(E)
−
)
/{±1}, is immediate. This proves the corollary.
Also here we can consider matrix conjugation an element of O
(
M2(E)
−
)
of
determinant 1, and it comes as the composition of the main involution (adjoint)
and conjugation by
(
0 1
−1 0
)
by Lemma 1.3. In this case we can get an equivalent
quadratic space, as is given in the following
Corollary 4.7. We can consider the groups GLF
×
2 (E) and SL2(E) as the Gspin
and spin groups of the space MHer2 (E, ρ) of 2× 2 matrices of E which are Her-
mitian with respect to ρ, with the vector norm being the determinant. The
operation is via g : X 7→ gXgtρdet g . In the case of trivial discriminant, we may
consider the subgroup of GL2(F)×GL2(F) consisting of pairs of matrices of the
same determinant and SL2(F) × SL2(F) as the Gspin and the spin groups of
M2(F) with the determinant also via the action (g, h) : M 7→ gMht divided by
the common norm of g an h (which is trivial on the latter group).
Proof. The first assertion follows directly from Corollary 3.10 and Lemma 1.3,
since right multiplication by
(
0 1
−1 0
)
takes M2(E)
− to MHer2 (E). The second
assertion is obtained from the same considerations together with Corollary 4.5.
The quotient group O
(
MHer2 (E, ρ)
)
/SO
(
MHer2 (E, ρ)
)
, as well as the group
O
(
M2(F)
)
/SO
(
M2(F)
)
, is again generated by adjoint or transposition, but here
ρ coincides with the latter transformation.
5 Dimension 6, Discriminant 1
Our presentation of 6-dimensional spaces of discriminant 1 is based on presen-
tations of bi-quaternion algebras over F as tensor products of two quaternion
algebras, as in
Lemma 5.1. For two quaternion algebras over F, B and C say, the subspace
(B0⊗1)⊕(1⊗C0) of the bi-quaternion algebra A = B⊗C is a quadratic space of
dimension 6 and discriminant 1 if we define |x⊗ 1+ 1⊗ y|2 = NB
F
(x)−NC
F
(y).
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Every 6-dimensional quadratic space of discriminant 1 may be obtained, up to
isometries and rescalings, in this way.
Proof. Lemma 3.6 shows that (B0 ⊗ 1) ⊕ (1 ⊗ C0) is the direct sum of two 3-
dimensional spaces of determinants 1 and−1, so that the total determinant is−1
and the discriminant is 1. Conversely, given a quadratic space V of dimension 6
and discriminant 1, choose a 3-dimensional non-degenerate subspace of V , and
rescale V such that the chosen space has determinant 1. The discriminant 1
condition implies that the orhogonal complement is also a traceless quaternionic
space but rescaled by −1, so that the assertion follows from Lemma 3.6. This
proves the lemma.
The space from Lemma 5.1 is called the Albert form of the two quaternion
algebras B and C. The bi-quaternion algebra A = B ⊗ C comes with the
involution ιB ⊗ ιC , which depends on the presentation of A as B ⊗ C. When
we decompose A as A+ ⊕ A− according to this involution, then A+ is the 10-
dimensional space B0⊗C0⊕F(1⊗1), and A− is the space (B0⊗1)⊕(1⊗C0) from
Lemma 5.1. In particular, ιB ⊗ ιC is orthogonal—compare Proposition 2.23(1)
of [KMRT]. Note that the product structure on our original space depends on
the choice of the 3-dimensional space which we normalize to be B0⊗1: Observe
that B0⊗ 1 and 1⊗C0 are precisely those elements of A− whose algebra square
lies in F.
Several remarks are in order here. First, there are many involutions, orthog-
onal and symplectic, on A, and to each of them one may associate a quadratic
6-dimensional space of discriminant 1 (an Albert form). Two Albert forms are
isometric up to rescaling if and only if they come from isomorphic bi-quaternion
algebras, by a result of [J] (Lemma 5.1 already shows that this construction
gives all the Albert form, up to rescaling). However, not all the involutions on
A, and not even all the orthogonal involutions on A, come from a presentation
of A as B ⊗ C, though the mere existence of an involution of the first kind on
a degree 4 central simple algebra A implies that A is the tensor product of two
quaternion algebras over F (a theorem of Albert—see Theorem 16.1 of [KMRT]).
However, we stick to one fixed involution, which does arise in this way, and our
results are independent of all the results mentioned in this paragraph. We also
remark that Section 16 of [KMRT] presents results which are very similar to
ours, but some of the calculations do not appear there (in particular, the main
calculation required for Proposition 5.5 below), and we concentrate on a case
where many technical aspects become simpler.
Our analysis is based on the following
Lemma 5.2. If θ : A− → A− takes u = x ⊗ 1 + 1 ⊗ y to u˜ = −x ⊗ 1 + 1 ⊗ y
then uu˜ = u˜u = |u|2 in A, and 2〈v, w〉 = vw˜ + wv˜ = v˜w + w˜v.
Proof. The first assertion follows from a simple and direct calculation. The
second equality then follows from Lemma 2.1. This proves the lemma.
Note that θ might be considered as the restriction of the map ιB⊗ IdC on A
to A−, but as the latter map behaves badly with respect to products (it neither
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preserves them nor inverts them), we consider only the restriction θ to A−. We
also remark that interchanging the roles of B and C just means replacing θ by
−θ and inverting the sign of the Albert form.
The reduced normNA
F
is a degree 4 form onA which takes any tensor product
b⊗c toNB
F
(b)2NC
F
(c)2. In certain calculations we shall need to evaluate it, which
is done, under some assumptions, in the following
Proposition 5.3. If A =M2(B) for some quaternion algebra B then the equal-
ity
NAF
(
a b
c d
)
= NBF (a)N
B
F (d) +N
B
F (b)N
B
F (c)− TrBF (abdc)
holds for every
(
a b
c d
) ∈ A, i.e., every a, b, c, and d from B.
Proof. First, the assertion holds in case one of a, b, c, or d is 0. This follows
from evaluation of 4 × 4 determinants in case B = M2(F) and A = M4(F),
hence holds in general since B may be considered as a subalgebra of matrices
over a splitting field and the assertions are invariant under scalar extensions.
Now, if one entry is invertible then we can determine the reduced norm by right
multiplication with a matrix of the sort
(
1 x
0 1
)
(of reduced norm 1): For example,
if a is invertible then we take x = −a−1b and find that that NA
F
(
a b
c d
)
equals
NB
F
(a)NB
F
(d − ca−1b) by multiplicativity, and then using Lemma 1.1 we get
the asserted value. Similar considerations cover the cases where b, c, or d are
invertible, which completes the proof in the case where B is a division algebra.
In case B = M2(F) and all of a, b, c, and d are non-zero and not invertible, we
may conjugate everything in B (an operation leaving our expression invariant)
such that a becomes the matrix
(
t 0
0 0
)
for some t ∈ F×. Observe that left
multiplication by
(
1 x
0 1
)
takes the upper left entry of our matrix to a + xc.
Recall that det c = 0 but c 6= 0. Hence if c has right column 0 then we may
choose x such that a + xc = 0, while if the right column of c is not 0 we may
choose x such that x such that xc has upper row 0 and lower row non-zero,
so that a + xc becomes invertible. As our expression is invariant under left
multiplication by
(
1 x
0 1
)
, this completes the proof of the Proposition.
We can use Proposition 5.3 to get an explicit expression for the NA
F
in
general. Writing an element of A as α+ δi+βj+ γij where i and j generate C,
anti-commute, and square to η and ε respectively, we may embed C intoM2(K),
where K = F(
√
η) with Galois automorphism σ, as the algebra (K, σ, δ), and
then our element becomes an element of AK =M2(BK) for which we may apply
Proposition 5.3. The result is
NAF (α+ δi+ βj + γij) = N
B
F (α)
2 + η2NBF (δ)
2 + ε2NBF (β)
2 + η2ε2NBF (γ)
2+
−ηT rBF
(
(αδ)2
)− εT rBF ((αβ)2)+ ηεT rBF ((αγ)2)+ ηεT rBF ((δβ)2)+
−η2εT rBF
(
(δγ)2
)− ηε2TrBF ((βγ)2)− 2ηεT rBF (αβδγ) + 2ηεT rBF (αγδβ),
and it is seen to reduce toNB
F
(b)2NC
F
(c)2 when our element is a single tensor b⊗c
(by choosing i to be the traceless part of c if it is non-zero). More importantly,
we have
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Corollary 5.4. The equality NA
F
(u) = |u|4 holds for every u ∈ A−.
Proof. One way to see it is by writing u = x ⊗ 1 + 1⊗ y and choosing i = y in
the basis for C for the latter formula (if it does not vanish). Alternatively, we
consider A =M2(B) (with C =M2(F)) first, where elements of A
− =M2(B)
−
take the form u =
(λ −r
s −λ
)
, in which λ ∈ B and r and s are from F. For
such an element we have |u|2 = NB
F
(λ) − rs (this expression resembles the
Moore determinant of Hermitian matrices—see Corollary 5.10 below), and the
expression from Proposition 5.3 indeed yields the square of the latter expression.
For the general case we embed C in M2(K) and A in M2(BK) as above and use
extension of scalars. This proves the corollary.
Corollary 5.4 emphasizes the fact that an element u ∈ A− is invertible if and
only if |u|2 6= 0. We also note that for every a ∈ A we have NA
F
(a) = NA
F
(a),
either by a direct evaluation using our formulae (and the fact that the same
assertion holds for the reduced norms of the quaternion algebras B and C) or
by Corollary 2.2 of [KMRT].
The bi-quaternion algebra A operates on itself via g : M 7→ gMg, and this
action preserves the subspaces A±. The properties for this action of A on the
6-dimensional space A− underlying the Albert form which will be useful for our
purposes are given in the following
Proposition 5.5. The action of g ∈ A multiplies the norm |u|2 of the element
u ∈ A− by NA
F
(g). The only invertible elements whose action on A− is a global
scalar multiplication are scalars from F×.
Proof. We first consider the case where C = M2(F) and A = M2(B). The
element u takes the form
(λ −r
s −λ
)
, with |u|2 = NB
F
(λ) − rs, as in the proof of
Corollary 5.3. Now, for g =
(
a b
c d
) ∈ M2(B) we have g = ( d −b−c a), and then
gug ∈M2(B)− involves the quaternion aλd+ sbd+ rac+ bλc and the numbers
rNB
F
(a) + TrB
F
(aλb) + sNB
F
(b) and sNB
F
(d) + TrB
F
(cλd) + rNB
F
(c) in the places
of r and s respectively. Evaluating the norm of the element involving these
parameters yields the desired expression[
NBF (a)N
B
F (d) +N
B
F (b)N
B
F (c)− TrBF (abdc)
](
NBF (λ)− rs
)
.
In addition, if g is such that these parameters are multiples of the original ones
by a global scalar, then bd = ac = 0 and NB
F
(b) = NB
F
(c) = 0, and the fact that
the trace form on B is non-degenerate implies also ba = dc = 0. Since invertible
elements of A have non-zero norm, we find that NB
F
(a) and NB
F
(d) must not
vanish, hence a and d are invertible and thus b = c = 0. The global scalar
property now implies NB
F
(a) = NB
F
(d), examining the effect on λ being d or a
implies a = d, and the scalar multiplication property shows that this element
a = d is central in A. Hence g ∈ F× as desired, and the converse direction is
trivial. . In the case where A is a division algebra, we can extend scalars to
a splitting field K of C, apply the arguments over K, and then return to our
space over F. This works since the multiplier lies in F, it is the reduced norm of
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an element of a bi-quaternion algebra over F, and the only elements in A which
become scalars in AK come from F. This proves the proposition.
Before we define the group which will become the Gspin group in this case,
we need another
Lemma 5.6. The equality g˜ug = NA
F
(g)g−1u˜g−1 holds for any g ∈ A× and
u ∈ A−.
Proof. From Lemma 5.2 and Proposition 5.5 we get
gug · g˜ug = |g˜ug|2 = NAF (g)|u|2 = NAF (g)g · uu˜ · g−1 = NAF (g)gug · g−1u˜g−1,
since |u|2 = uu˜ is a scalar (hence central in A). The assertion now follows for
every u ∈ A− ∩ A×, and extends to all of A− by linearity and the fact that
A− admits a basis of (orthogonal) vectors which lie in A×. This proves the
lemma.
We consider the subgroup A(F
×)2 of A×. This group contains every single
tensor b⊗c with b ∈ B× and c ∈ C× (and in particular any scalar from F×), and
Corollary 5.4 shows that A−∩A× ⊆ A(F×)2 . Let A˜(F×)2 denote the “metaplectic-
like” double cover of A(F
×)2 consisting of pairs (g, t) ∈ A(F×)2 × F× such that
NA
F
(g) = t2 (with coordinate-wise product). This group appears in Section 17
of [KMRT] in relation with the orthogonal group of O(V ), and we prove this
connection using very simple means.
Lemma 5.7. The operation (g, t) : u 7→ gugt defines a map A˜(F
×)2 → O(A−),
with kernel consisting of the elements (r, r2) for r ∈ F×. The automorphism
g 7→ g−1 of A× preserves A(F×)2 , and (g, t) 7→ (tg−1, t) is an automorphism
of A˜(F
×)2 of order 2. If θ˜ generates a cyclic group of order 2 acting on A˜(F
×)2
by this automorphism then sending it to θ yields a map from the associated
semi-direct product to O(A−).
Proof. The fact that the image of A˜(F
×)2 lies in O(A−) follows from Proposition
5.5 and the definition of A˜(F
×)2 . As for the kernel, Proposition 5.5 implies
that elements of the kernel must lie over F×, and the fact that they take the
form (r, r2) (and that these elements indeed lie in A˜(F
×)2) is immediate. The
fact that NA
F
(g −1) is the reciprocal of NA
F
(g) shows that the automorphism
preserves A(F
×)2 , and the fact that NA
F
(t) = t4 and tt
−1
= 1 for t ∈ F× proves
the assertions about the automorphism of A˜(F
×)2 . As θ ∈ O(A−) (clear), the
result about the semi-direct product follows from Lemma 5.6 and the fact that
t2 = NA
F
(g) for (g, t) ∈ A˜(F×)2 . This proves the lemma.
The multiplication by t in the automorphism of A˜(F
×)2 is not necessary.
However, we put it there for certain maps below (see Lemmas 7.3 and 11.6) to
take a neater form.
As in the previous cases, we now prove
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Lemma 5.8. The reflection in the vector g ∈ A− ∩A× lies in the image of the
semi-direct product from Lemma 5.7, and takes the form u 7→ gu˜g|g|2 .
Proof. Corollary 5.4 shows that (g, |g|2) ∈ A˜(F×)2 , so that the asserted operation
lies in the image of the map from Lemma 5.7. Now, g = −g since g ∈ A−, and
Lemma 5.2 shows that the denominator is gg˜. In the same manner as in the
previous cases, replacing −gu˜ by ug˜ for u ∈ g⊥ and just substituting g for u = g
shows that this expression yields u for u ∈ g⊥ case and −g = −u for u = g.
This proves the lemma.
We remark that the operation from Lemma 5.8 is indeed invariant under
interchanging the roles of B and C, since then both θ and |g|2 are being inverted.
We now come to prove
Theorem 5.9. The Gspin group of A− is A˜(F
×)2 , and it is generated by the
elements (g, |g|2) with g ∈ A− ∩ A×. The spin group is a subgroup mapping
bijectively onto A1.
Proof. As in the previous cases, the fact that θ has determinant −1 (it inverts
a 3-dimensional subspace), Lemma 5.8, and Proposition 2.2 show that the map
from the semi-direct product in Lemma 5.7 to O(A−) is surjective, and its
restriction to A˜(F
×)2 maps surjectively onto SO(A−), with kernel (isomorphic
to) F×. Hence Gspin(A−) = A˜(F
×)2 , and from the structure of the semi-direct
product we deduce the generation of the latter group by elements arising from
A− ∩ A×. Note that here the latter assertion is not so easy to establish in a
direct manner. As θ has spinor norm 1 (the 3-dimensional space which it inverts
has determinant 1), Lemma 5.8 implies that the spinor norm of the element
(g, |g|2 = t) is t = |g|2. As these elements generate A˜(F×)2 , multiplicativity
shows that the spinor norm of every every element (g, t) ∈ A˜(F×)2 is just t (in
particular, the element (1,−1), operating as −IdA− , has the required spinor
norm −1 like the determinant of A−). Thus, the elements lying over SO1(A−)
come with second coordinate from (F×)2, and as (r, r2) operates trivially for
every r ∈ F×, we may divide by it and consider just elements of A˜(F×)2 of the
form (g, 1). As this group maps isomorphically onto A1 in the natural projection
A˜(F
×)2 → A(F×)2 , and its intersection with the image of the kernel F× is just
±1, we find that the spin group spin(A−) is just (this isomorphic image of) A1.
This proves the theorem.
Observe that while the space depends on the choice of the involution on A
(i.e., the decomposition as a tensor product of quaternion algebras), the groups
SO(A−) and SO1(A−) indeed do not.
For the isotropic case, we have
Corollary 5.10. If A− is isotropic then there is a quaternion algebra B such
that the Gspin group is the double cover of the group G˜L
(F×)2
2 (B) consisting of
those matrices in which the expression from Proposition 5.5 is a square, where
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the double cover involves choosing a square root for it. The spin group is just
the subgroup GL12(B) in which this expression equals 1. If A
− splits another
hyperbolic plane then it is the sum of three such planes, the Gspin group is
G˜L
(F×)2
4 (F), and the spin group is SL4(F).
Proof. The fact that A cannot be a division algebra follows immediately from the
fact that some elements of A− are zero-divisors when A− is isotropic. Moreover,
in this case A− splits a hyperbolic plane, so that by choosing the subspace to
normalize as the B0 part to be a subspace of the orthogonal complement of this
hyperbolic plane we may assume (see Corollary 3.10) that C = M2(F). Hence
A = M2(B), the space A
− consists of the matrices
(λ −r
s −λ
)
from the proof of
Corollary 5.4, and A(F
×)2 = GL
(F×)2
2 (B) is defined according to the expression
from Proposition 5.5. Thus, Theorem 5.9 shows that Gspin
(
M2(B)
−
)
is the
double cover G˜L
(F×)2
2 (B), and spin
(
M2(B)
−
)
is A1 = GL12(B) according to the
same expression. Observe that the complement of a hyperbolic plane (the r
and s coordinates) is the space B from Corollary 4.5. Hence A− splits another
hyperbolic plane if and only ifB also splits (see Corollary 4.6), and as in this case
the complement of these two planes has discriminant 1, it is again a hyperbolic
plane by Corollary 3.5. Hence A =M4(F), the reduced norm is the determinant,
and the Gspin and spin groups from Theorem 5.9 become indeed G˜L
(F×)2
4 (F)
and SL4(F) respectively. This proves the corollary.
Theorem 16.5 of [KMRT] relates the index of A (4 in case of a division
algebra, 1 in the split case, 2 in the middle) to the number of hyperbolic planes
one can split from the Albert form of A (0, 3, and 1 respectively). The hardest
direction is to prove that if the Albert form is anisotropic then A is a division
algebra, yielding the inverse direction of Corollary 5.10. On the other hand, all
the remaining assertions are either trivial or follow from the proof of Corollary
5.10.
We also have
Corollary 5.11. Given a quaternion algebra B, the groups G˜L
(F×)2
2 (B) and
GL12(B) are also the Gspin and spin groups of the space M
Her
2 (B) of Hermitian
2 × 2 matrices over B, which is quadratic with the vector norm being (minus)
the Moore determinant, through the action via g : X 7→ gXιB(g)tt . In addition,
the groups G˜L
(F×)2
4 (F) and SL4(F) are the Gspin and spin groups of M
as
4 (F)
the space of anti-symmetric matrices over F (with minus the Pfaffian as the
quadratic form) on which they operate as g : T 7→ gTgtt , as well as on another
space, with the operation
(
g =
(
a b
c d
)
, t
)
: S 7→ (a bc d)S( dt −bt−ct at)/t.
Proof. The first assertion follows, as in Corollaries 3.11 and 4.7, from Corollary
5.10, Lemma 1.3, and the fact that MHer2 (B) is the image of M2(B)
− under
right multiplication by
(
0 1
−1 0
)
. Indeed, the expression NB
F
(λ) − rs becomes
minus the Moore determinant of
(
r λ
λ s
)
. For the second assertion, we may apply
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Lemma 1.3 again, but now for the elements of B = M2(F) which are entries
of matrices in A =M2(B). The representation just described becomes M
as
4 (F)
under this operation: The diagonal blocks rI and sI are taken to multiples
of the anti-symmetric matrix
(
0 1
−1 0
)
, the off-diagonal blocks are taken care
of by Lemma 1.3 and the fact that
(
0 1
−1 0
)
is anti-symmetric, and the Moore
determinant becomes the Pfaffian. The fourth representation is obtained from
the one considered in Theorem 5.9 by this right multiplication. This proves the
corollary.
The representation on Mas4 (F) uses an orthogonal involution, while the two
others use symplectic ones (compare with Proposition 2.23(1) of [KMRT] again).
The generator θ of O(A−)/SO(A−) corresponds to the adjoint involution of 2×2
matrices in Theorem 5.9 in case A = M2(B), and to X 7→ −Xt on the space
MHer2 (B) from Corollary 5.11. On the other hand, conjugating by
(
0 1
−1 0
)
sends
the latter involution to X 7→ −adjX onMHer2 (B), and the product of X and its
image under this involution yields |X |2 again. θ yields involutions on Mas4 (F)
and on the other space as well, and after appropriate conjugations (by
(
0 1
−1 0
)
on the entries as 2×2 matrices, or on both), we see that these spaces also admit
involutions with the property that the product of a vector with its image yields
the vector norm. The latter involution on Mas4 (F) will be denoted T 7→ Tˆ .
6 Dimension 5
The spaces we get in dimension 5 are those given in
Lemma 6.1. Every 5-dimensional space is isometric, up to a scalar multiple,
to the orthogonal complement of an anisotropic vector Q in the space A− arising
from a bi-quaternion algebra A presented as B ⊗ C.
Proof. First we remark that for anisotropic Q ∈ A−, the subspace Q⊥ of A−
is 5-dimensional and non-degenerate. Conversely, a 5-dimensional quadratic
space can be can be extended, uniquely up to the choice of a generator, to a
6-dimensional space of discriminant 1: If the space has some discriminant (or
determinant) d, this is done by adding an element Q with |Q|2 = −d. The
lemma now follows directly from Lemma 5.1.
In fact, by choosing the 3-dimensional subspace from the proof of Lemma
5.1 to be contained in our original space Q⊥ we make sure that Q ∈ 1⊗C0 (see
Proposition 6.5 below for a more precise statement), but we shall not need this
fact. In any case, we shall write our vector space as Q⊥ ⊆ A−. The next step is
Lemma 6.2. The groups SO(Q⊥ ⊆ A−), SO1(Q⊥ ⊆ A−), Gspin(Q⊥ ⊆ A−),
and spin(Q⊥ ⊆ A−) are the subgroups of SO(A−), SO1(A−), Gspin(A−), and
spin(A−) respectively, consisting of those elements whose action stabilizes Q.
Proof. TheWitt Cancelation Theorem implies that any element ofO(Q⊥ ⊆ A−)
comes from an element of O(A−) under which Q⊥ is invariant, and FQ must
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therefore also be invariant under such extensions. As O(F) = {±1}, and −1 has
determinant −1 there, the assertion about SO(Q⊥ ⊆ A−) follows. Considering
extensions of O(Q⊥ ⊆ A−) to O(A−) by taking only +1 on FQ, Proposition 2.2
shows that any element there has the same spinor norm in both O(Q⊥ ⊆ A−)
and O(A−) (since this is true for reflections in vectors from Q⊥). The assertion
for SO1(Q⊥ ⊆ A−) follows, and for the remaining two groups we just use the
maps into O(A−). This proves the lemma.
For a simpler description, consider the group A×
FQ of those g ∈ A× such
that gQg ∈ FQ (i.e., those which preserve the 1-dimensional space FQ), which
comes with a group homomorphism m : A×
FQ → F× defined by gQg = t(g)Q.
We remark that A×
FQ can be seen as the group of similitudes of A with respect
to the involution x 7→ QxQ−1 (which is symplectic since Q ∈ A−). We now
have
Lemma 6.3. The group A×
FQ is a subgroup of A
(F×)2 . The double cover A˜(F
×)2
splits over A×
FQ, and the splitting group contains the group {(r, r2)|r ∈ F×}.
Proof. The equality gQg = t(g)Q holding for g ∈ A×
FQ implies, by Proposition
5.5 and the fact that |Q|2 6= 0, the equality NA
F
(g) = t(g)2. This establishes the
first assertion, as well as introducing the splitting homomorphism g 7→ (g, t(g))
from A×
FQ into A˜
(F×). The fact that rQr = r2Q for r ∈ F× completes the proof
of the lemma.
We can now prove
Theorem 6.4. We have Gspin(Q⊥ ⊆ A−) = A×
FQ, and spin(Q
⊥ ⊆ A−) is the
group A1Q of elements of g ∈ A1 such that gQg = Q.
Proof. For the Gspin group, Lemma 6.2 shows that it suffices to prove that the
image of A×
FQ under the splitting map from Lemma 6.3 is the stabilizer of Q
under the action of A˜(F
×). But it is clear from the definition that the image of
this splitting map stabilizes Q, and that elements of this stabilizer must come
from A×
FQ. As replacing m by −m yields an element taking Q to −Q, the
assertion for the Gspin group follows. The statement for the spin group follows
directly from Lemma 6.2, since no scalar appears in the action of (g, 1) for A1.
Note that for g ∈ A1Q we have t(g) = 1, so that the corresponding element is
indeed of the form (g, 1) for A1. This proves the proposition.
Note that our construction is based on the choice of Q ∈ A−. However, the
only parameter which is required to know the isomorphism class of A×
FQ and A
1
Q
is given in the following
Proposition 6.5. If an element R ∈ A− satisfies |R|2 ∈ |Q|2(F×)2NA
F
(A×)
then A×
FQ
∼= A×FR and A1Q ∼= A1R.
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Proof. First note that A×
FrQ = A
×
FQ and A
1
rQ = A
1
Q for every r ∈ F×, so once
only (non-zero) vector norms are involved, we can consider them modulo (F×)2.
Now, for any a ∈ A×, conjugation by a takes A×
FQ to A
×
FaQa and A
1
Q to A
1
aQa.
Applying this to (a, t) with a ∈ A(F×)2 and using the transitivity of the action
of SO(A−) on elements of the same vector norm (Witt Cancelation again) es-
tablishes the assertion in case |R|2 = |Q|2 (hence also if |R|2 ∈ |Q|2(F×)2), and
then doing so for general a ∈ A× allows us to divide also by NA
F
(A×). This
proves the proposition.
When we consider the case where A− is isotropic, the relation from Propo-
sition 6.5 becomes simpler by the following
Lemma 6.6. If A =M2(B) then N
A
F
(A) = NB
F
(B) and NA
F
(A×) = NB
F
(B×).
Proof. For any b ∈ B we get NB
F
(b) as the reduced norm of the element
(
b 0
0 1
)
of
A. For the other direction, the proof of Proposition 5.5 shows that if a matrix
in M2(B) has an invertible entry then its reduced norm is the product of two
norms from B (e.g., NB
F
(a)NB
F
(d − ca−1b) if a ∈ B×), which completes the
proof for division algebras B since NB
F
is multiplicative. As for B = M2(F)
and A = M4(F), every element of F is both a 2 × 2 determinant and a 2 × 2
determinant, the proof of the lemma is complete.
Rather than isotropy, in this case we have
Corollary 6.7. If the 5-dimensional space of discriminant d represents −d
then its Gspin and spin groups are isomorphic to GSpB
(
−δ 0
0 1
)
and SpB
(
−δ 0
0 1
)
respectively, for some quaternion algebra B and some δ ∈ F× which may be
taken from a set of representatives for F×/NB
F
(B×). In case this space splits two
hyperbolic planes, these groups are isomorphic to the classical groups GSp4(F)
and Sp4(F) respectively.
Proof. In this case (which covers the case of an isotropic space since a hyperbolic
plane represents every element of F) the space A− from the proof of Lemma 6.1
will be isotropic. Hence we can assume that A = M2(B) (with the associated
involution) by Corollary 5.10, and the Gspin and spin groups from Theorem
6.4 are GL2(B)FQ and GL
1
2(B)Q respectively. Lemma 6.5 shows that the only
parameter required for determining the isomorphism classes of these groups is
|Q|2 up to (F×)2NA
F
(A×), and by Lemma 6.6 and the fact that (F×)2 ⊆ NB
F
(B×)
for quaternion algebras (asNB
F
(r) = r2), we may take the vector norm δ from the
required set of representatives and any Q with |Q|2 = δ will do. We choose Q to
be the element
(
0 δ
1 0
)
of M2(F)0 = 1⊗ C0 ⊆M2(B)−, with |Q|2 = − detQ = δ.
Using Corollary 5.11, the fact that multiplying Q by
(
0 1
−1 0
)
from the right
gives this diagonal matrix shows that our groups are indeed GSpB
(
−δ 0
0 1
)
and
SpB
(
−δ 0
0 1
)
.
In case our space contains two hyperbolic planes, Corollary 5.10 shows that
B also splits. As NB
F
(B×) = F× in this case, we have, up to isomorphism,
the same group for every choice of Q (Lemma 6.5). Instead of taking Q as
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above, we recall from the proof of Corollary 5.4 that the space A− (now for
split B and C) consists of matrices of the form
(
Y −rI
sI −adjY
)
with r and s from
F and Y ∈ M2(F), and we take Q to be the element with r = s = 0 and
Y =
(
0 1
−1 0
)
. Going over to the representation from Corollary 5.10 in which
G˜L
(F×)2
4 (F) operates by g : T 7→ gTg
t
t , our groups are easily seen to be the
classical GSp4(F) and Sp4(F). This proves the corollary.
As for equivalent representations, we get
Corollary 6.8. The groups GSpB
(
−δ 0
0 1
)
and SpB
(
−δ 0
0 1
)
are the Gspin and
spin groups of the orthogonal complement of
(
−δ 0
0 1
)
inside MHer2 (B) from
Corollary 5.11. The classical groups GSp4(F) and Sp4(F) can be seen as the
Gspin and spin group of either the complement of
(
0 −I
I 0
)
in Mas4 (F) or of the
orthogonal complement of the adjoint representation on the Lie algebra gsp4(F)
of GSp4(F) inside M4(F) = gl4(F).
Proof. This follows directly by restricting the representations from Corollary
5.11 to our groups. Note that the operation g =
(
a b
c d
)
: S 7→ (a bc d)S( dt −bt−ct at)
is conjugation for Sp4(F) (and conjugation tensored with the determinant for
GSp4(F)), leaving the Lie algebra sp4(F) invariant. The additional invariant
vector is I, adding which to sp4(F) yields gsp4(F). This proves the corollary.
We remark that the simplicity of Sp4(F) as an algebraic group implies that
the action on sp4(F) is an irreducible representation of Sp4(F). Hence Corollary
6.8 yields a complete reduction of the representation gl4(F) of these groups
as the direct sum of sp4(F), FI (as the determinant), and the 5-dimensional
representation of Sp4(F) as an SO or SO
1 group. The adjoint representation
appears for the group SpB
(
−δ 0
0 1
)
in Corollary 6.8 only if δ = −1.
7 Dimension 6, General Discriminant
If our 6-dimensional quadratic space over F now has some discriminant d, take
E = F(
√
d)) with Galois automorphism ρ as before. Our object of interest will
be bi-quaternion algebras over E, which take the form AE for some bi-quaternion
algebra A over F. Given a presentation of A as B ⊗ C as in Lemma 5.1, both
the orthogonal involution ιB ⊗ ιC ⊗ IdE : x 7→ x and the unitary involution
ιB ⊗ ιC ⊗ ρ : x 7→ xρ are defined on AE. The space A−E from Lemma 5.1 is
defined as a quadratic space over E, and we shall consider the vector space over
F which is defined in the following
Lemma 7.1. Take some anisotropic Q ∈ A−. The set of elements u ∈ A−
E
satisfying the equality uρ = −Qu˜Q|Q|2 form a 6-dimensional quadratic space of
discriminant d over F. Every quadratic space of dimension 6 and discriminant
d over F is isomorphic, up to rescaling, to a space which is obtained in this way.
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Proof. The proof of Lemma 5.8 shows that the expression, which we require
to equal uρ, is just u if u ∈ Q⊥ ⊆ A−
E
, and is −cQ in case u = cQ. As
Qρ = Q, it follows that the elements u which satisfy this property is precisely
(Q⊥ ⊆ A−)⊕ E0Q, which is the quadratic space over F which is obtained from
A− by rescaling the vector norm of Q by d. It is thus 6-dimensional and of the
required discriminant. Conversely, given a space of dimension 6 and discriminant
d, choose an arbitrary isotropic vector, and divide its vector norm by d. The
resulting space has discriminant 1, so that by Lemma 5.1 it takes the form A−
for some bi-quaternion algebra A = B ⊗ C over F. But then we may extend
scalars to E, and multiplying |Q|2 back by d (to get its original value) means
precisely replacing the F-subspace A− of A−
E
by the space (Q⊥ ⊆ A−) ⊕ E0Q
considered above. This completes the proof of the lemma.
We denote the space from Lemma 7.1 by (A−
E
)ρ,Q, and observe that ex-
tending its scalars to E also gives A−
E
. The formulae from Lemma 5.2 hold for
u ∈ (A−
E
)ρ,Q, since such elements lie in A
−
E
and the expressions are F-valued on
(A−
E
)ρ,Q. Note that ρ acts on (A
−
E
)ρ,Q like the reflection in a generator of E0Q.
The group A×
E
operates on A either through the map from Lemma 5.7 (pre-
serving A−
E
), or via g :M 7→ gMgρ. We define A×
E,ρ,FQ to be the subgroup of A
×
E
which stabilizes the 1-dimensional vector space FQ under the latter action (i.e.,
multiplies Q by a scalar), and let t : A×
E,ρ,FQ → F× be the group homomorphism
defined via gQgρ = t(g)Q. Note that as Q
ρ
= −Q and gQgρ lies in the same
eigenspace of ιB ⊗ ιC ⊗ ρ, allowing t(g) to be in E× does not produce a larger
group. This group can be seen as the group of similitudes of the unitary involu-
tion x 7→ QxρQ−1. It is stable under ρ (just apply ρ to the defining equation),
and its automorphism ρ commutes with the map t into F×. The group which
we shall consider here is the one appearing in the following
Lemma 7.2. The group At
2
E,ρ,FQ consisting of those elements g ∈ A×E,ρ,FQ such
that NAE
E
(g) = t(g)2 has index either 1 or 2 in A×
E,ρ,FQ∩AF
×
E
. The former group
is stable under ρ, and it coincides with A×
E,ρ,FQ ∩A(F
×)2
E
unless −1 ∈ (F×)2 and
the above index is 2.
Proof. Given g ∈ A×
E,ρ,FQ, the norm N
AE
E
(g) lies in t(g)2E1. For g ∈ AF×
E
the
second multiplier comes from E1 ∩ F = {±1}, so that the group At2
E,ρ,FQ equals
A×
E,ρ,FQ∩AF
×
E
, unless A×
E,ρ,FQ contains elements g with N
AE
E
(g) = −t(g)2, a case
in which At
2
E,ρ,FQ has index 2 in this intersection. The stability under ρ follows
from the fact that for g ∈ At2
E,ρ,FQ we have t(g) = t(g
ρ) and NA
F
(g) = t(g)2 lies
in F. The assertion about the intersection with A
(F×)2
E
follows immediately from
the considerations concerning AF
×
E
. This proves the lemma.
Lemma 7.2 is related to some delicate facts about the definition of GSU
groups—see also Corollary 7.8 below. Note that as NAE
E
is of degree 4, Hilbert’s
Theorem 90 cannot help us in getting a more accurate result, like the one
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following Lemma 4.2. In any case, we have At
2
E,ρ,FQ ⊆ A(F
×)2
E
⊆ A(E×)2
E
(by
Lemma 7.2), and the double cover A˜
(E×)2
E
splits over At
2
E,ρ,FQ—indeed, the map
g 7→ (g, t(g)) is, by definition, a splitting map.
Note that unless Q2 ∈ F (i.e., Q˜ ∈ FQ, which means that Q lies in either
BE ⊗ 1 or 1 ⊗ CE), the map θ from Lemma 5.2 does not preserve (A−E )ρ,Q
(see Lemma 11.2 below). Moreover, the automorphism from Lemma 5.7 does
not preserve At
2
E,ρ,FQ, since inverting Q may change the 1-dimensional space it
generates. However, in order to carry out the usual considerations also in this
case, we have the following
Lemma 7.3. The element (Q, |Q|2)θ˜ squares to (−|Q|2, |Q|4) in the semi-direct
product of {1, θ˜} and A˜(E
×)2
E
. It operates on (A−
E
)ρ,Q as ρ (hence preserves this
space), and it takes (g, t) ∈ A˜(E
×)2
E
to (tQg−1Q−1, t) by conjugation. This is an
order 2 automorphism of A˜
(E×)2
E
, which preserves the image of At
2
E,ρ,FQ under
the splitting map, and coincides with the action of ρ on the latter group.
Proof. The product rule of the semi-direct product from Lemma 5.7 implies that
the square of the element in question is (Q · |Q|2Q−1, |Q|2 · |Q|2), which equals
(−|Q|2, |Q|4) since Q ∈ A−
E
. This element sends u ∈ A−
E
to −Qu˜Q|Q|2 (use the
fact that Q ∈ A−
E
again), which for u ∈ (A−
E
)ρ,Q coincides with u
ρ ∈ (A−
E
)ρ,Q
according to Lemma 7.1. The formula for the conjugation follows directly from
Lemma 5.7, and the fact that it is an automorphism of order 2 either follows
from the centrality of (−1, 1) or can be easily verified directly using the fact that
Q ∈ A−
E
once more. Now, multiplying the equation stating that an element g lies
in A×
E,ρ,FQ by (gQ)
−1 from the left yields the equality gρ = t(g)Q−1g−1Q, and
after applying ιB ⊗ ιC we get the equality gρ = t(g)Qg −1Q−1 (since Q ∈ A−E ).
This shows that conjugation by (Q, |Q|2)θ˜ operates on At2
E,ρ,FQ as ρ, and as the
latter group was seen to be preserved by ρ in Lemma 7.2, this completes the
proof of the lemma.
We can now proceed with
Lemma 7.4. The image of the embedding of At
2
E,ρ,FQ into A˜
(E×)2
E
by g 7→ (g, t(g))
preserves the F-subspace (A−
E
)ρ,Q in the action of A˜
(E×)2
E
on A−
E
. Adding the
element (Q, |Q|2)θ˜ from Lemma 7.3 gives a group, which contains At2
E,ρ,FQ as a
subgroup of index 2, and the larger group also maps to O
(
(A−
E
)ρ,Q
)
.
Proof. An element u ∈ (A−
E
)ρ,Q satisfies the condition of Lemma 7.1, and for
g ∈ A×
E,ρ,FQ we have the formulae for g
ρ and gρ from the proof of Lemma 7.3.
We evaluate
(gug)ρ = t(g)Qg −1Q−1 · −Qu˜Q|Q|2 t(g)Q
−1g−1Q = −QN
A
F
(g)g −1u˜g−1Q
|Q|2
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(recall the At
2
E,ρ,FQ condition), and this equals
Qg˜ugQ
|Q|2 by Lemma 5.6 (over E).
This proves the first assertion. The remaining assertions follow directly from
Lemma 7.3 and Lemma 5.7 over E, as the quadratic structure on (A−
E
)ρ,Q is
defined as a subset of A−
E
. This proves the lemma.
The issue with the reflections is a bit tricky here:
Lemma 7.5. Let h ∈ E0 be some non-zero element (so that d = h2). For any
g ∈ (A−
E
)ρ,Q ∩ A×E , the element ghQ−1 of A×E lies in At
2
E,ρ,FQ. The combination
of this element with the element from Lemma 7.3 operates on (A−
E
)ρ,Q as the
reflection in g.
Proof. The fact that Q ∈ A−
E
satisfies Qρ = Q, g ∈ (A−
E
)ρ,Q, and h
ρ = −h
allows us to write
(ghQ−1)Q(ghQ−1)
ρ
= −h2gQ−1gρ = dgg˜Q|Q|2 =
d|g|2
|Q|2 Q.
As NA
F
(ghQ−1) =
h4NA
F
(g)
NA
F
(Q)
equals
(d|g|2
|Q|2
)2
by Corollary 5.4, ghQ−1 indeed lies
in At
2
E,ρ,FQ with t(ghQ
−1) = d|g|
2
|Q|2 . We may decompose the resulting element
of A˜
(E×)2
E
as the product of (g, |g|2), (h, d) = (h, h2) (which acts trivially on
A−
E
), and
(
Q−1, 1|Q|2
)
. In the product with the element from Lemma 7.3 the
two terms involving Q cancel, and the total action (on A−
E
) is as u 7→ gu˜g|g|2 ,
which was seen in Lemma 5.8 to be the reflection in g. As (A−
E
)ρ,Q inherits its
quadratic structure from A−
E
and g lies in the smaller space, this total operation
is the reflection in g also on (A−
E
)ρ,Q. This proves the lemma.
We are now in position to prove
Theorem 7.6. The Gspin group Gspin
(
(A−
E
)ρ,Q
)
is At
2
E,ρ,FQ. The spin group
spin
(
(A−
E
)ρ,Q
)
is the subgroup A1
E,ρ,Q consisting of those elements g ∈ A1E sat-
isfying gQgρ = Q.
Proof. Theorem 5.9 shows that the semi-direct product of {1, θ˜} with A˜(E×)2
E
,
which is also generated by (Q, |Q|2)θ˜ and the latter group, maps surjectively
onto O(A−
E
), with kernel E×, and such that A˜
(E×)2
E
is the inverse image of
O(A−
E
). Lemma 7.4 implies that the subgroup generated by (Q, |Q|2)θ˜ and the
image of At
2
E,ρ,FQ under g 7→
(
g, t(g)
)
lies in the inverse image of the subgroup
O
(
(A−
E
)ρ,Q
)
of O(A−
E
) (respecting the F-structure), and Theorem 5.9 and the
fact the elements of O
(
(A−
E
)ρ,Q
)
have the same determinant in O
(
(A−
E
)ρ,Q
)
and in O(A−
E
) (this is just extension of scalars) show that the inverse image
of SO
(
(A−
E
)ρ,Q
)
in the smaller group is At
2
E,ρ,FQ. Lemma 7.5 and Proposition
2.2 imply that the map from the group generated by At
2
E,ρ,FQ and (Q, |Q|2)θ˜ to
O
(
(A−
E
)ρ,Q
)
is surjective. Hence the map At
2
E,ρ,FQ → SO
(
(A−
E
)ρ,Q
)
also surjects,
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and its kernel, which consists of those scalars r ∈ E× such that rQrρ = r2Q, is
precisely F×. Note that elements r ∈ E0 also lie in At2E,ρ,FQ, but as they satisfy
t(r) = −r2 they not in the kernel (they operate as −Id(A−
E
)ρ,Q
). It follows that
Gspin
(
(A−
E
)ρ,Q
)
is indeed At
2
E,ρ,FQ. Now, the proof of Theorem 5.9 shows that
the spinor norm map factors through the projection (g, t) 7→ t before going over
to any quotient (E×/(E×)2, or anything else). Thus elements of SO1
(
(A−
E
)ρ,Q
)
are obtained from g ∈ At2
E,ρ,FQ with t(g) ∈ (F×)2, and the usual interplay with
scalars reduces to those g with t(g) = 1. But such g preserve Q in the twisted
operation, and must lie in A1
E
by the At
2
E,ρ,FQ condition, which proves the second
assertion since the scalars which square to 1 in F (which again form the kernel)
are just ±1. This completes the proof of the theorem.
The case d = −1 of Theorem 7.6 gives back Theorem 5.9 in the following
way. We have E = F× F, so that AE = A×A, and Q lies in the original space
(no re-normalization). As A
(E×)2
E
= A(F
×)2×A(F×)2 , taking g ∈ A(F×)2 to be the
first coordinate and choosing t such that t2 = NA
F
(g), we find that the condition
(g, h)Q(g, h)
ρ
= tQ is equivalent to each one of the conditions gQh = tQ and
hQg = tQ, hence to h being tQg −1Q−1 (indeed, with the same reduced norm
as g). Hence At
2
E,ρ,FQ
∼= A˜(F×)2 , through the map (g, t) 7→ (g, tQg −1Q−1) (in the
opposite direction), so that the second coordinate associated with (g, t) depends
on Q, but the isomorphism class of the group does not (see also Proposition 7.7
below for the general case). A similar assertion holds for A1
E,ρ,Q.
For the independence property, we observe that apart from the choice of
the element Q, there is also the choice of the F-structure on AE, i.e., of the
interpretation of xρ for x ∈ AE. We thus replace this notation by defining σ to
be a ring automorphism of order 2 whose restriction to E is ρ, and which satisfies
(x)σ = xσ for every x ∈ A. By replacing σ with another such automorphism,
say τ , we get a presentation of AF as the tensor product of another bi-quaternion
algebra over F with E. Any element y ∈ A×
E
such that yy ∈ E× produces such
an automorphism by defining xτ = yxσy−1, where the similitude condition is
equivalent to the condition (x)τ = xτ for every x ∈ A: Compare (x)τ = yxσy−1
with xτ = y−1xσy and use the centrality of AE. The relations we have are
contained in the following
Proposition 7.7. (i) Let Q and R be σ-invariant elements of A−
E
(i.e., ele-
ments of A−) such that |R|2 ∈ |Q|2(F×)2NA
F
(A×). Then the groups At
2
E,σ,FQ
and At
2
E,σ,FR as well as A
1
E,σ,Q and A
1
E,σ,R are isomorphic. (ii) Assume that
e ∈ AF×
E
is such that ee−σ is invariant under x 7→ xσ, and S ∈ A−
E
is invariant
under τ : x 7→ ee−σxσeσe−1 and satisfies |S|2 ∈ |Q|2NAE
E
(e)(F×)2NA
F
(A×). In
this case the groups At
2
E,σ,FQ and A
t2
E,τ,FS and the groups A
1
E,σ,Q and A
1
E,τ,R are
isomorphic. (iii) Let b ∈ A×
E
be such that b
σ
= b and bb ∈ E×, and define
η : x 7→ bxσb−1. If the element T = Qb−1 lies in A−
E
then the groups At
2
E,σ,FQ
and At
2
E,η,FT coincide, and same assertion holds for A
1
E,σ,Q and A
1
E,η,T .
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Proof. Considering A− as a space of discriminant 1 again, we find (as in the
proof of Proposition 6.5) that we can write R = rcQc = rcQcσ with r ∈ F× and
c ∈ A× (hence c = cσ). It follows that conjugation by c takes the group At2
E,σ,FQ
to At
2
E,σ,FR (as conjugation preserves reduced norms, the N
A
E
= t2 condition is
also preserved), in a manner which commutes with the multiplier maps. This
proves part (i), since the groups A1
E,σ,Q and A
1
E,σ,R are defined by the condition
t = 1 on the larger groups At
2
E,σ,FQ to A
t2
E,σ,FR. For part (ii), first note that the
σ-image of ee−σ is its inverse, so that the condition on that element implies that
it is a similitude and (x)τ = xτ holds for every x ∈ AE. Consider the element
eQe of A−
E
, whose vector norm is NAE
E
(e)|Q|2 ∈ F× by Proposition 5.5 and the
assumption on e. The relation between τ and σ and the assumption on Q and
e show that this element is τ -invariant, and as the properties of e and τ imply
that for g ∈ A×
E
we have
ege−1
τ
= e−1eσ · ege−1σ · e−σe = e−1gσe,
it follows that conjugation by e sends At
2
E,σ,FQ to A
t2
E,τ,FeQe as well as A
1
E,σ,Q to
A1
E,τ,eQe. As S is related to eQe in the same manner as Q and R, part (ii) now
follows from part (i), using conjugation by an appropriate τ -invariant element
d ∈ A×
E
. Now, the fact that Q ∈ A− and the element T from part (iii) lies in A−
E
imply T η = −T η = −bQb−1σb−1 = +bb−σQb−1, and this gives Qb−1 = T again
by our assumption on b. Furthermore, for g ∈ A we have gTgη = gQgσb−1 by
the definitions of T and η, so that the At
2
E,σ,FQ and A
t2
E,η,FS conditions coincide,
with the same multiplier t. This proves part (iii) (for both the Gspin and spin
groups), and completes the proof of the proposition.
Note that part (i) of Proposition 7.7 is a special case of part (ii) there, but
it is required for the proof of the latter part. We also remark that for τ and
σ which are connected as in part (ii) of Proposition 7.7, the subring which τ
stabilizes is isomorphic to A. Indeed, if x = xτ = aa−σxσaσa−1 then a−1xa
is σ-invariant, so that conjugation by a maps A onto this subring (in fact,
the Skolem–Noether Theorem implies that every automorphism on AE which
stabilizes a subring which is isomorphic to A must arise in this way). This
is related to the fact that the vector norm relation is based on NA
F
(A×) also
when τ is involved. On the other hand, η from part (iii) of that proposition
may arise from a non-isomorphic bi-quaternion algebra over F. E.g., assuming
that Q ∈ C0, any element b ∈ F ⊕ E0C0 such that TrCEE (Qb−1) = 0 satisfies
all the assumptions (including Qb−1 ∈ A−
E
), and we have seen in the paragraph
preceding Corollary 4.6 that up to letting Q ∈ C0 vary, this covers all the bi-
quaternion algebras which arise as the tensor product of B with some quaternion
algebra over F which becomes CE over E. We may also apply this construction
with b ∈ B0 ⊗ Q, yielding an operation on both B in C. We remark that by
Proposition 2.18 of [KMRT], any two involutions x 7→ xσ and x 7→ xτ must
be related through conjugation by some element b satisfying b
σ
= b, with the
similitude condition to preserve commutativity with ιB ⊗ ιC ⊗ IdE. It seems
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likely that the similitude condition implies the existence of Q ∈ A− ∩ A× such
that Qb−1 ∈ A−
E
, but we have not checked this in detail. Was this the case,
Proposition 7.7 would relate all the involutions which commute with ιB⊗ιC⊗IdE
to one another, yielding an F-structure invariance result.
Fixing Q and σ back again (and writing ρ for the automorphism of AE as
before), the assertion involving isotropy in this case is
Corollary 7.8. If the space becomes isotropic when one extends scalars to E
then the Gspin group is a “quaternionic GSU group”, consisting of the ma-
trices g ∈ M2(BE), for some quaternion algebra BE over E which comes from
a quaternion algebra B over F, which multiply a diagonal matrix of the sort(
−δ 0
0 1
) ∈M2(F) with δ determined up to multiplication from NBF (B×), through
the action g : X 7→ gXgt. The GSU condition means that the reduced norm
of these matrices equals the square of the multiplier of this element. The spin
group is the associated “quaternionic special unitary group”, of matrices which
preserve this element and have reduced norm 1. In case the space splits two hy-
perbolic planes over E, the Gspin group becomes the GSUE,ρ group of a unitary
space of dimension 4 and determinant (or discriminant) 1 over E (with ρ), and
the spin group is the associated special unitary group.
Proof. In the first case AE is isomorphic toM2(BE) for some quaternion algebra
B over F. We may normalize (using parts (ii) and (iii) of Proposition 7.7 if
necessary) the involutions such that A = M2(B), i.e., with C = M2(F), and
as every element of F× is a norm from C0, part (i) of Proposition 7.7 allows
us to restrict attention to spaces
(
M2(BE)
−
)
ρ,Q
with Q ∈ M2(F)0. Moreover,
as in the proof of Corollary 6.7, we may take Q of the form
(
0 δ
1 0
)
, and part
(i) of Proposition 7.7 and Lemma 6.6 allows us to take δ from a set of rep-
resentatives for F×/NB
F
(B×). By Lemma 1.3, the condition g ∈ At2
E,σ,FQ (or
g ∈ GLt22 (BE)σ,FQ) becomes g
(
−δ 0
0 1
)
ιB(g)
tρ = t
(
−δ 0
0 1
)
for some t = t(g) ∈ F×
and N
M2(BE)
E
(g) = t(g)2, while elements of A1
E,σ,Q = GL
1
2(BE)σ,Q have reduced
norm 1 and their action leaves the element
(
−δ 0
0 1
)
invariant. This proves the
first assertion.
If after tensoring (A−
E
)ρ,Q with E we get a 2-dimensional isotropic subspace
(and then we even get a 3-dimensional such space) then BE also splits, hence B
may be presented as
(
−d,ε
F
)
for some ε ∈ F× (which is unique up to (F×)2
and multiplication by +d). The model we thus take for B is the algebra
(E, ρ, ε), and by Lemma 1.2, M 7→ Mρ is (a bc d) 7→ (0 ε1 0)(aρ bρcρ dρ)(0 ε1 0)/ε on
BE = M2(E). Thus the operation g 7→ gρ or g 7→ ιB(g)tρ involves the map
M 7→ (0 ε1 0)Mρ(0 ε1 0)/ε on the entries (in addition to adjoint or transposition
of 2 × 2 matrices over BE). It follows that each entry from BE in
(
0 δ
1 0
)
or(
−δ 0
0 1
)
appearing in the definition of the groups (which we write as
(
0 δI
I 0
)
or
(
−δI 0
0 I
)
since BE is the matrix algebra M2(E)) is replaced by the corre-
sponding multiple of
(
0 ε
1 0
)
when we apply ρ on the E-entries of matrices in
M2(BE) =M4(E). Applying Lemma 1.3 to the 2× 2-entries changes each such(
0 ε
1 0
)
to
(
−ε 0
0 1
)
. Therefore, the At
2
E,σ,FQ = GL
t2
2 (BE)σ,FQ condition just means
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being in the GSUE,ρ group of a 4-dimensional space over E with a sesqui-linear
form having an orthogonal basis with norms δε, −ε, −δ, and 1 (hence the de-
terminant is 1 modulo NE
F
(E×)), while the group A1
E,σ,Q = GL
1
2(BE)σ,Q is the
corresponding SUE,ρ group. This proves the corollary.
We emphasize that only unitary spaces with determinant (or discriminant)
1 appear in this context.
In this isotropic case we have the following equivalent representations:
Corollary 7.9. The groups GLt
2
2 (BE)σ,FQ and GL
1
2(BE)σ,Q with Q =
(
0 δ
1 0
)
are
the Gspin and spin groups of the space E ⊕ B, embedded as (y, λ) 7→ (λ −δy
yρ −λ
)
or as (y, λ) 7→ (δy λ
λ yρ
)
, with the vector norm being NB
F
(λ) − δNE
F
(y) and the
actions being g : M 7→ gMg and g : X 7→ gXιB(g)t respectively. The GSUE,ρ
and SUE,ρ groups of a 4-dimensional unitary space of discriminant 1 are the
Gspin and spin groups of the direct sum of 3 copies of E, with the vector norm
of (z, w, y) being NE
F
(z) − εNE
F
(w) − δNE
F
(y). It may be embedded in M4(E)
by replacing λ by
(
z εw
wρ zρ
)
with z and w from E in the two representations
from above. In addition, these groups act via the operation g : T 7→ gTgt on
the subspace of Mas4 (E) consisting of those matrices
(
a b
c d
)
in which the anti-
symmetric matrices a and d =
(
0 −y
y 0
)
satisfies a = δdρ while b = −ct takes the
form
(
εw −z
zρ −wρ
)
, as well as through
(
a b
c d
)
: S 7→ (a bc d)S( dt −bt−ct at) on another
embedding of the three copies of E into the complement of sp4(E) in M4(E).
Proof. Recall that (A−
E
)ρ,Q is (Q
⊥ ⊆ A−)⊕E0Q, and the off-diagonal matrices
which lie in Q⊥ are spanned by
(
0 −δ
1 0
)
. Adding E0Q yields the first representa-
tion, on which the action is via g :M 7→ gMgt(g) , and the second one, on which the
groups operated via g : X 7→ gXιB(g)tt(g) , arises from Lemma 1.3 as in the proofs of
Corollaries 5.11 and 6.8 (with the norm being some generalization of the Moore
determinant). The two representations of the GSUE,ρ and SUE,ρ groups are also
obtained by applying Lemma 1.3 to the entries as 2× 2 matrices, as the proofs
of Corollaries 5.11 and 6.8 do, while recalling that B is embedded into M2(E)
as (E, ρ, ε). This proves the corollary.
We remark that for the case where A = M4(F) we have used a different
choice of Q in Corollaries 6.7 and 6.8 in order to obtain the classical symplectic
group. Choosing this Q for Corollaries 7.8 and 7.9 yields the GSUE,ρ and SUE,ρ
conditions for an anti-diagonal symmetric matrix (which is explicitly
(
0 E
E 0
)
with E =
(
0 1
1 0
)
). On the other hand, here the splitting of AE might come from
A = M2(B) with B which is non-split over F, so that we have many groups in
this case. In cany case, we restrict attention to the classical unitary groups (of
diagonal matrices), as any unitary group is conjugate to a classical one.
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8 Relations with the Exterior Square
For the groups arising from bi-quaternion algebras, hence related to 4 × 4 ma-
trices, there are representations which are equivalent to those presented here.
Given a field M, the group GL4(M) operates on the 6-dimensional exterior
square
∧2
M4 of the natural representation space M4, and if we denote the
canonical basis for M4 by ei, 1 ≤ i ≤ 4 for M4 then the 6 elements ei ∧ ej with
1 ≤ i < j ≤ 4 form a basis for ∧2M4. The map taking u and v from ∧2M4
to the multiple of e1 ∧ e2 ∧ e3 ∧ e4 which equals u ∧ w ∈
∧4
M
4 is bilinear and
symmetric (hence we denote this value by 〈u,w〉), and in fact independent, up
to rescaling, of the choice of basis. The connection which we have arises from
the following
Lemma 8.1. For any n, the natural representation of GLn(M) on
∧2
Mn is
equivalent to its representation on the spaceMasn (M) of anti-symmetric matrices
via g : T 7→ gTgt. For n = 4 the equivalence preserves the bilinear forms, where
on
∧2
M
4 we take the bilinear form defined above and on Masn (M) we use the
Pfaffian.
Proof. Using the standard basis for Mn, consider the map which takes, for all
1 ≤ i < j ≤ n, the basis element ei ∧ ej of
∧2
Mn to the anti-symmetric matrix
Eij−Eji. The fact that for g = (akl) we have
(
g(Eij−Eji)gt
)
kl
= akialj−akjali
shows that this is indeed an equivalence of representations. For n = 4 we find
that e1∧e2 and e3∧e4 as well as e1∧e4 and e2∧e3 span hyperbolic planes, while
e1∧e3 and e2∧e4 span another hyperbolic plane but with the sign inverted. As
this is in correspondence with the values bilinear form arising from the Pfaffian
takes on the images of these vectors in Masn (M), this completes the proof of the
lemma.
Given g ∈ GL4(M) and u and v from
∧2
M4, we have 〈gu, gw〉 = det g〈u,w〉.
This is so, since gu∧gv is 〈u,w〉 times the image of the generator e1∧e2∧e3∧e4
of
∧4
M4 via the
∧4
-action of g, and the latter action is multiplication by the
determinant by definition. Lemma 8.1 and the isomorphism of representations
appearing in the proof of Corollary 5.11 thus provide an alternative proof for
Proposition 5.5, via appropriate restriction of scalars.
Assume now that chM 6= 2. Then sums and differences of complementary
pairs form an orthogonal basis for M4. All the representations in this Section
will be variants of this one, using this basis. The first one is
Proposition 8.2. SL4(F) is the spin group of the quadratic space
∧2
M4, and
the Gspin group is the double cover G˜L
(F×)2
4 (F), operating with division by the
chosen square root. The classical Sp4(F) and GSp4(F) are the spin and Gspin
groups of the subspace of
∧2
M
4 which is spanned by e1 ∧ e2, e1 ∧ e4, e2 ∧ e3,
e3 ∧ e4, and e1 ∧ e3 − e2 ∧ e4.
Proof. The first two assertions follow directly from Corollary 5.11 by taking
M = F in Lemma 8.1. For the last two assertions we apply Corollary 6.8,
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observing that our element Q is taken through all these maps to e1∧e3+e2∧e4,
the orthogonal complement of which is spanned by the asserted vectors. This
proves the proposition.
When we consider spaces of general discriminant d, let E be F(
√
d) with
Galois automorphism ρ. Considering the bi-quaternion algebra A = M2(B)
with B =
(
d,ε
F
)
(which splits over E), and choosing some δ ∈ F×, we find that
Proposition 8.3. The SUE,ρ group of a space with an orthogonal basis having
norms δε, −ε, −δ, and 1 is the spin group of the F-subspace of ∧2 E4 which is
the direct sum of F(e1 ∧ e4− e2 ∧ e3), E0(e1 ∧ e4+ e2 ∧ e3), F(e2 ∧ e4− εe1 ∧ e3),
E0(e2 ∧ e4 + εe1 ∧ e3), F(e3 ∧ e4 + δe1 ∧ e2), and E0(e3 ∧ e4 − δe1 ∧ e2). The
Gspin group is the associated GSUE,ρ group.
Proof. Multiplying each entry of the elements of the second representation ap-
pearing in Corollary 7.8 by
(
0 1
−1 0
)
from the right takes, if λ ∈ B = (d,ε
F
)
, this
incarnation of E⊕B to the asserted direct sum (the first two generate the im-
age of the diagonal matrices in B, the second two yield those of the off-diagonal
matrices, and the latter two give the image of E). The assertion now follows
from Corollary 7.9 and Lemma 8.1 for M = E. This proves the proposition.
Note that unlike in Proposition 8.2, here the image of Q became the element
e3 ∧ e4 − δe1 ∧ e2, appearing in the 6th direct summand in Proposition 8.3.
We now consider the case where A− is isotropic, but does not necessarily
split more than one hyperbolic plane. Then A is isomorphic to M2(B) for some
quaternion algebra B, and by taking K to be a quadratic extension of F, whose
Galois automorphism we denote η, which splits B, we may write B ∼= (K, η, ε)
for some ε ∈ F×. In this case we have
Proposition 8.4. The groups G˜L
(F×)2
2 (B) and GL
1
2(B) are the Gspin and spin
groups of the F-subspace of
∧2
K4 which is obtained as the direct sum of the
four spaces F(e1 ∧ e4 − e2 ∧ e3), K0(e1 ∧ e4 + e2 ∧ e3), F(e2 ∧ e4 − εe1 ∧ e3),
K0(e2∧e4+εe1∧e3), and the hyperbolic plane Fe1∧e2⊕Fe3∧e4. The quaternionic
symplectic groups SpB
(
−δ 0
0 1
)
and GSpB
(
−δ 0
0 1
)
are the spin and Gspin groups
of the subspace which is the direct sum of the first four 1-dimensional spaces
with F(e3 ∧ e4 + δe1 ∧ e2). If d is a non-trivial discriminant and E = F(
√
d)
has Galois automorphism ρ over F, then GLt
2
2 (BE)ρ,FQ and GL
1
2(BE)ρ,Q are the
Gspin and spin groups of the direct sum of the latter 5-dimensional space and
E0(e3 ∧ e4 − δe1 ∧ e2).
Proof. The first space is the image of M2(B)
− under the isomorphisms from
Corollary 5.11 and Lemma 8.1 with M = K. For the second and third space
we note that our vector Q is the same matrix from Proposition 8.3, hence
has the same image. This completes the proof of the proposition as we did for
Propositions 8.2 and 8.3, where for the latter assertion we need to apply Lemma
8.1 with M = KE.
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We remark that if B is not split but E splits B then taking K = E in
Proposition 8.4 yields Proposition 8.3 again.
In the general case, where A might be a division algebra, we write A = B⊗C
take L to be a quadratic extension of F (with Galois automorphism ω) which
splits C. As we have seen that our choice of Q may be taken from C0, we assume
that C ∼= (L, ω, δ) with the same δ. Hence in general we have
Proposition 8.5. A space for which the groups A˜(F
×)2 and A1 appear as the
Gspin and spin groups is the direct sum of the F-spaces L0(e1 ∧ e4 − e2 ∧ e3),
K0(e1∧e4+e2∧e3), F(e2∧e4−εe1∧e3), K0(e2∧e4+εe1∧e3), L0(e3∧e4+δe1∧e2),
and F(e3 ∧ e4 − δe1 ∧ e2) inside
∧2(KL)4. The stabilizers A×
FQ and A
×
Q are the
Gspin and spin groups of the direct sum of the first 5 spaces, if Q ∈ A− is chosen
to be
(
0 δ
1 0
) ∈ C0. With this choice of Q, a space of discriminant d for which
At
2
E,ρ,FQ is the Gspin group and A
1
E,ρ,Q is the spin group, where E = F(
√
d) and
ρ is its Galois automorphism, is obtained by adding E0(e3 ∧ e4− δe1∧ e2) to the
latter 5-dimensional space.
Proof. The embedding of C inside M2(L) embeds A into M2(BL), hence A
−
into M2(BL)
−. As the two scalar entries represent scalar entries of C ⊆M2(L),
they are related to one another via ω and multiplication by δ, yielding the two
latter spaces under the maps from Corollary 5.11 and Lemma 8.1 with M = KL.
As the remaining entries come from λ ∈ BL which in fact lies in B0 ⊕ L0, the
off-diagonal entries of λ ∈M2(KL) are related through η and multiplication by
ε, yielding the middle two spaces via these identifications. The diagonal entries
must therefore be negated by ηω, hence come from K0⊕L0, which gives the first
two subspaces. This proves the assertions about A˜(F
×)2 and A1, and the ones
about the symplectic groups follow since we use the same element Q =
(
0 δ
1 0
)
as
in Propositions 8.3 and 8.4 (note that this element belongs to C as a subalgebra
of M2(L) in our normalizations). For the remaining assertions we use again the
same element Q, and we argue as in Propositions 8.3 and 8.4, where M is now
taken to be KLE in Lemma 8.1. This proves the proposition.
We remark again that out choice of Q in Proposition 8.5, which looks rather
special, is entirely general when we normalize B and C appropriately. Note that
taking K = L in Proposition 8.5 in case A is not a division algebra, or L = E in
case A is a division algebra but AE is not, does not give us Proposition 8.4 again.
This is so, since the split algebra C is normalized as M2(F) in Proposition 8.4,
but as some subalgebra (L, ω, δ) of M2(L), with the F-structure from Lemma
1.2, in Proposition 8.5.
9 Dimension 8, Isotropic, Discriminant 1
The spaces we consider here are described in the following
Lemma 9.1. The direct sum of a hyperbolic plane with an Albert form arising
from a presentation of a bi-quaternion algebra A as the tensor product B⊗C of
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two quaternion algebras over F is isotropic of dimension 8 and discriminant 1.
Any isotropic 8-dimensional space of discriminant 1 is obtained, up to rescaling
and isometries, in this way.
Proof. Recall that a space is isotropic if and only if it has a hyperbolic plane
as a direct summand, and that a hyperbolic plane is isometric to its rescalings.
The lemma now follows directly from Lemma 5.1.
We thus fix a bi-quaternion algebra A = B ⊗ C with the (orthogonal) in-
volution ιB ⊗ ιC : x 7→ x as above, and the space from Lemma 9.1 may be
denoted A− ⊕ H (where H stands for a hyperbolic plane). It will be useful
to embed this space into M2(A) by taking the sum of u ∈ A−, −p times one
generator of the hyperbolic plane, and q times the second generator, to the ma-
trix U =
(
u −p
q −u˜
)
. We shall henceforth identify A− ⊕H with the space of those
matrices. The norm |U |2 = uu˜− pq (see Lemma 5.2) resembles the “Moore-like
determinant” ofM2(B)
− from the proof of Corollary 5.4, but now with a subset
of a bi-quaternion algebra rather than a usual quaternion algebra.
Let ĜSpA
(
1 0
0 −1
)
be the group of (invertible) matrices
(
a b
c d
) ∈M2(A) which
preserve the space F
(
1 0
0 −1
)
under the operation
(
a b
c d
)
: M 7→ (a bc d)M( d −b−c a)
on M2(A). An element
(
a b
c d
) ∈ M2(A) lies in ĜSpA(1 00 −1) if and only if ab
and cd lie in A− and there exists an element m ∈ F× such that ad + bc = m
(and equivalently da + cb = m). The fact that our matrix
(
1 0
0 −1
)
equals its
inverse implies that if
(
a b
c d
) ∈ ĜSpA(1 00 −1) then so is ( d −b−c a) (with the same
multiplier m), so that ca and db belong to A− and ad + cb = m as well as
da+ bc = m. We call these relations the GSp relations, and the map taking an
element of ĜSpA
(
1 0
0 −1
)
to the scalar m by which its action multiplies
(
1 0
0 −1
)
is a group homomorphism ĜSpA
(
1 0
0 −1
) → F×. Now, any element (a bc d) of
ĜSpA
(
1 0
0 −1
)
, with multiplier m, satisfies N
M2(A)
F
(
a b
c d
)2
= m8 (for the reduced
norm of the degree 8 algebra M2(A) over F). The function
N
M2(A)
F
m4 is thus a
group homomorphism ĜSpA
(
1 0
0 −1
)→ {±1}, and we define GSpA(1 00 −1) to be
it kernel. We shall see in Lemma 9.3 below that unless A = M4(F), the latter
homomorphism is trivial and ĜSpA
(
1 0
0 −1
)
and GSpA
(
1 0
0 −1
)
coincide, so that
the reduced norm condition becomes redundant. The kernel of the restriction of
m to ĜSpA
(
1 0
0 −1
)
is just the symplectic group SpA
(
1 0
0 −1
)
consisting of those
matrices which preserve the element
(
1 0
0 −1
)
itself under this operation, and have
reduced norm 1.
We begin our analysis of this group with the following
Lemma 9.2. Let
(
a b
c d
)
be an element of ĜSpA
(
1 0
0 −1
)
, with multiplier m. If
a ∈ A× then (a bc d) is the product (1 0β 1)(a 00 ma−1)(1 α0 1) with α and β from A−.
Moreover, these matrices lie in GSpA
(
1 0
0 −1
)
.
Proof. ba and ac lie in A− by the GSp relations, and since a ∈ A× we find that
α = a−1b = a−1(ba)a −1 and β = ca−1 = a −1(ac)a−1 are also in A−. Hence
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b = aα and c = βa, and as da + cb = m by the GSp relations, it follows that
d = ma−1+βaα. But this is easily seen to be the value of the asserted product.
We claim that the multipliers lie in GSpA
(
1 0
0 −1
)
, which will prove the second
assertion. In order to evaluate the reduced norms we may extend scalars to a
splitting field of A, and then we evaluate 8×8 determinants. Now, the unipotent
elements become unipotent 8 × 8 matrices, hence they have determinant 1, in
correspondence with their multipliers being 1. The diagonal matrix is a block
matrix, hence has reduced norm NA
F
(a) · NAmF(a−1) = m4, which proves the
claim as the multiplier of this element is m. This completes completes the proof
of the lemma.
The following technical result will be very useful in what follows.
Lemma 9.3. Given any element
(
a b
c d
) ∈ GSpA(1 00 −1), there exists v ∈ A−
such that the result of multiplying it from the left by a matrix of the sort product(
1 v
0 1
)
has an invertible upper left entry. In fact, this is the case for “almost any
v ∈ A−”. In addition, GSpA
(
1 0
0 −1
)
has index 2 in ĜSpA
(
1 0
0 −1
)
if and only if
A is split.
Proof. The upper left entry of the product in question is a + vc. By fixing an
arbitrary non-zero w ∈ A−, consider the expression NA
F
(a+ swc) as a function
of s ∈ F. It is a polynomial of degree not exceeding 4 in s. Now, if a ∈ A×
then this polynomial never vanishes at s = 0. Hence for all but at most 4
(non-zero) values of s (the roots of this polynomial), v = sw has the desired
property (in fact, this polynomial has at most two roots, as it decomposes as
the product of the global constant NA
F
(a) with the polynomial NA
F
(1+ swca−1)
and the latter expression is a square by the proof of Lemma 9.2 and Lemma
9.5 below). In case a = 0 we know that c must be invertible (for the GSp
relation ad + bc = mI to be possible), and then with any anisotropic v the
element a + vc = vc is invertible. This covers the case where A is a division
algebra (since then either a = 0 or a ∈ A×), so assume that A = M2(B) for
B a quaternion algebra over F. We only have to consider the case where a is
non-zero singular 2 × 2 matrices over B. Hence there exist σ and τ in B, not
both zero, such that a
(
σ
τ
)
= 0 as a 2-vector over B. As a 6= 0, this allows us
to construct some y ∈ GL2(B) such that ay has right column 0. It is then
easy to find x ∈ GL2(B) such that xay =
(
1 0
0 0
)
, and by multiplying
(
a b
c d
)
from the left by
(
y 0
0 y−1
)
and from the right by
(
x 0
0 x−1
)
we may consider only
elements with a =
(
1 0
0 0
)
. Indeed, the right multiplication by
(y 0
0 y−1
)
does not
affect our assertions, and conjugating
(
1 v
0 1
)
by
(
x 0
0 x−1
)
yields just
(
1 xvx
0 1
)
, with
xvx ∈ A−. Write c as (λ µκ ν), with entries from B. The GSp condition ca ∈ A−
implies ν = 0 and κ ∈ F, and as da + bc = mI is invertible, we find that
µ ∈ B×. Choose w of the sort (σ −r1 −σ), and consider the polynomial in s defined
above. As a+ swc =
(
1+sσλ+srκ sσµ
sλ−sκσ sµ
)
, one may use Lemma 2.1 to evaluate the
coefficients of the powers of s in the resulting expression from the formula from
Proposition 5.3, which gives us s2NB
F
(µ) + 2s3κNB
F
(µ)|w|2 + s4NA
F
(w)NA
F
(c).
Evaluating NA
F
(c) as κ2NB
F
(µ) (by Proposition 5.3) and using Corollary 5.4,
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this polynomial is (up the the global scalar NB
F
(µ) ∈ F×) just s2(1 + κ|w|2s)2.
Hence our upper entry is invertible for all non-zero s if w is isotropic or c is not
invertible (i.e., κ = 0), and we also have to omit the value s = − 1κ|w|2 otherwise.
As these are at most two values of s and chF 6= 2, there is at least one multiple
of w which we yields an invertible a + swc. Note that we have only assumed
that our matrix lies in ĜSpA
(
1 0
0 −1
)
, so that the last assertion of Lemma 9.2
implies that ĜSpA
(
1 0
0 −1
)
= GSpA
(
1 0
0 −1
)
whenever A is not split.
Consider now the case B =M2(F) and A =M4(F). By an argument similar
to the one given above, we may restrict attention to the case where a is
(
Ik 0
0 0
)
for
some 1 ≤ k ≤ 3. If k = 2 then c = (α βγ δ) once again (with entries from M2(F)),
the GSp condition imply δ = 0, γ ∈ FI, and β ∈ GL2(F), and the argument
from the case of B division works equally well. In particular, all these elements
(as well as the elements containing invertible entries) lie in GSpA
(
1 0
0 −1
)
. We
now claim that the cases k = 3 and k = 1 can only occur for elements of
ĜSpA
(
1 0
0 −1
)
which are not in GSpA
(
1 0
0 −1
)
. First we demonstrate the existence
of elements of ĜSpA
(
1 0
0 −1
)
which are not in GSpA
(
1 0
0 −1
)
: One example is the
matrix
(
e f
g h
)
in which e =
(
I3 0
0 0
)
, h =
(
0 0
0 I3
)
, f has only lower left entry 1
and other 15 entries vanish, and g has upper right entry 1 (and the rest 0),
with multiplier 1 and determinant −1. Consider now the case k = 3, and
write
(
α β
γ δ
)
with the entries from M2(F). The condition that ac =
(
0 0
0 I3
)(
α β
γ δ
)
lies in A− implies, in particular, that in the rightmost column of c the only
entry which may be non-zero is the upper right one, which we denote by t.
t may not vanish, for otherwise the matrix da + bc = mI would have to be
singular, a contradiction . But now left multiplication from our representative
of ĜSpA
(
1 0
0 −1
)
/GSpA
(
1 0
0 −1
)
would yield a matrix in M2(A) whose upper left
entry is
(
I3 0
∗ t
)
(where (∗ t) is the upper row of c). As this matrix is invertible,
the resulting element lies in GSpA
(
1 0
0 −1
)
, hence the original one
(
a b
c d
)
does not.
In the case k = 1, if none of the entries are invertible then c must have rank
3 (again, for da + bc = mI to be non-singular), and again we are in the case
k = 3. This completes the proof of the lemma.
Corollary 9.4. Any element of GSpA
(
1 0
0 −1
)
, with multiplier m, can be written
as
(
1 v
0 1
)(
1 0
β 1
)(
a 0
0 ma−1
)(
1 α
0 1
)
for some a ∈ A×, and u, α, and β from A−.
Proof. This follows directly from Lemmas 9.2 and 9.3.
Many arguments below shall make use of the following
Lemma 9.5. For η and ω in A−, define D(η, ω) = 1+ 2〈η, ω˜〉+ |ω|2|η|2. Then
the element 1+ηω of A− has reduced norm D(η, ω)2, and its product with 1+ω˜η˜
(from either side) yields the scalar D(η, ω).
Proof. The fact that the products (1 + ηω)(1 + ω˜η˜) and (1 + ω˜η˜)(1 + ηω) both
yield D(η, ω) easily follow from Lemma 5.2. For the reduced norm, multiply our
element by ω˜ from the right. The result is ω˜+|ω|2η (Lemma 5.2 again) and lies in
A−, so that its reduced norm is |ω˜+ |ω|2η|2 by Corollary 5.4. Moreover, Lemma
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2.1 evaluates this vector norm as |ω|2D(η, ω), so that this proves the assertion
for anisotropic ω. Assume now |ω|2 = 0. Take some ξ ∈ A− with |ξ|2 6= 0,
and consider the two expressions NA
F
(
1 + η(ω + sξ)
)
and D(η, (ω + sξ))2 for
s ∈ F. Both are polynomials of degree 4 in s, which were seen to coincide
wherever |(ω + sξ)|2 6= 0. The latter assumption occurs for any s other than
s = 0 or s = − 2〈ω,ξ〉|ξ|2 (Lemma 2.1 again and the isotropy of ω), so that we omit
at most two values. By extending scalars if necessary, we may assume that F
has more than 6 elements. Then we have two polynomials of degree 4 which
coincide on more than 4 elements of F, hence they must be the same polynomial.
Substituting s = 0 in the two equals polynomials verify the assertion for isotropic
ω as well. This completes the proof of the lemma.
The freedom of choice we have in Lemma 9.3 shows that there are many
different choices of parameters to get the same element of GSpA
(
1 0
0 −1
)
in the
form of Corollary 9.4. Hence some compatibility assertions will be required
wherever we use the form from that Corollary. these will be based on the
following
Lemma 9.6. Assume that the expression using a, v, α and β in Corollary
9.4 yields the same element (of multiplier m) as the one arising from c, w, γ,
and δ respectively. Then we have the equalities (i) c =
(
1 − (w − v)β)a, (ii)
δ = β−|β|
2(w˜−v˜)
D(β,w−v) , and (iii) γ = α−ma−1w−v−|w−v|
2β˜
D(β,w−v) a
−1.
Proof. The product from Corollary 9.4 equals
((1+vβ)a (1+vβ)aα+mva−1
βa βaα+ma−1
)
(matrix
multiplication). When we compare this matrix with the one arising from c, w, γ,
and δ, we first find that βa = δc and (1+vβ)a = (1+wδ)c. Multiplying the first
equality by w from the left and subtracting the result from the second equality
establishes (i). We write δ = βac−1, substitute c from part (i), use Lemma 9.5
for the inverse of 1 − (w − v)β, and apply Lemma 5.2, which proves part (ii).
We can now write aα as the upper right entry of our common matrix minus v
times the lower right entry and the same for cγ (but with w). Comparing yields
cγ = aα− (w − v)(βaα+ma−1), which equals cα−m(w − v)a−1. Multiplying
by c−1 from the left and using part (i) and Lemmas 9.5 and 5.2 again yields
part (iii). This proves the lemma.
In addition, the description of the product in the parameters from Corollary
9.4 is given in the following
Lemma 9.7. Given two elements g and h of GSpA
(
1 0
0 −1
)
, with multipliers m
and n respectively, assume that v ∈ A− is such that left multiplication of both
g and gh by
(
1 −v
0 1
)
yields matrices with invertible upper left entry. Then if
a, v, α and β are the parameters thus obtained for g as in Corollary 9.4 and
e, z, κ, and ν are parameters for h, then parameters for gh may be taken as
x, v, ξ, and ζ with x = a
(
1 + (α + z)ν
)
e, ξ = κ + ne−1 α+z+|α+z|
2ν˜
D(α+z,ν) e
−1, and
ζ = β +ma −1 ν+|ν|
2(α˜+z˜)
D(α+z,ν) a
−1.
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Proof. Comparing the expressions for the product shows that the expression(
a 0
0 ma−1
)(
1 α+z
0 1
)(
1 0
ν 1
)(
e 0
0 ne−1
)
equals
(
1 0
ζ−β 1
)(
x 0
0 mnx−1
)(
1 ξ−κ
0 1
)
. When we
consider the upper left entries of both sides we obtain the asserted value for x.
The values for ξ (resp. ζ) is obtained by comparing the upper right (resp. lower
left) entries, using the value of x, Lemma 9.5, and Lemma 5.2. This proves the
lemma.
Now, the group which will end up being the Gspin group is, in general, not
the full group GSpA
(
1 0
0 −1
)
, but a double cover of a certain subgroup. This
subgroup is defined using the following
Proposition 9.8. The map ϕ which takes an element of GSpA
(
1 0
0 −1
)
, decom-
poses it as in Corollary 9.4, and sends it to the image of NA
F
(a) in F×/(F×)2
is a well-defined group homomorphism ϕ : GSpA
(
1 0
0 −1
)→ F×/(F×)2.
Proof. Given two decompositions of the same element of GSpA
(
1 0
0 −1
)
, part (i)
of Lemma 9.6 shows that the reduced norms used to define ϕ in these decomposi-
tions differ by the reduced norm of an element of the form considered in Lemma
9.5. Hence, by that lemma, the result in F×/(F×)2 is the same for both decom-
positions. Hence ϕ is well-defined. Now, given two elements of GSpA
(
1 0
0 −1
)
,
the level of freedom in Lemma 9.3 allows us to find v ∈ A− for which left mul-
tiplication by
(
1 −v
0 1
)
renders the upper left entries of both g and gh invertible.
We then invoke Lemma 9.7, and using Lemma 9.5 for the reduced norm of the
multiplier between a and e in x there shows that ϕ is also multiplicative. This
proves the lemma.
Note that the choice of the upper left entry in Proposition 9.8 is arbitrary,
but does not affect the value of ϕ in the sense that a similar definition in terms of
another entry would yield the same result. Indeed, ϕ is a group homomorphism
(Proposition 9.8) which attains 1 on the unipotent matrices and GSpA
(
1 0
0 −1
)
contains the element
(
0 1
1 0
)
, which has multiplier 1. As the latter element may
be obtained from the parameters v = −u, a = u, and α = β = u˜|u|2 in Corollary
9.4 for some anisotropic u (by Lemma 5.2), Corollary 5.4 shows that ϕ
(
0 1
1 0
)
is
also trivial. It thus suffices to compare the reduced norms of the entries b, c,
and d in the matrix
(
a b
c d
)
when given in the form of Lemma 9.2, and see that if
one of them is invertible then it has the same reduced norm as a up to (F×)2.
For b and c the assertion follows directly from Corollary 5.4, while adm (or
da
m ) is
an element of the form given in Lemma 9.5. Hence ϕ is more intrinsic than it
seems at first sight. In particular, in case an element of GSpF
2
A
(
1 0
0 −1
)
has any
invertible entry, we may use the reduced norm of that entry in order to evaluate
the ϕ-image of that element.
Denote the kernel of the map ϕ from Proposition 9.8 by GSpF
2
A
(
1 0
0 −1
)
. We
now construct a certain group automorphism of a double cover of the subgroup
GSpF
2
A
(
1 0
0 −1
)
, which is again based on some choice of square root. For the
definition we shall use
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Lemma 9.9. Let a, v, α, β, c, w, γ, and δ as in Lemma 9.6, and assume
that the (common) element lies in GSpF
2
A
(
1 0
0 −1
)
. Let t ∈ F× be such that
NA
F
(a) = t2, and denote tD(β,w − v) by s. The following expressions remain
invariant by replacing a by c, v by w, α by γ, β by δ, and t by s: (i) tβ˜a −1.
(ii) t(1 + v˜β˜)a −1. (iii) tβ˜a −1α˜+ mt a. (iv) t(1 + v˜β˜)a
−1α˜+ mt v˜a.
Proof. Lemma 9.5 and part (i) of Lemma 9.6 yield c −1 = 1−(w˜−v˜)β˜D(β,w−v)a
−1. Part
(i) then follows from the definition of s, Lemma 9.5, and part (ii) of Lemma
9.6. Part (ii) is now obtained from part (i), the latter equation, the definition
of s, and simple algebra. Now, part (iii) of Lemma 9.6, Lemma 5.6, and the
assumption on t imply sc −1γ˜ = t
(
1 − (w˜ − v˜)β˜) −1α˜ − mt (w˜ − v˜)a. Part (iii)
is established using part (ii) of Lemma 9.6, Lemma 9.5, and the definition of
s. Part (iv) now follows from the latter equality and part (iii). This completes
the proof of the lemma.
By definition, an element of GSpA
(
1 0
0 −1
)
belongs to GSpF
2
A
(
1 0
0 −1
)
if and
only if when decomposed as in Corollary 9.4, the diagonal matrix has entries
from A(F
×)2 . Using the double cover A˜(F
×)2 from Lemma 5.7 we now have
Theorem 9.10. The group GSpF
2
A
(
1 0
0 −1
)
admits a well-defined double cover
G˜Sp
F
2
A
(
1 0
0 −1
)
, in which the parameter a ∈ A(F×)2 from Corollary 9.4 is replaced
by an element (a, t) ∈ A˜(F×)2 lying over it. Define a map ψ from G˜SpF
2
A
(
1 0
0 −1
)
to itself by replacing the paramter (a, t) by
(
ta −1, t
)
and sending the other
paramters from Corollary 9.4 to their θ-images. Then ψ is a well-defined group
automorphism of order 2 of G˜Sp
F
2
A
(
1 0
0 −1
)
, which commutes with the multiplier
map to F×.
Proof. Assume, as in Lemma 9.6, that two sets of paramters in Corollary 9.4, say
a, v, α and β versus c, w, γ, and δ, describe the same element of GSpF
2
A
(
1 0
0 −1
)
.
Lemma 9.5 and part (i) of Lemma 9.6 show that the same element of the double
cover G˜Sp
F
2
A
(
1 0
0 −1
)
is obtained from (a, t), v, α and β and from
(
c,D(v−w, β)t),
w, γ, and δ. Hence this double cover is well-defined. Consider now our element
of GSpF
2
A
(
1 0
0 −1
)
written in terms of the parameters (a, t), v, α and β. Its matrix
form appears at the beginning of the proof of Lemma 9.6, and one sees that its
ψ-image (using these parameters) has precisely the four entries which appear in
the various parts of Lemma 9.9. But this lemma precisely shows that taking the
set of parameters
(
c,D(v−w, β)t), w, γ, and δ instead yields the same entries.
This shows that ψ is well-defined, and its image is clearly in G˜Sp
F
2
A
(
1 0
0 −1
)
again
and has the same multiplier. It is a map of order 2 since so are θ and the map
(a, t) 7→ (ta −1, t) on A˜(F×)2 . Finally, let (e, r), z, κ, and ν be parameters of
another element of G˜Sp
F
2
A
(
1 0
0 −1
)
and assume that v represents a parameter also
for the product of these two elements. Then Lemma 9.7 provides expressions
for the parameters x, v, ξ, and ζ of the product in GSpF
2
A
(
1 0
0 −1
)
, and Lemma
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9.5 shows that we may replace x by
(
x, tD(a+ z, ν)r
)
for the parameter of the
product in the double cover G˜Sp
F
2
A
(
1 0
0 −1
)
. Showing that ψ is multiplicative
amounts to verifying that sending (a, t) to
(
ta −1, t
)
, (e, r) to
(
re −1, r
)
, and
the A−-parameters v, α, β, z, κ, and ν to their θ-images results in the same
effect on
(
x, tD(a + z, ν)r
)
and on ξ and ζ (the parameter v of the product
already appears). Now, for x this follows directly from Lemma 9.5 and the
multiplicativity of y 7→ y −1 on A×, and for ξ and ζ this follows from Lemma
5.6, the assumptions on r and t, the preservation of multipliers, and the fact
that θ preserves the bilinear form on A− (this is relevant also for the action on
the denominators D(η, ω)). This completes the proof of the theorem.
As with ϕ, the automorphism ψ from Theorem 9.10 may be defined using the
other entries, hence is a more intrinsic automorphism of G˜Sp
F
2
A
(
1 0
0 −1
)
that one
might think at first. To see this, observe that the element
(
0 1
1 0
)
, of multiplier 1,
equals its ψ-image with the appropriate choice of square root: Indeed, it may be
obtained from a set of parameters arising from an anisotropic vector u, and the
result is independent of u. By taking the square root −|u|2 for the reduced norm
of a = u (Corollary 5.4 again), we find that ψ just replaces every instance of u
by u˜, and the resulting matrix must therefore be
(
0 1
1 0
)
again. Hence we may
use the same argument as for ϕ in order to obtain that ψ may be evaluated, for
example, by applying (g, t) 7→ (tg −1, t) to any invertible entry of the matrix in
question. However, we shall stick to our form of Corollary 9.4 in what follows.
The relation between the group GSpF
2
A
(
1 0
0 −1
)
and the space A− ⊕H from
Lemma 9.1 (embedded in M2(A) as described above) begins to reveal itself in
the following
Lemma 9.11. Any anisotropic vector U ∈ A− ⊕H lies also in GSpF2A
(
1 0
0 −1
)
,
with multiplier |U |2. The involution ψˆ = IdH ⊕ θ of A− ⊕ H coincides, on
anisotropic elements, with the map ψ from Theorem 9.10, after an appropriate
lift of these elements into the double cover G˜Sp
F
2
A
(
1 0
0 −1
)
. The products Uψˆ(U)
and ψˆ(U)U both equal the scalar |U |2, and the for pairing of two vectors U and
V in A− ⊕H we have 2〈U, V 〉 = Uψˆ(V ) + V ψˆ(U) = ψˆ(U)V + ψˆ(V )U .
Proof. For the first assertion we evaluate
(
u −p
q −u˜
)(
1 0
0 −1
)(
u˜ p
−q −u
)
(recall that u
and u˜ are in A−), and the result is indeed |U |2(1 00 −1) for U = (u −pq −u˜). In
case p 6= 0, we multiply U by (1 00 −1) (the simplest element with multiplier
−1, clearly equals its ψ-image) and by (0 11 0) from the right. The resulting
element has multiplier pq−|u|2, and it may be obtained by taking the parameters
a = p (with the square root p2 of NA
F
(p) = p4), v = 0, α = up , and β =
u˜
p .
As p2p −1 = p once again, ψ just applies θ to the coordinates u and u˜, and
multiplying by
(
0 1
−1 0
)
(which was seen to equal its ψ-image) from the right
again proves the assertion for the case p 6= 0. Otherwise |u|2 6= 0, and we choose
the parameters v = α = 0, a = u (for the reduced norm of which Corollary
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5.4 allows us to take −|u|2 as a square root), and β = qu˜|u|2 . The resulting ψ-
image is once again obtained by just applying θ to u and to u˜, completing the
verification of this assertion. Now, the products Uψˆ(U) =
(
u −p
q −u˜
)(
u˜ −p
q −u
)
and
ψˆ(U)U =
(
u˜ −p
q −u
)(
u −p
q −u˜
)
are easily evaluated, by Lemma 5.2, as |U |2I, and the
last assertion now follows from Lemma 2.1. This proves the lemma.
More importantly, we also have
Proposition 9.12. If U ∈ A− ⊕ H and (g, ψ(g)) ∈ G˜SpF2A (1 00 −1) then the
matrix gUψ(g)−1 also lies in A− ⊕H, and it has the same vector norm as U .
Proof. It suffices to prove the assertion for a generating subset of G˜Sp
F
2
A
(
1 0
0 −1
)
.
By Corollary 9.4, the set of diagonal and unipotent matrices is a generating set.
ψ operates as θ on the A−-coordinates of the unipotent generators (by choosing
1 to be the square root of NA
F
(1)), while on the diagonal ones it operates as
(a, t) 7→ (ta −1, t). The composition with inversion as −θ on the unipotent ones
and (a, t) 7→ (at , 1t ) on the diagonal ones. The action of (1 v0 1) thus leaves q
invariant, takes u to u+ qv and u˜ to u˜+ qv˜, and p to p+ uv˜+ vu˜+ qvv˜.
(
1 0
w 1
)
sends q to q+wu+ u˜w˜+ pww˜, u to u+ pw˜, u˜ to u˜+ pw, and leaves p invariant.
Finally, applying
(
a 0
0 ma−1
)
multiplies q by mt and p by
t
m , and maps u to
aua
t ,
u˜ to ta −1u˜a−1. The image of u is the the image of u˜ under θ in all these cases
(this is clear in the first two operations and uses Lemma 5.6 and the fact that
t2 = NA
F
(a) for the latter case). In addition, the expressions we add to p in
the first case and q in the second case are 2〈u, v〉+ q|v|2 and 2〈u, w˜〉+ p|w|2 by
Lemma 5.2 respectively, multiplying which by q (resp. p) yields |u+ qv|2 − |u|2
(resp. |u + pw˜|2 − |u|2) by Lemma 2.1. The fact that Lemma 5.7 implies that∣∣aua
t
∣∣2 = |u|2 for the latter generators now completes the verification of both
assertions for all the necessary cases. This proves the proposition.
We shall also make use of the following
Lemma 9.13. Let U ∈ A− ⊕H and (g, ψ(g)) ∈ G˜SpF2A (1 00 −1) be given. Then
the equality ψˆ
(
gUψ(g)−1
)
= ψ(g)ψˆ(U)g−1 holds.
Proof. First, Proposition 9.12 shows that gUψ(g)−1 ∈ A−⊕H and it has vector
norm |U |2. In particular, its ψˆ-image is defined. Now, using Lemma 9.11 we
write
gUψ(g)−1ψˆ
(
gUψ(g)−1
)
= |gUψ(g)−1|2 = |U |2 = g|U |2g−1
(since |U |2 is a scalar), and applying Lemma 9.11 again the latter term can be
presented as gUψˆ(U)g−1 = gUψ(g)−1 ·ψ(g)ψˆ(U)g−1. If U is anisotropic (hence
invertible) then so is gUψˆ(U)g−1, and the assertion follows for such U . For
the rest we observe that both sides are linear in U and A− ⊕H is spanned by
anisotropic vectors. This completes the proof of the lemma.
We can now give more details to the group action in this case:
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Lemma 9.14. The group G˜Sp
F
2
A
(
1 0
0 −1
)
maps to O(A− ⊕H) with kernel F×,
in which the choice of the square root of the reduced norm of the coordinate r
of rI is r2. Let ψ˜ be an element generating a group of order 2. If ψ˜ operates
on G˜Sp
F
2
A
(
1 0
0 −1
)
as the automorphism ψ then sending it to the involution ψˆ on
A− ⊕H yields a map from the semi-direct product of {1, ψ˜} with G˜SpF
2
A
(
1 0
0 −1
)
to O(A− ⊕H).
Proof. Proposition 9.12 defines a map G˜Sp
F
2
A
(
1 0
0 −1
) → O(A− ⊕ H). Given
r ∈ F×, the scalar matrix rI lies in GSpF2A
(
1 0
0 −1
)
(with multiplier r2), and one
easily verifies that it equals its ψ-image if the square root of NA
F
(r) = r4 is taken
to be r2. This defines an embedding of F× into G˜Sp
F
2
A
(
1 0
0 −1
)
, with image in the
kernel of the action on A− ⊕H by the centrality of such rI. In order to show
that these are the only elements operating trivially, let
(
a b
c d
)
be an element
of GSpF
2
A
(
1 0
0 −1
)
, with multiplier m, and let
(
e f
g h
)
describe the inverse of its
ψ-image (with multiplier 1m ). The action sends the elements
(
0 0
1 0
)
and
(
0 1
0 0
)
of A− ⊕H to (be bfde df) and (ag ahcg ch) respectively. If the action is trivial, we must
have be = bf = 0 and cg = ch = 0. But then we get, from the GSp relations
for
(
e f
g h
)
, the equalities b = mb(eh+ fg) = 0 and c = mc(he+ gf) = 0, so that
a ∈ A(F×)2 with NA
F
(a) = t2, d = ma −1, f = g = 0, e = at , and h =
ta−1
m .
But the action on A− ⊆ A− ⊕ H was seen in Proposition 9.12 to be via the
map from Lemma 5.7, which shows that the only elements (a, t) ∈ A˜(F×)2 which
act trivially are of the form (r, r2) with r ∈ F×. In order for the action of
this element to be trivial also on H ⊆ A− ⊕H , the formula from Proposition
9.12 implies that m must be r2 as well, so that our element is indeed rI with
ψ-image also rI (note that using the other sign for the ψ-image yields elements
operating as −IdA−⊕H). The fact that ψˆ clearly lies in O(A− ⊕ H) and the
scalar 1m(g) operates trivially now implies, together with Lemma 9.13, that the
map to O(A−⊕H) is well-defined on the semi-direct product in question. This
proves the lemma.
Once again, we shall need an assertion about reflections:
Lemma 9.15. An anisotropic vector g ∈ A−⊕H may be lifted to G˜SpF
2
A
(
1 0
0 −1
)
such that its ψ-image is −ψˆ(g). The map taking U ∈ A− ⊕H to the image of
ψˆ(U) under the action of this lift of g is the reflection in g.
Proof. By Lemma 9.11, such g lies in GSpF
2
A
(
1 0
0 −1
)
, and ψ(g) can be taken from
{±ψˆ(g)}. Hence such a lift to G˜SpF
2
A
(
1 0
0 −1
)
exists, and operates orthogonally
on A− ⊕ H by Proposition 9.12 (or Lemma 9.14). In the evaluation of the
result on U = g the two factors involving ψˆ(g) cancel to give just −g. On the
other hand, if u ∈ g⊥ then Lemma 9.11 allows us to replace gψˆ(U) by −Uψˆ(g),
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and a similar argument shows that the final result is just U . This proves the
lemma.
We can finally prove
Theorem 9.16. The group G˜Sp
F
2
A
(
1 0
0 −1
)
is the Gspin group Gspin(A− ⊕H).
It is generated by lifts of anisotropic elements A−⊕H whose ψ-images coincide
with their −ψˆ-images, so that GSpF2A
(
1 0
0 −1
)
is generated by (A−⊕H)∩GL2(A).
The spin group spin(A− ⊕ H) is the double cover S˜pF
2
A
(
1 0
0 −1
)
of SpF
2
A
(
1 0
0 −1
)
defined by those pairs in G˜Sp
F
2
A
(
1 0
0 −1
)
having multiplier 1.
Proof. Lemma 9.15 and Proposition 2.2 show, as in all the previous cases, that
the map from the semi-direct product of Lemma 9.14 to O(A−⊕H) is surjective.
Moreover, ψˆ has determinant −1 as an element of O(A− ⊕H) (it inverts a 3-
dimensional subspace and leaves the elements of its orthogonal complement
invariant), so that G˜Sp
F
2
A
(
1 0
0 −1
)
maps to SO(A− ⊕ H) (Lemma 9.15 again),
with kernel F×, and the map is again surjective (by index considerations). This
shows that Gspin(A−⊕H) = G˜SpF
2
A
(
1 0
0 −1
)
, and the structure of the semi-direct
product shows (using Lemma 9.15 and Proposition 2.2 again) that this group
is generated by those elements of G˜Sp
F
2
A
(
1 0
0 −1
)
lying over (A− ⊕H) ∩GL2(A)
whose images under ψ and−ψˆ coincide. The generation ofGSpF2A
(
1 0
0 −1
)
follows,
as the projection from the double cover is surjective. As the element ψˆ of
O(A− ⊕H) inverts a subspace of determinant 1, it has spinor norm 1. Hence
Lemma 9.15 implies that this lift of invertible g ∈ A− ⊕ H has spinor norm
|g|2, which coincides with the multiplier of this element. As these were seen to
be a generating set for G˜Sp
F
2
A
(
1 0
0 −1
)
, the spinor norm of any element of the
latter group is its multiplier (modulo squares). The fact that this map factors
through the projection to GSpF
2
A
(
1 0
0 −1
)
is related to the space A− ⊕H having
discriminant 1, so that multiplying by −IdA−⊕H does not affect the spinor
norms. Therefore SO1(A− ⊕H) consists of the images of those elements whose
norm is a square, and multiplication by suitable elements from the kernel F×,
we may restrict to elements of multiplier 1. These are the elements of the double
cover S˜p
F
2
A
(
1 0
0 −1
)
of the symplectic group SpF
2
A
(
1 0
0 −1
)
which is defined by the
multiplier 1 condition. As the only scalars with multiplier 1 are ±1, this is the
kernel of the (surjective) map from S˜p
F
2
A
(
1 0
0 −1
)
onto SO1(A−⊕H), whence the
former group is indeed spin(A− ⊕H). This proves the theorem.
Our space A− ⊕ H is already assumed to be isotropic. However, we may
consider what happens when it splits more than one hyperbolic plane.
Corollary 9.17. In case A−⊕H splits more than one hyperbolic plane, there is
a quaternion algebra B over F such that the Gspin and spin groups are isomor-
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phic to double covers of the subgroups of GSp4(B) and Sp4(B) whose presenta-
tion as in Corollary 9.4 (but with M2(B)
− replaced withMHer2 (B) and the lower
right entry of the diagonal generators being mιB(a)
−t rather than ma −1) uses
parameters from GL
(F×)2
2 (B) ⊆ GL2(B). If it splits more than two hyperbolic
planes, then our space is the direct sum of 4 hyperbolic planes, and our descrip-
tion of the spin group presents it as a double cover of the group SO1
(
0 I
I 0
)
of
the direct sum of 4 hyperbolic planes in two ways, which are inequivalent to one
another or to the natural presentation as a double cover of such a group. The
Gspin group is a double cover of a subgroup of the general special orthogonal
group of the direct sum of 4 hyperbolic planes, again in two inequivalent ways.
Proof. Conjugation by an arbitrary element
(
e f
g h
) ∈ GL2(A) takes the group
GSpA
(
1 0
0 −1
)
to the GSp group of the matrix
(
e f
g h
)(
1 0
0 −1
)(
h −f
−g e
)
, with the
same multipliers. ϕ may be defined through the reverse conjugation, and con-
jugating any ψ-image by the same matrix yields an order 2 automorphism of a
double cover of the kernel of this ϕ (we may also transfer the action on A−⊕H
by conjugating its image as well). When we do this with
(
e f
g h
)
=
(
1 0
0 R
)
for
R ∈ A− ∩ A× (and multiplying by the global scalar −1) we get GSpA
(
R 0
0 R
)
.
In this case Corollary 5.4 shows that the GSpF
2
A (or kerϕ) condition keeps its
shape, since this conjugation just multiplies the entries by R or R−1. When
the A− part of A− ⊕H is also isotropic, Corollary 5.10 shows that we can take
A =M2(B), and we choose the element R =
(
0 −1
1 0
)
. An application of Lemma
1.3 once on matrices inM2(A) and another time on the entries from A =M2(B)
shows thatGSpM2(B)
(
R 0
0 R
)
is exactly the group of matrices g ∈M4(B) such that
g
(
0 −I
I 0
)
ιB(g)
t is some multiple of
(
0 −I
I 0
)
. The group GSpM2(B)
(
R 0
0 R
)
is thus
GSp4(B), and the same for the symplectic groups: SpM2(B)
(
R 0
0 R
)
= Sp4(B).
Applying this to the generators appearing in Corollary 9.4 indeed yields the gen-
erators appearing in the parentheses, and as the upper left entry is not affected,
we get the asserted description of the Gspin and spin groups.
We can also conjugate with
(
1 0
0 S
)
with S ∈ A+, yielding GSpA
(
S 0
0 −S
)
.
If A− splits more than one hyperbolic plane then A− ⊕ H is the sum of 4
hyperbolic planes (see Corollary 5.10 again), B = M2(F), and A = M4(F).
We choose S to be the tensor product of
(
0 −1
1 0
)
with itself, i.e., the matrix(
α β
γ δ
) ∈ M4(F) in which α = δ = 0 and γ = −β = (0 −11 0) ∈ M2(F). By
the form of the conjugating matrix, the definition of kerϕ remains the same
also in this case. After applying Lemma 1.3 twice as in the previous case, plus
another time on the entries of B = M2(F), the group ĜSpA
(
S 0
0 −S
)
is seen to
be the group of matrices g ∈ M8(F) such that g
(
0 I
I 0
)
gt is a multiple of
(
0 I
I 0
)
(i.e., the general orthogonal group of that matrix). GSpA
(
S 0
0 −S
)
is then the
general special orthogonal group, in which the determinant is the 4th power of
the multiplier, and SpA
(
S 0
0 −S
)
is just SO
(
0 I
I 0
)
.
We claim that the map ϕ on SpM4(F)
(
1 0
0 −1
)
corresponds to the spinor norm
in this presentation as a special orthogonal group. It suffices to verify this
again on a set of generators, and we use those from the proof of Proposition
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9.12 once more. Recall that we must take the conjugates of our elements by(
1 0
0 S
)
, and that S ∈ M4(F)+ and satisfies S2 = I. This conjugation replaces(
1 v
0 1
)
and
(
1 0
w 1
)
by
(
1 vS
0 1
)
and
(
1 0
Sw 1
)
, with vS being in Mas4 (F) by two
applications of Lemma 1.3 (as in Corollary 5.11), and Sw = SwS · S lies there
as well. For
(
a 0
0 a−1
)
(we restrict to elements of multiplier 1, since we do not
consider “spinor norms for general orthogonal groups” here), the choice of S
and Lemma 1.3 imply that after conjugation, a −1 is replaced by a−t. Now, the
unipotent generators (which lie in kerϕ) are squares in SpA
(
1 0
0 −1
)
(a square root
is obtained by dividing the entry vS or Sw fromMas4 (F) by 2). Hence they have
trivial spinor norms since the range F×/(F×)2 of the spinor norm has exponent
2. For
(
a 0
0 a−t
)
with a ∈ GL4(F), we recall that the latter group is generated by
elementary matrices, which operate only on two of these hyperbolic planes. It
thus suffices to consider the operation of
(
g 0
0 g−t
)
with g ∈ GL2(F) on the direct
sum of two hyperbolic planes. But Corollaries 4.5 and 4.6 show that the latter
space is isometric to M2(F) with the determinant as the vector norm, the Gspin
group being the “equal determinant subgroup” of the product of two copies of
GL2(F). By considering the first hyperbolic plane as generated by
(
1 0
0 0
)
and(
0 0
0 1
)
and the second one by
(
0 0
1 0
)
and
(
0 −1
0 0
)
, the action of
(
g 0
0 g−t
)
becomes
the action of the pair consisting of g and
(
1 0
0 det g
)
, and the spinor norm is indeed
det g. Thus SpF
2
M4(F)
(
1 0
0 −1
)
is isomorphic to SO1
(
0 I
I 0
)
, and our description of
the spin group as S˜p
F
2
M4(F)
(
1 0
0 −1
)
is once again a presented as spin
(
0 I
I 0
)
. We
thus have three representations of this group as a spin group of the direct sum
of 4 hyperbolic planes: The original one, the projection onto SpF
2
M4(F)
(
1 0
0 −1
)
,
and the composition of the latter projection with ψ. These representations are
not equivalent, since their kernels, all of order 2, are different: The non-trivial
element there is −I with ψ-image −I in the original representation, I with ψ-
image −I in the projection, and −I with ψ-image I in the composition. On
the other hand, GSpF
2
M4(F)
(
1 0
0 −1
)
is a subgroup of the general special orthogonal
group of
(
0 I
I 0
)
which is defined by some condition which restricts to the triviality
of the spinor norm on SO
(
0 I
I 0
)
, the Gspin group in question is a double cover
of this subgroup, and ψ presents it as a double cover of this subgroup in an
inequivalent way (again, the projections have different kernels). This completes
the proof of the corollary.
Note that the groups from Corollary 9.17 are not G˜Sp
F
2
A
(
1 0
0 −1
)
, but conju-
gates of the latter group inside GL2(A), with given conjugators. This yields a
definition for ψ on these groups. However, we shall conjugate this ψ by
(
R 0
0 R
)
or by
(
S 0
0 S
)
. The formula for the resulting map looks just like that of ψ, but
in which a is replaced by ιB(a)
t or just at, while θ : v 7→ v˜ on A− becomes
X 7→ −adjX onMHer2 (B) or T 7→ Tˆ onMas4 (F) (both having the property that
multiplication of the vector and its image under the involution yields the vector
norm). Hence when the groups from Corollary 9.17 are considered, this is the
choice of ψ with which they come.
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The fact that in the hyperbolic case we get 3 inequivalent 8-dimensional
representations of the spin group, in all of which the image is the SO1 group of
the direct sum of 4 hyperbolic planes, is an incarnation of triality for this case.
Triality exists for more general settings, namely some non-isotropic spaces of
dimension 8 and discriminant 1 (see Section 35 of [KMRT] for more details),
but our methods here restrict to the isotropic case.
We remark that allowing non-trivial spinor norms in the second case in
Corollary 9.17 is in some sense dual to allowing multipliers. We have seen
that the Gspin group was mapping to the general special orthogonal group in
this case. On the other hand, we may allow the map ψ from Theorem 9.10
to have a free choice of a scalar (not necessarily squaring to the reduced norm
of an entry), which would extend the definition of ψ to (an F×-cover of) all of
GSpA
(
1 0
0 −1
)
, not only to elements with trivial ϕ-image. The group constructed
in Theorem 9.10 would then be an F×-cover ofGSpA
(
1 0
0 −1
)
, and the action from
Proposition 9.12 and Lemma 9.14 may multiply the bilinear form on A−⊕H by
a scalar. In the split A case this was seen, when we considered the generators(
a 0
0 a−1
)
with multiplier 1, to produce elements whose image in the projection to
SO(M4(F)
− ⊕H), as well as in the composition of this projection with ψ, may
have arbitrary spinor norms (but the spinor norm does have to be the same for
these two maps).
In any case, we may have many alternative descriptions of this picture:
Corollary 9.18. Let Ξ be an element of G˜Sp
F
2
A
(
1 0
0 −1
)
, such that Ξψ(Ξ) is a
scalar r ∈ F×. Define the map ψΞ : G˜Sp
F
2
A
(
1 0
0 −1
) → G˜SpF2A (1 00 −1) by conju-
gating ψ by Ξ, i.e., ψΞ(g) = Ξψ(g)Ξ
−1. Let ψˆΞ be the composition of ψˆ with
the operation of Ξ on A− ⊕ H, and we embed the latter space into M2(A) by
multiplying the image from above by Ξ−1 from the right. Then all the assertions
from Lemma 9.11 to Theorem 9.16 and Corollary 9.17 hold by replacing every
U by U
(
0 −1
1 0
)
, ψ by ψΞ, and ψˆ by ψˆΞ, up to rescaling the bilinear forms by the
scalar r.
Proof. The assumption that Ξψ(Ξ) is central implies that ψΞ again has order
2 as an automorphism of G˜Sp
F
2
A
(
1 0
0 −1
)
. As an element V of the latter space is
UΞ−1 with U ∈ A−⊕H as above, its ψΞ-image equals Ξψ(U)ψ(Ξ)−1Ξ−1. This
coincides with our definition of ψˆΞ on U and the modified embedding, so that ψˆΞ
preserves this embedding of A−⊕H and is the restriction of a branch of ψΞ. In
addition, our assumption on Ξ implies that the latter expression is just Ξψˆ(U)r .
The original Lemma 9.11 now yields its modified version, with the appropriate
rescaling . Furthermore, multiplying our V by ψΞ(g)
−1 = Ξψ(g)−1Ξ−1 from the
right gives Uψ(g)−1Ξ−1. After left multiplication by g, the original Proposition
9.12 implies the modified one. All the rest now follows from these assertions in
the same way. This proves the corollary.
For example, if we take Ξ =
(
0 −1
1 0
)
(with r = 1) in Corollary 9.18 then
A− ⊕H becomes the space of matrices of the form (p uu˜ q), with the usual p, q,
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and u and with minus the “bi-quaternionic Moore determinant” as the vector
norm. The map ψˆΞ interchanges p and q with minus one another and leaves
A− pointwise fixed. In general, all the (equivalent) representations we get in
Corollary 9.18 are still based on the map ψ, which is more complicated, hence
we shall not present any of them explicitly.
10 Dimension 7, Representing the Discriminant
The spaces we consider here are given in
Lemma 10.1. The orthogonal complement of a vector in A− ⊕ H of some
vector norm −δ 6= 0 has discriminant δ and it contains a vector of norm δ. Any
vector space of dimension 7 containing a vector whose vector norm equals the
discriminant of the space can be obtained in this manner, up to rescaling .
We remark that if some vector Q has vector norm which equals the discrim-
inant of the space then it continues to hold after rescalings.
Proof. The discriminant and determinant of A− ⊕ H is 1. As a vector Q of
vector norm −δ spans a space of determinant −δ, the complement in A− ⊕H
has the same determinant −δ, and its discriminant is δ since (−1)7(7−1)/2 = −1.
As a hyperbolic plane contains vectors of any given vector norm, the Witt
Cancelation Theorem allows us to find some element of O(A−⊕H) taking Q to
some element of H ⊆ A− ⊕H . The orthogonal complement in H is generated
by a vector of vector norm δ, and its inverse image under the orthogonal map
we applied has the same vector norm. Conversely, adding some vector Q which
is perpendicular to the total space and such that |Q|2 is the determinant of
the space yields a space of discriminant 1. The sum of Q with a vector whose
vector norm is the discriminant of the space is then isotropic. Lemma 9.1 now
completes the proof of the lemma.
In view of Lemma 10.1, we write our space as A− ⊕ 〈δ〉, using a generator
of the orthogonal complement in H whose norm is δ. Moreover, we embed the
space A− ⊕H into M2(A) as seen after Lemma 9.1, and we choose Q to be the
matrix
(
0 −δ
1 0
)
(of vector norm −δ). We now have
Lemma 10.2. Given such A with ιB⊗ιC and δ, the groups Gspin(A−⊕〈δ〉) and
spin(A−⊕〈δ〉) are, up to isomorphism, the stabilizers of the matrix (0 δ1 0) in the
action given in Proposition 9.12 inside the groups G˜Sp
F
2
A
(
1 0
0 −1
)
and S˜p
F
2
A
(
1 0
0 −1
)
respectively. The double cover G˜Sp
F
2
A
(
1 0
0 −1
)
splits over Gspin(A−⊕〈δ〉). These
groups operate by conjugation on A− ⊕ 〈δ〉 if we identify the latter space as the
space of matrices of the form
(
p δu
u˜ −p
)
with u ∈ A− and p ∈ F, with the vector
norm being the “bi-quaternionic A−-Moore determinant” divided by −δ.
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Proof. The first assertion is proved by the same argument used for Lemma
6.2. Now, that the action from Proposition 9.12 is based on the map ψ, hence
an element of GSpF
2
A
(
1 0
0 −1
)
would stabilize
(
0 −δ
1 0
)
if and only if the ψ-image
of one of its lifts equals its conjugate by
(
0 −δ
1 0
)
. This yields the splitting of
the double cover over Gspin(A− ⊕ 〈δ〉), since every element there comes with
a natural choice of ψ-image. Take now Ξ =
(
0 −δ
1 0
)
in Corollary 9.18, which
equals its ψ-image and squares to −δ. The space thus obtained is the one
written explicitly here, and the remaining assertions follow since ψΞ(g) = g for
g ∈ Gspin(A− ⊕ 〈δ〉) by definition. This proves the lemma.
In order to give a more detailed description of the groups from Lemma 10.2,
we begin by proving
Lemma 10.3. If an element of G˜Sp
F
2
A
(
1 0
0 −1
)
lying over
(
e f
g h
) ∈ GSpF2A ( 1 00 −1)
stabilizes
(
0 −δ
1 0
)
then either e or g are invertible.
Proof. First observe that is (a, t) ∈ A˜(F×)2 then the action of the element(
a 0
0 ta−1
)
of G˜Sp
F
2
A
(
1 0
0 −1
)
, with ψ-image
(
ta−1 0
0 ma/t
)
, stabilizes this matrix. The
proof of Lemma 9.3 thus shows that it suffices to consider elements in which
e =
(
1 0
0 0
) ∈ A = M2(B) for some quaternion algebra B over F (for A division
the lemma is immediate). We have seen in the proof of Lemma 9.3 that g takes
the form
(
λ µ
r 0
)
with λ and µ from B and r ∈ F, and a similar argument shows
that f =
(
σ s
τ 0
)
where σ and τ are in B and s ∈ F. Moreover, µτ equals the
multiplier m (hence both µ and τ are invertible), and h has lower right entry
m+rs. As parameters for
(
e f
g h
)
in Corollary 9.4 may be taken to be v =
(
0 0
−1 0
)
,
a =
(
1 0
λ µ
)
, α with upper right entry s ∈ F, and β = (0 1r 0). The GSpF2A condi-
tion means that NB
F
(a) = NB
F
(µ) is a square, say t2, hence ta −1 =
(µ/t 0
λµ/t t
)
,
and the action of θ leaves u, β, and the s-entry of α invariant. The lowest row
of
(
1 v
0 1
)(
1 0
β 1
)
is (r 0 0 1), while in ta −1
(
1 α˜
0 1
)
the most upper right and lower
right entries are sµt and
mµ
t respectively. Hence the most lower right entry of
ψ
(
e f
g h
)
is (m+rs)µt . As ψ
(
e f
g h
)
has multiplier m, its inverse has (m+rs)µmt as its
most upper left entry. Now, the second row of
(
e f
g h
)(
0 −δ
1 0
)
is (τ 0 0 0),
so that the second row of the action of
(
e f
g h
)
on
(
0 −δ
1 0
)
starts with (m+rs)τµmt .
But we have assumed that
(
e f
g h
)
preserves
(
0 −δ
1 0
)
, so that the latter expression
must vanish. As τ and µ are in B× and m 6= 0, it follows that r 6= 0, whence
g =
(
λ µ
r 0
)
is invertible as desired. This completes the proof of the lemma.
The determination of the group from Lemma 10.2 may now be carried out
using the explicit formulae for ψ. The result is
Proposition 10.4. Any element of Gspin(A− ⊕ 〈δ〉) may be presented either
as
(
a −tδβ˜a−1
βa ta−1
)
with (a, t) ∈ A˜(F×)2 and β ∈ A−, or as (wc −sδc−1c sw˜c−1) where (c, s)
is in A˜(F
×)2 and w comes from A−.
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Proof. Lemma 10.3 implies that for every element
(
a b
c d
) ∈ GSpF2A ( 1 00 −1) which
stabilizes
(
0 −δ
1 0
)
, either
(
a b
c d
)
or
(
0 −δ
1 0
)(
a b
c d
)
has an invertible upper right
entry. In the first case a lies under some element (a, t) ∈ A˜(F×)2 , and Lemma
9.2 shows that b = βa for some β ∈ A−. Moreover, the formula from Theorem
9.10 shows that ψ
(
a b
c d
)
has left entry
(
ta−1
tβ˜a−1
)
, and if ψ
(
a b
c d
)
coincides with the
image of
(
a b
c d
)
under conjugation by
(
0 −δ
1 0
)
, then
(
a b
c d
)
must have the asserted
right colmun. If a is not invertible, then we may multiply
(
a b
c d
)
by
(
0 −δ
1 0
)
from
the left, obtain an element of the form just described, and dividing by
(
0 −δ
1 0
)
back again shows that our element must be of the second suggested form. This
proves the proposition.
Note that an element of the second form may be uniquely presented as the
product of an anisotropic element of A− ⊕ 〈δ〉 = (0 −δ1 0)⊥ ⊆ A− ⊕H in which
the lower left entry is 1 and a diagonal matrix stabilizing
(
0 δ
1 0
)
(the latter
multipliers form, as Proposition 10.4 shows, a group which is isomorphic to
A˜(F
×)2): Indeed, such an element is just the product
(
w δ
1 −w˜
)(
c 0
0 −rc−1
)
.
In total, we have
Theorem 10.5. The Gspin group of A− ⊕ 〈δ〉 consists of elements (a bc d) of
GSpF
2
A
(
1 0
0 −1
)
in which ad and bc are scalars from F, which square to NA
F
(a) (or
equivalently NA
F
(d)) and δ2NA
F
(c) (which equals also
NA
F
(b)
δ2 ) respectively. It is
characterized by either the two elements bd−1 and −δca−1 or the two elements
ac−1 and −δdb−1 being well-defined elements of A− which are θ-images of one
another. It is generated by anisotropic vectors of the form
(
v δ
1 −v˜
)
or
(
v 0
0 −v˜
)
.
The spin group consists of those elements in which the two scalars ad and bc
sum to 1.
Proof. Any element may be presented in one of the two forms given in Propo-
sition 10.4. In the first case we have ad = t and bc = tδ|β|2, while in the second
one these numbers are −s|w|2 and −δs respectively. The relations with the
reduced norms of a, b, c, and d are easily verified using Corollary 5.4 and the
definition of A˜(F
×)2 , and the relation between bd−1 and −δca−1 in the first case
and ac−1 and −δdb−1 in the third case are also immediate. Conversely, if (a bc d)
is a matrix in which ad and bc are scalars, not both zero, then either d = ta −1 or
b = −sδc −1 for some scalars t and s. If t2 = NA
F
(a) then NA
F
(d) takes the same
value, while if s2 = NA
F
(c) then NA
F
(b) is obtained by multiplication by δ4. If we
write c = βa in the first case and a = wc in the second case, then the respective
values b = −tδβ˜a −1 and d = sw˜c −1 immediately follow. Now, elements with
invertible lower left entry were seen to take the form
(
w δ
1 −w˜
)(
c 0
0 −sc−1
)
. The
generation of these elements by the asserted set now follows from Theorem 5.9,
as the map (a, t) 7→ (a 00 ta−1) is a group injection which sends the generators
(v, |v|2) for v ∈ A− ∩A× to (v 00 −v˜). The other elements are obtained by multi-
plying the appropriate elements by the generator
(
0 δ
1 0
)
, and the assertion about
generation follows. For the spin group, observe that the proof of Lemma 6.2
53
shows that the spinor norm of an element of SO(A− ⊕ 〈δ〉) is the same when
considered there or in SO(A−⊕H) (by leaving (0 −δ1 0) invariant), and the proof
of Theorem 9.16 implies that in the latter group the spinor norms of (the image
of)
(
a b
c d
)
is just the multiplier ad+ bc. As by the usual scalar multiplication we
may normalize this multiplier to 1 wherever it is a square, the assertion about
the spin group is also established. This proves the theorem.
After fixing A, we have the following assertion about the dependence of the
Gspin and spin groups on δ:
Proposition 10.6. If ε ∈ δ(F×)2NA
F
(A×) then the spin and Gspin groups of
A− ⊕ 〈ε〉 are isomorphic to those of A− ⊕ 〈δ〉.
Proof. Consider first multiplication from (F×)2. Let r ∈ F×, and we examine the
result of conjugation by
(
1 0
0 1/r
)
. This operation multiplies the upper right entry
by r and divides the lower left entry by r. Hence on elements of Gspin(A−⊕〈δ〉)
of the first form of Proposition 10.4 this operation corresponds to leaving a (and
t) invariant, dividing β by r, and multiplying δ by r2, while for elements of the
second form it means dividing c by r (hence dividing s by r2), multiplying w by
r, and again multiplying δ by r2. Hence this conjugation takes Gspin(A−⊕〈δ〉)
into Gspin(A− ⊕ 〈r2δ〉). Conjugation by the inverse element shows that the
map between these two groups is bijective. As for multiplication by norms from
A×, we now consider the conjugation by
(
e 0
0 e−1
)
for some e ∈ A×. For elements
having the first form in Proposition 10.4, this operation sends a to eae−1 (hence
t remains invariant) and β to e −1βe−1, and Lemma 5.6 shows that δ must
be multiplied by NA
F
(e). As for the other elements, this operation takes c to
e −1ce−1 (and therefore s is divided by NA
F
(e)) and w to ewe, so that again δ has
to be multiplied by NA
F
(e) (Lemma 5.6 is just a consistency check in this case).
ThisGspin(A−⊕〈δ〉) is isomorphic to a subgroup ofGspin(A−⊕〈NA
F
(e)δ
〉)
, and
an argument using the inverse conjugation show the bijectivity. As conjugation
preserves multipliers and the spin groups are the subgroups of the Gspin groups
which are defined by the multiplier 1 condition, this completes the proof of the
proposition.
By Proposition 10.6, it suffices to take δ from a set of representatives for
F×/(F×)2NA
F
(A×). In addition, Lemma 6.6 once again shows that if A =M2(B)
then this group involves just classes modulo NB
F
(B×).
The concept of isotropy in this case is the one considered in
Corollary 10.7. Assume that A− ⊕ 〈δ〉 contains an isotropic vector which is
orthogonal to a vector of vector norm which equals the discriminant. Then the
Gspin and spin group consist of matrices
(
a b
c d
)
from GSp4(B) (or Sp4(B)),
for some quaternion algebra B over F, in which aιB(d)
t and bιB(c)
t lie in F,
and square to N
M2(B)
F
(a) = N
M2(B)
F
(d) and δ2N
M2(B)
F
(c) =
N
M2(B)
F
(b)
δ2 respec-
tively. In every such matrix, either bd−1 and −δca−1 or ac−1 and −δdb−1
lie in MHer2 (B) and are minus the adjoints of one another. These groups op-
erate by conjugation on the space of matrices
(
pI −δX
adjX −pI
) ∈ M4(B), where
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X ∈ MHer2 (B) and p ∈ F, as the Gspin and spin groups of this space with the
with the “bi-quaternionic A−-Moore determinant” divided by −δ as the vector
norm. The spin group may also be presented as the spin group of the space of
matrices of the sort
(
δX pI
pI adjX
)
, with the same “bi-quaternionic Moore determi-
nant” as the vector norm, via g : N 7→ gNιB(g)t.
In case A−⊕〈δ〉 splits three hyperbolic planes, we get groups of 8×8 matrices(
a b
c d
)
which multiply the bilinear form defined by
(
0 I
I 0
)
by a scalar, such that
adt and bct are scalar 4 × 4 matrices, whose squares are det a = det d and
δ2 det c = det bδ2 respectively. Moreover, either the pair bd
−1 and −δca−1 or the
pair ac−1 and −δdb−1 are defined, they lie in Mas4 (F), and they are sent to one
another by the involution T 7→ Tˆ which was described in the paragraph following
Corollary 5.11. The space on which these groups operate by conjugation consists
of matrices of the form
(pI −δT
Tˆ −pI
)
with T ∈Mas4 (F).
Proof. We have seen in the proof of Corollary 9.17 that GSp4(B) is obtained
from GSpM2(B)
(
1 0
0 −1
)
through conjugation by
(
1 0
0 R
)
with R =
(
0 −1
1 0
)
. As this
operation takes a matrix
(
a b
c d
)
to
(
a bR−1
Rc RdR−1
)
, Lemma 1.3 shows that the rela-
tions from Theorem 10.5 become the ones asserted here (the reduced norms are
not affected, since N
M2(B)
F
(R) = 1). The assertions involving bd−1 and −δca−1
or ac−1 and −δdb−1 follow from those appearing in Theorem 10.5 through the
fact that θ(X) = −adjX for X ∈ M2(B)−, right multiplication by R sends
this space to MHer2 (B), and adjR = R
−1 for our R. Recall now that the
group Gspin(A− ⊕ 〈δ〉) ⊆ GSpM2(B)
(
1 0
0 −1
)
operates on the space defined in
Lemma 10.2 by conjugation. Conjugating the formula for this action by
(
1 0
0 R
)
yields the action of our subgroup of GSp4(B) by conjugation on the asserted
space with the asserted quadratic form. The Sp4 condition now shows that
multiplying the latter space from the right by
(
0 −I
I 0
)
yields a space on which
spin
(
MHer2 (B)⊕〈δ〉
) ⊆ Sp4(B) operates via g : N 7→ gNιB(g)t, and this space
is easily seen to be the one from the last assertion,
In the case of splitting three hyperbolic planes, we apply the same argument
with the matrix S from the proof of Corollary 9.17. Once again Lemma 1.3
yields the desired relations between the squares, and detS = 1. We recall from
the proof of Corollary 5.11 that multiplication ofM4(F)
− by S (from either side)
yields anti-symmetric matrices, and that the vector norm is taken to minus the
pfaffian by this operation. Conjugating the space from Lemma 10.2 by
(
1 0
0 S
)
yields the first space with T and Tˆ . The fact that the spin group is contained
in O
(
0 I
I 0
)
allows us to multiply our representation by
(
0 I
I 0
)
from the right,
yielding the second space with the action g : L 7→ gLgt of the spin group. This
completes the proof of the corollary.
Note that the description of the groups from Corollary 10.7 is in correspon-
dence with the choice of ψ on the groups from Corollary 9.17. For the Gspin
groups, the representations which extend those defined by g : N 7→ gNιB(g)t
and g : L 7→ gLgt from Corollary 10.7 and preserve the bilinear form must in-
clude division by the multiplier m. In addition, although in both cases we may
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obtain natural 8-dimensional representations of these groups by adding
(
0 −I
I 0
)
to the first representation and
(
0 I
I 0
)
to the second one, this is not dual to pre-
serving
(
0 −δ
1 0
)
since the full GSp group (of
(
Q 0
0 Q
)
or
(
S 0
0 −S
)
) also preserve
this matrix by definition. We also mention the fact that starting with the rep-
resentation appearing in Corollary 9.18 yields precisely the representations of
Gspin(A−⊕〈δ〉) and spin(A−⊕〈δ〉) already given in Lemma 10.2 and Corollary
10.7.
11 Dimension 8, Isotropic, Any Discriminant
Let d be a discriminant, and let E = F(
√
d) be the associated quadratic extension
of F, with Galois automorphism ρ. We shall be interested in the spaces given
in the following
Lemma 11.1. Let A = B ⊗ C be a bi-quaternion algebra over F with the
involution corresponding to this presentation, and let Q ∈ A− be anisotropic.
The direct sum (A−
E
)ρ,Q ⊕H of a hyperbolic plane and the space from Lemma
7.1 is 8-dimensional, isotropic, and has discriminant d. Moreover, this yields
all the isotropic 8-dimensional quadratic spaces of discriminant d over F.
Proof. The space (A−
E
)ρ,Q from Lemma 7.1 has dimension 6 and discriminant d,
hence determinant −d. Adding the isotropic space H , of determinant −1 yields
a space with the desired properties. On the other hand, if an 8-dimensional
space is isotropic and has discriminant d, then it splits a hyperbolic plane, and
the complement has dimension 6 and discriminant d. The lemma now follows
from Lemma 7.1 and the fact that hyperbolic planes are isometric to their
rescalings.
Extending scalars in the space from Lemma 11.1 to E, we obtain an isotropic
8-dimensional space of discriminant 1, which equals A−
E
⊕HE by Lemma 9.1 and
we present it as the subspace ofM2(AE) as before. Therefore our space (A
−
E
)ρ,Q
is isomorphic to the space of matrices
(
u −p
q −u˜
)
in which u ∈ (A−
E
)ρ,Q and p and q
are in F, with the restriction of the quadratic form from A−
E
⊕HE. Proposition
9.12 shows that the group G˜Sp
E
2
AE
(
1 0
0 −1
)
acts on A−
E
⊕HE, and we are interested
in the subgroup which preserves the subspace (A−
E
)ρ,Q⊕H . Observe that the H
part of (A−
E
)ρ,Q ⊕H is invariant under the automorphism ρ of M2(A), and the
action of ρ on the other part is given in Lemma 7.1. In particular ρ preserves
the subspace (A−
E
)ρ,Q ⊕H of A−E ⊕HE, and operates as the reflection in Q on
this space.
We shall be needing also non-invertible elements of A having the At
2
E,ρ,FQ-
property, namely those a ∈ A which satisfy aQaρ = 0 (the reduced norm con-
dition immediately follows, since a 6∈ A× hence its reduced norm vanishes). We
denote the union of the set of those elements with At
2
E,ρ,FQ by A
t2,0
E,ρ,FQ. It is
no longer a group, but it is closed under multiplication, and t : At
2,0
E,ρ,FQ → F
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(including 0) is multiplicative. Moreover, apart from (A−
E
)ρ,Q, we shall also be
needing the space (A−
E
)ρ,Q˜. We shall need a few simple relations between these
sets.
Lemma 11.2. Let v ∈ (A−
E
)ρ,Q and w ∈ (A−E )ρ,Q˜ be given. Then we have (i)
v˜ ∈ (A−
E
)ρ,Q˜. (ii) Q
−1vQ−1 is also in (A−
E
)ρ,Q˜. (iii) vQ
−1 ∈ At2,0
E,ρ,FQ, with
t(vQ−1) = − |v|2|Q|2 . (iv) w˜ ∈ (A−E )ρ,Q. (v) QwQ also lies in (A−E )ρ,Q. (vi) Qw is
an element of At
2,0
E,ρ,FQ, whose multiplier t(Qw) is −|Q|2|w|2.
Proof. Lemma 7.1 implies vρ = −Qv˜Q|Q|2 , hence v˜ = −|Q|2Q−1vρQ−1 = − Q˜v
ρQ˜
|Q˜|2
since Q−1 = Q˜|Q|2 and |Q˜|2 = |Q|2. Applying ρ to the latter equation and using
the fact that θ2 = IdA−
E
and that Q, hence also Q˜, are ρ-invariant, yields the Q˜-
based condition from Lemma 7.1 for v˜. This establishes part (i). For part (ii),
recall first that ρ preserves the space (A−
E
)ρ,Q. It thus preserves also (A
−
E
)ρ,Q˜.
Write v as (vρ)ρ, which equals −Qv˜ρQ|Q|2 by Lemma 7.1. Hence Q−1vQ−1 = − v˜
ρ
|Q|2 ,
which implies part (ii) since the latter element lies in (A−
E
)ρ,Q˜ by part (i). For
part (iii) observe that as Q−1 and v lie in A−
E
and Q−ρ = Q−1, the expression
vQ−1 ·Q ·vQ−1ρ equals vQ−1vρ. Substituting the expression for vρ from Lemma
7.1 again, the latter expression becomes − |v|2Q2 Q, and part (iii) follows since the
reduced norm condition is a consequence of Corollary 5.4. Parts (iv) and (v) are
proved either by applying the necessary changes in the proofs of parts (i) and
(ii) respectively, or since the maps given in parts (i) and (ii) are injective maps
between 6-dimensional vector space over F and the maps from parts (iv) and (v)
are their inverses. For part (vi) we write w as Q−1uQ−1 for some u ∈ (A−
E
)ρ,Q
using parts (ii) and (v), and then the assertion for Qw = uQ−1 follows from
part (iii) since u = QwQ = −QwQ has vector norm |Q|4|w|2 by Proposition
5.5 and Corollary 5.4. This completes the proof of the lemma.
We have seen that parts (i) and (iv) in Lemma 11.2, as well as parts (ii)
and (v) there, are inverses. Moreover, a claim similar to part (iii) (but without
the multiplier) appears in the first assertion of Lemma 7.5. We remark that
the proof of parts (iii) and (iv) in that lemma shows that if the vector v or
w is anisotropic then the converse implication also holds (cancel vQ from the
left in the proof of part (iii), and applying the same argument to extend it to
part (vi)). On the other hand, if v (or w) are not isotropic then the converse
implications in parts (iii) and (iv) of Lemma 11.2 may not hold. Indeed, by
taking a non-zero isotropic vector v in (A−
E
)ρ,Q and z ∈ E \ F, then vQ−1 as
well as zvQ−1 lie in At
2,0
E,ρ,FQ, while zv no longer lies in (A
−
E
)ρ,Q (and the same
for w ∈∈ (A−
E
)ρ,Q˜). Note that this argument does not affect our assertions in
the anisotropic case, since in this case zv would have vector norm z2|v|2 and
the multiplier of zvQ−1 (which does belong to A×
E,ρ,FQ) is −NEF (z) |v|
2
|Q|2 , which
do not coincide if |v|2 6= 0.
We shall also need the following complement of Lemma 9.5 here:
57
Lemma 11.3. For η ∈ (A−
E
)ρ,Q and ω ∈ (A−E )ρ,Q˜, the element 1+ ηω of A lies
in At
2,0
E,ρ,FQ, with multiplier D(η, ω).
Proof. First note that the expression D(η, ω) from Lemma 9.5 lies in F for such
η and ω, since (A−
E
)ρ,Q and (A
−
E
)ρ,Q˜ are quadratic spaces over F. Now, as in
the proof of Lemma 9.5, we begin by assuming that ω is anisotropic, and write
1 + ηω as
(
ω˜ + |ω|2η) ω|ω|2 . Then ω|ω|2 ∈ (A−E )ρ,Q, and ω˜ + |ω|2η ∈ (A−E )ρ,Q˜ by
part (iv) of Lemma 11.2. But now parts (iii) and (iv) of that lemma show
that
(
ω˜+ |ω|2η)Q−1 and Q ω|ω|2 are both in At2,0E,ρ,FQ, with multipliers − |ω˜+|ω|2η||Q|2
and − |Q|2|ω|2 respectively, so that the assertion follows from the multiplicativity
of At
2,0
E,ρ,FQ and t : A
t2,0
E,ρ,FQ → F and the fact that the former vector norm
was seen to be |ω|2D(η, ω) in the proof of Lemma 9.5. For isotropic ω, we
use the polynomial method from the proof of Lemma 9.5 again, and consider(
1 + η(ω + sξ)
)
Q
(
1 + η(ω + sξ)
)ρ
and D(η, ω + sξ)Q as A-valued polynomials
in s, for some fixed, anisotropic ξ ∈ (A−
E
)ρ,Q˜. This means that we consider A as
a vector space over F, we choose a basis for it which includes Q, and consider
the two sets of 16 polynomials in s arising as the coefficients using this basis (in
the latter set, 15 polynomials will identically vanish and one is the coefficient
D(η, ω + sξ)). By what we have proved, both sets of polynomials coincide for
every s perhaps maybe s = 0 and s = − 2〈ω,ξ〉|ξ|2 , and the same argument as in the
proof of Lemma 9.5 shows that they coincide for every s. The reduced norm
condition required for At
2,0
E,ρ,FQ is satisfied by Lemma 9.5 itself. Substituting
s = 0 verifies our assertion also for isotropic ω, which completes the proof of
the lemma.
Denote GSpAE
(
1 0
0 −1
)
ρ,Q
the set of those elements
(
a b
c d
)
of GSpAE
(
1 0
0 −1
)
,
whose multipliers are in F×, and which arise, in terms of Corollary 9.4, from pa-
rameters v and α from (A−
E
)ρ,Q, β which lies in (A
−
E
)ρ,Q˜, and where a is assumed
to be in At
2
E,ρ,FQ. This definition is independent of the choice of parameters, as
one sees in the following
Lemma 11.4. Let c, w, γ, and δ be a set of parameters for some element
of GSpAE
(
1 0
0 −1
)
ρ,Q
as in Corollary 9.4. If w ∈ (A−
E
)ρ,Q then c ∈ At2E,ρ,FQ,
γ ∈ (A−
E
)ρ,Q, and δ ∈ (A−E )ρ,Q˜.
Proof. By definition, there is a set a ∈ At2
E,ρ,FQ, v ∈ (A−E )ρ,Q, α ∈ (A−E )ρ,Q, and
β ∈ (A−
E
)ρ,Q˜ of parameters from Corollary 9.4 for that element. Given w as an
alternative parameter, the other parameters c, γ, and δ are determined by the
formulae from Lemma 9.6. The assumptions on a, w, v, and β and Lemma 11.3
shows that the two multipliers in the expression for c in part (i) of that lemma
belong to At
2
E,ρ,FQ. Part (i) of Lemma 11.2 shows that the expression for δ in
part (ii) of Lemma 9.6 is in (A−
E
)ρ,Q˜, as that the denominator D(β,w − v) was
seen to lie in F×. When we examine the expression for γ in part (iii) of Lemma
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9.6, we get the image of the action of a−1 on some vector, which lies in (A−
E
)ρ,Q
by part (iv) of Lemma 11.2 and the F-rationality of m and of the denominator
D(β,w− v) again. Since a, hence also a−1, comes from At2
E,ρ,FQ, this expression
also lies in (A−
E
)ρ,Q by Lemma 7.4. This completes the proof of the lemma.
We can now prove
Proposition 11.5. The set GSpAE
(
1 0
0 −1
)
ρ,Q
is a subgroup of GSpAE
(
1 0
0 −1
)
,
which is stable under ρ. It is contained in GSpE
2
AE
(
1 0
0 −1
)
and comes endowed
with a splitting map into the double cover G˜Sp
E
2
AE
(
1 0
0 −1
)
.
Proof. As in the proofs of Proposition 9.8 and Theorem 9.10, given two elements
of GSpAE
(
1 0
0 −1
)
ρ,Q
, we may assume that in the form of Corollary 9.4, the left
multiplier g has parameters a, v, α and β, the right multiplier h arises from e,
z, κ, and ν, and x, the same v, ξ, and ζ are parameters for the product gh. We
may further assume that v and z lie in (A−
E
)ρ,Q. Lemma 11.4 implies that α
and κ also come from the same space, β and ν are in (A−
E
)ρ,Q˜, and a and e are
elements of At
2
E,ρ,FQ. We have to show that the remaining parameters for gh lie
in the appropriate sets. For x this follows from the properties of a, e, α, z, and ν
by Lemma 11.3. Invoking part (iv) of Lemma 11.2, as well as Lemma 7.4 for the
action of e−1 ∈ At2
E,ρ,FQ, verifies the assertion for ξ, since the multiplier n and
the denominator D(α+z, ν) lie in F× by the proof of Lemma 11.3. Now, ζ is the
sum of β and the image of the action of a −1 on a vector, which is contained in
(A−
E
)ρ,Q˜ by part (i) of Lemma 11.2. By parts (i) and (iv) of the latter lemma, it
is sufficient to show that ζ˜− β˜ ∈ (A−
E
)ρ,Q. But using Lemma 5.6 and part (i) of
Lemma 11.2 again, the latter vector is obtained by an element of (A−
E
)ρ,Q by the
action of a ∈ At2
E,ρ,FQ (up to scalars from F
×), which verifies the assertion for ζ as
well. Hence GSpAE
(
1 0
0 −1
)
ρ,Q
is a subgroup of GSpAE
(
1 0
0 −1
)
. For the stability
under ρ, we may write any element of GSpAE
(
1 0
0 −1
)
ρ,Q
as in Corollary 9.4, with
parameters as in Lemma 11.4. The fact that ρ preserves (A−
E
)ρ,Q, (A
−
E
)ρ,Q˜, and
At
2
E,ρ,FQ implies the preservation of GSpAE
(
1 0
0 −1
)
ρ,Q
as well. Now, the value
of the map ϕ from Proposition 9.8 is based only on the parameter from A×
E
in Corollary 9.4. As for matrices in GSpAE
(
1 0
0 −1
)
ρ,Q
these parameters come
from At
2
E,ρ,FQ and the latter group is contained in A
(E×)2
E
by the definition of
the former group in Lemma 7.2, our subgroup is contained in GSpE
2
AE
(
1 0
0 −1
)
.
In addition, the double cover G˜Sp
E
2
AE
(
1 0
0 −1
)
is defined by adding a choice of a
square root for the reduced norm of the parameter from A
(E×)2
E
, so that we get a
parameter from A˜
(E×)2
E
for elements of this double cover. But A˜
(E×)2
E
was seen to
split over At
2
E,ρ,FQ via g 7→
(
g, t(g)
)
. Moreover, this splitting map is compatible
with parameter changes inside At
2
E,ρ,FQ, (A
−
E
)ρ,Q, and (A
−
E
)ρ,Q˜ by part (i) of
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Lemma 9.6 and Lemma 11.3. This establishes the splitting of G˜Sp
E
2
AE
(
1 0
0 −1
)
over GSpAE
(
1 0
0 −1
)
ρ,Q
as well, and completes the proof of the proposition.
In case we wish to evaluate ψ-images of elements of GSpAE
(
1 0
0 −1
)
ρ,Q
using
other entries, we cannot use the matrix
(
0 1
1 0
)
, as it does not belong to this
group. However, the element
(0 Q
Q˜ 0
)
, of multiplier −|Q|2, does belong there: By
choosing some non-zero h ∈ E0, we recall that hQ and Qh|Q|2 are in (A−E )ρ,Q,
Q˜
h|Q|2 ∈ (A−E )ρ,Q, and h|Q|2 is in At
2
E,ρ,FQ, and our element may be obtained from
the parameters v = −hQ, a = h|Q|2, α = Qh|Q|2 , and β = Q˜h|Q|2 . Recall that
the multiplier t(h|Q|2) of h|Q|2 ∈ At2
E,ρ,FQ is −h2|Q|4, so that as an element of
GSpAE
(
1 0
0 −1
)
ρ,Q
we must have ψ
(0 Q
Q˜ 0
)
=
(
0 −Q˜
−Q 0
)
. In any case, we may use
this element in order to transfer the formula for ψ on GSpAE
(
1 0
0 −1
)
ρ,Q
to be
based on the other matrix entries.
As in the situation we encountered in dimension 6 and general discriminant,
we remark that unless Q2 is a scalar and Q and Q˜ span the same vector space,
the space (A−
E
)ρ,Q ⊕H is not invariant under the linear automorphism ψˆ from
Lemma 9.11. In addition, the automorphism ψ does now preserve the subgroup
GSpAE
(
1 0
0 −1
)
ρ,Q
(embedded via the splitting map from Proposition 11.5) in
this case. However, we can still pursue the usual route by using the following
Lemma 11.6. Let Qˆ denote the element of G˜Sp
E
2
AE
(
1 0
0 −1
)
lying over
(Q 0
0 −Q˜
)
in
which the square root t of NAE
E
(Q) is chosen to be |Q|2. Then the element Qˆψ˜ of
the semi-direct product of {1, ψ˜} and G˜SpE
2
AE
(
1 0
0 −1
)
from Lemma 9.14 squares
to −|Q|2 (with |Q|4 as the square root of its reduced norm) in that semi-direct
product. Its action on (A−
E
)ρ,Q⊕H coincides with that of ρ (which preserves it),
and conjugation by this element operates on G˜Sp
E
2
AE
(
1 0
0 −1
)
via g 7→ Qˆψ(g)Qˆ−1.
This automorphism of G˜Sp
E
2
AE
(
1 0
0 −1
)
has order 2, and it preserves the subgroup
GSpAE
(
1 0
0 −1
)
ρ,Q
embedded through the splitting map from Proposition 11.5 as
its operation on the latter group is the same as that of ρ.
Proof. The multiplier of Qˆ is |Q|2, and as Q ∈ A−
E
and t = |Q|2 indeed satisfies
t2 = NA
F
(Q) by Corollary 5.4, the definition of the map ψ in Theorem 9.10 shows
that ψ(Qˆ) is
(
−Q˜ 0
0 Q
)
(with the same square root −|Q|2). The first assertion
follows immediately from the fact that Qˆψ(Qˆ) = −|Q|2I and the product of
the square roots is |Q|4 (the number D(α + z, w) appearing in the proof of
Theorem 9.10 in the square root of the reduced norm of x from Lemma 9.7
is just 1). Now, ψ˜ operates as ψˆ on A−
E
⊕ HE (which is just θ on the A−E
part), and the operation of the diagonal element Qˆ was evaluated in Proposition
9.12: The HE part is pointwise fixed since t = m for our element, and the
combined operation on A−
E
is via u 7→ −Qu˜Q|Q|2 . But Lemma 7.1 shows that
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on (A−
E
)ρ,Q the latter map coincides with ρ, and as ρ leaves H also pointwise
fixed, this establishes the second assertion. The formula for the conjugation on
G˜Sp
E
2
AE
(
1 0
0 −1
)
follows directly from the structure of the semi-direct product in
Lemma 9.14, and it is of order 2 either since −|Q|2I (with the square root |Q|4
of NAE
E
(−|Q|2)) operates trivially or by a direct evaluation. In order to examine
the action of this automorphism on GSpAE
(
1 0
0 −1
)
ρ,Q
in view of that of ρ, we
recall the relation between Qˆ and ψ(Qˆ), so that we evaluate − 1|Q|2 Qˆgψ(Qˆ) for
g ∈ GSpAE
(
1 0
0 −1
)
ρ,Q
and compare it with gρ. It suffices to take g from a set
of generators of the latter group, namely
(
1 v
0 1
)
with v ∈ (A−
E
)ρ,Q,
(
1 0
w 1
)
with
w ∈ (A−
E
)ρ,Q˜, and
(
a 0
0 ma−1
)
where a lies in At
2
E,ρ,FQ. Now, ψ replaces v and w by
their θ-images and a by t(a)a −1, and after conjugating by Qˆ and using Lemma
5.2 we find that v is sent to −Qv˜Q|Q|2 , w is taken to − Q˜w˜Q˜|Q|2 , the diagonal entries of
the unipotent generators remain invariant, and a is mapped to t(a)Qa −1Q−1
(the other entry a −1 becomes Q
−1aQ
t(a) ). But as we assume that v ∈ (A−E )ρ,Q,
w ∈ (A−
E
)ρ,Q˜, and a ∈ At
2
E,ρ,FQ, the first two expressions are v
ρ and wρ by Lemma
7.1, while the proof of Lemma 7.3 shows that the latter expression is just aρ
(and the one in parentheses is a −ρ). Since the multiplier m lies in F and is
thus ρ-invariant, this establishes the coincidence of ρ and conjugation by Qˆψ˜ on
GSpAE
(
1 0
0 −1
)
ρ,Q
, and as ρ was seen to preserve this group in Proposition 11.5,
conjugation by Qˆψ˜ does the same. This completes the proof of the lemma.
Note that Ξ = Qˆ satisfies the conditions of Corollary 9.18, and the operations
of Qˆψ˜ appearing in Lemma 11.6 are just ψˆQˆ and ψQˆ respectively. Now, Lemma
11.6 gives an intrinsic description of GSpAE
(
1 0
0 −1
)
ρ,Q
, and we can also establish
some properties of its entries and the elements from the GSp relations:
Corollary 11.7. The subgroup GSpAE
(
1 0
0 −1
)
ρ,Q
is characterized as the set of
elements of G˜Sp
E
2
AE
(
1 0
0 −1
)
on which the automorphism ψQˆ operates as ρ.
Proof. The fact that ψQˆ(g) = g
ρ for g ∈ GSpAE
(
1 0
0 −1
)
ρ,Q
was seen in the proof
of Lemma 11.6. Conversely, let g ∈ G˜SpE
2
AE
(
1 0
0 −1
)
be an element satisfying
ψQˆ(g) = g
ρ. Then the multipliers of both sides coincide, and as ψ commutes
withm andm(gρ) = m(g)ρ we find thatm(g) ∈ F×. Morever, Lemma 9.3 allows
us to find a set of parameters for Corollary 9.4 for g in which v ∈ (A−
E
)ρ,Q. As(
1 v
0 1
)
lies in GSpAE
(
1 0
0 −1
)
ρ,Q
, it suffices to consider elements g ∈ G˜SpE
2
AE
(
1 0
0 −1
)
having invertible upper left entry. But these elements have a unique decompo-
sition as in Lemma 9.2. Comparing these decompositions for gρ and ψQˆ(g) and
recalling that the unipotent matrices are assumed to have unipotent ψ-images
(and not with −1 on the diagonal) reduces the verification to the multipliers
appearing in Lemma 9.2, lifted into G˜Sp
E
2
AE
(
1 0
0 −1
)
. But these verifications are
carried out in the proof of Lemma 11.6. This proves the corollary.
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One can also show that if
(
a b
c d
)
is an element of GSpAE
(
1 0
0 −1
)
ρ,Q
then a,
bQ−1, Qc, and QdQ−1 all lie in At
2,0
E,ρ,FQ, the elements ab = −ba and bd = −db of
A−
E
belong to (A−
E
)ρ,Q, and ac = −ca and cd = −dc come from (A−E )ρ,Q˜. In fact,
conjugating by
(
1 0
0 Q
)
as in Corollary 9.17 yields a subgroup GSpAE
(
Q 0
0 Q
)
ρ,Q
of
GSpAE
(
Q 0
0 Q
)
with a simpler description: All the entries of elements
(
e f
g h
)
of
that group come from At
2,0
E,ρ,FQ, and for which the elements eQf = fQe and
gQh = hQg of A−
E
lie in (A−
E
)ρ,Q, while eQ
−1g = gQ−1e and fQ−1h = hQ−1f
are in (A−
E
)ρ,Q˜ (use parts (ii) and (v) of Lemma 11.2 again). Moreover, when
many of these terms are invertible, some of the latter assertions follow from
one another—see Lemma 11.2 and the remarks following it. However, once
may non-zero entries which are not invertible are involved, there may be some
matrices satisfying these conditions which do not belong to GSpAE
(
1 0
0 −1
)
ρ,Q
.
Hence we content ourselves with the description appearing in Corollary 11.7.
The reason for considering GSpAE
(
1 0
0 −1
)
ρ,Q
is given in the following
Lemma 11.8. Consider the operation of GSpAE
(
1 0
0 −1
)
ρ,Q
, viewed as a sub-
group of G˜Sp
E
2
AE
(
1 0
0 −1
)
via the lift from Proposition 11.5, on the E-vector space
A−
E
⊕HE. This action preserves the F-subspace (A−E )ρ,Q ⊕H. The group gen-
erated by GSpAE
(
1 0
0 −1
)
ρ,Q
and the element Qˆψ˜ from Lemma 11.6 containg the
latter group with index 2, and maps into O
(
(A−
E
)ρ,Q ⊕H
)
as well.
Proof. As in Proposition 9.12, it suffices to prove the assertion for a generating
subset of the subgroup. Corollary 9.4 and the definition of GSpAE
(
1 0
0 −1
)
ρ,Q
show that the set consisting of unipotent matrices
(
1 v
0 1
)
with v ∈ (A−
E
)ρ,Q and(
1 0
w 1
)
where w ∈ (A−
E
)ρ,Q˜ together with the subgroup of diagonal matrices(
a 0
0 ma−1
)
with a ∈ At2
E,ρ,FQ and m ∈ F× is a such a generating set. The action
of these generators on an arbitrary element
(
u −p
q −u˜
) ∈ A−
E
⊕HE was seen in the
proof of Proposition 9.12 to be as follows: The u coordinate becomes u + qv,
u+pw˜, and auat(a) (recall the choice of the ψ-image), p is sent to p+2〈u, v〉+q|v|2,
p, and t(a)pm , and q is mapped to q, q + 2〈u, w˜〉 + q|w|2, and mqt(a) , respectively.
Our assumptions on v, w, m, and a show, using part (iv) of Lemma 11.2 for
w and Lemma 7.4 for a, that if p and q are from F and u ∈ (A−
E
)ρ,Q then the
same assertion holds for their images. The remaining assertions follow, as in
the proof of Lemma 7.4, from Lemma 11.6, Lemma 9.14 over E, and the fact
that (A−
E
)ρ,Q ⊕H inherits its quadratic structure from A−E ⊕HE. This proves
the lemma.
The assertion about reflections in this case appears in the following
Lemma 11.9. Let g be an anisotropic element of (A−
E
)ρ,Q ⊕ H. Then the
product gQˆ−1 belongs to GSpAE
(
1 0
0 −1
)
ρ,Q
, and if we compose the action of the
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element Qˆψ˜ from Lemma 11.6 with that of the latter composition we obtain the
reflection in g on (A−
E
)ρ,Q ⊕H.
Proof. First, the fact that (A−
E
)ρ,Q ⊕ H is a quadratic space over F means
that all the multipliers are from F. Consider the element gQˆ−1, for anisotropic
g =
(
u −p
q −u˜
) ∈ (A−
E
)ρ,Q ⊕H . If p 6= 0, we multiply it by
(0 Q
Q˜ 0
)
from the right.
As the product of Qˆ−1 = ψ(Qˆ)|Q|2 and the latter element yields the matrix
(
0 1
−1 0
)
from the proof of Lemma 9.11, we may use the parameters given in that lemma
for this case. As the scalar p ∈ F× lies in At2
E,ρ,FQ, the vector
u
p is in (A
−
E
)ρ,Q
by our assumption on U , and u˜p ∈ (A−E )ρ,Q˜ by part (i) of Lemma 11.2, we
indeed get gQˆ−1 ∈ GSpAE
(
1 0
0 −1
)
ρ,Q
if p 6= 0. with p = 0, so that u ∈ A×
E
,
we get a matrix of multiplier |u|
2
|Q|2 for which the parameters may be taken to
be v = α = 0, a = uQ−1, and β = qu˜|u|2 . Parts (i) and (iii) of Lemma 11.2
show that gQˆ−1 ∈ GSpAE
(
1 0
0 −1
)
ρ,Q
in case p = 0 as well. We must, however,
consider these elements in the double cover G˜SpAE
(
1 0
0 −1
)
. Recall from the proof
of Lemma 9.11 that the branch of ψ which coincides with ψˆ is determined for
p 6= 0 by the condition that after right multiplication by ( 0 1−1 0) (considered
as its own ψ-image) the square root of NA
F
(p) = p4 is p2, while for p = 0 we
take −|u|2 for the square root of NA
F
(u). One verifies that the chosen ψ-image
in the definition of Qˆ and Qˆ−1 in Lemma 11.6 and the ψ-image of
(0 Q
Q˜ 0
)
as
an element of GSpAE
(
1 0
0 −1
)
ρ,Q
combine to give
(
0 1
−1 0
)
with itself as its ψ-
image, and indeed p2 is the multiplier of p ∈ At2
E,ρ,FQ as a parameter of g
(
0 1
−1 0
)
.
On the other hand, part (iii) of Lemma 11.2 shows that the multiplier of the
parameter uQ−1 is − |u|2|Q|2 , and multiplying it by the chosen square root |Q|2
of the diagonal element Qˆ yields the desired value −|u|2. It follows that the
composition of gQˆ−1 and Qˆψ˜ is the combination gψ˜, with g ∈ G˜SpAE
(
1 0
0 −1
)
whose ψ-image coincides with ψˆ(g). The action of this element on A−
E
⊕ HE
was seen in Lemma 9.15 (over E) to be the reflection in g, and this assertion
descends to (A−
E
)ρ,Q ⊕H for anisotropic g which is taken from the latter space.
This completes the proof of lemma.
Observe that Lemma 11.9 in fact uses the alternative representation appear-
ing in Corollary 9.18 with Ξ = Qˆ, with right multiplication by Qˆ−1 on the space
and ψQˆ as the automorphism of the group.
Now we are in a position to prove
Theorem 11.10. We have Gspin
(
(A−
E
)ρ,Q ⊕H
)
= GSpAE
(
1 0
0 −1
)
ρ,Q
, and the
spin group spin
(
(A−
E
)ρ,Q ⊕ H
)
is the subgroup SpAE
(
1 0
0 −1
)
ρ,Q
consisting of
those elements of GSpAE
(
1 0
0 −1
)
ρ,Q
having multiplier 1 (namely the intersection
of GSpAE
(
1 0
0 −1
)
ρ,Q
with S˜pAE
(
1 0
0 −1
)
).
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Proof. We have a surjective map from the semi-direct product of {1, ψ˜} with
G˜SpAE
(
1 0
0 −1
)
(which we may consider as generated by Qˆψ˜ and the latter group)
onto O(A−
E
⊕ HE), whose kernel is E×, and such that the inverse image of
SO(A−
E
⊕ HE) is G˜SpAE
(
1 0
0 −1
)
. By Lemma 11.8, the subgroup which Qˆψ˜
generates with GSpAE
(
1 0
0 −1
)
ρ,Q
is sent to the subgroup O
(
(A−
E
)ρ,Q ⊕ H
)
of
O(A−
E
⊕ HE). Invoking Lemma 11.9 and Proposition 2.2, we obtain that this
subgroup surjects onto O
(
(A−
E
)ρ,Q⊕H
)
. By Theorem 9.16 and the fact that the
determinant commutes with the injection of O
(
(A−
E
)ρ,Q⊕H
)
into O(A−
E
⊕HE),
we find that an element of the group generated by Qˆψ˜ and GSpAE
(
1 0
0 −1
)
ρ,Q
is
sent to SO
(
(A−
E
)ρ,Q ⊕H
)
if and only if it comes from GSpAE
(
1 0
0 −1
)
ρ,Q
alone.
It follows that the map GSpAE
(
1 0
0 −1
)
ρ,Q
→ O((A−
E
)ρ,Q ⊕H
)
is surjective. An
element GSpAE
(
1 0
0 −1
)
ρ,Q
acts trivially if and only if it is a scalar matrix rI
(with r ∈ E×) such that its ρ-image is the same as Qˆψ(rI)Qˆ−1, and moreover
we require ψ(rI) to be +rI in the double cover G˜SpAE
(
1 0
0 −1
)
. This happens
if and only if r ∈ F× (non-zero elements r ∈ E0 satisfy the first condition but
have the wrong sign of ψ(rI), hence they do not operate trivially but rather
as −Id(A−
E
)ρ,Q⊕H
). This proves that Gspin
(
(A−
E
)ρ,Q ⊕H
)
= GSpAE
(
1 0
0 −1
)
ρ,Q
.
The spinor norm of an element of G˜SpAE
(
1 0
0 −1
)
was seen in Theorem 9.16 to
be the image of its multiplier m, so that the same assertion holds for the images
of GSpAE
(
1 0
0 −1
)
ρ,Q
in SO
(
(A−
E
)ρ,Q ⊕ H
)
. It follows that SO1
(
(A−
E
)ρ,Q ⊕ H
)
consists of images of those g ∈ GSpAE
(
1 0
0 −1
)
ρ,Q
such that m(g) ∈ (F×)2.
Dividing by scalars, we restrict attention to those g with m(g) = 1, i.e., to
g ∈ SpAE
(
1 0
0 −1
)
ρ,Q
, and as the kernel of the restriction to SpAE
(
1 0
0 −1
)
ρ,Q
is
{±1}, the latter group is indeed the spin((A−
E
)ρ,Q ⊕ H
)
. This completes the
proof of the theorem.
When we wish to consider the independence of our groups of the choices
which we made, we first observe that by the Witt Cancelation Theorem, the
complement of any hyperbolic plane inside an isotropic space is independent
(up to isomorphism) of the specific hyperbolic plane we took. Hence it remains
to see what happens when we change the choices for the complement (A−
E
)ρ,Q.
For this we again denote by σ the map on AE which was previously denoted ρ,
and let Q and σ vary. The resulting independence assertion appears in
Proposition 11.11. Let σ, τ , and η be ring automorphisms of AE, all of order
2, which restrict to ρ on E, and let Q, R, S and T be elements of A−
E
which sat-
isfy the conditions of parts (i), (ii), and (iii) of Proposition 7.7. Assume further
that the element T = Qb−1 of A−
E
has vector norm |Q|
2
bb
. Then the four groups
GSpAE
(
1 0
0 −1
)
σ,Q
, GSpAE
(
1 0
0 −1
)
σ,R
, GSpAE
(
1 0
0 −1
)
τ,S
, and GSpAE
(
1 0
0 −1
)
η,T
are isomorphic in such a way that the isomorphisms take the Sp subgroups to
one another.
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Proof. The proof of Proposition 7.7 shows that At
2
E,σ,FQ coincides with A
t2
E,η,FS,
and conjugation by e takes this group to At
2
E,τ,FeQe. Moreover, this proof yields
the existence of two elements c and d of A×
E
, with cσ = c and dτ = d, such
that c conjugates At
2
E,σ,FQ to A
t2
E,σ,FR and d conjugates A
t2
E,τ,FeQe to A
t2
E,τ,FS. We
first claim that that the action of c (resp. e) on A−
E
sends the space (A−
E
)σ,Q
to (A−
E
)σ,R (resp. (A
−
E
)τ,eQe). Indeed, for any v ∈ A−E we have (cvc)σ = cvσc
and (eve)τ = evσe (this is clear for the σ-invariant element c, and for e we use
the fact that xτ = ee−σxσeσe−1 and the invariance of ee−σ under x 7→ xσ).
Hence if v ∈ (A−
E
)σ,Q then we substitute the value of v
σ from Lemma 7.1, and
then using Lemma 5.6 and Proposition 5.5 we get the asserted result (recall
that R = rcQc). It follows that the operation of d maps (A−
E
)τ,eQe to (A
−
E
)τ,S .
Next, we show that (A−
E
)η,T = (A
−
E
)σ,Q as well. To see this, first observe that
if b
σ
= b and bb ∈ E× then applying σ to the latter scalar yields bb. As b is
invertible (with inverse b
bb
), this shows that the latter scalar lies in fact in F×.
The fact that both Q and T = Qb−1 are in A−
E
allows us now to write T also as
bQ
bb
. Hence if v ∈ (A−
E
)σ,Q then using the definition of η and Lemma 7.1 we find
that vη = −bbT v˜T|Q|2 , which equals −T v˜T|T |2 by our assumption on |T |2. This proves
that v indeed lies in (A−
E
)η,T . The equality of the two spaces, as well as the fact
that the entire spaces with R, eQe, and S are in the image of (A−
E
)σ,Q, follows
either by inverting the above argument or by comparing dimensions (and using
the injectivity of all the operations considered here).
Let now g be an element of GSpAE
(
1 0
0 −1
)
σ,Q
, and we present it by using
the appropriate parameters in Corollary 9.4. The previous paragraph shows
that by using the same parameters we also get that g ∈ GSpAE
(
1 0
0 −1
)
η,T
. For
the other groups, observe that when we conjugate the generators
(
1 v
0 1
)
,
(
1 0
w 1
)
,
and
(
a 0
0 ma−1
)
of the group GSpAE
(
1 0
0 −1
)
by some diagonal element of the form(
x 0
0 x−1
)
(of multiplier 1), then v, w, and a are taken to xvx, x −1wx−1, and
xax−1 respectively. Moreover, if w = u˜ for some u ∈ A−
E
then its image is x˜ux
(up to the scalarNA
F
(x)) by Lemma 5.6. For the generators of GSpAE
(
1 0
0 −1
)
σ,Q
,
in which v ∈ (A−
E
)σ,Q, w ∈ (A−E )σ,Q˜, and a ∈ At
2
E,σ,FQ, we have seen that for x = c
(resp. x = e) the images of v and a lie in (A−
E
)σ,R and A
t2
E,σ,FQ (resp. (A
−
E
)τ,eQe
and At
2
E,τ,FeQe) respectively. Moreover, w = u˜ for u ∈ (A−E )σ,Q by parts (i) and
(iv) of Lemma 11.2, and the fact that both c and e have reduced norms in F
shows that its image is the θ-image of an element which lies in (A−
E
)σ,R (resp.
(A−
E
)τ,eQe). Hence part (i) of Lemma 11.2 proves the assertion for w as well.
This shows that conjugation by
(
c 0
0 c−1
)
(resp.
(
e 0
0 e−1
)
) sends GSpAE
(
1 0
0 −1
)
σ,Q
to GSpAE
(
1 0
0 −1
)
σ,R
(resp. GSpAE
(
1 0
0 −1
)
τ,eQe
), and further conjugation of the
latter group by
(d 0
0 d
−1
)
takes the latter group to GSpAE
(
1 0
0 −1
)
τ,S
. The fact
that these identifications and conjugations yields the full groups is established
either by inverting the above argument, or by observing that since the maps
and identifications from the previous paragraph are all surjective, we get all the
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generators of the required groups in this process. Since our identifications and
isomorphisms commute with the multiplier maps to F×, the Sp groups are sent
to one another in this process. This completes the proof of the proposition.
Note that as both η and v 7→ −T v˜T|T |
2
are involutions which separate A−
E
to
±1-eigenspaces, the proof of Proposition 11.11 already shows that the vector
norm of T = Qb−1 must be ± |Q|2
bb
. It seems likely that only the + sign is
possible (making the additional assumption in Proposition 11.11 redundant),
but we have not checked this out in detail. The remarks about the transitivity of
the relations from Proposition 7.7 on the possible choices of ring automorphisms
of A−
E
(commuting with ιB ⊗ ιC and reducing to ρ on E as usual) extend to
similar assertions for Proposition 11.11.
Going back to our previous notation, with ρ on AE as well as on M2(AE),
the spaces with more isotropic vectors which appear in this case are considered
in the following
Corollary 11.12. Assume that after extending scalars to E, the quadratic space(
(A−
E
)ρ,Q ⊕H
)
E
= A−
E
⊕HE splits more than one hyperbolic plane. Then there
exists some quaternion algebra B over F and some number δ ∈ F× representing
a class modulo NB
F
(B×) such that the following assertions hold: The quadratic
space is E ⊕ B ⊕ H with the norms from E multiplied by −δ, and its Gspin
and spin groups, denoted GSp4(BE)ρ,δ and Sp4(BE)ρ,δ respectively, consist of
those elements of GSp4(BE) and Sp4(BE) on which ψ is defined as in the remark
following Corollary 9.17, and conjugating it by the diagonal matrix with diagonal
entries −δ, 1, −1, and δ operates in the same way as ρ. When the latter E-space
splits more than two hyperbolic planes, meaning that it is the direct sum of 4
hyperbolic planes, then there exists representatives ε of a class modulo NE
F
(E×)
and δ of a class with respect to NB
F
(B×) for B = (E, ρ, ε), for which the following
holds: The space is the direct sum of a hyperbolic plane and three copies of E,
with the norms in two copies are multiplied by −ε and −δ, and the spin group
is a the subgroup of a double cover of SO1
(
0 I
I 0
)
over E on which ρ coincides
with the conjugation of ψ by the diagonal 8 × 8 matrix whose diagonal entries
are δε, −δ, −ε, 1, ε, −1, −δε, and δ. The Gspin group is a the subgroup of the
spinor norm related subgroup of the general special orthogonal group of
(
0 I
I 0
)
which is defined by the same relation between ρ and ψ.
Proof. The existence of B and δ, as well as ε, is a consequence of Corollary 7.8,
from which we also adopt the choice of Q to be
(
0 δ
1 0
)
. The form of the spaces
is then given in Corollary 7.9. The description of the Gspin and spin groups
now follows from Theorem 11.10, Corollary 11.7, and Corollary 9.17, taking
into consideration the conjugation by
(
1 0
0 R
)
or
(
1 0
0 S
)
(which are ρ-invariant
and operate on our Qˆ in the same way), the additional conjugation by
(
R 0
0 R
)
or(
S 0
0 S
)
in the definition of ψ on these groups, and the action of ρ on (E, ρ, ε) for
the latter case. This proves the corollary.
We remark that in the second case considered in Corollary 11.12 the ambient
spin group of the direct sum of 4 hyperbolic planes over E comes, as seen in
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Corollary 9.17, with three inequivalent maps onto the associated SO1 group.
The subgroup considered in Corollary 11.12 in this case is defined by the images
in two of these representations (those which is not the defining representation as
a spin group) being ρ-images of one another, after replacing one of them by an
equivalent one. The fact that the double cover splits over this group, but it still
maps to the defining representation with an order 2 kernel, is related to the fact
that −I equals its ρ-image. Indeed, of the order 2 elements in the kernels of the
three representations, only −I with ψ-image −I satisfies the ψQˆ = ρ condition.
The associated Gspin group maps onto the full special orthogonal group (with
kernel F×) in the first representation, but remains injective in the other two
representations, allowing the bilinear form to be multiplied by scalars from F×
(the same scalar in both representations).
Every subspace of dimension 7 is contained in a space as we considered in
Lemma 11.1. Indeed, just choose a non-zero vector norm from the space, and
add a vector whose vector norm is the additive inverse of the chosen one. How-
ever, there is then a relation between the choice of the vector norm and the
discriminant of the resulting 8-dimensional space, meaning that the descrip-
tion of the groups thus obtained depends on many choices. Hence we content
ourselves with 7-dimensional spaces in which we can make the resulting space
have discriminant 1, yielding a “canonical” complement, and do not pursue the
rest (until a good description of non-isotropic 8-dimensional spaces becomes
available).
12 Fields with Many Squares
Both the discriminant and the spinor norm take values in the group F×/(F×)2.
It is thus worthwhile to consider explicitly the cases where this group is very
small. A field of characteristic different from 2 for which this group is trivial is
called quadratically closed. This is the case, for example, where F is algebraically
closed, e.g., F = C. Over such a field F (with characteristic different from
2), every two non-degenerate quadratic spaces of the same dimension n are
isomorphic, hence the special orthogonal group can be denoted simply SO(n,F).
The group SO1(n,F) always coincides with SO(n,F), as the spinor norm is
trivial. Note that F admits neither non-trivial quadratic field extensions nor
non-split quaternion algebras, so that we may always take E = F×F and B (or
C) to be M2(F). Gathering the results of Theorems 3.4, 3.9, 4.4, 5.9, 6.4, 7.6,
9.16, 10.5, and 11.10 and their corollaries, we establish the following assertions:
SO(1,F) = {1}, with spin(1,F) = {±1} and Gspin(1,F) = F×.
SO(2,F) ∼= F×, with spin(2,F) being also F× and Gspin(2,F) = F× × F×.
spin(3,F) = SL2(F), SO(3,F) = PSL2(F), and Gspin(3,F) = GL2(F).
spin(4,F) = SL2(F) × SL2(F), SO(4,F) is the quotient by {±(I, I)}, and
Gspin(4,F) is a subgroup GL2(F) ×GL2(F) determined by the equal determi-
nant condition.
spin(5,F) = Sp4(F), SO(5,F) = PSp4(F), and Gspin(5,F) = GSp4(F).
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spin(6,F) = SL4(F), SO(6,F) is the quotient by ±I (this is not PSL4(F),
since in order to obtain the latter group one must also divide by the two square
roots of −1), and Gspin(6,F) = GL4(F) since the (F×)2 condition on the de-
terminant is vacuous over a quadratically closed field.
spin(7,F) is the subgroup of those elements
(
a b
c d
)
of SO
(
0 I
I 0
) ⊆ GL8(F) in
which adt and bct are in F and square to the determinants of the corresponding
4 × 4 blocks, and either bd−1 and ca−1 or ac−1 and db−1 are anti-symmetric
and multiply to give minus their Pfaffian. Gspin(7,F) is the group defined by
the same conditions, but in which the bilinear form arising from
(
0 I
I 0
)
may be
multiplied by a scalar.
Finally, spin(8,F) has 3 inequivalent representations in which it maps onto
the SO
(
0 I
I 0
)
with different order 2 kernels. Gspin(8,F) maps to SO
(
0 I
I 0
)
with
kernel F×, but extending the two other representations of spin(8,F) to it results
in transformations which may multiply the bilinear form defined by
(
0 I
I 0
)
by
non-trivial scalars.
We now present the case where F×/(F×)2 has order 2 (and chF 6= 2). In
this case there is a unique quadratic field extension of F, which we denote E.
Hence all the (non-trivial) unitary groups defined over F are based on E with
its Galois automorphism ρ over F. One family of fields having this property is
the family of finite fields of odd cardinality. As another example, recall that a
field F is Euclidean if it is ordered and every positive element is a square. For
these fields we have
Proposition 12.1. If F is Euclidean then E equals F(
√−1), it is quadrat-
ically closed, and we have NE
F
(E×) = (F×)2. Moreover, the quaternion al-
gebra
(
−1,−1
F
)
, which we denote H from now on, is not split and satisfies
NH
F
(H×) = (F×)2 as well.
Proof. We know that E = F(
√−1) since −1 cannot be a square in an ordered
field. Thus, for any z ∈ E, NE
F
(z) may be presented as the sum of two squares
in E, not both zero if z 6= 0. The assertion NE
F
(E×) = (F×)2 now follows from
the properties of orderings. A similar argument shows that NH
F
(α) is the sum
of four squares, hence non-zero for α 6= 0. Hence H is a division algebra and
NH
F
(H×) = (F×)2.
It remains to show that E is quadratically closed. Any z ∈ E× can be written
as r2u with r ∈ F× and u ∈ E1: As NE
F
(z) ∈ (F×)2, it is the square of some
t ∈ F×, and by replacing t by −t is necessary, we may assume t > 0. But then
t = r2, and u = zr2 ∈ E1 as desired. But then Hilbert’s Theorem 90 implies that
u = w
ρ
w for w ∈ E×, and as this element is the quotient of NEF (w) ∈ (F×)2 and
w2 ∈ (E×)2, we find that u (hence also z) is a square in E. Thus E is indeed
quadratically closed, which completes the proof of the proposition.
Note that H and M2(F) are the only quaternion algebras over F: For any
symbol
(
α,β
F
)
we may get an isomorphic quaternion algebra with α and β taken
from {±1}, yielding H if α = β = −1 and a split algebra otherwise. Thus,
there are also two bi-quaternion algebras over F, namely M2(H) and M4(F).
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All these split over the quadratically closed extension E. We also remark that
the Artin–Schreier Theorem states that every field F such that the algebraic
closure of F has non-trivial finite degree over F (like R) must be Euclidean.
For a non-degenerate quadratic form over a Euclidean field one defines the
signature: An orthogonal basis can be normalized to have norms in ±1, and
then the signature is the number of +1s and the number of −1s. These are two
numbers (p, q) which sum to the dimension of the space, and we have
Proposition 12.2. The signature classifies quadratic spaces over F up to isom-
etry.
Proof. We can distinguish the spaces of signature (n, 0) and (0, n) (these spaces
are called definite, the others indefinite) from the others by the fact that the
first one has only positive vector norms, the second has only negative vector
norms, and all the rest are isotropic. This completes the verification for di-
mensions 1 and 2. For a larger dimension, it suffices to prove that isotropic
spaces with different signatures are not isometric. But each such space splits a
hyperbolic plane, and the complements must have different signatures since a
hyperbolic plane has signature (1, 1). As these complements are not isometric
by the induction hypothesis, the original spaces cannot be isometric by the Witt
Cancelation Theorem. This proves the proposition.
For a finite field F of odd cardinality, F×/(F×)2 has order 2, but it is not
Euclidean as it cannot be ordered (only fields of characteristic 0 may admit
orderings). In fact, we have the following complement to Proposition 12.1:
Proposition 12.3. Let F be a field such that F×/(F×)2 has order 2. Then
if F is not Euclidean then NE
F
(E×) = F×, E is not quadratically closed, there
are no non-split quaternion algebras over F, and every quadratic form over F is
determined by its dimension and discriminant.
Proof. The norm group NE
F
(E×) is a subgroup of F× which contains (F×)2.
Hence if the latter has index 2 in the former, NE
F
(E×) must coincide with one
of these two groups. Now, the only quaternion algebra which may not split is
H =
(
d,d
F
)
where d ∈ F× is not a square. This algebra does split if and only if
d ∈ NE
F
(E×), which is equivalent to NE
F
(E×) being the full group F× by what
we have seen above. E cannot be quadratically closed in the this case, since the
norm of a square in E is a square in F.
We claim that if H does not split then F must be Euclidean. First observe
that the product of the two generators of H squares to −d2, so that if H does
not split then −1 6∈ (F×)2, and we may take d = −1. But then norms from E
are sums of two squares. It thus follows from the assumption NE
F
(E×) = (F×)2
that (F×)2 is closed under addition, and as F× = (F×)2 × {±1} we find that
(F×)2 defines an ordering on F. This proves that F is indeed Euclidean.
It remains to prove that in the non-Euclidean case, a quadratic form is
determined by its dimension and discriminant. In dimension 1 the discriminant
characterizes the quadratic space over any field. In dimension 2 it follows from
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Lemma 3.1 that any space contains vectors of any given non-zero vector norm:
For trivial discriminant this is clear (a hyperbolic plane), and for the non-trivial
discriminant this follows from our assumption on NE
F
(E×). The assertion for
dimension 2 is now clear, by taking a vector of vector norm 1 and knowing
what the orthogonal complement must be. Every quadratic space of dimension
3 (hence also larger) must therefore be isotropic: Fix an anisotropic vector v,
the space v⊥ must contain some u with |u|2 = −|v|2, and then u+v is isotropic.
The assertion now follows by induction: If two quadratic spaces have the same
dimension at least 3 and the same discriminant, then both are isotropic, both
split hyperbolic planes, and in both the complement has the same dimension
and the same discriminant. As the complements are isometric by the induction
hypothesis, the same assertion holds for the original ones. This completes the
proof of the proposition.
In addition to finite fields, every quasi-finite field (i.e., a perfect field which
admits a unique extension of every finite order) of characteristic different from
2 satisfies the conditions of Proposition 12.3, and is not Euclidean. The same
holds for (perfect) fields whose absolute Galois group misses some factors Zp for
odd p in the pro-finite completion of Z, such as direct limits of finite fields where
the power of 2 in the exponent is bounded (otherwise the result is quadratically
closed). Hence we call a non-Euclidean field of characteristic different from 2
such that F×/(F×)2 has order 2 quadratically finite.
In Proposition 12.1 we have seen that the quadratic extension of a Euclidean
field is quadratically closed. As a complementary claim, Proposition 12.3 has
the following
Corollary 12.4. If F is quadratically finite then so is its (unique) quadratic
extension E.
Proof. First observe that if z ∈ E satisfies NE
F
(z) ∈ (F×)2 then an argument
similar to the last part of the proof of Proposition 12.1 shows that z can be
presented as
tNE
F
(w)
w2 for some t ∈ F× and w ∈ F×. It follows that z ∈ (E×)2
since we clearly have F× ⊆ (E×)2. Thus the index of (E×)2 in E× can be at
most 2, but it has to be precisely 2 since Proposition 12.3 shows that E×/(E×)2
cannot be of order 1. Since −1 ∈ F× is a square in E, the latter field cannot be
Euclidean, hence it is quadratically finite by Proposition 12.3. This proves the
corollary.
For notational purposes, it will be convenient to identify the group F×/(F×)2,
in both the Euclidean and quadratically finite cases, with {±1} (this is the
Legendre symbol over q in the finite case). As the spinor norm takes values in
this group, we write SO+ for the SO1 groups.
We know that SO+(V ) = SO(V ) wherever V has dimension 1 (and this
group is trivial). But this is almost the only case where this may happen:
Proposition 12.5. Let V be a quadratic space of dimension > 1 over a field
F which is either Euclidean or quadratically finite. Then SO+(V ) has index 2
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in SO(V ) unless F is Euclidean and the space is definite, a case in which the
index is 1.
Proof. As SO+(V ) is the kernel of a map SO(V ) 7→ {±1}, it either coincides
with SO(V ) (if the map is trivial) or has index 2 in it. Therefore it suffices to
construct an element having non-trivial spinor norm, and prove that there is
no such element in the exceptional case. Now, if F is quadratically finite then
the proof of Proposition 12.3 shows that there V contains vectors with vector
norms in (F×)2 as well as anisotropic vectors whose vector norms do not lie in
(F×)2. The same assertion clearly holds for indefinite spaces in the Euclidean
case. Hence the composition of reflections in one vector of each vector norm
yields the desired element of SO(V ). On the other hand, if F is Euclidean
and the space is definite then every reflection has the same vector norm. As
Proposition 2.2 implies the elements of SO(V ) are products of an even number
of reflections, the triviality of the spinor norm in this case follows. This proves
the proposition.
Using Proposition 12.2, all the special orthogonal groups over a Euclidean
field take the form SO(p, q,F) for some natural numbers p and q, where we have
SO(p, q,F) = SO(q, p,F) by a global sign inversion on the space. By Proposition
12.5, the subgroup SO+(p, q,F) has index 2 in SO(p, q,F) unless pq = 0. On the
other hand, it follows from Proposition 12.3 that a special orthogonal group over
a quadratically finite field takes the form SO(n, ε,F), where n is the dimension
and ε ∈ {±} represents the discriminant. Moreover, as rescaling may change the
discriminant in odd dimensions, we write just SO(n,F) for odd n. Proposition
12.5 shows that SO+(n, ε,F) or SO+(n,F) always has index 2 there if n > 1
(and otherwise the groups are trivial). The spin and Gspin groups are denoted
with SO or SO+ replaced by spin and Gspin respectively. For the finite fields
Fq, where we may replace Fq by simply q in the notation, this means that
spin(n, ε, q) and SO(n, ε, q) have the same cardinality (for n > 1), while the
cardinality of SO+(n, ε, q) is half that number and to get the cardinality of
Gspin(n, ε, q) we multiply by q − 1.
Recall that in some settings we write results in terms of unitary groups.
Arguments which are similar to the orthogonal groups over quadratically closed
and Euclidean fields show that unitary spaces over quadratically finite fields are
determined by their dimensions, while over Euclidean field they have signatures
just like the quadratic ones. Hence we shall use notations like UE,ρ(n) in the
former case and UE,ρ(p, q) in the latter case, as well as U replaced by SU , GU ,
or GSU when required. The groups SpH(p, q) are defined in a similar manner
in the Euclidean case.
When we apply Theorems 3.4, 3.9, 4.4, 5.9, 6.4, 7.6, 9.16, 10.5, and 11.10,
and their corollaries, to the quadratically finite field case, the results we get are
as follows:
SO(1,F) as well as SO+(1,F) are {1}, while spin(1,F) equals {±1} and
Gspin(1,F) is F×.
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SO(2,+,F) and spin(2,+,F) are both isomorphic to F×, SO+(2,+,F) is
(F×)2, and Gspin(2,+,F) = F× × F×. On the other hand, both SO(2,−,F)
and Spin(2,−,F) are isomorphic to E1 (or equivalently UE,ρ(1)), SO+(2,−,F)
is (E1)2, and Gspin(2,−,F) equals E× (or GUE,ρ(1)).
spin(3,F) = SL2(F) = SUE,ρ(2), Gspin(3,F) = GL2(F) = GSUE,ρ(2),
SO+(3,F) = PSL2(F), and SO(3,F) = PGL2(F).
spin(4,+,F) is SL2(F)× SL2(F), Gspin(4,+,F) is a subgroup of the prod-
uct GL2(F) × GL2(F) determined by the equal determinant condition, and
SO+(4,+,F) and SO(4,+,F) are the appropriate quotients. For the non-trivial
discriminant, we get SL2(E) for spin(4,−,F) and PSL2(E) for SO+(4,−,F),
while SO(4,−,F) is obtained from the latter group as a direct product with
{±1} and Gspin(4,−,F) = GLF×2 (E).
The group spin(5,F) is Sp4(F), SO
+(5,F) is PSp4(F), Gspin(5,F) equals
GSp4(F), and SO(5,F) is PGSp4(F).
spin(6,+,F) = SL4(F), SO
+(6,+,F) equals PSL4(F) if −1 6∈ (F×)2 (but
not otherwise!), SO(6,+,F) is the direct product with {±1}, and Gspin(6,+,F)
equals GL
(F×)2
4 (F). With the other discriminant we get the groups SUE,ρ(4) for
spin(6,−,F) and GSUE,ρ(4) for Gspin(6,−,F), with the groups SO+(6,−,F)
and SO(6,−,F) being the appropriate quotients.
spin(7,F) may again be described as the subgroup of SO+
(
0 I
I 0
) ⊆ GL8(F)
in which the elements, presented as block matrices
(
a b
c d
)
, satisfy the conditions
that adt and bct are scalars (with squares some block determinants) and bd−1
and ca−1, or ac−1 and db−1, are anti-symmetric and related to one another
via the Pfaffian being their product. For Gspin(7,F) we relax the SO
(
0 I
I 0
)
condition to allow scalar multiplication of the underlying bilinear form.
The group spin(8,+,F) admits 3 inequivalent representations as double cov-
ers of SO+
(
0 I
I 0
)
groups. These representations are restrictions of representa-
tions of Gspin(8,+,F), in one of which the kernel becomes F× and in the other
two the bilinear form may be multiplied by scalars. spin(8,−,F) is the sub-
group of spin(8,+,E) (which has the structure we just considered by Corollary
12.4, whence also the notation) in which two of the representations to SO+
(
0 I
I 0
)
(over E) become isomorphic, with ρ and conjugating by
(
I 0
0 −I
)
being the iso-
morphism. Gspin(8,−,F) is defined by the same condition on Gspin(8,+,E),
with the two representations which become isomorphic being those in which the
bilinear form is multiplied by scalars (which are only from F× in this subgroup).
When we consider the case of Euclidean fields, recall that (F×)2 is the set
of positive elements. Hence we denote it F×+, and furthermore replace any such
superscript by simply +. Recall that the determinant of a space of signature
(p, q) is (−1)q, but for the discriminant, which matters to us only for even n, we
must multiply by (−1)n/2. Note that double covers which are based on choosing
a square root split here, since we have the canonical choice of the positive square
root. The results of Theorems 3.4, 3.9, 4.4, 5.9, 6.4, 7.6, 9.16, 10.5, and 11.10
then take the form appearing below:
SO(1, 0,F) = SO+(1, 0,F) = {1}, Spin(1, 0,F) = {±1}, and GSpin(1, 0,F)
equals F×.
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SO(2, 0,F) = SO+(2, 0,F) as well as spin(2, 0,F) are E1 = UE,ρ(1, 0) and
GSpin(2, 0,F) = E× = GUE,ρ(1, 0). On the other hand, SO(1, 1,F) = F
×,
SO+(1, 1,F) = F×+, Spin(1, 1,F) = F
× as well, and GSpin(1, 1,F) = F× × F×.
spin(3, 0,F) is H1 or equivalently SUE,ρ(2, 0), SO(3, 0,F) = SO
+(3, 0,F) is
obtained as the quotient by {±1}, and Gspin(3, 0,F) = H× = GSUE,ρ(2, 0).
On the other hand, spin(1, 2,F) is SL2(F) (or equivalently SUE,ρ(1, 1)) hence
SO+(1, 2,F) = PSL2(F), GSpin(1, 2,F) equals GL2(F) (or GSUE,ρ(1, 1)), and
SO+(1, 2,F) is PGL2(F).
The group spin(4, 0,F) is H1×H1 or its isomorph SUE,ρ(2, 0)×SUE,ρ(2, 0),
Gspin(4, 0,F) is the subgroup of H× × H× consisting of pairs of quaternions
with the same norm, and SO+(4, 0,F) = SO(4, 0,F) is the corresponding quo-
tient. Similarly, but with the split algebra, spin(2, 2,F) is SL2(F)×SL2(F) (or
equivalently SUE,ρ(1, 1)×SUE,ρ(1, 1)), GSpin(2, 2,F) is the “same determinant
subgroup” of GL2(F) × GL2(F), and SO+(2, 2,F) and SO(2, 2,F) are the ap-
propriate quotients. On the other hand, spin(1, 3,F) = SL2(E), SO
+(1, 3,F) is
PSL2(E), SO
+(1, 3,F) is the direct product of the latter group with {±1}, and
GSpin(1, 3,F) equals GLF
×
2 (E).
We also have spin(5, 0,F) = SpH(2, 0) and Gspin(5, 0,F) = GSpH(2, 0), with
SO+(5, 0,F) = SO(5, 0,F) being the quotient GSpH(2, 0) of the former modulo
{±1} or the latter modulo F×. In a similar manner, spin(4, 1,F) is SpH(1, 1),
Gspin(4, 1,F) is GSpH(1, 1), and SO
+(4, 1,F) and SO(4, 1,F) are the usual
quotients. In addition, Sp4(F) is spin(2, 3,F) so that SO
+(2, 3,F) is PSp4(F),
and GSpin(2, 3,F) equals GSp4(F).
The group spin(5, 1,F) is GL12(H), GSpin(5, 1,F) equals GL2(H) × {±1}
(the double cover splits, and the superscript + is unnecessary by Lemma 6.6
and the fact that NH
F
(H×) = (F×)2), and SO+(5, 1,F) and SO(5, 1,F) are
the quotients (the latter being the direct product of the former with {±1}).
Using the split algebra, Spin(3, 3,F) is just SL4(F), SO
+(3, 3,F) is PSL4(F)
as −1 6∈ (F×)2, GSpin(3, 3,F) is isomorphic to GL+4 (F) × {±1} (a split double
cover), and SO(3, 3,F) equals PSL4(F)×{±1}. spin(6, 0,F) equals SUE,ρ(4, 0),
GSpin(6, 0,F) is GSUE,ρ(4, 0), and SO
+(6, 0,F) = SO(6, 0,F) is obtained as
both the appropriate quotients. Finally, spin(4, 2,F) is isomorphic to SUE(2, 2),
GSpin(4, 2,F) is GSUE(2, 2), and the usual quotients give SO
+(4, 2,F) and
SO(4, 2,F).
The group spin(4, 3,F) is the subgroup of SO+
(
0 I
I 0
)
(8 × 8 matrices) con-
sisting of those block matrices
(
a b
c d
)
in which adt and bct are in F and square to
det a = det d and det b = det c respectively, and where either bd−1 and ca−1 or
ac−1 and db−1 belong to Mas4 (F) and multiply to minus their common Pfaffian.
Gspin(4, 3,F) is described by the same condition on the group of matrices in
GL8(F) whose action multiplies
(
0 I
I 0
)
by a scalar (with some extra condition ex-
tending the SO1 condition). ForGspin(5, 2,F) we get the subgroup of GSp4(H),
elements
(
a b
c d
)
of which satisfy the conditions that ad
t
and bct are scalars squar-
ing to N
M2(B)
F
(a) = N
M2(B)
F
(d) and N
M2(B)
F
(b) = N
M2(B)
F
(c) respectively, and
either the pair bd−1 and ca−1 or the pair ac−1 and db−1 is a pair of matrices
in MHer2 (B) which are minus the adjoints of one another. spin(5, 2,F) is the
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group of the matrices in Sp4(H) having these properties. Gspin(6, 1,F) and
spin(6, 1,F) are similar subgroups of GSp4(H) and Sp4(H), but in which the
pairs of minus adjoint matrices are bd−1 and −ca−1 or ac−1 and −db−1.
spin(6, 2,F) and Gspin(6, 2,F) are double covers of Sp4(H) and GSp4(H)
respectively in two, inequivalent ways. We have omitted the superscript F2
since the reduced norms from H, hence also from M2(H) by Lemma 6.6, are
non-negative, whence the map ϕ from Proposition 9.8 is trivial in this case.
spin(4, 4,F) maps in 3 inequivalent ways to SO+
(
0 I
I 0
)
with kernels of order 2,
and Gspin(4, 4,F) maps in one representation to SO
(
0 I
I 0
)
with kernel F× but
multiplies the bilinear form by arbitrary scalars in the other two representations
(where its kernel remains {±1}). The group spin(7, 1,F) is defined by the
condition on spin(8,E) (recall that E is quadratically closed by Proposition 12.1)
which states that conjugating one representations to the group SO+
(
0 I
I 0
)
over
E by
(
I 0
0 −I
)
yields the ρ-image of the other representation. For Gspin(7, 1,F)
we apply the same condition on Gspin(8,E) using two representations in which
the operation multiplies the bilinear form by scalars (from F× here). The groups
spin(5, 3,F) and spin(5, 3,F) are obtained in the same manner but with each
4× 4 identity matrix replaced by (I 00 −I) (involving 2× 2 identity matrices).
We remark that the case of the spin group in signature (6, 2) over F = R was
considered in [SH], using Clifford algebras, Eichler transformations, and some
real, complex, and quaternionic analytic tools. The homomorphism denoted φ in
Lemma 6.10 of that reference is just a 7→ ta −1 on GL2(H) = GL(F
×)2
2 (H), with
the square roots being positive. Proposition 6.11 there is the projectivization
of our Proposition 9.10. Now, the notion of positive definiteness extends from
F = R to any Euclidean field. It thus seems reasonable that the action of Sp4(H)
on the subset ofMHer2 (H)⊗E in which the “imaginary part” (which is also well-
defined) is positive definite, as well as the ψ-images of the elements of S˜p4(H)
lying over g ∈ Sp4(H) being those which send Zt (for Z in the latter space) to
g(Z)t, also extend to this more general setting. However, as we have seen, these
aspects of the theory are not required for obtaining the general result.
We do not get presentations of the definite spin groups spin(7, 0,F) and
spin(8, 0,F) here, since a definite space of dimension 7 does not represent its
discriminant, and a definite space of dimension 8 is not isotropic, and our meth-
ods for spaces of dimensions 7 and 8 require these properties.
Unitary groups preserving sesqui-linear forms of dimension 3 do not arise in
the context of orthogonal groups since the dimension 8 of such special unitary
groups is not the dimension of any orthogonal group. Sesqui-linear forms of
signature (3, 1) also do not appear here because of the discriminant 1 condition.
For F = R we can also derive this fact from Lie theory: The dimension of
SUC(3, 1) is indeed 15, but its maximal compact subgroup S
(
U(3)× U(1)) has
dimension 9, which does not equal the dimension of SO(p)×SO(q) for any pair
(p, q) with sum 6 (the required dimension is p(p−1)2 +
q(q−1)
2 , which attains only
the values 15, 10, 7, and 6).
The splitting of the double covers here comes from the splitting of the se-
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quence
1→ {±1} → F× → (F×)2 → 1.
This happens wherever the Abelian group F× contains {±1} as a direct sum-
mand (e.g., when F may be ordered, when (F×)2 is free like in number fields
of class number 1 with no complex roots of unity, etc.). Note that when the
double cover A˜(F
×)2 splits, the elements (g, |g|2) with g ∈ A− ∩ A× will never
lie all in the splitting group, as they generate the full double cover by Theorem
5.9.
On the other hand, for quadratically closed and Euclidean fields the sequence
1→ (F×)2 → F× → F×/(F×)2 → 1
splits. This fact is related to the full special orthogonal group admitting a
double cover inside the Gspin group: For the quadratically closed case as well
as the definite case this is just the usual spin group. In the indefinite case the
double cover is obtained by imposing the condition that a certain reduced norm,
determinant, or multiplier takes only the values ±1. In fact, one can show that
the only additional case where this sequence splits is for a quadratically finite
field in which −1 6∈ (F×)2 (for the finite field Fq this happens if and only if
q ≡ 3(mod 4)). The double covers in this case are obtained in a way similar to
the indefinite case.
We remark that the cardinality of the group F×/(F×)2 can be either infinite
or any finite power of 2. To see this, observe that if K = F((X)) then K×/(K×)2
is generated by the injective image of F×/(F×)2 and the class of X (another
element of order 2 in K×/(K×)2 which is independent of F×/(F×)2). For the
case the group has order 4 we again have different types of fields. Indeed, if K
is our field and it takes the form F((X)) then if F is quadratically finite then K
admits only one non-split quaternion algebra (this is also the case for the p-adic
numbers for an odd prime p or their finite extensions), while for Euclidean F
there are 3 non-isomorphic quaternion algebras over K which are not split. The
description of the quadratic spaces over these fields will thus be different, with
the first case probably resembling the results appearing in Section 2 of Chapter
IV of [S]. We leave these questions, as well as the question whether every field
F in which F×/(F×)2 has order 4 resembles one of these families, for future
research.
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