Estimating multiple temporal mechanisms in human vision  by Fredericksen, R.E. & Hess, R.F.
Pergamon PII: SOO42-6989(97)00239-3 
Vision Res., Vol. 38, No. 7, 1023-1040, pp. 1998 
0 1998 Elsevier Science Ltd. All rights reserved 
Printed in Great Britain 
0042-6989/98 $19.00 + 0.00 
Estimating Multiple Temporal Mechanisms in 
Human Vision 
R. E. FREDERICKSEN,* R. F. HESSt 
Received 27 June 1996; in revised form 24 February 1997; in jnal form 22 July 1997 
When studying human ability to perceive temporal changes in luminance it is customary to estimate 
either temporal impulse response shapes or temporal modulation transfer functions, the 
representation of the impulse response in the frequency domain. The advantages and liitations 
of previous methods are summarized. We then describe an approach based on use of an impulse 
response basis set that resolves some of those limitations. We next present psychophysical results 
for spatiotemporal signal detection in spatiotemporal noise, together with an economical model of 
performance. The model is based on accepted notions of psychophysical detection mechanisms and 
the filter basis set described in the first part of the paper. The best-fitting model requires only eight 
parameters, as opposed to the 198 parameters required to separately fit each psychometric 
function, and captures both qualitative and quantitative properties of the psychophysical data. 
Finally, the best-fitting model indicates that only two temporal filters are necessary to describe the 
performance of each of three subjects under the specific stimulus conditions employed here. 0 1998 
Elsevier Science Ltd. All rights reserved. 
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INTRODUCTION 
Models of human temporal sensitivity are important in 
understanding temporal processing (de Lange, 1954; van 
den Brink & Bouman, 1954; de Lange, 1958; Kelly, 
1961; Ikeda, 1965; Schuckman & Orbach, 1965; Sperling 
& Sondhi, 1968; Kelly, 1969; Rashbass, 1970; Kelly, 
1971; Keesey, 1972; Kulikowski & Tolhurst, 1973; Ikeda 
& Wright, 1975; Nilsson, Richmond, & Nelson, 1975; 
Tolhurst, 1975; Legge, 1978; Pantle, 1978; Richards, 
1979; Wilson, 1980; Breitmeyer, Levi & Harwerth, 1981; 
Green, 1981; Watson & Robson, 1981; Holliday & 
Ruddock, 1983; Pantle, 1983; Mandler & Makous, 1984; 
Moulden, Renshaw & Mather, 1984; Foster, Gaska, 
Nagler & Pollen, 1985; Hess & Plant, 1985; Lehky, 1985; 
Nygaard & Frumkes, 1985; Baboud, Witkin, Baudin & 
Duda, 1986; Gorea & Tyler, 1986; Ikeda, 1986; McKee, 
Silverman & Nakayama, 1986; Stork & Falk, 1987; 
Swanson, Ueno, Smith & Pokorny, 1987; Movshon, 
1988; Victor, 1989; Dagnelie, 1992; Snowden & Hess, 
1992; Tyler, 1992; Stockman, MacLeod & Lebrum, 
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1993; Waugh & Hess, 1994) (see Watson, 1986 for a 
comprehensive review), temporal integration of motion 
information (Fredericksen, Verstraten & van de Grind, 
1994) and speed sensitivity (McKee et al., 1986; Smith, 
1987; Smith & Edgar, 1991; Johnston & Clifford, 1995). 
In the first section of this paper we describe two common 
general approaches for exploring human ability to extract 
and process temporal variations of luminance: estimating 
filter impulse responses in the time domain, and 
estimating the modulation transfer functions3 (MTFs) 
of those filters in the frequency domain. We first discuss 
the pros and cons of these two approaches and describe an 
alternative methodology that involves selection of a 
functional form for impulse responses defined in the time 
domain. 
*To whom all correspondence should be addressed at: Cognitive 
Science Department, SSP-3, U.C. Irvine, Irvine, CA 92697, U.S.A. 
[Email: eric@mach2.hipl.uci.edu]. 
iMcGil1 Vision Research, 687 Pine Avenue West (H4-14), Montreal, 
Quebec, Canada, H3A 1Al. 
$The modulation transfer function is commonly defined as the 
normalized magnitude of the transfer function (Fourier transform 
of the impulse response) of a linear filter. 
In the remainder of the paper we present an evaluation 
of the proposed basis set. We begin by describing the 
rationale underlying a temporal-noise-masking experi- 
ment and the specific stimulus parameters manipulated 
during the experiment. We then present psychophysical 
data for three subjects resulting from those experiments. 
Next we describe in detail a model of task performance 
consistent with our experiment design. Finally, we 
present a detailed analysis of the model fit to the 
psychophysical data. The results indicate that a two- 
mechanism model, including the impulse response basis 
functions, can quantitatively and qualitatively describe 
(reproduce) temporal detection performance under the 
given experimental conditions. The data were such that 
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not all of the model parameters could be well constrained, 
but parameters that could be constrained had tight 
confidence limits. The two-mechanism model fits require 
only eight parameters, as compared with 198 parameters 
to separately fit each psychometric function with a (two- 
parameter) Weibull function. Detailed evaluation of the 
two-mechanism model fit shows that it reproduces both 
the quantitative psychophysical data and the threshold 
function shapes almost as well as the “individual 
psychometric function” model. 
PAST AND CURRENT METHODS 
Early research in flicker detection (Ives, 1922; de 
Lange, 1954, 1958) indicated a form of visual system 
linearity for high frequency flicker thresholds. The result 
paved the way for application of linear systems theory to 
temporal detection, and the possibility of using lumi- 
nance impulses to derive a temporal impulse response 
function for the visual system (van den Brink & Bouman, 
1954; Ikeda, 1965; Rashbass, 1970) (see Ikeda, 1986 for a 
review). These experiments were designed to measure 
thresholds during the presentation of a sequence of two 
luminance impulses (see Bergen & Wilson, 1985 for a 
three-pulse approach) that could be either increments or 
decrements from the mean (e.g. van den Brink & 
Bouman, 1954; Ikeda, 1965; Schuckman & Orbach, 
1965). The results allowed estimation of lobe signs and 
positions of a unitary impulse response from the shapes 
of the contrast threshold curves. A monophasic impulse 
response is representative of low-pass temporal tuning 
characteristics, while multiphasic responses are likely to 
be more DC-balanced and hence represent band-pass 
temporal tuning characteristics. More recently, unitary 
time-domain impulse responses have been calculated 
from psychophysical data using inverse Fourier trans- 
form methods (Kelly, 1969, 197 1; Stork & Falk, 1987; 
Swanson et al., 1987; Dagnelie, 1992), or multiple MTFs 
have been estimated by fitting a filter MTF model to 
temporal detection and discrimination data (Mandler & 
Makous, 1984; Waugh & Hess, 1994). Although all of 
these recent approaches have contributed a great deal to 
our understanding of processing of temporal visual 
information, none are completely satisfying. 
Inverse Fourier transformation 
The inverse Fourier transformation (IFT) technique 
produces a single, completely specified impulse response. 
Generally, temporal thresholds to sinusoidally varying 
stimuli are measured and the data are treated as an 
estimate of the system MTF. The data are fit with a 
smoothing and extrapolation function and numerical 
calculations are used to estimate phase information 
necessary for IFT. Phase calculations are performed 
under the restriction of a causal impulse response; the 
impulse must have zero magnitude at all times before 
occurrence of the input impulse. Phase calculations are 
normally based on a minimum phase assumption, i.e., 
that the reconstructed impulse have the smallest possible 
onset delay and still remain causal (see Dagnelic, 1992 
for a detailed description). 
Kelly (1971) supported an MTF smoothing function 
based on a diffusion process (Kelly, 1969) model of 
retinal performance. That impulse response model has 
four parameters, apart from the gain parameter. A method 
employed by Stork and Falk (1987) has been described as 
“parameterless.” They used psychophysical data to define 
a portion of the MTF rather than fitting a theoretical 
function to the data (Kelly, 1969, 1971). Then, in order to 
numerically compute the phase information necessary for 
IFT they extrapolated the MTF above and below the 
psychophysically measured frequency ranges using: 
B x ((27rf)’ + b2)~“2. (1) 
The function has two parameters; one explicit shape 
parameter, 6, and one gain parameter, B, chosen to 
produce continuity with the psychophysical data. 
Swanson et al. (1987) use yet another variant. After 
inverse transformation using the Stork and Falk 
approach, they fit the resulting digital impulse response 
with a modified impulse response model commonly 
chosen for its ease of manipulation (see Watson, 1986). 
The tit produces parameter values that can be used to 
classify the properties of the impulse. The original 
working model represents a difference of cascaded low- 
pass filters defined by 
/r(t) = G x [g(n,,r,,t) -B x &z,Tz,t)], (2) 
where 
g(n, 7, t) = u(t) x (t/[r . (rz - l)])“_ 
x exp(-t/T+n - 1). 
Here, u(t) is the unit step function, ~11 and n2 are the 
number of cascaded low-pass filters in each term, zi and 
~2 are the time constants of the respective filters, B allows 
creation of a multi-lobed impulse, and G is the overall 
gain of the filter (six parameters). The g(n, T, t) in 
equation (2) are scaled to unitary peak magnitude. 
Swanson and colleagues’ modification of equation (2) 
involved first setting the cascaded filter counts (nl and n2) 
to 5 from consideration of psychophysical data. Then a 
time delay parameter is added to the second (inhibitory) 
filter component, and zi and ~2 are rewritten as (27~~ )-I 
and (2rcc$‘, where cl and c2 are the comer frequencies 
of the low-pass MTF profile of each stage. Each impulse 
is therefore specified by two corner frequencies, a scaling 
constant for the delayed inhibition and a time delay, or 
four shape parameters plus one overall gain parameter. 
The inverse Fourier transformation method has been 
very successful, but produces only one impulse response 
when at least two are needed to describe psychophysical 
performance. There is also uncertainty regarding the true 
impulse response shape because the impulse is only one 
of an infinite number that can have identical MTF or 
autocorrelation functions (Victor, 1989). Furthermore, it 
has been shown that reconstruction of impulse response 
functions is very sensitive to the form of the MTF 
smoothing and extrapolation function (Dagnelie, 1992). 
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Kelly (1971) goes to a great deal of effort (as do others, 
e.g. Sperling & Sondhi, 1968) to carefully attribute his 
MTF model parameters to physiological and anatomical 
aspects of retinal function. However, recent work 
(Stockman et aE., 1993) indicates that some limitations 
of human ability to process flicker must lie central to the 
photoreceptors. Although Kelly’s estimated impulse 
responses exhibit variations with stimulus luminance 
that are attributed to retinal gain control, similar 
physiological changes have been observed in geniculate 
and cortical experiments (Shapley & Victor, 1978, 1979, 
198 1; Sclar & Freeman, 1987; Reid, Victor & Shapley, 
1992; Carandini & Heeger, 1994) to a degree greater than 
can be accounted for at the retina alone (Albrecht, 1995). 
There are similar difficulties of interpretation invol- 
ving the use of equation (2) and its variants. Equation (2) 
was chosen as a working model for its ease of 
manipulation. The functional form of the g(n, 71, t) terms 
in equation (2) might have some biological correspon- 
dence because the passive electrical properties of 
neuronal membrane can be described as leaky integrators 
(low-pass filters). The time constants could, therefore, be 
related to the passive membrane properties, while the 
low-pass filter count in each term can be related to the 
number of sequential neurons in the processing stream. 
However, as described above, it is not clear that the 
temporal impulse response shape is determined only by 
passive membrane properties. 
Multiple mechanism model fitting 
A great deal of physiological and psychophysical data 
indicate that we need multiple temporal filters (mechan- 
isms*) to model human temporal processing ability 
(Keesey, 1972; Kulikowski & Tolhurst, 1973; Ikeda & 
Wright, 1975; Nilsson et al., 1975; Tolhurst, 1975; 
Legge, 1978; Pantle, 1978; Richards, 1979; Wilson, 
1980; Breitmeyer et al., 1981; Green, 1981; Watson & 
Robson, 198 1; Holliday & Ruddock, 1983; Pantle, 1983; 
Mandler & Makous, 1984; Moulden et al., 1984; Hess & 
Plant. 1985; Lehky, 1985; Smith, 1987; Snowden & 
Hess, 1992; Waugh & Hess, 1994). It is, therefore, 
important to estimate what must be the components of 
unitary impulse responses derived from IFI methods. 
The first step in model-fitting methods is to collect 
psychophysical data with a specific psychophysical task 
(e.g., detection during spatiotemporal masking, or 
perhaps temporal discrimination). The essence of the 
approach then lies in the postulation of a mathematical 
form for the mechanism sensitivity profiles (in our 
case, filter MTFs), a mechanism-output combination 
function, and a decision-making model for the task. The 
composite model is fit to the psychophysical data and the 
multiple mechanism sensitivity profiles (filter MTFs) 
that result are the desired estimates. MTF functions that 
*It is a common practice in the recent literature to refer to these filters 
as “mechanisms” although a proposed mechanism model is not 
necessarily a linear filter. We will use the term in the appropriate 
context throughout this paper. 
tThis equation is sometimes called a Minkowski metric. 
have been fit to psychophysical data measured in 
temporal tasks are: 
Sjvt;) = Gj X exp (-UOglft) - 1og(pj))‘/(2 x (+))j 
(3) 
or a set of gaussians on a logarithmic temporal-frequency 
axis (Mandler & Makous, 1984; Waugh & Hess, 1994). 
Each mechanism requires specification of a peak 
frequency /Lj, standard deviation gjj-, and gain, or 
sensitivity maximum Gj. Each mechanism requires fewer 
parameters than a single impulse response, but two or 
three mechanisms are used to fit the psychophysical data, 
resulting in six or nine parameters, respectively. If the 
model uses normalized (or equal) peak sensitivities, then 
only four or six parameters are required (excluding the 
overall gain). 
We note that this approach estimates multiple MTFs 
(mechanisms) but is indirect and depends on the assumed 
MTF form, the combination function, and task model (as 
does our method). The MTF form in equation (3) lacks 
the phase information required to reproduce the corre- 
sponding impulse response time courses, so there is no 
way to know the filter’s causality or correlation (unlike 
our method). Note that causality is mathematically 
ensured in the minimum-phase inverse transformation 
methods (e.g. see Nussenzeweig, 1972), and Tyler ( 1992) 
has introduced a novel method for psychophysically 
measuring phase information as an alternative to 
minimum phase assumptions. 
Multiple mechanism combination rules 
Multiple mechanism models require a response pool- 
ing rule. One rule frequently chosen (and the rule 
employed in our model) is probability summation: 
Pd = 1 -n(l-P,). 
where Pd is the composite probability of detection, and 
the Pj are the individual probabilities of detection for 
each mechanism. Models may postulate a combination of 
mechanism responses before producing an estimate of 
detection likelihood. In such situations a vector summa- 
tion? rule (Quick, 1974; Watson, 1979): 
( ) 
Ii i 
R = C(rj)” (5) 
j 
is often chosen, where R is the composite response 
magnitude, the rj are mechanism response magnitudes, 
and p is a pooling exponent often chosen to be between 3 
and 4. R may then be converted into a probability of 
detection or used directly. Probability summation is 
problematic because it requires the assumption of 
(statistical) mechanism+utput independence but the 
mathematical requirement of independence is almost 
surely violated. Similarly, there is no satisfying physio- 
logical justification for implementation of vector summa- 
tion (but see Gorea & Tyler, 1986). 
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FIGURE 1. (a) Shows an example of the first four basis functions 
described by equation (7). Each successive derivative produces an 
additional lobe on the impulse. Note that the /Q(t) function has a fourth 
(negative) lobe that is very small because of the initial asymmetry of 
the generator function, he(r). (b) Shows the corresponding modulation 
transfer functions (MTFs, or the frequency domain representations 
without phase information) for the impulses in (a). Note how peak 
frequency increases with derivative. All non-zero derivatives are 
completely band-pass, i.e., have no zero-frequency component. There 
is substantial overlap of filter MTFs, even between Ho(j) and Hj(f). 
Note, also, that the MTFs are steeper on the high frequency side than 
on the low frequency side. 
PROPOSED IMPULSE RESPONSE MODEL 
We propose an impulse response model (a) that is 
defined in the time domain; and (b) that is in the form of 
an impulse response basis set. We begin with an impulse 
response shape derived from Koenderink (1988b). The 
basic impulse response, which we will term the generator 
impulse, is defined as: 
hg(t) = u(t) x exp [ - (In(rlrM2] 1 (6) 
where u(t) is the unit step function, and z and 0 are 
parameters that determine the peak position and width of 
the impulse response. The complete family of impulse 
responses is generated by taking successive temporal 
derivatives of h,(t): 
hj(t) = aihg(t)/d j 2 0. (7) 
The generator impulse has been successfully employed in 
a model of temporal integration of motion information 
(Fredericksen et al., 1994), and the first three impulse 
responses (ha, hl and h2) have been employed in a 
spatiotemporal ratio model for speed-sensitivity (John- 
ston & Clifford, 1995). The result is a family of impulse 
responses whose shapes and positional relationships are 
defined completely by just two parameters, r and 0. The 
number of lobes on each impulse is one more than its 
index (i.e., its derivative number): ho is monophasic, hl is 
biphasic, h2 is triphasic, etc. Figure l(a) shows examples 
of the first four basis impulses for arbitrarily selected 
parameter values. 
Discussion of the proposed basis set 
This use of a derivative family is similar to multi- 
resolution spatial image analysis (Koenderink, 1988b). In 
the spatial approach (e.g. Koenderink, 1987, 1988a) each 
location in a spatial image is analyzed by a family of 
filters. (Note that we will use the term “image” here to 
refer to both spatial and temporal domain information; 
the context in each case should be clear.) Filter sets are 
chosen to be the family of derivatives of a gaussian 
blurring kernel. The scale of analysis is defined to be the 
standard deviation of the gaussian blurring kernel. The 
term “scale” therefore refers to the spatial (in the present 
case, temporal) extent of the filter receptive field at any 
location in the image. We make this definition explicit 
because scale has also been used to refer to frequency in 
some literature. 
The hj(t) can therefore be considered as a set of blurred 
temporal derivatives (Koenderink, 1987, 1988a) which 
are a Taylor series expansion of the temporal image at a 
scale selected by c. The term “blurred derivative” comes 
from the mathematical property that when applying a 
derivative operator and a blurring kernel to an image, the 
order of application of the operators does not change the 
result. In our case the blurring kernel is h,(t). The output 
of a filter set encodes the temporal structure at a specific 
temporal scale determined by Q, at a specific time in the 
past determined by z (plus any absolute delay) in the 
spatial area served by the filters. 
The proposed filter family specifies multiple, causal 
impulses (mono, bi, triphasic) as should be expected from 
previous physiological and psychophysical evidence. The 
basis set can be fit to psychophysical data that require 
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multiple mechanisms for explanation* and can be used in 
model-fitting methods with data which have previously 
required only a single-mechanism explanation. Unlike 
the shape parameters in equation (2), the r and c 
parameters have direct physical interpretations with 
respect to the shape of the impulse responses. The z 
parameter determines the time to peak? of the generator- 
function impulse response, and the approximate centroid 
of the peaks of the derived impulse responses. The value 
of r is interpreted, in combination with any absolute 
temporal delay, as the time required for the filter to 
produce a response. The 0 parameter determines the 
width of the impulse, and therefore its scale (resolution) 
of measurement. An impulse with a large (T (scale) 
gathers information over a longer time period and cannot 
discern high resolution (small-scale, short-term) temporal 
events. The opposite is also clearly true: small-scale 
filters (with small o) cannot measure low resolution 
(large-scale, long-term) temporal events. 
Although we estimate temporal sensitivity data with 
two or three mechanisms, the physiological data indicate 
that the psychophysical percept stems from populations 
of temporally sensitive neurons with ranges of temporal 
properties (e.g. Foster et al., 1985; Movshon, 1988). Our 
estimates of temporal impulse responses should therefore 
represent composites of those responses, regardless of 
the type of impulse response model that we use. 
Temporal tuning functions of neurons can be described 
as almost gaussian in the logarithmic frequency domain 
(Holub & Morton-Gibson, 198 1) except for an asymme- 
try: the high frequency limb has a steeper slope than the 
low frequency limb. The function used by Holub and 
Morton-Gibson (1981) to fit neuronal tuning curves in 
the frequency domain is exp(-fP) - exp(-(ef)R) and 
is an adaptation of a function first used by Blakemore 
and Campbell (1969). P and R could vary between 1 .O 
and 3.0 and primarily determine the width of the 
tuning functions, while Q primarily determines the peak 
frequency. 
As can be seen from Fig. 1, the proposed basis 
functions have the appropriate MTF shapes. However, 
Holub and Morton-Gibson’s method only defines the 
MTF of the tuning function, while the proposed basis set 
has the added advantage of being specified in the time 
domain. By beginning in the time domain we auto- 
matically specify phase information in the frequency 
domain. Just as importantly, because the hi(t) are related 
by the derivative operator, we know the relationships 
between the time and frequency domain representations. 
If we define a measure of filter orthogonality as: 
.I’ 
x 
xj.k = h,(t) X hk(t)dt 
0 
then we know (from the derivative property of the Fourier 
transform) that Xj.k is identically zero if lj - kl is odd, or 
has a sign of [-I] ‘j4’* if lj - kl is even.+ The phase 
relationships and orthogonality of the filters are pre- 
defined, thereby allowing us to select a logical filter- 
output combination function. We can, for example, 
defend the use of probability summation for two 
orthogonal filters (e.g. ho and hl). Alternatively, if we 
choose multiple, non-orthogonal h,(t), we might use 
decision theory methods because knowing the filter 
correlations provides information about noise covariance 
at the output of the filters (especially when there is noise 
in the visual stimulus). The issue of orthogonality is 
treated further in the discussion. Note that although there 
is more than one way to produce an orthogonal filter set, 
for philosophical reasons we use the basis set as 
described. 
EXPERIMENT RATIONALE AND DESIGN 
When we employ linear systems and signal detection 
tools to model the visual system it is natural to 
characterize detection performance in terms of the 
relative strengths of signal and noise (signal-to-noise 
ratio, SNR) at the output of each filter. Signal detection 
theory tells us that the probability of detection for a given 
filter is a monotonically increasing function of SNR. We 
define SNR here as the ratio of signal and noise powers at 
the output of the filter. This line of reasoning leads us 
directly to a method for defining the MTFs of visual 
temporal mechanisms. Figure 2(a) shows schematically 
that, if we assume human temporal detection perfor- 
mance to be mediated by a single filter, and we can write 
down the relationship between SNR and the probability 
of detection, Pd, then we can define the MTF (within a 
scaling constant) by injecting a known signal frequency 
(f,) into the filter and measuring Pd for different 
frequencies of noise input (f,). Pd will change with noise 
temporal frequency because filter MTF varies with 
temporal frequency. The masking of the signal will be 
greatest (Pd will be lowest) when the noise is at the 
position of peak sensitivity of the mechanism. Moreover, 
if we measure Pd for a range of signal and noise 
magnitudes (in our case, contrasts) then we can also 
estimate how input SNR determines Pd. 
We have already noted that there must be multiple 
mechanisms mediating human temporal detection per- 
formance. Use of only a single signal frequency is 
ambiguous because, as indicated in Fig. 2(b), more than 
one filter can respond to the stimulus. Each can have a 
*In an independent line of research, McKee and Taylor [( 1984). 
Journal of the Optical Society of America A, 1, 62&627] have 
taken a similar approach by beginning with an impulse response 
close to equation (2). They then fit the MTF of the function to their 
data by hand (eye), then interpret the shape of the single impulse 
response. 
tTime-to-peak should not be confused with an absolute time delay, or 
a shift of the temporal axis. 
*Each frequency component off(t) is orthogonal to all other frequency 
components. This property does not change after the derivative 
operation. The Fourier transform of the derivative of d[ft)]/dt is 
just jw*F(w), where F(w) is the Fourier transform of f(t). The 
derivative operation changes the phase of each Fourier component 
by 90 deg. This causes each component frequency of F(w) to be 
orthogonal to the same frequency in jw*F(w).f(t) and d[flt)]/dt are, 
therefore. orthogonal, and the relationships between successive 
derivatives follow logically. 
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FIGURE 2. (a) Indicates schematically how detection probability for a 
fixed signal (f,, given by the arrow) at the output of a filter depends on 
the frequency of a noise mask. H&l is the Fourier domain 
representation of a single filter and IHcf)l is the filter MTF. (b) 
Indicates that detection probability varies differently for two filters. 
Composite detection probability must also depend on the combination 
function. A composite probability is not shown because no combina- 
tion function is yet posited. Hlcf) and H2cfl are the Fourier domain 
representations of the two filters, and IHlf'Jl and IH2(f)l are their MTFs. 
In both panels: detection likelihood for the filter (Pd, Pdn, , Pdn2) is 
shown in the upper half-panel with an axis on the right. Corresponding 
filter MTFs are shown in the bottom half-panel with an axis on 
the left. 
different probability of detection, but overall detection 
performance results from combination of mechanism 
responses. It has been previously shown that the resulting 
masking-curve shapes can depend on whether data are 
measured in terms of a fixed signal with variable mask, or 
a fixed mask with variable signal (Barghout-Stein & 
Tyler, 1994, 1995). This problem can be partially 
resolved by using many combinations of signal frequency 
and noise frequency. Fortunately this is also the method 
we should use in meeting another goal, namely, ensuring 
good statistical power in the data set so as to allow precise 
definition of fitted-model parameters. 
Using different combinations of signal and noise 
frequency is only a partial solution to the filter-response 
ambiguity problem. If two filters can detect the stimulus, 
the method by which filter outputs are combined to 
produce Pd will affect our estimates of mechanism 
MTFs. For this reason, using a wide range of signal and 
noise-mask frequencies can provide us with information 
about the shapes of the filter MTFs, but does not provide 
unambiguous information about MTF bandwidths 
(Barghout-Stein & Tyler, 1994, 1995). Different methods 
have been proposed for combining filter outputs, such as 
vector summation of outputs and probability summation. 
Analysis of the suitability of different combination 
functions is beyond the scope of this paper, but we can 
still proceed if we choose one method for our analysis, 
and are aware of how our results might be affected by use 
of other combination functions. 
Finally, this leads us to the question of how energy is 
distributed across the spatiotemporal mask components. 
Recent evidence indicates that neuronal sensitivity is 
designed to match the spatial power spectrum of natural 
images (Field, 1987). The spatial magnitude spectrum of 
natural images is such that equal energy is contained in 
equal octave bands (Field, 1987, 1994) so a white (equal 
power in linear frequency bands) spatial power spectrum 
biases neuronal response towards higher frequencies. 
Because we use a single, narrow spatial frequency band 
in the work presented here, such a distinction may not be 
important to our results. However, because we intend to 
extend this method of analysis to different spatial 
frequencies we choose to use the natural scaling of 
bandwidth with spatial frequency. It is important to note 
that there is evidence that the temporal frequency power 
spectrum of natural imagery is not white (Eckert & 
Buchsbaum, 1993). There is not yet conclusive evidence 
for this, or that human temporal sensitivity is designed to 
match that temporal power spectrum so we have chosen a 
narrow, fixed linear temporal bandwidth for the noise 
mask and signal.* 
Figure 3 shows a schematic representation of the 
stimulus and noise power spectral densities (PSDs; see 
Methods). Example images of the noise in the spatio- 
temporal frequency and space-time domains are shown 
in Fig. 4. The top image shows how the random dot 
pattern was box-pass filtered to produce the spatiotem- 
poral noise. The middle image shows an example of one 
temporal frequency of noise. The noise is spatially one- 
dimensional: the spatial structure of the noise can be seen 
by taking a single pixel row of either of those images and 
“painting” (duplicating) it down the display screen. The 
noise was oriented vertically, as was the target stimulus 
shown at the bottom of Fig. 4. Note that (assuming either 
slow or no covariation of the temporal filter properties 
with spatial frequency activated by the signal + noise 
stimulus) influence of spatial frequency is only a scaling 
*Selection of spatial and temporal bandwidth is not crucial. If the 
model is incorrect, a biased set of model parameters will be 
produced by any bandwidth choice. However, if the model is 
correct then many choices of bandwidth will allow the fitting 
process to specify the model. 
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FIGURE 3. The signal and noise spatial frequencies were centered at 1 cycle/deg (c/deg) and were spatially one-dimensional. 
The noise had a l&spatial power spectral density. The block of noise components was 0.5 octaves in spatial bandwidth and 4 Hz 
in temporal bandwidth. The signal was a spatiotemporally gaussian windowed sinusoidal luminance grating (an elongated 
Gabor patch). Note the graph’s logarithmic spatial frequency axis. 
constant for filter gain and is subsumed by the intrinsic 
noise parameter. 
GENERAL METHODS 
Signal generation 
The target stimuli were vertically oriented, gaussian 
windowed, sinusoidal luminance gratings commonly 
referred to as Gabor patches. The gratings were 
contrast-windowed by a gaussian profile in both dimen- 
sions of space and time. The stimuli had the form: 
L(x,Y, t) = L, x [l + C, x G(~,Y, t) 
x cos(2?rf,x) x COS(27&)], (9) 
where J& is mean luminance, C, is peak signal contrast& 
is the horizontal spatial frequency and ft is temporal 
frequency. The second term inside the square brackets 
describes the contrast profile, (L(x, y, t) - L,)/L,, of the 
stimulus over space and time. The spatial frequency was 
always 1 cycle/degree (c/deg) and the temporal frequen- 
cies were 2, 4, 7, 11, 14, 18, 21, 24 and 28 Hz. The 
gaussian contrast window G(x, y, t) was defined as: 
G(x, Y, t) = exp [-WA2 - (Y/S,)* - W2] > (10) 
where S,, S,. and S, are the horizontal, vertical and 
temporal spreads of the gaussian. The spread parameter 
represents the dimension value at which the gaussian falls 
to l/e (37%) of its peak. In these experiments S, was 
always 1 deg (the period of the sinusoid) and S, was 
always 10 deg. S, was always 300 msec and truncated at 
plus or minus 2 x S, for a stimulus duration of 
1200 msec. 
Noise generation 
Masking noise was vertically oriented and spatially 
one-dimensional. The spatiotemporal noise had a power 
spectral density (PSD) that followed a l/f profile in 
spatial frequency (Field, 1987) and a flat (white) profile 
in temporal frequency. Noise patterns were generated by 
first creating a two-dimensional gaussian-luminance 
noise image with a random number generator based on 
the Data Encryption Standard (Press, Teukolsky, Vetter- 
ling, & Flannery, 1992). Each image pixel was generated 
independently so the PSD of the image was white in both 
space and time. For reasons explained in the text, the 
spatial PSD of each image was modified to have a l/f 
power spectral density. Individual noise samples were 
generated by box-pass (two-dimensional band accept) 
filtering with boxes centered at 1 c/deg, and at 2,3.5,5,7, 
9, 11, 14, 18, 21, 28, and 35 Hz. The pass-box was 0.5 
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FIGURE 4. The top image shows a frequency domain representation of 
the box-pass filter (remember that the noise is only one dimension, 
spatially). The white squares indicate the pass-box of the filter, while 
frequencies in the black regions were set to zero. The middle image 
shows a spatiotemporal noise example for one temporal frequency of 
the pass-band. Each horizontal raster line of an image represents a 
single video frame of noise displayed during one interval of a trial. The 
bottom image shows a static two-dimensional spatial image of the 
stimulus. The stimulus was gaussian windowed in the temporal domain 
and is shown at a high contrast for purposes of exposition. 
octaves wide in spatial frequency (from 0.841 to 
1.189 cpd) and 4 Hz wide in temporal frequency. 
Apparatus 
Experiments were performed using a Joyce Electronics 
model DM4 video display running at 200 Hz frame 
refresh rate and a mean luminance of 200 cd/m*. Stimuli 
were displayed on the monitor using a Cambridge 
Research Systems graphics card model VSG 212 
with 4 Mb of video memory. Monitory luminance 
calibration was performed using a United Detector 
Technology model S370 photometer (China Lake, CA). 
The display was viewed through a 10.6 x 10.6 deg 
(18.5 x 18.5 cm) aperture at a distance of 1 m. The 
display was viewed binocularly under mid-level incan- 
descent lighting. 
The sinusoidal luminance carrier was produced using 
the grating generator hardware (DSP) of the VSG 2/2 and 
its gaussian spatial envelope was produced using the 
frame store hardware (GSP). The spatial envelope was 
applied using a video multiplier circuit built into the 
Joyce monitor. A third video signal (the noise mask) was 
produced using the DSP and added to the spatially 
windowed sinusoid via a custom modification of the 
Joyce circuit board. The gaussian temporal envelope was 
applied to both the signal carrier and the noise mask via 
the temporal windowing function of the DSP. The spatial 
and temporal properties of the signal grating were 
controlled by the DSP. The spatiotemporal noise mask 
was controlled from the host computer by modifying a 
spatial wave form table in the DSP during the display’s 
vertical refresh period. 
Experimental procedure 
Experiments were two-temporal-interval forced- 
choice (21FC) detection of the signal in a spatiotemporal 
noise mask; the signal was present in only one of the two 
intervals, and statistically identical noise samples were 
present during both intervals. The signal was presented in 
the center of the screen and the interval of presentation 
was randomized. Subjects viewed the display binocularly 
and were instructed to indicate the interval containing the 
signal. The noise mask root-mean-square (rms) contrast 
was always -20 decibels (dB = 2O*logie(C,)), or 10%. 
Stimulus configurations were run in blocks consisting 
of groups of different mask temporal frequencies and 
one signal temporal frequency. We use the term 
“configuration” to refer to stimulus with fixed noise 
contrast, signal temporal frequency and noise temporal 
frequency, (C,, fs, fn). Detection likelihoods were 
measured for various signal contrasts, C,, for each 
configuration. A (C,, C, fs, fn) combination (for which 
a detection likelihood is estimated) will be referred to as a 
“bin” later in the manuscript. Signal temporal frequencies 
were tested in a pseudo random order that was different 
for each subject. The order of stimulus presentation 
within a block was randomized. Each block collected 50 
trials per configuration and at least 100 trials were 
collected for each configuration across all blocks. The 
ESTIMATING MULTIPLE TEMPORAL MECHANISMS IN HUMAN VISION 1031 
sequence of blocks was run over a number of days for 
each subject. Detection thresholds were determined, in a 
two-step process, as the signal contrast (gaussian peak 
value) for which detection was correct 8 1.6% of the time. 
First, estimates of the probability of correct interval 
choice (P,) in the presence of the noise mask were 
collected using a modified QUEST procedure (Watson & 
Pelli, 1983) with signal contrast as the threshold 
parameter. Second, Weibull functions {PC = 
1 - OS*exp[ - (C,/V.)~]} were fit to the psychophysi- 
tally measured P, vs signal-contrast data. We assume the 
relationship between the probability of detection, Pdr 
and the probability of correct choice, P,, in a 21FC 
procedure to be P, = 0.5 + OS*Pd. The fitting process 
was performed on data pooled across blocks for each 
configuration and yielded an estimate (C, = a) of the 
81.6% correct contrast value. The 67% confidence 
intervals for threshold in each configuration were 
computed during the maximum likelihood fit using the 
ellipsoidal x’ confidence region (e.g. see chapter 15 of 
Press et al., 1992). 
The number of trials for a stimulus bin varied because a 
modified QUEST procedure was used to collect data. 
Low and high estimates of P, were limited to 0.01 and 
0.99 when fitting Weibull functions to the individual 
stimulus conditions, and all bins were used. In order to 
ensure that each value of P,. was of minimum reliability 
during the higher dimensional model fit, only bins with 
five or more trails were used. In order to prevent infinite 
log-likelihoods, estimated PC were clipped to low values 
of 1/(2n) and high values of 1 - (1/2n)) where IZ is the 
number of trials in the bin (e.g. see page 10 of Macmillan 
& Creelman, 1991). 
EXPERIMENTAL RESULTS 
Figure 5 shows signal contrast thresholds in decibels 
for each of three subjects across 99 signal and noise 
frequency configurations. The masking curves have a 
low-pass shape for low signal frequencies (24 Hz), 
while the higher signal frequencies have a band-pass 
shape. The low-pass and band-pass masking curves 
generate a “cross-over” point at approx. 7 Hz that 
represents a local minimum of noise-mask efficacy. 
When we look at the temporal mechanism MTFs 
produced by the model-fitting procedure we will see 
that this point of optimum sensitivity to the signal is 
generated through the combination of two filter 
responses, neither of which peak at the cross-over 
position. The signal frequency markers in the summary 
graphs show that peak masking frequency does not 
perfectly follow test frequency, behavior that is consis- 
tent with previous observations (Barghout-Stein & Tyler, 
1994, 1995). The peak masking position follows the test 
frequency up to about 11 or 14 Hz and then begins to lag 
behind because peak masking is a function of overall Pd. 
Finally, it can be seen that, on log-log axes, the high 
frequency side of the band-pass masking curves has a 
higher slope than the low frequency side. This is 
consistent with the filter shapes generated by the impulse 
response function family. 
MODELING RATIONALE AND DESCRIPTION 
Psychophysical thresholds are often calculated by 
fitting a parameterized function to estimates of P,. (or 
Pd) measured for various values of the threshold 
parameter. Weibull or cumulative normal function fits 
produce estimates for two parameters (psychometric 
threshold and slope), together with a goodness of fit 
measure and confidence intervals on the parameter 
estimates. Threshold data for 99 different combinations 
of signal and noise center frequency presented in Fig. 5 
therefore represent a 198-parameter fit. From a modeling 
point of view this process overfits the noise in the data, 
and the consequences of such overfitting are important. 
The fitted Weibull function smooths the data in the 
dimension of the threshold variable (signal contrast) and 
provides predictive accuracy (Forster & Sober, 1994) in 
that dimension of the stimulus. By predictive accuracy 
we mean the ability to accurately predict the absolute 
and/or relative values of the measured variable (in this 
case the probability of detection of the signal) as the 
threshold variable changes. * The problem that we must 
face is that, because each stimulus configuration is fit 
separately, the noise in threshold estimates across 
configurations is overfit. The configuration-specific 
parameter values therefore provide us with little 
predictive accuracy across configurations. In the follow- 
ing paragraphs we describe a comprehensive temporal 
detection model used to produce the smooth curves in 
Fig. 5. 
Intrinsic noise and calculation of a filter’s Pd 
As stated in describing the experiment design, it is 
natural to think about detection performance in terms of 
the signal-to-noise (SNR) ratio at the output of each filter. 
It is clear that for a given filter and some description of 
signal and noise power spectral density (PSD) we can 
calculate the SNR at the output of the mechanism. 
However, there are a number of previously determined 
relationships that our model should encompass. From 
signal-detection theory and results from noise-masking 
experiments (Green & Swets, 1966; Pelli, 1981) we 
should expect that a constant probability of detection (Pd) 
will be produced when: 
2 = f x (“;+r)*) 0 
or 
F x </(d +q*) = 1, (12) 
where o’s is the root-mean-squared (rms) signal power, CJ~ 
is the rms noise power, and q is the rms power of noise 
*We can also be concerned with the ability of a model to make 
predictions of new phenomena. That kind of predictive ability is a 
different concept than the one treated here. 
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FIGURE 5. The upper three panels present threshold estimates as a function of noise frequency, with signal frequency as a 
parameter within each graph. Signal frequencies are indicated by the shape of the symbol, as given by the legend at the bottom 
of the upper middle panel. The 2 Hz data are plotted veridically, and data for each successively higher frequency is displaced 
downward by an additional IO dB (e.g. the 28 Hz data is shifted down by 80 dB). The smooth curves through each signal 
frequency data set were produced by the two-filter, eight-parameter model described below. The smaller panel at the bottom of 
each subject’s column provides a summary of the model curves (and hence the psychophysical data) without shifts. The filled 
circles attached to each model curve in the summary panels represent the signal frequency used to generate the corresponding 
noise masking data. A typical 67% confidence interval is the size of the symbols in the upper panels. An estimate of the 95% 
confidence interval (determined as twice the 67% confidence interval) is indicated by the error bars on the 7 Hz data for each 
subject and on the signal-frequency indicators in the summary panels. 
intrinsic to the filter (i.e., injected into the system 
internally). Both of these quantities are unitless.* F is a *The usage of the term “power” in vision can be seen as borrowed from 
factor that determines how efficiently the signal is 
Electrical Engineering communications, the original signal proces- 
sing domain. Power in that context has the units of watts because of 
detected by the filter for a given input SNR. (We discuss 
F below.) Equation (11) says that the probability of 
detection is constant when the SNR at the output of the 
filter is constant. 
We define the signal and noise power (and hence the 
the physical analogy of current or voltage waveforms across a 
resistor. That convention is intuitively useful but arbitrary because 
the signals being discussed are transduced by an antenna from 
electromagnetic variations in the atmosphere into a voltage. In our 
model the stimulus is characterized in terms of unitless contrast, so 
power and its standard deviation are unitless in our model 
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SNR) at the output of a mechanism in the standard 
manner: 
of, =C\2 x Gf x (13) 
and 
where C, and C,, are the signal and noise contrasts, Gj is 
the gain, or peak magnitude of the filter MTF, and S(f) 
and N(‘j are the Fourier transforms of the signal and 
noise, respectively. Hi(f) is the Fourier transform of 
temporal impulse hi(t) (i.e., filter j) and qj is the intrinsic 
noise power expressed in the filter response. 
It is important to realize that equation (12) defines a 
relationship between ns, on and Pd, but does not tell us 
how to convert an SNR into a probability of detection. 
Equation (12) defines iso-Pd contours in the (G,, B,, q, P’) 
parameter space but we do not know how those contours 
are spaced. An empirical solution to this problem can be 
derived from observation of our psychometric data: the 
slope and shape of the psychometric data as a function of 
signal contrast, for a given task, are often invariant when 
the data are plotted on logarithmic axes. Note that this is 
not Nachmias’ homogeneity assumption (Nachmias, 
1981) because it will be enforced only on an individual 
mechanism. 
Next we need to convert our SNR into a probability of 
detection. Following conventional psychometric model- 
ing, we calculate a probability of detection, Pj, for each 
postulated mechanism as: 
(15) 
or 
fj = Q, log,0 
[ 6 10El x +7;, 8, 1 )I , (16) 
where @() is the cumulative normal function. In this 
case - (Ej) can be viewed as the mean and (/3j)-’ as the 
standard deviation of the (log gaussian) distribution of 
the SNR. The representation of variation of SNR in the 
model can be considered to arise from variance in 
intrinsic noise, eternal noise, or perhaps a noisy contrast 
gain control mechanism. Note that Bj determines the 
slope of the F;-vs-signal-contrast function. The reader 
should note that our @ parameter is not identical to the b 
parameter often used in the definition of a Weibull 
function (used for fits to psychometric data) although its 
function is the same: fl is the exponent of a ratio of two 
values. However, the quantity to which we apply p as an 
exponent is different in the two cases. In our individual 
psychometric function tits, the quantity is the ratio of 
signal contrast to LX, the second parameter in the fit. In our 
model that quantity is the signal-to-noise ratio (SNR) at 
the output of a filter. The SNR is proportional to the 
square of the signal contrast, so comparison of Weibull tit 
fls to model /Js requires, in part, a doubling of the model 
fls. 
A final decision that must be made is how the outputs 
of the mechanisms are combined to produce a final 
estimate of Pd. A static linear combination of the 
individual filters cannot explain our data because such a 
single composite filter can produce only one immutable 
masking curve. In order to proceed with our analysis we 
chose probability summation [equation (4)], even though 
it is unlikely to be correct. We chose the method with the 
intention of further exploration of combination functions 
in later work, and after the model-fitting process we 
evaluate how deviations from probability summation 
might affect our results. 
We should note here that this composite model is not 
too dissimilar to probability summation of mechanism 
sensitivities which have been masked, or reduced from 
their original sensitivity by the masking process (Bargh- 
out-Stein & Tyler, 1994, 1995). In our case sensitivity 
reduction is manifest by a higher noise power within the 
mechanism. 
In retrospect this model is a natural one if we propose 
to use linear mechanisms and propose that Equation ( 15) 
should apply to each mechanism. Note that this model 
formulation inherently encompasses the possibility of 
off-frequency (spatial and/or temporal) looking. The term 
refers to the possibility that mechanisms not centered on 
the signal spatiotemporal frequency can have a lower 
SNR and hence better detection capabilities. Moreover, 
this model has the promise of providing predictive power 
across a much larger stimulus parameter space than the 
standard method of fitting two-parameter functions for 
each separate stimulus configuration. If we have done a 
good job of deducing a model, then the model should 
reproduce not just the threshold curves calculated using 
198 parameters, but should also do a reasonable job of 
reproducing the psychometric functions in each contig- 
uration. 
MODEL FITTING RESULT AND EVALUATION 
The model-fitting process is straightforward. A maxi- 
mum likelihood fitting procedure was used to find the 
best-fitting parameter values, thereby allowing the data to 
select the hj(t) basis functions that best describe the 
detection of the signal in the presence of the noise. 
During the fitting process the MTFs of the filters are 
normalized to a unitary peak magnitude because intrinsic 
noise and filter gain are mathematically a single 
parameter: their ratio. The model is tit to the entire 
psychophysical data set spanning a region of the stimulus 
parameter space (C,, C,,,fs,,fi,). Note that because only a 
high noise power condition (C, = -20 dB) was tested, 
the intrinsic noise, Y/j, of the individual mechanisms 
cannot be tightly determined. The gain of each 
mechanism was fixed to a value of 1000 for all fits. and 
estimates of r/j are relative to the fixed gain. Figure 6 
shows the impulse response functions from the best- 
fitting model along with the corresponding MTFs. The 
best-fitting model contains two filters: a monophasic (ho) 
impulse and a triphasic (hz) impulse. The initial peaks of 
the impulses are approx. 36 and 13 msec, respectively. 
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FIGURE 6. (a) Shows filter impulse responses from the best-litting 
model: a monophasic (ha) impulse and a triphasic (hz) impulse. The 
initial peaks of the impulses are approx. 36 and 13 msec, respectively. 
The time courses of the impulses are well within physiological 
expectations, and are in agreement with previous estimates of peak 
position. (b) Shows the corresponding temporal frequency MTFs. 
The time courses of the impulses are well within 
physiological expectations, and are in agreement with 
previous estimates of peak position (Gorea & Tyler, 
1986). 
Parameter values and confidence limits 
The estimates indicate that performance is similar for 
all three subjects. The x2 goodness of fit for all 
combinations of the first three basis functions {ho, hl, 
h2 } was extensively explored for the three observers’ data 
(see p. 57 of Dobson (1990) for calculation of x2). The 
best-fitting set of mechanisms was the same for all three 
TABLE 1. Best-fit model parameters and confidence intervals 
RH FV EF 
DOF 539 626 606 
X:,, 514.7 670.2 591.4 
P(x2 2 x:,,, 76.7% 10.8% 59.0% 
r2 0.983 0.983 0.984 
0.0376 0.0377 0.035 
Covaridce 95% 0.0355lO.0393 0.036OlO.0394 0.0327lO.0373 
Rigorous 95% 0.0361/0.0384 0.0371/0.0384 0.0341/0.0356 
0.7588 0.6481 0.6217 
Covariaice 95% 0.7071/0.8105 0.5960/0.7002 0.5539/0.6895 
Rigorous 95% **,** **,** **/** 
Bo 1.224 0.918 1.195 
Covariance 95% 1.079/1.369 0.80911.027 0.977ll.413 
Rigorous 95% 1.070/1.419 0.804/1.031 1.005/1.461 
Bz 2.049 2.218 2.017 
Covariance 95% 1.807/2.291 1.97712.459 1.78712.247 
Rigorous 95% 1.72012.355 1.89212.532 1.71612.272 
Eo 0.030 -0.183 0.099 
Covariance 95% -0.035/0.085 -0.2541-O. 112 -0.002/0.200 
Rigorous 95% -0.040/0.095 -0.262/-0.106 0.028/O. 166 
E2 -0.297 -0.352 -0.344 
Covariance 95% -0.350/-0.244 -0.397/-0.307 -0.437/-0.251 
Rigorous 95% -0.351/0.305 -0.388/-0.310 -0.378/1.656 
QJ 3.436 2.932 2.646 
rl2 49.80 52.59 12.63 
observers: a two-filter model using ho and h2. The fits for 
filter combinations of {ho, hl} and {hl, h2) were much 
worse (x2 likelihood < 0.0001%). When the full set {ho, 
hl , hz} was fit to the data, the influence of the hl filter was 
reduced to insignificance by the fitting procedure by 
selecting large negative values of Ej and large values of 
intrinsic noise, qj. This interpretation was confirmed by 
calculating the Hessian of the x2 error surface at the 
estimated optimum parameter vector. The error surface 
curvature in the direction of the hl parameters was 
(almost) zero for all parameters, indicating extremely 
large confidence limits on their values. 
Table 1 reports the goodness of fit statistics and the 
best-fit-model parameter values. The table includes two 
kinds of 95% confidence intervals on each parameter. 
The first set of limits was derived from the covariance 
matrix for the parameters. The second set of limits was 
more rigorously derived by searching the x2 error surface 
for the hyperellipsoidal 95% likelihood contour. Using 
the covariance matrix to calculate confidence intervals 
requires assuming the error surface shape to be locally 
quadratic. For well distributed and sampled data the 
covariance matrix should be acceptable, but calculating 
both values adds more “confidence” to our confidence 
interval estimates. Note that the qj are necessary for 
fitting the data but their values are not well determined 
because only a single, high value for C, was used. For 
this reason the qj were fixed to their optimal values while 
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FIGURE 7. The open symbols in the top half of the graph present empirically estimated P, from the psychophysical 
experiments, while the filled symbols at the bottom of the graph show how the QUEST procedure trials were distributed across 
signal contrast categories. The solid lines are the individual Weibull fits and the thicker, dashed line segments are the two-filter 
model’s estimated P, values. The height of the horizontal bar-bell symbols indicate the 81.6% correct level and their width 
represents the 95% confidence interval (estimated as twice the 67% confidence interval) on threshold produced by the Weibull 
function fit. 
determining 95% confidence intervals on the other 
parameters. 
In most cases the rigorously defined confidence limits 
are very close to those derived from the covariance 
matrix. However, some of the rigorous limits were not 
well constrained by the data (indicated by ** in the table), 
namely, the limits on 0. This is primarily because only 
one level of noise contrast (power) was tested. Because 
the parameters Ej and qj are highly correlated we need to 
test a wider range of values of C, to achieve tight error 
bounds on their values. The failure to find an upper bound 
on fl also occurs because no data are available to 
constrain the high frequency limb of h2 (i.e.,f* > 28 Hz). 
Any parameter combination that meets the rest of the 
requirements of the data is acceptable, and because z and 
0 are highly negatively correlated we reach a situation in 
which cr can be pushed to larger values, producing an h2 
MTF that is acceptable except for a shallow slope of the 
high-frequency-limb. More evidence for the lack of 
confidence in values of Ej comes from their generally 
non-trivial correlation with other parameters; changes in 
Ej can, therefore, be compensated by small changes in the 
other parameters. Note that the correlation values are a 
result both of the form of the model and of the 
distribution of psychophysical data across the model 
parameter space. 
Parameter values, and subject diflerences and simila- 
rities 
The values of t and 0 are very similar for all three 
subjects. /?a is approx. 1.0, while pz is approx. 2.0 for all 
observers, and the confidence intervals indicate that these 
two values are significantly different. The slope of model 
psychometric functions is a result of the combination of 
the two mechanisms. Note that the model indicates that p 
increases with signal frequency. Inspection of the 
Weibull slope values from the fitted psychometric data 
show just such a trend in the individual fits. The 
efficiency of ho is higher than that of 112: 10”’ is from 
0.7 to 1.3 and 10E? is from 0.45 to 0.50. Likewise the 
intrinsic noise of ho is lower than that of h2 for all three 
subjects. The estimated ~0 values, in combination with 
the other parameters, indicate (extrapolated) absolute 
threshold values in the range -45.2 to -49.7 dB at the 
lowest signal frequencies. The implication of the cj and 
qj values is that ho is, in general, better at detecting a 
signal than is h2 (at the given spatial frequency and 
position of the signal in the visual field). The 95% 
confidence limits show no general pattern, subjects RH 
and EF having no significant differences except for B. 
Subject FV is either significantly different or not from 
both other subjects for each parameter. 
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FIGURE 8. Model prediction error (estimated P, - model PC) distributions for the three subjects. The error distributions for 
subjects RH, FV and EF had [mean, standard deviation] combinations of [ - OS%, 10.5%], [ - 1 .I %, 10.4%] and [ - 0.2% and 
10.4%], respectively. The distributions appear roughly normal to the eye but calculation of skew and kurtosis values for each 
error distribution imply that the underlying distribution is non-gaussian. We interpret the result to indicate that our eight- 
parameter model has some small but systematic deviation from the data, and that the model may be slightly under- 
parameterized. 
Comparison with two-parameter jts 
We stated above that if our model is a good one then it 
should do comparably well at fitting the individual 
stimulus configurations as the separate Weibull fits. 
Figure 7 plots the model and Weibull-fitted curves for 
two different stimulus configurations as an example. In 
these two cases it is clear that the eight-parameter model 
fit to the entire data set performs as well as the individual 
two-parameter Weibull fit. Of course there are other 
stimulus configurations for which P, is not well 
reproduced by the eight-parameter model fit, for 
example, subject FV at a 4 Hz signal and high noise 
frequencies. However, this error results from smoothing 
of measurement noise, just as a single-configuration 
Weibull fit does not pass through each empirical estimate 
of P,. 
We can go further in investigating how well the model 
accounts for the psychophysical data by inspecting an 
underlying assumption required to interpret the x2 value 
from a maximum likelihood fit. This assumption is that 
the errors in the data, and therefore the difference 
between the model prediction and the measured data, are 
normally distributed. A non-normal error distribution is a 
sign that either the model fails to capture some aspect of 
the data dependence on experimental parameters, or that 
experimental error is non-gaussian. Figure 8 presents a 
histogram of differences between estimated (experimen- 
tal) and predicted (model) percent correct detection. The 
error distributions for subjects RH, FV and EF had 
[mean, standard deviation] combinations of [ - 0.5%, 
10.5%], [ - l.l%, 10.4%] and [ - 0.2%, 10.4%], respec- 
tively. The distributions appear roughly normal to the eye 
but calculation of skew and kurtosis values for each error 
distribution imply that the underlying distribution is non- 
gaussian. It is possible that the calculated skew and 
kurtosis values are falsely indicating a non-gaussian error 
distribution because they are not very robust statistics; 
those moments are very sensitive to outliers in the data, 
and to small but systematic errors in the model. However, 
the first four moments of the error distribution are 
extremely similar across subjects. We interpret this to 
indicate that our eight-parameter model has some small 
but systematic deviation from the data, and that the model 
is probably under-parameterized. 
A final evaluation that we make for our model-fitting 
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FIGURE 9. Estimated x2 likelihood histograms for model fits to individual stimulus configurations. The column of data points 
on the far left of the histogram indicates the number of configurations for each subject where the model fit (psychometric 
function) would be rejected at the 95% confidence level. The model rejects four, six, and eight psychometric functions for 
subjects RF, EF, and FV, respectively. The rejection rates are in line with the expected number of rejections at the 95% level 
given 99 separate fits: approximately five rejections would be expected for each subject. 
procedure is to ask how many of the individual 
configuration fits produced by the eight-parameter model 
would be rejected at the 95% confidence level using the 
x2 statistic (given the caveats above; non-normal error 
distributions can produce larger x2 values). To estimate 
the likelihood for each configuration we need an estimate 
of the degrees of freedom (DOF) for that configuration. 
We have eight parameters and between 547 and 634 
estimates of P,. distributed over 99 different stimulus 
configurations in the (C,, i$, fn) parameter subspace. To 
proceed, we approximate the number of degrees of 
freedom for each configuration by the number of C, bins 
in that (Cn,&.,fn) configuration.* We then calculate the 
total x2 error contributed by that configuration and the 
corresponding likelihood statistic. 
Figure 9 presents a histogram of those likelihood 
values for the three subjects using 5% likelihood bins. 
The column of data points on the far left of the histogram 
indicates the number of configurations for each subject 
where the model fit would be rejected at the 95% 
*We could, perhaps, subtract a fraction of the eight parameters 
proportional to the ratio of signal contrast conditions to total 
experimental conditions, but the difference would be trivial. 
confidence level. The model rejects four, six, and eight 
configurations for subjects RH, EF, and FV, respectively. 
The ranking of these values across the three subjects is 
identical to the ranking of overall goodness of fit values 
reported in Table 1 (second row). The rejection rates are 
in line with the expected number of rejections at the 95% 
level, given 99 separate fits: about five rejections would 
be expected for each subject. This gives us confidence 
that, although the skew and kurtosis values of the error 
distribution across the entire data set indicate some kind 
of non-gaussian model-error distribution, the non-nor- 
mality is probably not very large. 
OBSERVATIONS AND REMARKS 
Ej interpreted as "ejficiency ” 
We should state clearly that, although we can interpret 
Ej as a measure of mechanism efficiency, the values of E, 
(or lo@) are not the same as the value of F in equation 
(11). F represents the efficiency of a single filter and is a 
function of the ratio of the sensitivities of a human 
observer and of an ideal detector (and is a unitless 
quantity). Theoretically, F can never be greater than 1.0 
for a single linear filter. However the factor lo@ 
encompasses the influence of F in a single filter together 
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with various types of pooling. For example, the 
combination of information over visual space (stimulus 
extent) and over time (stimulus duration) can result in a 
reduction of external and intrinsic noise power relative to 
the signal. Likewise, there may be pooling across filters 
(neurons) within the same mechanism class. These 
observations simply remind us that our estimates of 
mechanism impulse responses must, by necessity, 
represent the actions of populations of neurons. 
Combination rules and jilter orthogonal&y 
Probability summation assumes uncorrelated filter 
responses but the filters whose MTFs best describe the 
data, ho and h2, have negatively correlated outputs if 
there is external noise common to both filters. It is likely 
that the visual system would take advantage of such a 
property (from evolutionary pressures) so probability 
summation may not be quite correct. The visual system 
could, for example, use the negative correlation of the 
filters to partially cancel out common external noise 
components, thereby increasing Pd. Probability summa- 
tion would then underestimate Pd, but during the model- 
fitting process this underestimation might be compen- 
sated by (for example) increasing Ej and/or decreasing r/j. 
Alternatively, some other combination of adjustments to 
the parameter set could compensate for the difference. 
It is important to note that the model-fitting procedure 
selects MTFs without specification of phase components. 
We do now know, therefore, whether the two filters have 
identical (zero) onset delay [the assumption in equation 
(8)] because an absolute delay is simply a phase change 
for all components. The two filters can be made 
orthogonal simply by delaying either of the filters by a 
small amount (24.1, 21.2, or 18.9 msec for subjects RH, 
FV and EF, respectively). Such an orthogonalization can 
restore the validity of using simple probability summa- 
tion and provide benefits from the use of a quadrature- 
like filter pair, but violates the philosophical basis for 
using a single r and cr to generate ho and h2 because z and 
absolute impulse delay are confounded. Unfortunately, 
there is no way to tell from our data and fitting method 
whether a different combination function is more 
appropriate, or whether the filter impulse responses are 
orthogonalized within the visual system by an appro- 
priate delay. 
Domain of mechanism estimates 
The experimental method and model presented here 
provide an estimate of the number and types of 
mechanisms underlying temporal processing. However, 
the filters that this model estimates must be interpreted 
carefully, as they are not likely to be the same across all 
stimulus conditions. We know from previous work that 
the number of mechanisms may differ with spatial 
frequency (Bergen & Wilson, 1985; Hess & Plant, 1985) 
luminance level (Kelly, 1969; Snowden, Hess, & Waugh, 
1995) and eccentricity (Hess & Plant, 1985; Hess & 
Snowden, 1992). Moreover, the number of estimated 
filters may depend on the task: temporal frequency 
discrimination (Mandler & Makous, 1984; Waugh & 
Hess, 1994) and temporal frequency matching (Richards, 
1979) indicate that there must be three mechanisms, 
given the models used to fit their data. We must also be 
aware that those experiments were performed in the 
absence of noise in the stimulus, and that high levels of 
external noise, as in our experimental paradigm, may 
obscure the operation of other mechanisms. For example, 
our two filters are similar to the low pass and highest- 
frequency band-pass mechanism reported by Mandler 
and Makous (1984). The hl filter that we report as 
providing no additional goodness of fit to our data 
(beyond that provided by ho and h2) has a peak position 
similar to that of the other filter reported by Mandler and 
Makous. If the hl filter has relatively more intrinsic noise 
or lower efficiency then it may not be able to participate 
significantly in the detection of signals in noise, but may 
be able to participate in the temporal frequency 
discrimination process in a relatively noise-free stimulus. 
We are optimistic, however, that the model and methods 
used here will also elucidate temporal mechanisms 
operating under these other experimental situations. 
CONCLUSIONS 
For the data measured under the conditions described, 
the model-fitting procedure selects only two filters from 
the basis set. Those filters are very similar for all three 
subjects. The best-fitting parameters for the overall 
model are consistent across all three subjects and the 
psychophysical data provide very good constraints on 
most of the parameter values. Parameter values that are 
relatively unconstrained are expected to be so, given the 
distribution of data across the model parameter space. By 
clearly describing and combining implicit and explicit 
assumptions expressed in equations (1 l-), we have 
produced a model of temporal detection performance 
with very good predictive accuracy. No previous model 
has been created which describes detection likelihood 
over these stimulus dimensions simultaneously, and over 
such a large volume of that parameter space. The model 
describes with only eight parameters the psychophysical 
data that require 198 parameters to describe using 
standard threshold estimate methods. The goodness of 
fit of the model is objectively and rigorously quantified 
and provides support for the proposed family of impulse 
responses. By either Bayesian or information theoretic 
standards this reduction of parameter count represents a 
succinct model of psychophysical performance. Because 
the model is well constrained but also very successful we 
believe that it captures important and essential aspects of 
the temporal detection process. The model should, 
therefore, provide a useful framework for further rigorous 
testing of our ideas, while at the same time providing a 
powerful method for characterizing our temporal detec- 
tion performance under a wide range of stimulus 
conditions. 
Commensurate with these conclusions we are currently 
extending this method, first by measuring a psychophy- 
sical data set extended in the C,, parameter space. This 
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should allow us to tightly define the values of Ej and qj. In 
a similar manner we plan to extend this method of 
analysis to other spatial frequencies, stimulus lumi- 
nances, and positions in the visual field, as well as 
different tasks (such as direction discrimination in 
motion). We hope that the end result will be a more 
thorough understanding of our temporal detection 
performance, as well as appropriate validation, falsifica- 
tion, and/or modification of the principles used to 
construct the model. 
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APPENDIX 
Features of the impulse basis set 
The hj(t) in equation (7) are in the form of a polynomial multiplied 
by the generator function, h,(t): 
h,(t) = Pj X (t)-’ X hg(t). j20 (AlI 
a form analogous to the Hermite polynomials that generate the 
derivatives of a gaussian. PO is, of course, 1. A convenient 
representation of the higher order polynomials is: 
Pi = Aj X fi [ln(t/T) - RF], 
k=l 
where Rf is the kth root of the jth polynomial [i.e., the polynomial in 
In(t/r) determining h,(t)], and Aj is a constant. The scaling constants 
and root values for the first four non-zero derivatives are: 
A, = -2/n2R; = 0 (A3) 
AZ = 4/04R;.’ = (-f72/4) It (o/4) x \/;7?+8 
A3 = -8/ohR$’ = (-o’/2) f (o/2) x Jo? + 6~; = -$/2 
A? = 16/(~‘R;~,“’ = (-3a’/4) + (o/4) 
x 5oz+24~4J24f1002t~ 4 
This representation is also convenient because it allows us to calculate 
the j + I different peak positions of the lobes of impulse response h,(t) 
as: 
Zj= exp(R:+:I) xr O<k<j (A4) 
Note that there appears to be no known analytical form for the 
frequency domain representations, * H,(f) so we must use numerical 
methods for moving back and forth between hi(t) and H,(f). 
*This information was kindly provided to us by Alan Johnston. The 
result is indicated in the PhD dissertation of Leif Haglund 
(Dissertation #284), Linkoping University, Sweden, 1992. 
