Abstract -In this paper, a new super-resolution algorithm is proposed by using successive frames for generating high-resolution frames with better quality than those generated by other conventional interpolation methods. Generally, each frame used for super-resolution must only have global translation and motions of sub-pixel unit to generate good result. However, the newly proposed MSR algorithm in this paper is exempt from such constraints. The proposed algorithm consists of three main processes; motion estimation for image registration, normalization of motion vectors, and pattern analysis of edges. The experimental results show that the proposed algorithm has better performance than other conventional algorithms.
Introduction
Recently, there has been a growing need for interpolation of video content because of the numerous digital imaging devices that still produce low-resolution images. Image interpolation involves inserting appropriate value between the original pixels to enlarge the size of an image. Already existing image interpolation methods such as bi-linear and bi-cubic methods are based on the weighted-sum of the pixels of a low-resolution image [1] . These methods act similar to low-pass filters, thus inevitable artifact such as blurring of the edges of some objects may occur. It is therefore an ill-posed problem because we have to create a completely new value with only insufficient information.
To solve this problem, various super-resolution algorithms have been proposed. Super-resolution algorithms can be categorized as single-frame based super-resolution (SSR) and multi-frame based super-resolution (MSR) [2] .
There are two general SSR algorithms. One involves the use of sub-bands that result from applying discrete wavelet transform (DWT) to the input image [3] . It skips the downsampling process in the general DWT to the input image. By using this property, LL-LH-HL-HH sub-bands have the same size as the input image. Another SSR algorithm works by generating training set of numbers of high-resolution patches and then reconstructing the high-resolution image by using the training set [4] . This process is called the exemplar-based super-resolution algorithm.
However, there are some problems with the existing SSR algorithms. The first algorithm based on DWT usually performs better than other interpolation methods but is still bound by the lack of information available. In the second SSR algorithm mentioned above, we need many resources of memory for producing the training set and making of the training set is time-consuming. Also, in the case that the target resolution of the input image exceeds the resolution of the high-resolution patch in training set, the resolution that can be produced is limited. To solve these problems, various multi-frame based super-resolution (MSR) algorithms have been proposed. Most of them assume that successive frames in a scene are generated from one desired high-resolution image with some degrading processes. Finding these processes reversely is defined as a MSR algorithm [2] . Fig. 1 shows the steps of generating the low-resolution degraded image from the original image in general. A lowresolution image is usually degraded in the analog to digital converting (ADC) process where down-sampling and image sensing errors exist.
Most of the previously proposed MSR algorithms assumed that low-resolution images should have only global translation and small sub-pixel unit motion for good results [5] . However, these constraints are not satisfied with most of video contents. To contend with this, an algorithm using a generalized non-local mean filter has been proposed [6] , but its heavy computational power resulted in a blurred artifact nevertheless. Thus, an algorithm using a key-frame containing high-resolution information has been proposed, but this algorithm cannot be applied when there is no key-frame available in a given video content [7] . Also, an MSR algorithm using 6-tap FIR (finite impulse response) filter and motion estimation has been proposed, but the algorithm does not consider boundary information of the frames while interpolating so that some of the results come out distorted [8] .
In this paper, we proposed a new multi-frame based super-resolution algorithm to solve the problems mentioned above. In the proposed algorithm, we can get more usable information for interpolation by normalizing the motion vector obtained in the matching process. We can also make the algorithm more robust by analyzing 2*2 block edge patterns for those matching points. This paper is organized as follows. In section 2, we give a detailed description of the conventional MSR algorithms and the newly proposed algorithm. In section 3, we compare the performance of the proposed algorithm with that of the conventional ones through experiments and discuss the results. We give concluding remarks in section 4.
Proposed Algorithm
In this section, we will discuss the existing algorithms in detail. First, in 2.1, we will discuss how the existing algorithms work along with their limits. Then from 2.2 to 2.5, we will talk about the specific algorithms and explain how they work. Especially, the newly proposed algorithm in this paper is described in 2.3 and 2.4. Fig. 2 shows a block diagram of a general multi-frame based super-resolution (MSR) algorithm. Several frames including a target frame are used to create an image or video for super-resolution. In this figure, input frames y 1~yt are successive, and there is no scene change. That is, the successive frames are correlated with each other. Most of MSR algorithms use the fact that in a video content, there usually exists a correlation between the successive frames because 20~30 images are usually acquired in one second. High-resolution images can be generated by blending the information from the successive frames [2] .
Conventional multi-frame based super-resolution algorithm
As shown in Fig. 2 , MSR algorithms are usually composed of three steps. In the first step, we register the input low-resolution images to target image. As mentioned in section I, we assume that the successive frames are generated from one desired high-resolution image. Thus, we can acquire the relationship of the pixel-position between each frame in the registration process. The registration process is very important because it controls the performance of entire algorithm.
The importance and the principle of registration are like this. As shown in Fig. 3 , the stair-shaped black squares represent the boundary of an object (edge) in the image. Originally, the high-frequency component of an analog image signal gets damaged from going through the sampling process of the digital device because of the sampling interval [11] . When increasing the resolution of an image through this process, the necessary information can be received. However, there is one more required condition in order to receive the information. The left column in Fig. 4 represents the image from f(t-1), the right column shows the image shown from f(t). In a video that normally shows 20~30 images per second, the images from adjacent time intervals when f(t-1) is included show very little difference. There are two ways that the edges in the images from adjacent time intervals can move. One way is as shown in Fig. 4(a) where the edge moves along the sampling interval (integer-pixel).
In this case, the pixel information from the edges in the images from the adjacent time intervals to f(t) are redundant so the super-resolution algorithm cannot be applied. The other way that the edges move is by moving along the other sampling interval (sub-pixel). In this case, on the same edges so the super-resolution algorithm can be applied [2] . Therefore, the registration of images is used to distinguish the movement of integer pixel and sub pixel intervals in MSR. Image registration is classified by processing the domain. One of methods is using discrete Fourier transform (DFT) to input images including target frame, and registration is done by using the normalized cross power spectrum at the frequency domain [9] . Registration can also be done in the spatial domain with a motion vector of each block by using motion estimation or optical-flow methods.
If the registration is done in the frequency domain, we do not need specific sub-pixel interpolation and can acquire information for registration even up to the point unit but need an assumption of global motion with translation [9] . If we have an image containing a natural view or objects with negligible motion, the difference of each frame coming from the movement of the camera usually gives the global motion with translation. But, most of the video contents do not meet this condition; that is, most of the images contain the local motion so that the registration process done in the frequency domain cannot be used widely.
However, the registration process done in spatial domain divides the input image into specific sizes of patches: even in the target frame, and then acquires information for registration from each patch. This approach does not need the global translation assumption and is more effective to apply to images. We define a block as each patch. But, dividing an input image into patches is generally a time consuming job and if we have inaccurate motion vectors, it gives inaccurate result [6] . Also, for the estimation of the motion vectors in the sub-pixel unit, we need the step of sub-pixel interpolation first. But because the registration process done in spatial domain is free from the global translation constraint, majority of the previously proposed MSR algorithms use a registration process done in the spatial domain. Fig. 5 (a) shows a 2*2 pixel block. (b) and (c) show 1/2 pixel and 1/4 pixel blocks respectively. To improve the accuracy of the sub-pixel, sub-pixel interpolation can be repeated. Sub-pixel interpolation is also a way of increasing the resolution and bi-linear and bi-cubic interpolation are some of the common methods. For example, interpolation of the 1/2 pixel unit of sub-pixel done through common interpolation methods to increase the resolution is part of the MSR and is not part of the results we envisioned.
After the interpolation of the sub-pixel, the approximation of movement within the grid or optical flow method is used to register the pixel units.
In the second step of the MSR algorithm, the values of pixels of high-resolution grid are calculated. Fig. 6 shows this step schematically. Performance of MSR algorithm is also affected by the specific interpolation method. The pixel value corresponding to each of the high-resolution grid in Fig. 6(b) is determined by weighted-sum of each pixel value of registration points in Fig. 6 (a) and each weight is decided inversely proportionally to the distance between the target grid and each of the registration points.
After reconstructing a high-resolution image through these two steps, we still need a post-process for de-blurring or de-blocking to get the final result. Post processing step is out of scope of this paper. The details are available in [10] .
Sub-pixel motion estimation with 6-tap FIR filter
The rest of this section including this part will explain in detail the steps of the proposed Multi-frame based super resolution algorithm. Especially in part 2.3 and 2.4, we will talk about the new algorithm. As mentioned in section 1, in order to differentiate the movement of sub-pixels or integer pixels between the target image and the input image, we need to interpolate the sub-pixels first.
This process is also a variation of increasing the resolution and can be done through many methods including bi-linear, bi-cubic and Lanczos interpolation. However, in this paper, we will interpolate sub-pixels using the H.264/AVC 6-tap FIR filter that has been experimentally proven to be effective [8] . There are 7 continuous images that we want to use the super-resolution algorithms on including the target image. We will use the 6-tap filter and bi-linear interpolation to find up to 1/4 pixels (quarter-pixel) for 
where b and h are pixel values of the half-pixel unit. Also, the operator '>>' is a simple shift operator. For example, when x >> y, it means that x is divided by 2 raised to the power of y. A, C, G, M, R, T, E, F, H, I and J are integer unit pixel values of the original image as shown in Fig. 7 . In Fig. 7 , the capital letters in the black squares correspond to the original integer pixels. Now, quarter-pixels can be calculated by using the bilinear interpolation method as shown in Eq. (2) [12] :
If the 1/2 and 1/4 sub pixels are found using Eq. (1) and (2), total of 7 images are multiplied by 4 times horizontally and vertically to become 16 times the size of the original image. The resolution does increase but this is not the final pixel value we want: this temporary increase is merely used to register the sub-pixel unit. However, based on the registration results, the interpolated sub-pixels have a direct effect on the resulting quality because they are used for the kernel based pixel value estimation mentioned in section 2.5.
Normalization of motion vector
After the interpolation of sub-pixels, the estimation of the movement based on the normalization of the motion vector is used to register the input image. The estimation of movement is based on the compression principle of removing time-based redundancies as shown in Fig. 8 . If we say that (a) is the image from f(t-1), and (b) is the image from f(t), the two images only have a very slight difference as mentioned in 2.1. At this time, we divide each image into same-sized blocks then find the most similar block from f(t-1) image compared to a specific block from f(t). After finding the corresponding block, figure out how far the block is from the f(t) block horizontally and vertically. This information is called a motion vector. This process is repeated for all the blocks in the f(t) image and when coding the image, we can create good compression effect through using the f(t-1) location and the vector difference found above. In this paper, compression is not the reason for using the estimation of movement. We use the estimation of movement to figure out the location relation of the images using blocks.
In this paper, because we use a 2*2 size of block for motion estimation, image registration even with complicated or local motion is possible. We use SAD (sum of absolute difference) as the criterion for motion estimation as in Eq. where SAD(i, j) means the value of SAD at (i, j), and x and y have values of 0 or 1 and represent coordinates in a macro block. B t (x, y) is the (x, y) location's pixel value within the target image's unit block. B p (i+x, j+y) represents the (i+x, j+y) location's pixel value within the registered area of the other input images. The position with the lowest SAD value within the search range is considered the most similar block to the one in f(t).
Since motion estimation process is a time-consuming task, many fast algorithms exist [14, 15] . But there is a trade-off between time efficiency and estimation accuracy. To get a better quality of the result of the super-resolution algorithm, we try to find a more accurate motion vector. Consequently we use a traditional full search method for the motion estimation in this paper. Next, we normalize each block location found using the motion estimation. In the existing multi-frame based superresolution algorithms, it has been assumed that the subpixel movement in the input image happened only in the integer pixel [5, 9] . This constraint makes it harder to apply super-resolution algorithm to video sequences. However, if the normalization of the movement vector process as mentioned in this paper is used, the super-resolution algorithm can be applied even if the integer pixel unit or the movement within the image is large.
After estimating the movement of the 2*2 block, the relationship between images can be achieved as shown in Fig. 9(b) . Fig. 9(a) represents the pixel chart before interpolation. The orginial pixel from the target image is represented as a circle, and three pixels appear between each circle after 1/4 unit sub-pixel interpolation. The goal of this paper is to increase the resolution by 2 times both vertically and horizontally compared to the original image using the super resolution algorithm. The final value estimation of the pixel location is a cross-shaped figure. We call this the target pixel. Although the sub-pixel value can be found using sub-pixel interpolation, the resulting value is not the target value: it is only used for motion estimation based on Eq.(3) and used as the base information for finding the target pixel value. After the motion estimation based on Eq. (3), results similar to those in Fig. 9(b) can be seen and horizontal and vertical motion vectors can be gained. Fig. 10 shows the block diagram of the motion vector normalization.
At first, we apply 2*2 block matching motion estimation to the 6 input images. As a result, we obtain 6*2*2 motion vectors. If there is no motion (motion vector is 0), the distance between the target pixel and the registered pixel is defined as 0. If the motion vector has a value other than 0, we divide it by 4 because we extend the input image as much as 4 times in both the vertical and horizontal directions for the quarter pixel accuracy motion estimation. We assign the value of 0.25, 0.5 and 0.75 to the remainders 1, 2 and 3, respectively and save them with quotient.
In other words, in the case that movement that is equal to or larger than a pixel exists, it can still be used for the target pixel estimation by using weighted values. The pixel value found using the normalized motion vector and the corresponding vector is entered into the kernel that will be described in section 2.5. By normalizing the motion vector and the corresponding vector, the super-resolution algorithm can be used even if there is movement bigger or equal to a pixel unit during the registration stage.
Analysis of edge patterns
Existing multi-frame based super-resolution (MSR) algorithms have used registration points during the interpolation process without considering the accuracy of the registration or patterns of the edges. In this case, the interpolated pixel value may not be correct around the edge area and this causes a downgrade of the quality of the algorithm. To avoid this effect, we have to consider the edge patterns in the interpolation process.
Because we used the 2*2 block in motion estimation, we used the 2*2 block to categorize edge patterns as Fig. 11 . Eq. (4) shows parameters for defining each edge pattern are shown through the 8 blocks. If α 1 and α 2 in Eq. (4) are very small and α 3 and α 4 are relatively large, then we define the edge pattern as ① in Fig. 11 . If the current block has edge pattern of ① in Fig. 11 , we use the pixels at the position of o and p in each matched block of seven input frames as the registered pixel to interpolate the target pixel a. Also, by adjusting the threshold value, we can control the sensitivity of the pattern-analyzing algorithm. 
The sensitivity of the outline pattern found by differentiating each α-value can be adjusted using the experimental threshold value. The algorithm is applied to a high-frequency area which is a small part of the image and the PSNR will increase slightly if the algorithm is not used taking into account the threshold value. In section 3, the optimal threshold value found through experimentation with 10 different sequences is used.
However, there still may be a big difference between the values of target pixel and register points even after the considering the edge patterns. Thus, it is possible that we may not get the satisfied interpolation result. Therefore, we tried to get rid of some registered points which have much different value with the target pixel by using Eq. (5).
where V(P t ) represents the value of the target pixel and V(P r ) is the value of registered points. In the same manner, T is the optimal threshold value based on experimentation.
Kernel regression based interpolation
After selecting the registered points by using algorithms in 2.3 through 2.4, we needed to find out the target pixel value by using these registered points. In the proposed algorithm, we used the kernel regression based on the pixel value estimation algorithm. This algorithm calculates the value of the target pixel by non-parametrically using the registered pixel values. Unlike the parametric method, it estimates the target pixel value by a variety of kernel estimators with the registered pixel values. Eq. (6) is the most widely used Nadaraya-Watson kernel estimator based on a Gaussian model [16, 17] 
where the x i -x represents the value resulting from i th registered point of motion vector normalization processes and the and Y i is its pixel value. h indicates the bandwidth of the kernel estimator. K(u) of Eq. (7) is the Gaussian based kernel.
I(z) of the Eq. (8) is an indicator and has the value of 1 if z is "true" and 0 otherwise, and u which is the input of the kernel shall not be less than 0. If h gets larger, more registered pixels can be used for the interpolation but it results in blurring effect. In the other case, some noises could occur when less registered pixels used.
Experimental Results
In this section, we show the performance of the proposed algorithm with experimental results. First, we subsampled 30 successive frames of the original video sequences with the size of 352*288 (CIF), 832*480 and a factor of 4. There are five 352*288 sized images: 'Mother and daughter', 'News', 'Carphone', 'Coastguard' and 'Tempete'. There are four 832*480 images: 'BasketBall', 'BQTmall', 'PartyScene' and 'Racehorses'. We compared the performance of the proposed algorithm with bi-linear interpolation, single-frame based super-resolution (SSR) that is based on discrete wavelet transform (DWT) [3] and an existing multi-frame based super-resolution [8] . We used PSNR in Eq. (9) for objective comparison [18] . The first experimental procedure is as follows. Total of four algorithms including the one proposed in this paper is applied to the Luminance component of the 5 sub-sampled images obtained from the 352*288 sized images to restore the image to its original size. Then the PSNR is compared. Table 1 shows the measured PSNR values for each test Table 1 , the performance of the proposed algorithm is better than that of the other algorithms. Next, for the 832*480 sized images, the RGB components are individually sub-sampled then for each component the four algorithms are applied to restore the image. Also, the PSNR is compared. Tables 2 to 4 show the restoration results for each RGB components of all the images.
The results from the tables above show that the proposed algorithm works well for both of the components. Especially, for the experiment involving the larger images, the PSNR value difference is noticeable. Through looking at Figs. 12 to Fig. 16 , the resolution difference from the first experiment can be seen.
We can see a big difference between the bi-linear algorithm and the other algorithms just as in Table 1 . In the enlarged part of each figure, we could find the performance differences among the results. Especially, the proposed algorithm has a clearer boundary around face area.
From the enlarged image in Fig. 15(d) , noise can be seen from the registration error within the vicinity of the boundary between the water and the boat. Likewise, identical noise can be seen on the flower petal in Fig. 16(d) .
Corresponding impulse noise cannot be observed in each and every image but can sometimes result in the decrease of the image resolution. In Figs. 15 and Fig. 16 , it can be seen that these types of noise is removed from the resulting images.
The PSNR difference is minor between the proposed [8] and (e) the proposed algorithm and the existing algorithm because the proposed algorithm applies to the high frequency component of the image. The area of the image that the high frequency component takes up is small. However, in all the experimental images, the proposed algorithm gave better performance than other algorithms in all experimental esults. The resulting video from the second experiment can be seen at ftp://128.134.65.1 from using a guest ID.
Through PSNR estimation and subjective comparison of the resolution, each image had slightly different results. However, the proposed algorithm showed better results than that of simple interpolation techniques and the existing SSR and MSR super resolution algorithms. The existing SSR algorithms provide little information or lack of training sets in general and that limits the increase in resolution. However, the existing SSR algorithms provide more efficient processing time than the MSR algorithms and can be used as alternatives for scenes with fade in or fade out effects where the MSR algorithm cannot be used.
Although most MSR algorithms take a long time to register the image, it is possible to obtain a large sum of information regarding the target image by controlling the number of images used for increasing the resolution. Therefore, above average level of resolution is guaranteed. Specifically in the case of registration, the recently developing research in the parallel computing field will be apt for the repeated processes that are applied to all areas of the image. Research is needed for enhancing the accuracy and the processing time for the MSR super resolution algorithms.
Conclusion
In this paper, a new super-resolution algorithm was proposed by using successive frames for generating highresolution frames with better quality than that of other conventional interpolation methods. The proposed superresolution algorithm includes two new parts. One is the motion vector normalization and the other is analysis of the patterns of the edges. The experimental results showed that the proposed algorithm performs better than other conventional algorithms. [8] and (e) the proposed
