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Abstract
We present results of a molecular dynamic analysis of welding at the
polymer-polymer interface. The analysis is performed for polyether-
imide/polycarbonate polymer blends. The work is motivated by the
applications to 3D manufacturing in space. In the ﬁrst part of the
report, we discuss bulk and spectral characteristics of the amorphous
polymer blends. The vibrational and infra-red spectra obtained us-
ing auto-correlation functions calculations in molecular dynamics are
compared with the experimental spectra. The mechanical and thermal
properties of the samples including heat capacity, bulk modulus, and
thermal expansion coeﬃcients are estimated and compared with exper-
imental values. In the second part of the report, we discuss the result
of molecular dynamical modeling of shear viscosity in a fully atomistic
model of amorphous polymer blends with ﬂat interface. The key result
of the research is the demonstration of shear thinning behavior of the
shear viscosity as a function of shear rate which is in good agreement
with experimental data.
Introduction
Controlling properties of matter on atomic scale is one themain goals of
modern nanotechnology [1] that has multiple applications in aerospace
including e.g. thermal protection materials [2], 3D manufacturing [3],
ice-phobic and water resistant coatings [4], nanomedicine [5], biosens-
ing [6], rechargeable batteries [7], and water treatment [8] to mention a
few.
At present, Molecular Dynamics (MD) modeling of polymers has
advanced to the point where predictions can be used to guide experi-
ments [9] and/or to provide useful insight into the structure property
relation of polymer materials. In particular, the MD modeling was suc-
cessfully applied to analyze properties of polyetherimides [3,10–14].
Much less is known about structure property relation at atomistic
level for polyetherimide (PEI) polycarbonate (PC) blends. These blends
are high performance amorphous thermoplastics with good thermal
stability and remarkable modulus of elasticity and tensile strength [15].
They are widely used in aerospace applications and, in particular, for
3D manufacturing in space. Understanding their structure-process-
property balance is of signiﬁcant importance for the applications [16].
However, atomistically informed insight into molecular dynamics of
these structures remains limited. For example, Zhang and co-authors [17]
published one of the ﬁrst research on MD analysis of miscibility and
anomalous exhibit of two distinct glass transition temperatures in PEI/PC
blends. The interfacial interaction between ULTEM and a variety of low
molecular weight liquids have been evaluated usingmolecular dynamic
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simulations in [9].
Our primary interest in this work is understanding the relation be-
tween reptation of the polymer chains at the interface and the resulting
strength of the 3D manufactured structure. During additive manufac-
turing, two pieces of polymer melts are brought together above glass
transition temperature and allowed to inter-diﬀuse. The recovery of
the bulk strength occurs due to entanglement of the polymer chains at
the interface and is assumed to be proportional to the mass exchange
between the two polymer pieces. The temperature regime and the time
scale of this motion and their dependence on the polymer structure are
key parameters of interest for applications.
The molecular dynamics of such motion was mainly analyzed us-
ing coarse-grained bed-spring models [18–21]. These insightful simu-
lations do not take into account the ﬂexibility and electrostatic prop-
erties of the polymer chains. The latter, however, are known to signif-
icantly inﬂuence the physics of the interface welding [3, 22] as well as
the structure of the polymer chains [23].
The polymer welding at the interface is of particular interest in ad-
ditive manufacturing (AM), which is gaining increasing importance in
industry for both prototyping and production of functional parts [24].
The global market for AM products and services has grown into a $1.3
billion industry, and it is estimated to grow to over $5 billion by 2020 [24].
According to [25] Stratsys oﬀers three choices as high performance
ﬁlaments: Ultem 1000, Ultem 9085 and Polyphenylsulfone (PPSF). Both
the Ultem grades are based on polyetherimide (PEI) and they are cer-
tiﬁed for use in the automotive, medical and aerospace ﬁelds. Ultem
1000 is a pure PEI, while Ultem 9085 is reported to be a mixture of PEI
and polycarbonate copolymer blend incorporated for improved ﬂow
[26].
The mechanical properties of welded interface of materials such as
Ultem 9085 is at the focus of the present report.
Zaldivar et al. [26] showed recently that Ultem 9085 printed spec-
imen mechanical properties are signiﬁcantly aﬀected by build orienta-
tion. The strength utilization in terms of FDM/injection molded per-
formance can vary from 85.8% for edge printed specimens to 46.5% for
up printed samples. This means that the ﬁnal properties of the FDM
printed part are highly anisotropic. The lower performances, compared
to injection molded specimens, were the result of the voids in FDM
printed parts between fused ﬁlaments. Motaparti et al. [27] recently
showed that the strength of a thermoplastic interface within FDM part
is directly proportional to the intermolecular diﬀusion across the in-
terface between the fused ﬁlaments. The relevance of bond quality be-
tween adjacent ﬁlaments depends on printing parameters, but, also, on
the melt viscosity of the polymer used for the ﬁlaments. However, to
the best of our knowledge, this aspect has been investigated in the lit-
erature by only a few studies from McIlroy et al. [?, 28].
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To address these issues we develop a fully atomistic model of the
polymer-polymer interface in PEI/PC blends. We analyze spectral and
thermodynamic properties of the MD samples to estimate the shear vis-
cosity as a function of temperature and welding time. To validate the
predictions based on molecular dynamic simulations we use two sets
of experimental data. The ﬁrst set was provided by the MSFC group
and includes infrared absorbance spectra and speciﬁc heat capacity for
ULTEM 9085. The second set of data was provided by Prospector LLC
and includes results of the following properties measured for ULTEM
1000 [29]: (i) density; (ii) bulk modulus ; (iii) coeﬃcient of linear ther-
mal expansion; (iv) speciﬁc heat capacity (with (i) to (iv) measured as
functions of temperature); (v) viscosity as a function of shear rate; and
(iv) stress as a function of strain.
The overall goal of the project can be formulated as follows. Develop
fully atomistic model of polymer-polymer interface capable of repro-
ducing experimental data for amorphous blends of polyetherimide and
polycarbonate. Validate model by comparisonmolecular dynamics pre-
dictions with a large set of experimental data. Use the validated model
to estimate strain stress curves, shear viscosity as a function of shear
rate, and relaxation time at the polymer-polymer interface. Apply es-
timated parameters to the strength model of the manufactured parts
developed in our group.
This report is organized as follows. After providing some details
of modeling in Sec. 1 and Sec. 2 we discuss spectral properties of the
samples. Next, we analyze thermodynamic and mechanical properties
of the amorphous PEI/PC melts and compare results of MD modeling
with experimental data in Sec. 4. Some additional details of modeling
polymer-polymer interface are given in Sec. 5. The estimations of the
shear viscosity is discussed in Sec. 6. The application of the obtained
results to the analysis of the strength of the manufactured parts is dis-
cussed in Sec. s:application. Finally, the conclusions are drawn and the
future work is outlined in Sec. “Conclusions”.
1 Building amorphous cell of PEI/PC blends
The standard way of preparing polymer blends for MD simulations is
to create an amorphous cell [9,17]1. In this work, we also followed this
approach. The amorphous cells of ULTEM 9085 are blends of PEI and
PC. PEI based blends can be mixed in a batch mixer (Brabender 50 EHT,
1According to the basic deﬁnitions amorphous cells can be described as follows:
Think of how spaghetti noodles look on a plate. These are similar to how linear poly-
mers can be arranged if they lack speciﬁc order, or are amorphous. Controlling the
polymerization process and quenching molten polymers can result in amorphous or-
ganization. An amorphous arrangement of molecules has no long-range order or form
in which the polymer chains arrange themselves.
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Brabender & Co., Duisburg, Germany) controlled by a Lab-Station. The
content of PC in the blends may vary from 0 wt % to 40 wt %. In our
studies the content of PC was always close to 20 wt %.
In this section, we describe the process of building and equilibrat-
ing of an amorphous cell of polycarbonate/polyetherimide blends. The
process of development of the molecular dynamical model of the amor-
phous cells of PEI/PC blends includes the following steps:
• build repeating unit of each polymer;
• build polymer chain of PEI and PC;
• create cell with randomly placed polymers (amorphous cell);
• equilibrate cell at a given temperature and pressure;
We now describe these steps in more detail.
1.1 Building fully atomistic polymer chain
The chemical structure and the MD representation of the repeating
units of the PEI and PC are shown in Fig. 1 and 2.
Figure 1: Atomic structure of a single repeated unit (monomer) of poly-
carbonate (top) with j-octa original structure (bottom) and molecular
weight (MW).
The PEImonomer consists of 71 atoms, withmolecular weight 628.6269
g/mol. The PC monomer consists of 35 atoms, with molecular weight
256.288 g/mol. The functional groups and their contribution to the
cohesive energy are shown in Table 1. An extensive lists of mechani-
cal and thermal properties of polyetherimide and polycarbonate were
calculated using the functional group method under an assumption of
inﬁnite degree of polymerization. These are provided in the excel ﬁle
attached to this document.
The results of the molecular dynamic simulations strongly depend
on the force ﬁeld used in calculations. In this work, we use Dreiding
force ﬁeld [30] and OPLS-AA force ﬁeld . The parameters of this force
ﬁeld are shown in the Appendix. The choice of Dreiding force ﬁeld
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was justiﬁed by the fact that it was extensively and successfully used
in earlier research on polyimides and it covers all types of interactions
in our case. The OPLS-AA force ﬁeld with quantum corrections was
chosen as a result of the best ﬁt to the experimental IR spectra.
Figure 2: Atomic structure of a single repeated unit (monomer) of
polyetherimide (top) with j-octa original structure (bottom) and molec-
ular weight (MW).
Table 1: Functional groups and their contribution to the molar volume
and cohesive energy of polyetherimide and polycarbonate.
Group Contribution method Molar volume [cm3/mol] Cohesive energy [J/mol]
Polyetherimide
-CO- 10.8 17370
_CH3 33.5 4710
>C< -19.2 1470
-N< -9 4190
-O- 3.8 3350
Phenylene(p) 52.4 31940
Phenyl(trisubstituted)-2 33.4 31940
Polycarbonate
0 33.5 4710
>C< -19.2 1470
Phenylene(p) 52.4 31940
_CO4-(carbonate) 22 17580
The ﬂexibility of the PEI and PC polymers are mainly determined
by the ﬂexibility of torsional angles between relatively rigid planes of
aromatic rings of the Phthalimide and Bisphenol A fragments. It is the
ﬂuctuation of torsional angles deﬁned for these virtual bonds that de-
termine the ﬂexibility and persistence length of polyetherimide chains.
1.2 Quantum corrections
??Quantum corrections to the force ﬁeld were obtained in J-OCTA [31]
by calculating equilibrium distributions of the atom locations in amonomer
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unit using quantum chemistry package GAMESS [32,33]. Next, the dis-
tributions obtained with classical MD were ﬁtted to quantum mechan-
ical distributions by adjusting coeﬃcients in the classical force ﬁeld.
We used this approach to obtain quantum corrections to the OPLS-
AA and DREIDING force ﬁelds. Only OPLS-AA force ﬁelds were used
in further research due to time limitations.
1.3 Amorphous cell
We prepare two polymer cells with a nearly atomistically ﬂat interface.
Initially, the polymer chains were placed at random into the cell with
z-size (≈ 70 Å determined by the chain length) and (x,y) cross-section
size (≈ 35× 35 Å) deﬁned by the sample density (≈ 1g/cm3 ).
Figure 3: Atomistic models of amorphous cells with PEI/PC polymers
blends: Each polymer had 5 repeating monomer units. PEI unit has 70
atoms PC unit has 35 atoms. Cell contains 8 PEI and 4 PC polymers.
The surface of each sample was prepared by moving polymer chains
inside the cell at a given interface and using non-periodic reﬂective
boundary conditions BC in Z-direction with Lennard-Johns-wall (LJ-
wall) at the interface that was restricting chains motion at the interface
during the preparation. The parameters of the LJ-wall at the interface
were: (i) cut-oﬀ ∼10 Å; (ii) sigma ∼5 Å; (iii) epsilon ∼10 kJ/mol; and (iv)
density ∼20 g/cm3.
Both cells were relaxed following the procedure provided in J-OCTA
(T0 = 600 K and P0 = 1 atm)
nve_equil_in.in Weuse NVE equilibration at a given temperature, e.g.
T0;
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compress.in The equilibration is followed by compression in the NPT
Andersen-Nose-Hoover thermostat at T0 and P = 100 MPa;
nve_equil_after_compress_in.in The compression is followed by equi-
libration in the NVE equilibration at T0;
equil_in.in
nvt_equil_in.in The equilibration is followed by relaxation in the NPT
Andersen-Nose-Hoover thermostat at T0 and P0;
nvt_eliminate_trans_in.in Finally, the translational component of the
velocity is eliminated in the NVT Nose-Hoover thermostat at T0
and zero pressure.
Each step was computed during 50 ps with time step 1 f s. The resulting
amorphous cells are discussed in more details in Sec. 5.
In addition, a small cell (5,166 atoms) was built without interface
for fast prototyping of measurements, see ﬁgure 3.
2 Important considerations
It is important to recognize the requirements of the size of the cell and
the corresponding computing capabilities. First of all, we should em-
phasize that the simulations of the polymer - polymer interface are the
most demanding simulations both in terms of the size and required
computing power. The key parameters that inﬂuence the desired com-
putational time are the following:
• the size of the cell has to be approximately a few lengths of the
polymer chain;
• the length of the polymer chain (i.e. the degree of polymeriza-
tion of ultem) in real polymers is usually about 70 lengths of a
repeating unit;
• 5 PEI units span approximately 100 Å distance;
• 100x100x100 Å cell unit with density 1.2g/cm3 of PEI/PC blend
will have approximately 90,000 atoms
To estimate computer time required for simulations of PEI/PC blends
we performed extensive proﬁling of the LAMMPS [34,35] computer ca-
pabilities on ARC NAS supercomputer. It has to be emphasized that
the cell size with 90,000 atoms could not be simulated with our cur-
rent computing capabilities. The maximum cell size for fully atomistic
simulations with LAMMPS was ≤ 20,000.
The results of this proﬁling for the cell size 44x44x44 Å with 6,888
atoms are shown in the Fig. 4. Note that 24 ns/per day is the minimum
productivity required to complete simulations approximately within 2
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Figure 4: Results of proﬁling in a nutshell
months. It can be concluded that with our present computing capabili-
ties the maximum cell size that can be used in LAMMPS simulations is
around 50x50x50 Å.
Within this project we used small model (which contains 28 poly-
mer chains including 8 PC and 16 PEI chains with 5 repeatingmonomer
units each and total 6,888 atoms) to quickly prototype required simula-
tions of polymer cells with LAMMPS [34, 35] and GROMACS [36–40].
In what follows, we refer to this model as the small system.
However, this cell size is insuﬃcient to grasp the properties of the
polymer blends especially in the presence of the interface. Note that to
compare thermodynamic properties of amorphous polymer cells with
the experiment, even without interface, the required sample size has to
be in the range 20,000 to 60,000 atoms as was estimated in [41].
We therefore developed additional MD simulations of a large cell
(140x60x60 Å with 41,328 atoms) using molecular dynamics package
GROMACS. The simulations of the large system using GROMACS re-
lied on GPU acceleration. The latter turned out to be crucial for com-
pleting the project. GROMACS and LAMMPS simulations were used to
optimize the performance for speciﬁc measurements. In particular, to
resolve time dependence of the shear viscosity,l accurate measurements
for large shear rates were performed using LAMMPS, while to narrow
the gap between MD simulations and experimental data at low shear
rates we used GROMACS.
3 Spectral properties
Experimentally observed absorbance spectra of ULTEM 9085 are shown
in Fig. 5. Since ULTEM 9085 is a mixture of polyetherimide and poly-
carbonate the transmittance spectra of polyetherimide and absorbance
spectra of polycarbonate are also shown in the inset of the ﬁgure.
We now verify that the IR spectra of the ULTEM 9085 can be pre-
sented as a weightedmixture of polycarbonate and polyetherimide spec-
tra. To do so, we calculate a blended absorbance spectrum that con-
sists of 80% contribution of the polyetherimide and 20% contribution
of polycarbonate. The resulting spectrum is shown in Fig. 7 in compar-
ison with the experimental spectra of ULTEM 9085.
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Figure 5: Experimental FTIR spectra of ULTEM 9085 provided by
MSFC.
It can be seen from the comparison that there is a very good agree-
ment between blended spectrum and the experimental one. This result
conﬁrms the spectral properties of ULTEM 9085 are mainly determined
by the properties of two main components PEI and PC. We were not
able to clearly identify presence of any other component in the blend.
To get further insight into the spectral properties of ULTEM 9085,
we performed functional group analysis of the experimental IR spectra.
3.1 Functional groups
The results of the functional group analysis of the IR spectra of ULTEM
are shown in Fig. 8 (left). The analysis reveals contributions due to
C −H bonds present in both polymers, see Fig. 8(bottom). Also there
is a strong contribution from double C = O, double C = C, and single
C −O bonds present in both polymers, cf Fig. 8 (bottom).
The singleC−N bond is only present in polyetherimide, see Fig. 8(bot-
tom), and could be potentially used to determine relative contribution
of the PEI to the spectral properties of the sample.
3.2 Quantum chemistry calculations of FTIR spectra
The diﬀerence in the spectral properties of PEI and PC components can
be further revealed using quantum chemistry calculations. The results
of such calculations are shown in Fig. 9. The accuracy of predictions
based on quantum chemistry calculations depends on the level of the
theory and the basis set.
ab initio methods of quantum chemistry include: the Hartree-Fock
(HF) self-consistent-ﬁeld (SCF)method [42], second-orderMøller-Plesset
9
Figure 6: FTIR of polyetherimide (top) reprinted from [?] and polycar-
bonate (bottom) reprinted from http://www.infrared-spectra.com/
with permission.
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Figure 7: Comparison ot the experimental FTIR spectra of ULTEM 9085
(black solid line)with the individual FTIR spectra measured for PEI
(blue dotted line), PC (green dotted line), and the sum of PEI and PC
spectra calculated in MATLAB (red line).
Figure 8: (left)Functional groups corresponding to the main lines ob-
served in absorption spectra. (bottom) Molecular view of the functional
groups corresponding to the main lines observed in absorption spectra.
Atom codding is: C (gray), O (red), H (white), and N (blue)
perturbation theory (MP2) [43], coupled cluster theory with single and
double excitations (CCSD) [44], and CCSD augmented by a perturba-
tional estimate of the eﬀects of connected triple excitations [CCSD(T)]
[45]. For N basis functions, the formal cost of these approaches in-
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Figure 9: (left) Comparison between experimental spectra of poly-
carbonate and spectra of a single unit of PC calculated using quan-
tum chemistry package NewChem that applies MøllerPlesset MP2 op-
timization using 6-31G(d) basis set. (bottom) Comparison between ex-
perimental spectra of polyetherimide and spectra of a single unit of PEI
calculated using quantum chemistry package and semi-empirical PM3
method in SCIGRESS.
creases as N4, N5, N6, and N7, respectively, but the accuracy of the
results also improves signiﬁcantly along this series.
In this work, the monomer units are quite large (35 and 70 atoms).
Consequently, the number of basis functions is large and the calcula-
tions at high theory levels are very expensive. Therefore, the research
was limited by the semi-empirical methods and MP2 level of the theory
with 6-31G basis set (see John Pople classiﬁcation of the basis sets [46]).
Accordingly, the results shown in the Fig. 9 have limited accuracy and
only allow for semi-quantitative comparisonwith the experiment. How-
ever, some key features can be quite well reproduced at this level of the
theory. For example, the key structure of the peaks at ∼ 3000 cm−1, ∼
1800 cm−1, and ∼ 1200 cm−1 can be seen in IR spectra of polycarbonate
calculated with MP2 level of the theory.
3.3 Vibrational and IR spectra of ULTEM 9085
Another method calculating the IR spectra is based on MD simulations.
It involves calculations of the mass weighted autocorrelation velocity
functions for each type of atoms and an autocorrelation function for
the total dipole momentum of the system. In this method, the MD sim-
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ulations are recorded with 1-2 ps resolution during 100-500 ps using
LAMMPS or GROMACS.
Figure 10: Infrared spectra of amorphous polymer blends obtained us-
ing dipole autocorrelation function and three diﬀerent force ﬁelds cal-
culated in MD simulations (three top lines) as compared to the experi-
mental spectra of ULTEM 9085 (bottom line).
The accuracy of these simulations is largely determined by the force
ﬁeld approximation. The three types of the force ﬁeld were chosen
for initial analysis: (i) DREIDING; (ii) GAFF (generalized atomic force
ﬁeld); and (iii) OPLS-AA (Optimized Potentials for Liquid Simulations
All-Atom).
The calculated spectra for these three force ﬁelds are compared with
experimentally measured IR spectra in Fig. 10. It can be noticed that in-
deed the results strongly depend on the force ﬁeld and that DREIDING
and GAFF force ﬁelds provide better agreement with the experiment.
We note, however, that the results of measurements shown in the
ﬁgure were obtained for the force ﬁelds without quantum corrections,
see Sec. 1.2. The latter corrections can substantially improve the com-
parison with the experiment as will be shown in Sec. 4.7
4 Thermodynamic properties
To extend validation of our approach to modeling polymer-polymer in-
terfaces we performed molecular dynamics estimations of the key ex-
perimentally measured properties of ULTEM.
In this section we consider MD estimations of the following properties:
(i) glass transition temperature Tg ; (ii) density of states S(v); (iii) bulk
modulus B; (iv) coeﬃcient of thermal expansion αP ; and (v) speciﬁc
heat capacity cp.
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4.1 Density as a function of temperature
Density of the large sample calculated as a function of the temperature
in MD simulations is compared to experimental data for ULTEM 1000
[29] in Fig. 11
Figure 11: Density of the sample calculated using MD simulations (
open squares) as compared to the experimental data (teal circles) ob-
tained for ULTEM 1000 [29]
It can be seen from the ﬁgure that the density estimated in the MD
simulations is slightly lower than the one obtained in experiment. It can
also be noticed that the change in the stop of the density as a function
of temperature is more pronounced in the experimental data than in
molecular dynamical simulations. Both features are expected on the
ground of the common knowledge [41] of the fact that MD slightly
underestimate both sample density and eﬀect of the glass transition.
Overall, we consider the agreement between MD predictions and ex-
perimental data for the density as acceptable. It is possible in principle
to compress sample even further by applying very high pressure for
extended period of time. But this time consuming exercise is not ex-
pected to change substantially obtained results. We now proceed to the
estimations of the glass transition temperature in our samples.
4.2 Estimation of the Tg in pure PEI and PC samples
Glass transition temperatures were evaluated by performing NPT sim-
ulations while cooling the system at a rate of 20-25 K per 1 ns. The vol-
ume at each temperature was computed by averaging results from over
100 last steps dynamic simulations. Volume-temperature responses
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were constructed and linear functions were ﬁt to the low and high tem-
perature ranges.
Figure 12: Glass transition temperature estimates based on MD simu-
lations for PC (left) and PEI (bottom).
Free volume theory was ﬁrst proposed by Fox and Flory [47] to ex-
plain the glass transition. The term free volume is used to describe the
total volume occupied by the holes. As the temperature increases, the
change in free volume or vacant volume of a polymer is small below
the glass transition temperature (Tg ), but the rate of change increases
abruptly at Tg . In fact, measuring the change in the slope of the curve
plotting free volume as a function of temperature is one method of ob-
taining Tg .
The MD estimation of the glass transition temperature for amor-
phous cell of polycarbonate gives value Tg ≈ 425 K , which is in good
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agreement with the expected value 420 K . The MD estimation of Tg ≈
457 K for polyetherimide is substantially lower expected value 490 K .
The main reasons could be: (i) low degree of polymerization; and (ii) in-
suﬃcient relaxation time. Note also that Dreiding force tends to under-
estimate sample density, which may also contribute to underestimation
of Tg .
However, diﬀerent data for Tg of ULTEM 1000 are also available
online can be as low as 450 K, see Fig. 13 (bottom). These data are in a
better agreement with our estimations and with experimental data for
ULTEM 9085 provided by MSFC, which gives for Tg value ∼ 178 C (∼
450 K), see Fig. A.1 (bottom).
4.3 Estimation of the Tg in PEI/PC lends
Figure 13: (top) Glass transition temperature calculations based on MD
simulations for ULTEM 9085 using LAMMPS. (bottom) Experimental
data for heat capacity measurements for ULTEM 1000 [29].
We also performed MD calculations of the glass transition temper-
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ature for ULTEM 9085 using the amorphous cell shown in Fig. 3. The
results of these calculations based on linear interpolation of the spe-
ciﬁc volume as a function of temperature are shown in Fig. A.1 (bot-
tom). This estimation suggests a value for Tg ∼ 450 K, which is in good
agreement with both experimental values and MD values obtained for
polyetherimide.
We now proceed to the estimations of the bulk modulus.
4.4 Bulk modulus, coeﬃcient of thermal expansion, and heat
capacity: background
Bulk modulus, coeﬃcient of thermal expansion, and heat capacity are
fundamental material properties and their prediction is important to
modeling polymer melts. In addition, theoretical explanation of the
jump in the value of these variables at the glass transition remains un-
solved and a controversial issue [48, 49]. Therefore, accurate simula-
tions of these properties at glass transition is important both from the
point of view of fundamental theory and applications in material sci-
ence.
There are three main methods of estimation of the cirresponding
values from the results of MD simulations: (i) using ﬂuctuations [50,
51]; (ii) using derivatives of the total energy and enthalpy [50, 51]; and
(iii) in addition, calculation of tge heat capacity may involve estimation
of the density of states [41,52]. Because these methods provide compli-
mentary information it is instructive to compare estimations obtained
by each method.
(i) Fluctuations. Using ﬂuctuations, the following expressions can be
obtained [50, 51]. The constant pressure heat capacity is proportional
to the variation of enthalpy
cp =
1
kBV T 2
〈
σ2H
〉
. (1)
The isothermal compressibility is proportional to the variance of
volume
β =
1
kBV T
〈
σ2V
〉
. (2)
The thermal expansion coeﬃcient is proportional to the covariance
of volume and enthalpy
α =
1
kBV T 2
〈
σ(V )(H)
〉
. (3)
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(ii) Derivatives. The same quantities can be also obtained as the deriva-
tives of the enthalpy and volume as follows [50,51]
cp =
H(p,T + ϵ)−H(p,T − ϵ)
2ϵ
. (4)
β = − 1
V (p,T )
V (p+ ϵ,T )−V (p − ϵ,T )
2ϵ
. (5)
α =
1
V (p,T )
V (p,T + ϵ)−V (p,T − ϵ)
2ϵ
. (6)
(iii) Density of states. Constant volume and pressure speciﬁc heat
capacities (cv and cp respectively) are related to one another via:
cp = cv +α
2BV T (7)
where α is the volumetric thermal expansion coeﬃcient, V the volume,
T the temperature and B the isothermal bulk modulus.
Considering a solid as an assembly of harmonic oscillators, the fre-
quency distribution S(ν) is equivalent to a partition function. Then the
constant volume heat capacity cp can be calculated using Debyes rela-
tion
cv = kB
∫ ∞
0
(
hν
kBT
exp
(
hν
kBT
))2[
exp
(
hν
kBT
)
− 1
]2 S(ν)dν (8)
with
∫
S(ν)dν = 3N , where N is the number of atoms in the system.
The vibrational density of states (DoS) is obtained from the atomic
velocity autocorrelations with quantum statistical corrections as shown
above. The S(ν) is found as a sum of vibrational normal modes [41,52]
S(ν) =
2
kBT
N∑
j=1
mj
 3∑
k=1
skj (ν)
 (9)
where the spectral density of atom j in the k-th coordinate and can be
determined from the square of the Fourier transform of corresponding
velocity ukj (t)
skj (ν) = limτ→∞
1
2pi
∣∣∣∣∣∫ τ−τ ukj (t)exp(−i2piνt)dt
∣∣∣∣∣ . (10)
In the following three subsections we will discuss the application
of these methods to the estimation of the bulk modulus, coeﬃcient of
thermal expansion, and heat capacity in the molecular dynamical sim-
ulations and comparison of the obtained values with the available ex-
perimental data.
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4.5 Estimation of the bulk modulus
Another important parameter in eq. (7) is the bulk modulus B. The
Bulk Modulus describes the elastic properties of a solid or ﬂuid when it
is under pressure on all surfaces. The applied pressure reduces the vol-
ume of a material, which returns to its original volume when the pres-
sure is removed. In fact, the bulk modulus is a measure of the ability of
a substance to withstand changes in volume when under compression
on all sides. The bulk modulus is deﬁned as
B = −
(
1
V
dV
dP
)−1
Figure 14: Speciﬁc volume as a function of applied pressure used for
direct measurements of the bulk modulus for PC (top) and PEI (bot-
tom).
Our earlier preliminary results of the estimations of the bulk mod-
ulus for small samples of amorphous PC and PEI cells were based on
J-OCTA code and are shown in the Fig. 14. The estimated values of the
bulk modulus after 400,000 steps at each pressure point are: (i) 4.17
GPa for PEI and (ii) 3.4 GPa for PC.
To improve these estimations we note that the recommended/ver-
iﬁed by J-OCTA number of steps is 1,000,000 and the recommended
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degree of polymerization for PEI is ≥ 12 and for PC ≥ 20. We note that
the degrees of polymerization in our simulations are restricted by the
constraints on the total number of atoms. Therefore, in our more ac-
curate estimations reported below, we aimed to extend the integration
time by an order of magnitude.
Figure 15: (top) Bulk modulus estimated as a function of temperature
(blue open squares) using direct MD measurements for a small sam-
ple. Vertical bars indicate 95% of conﬁdence bounds. B as a function of
temperature (black open squares) estimated using ﬂuctuations in GRO-
MACS. (bottom) The results of the convergence analysis for the bulk
modulus estimations: (1) small system after 8 ns integration time; (2)
large system after 8 ns of integration; (3) large system after 15 ns of
integration.
The results of GROMACS calculation of the bulkmodulus of PEI/PC
blend as a function of temperature are shown in Fig. 15 (top). To obtain
these estimations we used 9 values of the pressure as shown in Fig. 14
for each temperature. The direct MD calculations of B were further
compared with the MD predictions based on ﬂuctuational formula (2).
The results of the MD calculations of the bulk modulus are shown by
the black open circles in the ﬁgure.
It can be seen from the ﬁgure that estimations based on ﬂuctuations
are in good agreement with direct measurements and apparently are
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less dispersed. It is also worth mentioning that GROMACS calculations
used to obtain the black line in the ﬁgure are much faster than direct
measurements and provide simultaneous estimation of other thermo-
dynamic variables of the system. For this reason in what follows, we
will use mainly results of the GROMACS estimations.
4.5.1 Convergence
To use GROMACS estimations it is very important to analyze the con-
vergence of the results both as a function of system size and time of in-
tegration. Although detailed analysis of this kind is very expensive, we
have investigated two systems - small (5,166 atoms) and large (41,328
atoms) for diﬀerent integration times ranging from 1 to 16 ns. Some
results of such analysis are shown in Fig. 15 (bottom). As we have ex-
plained above the curve (3) in this ﬁgure is in good agreement with
the results of direct measurements. It was obtained using ﬂuctuations
and 15 ns integration time in the large system. We therefore were us-
ing measurements with 15 ns integration time in the large system as a
baseline for our estimations.
4.5.2 Comparison with the experiment
Figure 16: Bulk modulus obtained using MD simulations (maroon di-
amonds) as compared to the experimental data obtained for ULTEM
1000 [29] (teal circles). Vertical bars show error estimates. The dashed
gray line indicate educated guess of expected behavior of experimental
bulk modulus above glass transition temperature.
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We now compare the results obtained for large system with exper-
imental data. The MD simulations for large system after 15ns of in-
tegration for each temperature point shown in Fig. 16 by open black
circles are the same as in the Fig. 15 (bottom). The experimental data
are shown by the teal circles.
We note that Prospector website [29] provides only data for tensile
modulus as a function of temperature. To estimate bulk modulus we
use nominal value of the Poisson ratio ∼ 0.36 and the following conver-
sion
B =
E
3(1− 2ν) .
We also note that the tensile modulus is available only in the glass
state and drops to zero above the glass transition temperature. There-
fore, the comparison is only available for T < Tg .
The results of comparison are shown in Fig. 16. The ﬁgure demon-
strates a reasonable agreement with experimental data in the low tem-
perature region. The expected behavior of the bulk modulus above the
glass transition temperature is shown in the ﬁgure by dashed gray line.
The educated guess is based on the data reported in [41, 53]. This be-
havior is expected due to the fact that Poisson ratio above glass transi-
tion temperature is quickly approaching 0.5 [53]. And its growth com-
pensates the decay of modulus according to equation above. It is also
well known that compressibility of liquids does not signiﬁcantly devi-
ate from compressibility in these polymersin glass state.
To conclude this section, we note that estimated values of the bulk
modulus are in reasonable agreement with experimental data and the
results of earlier MD simulations in similar materials [41]. We now pro-
ceed to the discussion of the MD results obtained for thermal expansion
coeﬃcient.
4.6 Estimation of the thermal expansion coeﬃcient
For MD estimations of the thermal expansion coeﬃcient we followed
the same guiding lines discussed in the previous section. The results of
the estimation of the thermal expansion coeﬃcient using thermal ﬂuc-
tuations (2) are shown in Fig. 17 (top) in comparison with the results of
estimation based on the derivative of speciﬁc volume (6). The compari-
son shows that the results based on the derivative approach those based
on ﬂuctuations for large sample after 15 ns of integration time.
We note that the temperature dependence of thermal expansion co-
eﬃcient follows the expected trend. The values of the αP are in agree-
ment with earlier MD estimations in similar materials [41]. Estimated
value of αP at room temperature is approximately 2.5 - 3 times larger
than reported values for linear thermal expansion coeﬃcient of ULTEM
9085. It is in a good agreement with expected factor of 3.
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Figure 17: (top) Thermal expansion coeﬃcient estimated as a function
of temperature using derivative of speciﬁc volume (brown open dia-
monds) in a large system while heating it up, see Fig. 31. αP as a func-
tion of temperature (blue open circles) estimated using ﬂuctuations in
this system. (bottom) The results of the convergence analysis for the
estimations of thermal expansion coeﬃcient from the ﬂuctuations: (1)
small system after 8 ns of integration time; (2) large system after 8 ns
of integration; (3) large system after 15 ns of integration. Black arrows
show the location of the changes in the changes in αp response to the
temperature increase that are related to the initiation of the glass tran-
sition.
We note, in addition, that the results obtained using direct mea-
surements for the thermal expansion coeﬃcient allows one to estimate
Tg . In particular, the features indicated by the arrows in the Fig. 17
(top) can be interpreted as the initiation of the changes in the system
response to the temperature increase. These features correspond to the
glass transition temperature estimation of Tg value somewhere between
470 and 510 K.
Further evidence of the phase transition may be obtained from the
MD analysis of the speciﬁc heat capacity and its comparison with ex-
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Figure 18: Thermal expansion coeﬃcient estimated as a function
of temperature using derivative of speciﬁc volume (maroon shaded
squares) in a large system during quenching, see Fig. 31. Red dotted
horizontal lines correspond to the estimations based on the linear ﬁt
of the volume variation as a function of temperature shown in the in-
set. Blue open circles show αT found using ﬂuctuations (the same as
in Fig 17 top). Experimental data (teal shaded circles) obtained for
ULTEM 1000 [29]. Piece-wise linear approximation to the linear ﬁt is
shown by red dots.
perimental results as discussed below.
4.6.1 Convergence
The convergence of the estimations based on ﬂuctuations is shown in
the Fig. 17 (bottom). The convergence results follow the same trend as
the results obtained in the analysis of the bulk modulus. The compar-
ison between the two estimations (for the bulk modulus and the coef-
ﬁcient of thermal expansion) conﬁrm our earlier conclusion that mea-
surements based on 15 ns integration time in the large system can serve
as a base estimation of thermodynamic and mechanical properties in
our system.
4.6.2 Comparison with the experiment
Experimental data for the coeﬃcient of linear thermal expansion are
available on the Prospector website [53]. To compare these data with
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the results of simulations we notice that the volumetric thermal expan-
sion coeﬃcient estimated in the MD is three times the linear coeﬃcient.
The comparison of the MD predictions with the corrected experi-
mental data is shown in Fig. 18. The experimental data are only avail-
able for the temperature below glass transition temperature. In this
region the MD predictions demonstrate good agreement with experi-
mental data. A slight shift of the predicted data towards higher values
is expected in PEI/PC blends as compared to pure polyetherimide since
polycarbonate αP as compared to PEI.
Another very important feature of the αP can be observed in the
ﬁgure. The inset of the ﬁgure shows abrupt change in the slope of the
volume as a function of temperature at the glass transition. Below and
above glass transition temperature the slope remains nearly constant.
This is the well-known feature of polymer melts [41] that corresponds
to the jump in coeﬃcient of thermal expansion at Tg .
We note, however, that measurements of the jump during diﬀerent
stages of the thermal cycling (see Fig. 31) do not allow to determine
uniquely the location of the jump and the jump value. The value of the
Tg estimated in these measurements ranges between 450 and 500 K and
the value of the jump ranges from 5 to 10 cm/cm/K × 10−3.
The constant slopes in the inset correspond to the horizontal red
dotted lines in the ﬁgure. The jump at Tg is clearly seen. This jump
is the only jump corresponding to the glass transition clearly resolved
in molecular dynamics simulations. In particular, it underlies in accor-
dance with eq. (7) the weak jump observed in speciﬁc heat capacity at
constant pressure as will be explained in details the next section.
4.7 Estimation of the density of states
Estimations of the density of states for the OPLS-AA force ﬁeld with
quantum corrections are shown in comparison with experimental Ab-
sorption spectra in Fig. 19 (left). The results presented in the Fig. 19
were obtained using LAMMPS. The density of states were estimated
by computing the mass weighted velocity autocorrelation functions for
each atom type.
The comparison of the IR absorption spectra obtained in MD simu-
lations with experimental data is shown in Fig. 19 (bottom). These spec-
tra were obtained by calculating the autocorrelation function of the to-
tal dipole moment. The calculated spectra are in reasonable agreement
with experimental data. In particular, one can see that the accuracy of
the MD predictions based on the OPLS-AA force ﬁeld (see Fig. 10 top
line) has been improved by introducing quantum corrections to this
force.
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Figure 19: (left) Vibrational spectra (blue line) calculated as a mass-
weighted sum of the velocity auto-correlation functions for all atom
types in amorphous sample of PEI/PC blend; (bottom) Infrared spectra
(red line)of the same sample calculated using auto-correlation function
of the total dipole momentum. Black line in both ﬁgures correspond to
the experimental IR spectra of ULTEM 9085 provided by MSFC.
4.8 Speciﬁc heat capacity - estimations
To calculate speciﬁc heat at constant volume and pressure we apply
three methods discussed in Sec. 4.4.
Calculations of the speciﬁc heat of amorphous polymer sample based
on ﬂuctuations and derivatives of the total enthalpy were obtained by
heating or cooling the system using GROMACS simulations in NPT en-
semble.
Following our pattern of analysis, we ﬁrst compare the results of
MD estimations of cp based on the analysis of ﬂuctuations (1) with the
estimations based on the derivative of the Enthalpy (4) shown in Fig. 20
(top).
4.8.1 Convergence
The results of the convergence analysis are shown in Fig. 20 (bottom).
We note that despite 15 ns integration time the values of cp obtained
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Figure 20: (left) cp estimated as a function of temperature (blue open
circles) using ﬂuctuation analysis in the large sample after 8 ns integra-
tion time at each temperature. cp as a function of temperature (brown
open diamonds) estimated using derivative of the enthalpy. (bottom)
The results of the convergence analysis of the estimations of cp based
on ﬂuctuations: (1) small system after 8 ns integration time; (2) large
system after 8 ns of integration; (3) large system after 15 ns of integra-
tion.
from ﬂuctuations do not converge below glass transition temperature.
We believe that this is due to the exponentially slow relaxation time in
the system below Tg . As the result the pressure ﬂuctuations that enter
the enthalpy remain very large.
We note that the values of cp obtained for the small sample diﬀer by
the factor of 5 from the values obtained for the large sample. In addi-
tion, the slope of the cp curve obtained for the small sample is negative
in contradiction to the experimental data and theoretical expectations.
These issues highlight the diﬃculties related to the MD measurements
of speciﬁc heat and set cp estimations apart from estimations of other
thermodynamic parameters.
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4.8.2 Comparison with the experiment
The diﬃculties related to the MD estimations of the speciﬁc heat capac-
ity are further highlighted by comparison the values of cp predicted by
MD with the experimental data shown in Fig. 21. First, we notice that
the ﬂuctuation based values of cp have to be reduced by approximately
50% (∼ 3000 J/mol/K) to be comparable with experimental data. Sec-
ondly, we notice that initiation of the glass transition indicated by the
arrow in the ﬁgure is shifted to the higher temperatures by ∼ 50 K.
Note, that similar shift was observed in the earlier MD simulations of
similar polymer systems [41].
Figure 21: Comparison of the ﬂuctuation and derivative based predic-
tions for the values of cp (open symbols the same as in Fig. 20 (top))
with experimentally measured quantities (black solid line provided by
MSFC). The black arrow indicates the initiation of the glass transition.
The discrepancy between experimental data and the values of cp
estimated using ﬂuctuations and derivative of the enthalpy can be at-
tributed e.g. to the luck of quantum corrections that are usually con-
sidered in estimations of cv values [41,52].
We included the quantum corrections using equation (7), where cv
was calculated following eqs. (8)-(10). The calculations of the density
if states were performed in GROMACS using subroutine “gmx dos”.
The values of the thermal expansion coeﬃcient αT in the eq. (7) are
the results of the piece-wise linear approximation shown by red dots in
Fig. 18 discussed in Sec. 4.6. The values of the bulk modulus in the eq.
(7) are those shown in the Fig. 16 by open circles.
The results of the corresponding calculations are shown in Fig. 22.
Note that the values and the slope of the cv (open blue circles) and cp
(asterisk) curves were indeed corrected using this theory. The shift in
the onset of the glass transition is also corrected by including piece-wise
linear approximation for the thermal expansion coeﬃcient.
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Figure 22: The results of the cv (solid dotted line) and cp (maroon tri-
angles) MD calculations based on the estimation of the density of states
including quantum corrections as compared to the experimentally mea-
sured quantities provided byMSFC for ULTEM 9085 (yellow shaded di-
amonds) and by Prospector website for ULTEM 1000 [29] (teal shaded
circles). Black arrows show the initiation of the glass transition in the
experiment and MD estimations of the heat capacity.
To conclude this section we note that the obtained results despite
some remaining discrepancies provide reliable validation of the atom-
istic approach chosen in this research for analysis of the welding dy-
namics at polymer-polymer interface. In the remaining sections of this
report, we will discuss the results of the analysis of the shear viscosity
in large samples with ﬂat polymer-polymer interface.
5 Polymer-polymer interface - large sample
To build polymer-polymer interface we prepared two polymer cells.
The polymer chains were placed at random into the cell with z-size ≈ 70
Å (nearly equal to the length of the polyetherimide chain) and the size
of the (x,y) cross-section ≈ 60×60 Å corresponding to the sample den-
sity ≈ 1g/cm3.
The surface of each sample was prepared by moving polymer chains
inside each cell at a given interface and using non-periodic boundary
conditions in Z-direction and a LJ-wall to keep the polymer chains away
from the interface during the preparation. The parameters of the LJ-
wall at the interface were: (i) cut-oﬀ ∼10 Å; (ii) sigma ∼5 Å; (iii) epsilon
∼10 kJ/mol; and (iv) density ∼20 g/cm3.
Both cells were relaxed using the procedure developed by the J-
OCTA(T0 = 600 K and P0 = 1 atm)
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Figure 23: Fully atomistic amorphous cells of PEI/PC polymers blends.
Each polymer had 5 repeating monomer units. PEI unit has 70 atoms
PC unit has 35 atoms. Each cell contains 48 PEI and 24 PC polymers.
(top) Cell with ﬂat interface on the right (bottom) cell with ﬂat interface
on the left.
nve_equil_in.in Weuse NVE equilibration at a given temperature, e.g.
T0;
compress.in The equilibration is followed by compression in the NPT
Andersen-Nose-Hoover thermostat at T0 and P = 100 MPa;
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Figure 24: Two fully atomistic amorphous cells of PEI/PC poly-
mers blends combined in one chemical sample with atomistically ﬂat
polymer-polymer interface.
nve_equil_after_compress_in.in The compression is followed by equi-
libration in the NVE equilibration at T0;
equil_in.in
nvt_equil_in.in The equilibration is followed by relaxation in the NPT
Andersen-Nose-Hoover thermostat at T0 and P0;
nvt_eliminate_trans_in.in Finally, the translational component of the
velocity is eliminated in the NVT Nose-Hoover thermostat at T0
and zero pressure.
Each step is computed during 50,000 steps with time step of 1 f s in
LAMMPS.
The initial amorphous cells are shown in the ﬁgure 23. The result-
ing amorphous cell is shown in the ﬁgure 24. The calculations were
performed following general scheme sketched in the Fig. 25. The sam-
ple with planar interface was allowed to equilibrate in the NPT ensem-
ble that keeps pressure, temperature, and the total number of particles
ﬁxed similar to the actual experimental conditions 2. This process is
shown by the green “Healing” arrow in the ﬁgure.
At some ﬁxed time instances the sample was quenched to the room
temperature as shown in the ﬁgure by the blue vertical lines. The
quenching was also accomplished using NPT ensemble. The quenched
samples were used for measurements of the shear viscosity.
2 Note that the temperature can be considered nearly ﬁxed during 300 ns used in
MD simulations.
31
Figure 25: Sketch of the calculation scheme. Green arrow shows healing
at constant temperature (600 K) and pressure (1 atm) during 300 ns.
The quenching of the sample at some ﬁxed time instances is shown
by blue vertical arrows. The measurements of the shear viscosity of
quenched samples is illustrated by additional pair of axis in the end of
the quenching process.
5.1 Interface welding
The process of the inter-diﬀusion of the polymer chains at the interface
is illustrated in Fig. 26 and 27. Initially both sides (gray and cyan in the
ﬁgure) have atomistically ﬂat interfaces. As time proceeds the polymer
chains on both sides diﬀuse across the interface in a warm like man-
ner. The simplest form of this process is described by the reputation
theory [54]. However, this theory does not account for the charge and
rigidity of the polymer chains.
So far the polymer-polymer interface were analyzed using coarse-
grained molecular dynamics [18,20,21,55,56]. Although rigidity of the
polymer chains can be added to the coarse-grained model [56] the elec-
trostatic eﬀects [57] are not included, and the overall limited accuracy
of the coarse-grained models does not allow for direct comparison with
the experiment.
The focus of the present research is the direct comparison of the
model predictions with experiment. At present, the only known ap-
proach to direct comparison of the results of MD simulations with ex-
periment is to use fully atomistic model of the polymer melts [41,51].
Accordingly, in this research we adopted an approach based on the
development of a fully atomistic model of the polymer-polymer inter-
face. The model used in the research is the result of extensive numeri-
cal experimentation that was aimed to resolve trade-oﬀs in the param-
eter space of the problem: (i) length of the polymer chains (degree of
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Figure 26: Visualization of the chain topology at the interface during
the healing process. (top) Initial state with atomistically ﬂat interface.
(bottom) Mutual penetration of the chains after welding during 60 ns.
polymerization); (ii) length of the simulation box; (iii) total number of
atoms; (iv) computer wall time per 1 ns of simulations.
The last parameter is at present the major limiting factor of the MD
based approach. It limits the total number of atoms that can be used
in the model. An extensive experimentation has shown that at present
the total number of atoms that can be modeled is ≤ 45,000. The cor-
responding integration time is around 25 - 35 ns per day if accurate
electrostatic calculations are used. As a result the length of the poly-
mer chain (that should be . side of the box) was limited to 5 repeating
units of the polyetherimide. And the corresponding length of the box in
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Figure 27: Visualization of the chain topology at the interface during
the healing process. Mutual penetration of the chains after welding
during: (top) 120 ns; and (bottom) 240 ns.
the direction normal to the interface was around 74 Å. The side length
of the interface plane was around 60 Å.
The total diﬀusion time was limited by approximately 300 ns. After
that time the eﬀect of the periodic boundary conditions (i.e. eﬀect of
the boundaries on the dynamics at the interface) becomes important.
5.2 Expected behavior
The conventional point of view [58–60] on welding at the interface is
presented in Fig. 28. As two polymer samples are allowed to equili-
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Figure 28: Conventional point of view of chains diﬀusion at the inter-
face.
brate at the polymer-polymer interface at 600 K, the ﬁrst observed phe-
nomenon is “wetting” when two surfaces quickly come close to each
other. In the Fig. 28 the initial gap is shown in the panel A.
The wetting process is governed by the electrostatic and van der
Waals forces. The closer the surfaces are to each other, the larger is the
energy of interaction and the smaller is the total nonbonding energy.
The process of decreasing the nonbonding energy continues as repta-
tion of the polymer chains at the interface progresses. We therefore
expect to see a continuous decrease of the total non-bonding energy
of the sample as a function of welding time. The rate of relaxation of
non-bonding energy is expected to decrease with time.
This eﬀect can be clearly seen in a small sample in which the surface
contribution to the non-bonding energy is relatively large.
According to Eyring theory of surface viscosity µ its value is signif-
icantly diﬀerent from the bulk value [61, 62]. For the ﬂow of a surface
molecule to occur, this molecule must acquire the energy of activation
necessary to pass over the potential barrier which separates it from the
neighboring equilibrium position [61,62]
sinh
µs
(
dνy/dx
)
Am
2kBT
 =

(
dνy/dx
)
h
2kBT
exp( ∆GkBT
)
where vy is the velocity of the molecule in direction parallel to the sur-
face, Am is the molecular area, kB is Boltzmanns constant, R is gas con-
stant, ~ Plancks constant, T is temperature and △G is the free energy of
activation.
In Eyring’s theory, the ﬂow of a monolayer remains Newtonian as
long as the following inequality is satisﬁed. This expectation is also
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Figure 29: Relaxation of non-bonding energy as a function of time in a
small sample.
intuitively clear on the ground that shear viscosity of impaired sample
must approach bulk value after suﬃciently large welding time.µs
(
dνy/dx
)
Am
2kT
≪ 1 and µs = hAm exp
(
∆G
kT
)
.
According to this view, the initial structure of the polymer-polymer
interface with nearly atomistically ﬂat surfaces corresponds to △G ∼ 0
and a very small surface viscosity resulting in slippery conditions at
the surface. The small surface viscosity should also be reﬂected in the
reduced total viscosity measured by e.g. non-equilibrium molecular
dynamics with shear deformation applied in the plane parallel to the
interface.
We therefore expect that the total viscosity will increase with in-
creasing diﬀusion time.
5.3 Quenching large system
To estimate the change of the total shear viscosity as a function of time,
we quench the large model at two diﬀerent time instances 60 ns and
240 ns of welding.
The results of quenching are shown in Fig. 30. It is performed in 12
steps of 25K each using NPT ensemble at pressure 1 atm. Only 11 steps
are shown in the ﬁgure because shear viscosity was measured at the
temperature of 325K. The resulting samples at diﬀerent temperatures
were used to estimate thermodynamic properties of the PEI/ PC blend,
see Sec. 4.
The overall thermal history of the large PEI/PC sample is shown in
Fig. 31. The initial welding of the sample at T = 600K during 240 ns is
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Figure 30: Quenching large system after 60 ns of healing.
followed by fast quenching to 300K in 23 ns similar to the quenching
shown in Fig. 30. Quenching is followed by slow heating in 21 steps
with time step varying between 10 and 25 ns. Finally, the system was
slowly cooled in 24 steps with time step varying between 12 and 25 ns.
The system was above glass transition temperature for approximately
590
Figure 31: Temperature proﬁle of the large sample. Left to right: (i)
welding at constant temperature; (ii) fast quenching; (iii) ”slow” heat-
ing; and (iv) ”show” cooling of the sample.
Below we describe the results of the measurement of the shear vis-
cosity. These are central results of the project.
5.4 Elongation analysis using Molecular Dynamics
J-OCTA allows one to use the molecular dynamics engine to evalu-
ate mechanical properties (uniaxial elongation). The actual calculation
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Figure 32: Molecular dynamics simulations of elongation in polycar-
bonate. The snapshots of the initial cubic sample (at the top - not in
scale) and the fully elongated sample (bottom).
procedure involves applying a deformation (simple elongation) at con-
stant rate in the Z-axis direction with respect to a system created pre-
viously. A stress-strain diagram is displayed when the calculations are
complete. The Young’s modulus, yield stress, and post-yield behavior
can be evaluated from this diagram.
The pressure tensor 3 is calculated as [50,64,65]
σij =
1
3V
〈∑
k∈V
m(k)
(
u
(k)
i − u¯i
)(
u
(k)
j − u¯j
)
+
1
2
∑
l∈V
(
x
(l)
i − x(k)i
)
f
(kl)
j
〉
(11)
here
• k and l are atoms in the domain
• V is the volume of the domain
• m(k) is the mass of atom k
• u
(k)
i is the i-th component of the velocity of atom k
• u¯j is the j-th component of the average velocity of atoms in the volume
• x
(k)
i is the i-th component of the position of atom k
• f
(kl)
i is the i-th component of the force applied on atom k by atom l
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Figure 33: Molecular dynamics simulations of elongation in polycar-
bonate. The strain stress curve obtained from MD simulations (jiggling
line) as compared to the experimental strain stress curves shown in the
inset.
5.4.1 Elongation of the bulk amorphous PC sample.
We consider ﬁrst the results of the calculation of the strain stress curve
in the bulk sample of polycarbonate. The sample contained 4 chains
of polycarbonate. Each chain contains 950 atoms. Simple elongation is
applied in z-direction with constant rate. The results of the simulations
obtained for room temperature with elongation rate 5000 cm/sec are
shown in Fig. 32 and Fig. 32.
It can be seen from the ﬁgures that there is a semi-quantitative
agreement between the predictions obtained usingMD calculations and
the experimental results. In particular, the overall shape and approxi-
mate values of the strain and stress obtained in MD simulations are in
agreement with the experiment. However, it can also be noticed that
there some discrepancies in the location of the peak and its value.
We also note large ﬂuctuations of the stress in the Fig. 32. The ﬂuc-
tuations can be reduced by increasing the size of the sample as will be
shown below. There are several other factors that aﬀect the outcome of
simulations of the strain-stress curves. Among these factors are the time
step of simulations, the elongation rate, and the assumption regarding
the value of the Poisson’s ratio ν. In particular, for the elongation in z
direction J-OCTA oﬀers to choose between ν = 0 and ν , 0. In the for-
3Recall that stress tensor σij is deﬁned [63] as σij =
(
∂F/∂εij
)
T
, where εij is the
strain tensor εij = 1/2(∂ui /∂xk +∂uk /∂xi ) and ui = x
′
i − xi is the displacement vector.
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mer case σzz is given directly by eq. (11) and the size of the simulation
cell in x and y directions is assumed to be unchanged, while in the lat-
ter case the stress in z direction is calculated as σzz− 12 (σxx+σyy) and the
change of the cell size in x and y directions is scaled as (1− ν · εzz).
Here our main concern was to investigate generic capabilities of the
MD for analysis of mechanical and spectral properties of PEI/PC melts
during welding process at the interface. We therefore brieﬂy consider
only eﬀect of some of the factors mentioned above, while detailed vali-
dation procedure will be described elsewhere.
5.4.2 Elongation of the large sample with plane interface.
Note, that the molecular dynamic simulations of a small sample can not
accurately quantify the strain stress relation of the blends with planar
interface. We, therefore, increased the size of the sample and changed
the integration time step and elongation rate to enable comparison with
the experiment.
Figure 34: Results of elongation simulations obtained after 240 ns of
welding in the large sample. The sample has a single interface between
two PEI/PC blends in XY-plane. The top panel shows initial state and
bottom panel shows ﬁnal state of the sample.
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First, we perform measurements of the elongation by resolving the
breaking-up dynamics as shown in Fig. 34. The results of preliminary
analysis are shown in Fig. 35 for three diﬀerent welding times in com-
parison with the experimental curve. The simulations were done using
J-OCTA VSOP solver [31] with elongation rate 50 m/s and time step
dt = 0.5 fs.
The following features can be seen from the ﬁgure. There is a weak
increase of the Young’s modulus and the Yield strength as a function of
the welding time. Although this result is consistent with the expecta-
tions based on discussion in Sec. the observed diﬀerence between dif-
ferent curves is very small. In addition, the MD curves deviate from the
experimental data, the calculations were performed under assumption
that the Poisson’s ratio ν = 0.36, which is not inaccurate as the sample
begin to break up [66].
Figure 35: MD simulations of the strain-stress curves at 300 K (elon-
gation rate 50 m/s, time step 0.5 fs) as a function of welding time: (i)
60 ns (diamonds); (ii) 240 ns squares; and (iii) after additional welding
during temperature cycling (1200 ns). The curves are shown by dashed
lines for large strains where assumption of constant Poisson ratio is not
valid. The experimental data obtained by ULTEM 1000 [29] are shown
by teal shaded circles.
Some of these issues are addressed below. As the second step of
our analysis we verify the dependence of the MD results on the elonga-
tion rate. The comparison of the strain-stress curves obtained for three
diﬀerent elongation rates ranging from 50 m/s to 1 m/s are shown in
Fig. 36. It can be seen from the ﬁgure that the stress-strain curve ob-
tained in MD simulations gradually approach the experimental data as
the elongation rate is reduced. Note, however, that the experimental
elongation rate is approximately 4 orders of magnitude smaller than
the smallest rate used in simulations, see the inset of the Fig. 33.
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Figure 36: MD simulations of the strain-stress curves as a function of
welding time: (i) 60 ns (diamonds); (ii) 240 ns squares; and (iii) after
additional welding during temperature cycling (1200 ns). The exper-
imental data obtained by ULTEM 1000 [29] are shown by teal shaded
circles.
Figure 37: MD simulations of the strain-stress curves at 350 K (elon-
gation rate 1 m/s, time step 0.25 fs) as a function of welding time: (i)
60 ns (diamonds); (ii) 240 ns squares; and (iii) after additional welding
during temperature cycling (1200 ns). The curves are shown by dashed
lines for large strains where assumption of constant Poisson ratio is not
valid. The experimental data obtained by ULTEM 1000 [29] are shown
by teal shaded circles.
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Finally, we repeat the simulations shown in the Fig. 35 using slightly
higher temperature (350 K) and substantially reduced elongation rate
(1 m/s). We note that the results obtained in MD simulations with re-
duced elongation rate and increased temperature demonstrate better
agreement with experiment. But the main tendency of the dependence
of the MD strain - stress curves on the welding time is the same as in
the Fig. 35: both the Young’s modulus and the Yield strength increase
as the welding time is increased.
The obtained value of the Young’s modulus
E ∼ 2 GP a
is slightly smaller than the value 2 - 2.5 GPa estimated based using
functional and some open data [67]. We note, however, that obtained
value of the Young’s modulus is in goof agreement with the data re-
ported for ULTEM 1000 [29] shown in the ﬁgure by open brown circles.
It can be seen in the ﬁgure that the sample breaks up at the location
of the interface indicating that the interface remains the weakest point
of the whole structure.
6 Estimating shear viscosity as a function of time
6.1 Expected behavior
The expected response of the polymer melts can be described as follows
(see e.g. Flow Properties of Polymers): “The shear thinning of polymer
melts and solutions is caused by disentanglement of polymer chains
during ﬂow. Polymers with a suﬃciently high molecular weight are al-
ways entangled and randomly oriented when at rest. When sheared,
however, they begin to disentangle and to allign which causes the vis-
cosity to drop.
The degree of disentanglement will depend on the shear rate. At
suﬃciently high shear rates the polymers will be completely disentan-
gled and fully alligned. In this regime, the viscosity of the polymer melt
or solution will be independent of the shear rate, i.e. the polymer will
behave like a Newtonian liquid again. The same is true for very low
shear rates; the polymer chains move so slowly that entanglement does
not impede the shear ﬂow. The viscosity at inﬁnite slow shear is called
zero shear rate viscosity (η0). The typical behavior is ilustrated in the
ﬁgure below that shows the dependence of the apparent viscosity, η, of
a polymeric melt on shear rate.”
Continuing the quotation above we ﬁnd that “The behavior of ﬂu-
ids in the shear-thinning regime can be described with the power-law
equation of Oswald and de Waele:
τ = K(γ)γ˙n
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Figure 38: Expected shear-thinning of polymer melts, reprinted
from [68].
This equation may be written in logarithmic form,
log(τ) = log(K(γ)) +n log(γ˙)
This means, a log-log plot of shear stress (τ) versus shear strain (dγ/dt)
should yield a straight line if the polymer solution or melt behaves like
a pseudoplastic liquid. Usually a straight line can be drawn over one to
two decades of shear rate, but over a wider range deviations from the
Oswald law can be expected.”
6.2 Shear thinning in MD simulations
In this work, the following approach to the analysis of the shear viscos-
ity as a function of healing time was adopted. After quenching of the
sample from 600 K to 325 K the shear deformation was applied in XY
plane along the Y direction parallel to the interface plane of the sample.
The results of the measurements of the shear viscosity η for quench-
ing at 60 ns are shown in Fig. 39. It can be seen from the ﬁgure that η
has exponential dependence on the shear rate characteristic for shear
thinning of the polymers. This result can also be veriﬁed by plotting
η vs shear rate in the log-log scale as shown in the inset. The latter
dependence is linear as expected.
6.3 Time dependence of the interface welding
We now compare the results of measurements of shear viscosity ob-
tained for two diﬀerent times of welding. The results of comparison of
shear viscosity estimated for two diﬀerent welding times are shown in
the Fig. 40.
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Figure 39: Shear viscosity as a function of shear rate for large system
after 60 ns of healing.
Figure 40: Results of MD estimations of the shear viscosity as a function
of the shear rate after quenching at two diﬀerent welding times.
It can be seen from the ﬁgure that the shear viscosity is consistently
larger for longer welding time for all shear rates. This result is expected
on theoretical grounds, see Sec. 6.1. To validate these results we per-
form comparison between the values of the shear viscosity obtained in
molecular dynamical simulations and experiment.
6.4 Comparison with experimental results
The comparison between experimental results and the results of MD
simulations are shown in Fig. 41. The experimental results taken from
the site https://www.protolabs.com were obtained for ULTEM 1000 for
three diﬀerent temperatures [67]: (i) 355; (ii) 370 C; and (iii) 385 C. All
three temperatures are signiﬁcantly higher than glass transition tem-
perature. The MD results were obtained for 25 C (signiﬁcantly below
Tg ). It is expected that extrapolation of the shear viscosity for small
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shear rates should result in larger values than those reported experi-
mentally for T = 355 K. At the same time the values of the shear vis-
cosity for ULTEM 9085 are expected to be lower than those obtained
for ULTEM 1000. Overall, the comparison of the MD predictions with
experimental data obtained for ULTEM 1000 can be considered as a
reasonable ballpark estimate.
Figure 41: The comparison between the experimental results (upper
left corner) and MD simulations (lower right corner). The experimen-
tal results taken from the website https://www.protolabs.com were ob-
tained for ULTEM 1000 [67] for 355 C (violet curve), 370 C (green
curve), and 385 C (blue curve). The MD results are the same as in the
Fig. 40: (i) the shear viscosity obtained after 60ns of welding are shown
by open brown diamonds; (ii) the blue open circles correspond to the
shear viscosity measured after 240 ns of welding.
It can be seen from the ﬁgure that the results of MD simulations are
consistent with the experimental results and appear to be on nearly the
same shear thinning curve. However, the is a signiﬁcant gap between
the experimental and simulation results. This gap is extending nearly
5 orders of magnitude in the applied shear rates. It prevents more con-
clusive validation of the MD results.
6.5 Narrowing the gap between the experiment and MD sim-
ulations
To narrow the gap we have performed advanced simulations of the
shear viscosity using GROMACS and a novel GPU Volta 100 in the
Amazon cloud environment. This approach allowed us to extend sim-
ulations to 50 ns time (32 cores and one GPU V100) vs 8 ns using
LAMMPS (80 cores on supercomputer). Note, however, that GROMACS
simulations were using a simple cut-oﬀ scheme to calculate the electro-
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static interactions and were running for 12 hours for each point on the
Amazon cloud. The LAMMPS simulations were using Ewald electro-
statics and were running for over two days on supercomputer for each
point. Note that the smaller the period of applied deformation, the
longer time that is required to run the simulations.
Figure 42: Comparison of the performance of LAMMPS (top pane) and
GROMACS (bottom pane) in estimation of the shear viscosity at similar
shear rates.
Before extending the simulations to lower rates of deformation we
compared performance of GROMACS and LAMMPS. The results of the
performance comparison are shown in Fig. 42. It can be noticed that the
system response in case of GROMACS and are similar to each other. We
therefore used GROMACS in a wider range of deformation rates that
strongly overlaps with the earlier results obtained with LAMMPS. The
results of the extended simulations are shown in Fig. 43.
It can be seen from the ﬁgure that the gap between experiment and
MD simulations was reduced from 5 orders of magnitude to less than
2 orders of magnitude. Note that extended comparison between the
experiment and MD simulations conﬁrms the general trend mentioned
above. Most importantly, it conﬁrms the earlier observation that shear
viscosity measured in the experiment and in MD simulations belong to
nearly the same shear thinning curve.
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Figure 43: The results of the simulations of the shear viscosity using
GROMACS on Amazon cloud (open blue squares) added to the results
shown earlier in the Fig. 41.
7 Application
It is known [69] that the fabrication strategy, the envelope temperature
of the machine and variations in the convection coeﬃcient have strong
eﬀects on the cooling temperature proﬁle, as well as on the mesostruc-
ture and overall quality of the bond strength between ﬁlaments. In
particular, the sintering phenomenon has signiﬁcant eﬀect on bond for-
mation, but only for the very short duration when the ﬁlaments tem-
perature was above the critical sintering temperature. Otherwise, creep
deformation was found to dominate changes in the mesostructure.
Therefore we see that there is a trade-oﬀ between the strength and
deformation of the part that depends mainly on the temperature dy-
namics at the interface between the bonding ﬁlaments. I.e. the longer
is the necking process the stronger is the part, but the deformation of
the part will also be more pronounced. The resolution of the trade-oﬀ
requires the separation of the time-scales for necking and reptation at
the interface.
In this section we will use results of molecular dynamics simula-
tions to estimate key parameters deﬁning the strength of the parts.
7.1 Reptation time
As was discussed in the previous report one of the key parameters re-
sponsible for the strength of the part is the reptation time at the in-
terface. This time provides the characteristic time scale of the inter-
face relaxation to the bulk state. We recall that for a polymer molecule
with molecular weightM and repeating unit weightM0 (the number of
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Figure 44: Snapshots of the chain dynamics at the interface during
welding. The welding time for each snapshot is shown in the upper
right corner.
monomers N =M/M0) the reptation time τrep can be estimated as [70,
71]
τrep ≃ R2g /Dp ∼M3 ∼N3, (12)
where Rg and Dp are gyration radius and the self-diﬀusion coeﬃcient
of the melt.
The order of magnitude estimation of the reptation time can be done
using results of MD shown in Fig. 44, Fig. 45, and Fig. 46. The maxi-
mum chain length that was diﬀused across the interface is ∼ 30 Å. And
the average end-to-end distance for polyetherimide chains in our sam-
ple is R ∼ 100 Å, see Fig. 47.
We therefore estimate the reptation time τrep ∼ 200ns. This is con-
sistent with the estimations of the inter-diﬀusion distance X given by
[70,71]
X = Rg(t/τrep)
1/4, at t < τrep. (13)
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Figure 45: Snapshots of the chain dynamics at the interface during
welding. The welding time for each snapshot is shown in the upper
right corner (continued from Fig. 44).
X is expected to approach Rg as t → τrep, where Rg ∼ 15 Å as can be
seen from the measurements shown in Fig. 47. The calculated value of
X at 240 ns is in agreement with the value obtained from the analysis
of the chain dynamics at the interface shown in Fig. 44 - 46.
According to Wool [70], the full strength is obtained when the two
polymers ﬁlaments are interdiﬀused at X∞ equal to 81% of the radius
of gyration (Rg ), and when further inter-penetration gives the same
strength. It follows that our samples approach the full strength at the
interface can be reached for our samples in approximately 200 - 400 ns
at 600 K.
7.2 Reptation time dependence on degree of polymerization
We note that in our simulations the degree of polymerization of the
polymer chains was 5. And in the actual ULTEM 9085 melts the ex-
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Figure 46: Snapshots of the chain dynamics at the interface during
welding. The welding time for each snapshot is shown in the upper
right corner (continued from Fig. 45).
pected degree of polymerization is of the order of 70-72. According to
the equation (12), the expected value of the reptation time in ULTEM
9085 is of the order of 1 ms for the temperature 600 K.
7.3 Reptation time dependence on the temperature
The above estimations are valid for relatively high temperature 600 K,
which is close to the processing temperature during ﬁlament deposi-
tion.
However, there is strong dependence of the reptation time on the
temperature that has to be taken into account. According to Williams-
Landel-Ferry (WLF) [72] the reptation time has strong temperature de-
pendence described by the equation
τrep(T ) ∼ τeZ3a(T ), where aT (T ) = exp
(−C1(T − Ts)
C2 + T − Ts
)
, (14)
51
Figure 47: Radius of gyration (Rg ) and end-to-end distance (R) of large
sample.
where C1 and C2 are the constants, τe is the equilibration time,which
is the Rouse relaxation time of a chain of length equal to one tube seg-
ment, Ts is the reference temperature approximately equal to Tg +40K ,
and Z is the number of reptation tube segments.
To estimate parameters in eq. (14) we use data provided in [72] and
add to the original set the recent data of shear viscosity measurements
in ULTEM 1000 [67]. The results of ﬁtting of the original data and
the new experimental data for zero shear viscosity of ULTEM 1000 (see
Fig. 43) is shown in Fig. 48.
To ﬁt the new experimental data to the “universal” aT (T ) curve we
use fact that the viscosity is determined by the reptation time [73] and
therefore
τrep ∼ η and log(η) = const + log(aT (T )).
The resulting values of the parameters are as follows: C1 = 13.12; C2
= 168.78; Ts = 40. The analysis shows that the exponential growth of
the reptation time begins already when the interface temperature ∼ Ts,
i.e. about 40 K above the glass transition temperature. In particular,
it follows that the nominal reptation time τ0rep (i.e. reptation time at
T = Ts when aT = 1) is nearly two orders of magnitude larger than the
value estimated for T = 600 K. The nominal value of the reptation time
can be estimated as τ0rep ∼ 100 ms.
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Figure 48: Logarithm of the temperature dependent factor aT in (14) as
a function of T −Ts. The original data [72] are shown in the inset in the
lower-left corner and by open blue circles with dots in the ﬁgure. The
ﬁtting curve is shown by the dashed line. The experimental data for
viscosity of ULTEM 1000 [67] are shown in the upper-right inset. The
zero-shear viscosity points ate shown by red squares. The ﬁt of the zero
shear viscosity to the “universal” aT (T ) curve is shown by red squares
in the ﬁgure.
7.4 Necking dynamics
As was discussed in the beginning of this section the strength of the
ﬁnal part is primarily determined by the size of the neck between two
ﬁlaments and by the quality of welding of the material at the neck.
The time required for material to weld at the interface (the reptation
time) was estimated above using results of MD simulations to be of the
order of 1 ms at 600 K and can increase up to 100 ms at 530 K. It was
also shown that this time is a subject of exponential increasing as the
interface is continuing to cool down below Ts.
On the other hand if the characteristic time of necking is of the or-
der of 1 s we still have signiﬁcant time separation between two char-
acteristic times (welding ∼ 100 ms and necking ∼ 1 s) as long as the
temperature of the interface stays ≥ Ts during the sintering process.
We now estimate the characteristic time scale of the necking dynam-
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Figure 49: Necking dynamics for two spherical droplets according to
modiﬁed Frenkel model [74] for two diﬀerent values of viscosity η 2000
and 5000.
ics at the interface using Frenkel model [74]. By balancing the work of
viscous forceWu and work of surface tensionWs
Wu =
$
V
[
3ηϵ˙2dV
]
and Ws = −Γ dSdt
we get the equation for necking dynamics, see Appendix B
θ′ = Γ
a0η
cos(θ)sin(θ)[2− cos(θ)]1/3
25/3[1− cos(θ)][1 + cos(θ)]1/3 (15)
The term θ = asin(y/a) while a0, η, and Γ represent the initial particle
radius, the viscosity, and the surface tension, respectively. The asymp-
totic solution is
θ(t) =
(
tΓ
ηa0
)1/2
(16)
It can be seen from the above analysis that the key parameters char-
acterizing time scale of sintering are viscosity and surface tension. Char-
acteristic values of the surface tension for polyetherimide are in the
range 38 to 50 dyn/cm. The values of zero shear viscosity can be es-
timated using results of MD simulations discussed in Sec. 6 to be in the
range 2000 to 5000 Pa·s. Using this estimates the dynamics of necking
at 600 K can be calculated using the asymptotic expression (16) or by
numerical solution of (15).
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The results of the corresponding calculations are shown in the Fig. 49.
The necking time was estimated in our earlier work to be of the order
of 1 sec. It can be seen from the ﬁgure that the neck radius approaches
0.15a0 at η = 5000 Pa·s and 0.25a0 at η = 2000 Pa·s. According to our
estimations, the mechanical strength of the interface should approach
bulk values at least at the middle of the neck during 1 sec of welding.
We note that the neck radius and the interface strength are expo-
nentially sensitive to the temperature regime. Using typical values of
the oven To = 170 - 190 C and extruder temperature Te = 375 - 400 C the
problem of trade-oﬀ between strength and the deformation of the part
can be potentially mitigated. However, a more detailed analysis will be
required to establish optimal temperature regime for each speciﬁc set-
tings of the manufacturing process that include e.g. deposition velocity,
extruder diameter and height, variation in the material properties.
We note also that our analysis shows that the degree of polymeriza-
tion (DP) of the polymer chains oﬀers another sensitive control param-
eter over dynamics of the manufacturing process. The DP can often be
changed experimentally during ULTEM preparation. Detailed analy-
sis may reveal further possibilities of optimization of the DP, Tb, Te for
given manufacturing settings.
7.5 Extension of the model for the part strength
The obtained results of the molecular dynamical simulations for the
shear viscosity allow us to extend our earlier model of the part strength
(see Report “Analysis of the mechanical properties of the structures
manufactured by fused deposition modeling” [75]) by including eﬀects
of viscosity. Indeed, our original model of the part strength is based
on the assumption of the elastic response of the polymer blends to the
deformation up to the point of yield strength. In particular, the elastic
part of the response was modeled as
σ = Eε
which is valid only for static deformations.
In reality the polymer response to the deformation is viscoelastic.
The relation between elastic and viscous types of response strongly de-
pend on the temperature and the rate of deformation. The manufac-
turing processes and part performance can be characterized by a broad
range of the shear deformation rates [76]. For example shear rates for
both impact and product performance range from 103 to 106 1/sec. For
such high shear rates signiﬁcant deviations from the elastic response
are expected including both the value of stress and material strength,
see Fig. 50
To incorporate these changes into the part strength model devel-
oped in our work one can use e.g. KelvinVoigt model to extend the
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Figure 50: Illustration of the linear elastic behavior with full energy
recovery, (b) Non-linear viscoelastic behavior (rate dependent), and (c)
viscoplastic behavior.
constitutive equation for the elastic response given above
σ = Eε+ ηε˙.
The latter model accounts for both elastic and viscous response of the
material and can be further extended by including shear rate depen-
dence of the shear viscosity η(ε˙). Such an extension will be considered
in more details in our future work.
8 Conclusions
We developed a novel, fully atomistic approach to MD characteriza-
tion of welding dynamics at the polymer-polymer interface for blends
of amorphous polymers. We applied this approach to the analysis of
the welding process at the interface of two amorphous cells of PEI/PC
blends. Two systems were considered: small (5,166 atoms) and large
(41,328 atoms). The obtained results were then used for molecular
dynamical estimations of the key parameters of the system that deter-
mined its strength and deformation.
Current state of art. At present, molecular dynamical simulations
remain a more expensive, time consuming, and less reliable alterna-
tive to the experimental analysis of the properties of the polymer melts.
The main value of the MD simulations in this case is statistical esti-
mates of the key parameters of the model that provides a link between
the theory and the experiment and an atomistics insight (visual and nu-
merical) into the polymer dynamics. The polymer-polymer interface is
one of the most time demanding molecular dynamical simulations be-
cause they require large samples for an analysis, where the sample size
is determined by the length of the polymer chain.
MD simulations of the interfaces of polymer melts require signiﬁ-
cant supercomputer power. In earlier research, such simulations were
usually limited by the coarse-grained approximations. The coarse- grained
approximation does not allow for direct comparison between MD sim-
ulations and experiment. In this sense, atomistic MD analysis of the
polymer-polymer interface presented in the current report is unique.
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Near future expectations. It is expected that the hardware demands
of reliableMDpredictions regarding properties of the polymer-polymer
interfaces can be met within next 5 years under the condition that the
GPU technology will continue to grow at a steady rate. It is expected
that hardware capabilities will at least double in the near future. Ex-
amples include e.g. 5 GHz processors that are expected to be released
latter this year and new generation of the graphics cards with GPU sup-
port. For example, GTX 2080 Ti was already released and it is claimed
to be twice more powerful as compared to GTX 1080 Ti and Volta 100
used in present research. The desktop computers equipped with ∼ 24
and more cores with four GTX 2080 Ti are already available for MD
simulations.
We expect that larger systems (100,000 atoms and larger) will allow
for realistic MD analysis of the thermodynamic and mechanical prop-
erties of polymers at the interfaces that can be directly compared to the
experiment.
Pilot project. To investigate the prospectives of a cloud computing
application to molecular dynamic analysis of polymers, we conducted
a pilot project (free of charge) in collaboration with the supercomput-
ing division at Ames and Amazon cloud computing at AWS. During
this pilot project we estimated speed and cost of the cloud simulations
of our large system. In particular, we calculated the shear viscosity as
a function of shear rate that demonstrates shear thinning behavior of
our polymer models and allows for direct comparison with the experi-
ment. The results of our pilot project indicate that very large systems
(over 100,000 atoms) can be eﬃciently analyzed using GPU based cloud
computing. The cloud based systems remain pricey and the dynamics
of the market of cloud computing is hard to predict.
Main conclusions
The focus of the present research was to provide molecular dynam-
ics estimations of the key parameters aﬀecting welding at the ﬁlament
interfaces and the strength of the manufactured parts. To validate the
results of MD simulations we used experimentally measured infra-red
spectra, glass transition temperature, and speciﬁc heat capacity. At the
ﬁrst step of validation we calculated vibrational and infrared spectra of
the amorphous sample for four diﬀerent force ﬁelds DREIDING, GAFF,
OPLS-AA, and OPLS-AA with quantum corrections. It was shown that
a good agreement with the experimental data can be obtained using
OPLS-AA force ﬁeld with quantum corrections.
At the second step of validation we compared MD predictions with
experimental data for the following thermo-mechanical parameters:
• density of the sample;
• glass transition temperature;
• bulk modulus as a function of time;
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• coeﬃcient of volumetric thermal expansion as a function of time;
• heat capacity as a function of time.
Despite some discrepancies we consider the results of the validation
satisfactory. We believe that obtained results shown convincingly that
the proposed method of fully atomistic modeling of polymer-polymer
interfaces allows for quantitative estimations of the important thermo-
mechanical parameters. The diﬃculties remain though in estimations
of the jump of the heat capacity at the glass transition.
After the validation we used molecular dynamical simulations to
estimate
• bulk modulus;
• coeﬃcient of thermal expansion;
• Young modulus;
• the shear viscosity as a function of shear rate of ULTEM 9085;
• reptation time at the interface;
• thickness of the welded layer at the interface;
• necking dynamics.
The bulk modulus of the amorphous PEI/PC blends was estimated for
small and large system. The bulk modulus as a function of temperature
of a small sample was estimated using “direct” MD measurements of
the volume change as a function of pressure for diﬀerent temperatures.
For a large sample, the bulk modulus was estimated using ﬂuctuations.
It was shown that after 15 ns of integration time the ﬂuctuation based
method converged to the results obtained by direct measurements. The
estimated values of the bulk modulus are in reasonable agreement with
experimental data and results of earlier MD simulations in similar ma-
terials [41].
The estimated values and the general trend of the temperature de-
pendence of the coeﬃcient of thermal expansion also follow the ex-
pected behavior. The values of the αP are in agreement with earlier MD
estimations in similar materials [41].
The most diﬃcult measurements of the present research was esti-
mation of the shear viscosity as a function of the shear rate in the sam-
ples with polymer-polymer interface. The majority of earlier research
was based on the coarse-grained approximation that does not allow for
direct comparison with the experiment. In the present research, we per-
formed unique fully atomistic modeling of such interfaces. The main
diﬃculty of our approach was the long integration time required to cal-
culate shear viscosity for the shear rate less than 107 1/sec. To perform
such calculations we used amazon cloud services enhanced with GPU
capabilities.
The obtained results
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• clearly reveal the shear thinning behavior of the shear viscosity as
a function of shear rate;
• demonstrate the dependence of the shear viscosity on the weld-
ing time and to show that at the welding temperature 600 K the
shear viscosity begin to approach the bulk value after ∼ 240 ns of
welding;
• perform direct comparison with experimental data.
A good agreement between values of shear viscosity estimated in
MD simulations and experimental data was demonstrated. Importantly,
by using GPU based nodes on Amazon cloud AWS we narrowed the gap
between computed and measured data by over two orders of magni-
tude: from 5-orders to 2 and half orders of magnitude.
Overall, the comparison of MD predictions with experimental data
suggest that a reasonable agreement between experiment and MD sim-
ulations can be achieved for the sample size larger than 40,000 atoms.
We expect signiﬁcant improvement of theMD predicted values with the
size of the sample of the order 100,000 atoms and integration time ∼ 25
ns. Our analysis also provides evidence that the hardware and soft-
ware development will enable more accurate MD predictions of poly-
mer properties at reasonable price in the near future.
The results of MD simulations were used to estimate one of the key
parameters that determine the strength of the part - the reptation time
at the interface. The value of τrept at the interface was estimated as ∼
1 ms for 600 K. We have also estimated the dependence of this time on
the welding temperature. It was shown that the reptation time is very
sensitive (exponential) to the changes of the welding temperature and
can be of the order of 100 ms at Tinterf ace 40 K above the glass transition
temperature.
The results of the MD measurements of the shear viscosity were
used to estimate the dynamics of necking (sintering) at the interface
between two ﬁlaments. In our work (see Report “Analysis of the me-
chanical properties of the structures manufactured by fused deposition
modeling” [75]) we showed that the sintering takes place on the time
scale ∼1 s. During this time the neck growth depends signiﬁcantly on
the oven and extruder temperatures and on the viscosity of the sample.
Calculations show that during 1 s of sintering time the neck radius ap-
proaches the value ∼0.25 a0 for η = 2000P a · s and the value ∼0.15 a0
for η = 5000P a · s.
Using these estimations we discussed the trade-oﬀ between strength
and the deformation of the part. We notice that although standard oven
(To ∼ 170 - 190C) and extruder (Te ∼ 375 - 400C) temperatures are po-
tentially suitable for mitigation of the trade-oﬀ problem a further ﬁne
tuning of their values may be required for each speciﬁc manufacturing
process. Such tuning may become important because of the exponential
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sensitivity of the strength with respect to the changes of these parame-
ters. It was suggested that the degree of polymerization of the polymer
chains can be potentially used as an additional sensitive control param-
eter of the process.
We usedMDmeasurements of the strain-stress curve during elonga-
tion of large sample to support development of the part strength model
proposed in our work, see Report “Analysis of the mechanical proper-
ties of the structures manufactured by fused deposition modeling” [75].
Furthermore, our MDmeasurements of the shear stress as a function of
shear rate were used to propose an extension of this model by using
Kelvin-Voigt model of viscoelasticity. Such an extension will incorpo-
rate the dependence to the part deformation on the rate of sample load-
ing and unloading and will be considered in more details in the future
work.
Appendices
Appendix A
Experimental data sets
In this project we use two sets of experimental data. The ﬁrst set
was provided by the MSFC group and includes infrared absorbance
spectra and speciﬁc heat capacity for ULTEM 9085. The experimental
absorbance spectra and speciﬁc heat capacity are shown in Fig. A.1.
The second set of data was provided by Prospector LLC and includes
results of the following properties measured for ULTEM 1000 [29]: (i)
density; (ii) bulk modulus ; (iii) coeﬃcient of linear thermal expansion;
(iv) speciﬁc heat capacity (with (i) to (iv) measured as functions of tem-
perature); (v) viscosity as a function of shear rate; and (iv) stress as a
function of strain.
The experimental data for ULTEM 1000 are shown in Fig. A.2.
Appendix B
Frenkel’s model of sintering [74]
We consider a coalescence of two polymer droplets by taking into
account tension forces and dissipation.
Under assumption of constant mass and if density of the polymers
60
Figure A.1: Experimental data provided by MSFC for ULTEM 9085.
(left) Infrared absorbance spectra and (right) speciﬁc heat capacity as a
function of temperature.
the following relation between θ (t) and a (t) is valid at all times
a (t) = a0
(
4
(1+ cosθ (t))2 (2− cosθ (t))
)1/3
(B.2)
The area of the curved surface is
S = 4pia2 (t) (1 + cosθ (t)) (B.2)
The work of viscous forcesWv for Newtonian ﬂuids is4
Wu =
$
V
η∇u :
(
∇u +∇uT
)
dV (B.2)
4The double dot (or scalar, or inner) product produces a scalar
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Figure A.2: The set of data provided by Prospector LLC for ULTEM
1000 [29]: (i) density; (ii) bulk modulus ; (iii) coeﬃcient of linear ther-
mal expansion; (iv) speciﬁc heat capacity (with (i) to (iv) measured as
functions of temperature); (v) viscosity as a function of shear rate; and
(iv) stress as a function of strain.
where
∇u =

ϵ˙
2 0 0
0 −ϵ˙ 0
0 0 ϵ˙2
 .
The resulting expression for the viscous force is
Wu =
$
V
3ηϵ˙2dV , (B.2)
where
ϵ˙ =
∂uy (A)
∂y
=
uy (A)−uy (O)
a
and uy(A) is the velocity with which point A moves towards point O
and uy(O) = 0.
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The resulting equations for uy (A) and ϵ˙ are
uy (A) = − a02
5/3sin(θ)
[1 + cos(θ)]5/3[2− cos(θ)]4/3θ
′ ,
ϵ˙ =
uy (A)
a
= − 2sin(θ)
[1 + cos(θ)] [2− cos(θ)]θ
′
(B.2)
Figure B.3: Shape evolution in Frenkel’s model [74]
Substituting these results into (B.2) and taking into account the fact
the the volume of the two droplets does not change we have
Wv = 32pia
3
0η
1− cos(θ)
[1 + cos(θ)] [2− cos(θ)]2 (θ
′)2 (B.3)
The energy dissipated in unit Wu time during spreading has to be
equated to the change of the energy due to work of the surface tension
Ws
Ws = −Γ dSdt = Γ
8pia202
1/3cos(θ) sin(θ)
[1 + cos(θ)]4/3[2− cos(θ)]5/3θ
′ (B.3)
By equating (B.3) and (B.3) we obtain equation for the neck angle dy-
namics
θ′ = Γ
a0η
cos(θ) sin(θ) [2− cos(θ)]1/3
25/3 [1− cos(θ)] [1 + cos(θ)]1/3 (B.3)
This expression is singular at t = 0. To avoid singularity asymptotic
solution is obtained asymptotic solution is obtained for small t by ex-
panding the right hand side at t = 0. The equation with the expanded
right hand side is
θ′ = 1
2
Γ
ηa0θ
(B.3)
with solution given by
θ (t) =
(
tΓ
ηa0
)1/2
. (B.3)
Accordingly, the initial conditions for mention of equation (B.3) are
provided at small ﬁnite t using values obtained using asymptotic for-
mula (B.3).
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