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the number of examples and b a threshold. The SVM classiﬁer
can be represented as:
f (x) =
L  
i=1
yiαiK (xi,x) + b,
where K(x,x′) = Φ(x)TΦ(x′) is an appropriate kernel func-
tion which has a corresponding inner product expansion, Φ.
The commonly-used functions are polynomials and Gaussian
radial basis functions (RBFs):
K (x,x′) =
 
xTx′ + 1
 d
, (24)
and
K (x,x′) = exp
 
− x − x′ 2
2σ
 
. (25)
To get the posterior probability, we applied a mapping
method introduced in [20], where an additional sigmoid func-
tion is used to approximate the necessary posterior probability.
In detail, the posterior probability is trained by a sigmoid
function:
p(y|x) ≈
1
1 + exp(Af (x) + B)
, (26)
where parameters A and B are found by minimizing the
following cross-entropy error function:
argmin
A,B
 
−
L  
i=1
ti log(p(y|xi)) + (1 − ti)log(1 − p(y|xi))
 
,
(27)
with ti =
yi+1
2 . The details on the calculation of (27) can be
found in [20].
Based on the above discussions, a decision fusion approach
can be implemented, summarized as follows:
• A SVM is used to draw a decision based on the key
frequency feature vector xk;
• A maximum likelihood classiﬁer, i.e. MGC, is applied to
the harmonic features vector xh; and
• The improved fusion rule, proposed in (11), is then used
to achieve the ﬁnal global decision.
Comparing with other Bayesian fusion rules, e.g., (13) and
(14), the proposed method does not need the independence
assumption, and is based on a more accurate MAP criterion
(see (11)). Meanwhile, beneﬁting from the speciﬁc characters
of the application data (e.g, the Multivariate Gaussian distribu-
tion for harmonic features), its implementation is simpliﬁed,
avoiding those more complicated methods, such as Bayesian
inferences.
V. EXPERIMENTAL RESULTS
To assess the proposed information fusion approach, ex-
periments are carried out based on a multi-category vehicles
acoustic data set from US ARL [3]. The ARL data set consists
of recoded acoustic signals from ﬁve types of ground vehicles,
named as V1t, V2t, V3w, V4w, and V5w (the subscript
‘t’ or ‘w’ stands for the tracked vehicles or wheeled vehicles
respectively). These vehicles run 6 cycles around a prearranged
Table I
THE NUMBER OF RUNS AND THE TOTAL SAMPLE NUMBERS FOR FIVE
TYPES OF VEHICLES: TRACKED VEHICLES V1t AND V2t; WHEELED
VEHICLES V3w, V4w AND V5w.
Vehicle Class Number of Runs Total Number of Samples
V1t 6 1734
V2t 6 4230
V3w 6 5154
V4w 6 2358
V5w 6 2698
track at different time, and the corresponding acoustic signals
are recorded for the assessment.
To obtain frequency domain representation, Fourier trans-
form (FFT) is ﬁrstly applied to each second of acoustic
signal with Hamming window, and the output of the spectral
data (i.e., a 351 dimensional frequency domain vector x) is
considered as one of the samples for these ﬁve vehicles. Then
feature extraction is carried out on the sample x to get the two
sets of features, i.e., the harmonics feature vector xh and the
key frequency feature vector xk. Subsequently, these feature
vectors are fed into the classiﬁer(s), and the ﬁnal classiﬁcation
result will be obtained from the fusion algorithms.
The type label and the total number of spectral vectors for
each vehicle are summarized in Table I. A ‘run’ is assumed
to correspond to a vehicle moving a 360◦ circle around the
track, and a sample means the FFT result at one second time
interval. Differences in the total numbers of samples reﬂect
the vehicles’ different moving speeds.
As we discussed in Section IV, the features to be fused
are came from the harmonic extraction and mutual infor-
mation evaluation respectively. The left column of Figure V
illustrates the 351 dimensional spectral vectors for the ﬁve
types of vehicles (corresponding to V1t - V5w, from top to
bottom). For each type of vehicle, 20 samples are illustrated in
Figure V, reﬂecting the variations at different sampling time
and different runs. The right column of Figure V shows the
21 dimensional harmonic features extracted from the above
spectral vectors for these ﬁve vehicles. The amplitudes of
these harmonics will form a harmonic feature vector xh =  
x1
h,x2
h,    ,x21
h
 
.
From Figure V, it can be seen than the spectral responses
of vehicle’s sounds are quiet complex, consisting of many
formants that did not appear at the exact positions of the
integral multipliers of the fundamental frequency. There are
also severe within-class variations in the acoustic features
(see the extracted harmonics features). As for the between-
class variations, there are many overlapped formants among
5 vehicles. For examples, Figure V(a) and (g) have similar
peaks around frequency 50 Hz and 100 Hz; Figure V(g) and
(i) show similar frequency response between 1-50 Hz. These
evidences show that vehicle noises are much more complex,
and a single feature set may not be able to cover all of the
acoustic characters.
In the experiments for accuracy comparison, half of runs for50 100 150 200 250 300 350
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Figure 2. Illustration of spectrum (left column) and harmonic features (right column) for ﬁve vehicles V1t (top) - V5w (bottom), respectively; 20 samples
(depicted in different colors) for each class.
each vehicle (i.e., 3 runs) were randomly chosen to estimate
the statistical parameters for feature extraction, such as the
harmonic features’ means vector µ, covariance matrix Σ and
mutual information I. The remaining half runs form the test set
on which performance was assessed. Next, feature extraction
are carried out based on the methods introduced in Section IV.
Following the results in [3], the harmonic number is chosen
as 211.
As we discussed previously, SVMs [18], [19], [21], [22]
and Multivariate Gaussian classiﬁer (MGC) [5] were chosen
as the classiﬁers in these experiments. Because SVMs are
inherently binary (two-class) classiﬁers,
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2
 
one-against-one
classiﬁers were used with subsequent majority voting to
give a multi-class result. The kernel function used is an
inhomogeneous polynomial. The penalty parameter C is tested
between 10−3 and 105, and polynomial order is tested from
1–10 by a two fold validation procedure using only training
data. The polynomial order 3 and C = 20 were ﬁnally found
1The main reason to choose the harmonics number of 21 is to keep
consistent with the previous studies [3]. However, we note that there may be
a minimum sufﬁcient number for harmonics but that will depend on different
applications.
as the best values for this SVM, and applied to the following
testing stage. The training data are also used to estimate the
mean vector and covariance matrix for MGC.
To avoid bias on random samplings, the testing was repeated
10 times to allow an estimate of the error inherent in this
sampling process. The 10 times classiﬁcation results based on
different feature sets are then shown in Figure 3.
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Figure 3. Comparison of classiﬁcation accuracy for different feature sets
and fusion methods; 10 times tests with random chosen 3 runs for training
and the remaining 3 runs for testing; the accuracy is the overall result for all
5 type of vehicles.