We consider the problem of estimating the value of MAX-CUT in a graph in the streaming model of computation. At one extreme, there is a trivial 2-approximation for this problem that uses only O (log n) space, namely, count the number of edges and output half of this value as the estimate for the size of the MAX-CUT. On the other extreme, for any fixed ε > 0, if one allowsÕ (n) space, a (1+ε )-approximate solution to the MAX-CUT value can be obtained by storing anÕ (n)-size sparsifier that essentially preserves MAX-CUT value.
INTRODUCTION
In the MAX-CUT problem an undirected graph is given as input, and the goal is to find a bipartition of the vertices of this graph (or, equivalently, a cut) that maximizes the number of edges that cross the bipartition. The size of a MAX-CUT is the number of edges that cross the optimal bipartition. In this paper, we study the space complexity of approximating the MAX-CUT size in an undirected graph in the streaming model of computation. Our main result is a strong lower bound (optimal to within polylogarithmic factors) on the space required for a non-trivial approximation to MAX-CUT size.
Specifically we consider a space bounded algorithm that is presented with a stream of edges of a graph on known vertex set [n] ≜ {1, . . . , n} and is required to output an α-approximation to the size of the maximum cut in the graph. An algorithm that simply counts m, the number of edges in the graph, and reports m/2 requires space O (log n) and produces a 2-approximation to the size of a maximum cut since the MAX-CUT size is at most m and at least m/2 in any undirected graph. On the other extreme, for any ϵ > 0, it is possible to maintain a cut-preserving sparsifier of the graph using O (n) space that allows one to recover a (1 + ϵ )-approximation to the maximum cut value -in fact, one can recover the actual vertex partition as well in this case. Till recently it was open as to whether such good approximations could be obtained with polylogarithmic space. This question was resolved in the negative by [KKS15, KK15] . In particular, [KKS15] showed that any (2 − ϵ )-approximation algorithm requiresΩ( √ n) space, and [KKSV17] ruled out the possibility of an approximation scheme in o(n) space. This however left open the possibility that a non-trivial approximation (i.e. better than the trivial 2-approximation described above) can be achieved in o(n) space. In this work, we settle this problem by showing that no sublinear space algorithm can achieve a strictly better than 2-approximation to the size of the maximum cut: Theorem 1.1. For every ϵ ∈ (0, 99/100), every randomized singlepass streaming algorithm that yields a (2−ϵ )-approximation to MAX-CUT size must use n/(1/ϵ ) O (1/ϵ 2 ) = Ω(n) space, where n denotes the number of vertices in the graph.
Our main technical contribution is a nearly optimal lower bound on the communication complexity of the Implicit Hidden Partition problem introduced in [KKSV17] . The implicit hidden partition problem is a multiple-player communication game where many players are given labellings of sparse subsets of edges and must determine if they are consistent with a bipartition of vertices. This setting is in contrast to the vanilla "hidden partition problem" used in several previous works on MAX-CUT lower bounds, where one player is given a cut in a complete graph on n vertices and the other player is given a labelling of a linear number of edges of the graph where the labelling supposedly indicates whether those edge cross the cut, and the two players have to decide if the labelling is consistent with the given cut. Gavinsky et al [GKK + 08] gave a tight Ω(
lower bound on the one-way communication complexity of this problem, and this was used by [KKS15] for instance to give aΩ(
lower bound on the space needed to find a (2 − ϵ )-approximation of MAX-CUT. Since in the implicit hidden partition problem no player has an explicit knowledge of the bipartition, this problem plausibly has a linear (Ω(n)) lower bound on the communication complexity and this is what we prove.
The main technical tool underlying our analysis is a novel and general way of using the convolution theorem in Fourier analysis to analyze information conveyed by the combined messages of multiple players (which corresponds to the intersection of their individual messages). While this idea has recently been used for proving lower bounds on the streaming complexity of MAX-CUT [KKSV17] and the sketching complexity of subgraph counting [KKP18] , in both of these works the convolution theorem is applied in a rather restricted setting. Specifically, the structure of the Fourier transforms of the messages of the players is such that convolution simply amounts to multiplication in Fourier domain, i.e. only a single nonzero contributes to the corresponding sum of Fourier coefficients. In our setting convolving the Fourier transforms of the players' messages leads to contributions across different levels of the weight spectrum, and analyzing such processes requires a new technique. Our main insight is the idea of controlling the ℓ 1 norm of the Fourier transform of the intersection of the players' messages as opposed to the ℓ 2 norm, bounds on which follow more naturally as a consequence of hypercontractivity (note that ℓ 2 bounds on various levels of the Fourier spectrum that follow from the hypercontractive inequality underlie the analysis of the Boolean Hidden Matching problem of [GKK + 08], as well as recent works on streaming and sketching lower bounds through Fourier analysis [KKS15, KK15, KKSV17, KKP18] ). Conceptually, the idea of controlling the ℓ 1 norm stems from the fact that since individual players receive parity information of some hidden vector X across edges of a sparse graph (a matching), strong upper bounds on the ℓ 1 norm of the Fourier transform of the corresponding player's message follow (due to sparsity of the graph), and these ℓ 1 bounds remain approximately preserved when the players' functions are multiplied (i.e. when the players' messages are combined).
Related Work: The streaming model of computation, formally introduced in the seminal work of [AMS96] and motivated by applications in processing massive datasets, is an extremely wellstudied model for designing sublinear space algorithms. The past decade has seen an extensive body of work on understanding the space complexity of fundamental graph problems in the streaming model; see, for instance, the survey by McGregor [McG14] . It is now known that many fundamental problems admit streaming algorithms that only requireÕ (n) space (i.e. they do not need space to load the edge set of the graph into memory) -e.g. sparsifiers [AG09, KL11, AGM12b, KLM + 14], spanning trees [AGM12a, NY19], matchings [AG11, AG15, GKK12, Kap13, GO12, HRVZ15, Kon15, AKLY16,  AKL17] , spanners [AGM12b, KW14] . Very recently it has been shown that it is sometimes possible to approximate the cost of the solution without even having enough space to load the vertex set of the graph into memory (e.g. [KKS14, EHL + 15, CCE + 16, BS15, PS18]). Our work contributes to the study of streaming algorithms, by providing a tight impossibility result for non-trivially approximating MAX-CUT value in o(n) space.
Organization. In section 2 we introduce our communication problem (DIHP), give a reduction from DIHP to MAX-CUT, state our main technical theorem (Theorem 2.1) on the communication complexity of DIHP in this section and prove Theorem 1.1 assuming this result. The rest of the paper is devoted to proving Theorem 2.1. Section 3 presents preliminaries on Fourier analysis and basic combinatorics of random matchings. Section 4 presents our basic setup for proving Theorem 2.1, introduces a crucial definition of (C, s * )-bounded sets, and proves some of their basic properties. Section 5 presents a technical overview of the analysis, the details of which are given in the full version of the paper [KK18] .
COMMUNICATION PROBLEM AND HARD DISTRIBUTION
In this section we introduce a T -player "sequential" communication problem and state our lower bound for this problem. We first describe the general model in which this problem is presented. We consider a communication problem where T players receive, sequentially, public inputs M t and private inputs w t , for t ∈ [T ]. The goal is to compute some function F (M 1 , . . . , M T ; w 1 , . . . , w T ). At stage t, the t-th player announces its message S t = r t (M 1 , . . . , M t ; S 1 , . . . , S t −1 ; w t ) for some function r t . The message S T is defined to be the output of the protocol. The complexity of the protocol is the maximum length of the message {S t } t ∈[T ] . We consider the setting where the inputs are drawn from some distribution µ and the error of the protocol is the probability that its output does not equal F (M 1 , . . . , M T , w 1 , . . . , w T ). We now describe the specific communication problem we consider in this work. For a protocol Π we let |Π| denote the maximum size of messages posted by players.
Implicit Hidden Partition (IHP) Problem of [KKSV17] . We define a parametrized class of problems IHP(n, α,T ) for positive integers n and T and real α ∈ (0, 1/2) as follows: IHP(n, α,T ) is a T -player problem with public inputs M t ∈ {0, 1} α n×n being incidence matrices of matchings (so their rows sum to 2 and columns sum to at most 1), and the private inputs are w t ∈ {0, 1} α n . Their goal is to decide the Boolean function F (M 1 , . . . , M T ; w 1 , . . . , w T ) which is YES if and only if there exists x ∈ {0, 1} n such that w t = M t x (mod 2) for all t ∈ [T ], and NO otherwise.
By associating [n] with the vertices of a graph G, we may think of x as a partition (cut) of the graph G whereas the edges are the set ∪ t ∈[T ] M t . The condition w t = M t x enforces that an edge crosses the cut if and only if it is labelled 1 in w t . Thus the communication problem corresponds to asking if there is a cut consistent with the labelling of edges which are partitioned into matchings and presented as such.
Distributional Implicit Hidden Partition (DIHP) Problem. We will work with the following distributional version of IHP. We define a distribution D Y supported on YES instances which is obtained by sampling X * ∈ {0, 1} n uniformly, sampling M t 's independently and uniformly from the set of αn sized matchings on [n] and setting w t = M t X * . The distribution D N supported mostly on NO instances is obtained by sampling M t 's as above, and w t 's independently and uniformly from {0,
We use DIHP to denote the distributional IHP problem where instances are drawn from D.
The following theorem is the main technical contribution of the paper:
Theorem 2.1. There exists a constant C 0 > 0 such that for every ϵ ∈ (0, 1) and every sufficiently large n every protocol Π for DIHP(n, α,T ) with α = 10 −11 , T = 512/(αϵ 2 ) that succeeds with probability at least 2/3 satisfies |Π| ≥ n/(C 0 /ϵ ) C 0 /ϵ 2 .
Remark 2.2. We note that there exists a protocol Π with |Π| = n/c T which solves DIHP(n, α,T ) for constant α, where c = c (α ) > 1, which makes our lower bound close to tight (up to the dependence on 1/ϵ in the base of the exponent, which we think can likely be removed by a more careful, but somewhat more complex, analysis). The protocol works as follows. The first player posts bits on the first s/(1+α ) T edges of the matching M 1 . Then each player posts bits on all edges incident to at least one of the edges which have been revealed previously. In other words, the players keep growing connected components in the graph whose edges they reveal the bits on. It can be shown that with high probability each player will post at most s bits and a cycle will be found thus solving the problem. See Section 5.1 for more details.
Reduction from DIHP to MAX-CUT.. We now give a reduction from DIHP to MAX-CUT (see Theorem 2.3 below). Our main result, Theorem 1.1, then follows by putting together Theorem 2.3 and the yet to be proved Theorem 2.1. The rest of the paper is then devoted to proving Theorem 2.1.
We start with the reduction. We show that for every ϵ > 0, if there exists a single-pass streaming algorithm ALG that uses space s = s (n) and approximates the MAX-CUT value to within a factor of (2−ϵ ) with probability at least 9/10, then instances of DIHP(n, α,T ) with α = 10 −11 and T = 512/(αϵ 2 ) can be distinguished with probability at least 2/3 by a protocol that uses messages of size at most s. This reduction combined with Theorem 2.1, establishes our main result, namely, every single-pass streaming algorithm needs Ω(n) space to approximate MAX-CUT value to within a factor of (2 − ϵ ) for every fixed ϵ > 0.
The main idea of the reduction is to map instances of DIHP to instances of MAX-CUT by only considering those edges where the corresponding entry of the w t vector is 1. This in turn induces a distribution over YES and NO instances for MAX-CUT as below:
be the (bipartite) graph obtained by including those edges in E t that cross the chosen (hidden) bipartition. Let
be the graph obtained by including each edge in E t independently with probability 1/2. Let . We note that the graphs generated by our distribution D дr aph are in general multigraphs. We note that the expected number of repeated edges is only O (1/ϵ 2 ), and edge multiplicities are bounded by 2 with high probability.
Using this distribution we get Theorem 2.3 (Reduction from DIHP to MAX-CUT). For every ϵ, α ∈ (n −1/10 , 1) and T = 512/(αϵ 2 ), the following conditions hold for sufficiently large n. Let ALG denote a (possibly randomized) singlepass streaming algorithm for approximating MAX-CUT value in (multi)graphs to within a factor of (2 − ϵ ) using space s = s (n) on graphs on n nodes with probability at least 9/10. Then ALG can be used to obtain a deterministic protocol Π for the DIHP(n, α,T ) with |Π| ≤ s that succeeds with probability at least 2/3 over the randomness of the input. This holds even if ALG is only required to work on multigraphs that contain at most O (1/ϵ 2 ) repeated edges, and edge multiplicity is bounded by 2.
The proof relies on the following Lemma, which establishes that there is almost a factor of 2 gap between MAX-CUT value in D Y дr aph and D N дr aph : lemma 2.4. For every ϵ, α ∈ (n −1/10 , 1),
, |V | = n, |E ′ | = m be generated according to the process above, then for sufficiently large n there exists m 0 = m 0 (n, α,T ) such that in the YES case the MAX-CUT value is at least m 0 , and in the NO case the MAX-CUT value is at most m 0 /(2 − ϵ ), both with probability at least 1 − 1/ √ n.
The proof of the lemma is a careful application of the Chernoff bound together with a union bound over all cuts, see the full version [KK18] for details.
Equipped with Lemma 2.4, we can now give a proof of the reduction: Proof of Theorem 2.3: By Lemma 2.4 in the YES case the MAX-CUT value is at least m 0 , and in the NO case the MAX-CUT value is at most m 0 /(2 − ϵ ), both with probability at least 1 − 1/ √ n.
Thus with high probability, the MAX-CUT value in a YES instance of DIHP is at least (2 − ϵ ) times the MAX-CUT value in a NO instance of DIHP. To complete the reduction, it now suffices to show that the algorithm ALG can be simulated by a DIHP protocol with message complexity at most s. This simulation can be done as follows: player t upon receiving its input (M t , w t ), runs ALG using the state posted by player (t − 1) on the set of edges in M t where the w t value is 1. The state of the algorithm ALG at the end is then posted by player t on the board. The last player then outputs YES if ALG outputs YES and NO otherwise. Note that since we are evaluating the resulting protocol with respect to an input distribution, it is possible to make the protocol deterministic by fixing the randomness of ALG appropriately. □ Given Theorem 2.3 and assuming Theorem 2.1, our main theorem follows easily. Proof of Theorem 1.1: The proof follows by putting together Theorem 2.3 and Theorem 2.1. □
PRELIMINARIES
In this section we review Fourier analysis on the boolean hypercube and give a version of the KKL bound that will be important in our analysis (Lemma 3.3).
Fourier Analysis on the Boolean Hypercube
Let p : {0, 1} n → R be a real valued function defined on the boolean hypercube. We use the following normalization in the Fourier transform:
With this normalization the inverse transform is given by
For a pair of functions p, q : {0, 1} n → R the convolution of p and q, denoted by p * q is defined as
We will use the relation between multiplication of functions in time domain and convolution in frequency domain to analyze the Fourier spectrum of
the indicator of B t as per Definition 4.1). With our normalization of the Fourier transform the convolution identity is
Thus, for each t = 1, . . . ,T we have that
This identity will form the basis of our proof. We will also need Parseval's equality, which with our normalization takes form
For a function h : {0, 1} n → {0, 1} that is the indicator of a set A ⊆ {0, 1} n we write h to denote the Fourier transform of h scaled by 2 n /|A|. Specifically, for every v ∈ {0, 1} n we have
We need the following two important Lemmas, for the proof see the full version [KK18] . lemma 3.3. Let A ⊂ {0, 1} m be a set of cardinality at least 2 m−d with indicator function f . Then for every y ∈ {0, 1} m and every q ≤ d one has
where for x ∈ {0, 1} m by |x | we denote the number of ones in x.
lemma 3.4. Let M t ∈ {0, 1} α n×n be the incidence matrix of a matching M, where the rows correspond to edges e of M (M eu = 1 if e is incident on u and 0 otherwise). Let д : {0, 1} α n → {0, 1} s for some s > 0. Let a ∈ {0, 1} s and let q : {0, 1} α n → {0, 1} be the indicator of the set A r educed := {z ∈ {0, 1} α n : д(z) = a}. Further, let f : {0, 1} n → {0, 1} denote the indicator of the set
Then for any v ∈ {0, 1} n f (v) = 0, if v cannot be matched via edges of M q(w ), w the matching of v using edges of M o.w.
(3) Furthermore, the perfect matching of v, when it exists, is unique. The second condition above is equivalent to the existence of w ∈ {0, 1} α n = {0, 1} M such that v = M T w. Thus, Fourier coefficients of f are indexed by sets of edges of M. Note that nonzero weight k coefficients ofq are in one to one correspondence with nonzero weight 2k coefficients off , i.e. the only nonzero Fourier coefficients of f are of the form f (M T w ) = q(w ) for some w ∈ {0, 1} M .
THE BASIC SETUP, (C, s * )-BOUNDED SETS AND THEIR PROPERTIES
In this section we introduce our basic setup for analyzing the DIHP problem, define the notion of (C, s * )-bounded sets and introduce some of their basic properties.
The Basic Setup
For a random variable J t we write J 1:t to denote the tuple (J 1 , . . . , J t ).
In this notation, the inputs to IHP(n, α,T ) are denoted by M 1:T and w 1:T . Recall also that S t = r t (M 1:t ; S 1:t −1 ; w t ) denotes the message posted by the tth player. We use s to denote an upper bound on the size of the messages. The goal of our analysis is to show that if s ≪ n then the total variation distance between the distribution of messages S t and matchings M t posted on the blackboard at time T in the YES case and in the NO case is small. More specifically, let S Y 1:T denote the random variables corresponding to the messages posted by the players when the input (M 1:T , w 1:T ) is drawn from D Y , and let S N 1:T denote the corresponding sequence when the input is drawn from D N . Our goal is to show that the total variation distance between (M 1:T , S Y 1:T ) and (M 1:T , S N 1:T ), is vanishingly small. It can be shown and it suffices to consider the YES case only and to show that with high probability for each t = 1, . . . ,T the distribution of M t X * is close to uniform in {0, 1} M t , see the full version [KK18] for details. We now outline the techniques that we develop to prove this claim.
Our analysis relies on Fourier analytic techniques for reasoning about the distribution of M t X * . Conditioning on messages posted up to time t makes X * uniformly random over a certain subset of the binary cube. We will analyze this subset of the hypercube, or, rather, the Fourier transform of its indicator function, and show that if communication is small, the distribution of X * conditional on typical history is such that M t X * is close to uniformly random in total variation distance.
We first define notation that lets us reason about the distribution of X * . The knowledge that the players acquire about X * is represented by some set B t ⊆ {0, 1} n with X * being distributed uniformly on B t . These sets B t are constructed iteratively, by accumulating the information about X * that each player's message conveys -specifically there exist sets A t (defined below) such that
Recall that we only consider the YES case, so the state variables are superscripted accordingly.
Definition 4.1 (Sets A t , B t and their indicator functions f t , h t ). Fix α ∈ (0, 1) and integers n,T ≥ 1 and t ∈ [T ]. Consider a YES instance (M 1:T , w 1:T ) of DIHP(n, α,T ) with X * being the (random) hidden partition (so w t = M t X * ). Recall S Y t = r t (M 1:t ; S 1:t −1 , M t X * ). We define A r educed,t ⊆ {0, 1} M t be the set of possible values of w t = M t X * that lead to message S Y t and A t to denote the values of X * ∈ {0, 1} n that correspond to A r educed,t . Formally, letting
and
The following claim says that the conditional distribution of X * given messages A 1 , . . . , A t is captured by sets A 1 , . . . , A t . For the proof see the full version [KK18] .
Claim 4.2. The conditional distribution of X * given messages A 1 , . . . , A t is uniform over the set
(C, s * )-Bounded Sets and Their Properties
The following definition is crucial for our analysis:
Defining the function U C,s * (ℓ) by
we are able to simplify notation, ensuring that an indicator function h is (C, s * ) bounded if and only if for all ℓ < n/C 2 we have
Remark 4.4. For intuition it is useful to compare our bounds throughout the paper to the bounds on the weight of Fourier coefficients of the simple adaptive component growing algorithm described in Section 5.1 when the latter is given a somewhat larger space budget, specifically s ′ := √ s * n amount of space.
The following lemma provides the base case of our analysis: lemma 4.5. For every s * , every matching M on [n], every A ⊆ {0, 1} M such that |A|/2 |M | ≥ 2 −s * the set B := {x ∈ {0, 1} n : Mx ∈ A} is (3, s * )-bounded.
Remark 4.6 (Intuition for the choice of U C,s * (ℓ)). Lemma 4.5 basically states that the set of possible x ∈ {0, 1} n consistent with a message of one player is (3, s * ) bounded. This Lemma is never explicitly used in the proof of Theorem 2.1, however, it provides a good intuition for why the definition of (C, s) boundedness should be as it is. Indeed, the fact that in the lemma above Fourier coefficients of 1 B at level 2ℓ correspond to Fourier coefficients of 1 A at level ℓ allows to write
In order to convert this into a bound on the L 1 norm we need to know how many non-zero summands we have on the left hand size. For one matching the correspondence with Fourier coefficients of 1 A readily implies that we have at most α n ℓ non-zero summands. When several messages of players are combined this is no longer true and the number of non-zero summands can get as large as n 2ℓ , however, it turns out that L 1 norm behaves as if there were order n ℓ non-zero summands. lemma 4.7. For every C > 100, δ ∈ (n −1 , 1/2) and α ∈ (0, 1/100) the following condition holds if n is sufficiently large. Let B ⊂ {0, 1} n be (C, s * )-bounded, s * ∈ [10 ln (n + 1), δ 4 n/C 2 ] as per Definition 4.3, |B|/2 n ≥ 2 −s * , and let h : {0, 1} n → {0, 1} be the indicator of B. Let M be a uniformly random matching on [n] of size αn. Then with probability at least 1 − δ over the choice of M for any non-negative function q on {0, 1} M one has
For the proof see the full version [KK18] .
Remark 1. We note that the proof of Lemma 4.7 does not use the bound on the spectrum of h at levels above s * that follow from (C, s * )-bounded property.
Remark 2. Using this lemma we can now work with the uniform measure on {0, 1} M t instead of the one given by M t h t −1 . For instance, we may assume that each player receives such bits on M t that the corresponding function f t and the part of the cube A t satisfy |A t | > 2 n−s * (as the opposite happens with probability at most 2 −s ).
TECHNICAL OVERVIEW OF OUR ANALYSIS
In this section we define a simple protocol for DIHP(n, α,T ) and analyze its Fourier spectrum. We show that our protocol does not solve DIHP(n, α,T ) for constant α ∈ (0, 1) and T ≥ C 1 /α with a sufficiently large constant C 1 > 1, unless the communication budget is at least n/A T for some constant A > 1. We also non-rigorously explain why this protocol solves the problem if the communication budget is at least n/c T for some constant c > 1. Our main theorem (Theorem 2.1) in particular implies that this protocol is close to optimal. More importantly, however, the proof of Theorem 2.1 can be viewed as analyzing an ℓ 1 -relaxation of the simple protocol.
A Component Growing Protocol for DIHP
In this section we consider very simple communication protocols, where players choose a subset of the edges of the matching that they receive, post the bits on that subset on the board, and ignore the bits on the other edges (note that the subset of edges should be no larger than the communication bound s). We note that in order to achieve a constant advantage over random guessing for DIHP it suffices to ensure that the set of edges whose labels are posted on the board form a cycle. Indeed, in the YES case the sum of labels over the edges of any cycle is zero, while in the NO case it is a uniformly random number in {0, 1}. Thus, one can distinguish between the two cases with constant probability.
A Very Simple Non-adaptive Protocol. The question is of course which subset of edges the players choose. A very basic approach would be to post bits on edges both of whose endpoints have indices between 1 and √ s/n · n. Note that the expected number of such edges in a given matching is O (s), which is consistent with the communication budget per player. This protocol is non-adaptive in the sense that the edges that the t-th player posts the bits for are independent of the matchings of the other players. It is easy to see that this protocol will not find a cycle as long as s ≪ n/T 2 . Indeed, the graph induced on the first √ s/n · n vertices is quite similar to an
Erdős-Rényi graph with expected degree √ s/n · T ≪ 1, and hence the graph will contain no cycle with high (constant) probability. Note that this behaviour seems to suggest that Theorem 1.1 could be strengthened significantly, ensuring that the dependence of space on T , the number of matchings, is polynomial as opposed to exponential. However, it turns out that the simple non-adaptive protocol above is not a good model for the problem. We now introduce a more interesting, but still quite simple, protocol, which serves as a good model for our general analysis.
The Component Growing Protocol. Let s be the per player communication budget. In order to show that even adaptive protocols cannot solve DIHP unless s ≫ n/C T for a constant C > 1, for every such protocol Π we define a strictly stronger protocol Π ′ that has a larger communication budget than Π and is more convenient to analyze. This new protocol Π ′ can be thought of as having budget larger than s, is still unable to solve the problem if s ≪ n/A T for some large A > 1. The protocol Π ′ is defined as follows. The first player simply posts the bits according to the protocol Π. We let F 1 denote the forest created in this way, with edges labeled by numbers in {0, 1}. For every t = 2, . . . ,T , the t-th player posts the bits on edges of M t that have at least one endpoint in a connected component in F t −1 (these bits should be thought of as free), as well as the bits on a set of s edges of the matching M t that do not intersect any component in F t −1 so that any edge revealed by Π is also revealed by Π ′ . Let F t denote the forest obtained in this way. If at least one of the edges of M t closes a cycle (i.e. edges of F t −1 ∩ M t form a cycle), the t-th player computes the sum of bits on the cycle, and outputs YES if that sum is zero, and NO otherwise. Note that if the game is in the YES case, the players always say YES . If the game is in the NO case, then if a cycle is found, the players say NO with probability 1/2. Thus, the players obtain advantage 1/4 over random guessing for DIHP. We note that every player posts s bits, and some number of bits (those that intersect existing components in F t −1 ) are revealed for free, so the communication cost of this protocol is at least s bits per player. We show below that this simple protocol does not find a cycle, and hence does not solve DIHP(n, α,T ) with high constant probability unless s is close to n.
At the same time, we note that adaptive protocols are quite powerful: they can solve DIHP(n, α,T ) as long as their communication budget s exceeds n/c T for some c > 1. An example such protocol works as follows. The first player posts s/2 bits on arbitrary edges of the matching M 1 . The subsequent players then maintain a collection of connected components C 1 , . . . C k formed by the edges whose bits are posted (we call such edges revealed). At each step a new player reveals edges incident to at least one of the connected components. We then remove the smallest components from the list so that the total size of all components remains at most s/2. Note that this ensures that every player posts at most s bits. After a new player reveals edges, most of the components will increase its size by a factor of (1 + α ) with high probability. Thus, at each step the average component size will be multiplied by (1 + α ) whereas the total size of all components will stay close to s. Note that deleting the smallest components cannot decrease the avarage component size. After T − 1 steps we will get approximately s/c T connected components each of size c T . One can see that if s ·c T ≫ n then with high probability one of the edges of M t will have both endpoints in the same connected component and thus we will solve the problem.
In the rest of this section we first show (Section 5.2) directly that even the powerful protocol Π ′ (with free edges) defined above still cannot solve DIHP(n, α,T ) with constant α ∈ (0, 1) unless s ≫ n/C T for some absolute constant C > 1. This analysis is quite simple, but does not generalize to arbitrary protocols. We then illustrate our analysis of general protocols by instantiating the relevant parts of the analysis for the simple protocol above and proving that it does not solve DIHP(n, α,T ) unless s ≫ n/T T (note the slightly weaker bound) by analyzing its Fourier spectrum in Section 5.3.
Combinatorial Analysis of the Component Growing Protocol
Our analysis uses a potential function defined on the forest F maintained by the protocol. The potential function is simply the sum of squares of sizes of (nontrivial) connected components of F . We refer to this quantity as the weight of F , or ||F ||:
Definition 5.1. For a forest F with non-trivial(size more than 1) connected components C 1 , . . . , C k we define its weight by ∥F ∥ :
For t = 1, . . . ,T let F t denote the forest computed by players 1, 2, . . . , t. Recall that in order to distinguish between the YES and NO cases using our simple protocol the players must ensure that at least one of the matchings M t contains an edge with both endpoints inside one of the connected components of F t −1 . Let C 1 , . . . , C k denote the collection of connected components in F t −1 , and note that for a uniformly random edge e = (u, v) one has
and hence, taking a union bound over all edges of M t , we get
The latter expression does not take into account the fact that as edges are added one after another, the set of components may increase, but if one adds edges of the matching M t , a similar bound follows. In particular, one can show that the players succeed with probability at most
since ∥F t ∥ is a non-decreasing function of t. It thus suffices to prove that ∥F T ∥ ≪ n/T . We now outline a simple analysis that shows that if F t is the forest computed by the players in the simple protocol above, then as long as s ≪ n/A T for a sufficiently large A > 1, then after t steps one has
for some constant B > 1. Thus, if the players start with s ≪ n/A T space with A ≥ 100B, say, then one has ∥F T ∥/n ≪ 100 −T , and thus the players do not succeed distinguishing between the YES and NO cases with any significant advantage over random guessing.
Analyzing the Growth of ∥F t ∥. Fix t ∈ [T ], and let C 1 , . . . , C k be the nontrivial(size more than 1) connected components of F t −1 . Let e 1 , e 2 , . . . , e α n be edges of M t . We now analyze the expected increase of the weight ∥F t ∥ of F t relative to the weight ∥F t −1 ∥ of F t −1 .
In order to compare ∥F t ∥ to ∥F t −1 ∥, we define |M t | intermediate forests, where the j-th such forest is the forest that results from adding edges from the set e 1 , . . . , e j to F t −1 . Specifically, let F 0 t := F t −1 , and for every j = 1, . . . , |M t | let
Recall that besides keeping edges of M t that intersect connected components of F t −1 , the t-th player also posts the bits on an arbitrarily chosen subset of edges of M t on the board. Let E * denote this set of additional edges (not incident on any nontrivial component in F t −1 whose bits the t-th player posts). This means that F t ⊆ F |M t | t ∪ E * . Since edges in E * are not incident to any components in F |M t | t , their addition simply increases the weight of the forest by 4s (since every component is of size 2). We now upper bound ∥F |M t | t
∥.
For every i = 1, . . . , |M t | we upper bound
Conditioned on edges e 1 , e 2 , . . . , e i−1 , the edge e i is a uniformly random edge not sharing end-points with e 1 , e 2 , . . . , e i−1 . Thus, for every subset of vertices C ⊆ [n] one has
since |M t | = αn and α < 1/4 by assumption. Note that if for a component C in F i−1 t one has |C ∩ e i | = 1 and the other endpoint of e i does not belong to any nontrivial component in F i−1 t , then the increase in the weight of the forest is (|C | + 1) 2 − |C | 2 = 2|C | + 1. We call such edges e i boundary edges.
Similarly, for every pair of subset of vertices C, C ′ ⊆ [n], C ∩C ′ = ∅ one has
and we note that if the event above happens, the increase in the weight of the forest due to addition of e i is (|C | + |C ′ |) 2 − |C | 2 − |C ′ | 2 = 2|C ||C ′ |. We call such edges e i internal edges. These notions of internal edges and boundary edges will later be crucial in the proof of our main theorem through Fourier analysis (see Section 5.3 below for an outline and the full version [KK18] for the actual application).
Putting the two observations above (increase of potential due to boundary edges and internal edges) together and then using (9) and (10), we get
Applying this |M t | = αn times formally requires a careful application of concentration inequalities but ultimately results in
for some constant B, as long as all intermediate forests satisfy ∥F i−1 t ∥ ≪ n (which they do with the appropriate setting of parameters -see the full version [KK18] for details). Now recall that besides keeping edges of M t that intersect connected components of F t −1 , the t-th player also posts the bits on an arbitrarily chosen subset of edges of M t that do not share an endpoint with F t −1 on the board (we call such edges external edges; a similar notion plays a crucial role in our analysis of general protocols see (24) and related discussion). Recall that
where E * denotes the set of additional edges (not incident on any nontrivial component in F t ) that the t-th player reveals. We thus get ∥F t ∥ ≤ ∥F |M t | t ∥ + 4s, which, when put together with (11), gives
Applying the above iteratively for t = 1, . . . ,T results in
This (informally) establishes (8), and shows that the players need s ≫ n/B t in order to solve DIHP(n, α,T ).
The analysis outlined above is quite simple, but does not generalize to arbitrary communication protocols. In the next section we introduce our Fourier analytic approach, and illustrate some of the main claims by instantiating them on our component growing protocol above.
Overview of General Analysis (Proof of Theorem 2.1)
In this section we first make some remarks about the Fourier spectrum of our component growing protocol, and then use it to illustrate our analysis, which is formally presented in the full version of the paper [KK18] .
Second Level Fourier Spectrum of the Component Growing
Protocol vs Combinatorial Analysis. Suppose that the players use the simple protocol as described above. In that case the set of possible values of the hidden partition X * consistent with the players' knowledge at time t can be defined quite easily:
Thus, B t is simply a linear subspace of {0, 1} n with constraints given by the edges in F t . We will derive expressions for the Fourier transform of the indicators h t := 1 B t of B t for this simple protocol. Similarly, set of possible values of the hidden partition X * consistent with the t-th player's message can be defined quite easily as well:
Again, A t is simply a linear subspace of {0, 1} n with constraints given by the edges revealed by the t-th player. The normalized Fourier transform of the indicator f t := 1 A t of A t for this simple protocol is quite simple:
These expressions will not be directly useful for our proof, but will provide very good intuition.
It can be verified (a calculation is included in Appendix E of the full version [KK18] ) that h t (v) can only be nonzero if the set v has an even intersection with every cluster in F t . We refer to such v ∈ {0, 1} n as admissible for brevity. Furthermore, it can be verified that h t (v) has the following simple form. For each admissible v let Q (v) denote a pairing of vertices of v via edge-disjoint paths in F t (we associate Q v with the set of edges on these paths). This is illustrated in Fig. 1(a) , where the vertices of v ∈ {0, 1} n are marked red, and the edges of Q (v) are the green dashed edges. Then we have
We refer to the full version [KK18] for the proof. For example, the coefficient h t ({a 1 , a 2 , b 1 , b 2 , c 1 , c 2 }) is nonzero, equals 1 in absolute value, and its sign is determined by the parities of labels on the green paths connecting a 1 to a 2 , b 1 to b 2 , and c 1 to c 2 (see Fig. 1(a) ).
Recall that our direct analysis of the adaptive protocol in Section 5.1 used the weight of the forest F t , defined by
where C 1 , . . . , C k are the nontrivial (size strictly larger than 1) connected components of F t . As we noted in that section, this particular
Growth of connected components of F t −1 into F t after addition of a matching M t (its edges are shown as zig-zagged). way of analyzing the component growing protocol does not generalize, but the following reformulation does. Consider weight two Fourier coefficients of h t . As noted above, one has h t ({a, b}) 0 if and only if a and b belong to the same connected component in F t . We therefore have
This suggests an analysis that is based on proving that
for all t = 1, . . . ,T , i.e, the sum of absolute values of second level Fourier coefficients stays small throughout the game, hoping that this is a general enough approach for handling arbitrary protocols. Our proof indeed proceeds along similar lines but there are two major difficulties that one needs to overcome in order to make this work. First, while for the simple protocol higher order Fourier coefficients are (essentially) determined by weight two Fourier coefficients, i.e., by the collection of connected components in F t , this is not the case for general protocols. We thus need to generalize (15) to higher weights. Second, we need to design techniques for analyzing the equivalent of 'component growth' in the combinatorial version of our analysis, in terms of Fourier coefficients.
Evolution of Fourier Coefficients.
We now present our general analysis, and illustrate it by applying to the component growing protocol from Section 5.1. Recall that after t players have spoken the random bipartition X * is uniform in the set
The following lemma (see the full version [KK18] for the proof) is crucial for our proof: lemma 5.2. For every constant α ∈ (0, 10 −10 ), integer n ≥ 1, every T ∈ [10, ln n], s ≥ √ n, the following conditions hold if n is sufficiently large. Suppose there exists a protocol Π for DIHP(n, α,T ) such that |Π| = s < n/(10T ) 10 9 T . Let δ = 1/(1000T ). Then there exist events
only, and conditioned on E t one has
(1) B t −1 is ((10 12 T ) t , 10Ts)-bounded (as per Definition 4.3); (2) |B t −1 |/2 n ≥ 2 −s (t −1)−10(t −1) log T ; (3) for any non-negative function q on {0,
The third part of the lemma helps us conclude that the messages posted on the board do not reveal enough information to distinguish between the YES and the NO cases: indeed it implies that the posterior distribution of the labels that the t-th player observes on M t in the YES case is pointwise close to uniform. Since we show that this is true for all players t = 1, . . . ,T , the result follows by simple properties of the total variation distance. The first two parts of Lemma 5.2 are the main invariants on the evolution of the Fourier spectrum of h t that drive our analysis.
Recall that by Definition 4.3 a set B ⊆ {0, 1} n is (C, s * )-bounded if for all ℓ ≤ s * we have v ∈ {0,1} n |v |=2ℓ
and for all s * < ℓ < n C 2 we have v ∈ {0,1} n |v |=2ℓ
As per (5), defining the function U C,s * (ℓ) by
Intuition Behind the Choice of the Bound U C,s * (ℓ). We note that the bound above is essentially obtained as follows: one first thinks of the bounds on the ℓ 1 norm of the Fourier transform of the indicator f of the set A in the cube that is consistent with the message of a single player that follow by applying Cauchy-Schwarz to the ℓ 2 norm bounds provided by hypercontractivity We then prove by induction that even the Fourier transform of the product of such indicator functions maintains the small ℓ 1 norm property. The fact that U C,s * (ℓ) provides different bounds for small and large ℓ is a consequence of the fact that hypercontractivity only implies strong bounds on the ℓ 2 2 mass of the Fourier spectrum of an (indicator of a) set A of density 2 −s * when ℓ ≤ s * , for larger ℓ one simply uses Parsevals' equality. See the proof of Lemma 3.3 for the details of this calculation.
We also note that the bound that we prove on the ℓ 1 norm of the Fourier transform of h is indeed surprisingly strong: it is much stronger than what follows by Cauchy-Schwarz for an arbitrary function of the same ℓ 2 2 norm. Overall, in our analysis we distinguish between 'low weight' Fourier coefficients, namely those with weights between 1 and s * , the 'intermediate weight' Fourier coefficients, namely those between s * and n C 2 , and the 'high weight' Fourier coefficients, namely those with weights between n C 2 and n. Here, s * = 10Ts is an upper bound for the total amount of information revealed by all players.
The Low Weight Bound (17) for the Component Growing Protocol (ℓ ∈ [1, s * ]). Note that instantiating the first guarantee of Lemma 5.2 above for ℓ = 1 leads to a bound of
which is similar to our upper bound of s ·B t on ∥F t ∥ from Section 5.2. Also note that the bound that we get for general communication protocols with a budget of s bits is similar to what one would get for the simple protocol with ≈ √ s · n bits (see rhs above). This is a consequence of the fact that our analysis starts with ℓ 2 2 bounds on Fourier coefficients and converts those into ℓ 1 bounds, with an appropriate loss from Cauchy-Schwarz.
The Intermediate Weight Bound (18) for the Component Growing Protocol (ℓ ∈ (s * , n/C 2 ]). Note that since the middle weight coefficients correspond to weights at least s * = 10Ts, they all vanish for any simple protocol of size at most s. Indeed, since each player reveals at most s edges, the total size of non-trivial connected components in the resulting forest F T does not exceed 2T s.
High Weights for the Component Growing Protocol (ℓ > n/C 2 ). Similarly, the high weight part of the spectrum is zero for the component growing protocol, since the maximum weight of a nonzero Fourier coefficient is upper bounded by twice the number of edges in the forest F t , and that number never becomes close to n with the appropriate setting of parameters.
We now outline the proof of Lemma 5.2. Note that the main challenge that we had to overcome in the analysis of the component growing protocol in Section 5.2 is bounding the rate at which connected components of different sizes are merged when edges of the next matching M t connect two nontrivial components (we refer to these edges as internal edges, see Section 5.2) or connect a nontrivial component to an isolated vertex (we refer to these edges as boundary edges, see Section 5.2). Our Fourier analytic approach analyzes the component merging process using the convolution theorem: we note that the arrival of internal or boundary edges results in the Fourier transform of h t being convolved with the Fourier transform of the message f t that the t-th player sends, and we analyze this process directly.
The proof of Lemma 5.2 is by induction on t, with the inductive step being the main technical lemma of our paper. It is given by lemma 5.3. For every n, C, s * , α, δ that satisfy conditions
every B ⊆ {0, 1} n , if B is (C, s * )-bounded (as per Definition 4.3) and M is a uniformly random matching of size αn, the following conditions hold with probability at least 1 − 5δ over the choice of M.
We now illustrate the proof using the component growing protocol. Let B t be as in Definition 4.1. In particular, for the component growing protocol B t is explicitly given by (12). For simplicity we write M for M t , B ′ for B t , B for B t −1 , and A for A t . We further let
bounded involves upper bounding the ℓ 1 norm of Fourier coefficients at various levels 2ℓ, ℓ ∈ [1, n/(2C 2 )]. Convolution theorem (1) together with triangle inequality give v ∈ {0,1} n |v |=2ℓ
Here in going from line 2 to line 3 we used the fact that |B ′ |/2 n = (|B|/2 n ) · (|A|/2 n ) for our simple protocol, as long as no cycle has been revealed. This in particular proves part 2 of Lemma 5.2 for the component growing protocol without the additive loss in the exponent (we get |B t −1 |/2 n = 2 −s (t −1) as opposed to just |B t −1 |/2 n ≥ 2 −s (t −1)−10(t −1) log T ; see the full version [KK18] for general argument). It is useful to recall at this point (see (13) and (14)) that f (w ) 0 only if w is perfectly matched by M.
Now note that for the component growing protocol the sum v ∈ {0,1} n |v |=2ℓ
h ′ (v) is the number of sets of 2ℓ vertices that intersect every connected component in F t −1 an even number of times. The sum on the rhs of the last line in (19) is over all v that intersect every component in F t −1 an even number of times, and subsets z of edges of M t such that v ⊕ z has weight 2ℓ. For small ℓ most of the sum is contributed by sets of 2ℓ vertices having two vertices in each connected component of F t −1 . In particular, every such v together with z ∈ {0, 1} n that satisfies |v ⊕ z| = 2ℓ and f (z) 0 corresponds to a collection of components in F t −1 that are merged into a collection of ℓ components in F t by the edges in z.
The core of our proof (see the full version [KK18] ) shows that if h is (C, s * )-bounded, then
which in turn implies that h ′ = h · f is (10 9 C, s * )-bounded on average. Applying Markov's inequality to the above then yields a proof of Lemma 5.3, and applying Lemma 5.3 iteratively leads to a proof of Lemma 5.2.
We now illustrate the main ideas of the proof of the implication above when ℓ is small, namely when ℓ ≤ s * . For clarity of exposition we sketch the proof of the following bound:
starting from the assumption that for all ℓ = 1, . . . , n/C 2 v ∈ {0,1} n |v |=2ℓ
We note that the condition above implies (C, s)-boundedness. We first note that f (z) 0 only if z = Mw for w ∈ {0, 1} M (see (13) and (14) for the component growing protocol, and Lemma 3.4 for general protocols), and thus for every v ∈ {0, 1} n one has
We also note that since our matchings are small (|M | ≤ αn for small constant α ∈ (0, 1), see, e.g. Lemma 5.2), the condition |v ⊕Mw | = 2ℓ implies that |v | < n/100. Thus, the only terms with a nonzero contribution to the sum that we need to bound are v ∈ {0, 1} n with |v | = 2k ≤ n/100. Thus, it suffices to bound, for a parameter k ∈ [0 : n/200] and v ∈ {0, 1} n with |v | = 2k, the quantity
Note that this quantity depends on v only through k = |v |. We will later combine our bounds over all k ∈ [0 : n/200] to obtain the result of the lemma. We decompose the sum (22) according to the set of boundary edges in w:
It turns out that if w ∩ ∂ M (v) = S then the latter indicator function can be rewritten as the indicator of |w ⊕ w S | = ℓ − (k − |Int M (v)|), where w S ∈ {0, 1} M is the set of all internal edges Int M (v) and all edges in S. This gives the following upper bound:
where we dropped the indicator function in going from the second line to the third line above. Note that | f (Mw )| = 1 if all the edges of w are revealed by the t-th player and zero otherwise. Since all the edges of w S (i.e. internal edges and some subset of the boundary edges) are revealed we know that w ⊕ w S is also a subset of the revealed edges which means that we have
Note that here we are crucially using the fact that w ⊕ w S is a set of external edges only. This allows us to bound the sum of Fourier coefficients by a function of s, the communication budget per player. The equivalent statement for general protocols is provided by Lemma 3.3, which bounds the sum of absolute values of Fourier coefficients of a dense subset of the boolean cube by a similar expression to the above.
Since the bound in (23) is independent of S, summing over all possible subsets S ⊆ ∂ M (v), we infer
We We now note that intuitively, the probability above is approximately n −i , since (at least for small i and k) the probability of having an internal edge in a given set of size 2k is approximately 1/n. In fact, for small k, i the probability is upper-bounded by 10 k n −i 4 −b (the formal bounds are somewhat different for larger k and i, see the full version [KK18] for details).
We thus have that for a fixed v ∈ {0, 1} n with |v | = 2k
(25) We now consider two cases.
Case 1: k ≥ ℓ. This case essentially corresponds to analyzing the rate at which collection of k components get merged into collections of ℓ components. Using Lemma 3.15 and Lemma 3.13 in the full version [KK18] we get that the summand in (25) decays exponentially with b and i, and since in this case the sum starts at i = k − ℓ, we get
This is consistent with the intuition that (at least for constant k and ℓ) the probability that a given collection of k constant size components becomes merged into only ℓ < k components is about n −(k −ℓ) : this is simply because such an event requires at least k − ℓ edges of the matching M t to have both endpoints inside the k components.
Case 2: k > ℓ. In this case, as in case 1, the sum in (25) above is close to the value of the maximum summand, which gives, since the sum starts with i = |k − ℓ| + = 0,
This is consistent with the intuition that a given collection of k components in F t −1 can contribute to about s ℓ−k size ℓ components in F t : simply consider adding any subset of ℓ − k edges of the
