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Abstract
This paper proposes a novel class of distributed continuous-time coordination algorithms to solve network optimization
problems whose cost function is a sum of local cost functions associated to the individual agents. We establish the exponential
convergence of the proposed algorithm under (i) strongly connected and weight-balanced digraph topologies when the local
costs are strongly convex with globally Lipschitz gradients, and (ii) connected graph topologies when the local costs are
strongly convex with locally Lipschitz gradients. When the local cost functions are convex and the global cost function is
strictly convex, we establish asymptotic convergence under connected graph topologies. We also characterize the algorithm’s
correctness under time-varying interaction topologies and study its privacy preservation properties. Motivated by practical
considerations, we analyze the algorithm implementation with discrete-time communication. We provide an upper bound on
the stepsize that guarantees exponential convergence over connected graphs for implementations with periodic communication.
Building on this result, we design a provably-correct centralized event-triggered communication scheme that is free of Zeno
behavior. Finally, we develop a distributed, asynchronous event-triggered communication scheme that is also free of Zeno with
asymptotic convergence guarantees. Several simulations illustrate our results.
Key words: cooperative control, distributed convex optimization, weight-balanced digraphs, event-triggered control.
1 Introduction
An important class of distributed convex optimiza-
tion problems consists of the (un-)constrained net-
work optimization of a sum of convex functions, each
one representing a local cost known to an individual
agent. Examples include distributed parameter estima-
tion [Ram et al., 2010, Wan and Lemmon, 2009], statis-
tical learning [Boyd et al., 2010], and optimal resource
allocation over networks [Madan and Lall, 2006]. To
find the network optimizers, we propose a coordination
model where each agent runs a purely local continuous-
time evolution dynamics and communicates at discrete
instants with its neighbors. We are motivated by the de-
sire of combining the conceptual ease of the analysis of
continuous-time dynamics and the practical constraints
imposed by real-time implementations. Our design is
based on a novel continuous-time distributed algorithm
whose stability can be analyzed through standard Lya-
punov functions.
⋆ Corresponding author: S.S. Kia
Email addresses: solmaz@uci.edu (Solmaz S. Kia),
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Literature review : In distributed convex optimiza-
tion, most coordination algorithms are time-varying,
consensus-baseddynamics [Boyd et al., 2010, Duchi et al.,
2012, Johansson et al., 2009, Nedic´ and Ozdaglar,
2009, Zhu and Mart´ınez, 2012] implemented in dis-
crete time. Recent work [Gharesifard and Corte´s, 2014,
Lu and Tang, 2012, Wang and Elia, 2011, Zanella et al.,
2011] has introduced continuous-time dynamical solvers
whose convergence properties can be analyzed via
classical stability analysis. This has the added advan-
tage of facilitating the characterization of properties
such as speed of convergence, disturbance rejection,
and robustness to uncertainty. Wang and Elia [2011]
establish asymptotic convergence under connected
graphs and Gharesifard and Corte´s [2014] extend the
design and analysis to strongly connected, weight-
balanced digraphs. The continuous-time algorithms
in [Lu and Tang, 2012, Zanella et al., 2011] require
twice-differentiable, strictly convex local cost func-
tions to make use of the inverse of their Hessian and
need a careful initialization to guarantee asymptotic
convergence under undirected connected graphs. The
novel class of continuous-time algorithms proposed here
(upon which our implementations with discrete-time
communication are built) do not suffer from the limita-
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tions discussed above and have, under some regularity
assumptions, exponential convergence guarantees. Our
work here also touches, albeit slightly, on the concept
of privacy preservation, see e.g., [Weeraddana et al.,
2013, Yan et al., 2013] for recent works in the context of
distributed multi-agent optimization. Regarding event-
triggered control of networked systems, recent years
have seen an increasing body of work that seeks to trade
computation and decision making for less communica-
tion, sensing or actuator effort, see e.g. [Heemels et al.,
2012, Mazo and Tabuada, 2011, Wang and Lemmon,
2011]. Closest to the problem considered here are works
that study event-triggered communication laws for av-
erage consensus, see e.g., [Dimarogonas et al., 2012,
Garcia et al., 2013, Nowzari and Corte´s, 2014]. The
strategies proposed in [Wan and Lemmon, 2009] save
communication effort in discrete-time implementations
by using local triggering events but are not guaranteed
to avoid Zeno behavior, i.e., an infinite number of trig-
gered events in a finite period of time. Our goal is to
combine the best of both approaches by synthesizing
provably-correct continuous-time distributed dynam-
ical systems which only require communication with
neighbors at discrete instants of time. We are partic-
ularly interested in the opportunistic determination of
this communication times via event triggering schemes.
Statement of contributions : We propose a novel class of
continuous-time, gradient-based distributed algorithms
for network optimization where the global objective
function is the sum of local cost functions, one per agent.
We prove that these algorithms converge exponentially
under strongly connected and weight-balanced agent
interactions when the local cost functions are strongly
convex and their gradients are globally Lipschitz. Under
connected, undirected graphs, we establish exponential
convergence when the local gradients are just locally
Lipschitz, and asymptotic convergence when the local
cost functions are simply convex and the global cost
function is strictly convex. We also study convergence
under networks with time-varying topologies and char-
acterize the topological requirements on the communica-
tion graph, algorithm parameters, and initial conditions
necessary for an agent to reconstruct the local gradients
of local cost functions of other agents. Our technical
approach builds on the identification of strict Lyapunov
functions. The availability of these functions enable
our ensuing design of provably-correct continuous-time
implementations with discrete-time communication. In
particular, for networks with connected graph topolo-
gies, we obtain an upper bound on the suitable stepsizes
that guarantee exponential convergence under periodic
communication. Building on this result, we design a cen-
tralized, synchronous event-triggered communication
scheme with an exponential convergence guarantees
and Zeno-free behavior. Finally, we develop a Zeno-free
asynchronous event-triggered communication scheme
whose execution only requires agents to interchange
information with their neighbors and establish its expo-
nential convergence to a neighborhood of the network
optimizer. Several simulations illustrate our results.
2 Preliminaries
In this section, we introduce our notation and some basic
concepts from convex functions and graph theory. Let
R and Z≥0 denote, respectively, the set of real and non-
negative integer numbers. We use ℜ(·) to represent the
real part of a complex number. The transpose of a ma-
trix A is A⊤. We let 1n (resp. 0n) denote the vector of
n ones (resp. n zeros), and denote by In the n× n iden-
tity matrix. We let Πn = In − 1n1n1⊤n . When clear from
the context, we do not specify the matrix dimensions.
ForA∈ Rn×m and B ∈ Rp×q, we let A⊗B denote their
Kronecker product. For u ∈ Rd, ‖u‖ =
√
u⊤u denotes
the standard Euclidean norm. For vectors u1, · · · ,um,
u = (u1, · · · ,um) is the aggregated vector. In a net-
worked system, we distinguish the local variables of each
agent by a superscript, e.g., xi is the state of agent i. If
pi ∈ Rd is a variable of agent i, the aggregated pi’s of
the network of N agents is p = (p1, · · · ,pN ) ∈ (Rd)N .
For convenience, we use r ∈ RN and R ∈ RN×(N−1),
r=
1√
N
1N , r
⊤
R=0, R⊤R= IN−1, RR
⊤=ΠN . (1)
A differentiable function f : Rd → R is strictly convex
over a convex set C ⊆ Rd iff (z−x)⊤(∇f(z)−∇f(x)) >
0 for all x, z ∈ C and x 6= z, and it is m-strongly convex
(m > 0) iff (z − x)⊤(∇f(z) − ∇f(x)) ≥ m‖z − x‖2,
for all x, z ∈ C. A function f : Rd → Rd is Lipschitz
with constant M > 0, or simply M -Lipschitz, over a set
C ⊂ Rd iff ‖f(x)− f(y)‖ ≤ M ‖x− y‖, for x,y ∈ C.
For a convex function f with M -Lipschitz gradient, one
has ‖∇f(z)−∇f(x)‖2 ≤ M(z − x)⊤(∇f(z) − ∇f(x))
for all x, z ∈ C ⊂ Rd.
We briefly review basic concepts from algebraic graph
theory following [Bullo et al., 2009]. A digraph, is a pair
G = (V , E), where V = {1, . . . , N} is the node set and
E ⊆ V × V is the edge set. An edge from i to j, denoted
by (i, j), means that agent j can send information to
agent i. For an edge (i, j) ∈ E , i is called an in-neighbor
of j and j is called an out-neighbor of i. A graph is undi-
rected if (i, j) ∈ E anytime (j, i) ∈ E . A directed path
is a sequence of nodes connected by edges. A digraph
is strongly connected if for every pair of nodes there is
a directed path connecting them. A weighted digraph is
a triplet G = (V , E ,A), where (V , E) is a digraph and
A ∈ RN×N is a weighted adjacency matrix such that
aij > 0 if (i, j) ∈ E and aij = 0, otherwise. A weighted
digraph is undirected if aij = aji for all i, j ∈ V . We refer
to a strongly connected and undirected graph as a con-
nected graph. The weighted in- and out-degrees of a node
i are, respectively, diin = Σ
N
j=1aji and d
i
out = Σ
N
j=1aij .
A digraph is weight-balanced if at each node i ∈ V ,
the weighted out-degree and weighted in-degree coin-
cide (although they might be different across different
nodes). Any undirected graph is weight-balanced. The
(out-) Laplacian matrix is L = Dout − A, where Dout =
Diag(d1out, · · · , dNout) ∈ RN×N . Note that L1N = 0. A
digraph is weight-balanced iff 1TNL = 0 iff Sym(L) =
2
(L + L)/2 is positive semi-definite. Based on the struc-
ture of L, at least one of the eigenvalues of L is zero and
the rest of them have nonnegative real parts. We denote
the eigenvalues of L by λ1, . . . , λN , where λ1 = 0 and
ℜ(λi) ≤ ℜ(λj), for i < j, and the eigenvalues of Sym(L)
by λˆ1, . . . , λˆN . For a strongly connected and weight-
balanced digraph, zero is a simple eigenvalue of both L
and Sym(L). In this case, we order the eigenvalues of
Sym(L) as λˆ1 = 0 < λˆ2 ≤ λˆ3 ≤ · · · ≤ λˆN and we have
0 < λˆ2I ≤ R⊤ Sym(L)R ≤ λˆNI. (2)
Notice that for connected graphs λˆi = λi for i ∈
{1, · · · , N}. For convenience, we define L = L⊗ Id and
Π = ΠN ⊗ Id to deal with variables of dimension d ∈ N.
3 Problem Definition
Consider a network of N agents interacting over a
strongly connected and weight-balanced digraph G.
Each agent i ∈ V has a differentiable local cost function
f i : Rd → R. The global cost function of the network,
which we assume to be strictly convex, is f = ΣNi=1f
i(x).
Our aim is to design a distributed algorithm such that
each agent solves
min
x∈Rd
f(x)
using only its own local data and exchanged informa-
tion with its neighbors. We assume the above optimiza-
tion problem is feasible (which, together with the strict
convexity of f , implies the uniqueness of the global opti-
mizer, which we denote x⋆ ∈ Rd). We are also interested
in characterizing the privacy preservation properties of
the algorithmic solution to this distributed optimization
problem. Specifically, we aim to identify conditions guar-
anteeing that no information about the local cost func-
tion of an agent is revealed to, or can be reconstructed
by, any other agent in the network.
4 Distributed Continuous-Time Algorithm for
Convex Optimization
In this section, we provide a novel continuous-time dis-
tributed coordination algorithm to solve the problem
stated in Section 3 and analyze in detail its convergence
properties. For i∈ V and with α, β>0, consider
v˙i = αβ
∑N
j=1
aij(x
i − xj), (3a)
x˙i = −α∇f i(xi)− β
∑N
j=1
aij(x
i − xj)− vi, (3b)
In network variables x,v∈(Rd)N, the algorithm reads as
v˙ = αβLx, (4a)
x˙ = −α∇f˜(x)− βLx− v. (4b)
Here, f˜ : (Rd)N → R is defined by f˜(x) = ΣNi=1f i(xi).
This algorithm is distributed because each agent only
needs to receive information from its out-neighbors
about their corresponding variables in x. In con-
trast, the continuous-time coordination algorithms
in [Gharesifard and Corte´s, 2014, Wang and Elia, 2011]
require the communication of the corresponding vari-
ables in both x and v. The synthesis of algorithm (4)
is inspired by the following feedback control consid-
erations. In (4b), each agent follows a local gradient
descent while trying to agree with its neighbors on their
estimate of the final value. However, as the local gra-
dients are not the same, this dynamics by itself would
never converge. Therefore, to correct this error, each
agent uses an integral feedback term vi whose evolution
is driven by the agent disagreement according to (4a).
Our analysis of the algorithm convergence is structured
in two parts, depending on the directed character of the
interactions. Section 4.1 deals with strongly connected
and weight-balanced digraphs and Section 4.2 deals with
connected graphs. In each case, we identify conditions
on the agent cost functions that guarantee asymptotic
convergence. Given the challenges posed by directed in-
formation flows, it is not surprising that we can estab-
lish stronger results under less restrictive assumptions
for the case of undirected topologies.
4.1 Strongly Connected, Weight-Balanced Digraphs
Here, we study the convergence of the distributed op-
timization algorithm (3) over strongly connected and
weight-balanced digraph topologies. We first consider
the case where the interaction topology is fixed, and then
discuss the time-varying interaction topologies. The fol-
lowing result identifies conditions on the local cost func-
tions {f i}Ni=1 and the parameter β to guarantee the ex-
ponential convergence of (3) to the solution of the dis-
tributed optimization problem.
Theorem 1 (Convergence of (3) over strongly con-
nected and weight-balanced digraphs): Let G be a strongly
connected and weight-balanced digraph. Assume each
f i, i ∈ V, is mi-strongly convex, differentiable, and
its gradient is M i-Lipschitz on Rd. Given α > 0,
m = min{m1, . . . ,mN} and M = max{M1, . . . ,MN},
let β, φ > 0 satisfy φ+ 1 > 4M and
γ= α2(φ+1)m+9βλˆ2φα−4α2(Mm+(φ+1)2)>0, (5)
Then, for each i ∈ V, starting from xi(0),vi(0) ∈ Rd
with
∑N
i=1 v
i(0) = 0d, the algorithm (3) over G makes
xi(t) → x⋆ exponentially fast as t → ∞ with a rate no
less than
min{ 7
16
,
1
9
γ}/(2λ¯F). (6)
Here, λ¯F is the maximum eigenvalue of
F =
1
2


1
9α(φ + 1)Id 0 0
0 α(φ+ 1)I(N−1)d I(N−1)d
0 I(N−1)d
1
α
I(N−1)d

 . (7)
PROOF. For weight-balanced digraphs, we have
1⊤NL=0. Thus, left multiplying (4a) by 1
⊤
N
⊗Id results in∑N
i=1
v˙i=0⇒
∑N
i=1
vi(t)=
∑N
i=1
vi(0)=0, ∀t ≥ 0. (8)
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Next, we obtain the equilibrium point of (3), (x¯, v¯), from
0 = αβLx¯, (9a)
0 = −α∇f˜(x¯)− βLx¯− v¯. (9b)
Given (9a), x¯ belongs to the null-space of L. For strongly
connected digraphs the null-space of L is spanned by 1N .
Thus, x¯ = 1N ⊗ θ, where θ ∈ Rd. Left multiplying (9b)
by 1⊤N ⊗ Id and using (8), we obtain 0 =
∑N
i=1∇f i(x¯i).
Then, the optimality condition ∇f(x⋆) = 0d along with
∇f(θ) =∑Ni=1∇f i(θ) imply
x¯i = x⋆, i ∈ V .
Substituting this value in (9b), we obtain
v¯i = −α∇f i(x⋆), i ∈ V . (10)
To study the stability of (3), we transfer the equilibrium
point to the origin and then apply a change of variables
u = v − v¯, y = x− x¯, (11a)
u = ([r R]⊗ Id)w, y = ([r R]⊗ Id)z, (11b)
where we used (1). We partition the new variables as fol-
lows:w = (w1,w2:N ) and z = (z1, z2:N ), wherew1, z1 ∈
R
d. In these new variables, the algorithm (3) reads as
w˙1 = 0d,
w˙2:N = αβ(R
⊤
LR⊗ Id)z2:N ,
z˙1 = −α(r⊤ ⊗ Id)h, (12)
z˙2:N = −α(R⊤ ⊗ Id)h− β(R⊤LR⊗ Id)z2:N −w2:N ,
where
h = ∇f˜(y + x¯)−∇f˜(x¯). (13)
Note that the first equation in (12) corresponds to the
constant of motion (8). To study the stability in the other
variables, consider the candidate Lyapunov function
V (z,w2:N ) =
1
18
α(φ+ 1)z1
⊤z1 +
φα
2
z2:N
⊤z2:N (14)
+
1
2α
(αz2:N +w2:N )
⊤(αz2:N +w2:N ),
with φ> 0 as in the statement. Note that V ≤ λ¯F‖p‖2,
with p=(z,w2:N ). The Lie derivative of V along (12) is
V˙ =− 1
9
α2(φ+ 1)y⊤h− 7
16
w⊤2:Nw2:N
− φαβz2:N⊤(R⊤ Sym(L)R ⊗ Id)z2:N
+
4
9
α2‖(R⊤ ⊗ Id)h‖2 + 4
9
α2(1 + φ)2z⊤2:Nz2:N
− ‖3
4
w2:N +
2α
3
(R⊤ ⊗ Id)h+ 2α
3
(φ+ 1)z2:N)‖2.
Next, we show that under φ + 1 > 4M and (5), V˙ is
negative definite. Invoking the assumptions on the lo-
cal cost functions in the statement, and using the M -
Lipschitzness of ∇f˜ and the m-strongly convexity of f˜
along with ‖R⊤ ⊗ Id‖ = 1 and ‖z‖ = ‖y‖, we have
‖(R⊤ ⊗ Id)h‖2 ≤ ‖h‖2 ≤My⊤h, (15a)
y⊤h ≥ m‖y‖2 = m‖z‖2. (15b)
Given these relations and invoking (2), we have
V˙ ≤−α
2((φ+1)− 4M)m
9
z⊤z− 7
16
w⊤2:Nw2:N
− φαβλˆ2z⊤2:Nz2:N +
4α2(1 + φ)2
9
z⊤2:Nz2:N
− ‖3
4
w2:N +
2α
3
(R⊤ ⊗ Id)h+ 2α(φ+ 1)
3
z2:N )‖2.
Since z⊤z = z⊤1 z1 + z
⊤
2:Nz2:N , it follows that V˙ <
−min{ 716 , 19γ}‖p‖2 < 0, where γ is a shorthand nota-
tion for the expression in (5). Thus, z → 0 as t → ∞,
equivalently xi → x⋆, for all i ∈ V , is exponential with
rate no less than (6) (cf. [Khalil, 2002, Theorem 4.10]).✷
In Theorem 1, the requirement
∑N
i=1 v
i(0) = 0d is triv-
ially satisfied by each agent with vi(0) = 0d. This is an
advantage with respect to the continuous-time coordina-
tion algorithms proposed in [Lu and Tang, 2012], which
requires the nontrivial initialization
∑N
i=1∇f i(xi(0)) =
0d, and in [Zanella et al., 2011], which requires the ini-
tialization on a state communicated among neighbors
and is subject to communication error.
Remark 2 (Design parameters in (3)):We provide here
several observations on the role of the design parameters
α and β. First, note there always existα, β satisfying (5),
e.g., any β > 4(φ+ 1)2α/(9φλˆ2). The determination of
these parameters can be performed by individual agents
if they know an upper bound onM , a lower bound onm,
and have knowledge of λˆ2, either through a dedicated al-
gorithm to compute it, see e.g., Yang et al. [2010], or use
a lower bound on it, see e.g. Mohar [1991]. We have ob-
served in simulation that (5) is only sufficient and that,
in fact, the algorithm (3) converges for any positive α
and β in our numerical examples. Although not evident
in (6), one can expect the larger α and β are, the higher
the rate of convergence of the algorithm (3) is. A coef-
ficient α > 1 can be interpreted as a way of increasing
the strong convexity coefficient of the local cost func-
tions. A coefficient β > 1 can be interpreted as a means
of increasing the graph connectivity. The relationship
between these parameters and the rate of convergence
of (3) is more evident for quadratic local cost functions
f i(x) = 12 (x
⊤
x+ x⊤ai + bi), i ∈ V . In this case, the al-
gorithm (3) is a linear time-invariant system where the
eigenvalues of the system matrix are−α, with multiplic-
ity ofNd, and−βλi, i ∈ V (λi’s are the eigenvalues of L),
with multiplicity d. Therefore, (3) converges regardless
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of the value of α, β > 0 with an exponential rate equal
to min{α, βℜ(λ2)}. When discussing discrete-time com-
munication, some trade-offs arise regarding the choice of
the parameters, as we explain later in Section 5. •
Remark 3 (Semiglobal convergence of (3) under local
gradients that are locally Lipschitz): The convergence re-
sult in Theorem 1 is semiglobal [Khalil, 2002] if the lo-
cal gradients are only locally Lipschitz or, equivalently,
Lipschitz on compact sets. In fact, one can see from the
proof of the result that, for any compact set containing
the initial conditions xi(0) ∈ Rd and vi(0) = 0d, i ∈ V ,
one can find φ > 0 and β > 0 sufficiently large such that
the compact set is contained in the region of attraction
of the equilibrium point. •
Next, we study the convergence of (3) over dynamically
changing topologies. Since the proof of Theorem 1 re-
lies on a Lyapunov function with no dependency on the
system parameters and its derivative is upper bounded
by a quadratic negative definite function, we can readily
extend the convergence result to dynamically changing
networks. The proof details are omitted for brevity.
Proposition 4 (Convergence of (3) over dynamically
changing interaction topologies): Let G be a time-varying
digraph which is strongly connected and weight-balanced
at all times and whose adjacency matrix is uniformly
bounded and piecewise constant. Assume the local cost
function f i, i∈ V, is mi-strongly convex, differentiable,
and its gradient is M i-Lipschitz on Rd. Given α > 0, let
β, φ > 0 satisfy φ+ 1 > 4M and (5) with λˆ2 replaced by
(λˆ2)min = min
p∈P
{λˆ2(Lp)}, where P is the index set of all
possible realizations of G. Then, for each i ∈ V, starting
from xi(0),vi(0) ∈ Rd with ∑Ni=1vi(0) = 0d, the algo-
rithm (3) over G makes xi(t)→ x⋆ exponentially fast as
t→∞.
Our final result of this section characterizes the topolog-
ical requirements on the communication graph and the
knowledge about the algorithm’s parameters and initial
conditions that allow a passive agent (i.e., an agent that
does not interfere in the algorithm execution) to recon-
struct the local gradients of other agents in the network.
Proposition 5 (Privacy preservation under (3)): Let G
be a strongly connected and weight balanced digraph. For
α, β > 0, consider any execution of the coordination al-
gorithm (3) over G starting from xi(0),vi(0) ∈ Rd with∑N
i=1 v
i(0) = 0d. Then, an agent i ∈ V can reconstruct
the local gradient of another agent j 6= i only if j and
all its out-neighbors are out-neighbors of i, and agent i
knows vj(0) and ajk, k ∈ V (here we assume that the
agent i is aware of the identity of neighbors of agent j
and it has memory to save the time history of the data it
receives from its out-neighbors).
PROOF. Consider an arbitrary time t⋆. Let i be an in-
neighbor of agent j and all of its out-neighbors. The al-
gorithm (3) requires each agent to communicate its com-
ponent of x to their in-neighbors. Since agent i has mem-
ory to save information it receives from its out-neighbors
for all t ≤ t⋆, it can use the time history of xj(t) to nu-
merically reconstruct x˙j(t⋆). Because i is the in-neighbor
of j and its out-neighbors, it can use its knowledge of
ajk, k ∈ V to reconstruct
∑N
k=1ajk(x
j(t)−xk(t)) for all
t ≤ t⋆. Agent i can reconstruct vj(t) from (3a) uniquely
as it knows vj(0). Then, agent i has all the elements
to solve for ∇f j(xj(t⋆)) in (3b). The lack of knowledge
about any of this information would prevent i from re-
constructing exactly the local gradient of j. ✷
4.2 Connected Graphs
Here, we study the convergence of the algorithm (3) over
connected graph topologies.While the results of the pre-
vious section are of course valid for these topologies,
here, using the structural properties of the Laplacianma-
trix of undirected graphs, we establish the convergence
of (3) for a larger family of local cost functions. In doing
so, we are also able to analytically establish convergence
for any α, β > 0, as we show next.
Theorem 6 (Exponential convergence of (3) over con-
nected graphs): Let G be a connected graph. Assume the
local cost function f i, i ∈ V, is mi-strongly convex and
differentiable on Rd, and its gradient is locally Lipschitz.
Then, for any α, β > 0 and each i ∈ V, starting from
xi(0),vi(0) ∈ Rd with∑Ni=1 vi(0) = 0, the algorithm (3)
over G satisfies xi(t)→ x⋆ as t→∞ exponentially fast.
PROOF. We use the equivalent representation (12) of
the algorithm (3) obtained in the proof of Theorem 1.
Consider the following candidate Lyapunov function
V (z,w2:N) =
1
2
α(φ + 1)z⊤1 z1 +
φα
2
z⊤2:Nz2:N (16)
+
1
2α
(αz2:N +w2:N )
⊤(αz2:N +w2:N )
+
1
2β
(φ+ 1)w⊤2:N
(
(R⊤LR)−1 ⊗ Id
)
w2:N ,
with φ≥1 defined below. Given (2), V is positive definite
and radially unbounded and satisfies V ≤ λ¯E‖p‖2, with
p=(z,w2:N) and λ¯E>0 is the maximum eigenvalue of
E=
1
2


α(φ+1)Id 0 0
0 α(φ+1)I(N−1)d I(N−1)d
0 I(N−1)d
1
α
I+ (φ+1)
β
(R⊤LR)−1⊗Id

.
The Lie derivative of V along the dynamics (12) is
V˙ = −α2(φ+ 1)y⊤h− φαβz2:N⊤(R⊤LR⊗ Id)z2:N
−w2:N⊤w2:N − αw2:N⊤(R⊤ ⊗ Id)h.
Next, we show that V˙ is upper bounded by a negative
definite function. We start by identifying a compact set
whose definition is independent of φ and contains the
set S0 = {(z,w2:N ) ∈ RNd × R(N−1)d | V (z,w2:N ) ≤
V (z(0),w2:N (0))}. For any given initial condition,
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let ρ0 =
1
2αz1(0)
⊤z1(0) +
(α+1)
2 z2:N(0)
⊤z2:N (0) +
( 12βλ2 +
1
2α +
1
2 )w2:N(0)
⊤w2:N (0) and define S¯0 = {z ∈
R
Nd | 12αz⊤1 z1 + 14αz⊤2:Nz2:N ≤ ρ0}. Observe that this
set is compact. Note that (z,w2:N ) ∈ S0 implies z ∈ S¯0
because V (z(0),w2:N (0)) ≤ (φ+ 1)ρ0 and
1
2
α(φ + 1)z⊤1 z1 +
1
4
α(φ + 1)z⊤2:Nz2:N ≤
1
2
α(φ + 1)z⊤1 z1 +
1
2
αφz⊤2:Nz2:N ≤ V (z,w2:N ).
Here, we used φ ≥ 1 in the first inequality. Since the
change of variables (11a) and (11b) are linear, the cor-
responding x and y for z ∈ S¯0 belong to compact sets,
as well. Then, the assumption on the gradients of the lo-
cal cost functions implies that there exists M0 > 0 with
‖h‖ ≤M0‖y‖ = M0‖z‖, for all z ∈ S¯0. Consequently,
‖(R⊤ ⊗ Id)h‖2≤M20 ‖z‖2, ∀(z,w2:N) ∈ S0.
Thenwe can show−αw2:N⊤(R⊤ ⊗ Id)h ≤ 12w⊤2:Nw2:N+
1
2α
2M20 z
⊤z for (z,w2:N ) ∈ S0. Using this inequality,
fact that the local cost functions aremi-strongly convex
(and hence (15b) holds) and invoking (2) we deduce
V˙ ≤ −α2(φ+ 1)m(z⊤1 z1 + z⊤2:Nz2:N )− φαβλ2z⊤2:Nz2:N
− 1
2
w⊤2:Nw2:N +
1
2
α2M20 (z
⊤
1 z1 + z
⊤
2:Nz2:N ).
Let φ+1= 12mM
2
0+
1
2mα2 δ0, where δ0>0 is such that φ≥1
(sinceM0 does not depend on φ, this choice is always fea-
sible). Then, we have V˙ ≤− 12 min{1, δ0}‖p‖2. As such,
the Lyapunov function (16) satisfies all the conditions
of [Khalil, 2002, Theorem 4.10], for the dynamics (12).
Therefore, the convergence of z → 0 as t → ∞, equiva-
lently xi → x⋆, for all i ∈ V , is exponential. ✷
Remark 7 (Bound on exponential rate of convergence):
One can see from the proof of Theorem 6 that, for a
given initial condition, the rate of convergence is at least
1
4 (min{1, δ0})/λ¯E > 0. The guaranteed rate of conver-
gence is therefore not uniform, unless the local gradients
are globally Lipschitz. In this case, one recovers the re-
sult in Theorem 1 but for arbitrary α, β > 0. •
Note that in Theorem 6 the local Lipschitzness of∇f i is
trivially held if f i is twice differentiable. The Lyapunov
function (16) identified in the proof of this result plays
a key role later in our study of the algorithm implemen-
tation with discrete-time communication in Section 5.
Next, we study the convergence of the algorithm (3) over
connected graphs when the local cost functions are only
convex. Here, the lack of strong convexity makes us rely
on a LaSalle function, rather than on a Lyapunov one,
to establish asymptotic convergence to the optimizer.
Theorem 8 (Asymptotic convergence of (3) over con-
nected graphs): Let G be a connected graph. Assume the
local cost function f i, i∈ V, is convex and differentiable
on Rd, and the global cost function f is strictly con-
vex. Then, for any α, β > 0 and each i ∈ V, starting
from xi(0),vi(0) ∈ Rd with ∑Ni=1 vi(0) = 0d, the algo-
rithm (3) over G make xi(t)→ x⋆ as t→∞.
PROOF. We use again the equivalent representa-
tion (12) of the algorithm (3) obtained in the proof
of Theorem 1. To study the stability of this system,
consider the following candidate Lyapunov function
V (z,w2:N ) =
1
2
z⊤z+
1
2αβ
w2:N
⊤
(
(R⊤LR)−1⊗Id
)
w2:N .
Given (2), V is positive definite and radially unbounded.
The Lie derivative of V along (12) is given by
V˙ = −αy⊤(∇Tf(y + x¯)−∇Tf(x¯))− βy⊤Ly
= −α
∑N
i=1
yi
⊤
(∇f i(yi+x⋆)−∇f i(x⋆))− βy⊤Ly.
To obtain the second summand, we have used z2:N =
(R⊤ ⊗ Id)y and RR⊤ = IN − rr⊤. Since the lo-
cal cost functions are convex, the first summand
of V˙ is non-positive for all y. Because the graph
is connected, the second summand is non-positive
with its null-space spanned by θ ⊗ 1N , θ ∈ Rd.
On this null-space, the first summand becomes
−αθ⊤∑Ni=1(∇f i(θ + x⋆) − ∇f i(x⋆)), which can only
be zero when θ = 0, because
∑N
i=1∇f i(x) = ∇f(x)
and the global cost function is strictly convex by as-
sumption. Then, the two summands of V˙ can be zero
simultaneously only when yi = 0, for all i ∈ V ,
which is equivalent to z = 0. Thus, V˙ is negative
semi-definite, with V˙ (z,w2:N ) = 0 happening on the
set S = {(z,w2:N ) ∈ RNd × R(N−1)d | z = 0}.
Note that (12) on S reduces to w˙2:N = 0, z˙1 = 0,
and z˙2:N = −w2:N . Therefore, the only trajectory
of (12) that remains in S is the equilibrium point
(z1 = 0, z2:N = 0,w2:N = 0). The LaSalle invariance
principle (cf. [Khalil, 2002, Theorem 4.4 and Corol-
lary 4.2]) now implies that the equilibrium is globally
asymptotically stable or, in other words, xi → x⋆, i ∈ V
globally asymptotically. ✷
Remark 9 (Simplification of (3)): For strictly convex
local cost functions, using the LaSalle function of the
proof of Theorem 8, one can show that the asymptotic
converge to the optimizer, starting from the initial con-
dition stated in Theorem 8, is also guaranteed for the
following algorithm over connected graphs
v˙i =
∑N
j=1
aij(x
i − xj),
x˙i = −∇f i(xi)− vi. •
5 Continuous-time Evolution with Discrete-
Time Communication
Here, we investigate the design of continuous-time coor-
dination algorithms with discrete-time communication
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to solve the distributed optimization problem of Sec-
tion 3. The implementation of (3) requires continuous-
time communication among the agents. While this
abstraction is useful for analysis, in practical scenarios
communication is only available at discrete instants
of time. This observation motivates our study here.
Throughout the section, we deal with communication
topologies described by connected graphs. Our results
build on the discussion of Section 4, particularly the
identification of Lyapunov functions for stability.
We start by introducing some useful conventions. At any
given time t ∈ R≥0, let xˆj be the last known state of
agent j ∈ V transmitted to its in-neighbors. If {tik} ⊂
R≥0 denotes the times at which agent i communicates
with its in-neighbors, then one has xˆi = xi(tik) for t ∈
[tik, t
i
k+1). Consider the next implementation of the al-
gorithm (3) with discrete-time communication,
v˙i = αβ
∑N
j=1
aij(xˆ
i − xˆj), (18a)
x˙i = −α∇f i(xi)− β
∑N
j=1
aij(xˆ
i − xˆj)− vi. (18b)
Clearly, the evolution of (18) depends on the sequences
of communication times for each agent. Here, we con-
sider three scenarios. Section 5.1 studies periodic com-
munication schemes where all agents communicate syn-
chronously at ∆ intervals of time, i.e., tik = tk = ∆k
for all i ∈ V . We provide a characterization of the peri-
ods that guarantee the asymptotic convergence of (18)
to the optimizer. In general, periodic schemes might re-
sult in a wasteful use of the communication resources
because of the need to account for worst-case situations
in determining appropriate periods. This motivates our
study in Section 5.2 of event-triggered communication
schemes that tie the communication times to the net-
work state for greater efficiency. We discuss two event-
triggered communication implementations, a centralized
synchronous one and a distributed asynchronous one. In
both cases, we pay special attention to ruling out the
presence of Zeno behavior (the existence of an infinite
number of updates in a finite interval of time).
5.1 Periodic Communication
The following result provides an upper bound on the
size of admissible stepsizes for the execution of (18) over
connected graphswith periodic communication schemes.
Theorem 10 (Convergence of (18) with periodic com-
munication): Let G be a connected graph. Assume the lo-
cal cost function f i, i∈ V, is mi-strongly convex, differ-
entiable, and its gradient is M i-Lipschitz on Rd. Given
α, β > 0, consider an implementation of (18)with agents
communicating over G synchronously every ∆ seconds
starting at t0 = 0, i.e., t
i
k = tk = ∆k for all i ∈ V. Let
0 < ǫ < 1 and δ > 0 such that
φ =
1
2m
M
2
+
1
2mα2
δ − 1 > 0, (19)
where M and m are given in Theorem 1, and define
τ=
1
αM + 1
ln
(
1 +
(αM + 1)ζ
αM + 1 + βλN
√
1 + α2(1 + ζ)
)
,
(20)
where ζ2 = 2ǫ(1−ǫ)λ2min{δ,1}
αβλ2
N
φ+4α2λ2(1+φ)2
. Then, if ∆ ∈ (0, τ),
the algorithm evolution starting from initial conditions
xi(0),vi(0) ∈ Rd with ∑Ni=1 vi(0) = 0d makes xi(t) →
x
⋆ exponentially fast as t→∞, for all i ∈ V with a rate
of no less than 14ǫ(min{ 12 , δ})/λ¯E > 0.
PROOF. We start by transferring the equilibrium
point to the origin using (11a) and then apply the
change of variables (11b) to write (18) as
w˙1 = 0d, (21a)
w˙2:N = αβ(R
⊤
LR⊗ Id)(z2:N + z˜2:N ), (21b)
z˙1 = −α(r⊤ ⊗ Id)h, (21c)
z˙2:N = −α(R⊤ ⊗ Id)h (21d)
− β(R⊤LR⊗ Id)(z2:N + z˜2:N )−w2:N ,
where z˜2:N (t) = z2:N (tk)− z2:N(t), for t ∈ [tk, tk+1),
and h is given by (13). To study the stability of (21b)-
(21d), consider the Lyapunov function (16) with φ satis-
fying (19). Its Lie derivative can be bounded by (details
similar to the proof of Theorem6 are omitted for brevity)
V˙ ≤ −δ(1− ǫ)
2
(z⊤1 z1+z
⊤
2:Nz2:N )−
δǫ
2
(z⊤1 z1+z
⊤
2:Nz2:N )
−(1−ǫ)
2
w⊤2:Nw2:N−
ǫ
4
w⊤2:Nw2:N−φαβλ2(1−ǫ)z⊤2:Nz2:N
+
1
4ǫλ2
φαβλ2N z˜
⊤
2:N z˜2:N +
1
ǫ
α2(φ+ 1)2z˜⊤2:N z˜2:N
≤ −φαβλ2(1 − ǫ)z⊤2:Nz2:N −
1
2
ǫmin{δ, 1
2
}p⊤p
− 1
2
(1− ǫ)min{δ, 1}(p⊤p− ζ−2z˜⊤2:N z˜2:N), (22)
where p = (z,w2:N ) and ǫ and ζ are given in the the-
orem’s statement. Observe that at each communication
time tk, ‖z˜2:N (tk)‖ = 0, then, it grows until next com-
munication at time tk+1 when it becomes zero again. Our
proof proceeds by showing that if tk+1 < tk+ τ , where τ
is given in (20), then we have the guarantee that
‖z˜2:N (t)‖ < ζ ‖p(t)‖, t ∈ [tk, tk+1), (23)
(note that, from (22), this guarantee ensures that V˙ is
negative definite for all t ≥ 0). To this end, we study the
dynamics of q = ‖z˜2:N‖/‖p‖ and find a lower bound on
the time that it takes for q to evolve from zero (recall
z˜2:N (tk) = 0) to ζ. Notice that
q˙ =
z˜⊤2:N
.
z˜2:N
‖z˜2:N‖‖p‖ −
‖z˜2:N‖p⊤p˙
‖p‖3 ≤ (1 + q)
‖p˙‖
‖p‖ ≤ (1 + q)×
(αM+βλN
√
1+α2)‖p‖+‖w2:N‖+βλN
√
1+α2‖z˜2:N‖
‖p‖
≤ (αM + 1)(1 + q) + βλN
√
1 + α2(1 + q)2.
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Here, we used in the first inequality d/dt(z˜2:N) = −z˙2:N
and ‖z˙2:N‖ ≤ ‖p˙‖ and in the second one the evolution
of p˙ given in (21b)-(21d), ‖R⊤LR‖ ≤ ‖L‖ = λN and∥∥∥∥∥
[
−βR⊤LR
αβR⊤LR
]∥∥∥∥∥ = βλN
√
1 + α2.
Using the Comparison Lemma (cf. [Khalil, 2002, Lemma
3.4]), we conclude that q(t, q0) ≤ ψ(t, ψ0), whereψ(t, ψ0)
is the solution of ψ˙ = (αM+1)(1+ψ)+βλN
√
1 + α2(1+
ψ)2 satisfying ψ(0, ψ0) = ψ0. Then,
q(t, 0) ≤ ψ(t, 0)
=
(αM + 1 + βλN
√
1 + α2)(eαMt+t − 1)
−βλN
√
1 + α2eαMt+t + αM + 1 + βλN
√
1 + α2
.
The time τ for ψ(τ, 0) = ζ is given by (20). Then, for
{tk+1 − tk}k∈Z≥0 < τ , we have (23), and as a result
from (22) we have V˙ <− 12ǫmin{δ, 12}p⊤p. Thus, z→ 0,
as t→∞, which is equivalent to xi → x⋆ as t→∞, ex-
ponentially fast with the rate given in the statement. ✷
Remark 11 (Dependence of the communication period
on the design parameters): The value of τ in Theorem 10
depends on the graph topology, the parameters of the
local cost functions, the design parameters α and β, and
the variables ǫ and δ. One can use this dependency to
maximize the value of τ . Note that the argument of ln(.)
in (20) is a monotonically increasing function of ζ > 0.
Therefore, the smaller the value of β, the larger the value
of τ . However, the dependency of τ on the rest of the
parameters listed above is more complex. For given local
cost functions, fixed network topology and fixed values
of α, β, the maximum value of ζ is when φ + 1 is at its
minimum and ǫλ2min{1− ǫ, δ} is at its maximum. •
5.2 Event-Triggered Communication
This section studies the design of event-triggered com-
munication schemes for the execution of (18). In contrast
to periodic schemes, event-triggered implementations tie
the determination of the communication times to the
current network state, resulting in a more efficient use of
the resources. The proof of Theorem 10 reveals that the
satisfaction of condition (23) guarantees the monotonic
evolution of the Lyapunov function, which in turn en-
sures the correct asymptotic behavior of the algorithm.
One could therefore specify when communication should
occur by determining the times when this condition is
not satisfied. There is, however, a serious drawback to
this approach: the evaluation of the condition (23) re-
quires the knowledge of the global minimizer x⋆, which
is of course not available. To see this, note that
‖z˜2:N‖ = ‖Π(x(tk)− x)‖, (24a)
‖p‖ =
√
‖x− x¯‖2 + ‖Π(v − v¯)‖2, (24b)
where we have used (1) and (8) (recall Π = ΠN ⊗ Id).
From (10), v¯i=−α∇f i(x⋆) for i ∈ V , and thus the eval-
uation of the triggering condition (23) requires knowl-
edge of the global optimizer. Our forthcoming discus-
sion shows how one can circumvent this problem. We
first consider the design of centralized triggers requiring
global network knowledge and then discuss triggering
schemes that only rely on inter-neighbor interaction.
5.2.1 Centralized Synchronous Implementation
Here, we present a centralized event-triggered scheme to
determine the sequence of synchronous communication
times in (18). Our discussion builds upon the examina-
tion of the Lie derivative of the Lyapunov function used
in the proof of Theorem 10 and the observations made
above regarding the lack of knowledge of the global op-
timizer. From (24), we see that an event-triggered law
should not employ p, but rather rely on z˜2:N and z2:N ,
to be independent of x⋆. With this in mind, the exami-
nation of the upper bound (22) on V˙ reveals that, if
‖z˜2:N (t)‖2 = ‖Π(x(tk)− x(t))‖2
≤ κ‖z2:N (t)‖2 = κ‖Πx(t)‖2, (25)
where κ is shorthand notation for
κ = 2
ǫδλ2 + 2φαβλ
2
2ǫ
2(1 − ǫ)
αβφλ2N + 2λ2α
2(1 + φ)2
, (26)
(here 0 < ǫ < 1 and φ is given by (19)), then we have
V˙≤−φαβλ2(1−ǫ)2z2:N⊤z2:N− 1
2
(1−ǫ)w2:N⊤w2:N (27)
− 1
2
δz1
⊤z1≤−1
2
min{δ,2φαβλ2(1− ǫ)2,(1−ǫ)}p⊤p.
Then, we can reproduce the proof of Theorem 10 and
conclude the exponential convergence to the optimal so-
lution. Accordingly, the sequence of synchronous com-
munication times {tk}k∈Z≥0 ⊂ R≥0 for (18) should be
determined by (25). However, for a truly implementable
law, one should rule out Zeno behavior, i.e., the sequence
of times does not have any finite accumulation point.
However, observing (25), one can see that Zeno behavior
will arise at least near the agreement surfaceΠx = 0dN .
The next result details how we address this problem.
Theorem 12 (Convergence of (18) with Zeno-free cen-
tralized event-triggered communication): Let G be a con-
nected graph. Assume the local cost function f i, i ∈ V,
is mi-strongly convex, differentiable, and its gradient
is M i-Lipschitz on Rd. Consider an implementation
of (18) with agents communicating over G synchronously
at {tk}k∈Z≥0 ⊂ R≥0, starting at t0 = 0,
tk+1 = argmax{t ∈ [tk + τ,∞) |
‖Π(x(tk)− x(t))‖2 ≤ κ‖Πx(t)‖2}, (28)
where τ and κ < 1 are defined in (20) and (26), respec-
tively. Then, for any given α, β > 0 and each i ∈ V,
the algorithm evolution starting from initial conditions
xi(0),vi(0) ∈ Rd with ∑Ni=1 vi(0) = 0d makes xi(t) →
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x
⋆ exponentially fast as t → ∞ with a rate no less than
1
4 (min{δ,2φαβλ2(1− ǫ)2,(1−ǫ), 12ǫ})/λ¯E > 0.
PROOF. We first show κ < 1. This is an important
property guaranteeing that, if agents start in agreement
at a point other than the optimizer x⋆, then the con-
dition (25) is eventually violated, enforcing information
updates. Notice that (a) 4ǫ2(1− ǫ)λ22 < λ2N and (b) ǫδ <
α2(1 + φ)2 imply that the numerator in (26) is smaller
than its denominator, and hence κ < 1. (a) follows from
noting that the maximum of 4ǫ2(1 − ǫ) for ǫ ∈ (0, 1) is
16/27 < 1 and the fact that λ2 ≤ λN . We prove (b)
reasoning by contradiction. Assume δ > α2(1 + φ)2 or
equivalently α(1 + φ) −
√
δ < 0. Using (19) and multi-
plying both sides of the inequality by 2mα, we obtain
α2M
2
+ δ − 2αm
√
δ=(
√
δ − αm)2+α2(M2 −m2)<0,
which, since M ≥ m, is a contradiction. Having estab-
lished the consistency of (25), consider now the can-
didate Lyapunov function V in (16) and let tk be the
last time at which a communication among all neigh-
boring agents occurred. From the proof of Theorem 10,
we know that the time derivative of V is negative, V˙ <
− 12ǫmin{δ, 12}p⊤p as long as t < tk + τ . After this
time, (27) shows that as long as (25) is satisfied, V˙ is
negative, and exponential convergence follows. ✷
Interestingly, given that (25) does not use the full state of
the network but instead relies on the disagreement, one
can interpret it as an output feedback event-triggered
controller. Guaranteeing the existence of lower bounded
inter-execution times for such controllers is in general a
difficult problem, see e.g., [Donkers and Heemels, 2012].
Augmenting (25) with the condition tk+1 ≥ tk+τ results
in Zeno-free executions by lower bounding the inter-
event times by τ . The knowledge of this value also al-
lows the designer to compute bounds on the maximum
energy spent by the network on communication.
5.2.2 Distributed Asynchronous Implementation
We present a distributed event-triggered scheme for de-
termining the sequence of communication times in (18).
At each agent, the execution of the communication
scheme depends only on local variables and the triggered
states received from its neighbors. This naturally results
in asynchronous communication. We also show that the
resulting executions are free from Zeno behavior.
Theorem 13 (Convergence of (18) with Zeno-free dis-
tributed event-triggered communication): Let G be a con-
nected graph. Assume f i, i ∈ V, is mi-strongly convex,
differentiable, and its gradient is M i-Lipschitz on Rd.
For ǫ ∈ RN>0, consider an implementation of (18) where
agent i ∈ V communicates with its neighbors in G at
times {tik}k∈Z¯i⊆Z≥0 ⊂ R≥0, starting at ti0 = 0,
tik+1 = argmax{t ∈ [tik,∞) | (29)
4di
out
‖xˆi(t)−xi(t)‖2 ≤
∑N
j=1
aij‖xˆi(t)− xˆj(t)‖2+(ǫi)2}.
Given α > 0, let β, φ > 0 satisfy φ+ 1 > 4M and
γ′=α2(φ+1)m+ 92βλˆ2φα−4α2(Mm+(φ+1)2)>0. (30)
Then, for each i ∈ V, the evolution starting from ini-
tial conditions xi(0),vi(0) ∈ Rd with ∑Ni=1 vi(0) = 0d
makes ‖xi(t) − x⋆‖ ≤ φαβλ¯F4ηλ
F
‖ǫ‖2 as t → ∞ exponen-
tially fast with a rate no less than η/λ¯F . (Here, η =
min{ 716 , 19γ′}, and λF and λ¯F are the minimum and
maximum eigenvalues of F in (7)). Moreover, the inter-
execution times of i are lower bounded by
τ i =
1
αM i
ln
(
1+
αM iǫi
2
√
di
out
(αM i + 2βdi
out
+ 1)θ
)
, (31)
where θ = λ¯F
λ
F
√
‖x(0)− x¯‖2+‖v(0)− v¯‖2+ φαβλ¯F4ηλ
F
‖ǫ‖2.
PROOF. Given an initial condition, let [0, T ) be the
maximal interval on which there is no accumulation
point in {tk}k∈Z¯ = ∪Ni=1∪k∈Z¯i⊆Z≥0 tik. Note that T > 0,
since the number of agents is finite and, for each i ∈ V ,
ǫi > 0 and x˜i(0) = xˆi(0)−xi(0) = 0. The dynamics (18),
under the event-triggered communication scheme (29),
has a unique solution in the time interval [0, T ). Next,
we use Lyapunov analysis to show that the trajectory
is bounded during [0, T ). Consider the function V given
in (14), whose Lie derivative along (21b)-(21d) is
V˙ = −1
9
α2(φ+ 1)y⊤h− 7
16
w⊤2:Nw2:N
− ‖3
4
w2:N +
2α
3
(R⊤ ⊗ Id)h+ 2α
3
(φ+ 1)z2:N )‖2
+
4
9
α2‖(R⊤ ⊗ Id)h‖2 + 4
9
α2(1 + φ)2z⊤2:Nz2:N
− φαβ
2
z⊤2:N(R
⊤
LR⊗Id)z2:N + φαβ
2
s,
where s = −z⊤2:N(R⊤LR⊗Id)z2:N−2z⊤2:N (R⊤LR⊗Id)z˜2:N ,
and z˜2:N = zˆ2:N − z2:N . Using the assumptions on
the local cost functions and following steps similar to
those taken in the proof of Theorem 1 to lower bound
y⊤h and upper bound ‖(R⊤ ⊗ Id)h‖ along with using
λ2z
⊤
2:Nz2:N ≤ z⊤2:N(R⊤LR⊗Id)z2:N , one can show that
V˙ ≤ −η‖p‖2 + φαβ
2
s,
where p = (z,w2:N ). Next, we show s ≤ 12‖ǫ‖2 for t ∈
[0, T ). Using RR⊤ = ΠN , LΠN = ΠNL = L, z2:N =
(R⊤ ⊗ Id)y = (R⊤ ⊗ Id)x, and z˜2:N = (R⊤ ⊗ Id)y˜ =
(R⊤ ⊗ Id)x˜, we get s = −x⊤Lx− 2x⊤Lx˜. Then,
s = −(xˆ− x˜)⊤L(xˆ− x˜)− 2(xˆ− x˜)⊤Lx˜
= x˜⊤Lx˜− xˆ⊤Lxˆ.
Given L = Dout − A and Dout + A ≥ 0, we have
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x˜⊤Lx˜ ≤ 2x˜⊤(Dout ⊗ Id)x˜ = 2
∑N
i=1
d
i
out‖x˜i‖2.
Therefore, we can write (recall x˜i = xˆi − xi)
s =
1
2
∑N
i=1
(
4diout‖xˆi − xi‖2 −
∑N
j=1
aij‖xˆi − xˆj‖2
)
,
which, with (29), yields s≤ 12‖ǫ‖2 for t∈ [0, T ). Then,
V˙ ≤ −η‖p‖2 + φαβ
4
‖ǫ‖2, t ∈ [0, T ),
Recall from the proof of Theorem 1 that λF ‖p‖2 ≤
V (p) ≤ λ¯F ‖p‖2. Then, using the Comparison Lemma
(cf. [Khalil, 2002, Lemma 3.4]), we deduce that
‖p(t)‖ ≤ 1
λF
‖V (0)‖ e−
η
λ¯F
t
+
φαβλ¯F ‖ǫ‖2
4ηλF
(1−e−
η
λ¯F
t
)
≤ λ¯F
λF
‖p(0)‖e−
η
λ¯F
t
+
φαβλ¯F ‖ǫ‖2
4ηλF
(1−e−
η
λ¯F
t
), (32)
for t ∈ [0, T ). Notice that regardless of value of T ,
‖p(t)‖ ≤ λ¯F
λF
‖p(0)‖+ φαβλ¯F
4ηλF
‖ǫ‖2, (33)
for t ∈ [0, T ). Notice that the right-hand side corre-
sponds to θ. This can be seen by noting that, from (11b),
we have ‖z‖ = ‖x − x¯‖ and ‖w‖ = ‖w2:N‖ = ‖v − v¯‖
(recall
∑N
i=1 v
i(0) = 0 results in w1 = 0 for all t ≥ 0).
Our final objective is to show that T = ∞. To achieve
this, we firt establis a lower bound on the inter-execution
times of any agent. To do this, we determine a lower
bound on the time it takes i ∈ V to have ‖xˆi−xi‖ evolve
from 0 to ǫi/(2
√
diout). Using (10) and (18b), we have
d
dt
‖xˆi − xi‖ = − (xˆ
i − xi)⊤x˙i
‖xˆi − xi‖ ≤ ‖x˙
i‖
= ‖ − α(∇f i(xi)−∇f i(x⋆))− β
∑N
j=1
aij(xˆ
i−xˆj)
−(vi + α∇f i(x⋆)‖
≤ αM i‖xi − x⋆‖+ β
∑N
j=1
aij‖xˆi−xˆj‖+ ‖vi − v¯i‖,
which leads to
d
dt
‖xˆi − xi‖ ≤ αM i‖xˆi − xi‖+ αM i‖xˆi − x⋆‖+
β
∑N
j=1
aij(‖xˆi − x⋆‖+ ‖xˆj − x⋆‖) + ‖vi − v¯i‖.
From (33), we have ‖x(t) − x¯‖ ≤ θ and ‖v(t) − v¯‖ ≤
θ. This implies ‖vi(t) − v¯i‖ ≤ θ, ‖xˆi − x⋆‖ ≤ θ, and∑N
j=1 aij(‖xˆi − x⋆‖ + ‖xˆj − x⋆‖) ≤ 2dioutθ, for all i ∈
V . Therefore, from the inequality above, d
dt
‖xˆi − xi‖ ≤
αM i‖xˆi − xi‖ + ci, where ci = (αM i + 2βdiout + 1)θ.
Using the Comparison Lemma (cf. [Khalil, 2002, Lemma
3.4]) and the fact that ‖xˆi − xi(tik)‖ = 0, we deduce
‖xˆi − xi(t)‖ ≤ ci(eαMi(t−tik)−1)/(αM i), t ≥ tik.
Then, the time it takes ‖xˆi − xi‖ to reach ǫi/(2
√
diout)
is lower bounded by τ i > 0 given by (31). To show
T = ∞, we proceed by contradiction. Suppose that
T < ∞. Then, the sequence of events {tk}k∈Z¯ has an
accumulation point at T . Because we have a finite num-
ber of agents, this means that there must be an agent
i ∈ V for which {tik}k∈Z¯i has an accumulation point
at T , implying that agent i transmits infinitely often in
the time interval [T − ∆, T ) for any ∆ ∈ (0, T ]. How-
ever, this is in contradiction with the fact that inter-
event times are lower bounded by τ i > 0 on [0, T ). Hav-
ing established T = ∞, note that this fact implies that
under the event-triggered communication law (29), the
algorithm (18) does not exhibit Zeno behavior. Further-
more, from (32), we deduce that, for each i ∈ V , one has
‖xi(t)−x⋆‖ ≤ ‖p(t)‖ ≤ φαβλ¯F4ηλ
F
‖ǫ‖2 as t→∞, exponen-
tially fast with a rate no worse than η/λ¯F . ✷
Regarding the role of the design parameters and condi-
tion (30), we omit for space reasons observations similar
to the ones made in Remark 2. The lower bound on the
inter-event times allows the designer to compute bounds
on the maximum energy spent by each agent on commu-
nication during any given time interval. Since the total
number of agents is finite and each agent’s inter-event
times are lower bounded, it follows that the total num-
ber of events in any finite time interval is finite. In gen-
eral, an explicit expression lower bounding the network
inter-event times is not available. It is also worth notic-
ing that the farther away the agents start from the fi-
nal convergence point (larger θ in (31)), the smaller the
guaranteed lower bound between inter-event times be-
comes. As before, τ i in (31) depends on the graph topol-
ogy, the parameters of the local cost function, the design
parameters α and β, and the variable ǫi. One can use
this dependency to maximize the value of τ i in a similar
fashion as discussed in Remark 11. For quadratic local
cost functions of the form f i(x) = 12 (x
⊤
x + x⊤ai + bi),
i ∈ V the claim of Theorem 13 holds for any α, β > 0.
Finally, we point out that the discrete-time communi-
cation strategies introduced above enjoy similar privacy
preservation properties as the ones stated in Proposi-
tion 5, but we omit the details here for brevity.
6 Simulations
Here, we illustrate the performance of the algorithm (3)
and its implementation with discrete-time communica-
tion (18). We consider a network of 10 agents, with
strongly convex local cost functions on R given by
f1(x)=0.5 e−0.5x+0.4 e0.3x, f2(x)=(x− 4)2,
f3(x)=0.5x2 ln(1 + x2) + x2, f4(x)=x2 + e0.1x,
f5(x)=ln(e−0.1x+e0.3x) + 0.1x2, f6(x)=x2/ln(2+x2),
f7(x)=0.2 e−0.2x+0.4 e0.4x, f8(x)=x4+2x2+2,
f9(x)=x2/
√
x2 + 1 + 0.1x2, f10(x)=(x+ 2)2.
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Fig. 1. Executions of (3) over a time-varying digraph that remains weight-balanced and strongly connected.
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Fig. 2. One of the digraphs used in the simulations.
The gradient of the cost function of agents 1, 4, 7, 8 are
locally Lipschitz, while the rest are globally Lipschitz.
Figure 1 shows the executions of the algorithm (3) for dif-
ferent values of β when the network topology alternates
every 2 seconds among three strongly connected, weight-
balanced digraphs (with unitary edge weights, Figure 2
shows one of these graphs). Convergence is achieved as
guaranteed by Proposition 4 (see also Remark 3). The
plot also shows that larger values of β result in faster
convergence, cf. Remark 2. In all the simulations we ran,
convergence is achieved for any α, β > 0.
Figures 3(a)-(b) show executions of (18) with periodic
communication over the network depicted in Figure 2
for different β’s and ∆’s. Even though Theorem 10 is
established for undirected graphs, our simulations show
convergent behavior for strongly connected and weight-
balanced digraphs. Figure 3 suggests a trade-off where
larger ∆ (corresponding to smaller β, see Remark 11)
result on savings on the energy consumed by agents for
communication at the cost of slower convergence.
Figures 4(a)-(b) compare the evolution of the agents
for (18) with periodic communication and for an Eu-
ler discretization of (3) over the network in Figure 2.
In these simulations, we fixed ∆ and varied β until the
algorithm becomes close to the divergence. The results
show that (18) can use a larger β, which reveals that, for
the same amount of communication effort, (18) achieves
faster convergence.
Figure 5 shows the time history of the natural log error
xi − x⋆ and the communication execution times of each
agent i ∈ V of (18) with the distributed event-triggered
communication law (29). The results illustrate the be-
havior guaranteed by Theorem 13: the communication
times are asynchronous, the operation is Zeno-free, and
the states converge to an ‖ǫ‖2-neighborhood of x⋆.
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β=0.5, ∆=1 s.
Fig. 3. Performance evaluation of the algorithm (18) when
the communication is periodic.
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(a)Algorithm (18): α=1,
β=2,∆=0.2 s.
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(b)Euler discretization of (3)
(α=1, β=1,∆=0.2 s.)
Fig. 4. Performance evaluation of the algorithm (18) when
the communication is periodic vs. the Euler-discretized im-
plementation of the algorithm (3).
7 Conclusions
Wehave presented a novel class of distributed continuous-
time coordination algorithms that solve network op-
timization problems where the objective function is
strictly convex and equal to a sum of local agent cost
functions. For strongly connected and weight-balanced
agent interactions, we have shown that our algorithms
converge exponentially to the solution of the optimiza-
tion problem when the local cost functions are strongly
convex and their gradients are globally Lipschitz. This
property is preserved in dynamic networks as long as the
topology stays strongly connected and weight-balanced.
For connected and undirected agent interactions, we
have shown that exponential convergence still holds un-
der the relaxed conditions of strongly convex local cost
functions with locally Lipschitz gradients. In this case,
asymptotic convergence also holds when the local cost
functions are just convex. We have also explored the im-
plementation of our algorithms with discrete-time com-
munication. Specifically, we have established asymptotic
convergence under periodic, centralized synchronous,
and distributed asynchronous event-triggered communi-
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Fig. 5. Execution of algorithm (18) using α = β = 1 when
the distributed event-triggered communication law (29) with
ǫi = 0.002, i ∈ V is employed: in the bottom plot × shows
the time an event is triggered by an agent.
cation schemes, paying special attention to establishing
the Zeno-free nature of the algorithm executions. Future
work will focus on strengthening the results to eliminate
the offline computation of the design parameters, the
study of the robustness against disturbances, time de-
lays, and asynchronous agents’ clocks, the exploration
of agent abstractions for self-triggered implementations,
and the use of triggered control methods in other coor-
dination problems, including constrained, time-varying,
and online scenarios, and networked games.
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