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We study strong coupling between plasmons in monolayer charge-doped graphene and excitons
in a narrow gap semiconductor quantum well separated from graphene by a potential barrier. We
show that the Coulomb interaction between excitons and plasmons result in mixed states described
by a Hamiltonian similar to that for exciton-polaritons and derive the exciton-plasmon coupling
constant that depends on system parameters. We calculate numerically the Rabi splitting of exciton-
plasmariton dispersion branches for several semiconductor materials and find that it can reach values
of up to 50 - 100 meV.
I. INTRODUCTION
Graphene plasmonics has recently emerged as a
promising platform for studying strong light-matter
interactions.1 Graphene is a novel two-dimensional
(2D) material2,3 with unique electronic and optical
properties4,5 and a wide range of applications such as
biosensors,6 ultrafast lasers,7 optical modulators,8 and
photodetectors.9 Clean graphene samples are character-
ized by long electron scattering times and much lower,
compared to metals, Ohmic losses due to relatively weak
electron-phonon interaction.10 Charge-doped graphene
with Fermi energy, EF , in the range 0.2-0.6 eV ex-
hibits a stable in-plane plasmon in the infrared frequency
range11–16 with gate-tunable wavelength, λp, well below
radiation wavelength at the same frequency.17
A large local density of states (LDOS) of graphene
plasmons as compared to that of surface plasmon po-
laritons (SPP) on metal surfaces ensures very efficient
plasmon excitation by a local probe such as an excited
dye molecule or an exciton in semiconductor quantum
dot (QD) situated at a close distance to the graphene
sheet.18–21 Recent measurements22 of nonradiative en-
ergy transfer from a dye molecule to graphene pointed
to a strong Coulomb coupling between electronic exci-
tations in these two systems with transfer rates exceed-
ing the radiative decay rate by a factor of ∼102. Plas-
mons can also provide efficient coupling between several
emitters situated near a graphene sheet, e.g., by enhanc-
ing superradiance from two excited QDs23 or facilitating
long-distance energy transfer between a donor and an
acceptor.24 These studies explored weak coupling regime
between graphene plasmons and excitons, i.e., the energy
spectra of these excitations are not significantly altered
by the optical interactions between them.
Here we demonstrate that a strong coupling be-
tween excitons and graphene plasmons can be real-
ized in a hybrid graphene-semiconductor system giv-
ing rise to a propagating exciton-plasmon state with a
mixed 2D dispersion (hereafter referred to as exciton-
plasmariton25). Strong exciton-plasmon coupling effects
have been recently studied between surface plasmon-
polaritons (SPP) or localized surface plasmons in metal
structures and excitons in dye J-aggregates,26–33 indi-
vidual dye molecules,34–36 semiconductor quantum wells
(QW),37,38 or QDs and nanoscrystals.39–41 In these sys-
tems, very large Rabi splittings (relative to vacuum
Rabi splitting42) were reported in the range of 100-
200 meV for dispersion of SPP coupled to molecular
excitons26,34–36 and in the range of 200-450 meV for ab-
sorption/transmission spectra of excitons coupled to lo-
calized plasmons (plexcitons),27–31,33,38 while relatively
small splittings (< 10 meV) were observed for SPP cou-
pled to QW excitons.37,38 The optical excitation energies
in the above experiments were in the range 1-3 eV to
match those of plasmon resonances in metal nanostruc-
tures. In contrast, stable graphene plasmons have sig-
nificantly lower energies (below 0.5 eV in highly doped
samples) and, to the best of our knowledge, strong cou-
pling regime in graphene has not yet been explored. Here
we show that a strong exciton-graphene plasmon cou-
pling can be achieved in a hybrid structure comprised
of doped graphene monolayer separated by a thin spacer
from a narrow gap semiconductor QW.
The proposed structure is schematically shown in
Fig. 1(a). The tunneling barrier between QW and
graphene, Spacer I, prevents a photoinduced charge
transfer from QW to graphene. In this case, quasiparti-
cles in graphene (plasmons) and QW (excitons) interact
with each other only via direct Coulomb coupling. The
QW rests on a dielectric substrate separated by Spacer
II. As examples, we chose four narrow gap semiconductor
QWs: InAs, InSb, and HgCdTe (HCT) with two different
Cd concentrations corresponding to HCT bulk bandgaps
of Eg = 0.2 eV and 0.3 eV.
43 In Fig. 1(b), the exciton
dispersion relations for all QWs are plotted together with
the plasmon dispersion. In principle, both exciton and
plasmon energies as well as the Coulomb coupling be-
tween them are subject to complex dielectric screening
determined by spacer layer widths d and d′, QW width a,
and dielectric constants of all the materials involved. For
example, by varying the parameters of the layered struc-
ture, the Coulomb coupling strength can be tuned in a
wide range. In this paper, we assume a simplified model
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2of dielectric screening by introducing a single effective
dielectric constant, κ, and using it as a free parameter.
For example, Fig. 1(b) shows the graphene plasmon and
QW exciton dispersions for effective dielectric constant of
κ = 7 and the graphene charge-doping level of EF = 0.5
eV. At this doping level, graphene plasmon is Landau
damped at q & 0.7 nm−1, the onset of damping marked
by red cross in Fig. 1(b). It can be seen that, for the
chosen semiconductor QWs, the plasmon and excitons
dispersion curves intersect at q well below the damping
onset. At smaller κ, exciton energies decrease (due to
stronger electron-hole interaction) and plasmon energies
increase, resulting in the exciton-plasmon resonance at
even smaller q. For small separations between graphene
and QW, we thus expect a mixed exciton-plasmon state
to form due to strong Coulomb coupling between its con-
stituent excitations.
We show that the dynamics of exciton-plasmaritons
can be accurately described by a simple Hamiltonian
similar to exciton-polariton Hamiltonian with exciton-
plasmon coupling constant strongly affected by the
system parameters. We explore the strong coupling
regime by performing numerical calculations involving
full graphene response functions and compare the results
to our model. The calculated Rabi splitting between the
exciton-plasmariton upper and lower dispersion branches
strongly depends on system parameters and can reach
values ∼50-100 meV for small graphene-QW separation
d.
The paper is organized as follows. In Sec. II we
present our model for coupled QW exciton and graphene
plasmon and derive the exciton-plasmariton Hamiltonian
and its energy spectrum within plasmon-pole approxima-
tion. In Sec. III we perform numerical calculations of
exciton-plasmariton energy spectrum using graphene full
response functions and compare the results to those of
our model. Technical details of calculations are described
in Appendices.
II. EXCITON-PLASMARITON HAMILTONIAN
We consider a QW of width a separated from a
monolayer graphene by a sufficiently high potential bar-
rier of thickness d. The system Hamiltonian is H =
HQW + HG + HQW-G, where HQW and HG are many-
body Hamiltonians for electronic excitations in QW
and graphene, respectively, and HQW-G describes the
Coulomb interaction between them. In the absence of
free electron population in QW, the main contribution
to HQW-G comes from the interaction of interband po-
larization in QW with the electric field due to charge
density fluctuations in graphene (see Appendix A)
HQW−G = −
∫
dV dcv ·E+H.c., (1)
where dcv = ψ
∗
c (r)erψv(r) is the dipole transition opera-
tor between conduction (c) and valence (v) bands and
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FIG. 1. (a) Schematics of the device. (b) Plasmon and ex-
iton dispersion relations are shown by thick turquoise a d
thin lines, respectively. The bulk bandgap of HCT is given
in parentheses in the legend. The QW width and the Fermi
energy in graphene are a = 20 nm and EF = 0.5 eV, respec-
tively. Plasmon-exciton resonances and the onset of Landau
damping are marked by black and red crosses, respectively.
Graphene electron-hole transition continua are shown in grey.
ψi are Bloch functions (i = c, v).
44 The electric field
E(r) = −e−1∇Φ(r) acting on exciton in QW is gener-
ated by density fluctuations in graphene
Φ(r) =
∫
G
dr′‖ V (r− r′)
[
ρG(r′‖)− ρG0
]
, (2)
where r = (r‖, z) is 3D coordinate, r‖ and z being in-
plane and out-of-plane coordinates, respectively, and in-
tegration is carried over graphene plane z = 0. The
in-plane Fourier transform of the Coulomb potential,
V (r) = 1/κr, is given by V (q, z) = 2pie
2
κq e
−qz, where q
is the in-plane momentum and κ is the effective dielec-
tric constant. Electron density operator and the average
electron density in graphene are denoted by ρG(r‖) and
ρG0 , respectively, .
Our goal is to derive effective exciton-plasmon Hamil-
tonian. To this end, let us first recast HQW-G in second-
quantized electron-hole form. In a standard manner,44
the Bloch function splits into envelope and periodic parts,
ψik = ϕik(r)uik(r), where the latter defines the inter-
band dipole matrix element averaged over unit cell vol-
ume V, rcv = V−1
∫
cell
dr u∗ck(r)ruvk(r), while the enve-
lope functions ϕik(r) = S
−1/2eik·r‖fi(z) describe ”free”
3electrons in QW, where fi(z) is the size-quantization
wave function in QW and S is the normalization area
(hereafter set to unity). Performing 2D Fourier trans-
form, we obtain
HQW-G =
∑
kq
hcvq a
†
k−qb
†
−kρ
G
q +H.c., (3)
where ak ≡ ack, b†−k ≡ avk are electron (anni-
hilation) and hole (creation) operators defined in a
usual way through their conduction and valence band
counterparts,44 and ρGq =
∫
dr‖ e−iq·r‖ϕG†(r‖)ϕG(r‖)
is the Fourier transform of graphene density operator,
ϕG(r‖) being electron operator in graphene (as usual,
the point q = 0 is excluded). The matrix element hcvq is
evaluated as
hcvq =
2pie2
qκ
[iq · rcv − qzˆ · rcv]ucv(q), (4)
where (for z > 0)
ucv(q) = e
−qd
∫ a
0
dz f∗c (z)fv(z)e
−qz (5)
is overlap between gpaphene Coulomb potential and QW
excitations across the structure. We now introduce the
exciton creation operator in a standard manner44 as
c†νq =
∑
p
φν(p)a
†
p+αeqb
†
−p+αhq, (6)
where αe = me/M , αh = mh/M (M = me + mh) are
the relative electron and hole effective masses, and φν(p)
is the 2D Fourier transform of eigenfunction φν(r) of the
Wannier equation (q is the exciton center of mass mo-
mentum and ν is its quantum state). Using the orthogo-
nality relation
∑
ν φν(p)φ
∗
ν(p
′) = δpp′ , Eq. (3) takes the
form
HQW-G =
∑
ν,q
tνqc
†
νqρ
G
q +H.c., (7)
where
tνq =
2pie2
κ
(irqcv − rzcv)ucv(q)φ∗ν(r = 0) (8)
characterizes the strength of exciton coupling to charge
density fluctuations in graphene, and rzcv and r
q
cv are,
respectively, projections of rcv onto z-axis and vector q
(note that tνq = t
∗
ν,−q).
Other terms of the Hamiltonian that contain QW
electron and hole operators can be expressed in exci-
tonic variables using standard projection technique. The
free exciton Hamiltonian has the usual form44 HQW =∑
νq Eνqc
†
νqcνq, where Eνq is exciton dispersion (see be-
low) while higher-order terms including exciton-exciton
scattering and exciton scattering by graphene density
fluctuations are negligible for low exciton densities we
consider (see Appendix A). The Hamiltonian of QW ex-
citon interacting with graphene density fluctuations then
takes the form
H =
∑
ν,q
Eνqc
†
νqcνq +
∑
ν,q
(
tνqc
†
ν,qρ
G
q +H.c.
)
+HG. (9)
The energy spectrum of exciton-plasmatiton can be ob-
tained from exciton Green function ”dressed” due to
the interactions with graphene density fluctuations. In
the rotating wave approximation, the non-interacting
exciton Green function can be written as D0ν(q, ω) =
(~ω − Eνq + iγ0)−1, where γ0 is free exciton damping.
The interaction with graphene excitations results in the
appearance of the exciton self-energy in the Green func-
tion,
Dν(q, ω) =
1
~ω − Eνq + iγ0 − Σν(q, ω) , (10)
where, in the lowest order in QW-graphene coupling,
the spectrum is determined by the density-density cor-
relation function in graphene, Π(q, ω): Σν(q, ω) =
|tνq|2 Π(q, ω). It is important to note here that even
though the spectra of electronic excitations in graphene
and QW are assumed isotropic by themselves, this is not
necessarily the case for exciton-plasmaritons due to the
possible anisotropy in the coupling constant, tνq. This
anisotropy originates from the directionality of rcv and is,
therefore, maximized when rcv is parallel to the graphene
plane [see Eq. (8)].
Within the random phase approximation (RPA), the
density-density correlation function in graphene is given
by Π(q, ω) = Π0(q, ω)/ [1− vqΠ0(q, ω)], where Π0(q, ω) is
the polarization bubble in graphene and vq = 2pie
2/κq.
In the following we restrict ourselves to the lowest 1s
excitonic state in a narrow QW (a  aB) characterized
by wave function φ(r = 0) =
√
2
pia
−1
B where aB =
~2κ
2µe2
is a 2D Bohr radius. The exciton energy is E0q = E0 +
q2/2M , where
E0 = Eg +
pi2
2µa2
− EB (11)
is the excitation energy of the lowest QW exciton. Here,
Eg is the bulk bandgap energy, µ
−1 = m−1e + m
−1
h is
exciton reduced mass, EB = e
2/κaB is exciton binding
energy, and the second term in the r.h.s. is correction
to the bulk bandgap energy due to the quantum con-
finement in QW. For a symmetric QW, the transverse
part of envelope functions of the lowest QW subband is
fc(z) = fv(z) = (2/a)
1/2 sin(piz/a). Then the Coulomb
overlap ucv(q) can be explicitly evaluated as
ucv(q) = e
−qd 4pi
2(1− e−qa)
4pi2aq + a3q3
. (12)
In the long-wave limit, the graphene polarization bubble
has the form Π0(q, ω) =
EF
pi
q2
ω2 , so that Π(q, ω) is domi-
4nated by the plasmon pole
Π(q, ω) =
Λq
~ω − ~ωq + iγ , Λq =
~3ω3q
8piEF
( κ
e2
)2
, (13)
where ~ωq =
√
2EF qe2/κ and γ are, respectively, plas-
mon energy dispersion and damping rate (in energy
units). Combining Eqs. (8) and (13), we obtain the ex-
citon self-energy as
Σ(q, ω) =
|gq|2
~ω − ~ωq + iγ , (14)
where the exciton-plasmon coupling, gq = tqΛ
1/2
q , is
given by
gq =
(~ωq)3/2
aBE
1/2
F
ucv(q) (ir
q
cv − rzcv) . (15)
With the above self-energy, the poles of Eq. (10) deter-
mine two exciton-plasmariton energy branches,
~ω±q =
1
2
[
E′q + ~ω′q ±
√(
E′q − ~ω′q
)2
+ 4|gq|2
]
, (16)
where E′q = Eq + iγ0 and ~ω′q = ~ωq + iγ. To gain
more insight, we note that Eq. (16) is the energy spec-
trum of a simple two-level Hamiltonain where both the
energies of the two levels, E′q and ~ω′q, and the coupling
between them, gq, are dependent on q. This observation
can be made precise by casting the graphene Hamiltonian
in terms of plasmon normal modes, HG =
∑
q ~ω′qa†qaq,
where a†q is a plasmon creation operator. After expand-
ing the graphene charge density operator in Eq. (7) over
these normal modes,45 the Hamiltonian (9) of QW exci-
tons interacting with graphene plasmons takes the form
H =
∑
q
[
E′qc
†
qcq + ~ω′qa†qaq
+
[
gqc
†
q
(
aq + a
†
−q
)
+ H.c
]]
, (17)
where exciton-plasmon coupling gq is defined by Eq. (15).
The imaginary part of E′q and ~ω′q has to be interpreted in
a usual manner as a decay constant of a metastable state.
The corresponding lifetimes of an exciton and plasmon
are given by τ0 = 2~/ImE′q and τ = 2/Imω′q, respec-
tively. The Hamiltonian (17) is similar to that describ-
ing exciton-polaritons and can be brought to canonical
form by a standard Bogolubov-Hopfield transformation44
yielding, near the resonance, two dispersion branches Eq.
(16) which, in general, are anisotropic in q-plane due to
the dependence of exciton-plasmon coupling gq on the
exciton polarization. Note that if q is parallel to the
projection of rcv onto the xy-plane, then the coupling
is maximized and (rzcv)
2 + (rqcv)
2 = r2cv, so that |gq|2 =
u2cv(q)r
2
cv (~ωq)
3
/a2BEF . This condition is assumed ful-
filled hereafter. At resonance, ~ωq0 = Eq0 ≈ E0, cor-
responding to momentum q0 ≈ a−1B
(
E20/2EFEB
)
, the
Rabi frequency ∆ = ~ω+q0 − ~ω−q0 has the form
∆ =
√
4u2cv(q0)
r2cvE
3
0
a2BEF
− (γ − γ0)2, (18)
and strongly depends on system parameters.
All the analytical considerations above were based on
the plasmon dispersion ωq ∝ q1/2, Eq. (13). However,
this simple dispersion relation becomes inaccurate in the
high-κ dielectric environment due to non-local effects.
It turns out that the dispersion relation could be ana-
lytically corrected to account for such effects (see Ap-
pendix C for detail). Below we compare Eq. (16), aug-
mented by this corrected dispersion relation, to full nu-
merical calculations of the energy spectrum of the sys-
tem.
III. NUMERICAL RESULTS
Numerical calculations were performed for four
narrow-gap semiconductors, InSb (Eg = 0.235 eV),
46
InAs (Eg = 0.4 eV),
46 and HgCdTe (HCT) with two
different Cd concentrations corresponding to Eg = 0.2
eV and Eg = 0.3 eV.
43 The electron and hole effective
masses for these materials are taken from Refs. 43, 46–48.
For each material, the dispersion of QW exciton inter-
sects plasmon dispersion in graphene doped to EF = 0.5
eV before the Landau damping onset (see Fig. 1). Un-
less otherwise noted, full RPA response functions for
graphene were employed in numerical calculations (see
Appendix B for detail) and standard materials parame-
ters were used. The interband matrix element rcv was
estimated as
rcv = |rcv| =
√
EP
2E2g
. (19)
where EP = 2P
2 is the Kane energy, P = −ipcv =
Egrcv is the Kane momentum matrix element and pcv =
v−1
∫
cell
dr u∗c(r)puv(r) is the inter band transition mo-
mentum. For semiconductor materials considered in this
work we have EInSbP = 23.3 eV, E
InAs
P = 21.5 eV and
EHCTP = 18.8 eV.
46–48
Figure 2 shows 3D log plot of exciton spectral function
A(q, ω) = −ImD0(q, ω) (in arbitrary units) as defined
by Eq. (10) for HTC and InAs QWs of width a = 20
nm, separated from the graphene by d = 2 nm thickness
spacer, and effective dielectric constants of the structure
κ = 4 and κ = 3, respectively. Plasmon decays time is
taken τ = 0.1 ps.17,18 Exciton lifetime can vary in a wide
range depending on specific parameters of the system,
e.g., QW thickness.49 Here we assume a very conservative
value of τ0 = 10 ps. Since τ  τ0, the specific value for
the exciton lifetime is largely irrelevant. With the chosen
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FIG. 2. Surface plot of the logarithm of spectral function for
the exciton-plasmariton, lnA(q, ω), for (a) HCT with Eg =
0.2 eV and (b) InAs. The effective dielectric constant is set to
κ = 4 (panel a) and κ = 3 (panel b). Other system parameters
are set to EF = 0.5 eV, d = 2 nm and a = 20 nm. To make
the excitonic ”ridge” broader and more visible, we substituted
τ0 → 10−2τ0 = 0.1 ps in this figure.
parameters, both exciton-plasmariton branches are seen
to be well-separated in Fig. 2.
In Figs. 3 and 4 we show density plot of A(q, ω) vs.
momentum q for InAs and HTC QWs for two different
effective dielectric constants. Thin black lines, super-
imposed on top of the density plots, show the disper-
sion relations of exciton-plasmariton dispersion branches
calculated from Eq. (16). We see that with increasing
κ, the splitting between exciton-plasmariton branches is
strongly reduced while the resonance position is shifted
towards higher q. Both effects can be traced to exciton-
plasmon coupling which is directly affected by increase
of dielectric constant, gq ∝ κ−1. At the same time, in-
creasing κ reduces the exciton binding energy and hence
shifts the resonance position to higher q which, in turn,
leads to a decrease of ucv(q) resulting in an even stronger
reduction of gq.
Since the exciton spectral function is plotted, only
the exciton-like branch is expected to be seen at van-
ishing exciton-plasmon coupling. Indeed, the intensity
of plasmon-like branches is seen to decrease for larger κ.
As can be seen in all the panels, the analytical curves
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Fig.	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  plot	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  the	  spectral	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  for	  the	  exciton-­‐plasmariton	  in	  InAs.	  	  The	  effec8ve	  dielectric	  constant	  is	  set	  to	  
eps=6.5	  (panel	  a)	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  to	  eps=3	  (panel	  b).	  Other	  system	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  are	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FIG. 3. Density plot of the spectral function for the exciton-
plasmariton in InAs. The effective dielectric constant is set
to κ = 6.5 (panel a) and to κ = 3 (panel b). Other system
parameters are set to EF = 0.5 eV, d = 2 nm and a = 20 nm.
for the dispersion (thin black lines) agree reasonably well
with the numerical results, seen as ridges in density plots.
Therefore, we will rely on analytical model in our further
analysis.
In Fig. 5 we plot the Rabi splitting ∆ given by Eq. (18)
as a function of various system parameters. Panel (a)
shows the dependence of Rabi splitting on the effective
dielectric constant of the structure, κ. In addition to
aforementioned reduction of ∆ for larger κ, it has a max-
imum at κ ∼ 2.5 − 3 followed by its sharp decrease for
smaller κ. The latter is caused by the reduction of the
total exciton energy E0 as the exciton binding energy
EB increases, which leads to a sharp drop of ∆ [see Eq.
(18)]. Such a strong effect is caused by the cubic energy
dependence of plasmon oscillator strength [see Eq. (13)].
The rise of ∆ as a function of Fermi energy, shown in
panel (b), is due to the resonance shift to smaller mo-
menta (q0 ≈ E20/2EBEF ) which leads to increase of the
Coulomb overlap ucv(q). It should be noted that behav-
ior of ucv(q0) is rather complicated and depends on QW
width a as well as separation between graphene and QW
planes d [see Eq. (12)]. It can be seen that for InSb and
HTC QWs with comparable q0 the dependence is linear,
while for InAs (larger q0) and HTC (0.2 eV) (smaller
q0) QWs there are slight deviations from linearity. The
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  parameters	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  eV,	  d=2	  nm	  and	  a=	  20	  nm.	  
(a)	  
(b)	  
~!
(e
V
)
q (nm 1)
~!
(e
V
)
q (nm 1)
FIG. 4. Density plot of the spectral function for the exciton-
plasmariton in HCT (Eg = 0.2 eV). The effective dielectric
constant is set to κ = 6 (panel a) and to κ = 4 (panel b).
Other system parameters are set to EF = 0.5 eV, d = 2 nm
and a = 20 nm.
overall magnitude is determined by the prefactor of e−qd
originating from the graphene Coulomb potential which
suppresses plasmon-exciton coupling for small EF corre-
sponding to large q0. The same prefactor determines the
dependence of ∆ on spacer thickness d in panel (c). In-
deed, the exponential decay of plasmon-exciton coupling
strength with spacer thickness causes ∆ to vanish for d
in the range from 7 nm to 24 nm for QWs used, signaling
the end of strong coupling regime.
Finally, panel (d) shows the dependence of ∆ on QW
width a. Rabi splitting decreases as ucv(q0) in Eq. (12)
decreases for large a. For smaller a, however, the a-
dependence of ∆ can become non-monotonic. The rea-
son for this is that at small a the exciton energy becomes
higher due to the QW size-quantization, so the plasmon
and exciton dispersion intersect at higher energies (and
momenta) leading to a less efficient coupling. Finally, for
a . 10 nm the plasmon dispersion enters the electron-
hole excitation continuum before it meets the exciton
dispersion. In this case, the graphene plasmon is short-
lived and, therefore, the excition-plasmariton is no longer
a stable excitation.
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Fig.	  5:	  Strength	  of	  exciton-­‐plasmon	  coupling	  versus	  (a)	  epsilon,	  (b)	  Fermi	  energy,	  (c)	  thickness	  of	  the	  first	  buffer	  
and	  (d)	  thickness	  of	  the	  quantum	  well.	  The	  system	  parameters	  are	  set	  to	  eps=4,	  Ef=0.5	  eV,	  d1=2nm	  and	  a=20	  nm	  
except	  for	  that	  varied	  in	  each	  panel	  (e.g.,	  eps	  in	  panel	  a).	  Dashed	  lines	  correspond	  to	  where	  short-­‐living	  plasmon	  
that	  lives	  within	  the	  electron-­‐hole	  sector.	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FIG. 5. Strength of exciton-plasmon coupling versus (a)
effective dielectric constant, (b) Fermi energy, (c) thickness of
Spacer I and (d) thickness of the quantum well. The system
parameters are set to κ = 4, EF = 0.5 eV, d = 2 nm and
a = 20 nm except for that varied in each panel (e.g., κ in
panel a). Red crosses mark the onset of Landau damping
and dashed lines correspond to short-living plasmons that live
within the electron-hole sector and, therefore, are subject to
Landau damping.
IV. CONCLUSIONS
In summary, we studied strong coupling between a
graphene plasmon and a two-dimensional exciton in a
narrow gap semiconductor quantum well separated from
graphene by a potential barrier. We developed an an-
alytical model based on Hamiltonian similar to that
for exciton-polaritons that accurately describes mixed
exciton-plasmon states (exciton-plasmaritons) and calcu-
lated energy dispersion curves for several semiconductor
materials.
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Appendix A: Hamiltonian
The interaction Hamiltonian between the QW and
graphene is
HˆQW−G =
∫
QW
dr ψˆ†(r)ψˆ(r)Φˆ(r), (A1)
7where ψˆ(r) is the electron field annihilation operator in
QW. Integral is evaluated over the volume of QW. The
electrostatic potential due to charge density fluctuations
in graphene is given by
Φˆ(r) =
∫
G
dr′ V (r− r′)ρˆ(r′), (A2)
where the integral is evaluated over graphene. In the sec-
ond quantization representation, electron field operators
are expanded as
ψˆ(r) =
∑
λ,k
ψλk(r)aˆλk, (A3)
where aˆλk is the electron annihilation operator in band λ
with (quasi)momentum k in the first Brillouin zone and
ψλk(r) is the corresponding Bloch function. Substituting
this definition of the field operator into Eq. (A1), the
Hamiltonian takes the form
HˆQW−G =
∑
λ,λ′
∑
k,k′
Dˆλλ′(k,k
′)aˆ†λkaˆλ′k′ , (A4)
where
Dˆλλ′(k,k
′) =
∫
QW
dr ψ∗λk(r)ψλ′k′(r)Φˆ(r). (A5)
In turn, Bloch functions can be expand into the basis of
Wannier functions, wλ, as
44
ψλk(r) = N
−1/2∑
n
eikrnwλ(r− rn), (A6)
where N is the total number of unit cells and the sum
runs over lattice sites rn. Wannier functions are normal-
ized as
∫
drw∗λ(r− rm)wλ′(r− rn) = δλλ′δmn. Rewriting
Dˆλλ′(k,k
′) via Wannier functions one obtains
Dˆλλ′(k,k
′) =
1
N
∑
m,n
eik
′rn−ikrm
×
∫
dr w∗λ(r− rm)wλ′(r− rn)Φˆ(r). (A7)
Since the potential Φˆ(r) is smooth on atomic scale, we
expand it within each unit cell as Φˆ(r) ≈ Φˆ(rn) + (r −
rn) ·∇Φˆ(rn). The first term, after substituting into (A7)
yields
Dˆ
(1)
λλ′(k,k
′) = δλλ′Φˆ(k− k′) (A8)
where Φˆ(k) is the Fourier transform of Φˆ(r). To evalu-
ate the second expansion term, we neglect the overlap of
localized Wannier wavefunctions at different lattice sites
so that diagonal terms vanish. For non-diagonal terms
we obtain
Dˆ(2)cv (k,k
′) = idcv · (k− k′)Φˆ(k− k′), (A9)
where dcv =
∫
QW
dr w∗c (r)rwv(r) is the valence to con-
duction band transition dipole moment. Using the defi-
nition of Wannier functions, Eq. (A6), it can be rewritten
in a more standard form
dcv =
∫
u.c.
dr u∗c(r)ruv(r), (A10)
where uc(v)(r) is the conduction (valence) bandedge
Bloch function, and the integration is assumed over the
unit cell.
Substituting Dˆ(1) and Dˆ(2) into Eq. (A4) we obtain
HˆQW−G = Hˆ
(1)
QW−G + Hˆ
(2)
QW−G with
Hˆ
(1)
QW−G =
∑
λ=c,v
∑
k,q
Φˆ(q)aˆ†λk+qaˆλk, (A11)
Hˆ
(2)
QW−G = i
∑
k,q
(dcv · q)Φˆ(q)aˆ†c,k+qaˆv,k +H.c. (A12)
The latter expression can be rewritten in a more intuitive
form
Hˆ
(2)
QW−G = −
∑
q
dˆcv(q) · Eˆ(q) +H.c., (A13)
where dˆcv(q) =
∑
k dcvaˆ
†
c,k+qaˆv,k is the transition dipole
moment operator of the QW unit cell. The operator
of electric field due to charge density fluctuations in
graphene is Eˆ(q) = −iqΦˆ(q).
The Hamiltonian Hˆ
(2)
QW−G describes interaction of in-
terband QW excitations (excitons) with the electric field
of graphene. It represents the starting point of this work.
In contrast, Hˆ
(1)
QW−G describes interactions of intraband
density fluctuations in QW with those in graphene. Af-
ter recasting in exciton basis, this term describes QW
exciton scattering on graphene plasmons. At low exci-
ton densities and at low temperatures these processes
are weak and not considered here.
Appendix B: Density correlation function
The bare density correlation function (polarization
bubble), is calculated within the Dirac electrons approx-
imation as18,50,51
Π0(q, ω) = − q
2
4pi~
[
8EF
~v2F q2
+
G(−∆−)θ [−Re {∆−} − 1]√
ω2 − v2F q2
+
[G(∆−) + ipi] θ [Re {∆−}+ 1]−G(∆+)√
ω2 − v2F q2
]
, (B1)
where G(z) = z
√
z2 − 1 − ln (z +√z2 − 1) and ∆± =
(~ω ± 2EF ) /~vF q. The square roots are chosen to yield
positive real parts and the imaginary part of the log-
arithm is taken in (−pi, pi] range. Fermi velocity and
8Fermi level (the latter determines the extent of graphene
charge-doping) are denoted by vF and EF , respectively.
Within the Dirac electrons approximation, the density
correlation function is insensitive to the sign of the Fermi
level, so in all the expressions here and in the main text
EF has to be understood as |EF |.
The two important limiting forms of the density corre-
lation function are (i) the long wavelength limit (q → 0,
~ω  2EF ), and (ii) the static limit (ω → 0, q <
2EF /~vF ). The long wavelength limit is given by
Π0(q → 0, ω) = EF q
2
pi~2ω2
. (B2)
The static limit of the bare density correlation function
is obtained as
Π0(q, ω → 0) = − 2EF
pi~2v2F
. (B3)
The naive substitution ω → ω + iγ/2~ to account for in-
graphene scattering losses in Eq. (B1) (γ is the electron
scattering rate in energy units) is inaccurate in a general
case (especially if γ is not small), since it does not pre-
serve the particle conservation requirement. To correct
for this, the more accurate Mermin procedure is adopted,
yielding52,53
Πγ(q, ω) =
(1 + iγ/~ω)Π0(q, ω + iγ/~)
1 + (iγ/~ω)Π0(q, ω + iγ/~)/Π0(q, 0)
. (B4)
The full (or “dressed”) density correlation function,
which accounts for screening in graphene, is obtained
within the random phase approximation as
Π(q, ω) =
Πγ(q, ω)
1− e2vqΠγ(q, ω) , (B5)
where vq = 2pie
2/κq is the two-dimensional Fourier trans-
form of the Coulomb potential within the graphene’s
plane, vr = e
2/κr. The effective dielectric constant of the
environment κ is in general determined by the specific ge-
ometry of the graphene-based device and bulk dielectric
constants of its material constituents. For example, in
the simplest case of the interface between two homoge-
neous materials with dielectric constants κ1 and κ2, the
effective dielectric constant at the interface is given by
κ = (κ1 + κ2)/2.
54,55
The plasmon dispersion relation, ωq = ωp(q), is found
by requiring the real part of the denominator of Eq. (B5)
to vanish. The Taylor expansion of the denominator
around this point (up to leading terms in both real and
imaginary parts) leads to the possibility of approximating
the full density correlation function within the so called
plasmon pole approximation as (for ω > 0)
Πpp(q, ω) =
Λq
~ω − ~ωq + iΓq/2 , (B6)
where Λq = ~Πγ(q, ωq)/Aq is the amplitude of plas-
mon pole, and Γq = 2~Bq/Aq is the plasmon energy-
dissipation rate. The coefficients of the Taylor expansion
of the denominator of Eq. (B5) are
Aq = −vq ∂
∂ω
Re [Πγ(q, ω)]
∣∣∣∣
ω=ωq
,
Bq = −vqIm [Πγ(q, ωq)] . (B7)
In the low-q limit (i.e., ~vF q  EF ), the density correla-
tion function in the plasmon pole approximation can be
obtained purely analytically by (i) substituting Eqs. (B2)
and (B3) into Eq. (B4), and (ii) using the so obtained
Πγ(q, ω) to evaluate the Taylor expansion coefficients Aq
and Bq at ω = ωq, i.e., where the real part of the denom-
inator of Eq. (B5) vanishes. The first step produces
Πγ(q, ω) ≈ EF q
2
pi~2ω(ω + iγ/~)
. (B8)
The second step produces Eq. (B6) with
Γq = γ,
~ωq =
√
2EF qe2/κ,
Λq =
~3ω3q
8piEF
( κ
e2
)2
, (B9)
thus, resulting in the expected ωq ∝ √q plasmon
dispersion.50,51,56
It turns out that for the specific case considered here,
i.e., the plasmon pole approximation in the long wave-
length limit, the same analytical expression for Πpp(q, ω)
could have been obtained in the limit of small γ by us-
ing the substitution ω → ω + iγ/2~ instead of the more
general Mermin’s procedure. It has to be emphasized,
however, that such an agreement is not general and hard
to foresee. Therefore, the more accurate Mermin’s proce-
dure has to be favored over more approximate methods
of introducing the finite scattering rate into the density
correlation function.53
Appendix C: Graphene plasmon in high-κ
environment
Plasmon dispersion in graphene remains ωq ∝ √q only
at q . EF e2
κ~2v2F
, and deviates from this simple relation at
higher q due to non-local effects originating from interac-
tion of plasmons with intra-band electron-hole pair exci-
tations. Therefore, in high-κ environment, the dispersion
of plasmons in graphene can deviate from ω ∝ √q at not
very large q. To correct for this, we have to find the po-
sition of a plasmon pole more accurately than that given
by Eq. (B9). To this end, we expand the bare density cor-
relation function of graphene at ~ω, ~vF q  EF , which
yields
Π0(q, ω) = − 2EF
pi~2v2F
[
1− 1√
1− (vF q/ω)2
]
. (C1)
9It is straightforward to check that at q → 0 this expres-
sion reduces to Eq. (B2). On the other hand, the limit
ω → 0 yields Eq. (B3). The equation for the plasmon
pole,
1− 2pie
2
κq
Π0(q, ω) = 0, (C2)
is easily solved with respect to ω, yielding the corrected
plasmon pole position as
ωq = vF q
α(q)√
α2(q)− 1 , (C3)
where α(q) = 1 +
κ~2v2F q
4e2EF
. The amplitude of the plasmon
pole becomes
Λq =
κ~ω3q
2pie2v2F q
1−√1− (vF q/ωq)2
1− (vF q/ωq)2 (C4)
It turns out however that the correction to amplitude is
rather small, so the original uncorrected amplitude, given
in Eq. (B9) can be used.
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