SPARE: Spiking Networks Acceleration Using CMOS ROM-Embedded RAM as an
  In-Memory-Computation Primitive by Agrawal, Amogh et al.
SPARE: Spiking Neural Network Acceleration Using
ROM-Embedded RAMs as In-Memory-Computation Primitives
Amogh Agrawal*, Aayush Ankit* and Kaushik Roy, Fellow, IEEE
Abstract—From the little we know about the human brain,
the inherent cognitive mechanism is very different from the
de facto state-of-the-art computing platforms. The human brain
uses distributed, yet integrated memory and computation units,
unlike the physically separate memory and computation cores
in typical von Neumann architectures. Despite huge success of
artificial intelligence, hardware systems running these algorithms
consume orders of magnitude higher energy compared to the
human brain, mainly due to heavy data movements between
the memory unit and the computation cores. Spiking neural
networks (SNNs) built using bio-plausible neuron and synaptic
models have emerged as the power efficient choice for designing
cognitive applications. These algorithms involve several lookup-
table (LUT) based function evaluations such as high-order
polynomials and transcendental functions for solving complex
neuro-synaptic models, that typically require additional storage
and thus, bigger memories. To that effect, we propose ‘SPARE’
− an in-memory, distributed processing architecture built on
ROM-embedded RAM technology, for accelerating SNNs. ROM-
embedded RAMs allow storage of LUTs (for neuro-synaptic
models), embedded within a typical memory array, without
additional area overhead. Our proposed architecture consists of a
2-D array of Processing Elements (PEs), wherein each PE has its
own ROM-embedded RAM structure and executes part of the
SNN computation. Since most of the computations (including
multiple math-table evaluations) are done locally within each
PE, unnecessary data transfers are restricted, thereby alleviating
the problems arising due to physically separate remote memory
unit and the computation core. SPARE thus leverages both,
the hardware benefits of distributed, in-memory processing, and
also the algorithmic benefits of SNNs. We evaluate SPARE
for two different ROM-Embedded RAM structures − CMOS
based ROM-Embedded SRAMs (R-SRAMs) and STT-MRAM
based ROM-Embedded MRAMs (R-MRAMs). Moreover, we
analyze trade-offs in terms of energy, area and performance,
for using the two technologies on a range of image classification
benchmarks. Furthermore, we leverage the additional storage
density to implement complex neuro-synaptic functionalities. This
enhances the utility of the proposed architecture by provisioning
implementation of any neuron/synaptic behavior as necessitated
by the application. Our results show up-to ∼ 1.75×, ∼ 1.95× and
∼ 1.95× improvement in energy, iso-storage area, and iso-area
performance, respectively, by using neural network accelerators
built on ROM-embedded RAM primitives.
Index Terms—Spiking neural network (SNN), ROM-embedded
RAM, STT-MRAM, in-memory computing.
I. INTRODUCTION
Deep Neural Networks (DNNs) are inspired from the hi-
erarchical learning behavior in the human brain and have
tremendously enhanced the learning capabilities in machines
[1], [2]. They have been credited to achieve high performance
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across a variety of recognition applications, even surpassing
human abilities in certain tasks [3]. In doing so, however,
DNNs tend to consume orders of magnitude higher energy
than the human brain. To bridge this energy gap, there have
been proposals from the algorithm as well as hardware per-
spectives. Spiking neural networks (SNNs), or third generation
neural networks, have evolved and have been shown to achieve
comparable classification accuracies with respect to the non-
spiking counterparts [4]. SNNs rely on transfer of neuron
spikes from one layer to the next, resembling the information
transfer in the human brain. These spikes are encoded as
binary data, thereby drastically simplifying the computations,
and thus reducing the energy consumption.
On the other hand, hardware systems running DNN algo-
rithms are inefficient, since DNN executions are memory-
as well as compute-intensive. For instance, AlexNet which
won the ImageNet 2011 challenge consists of 61 million
parameters and involves 2-4 GOPS per classification [5],
[6]. Consequently, their execution on von-Neumann machines
consumes more energy for data movement than computation
[6]. This can be attributed to the fact that DNN computation
is inherently different from the conventional von-Neumann
based computing model. Frequent data movement between a
physically separate memory storage unit and a compute core
forms the well known von-Neumann bottleneck. To overcome
this bottleneck, there has been intense research for reducing
data movements [7]. Moreover, there have been proposals for
in-memory computing [8], [9], where the underlying principle
is to perform the computations as close to the memory as
possible, or better, within the memory array itself [10], [11].
Typical DNNs (with artificial neurons) involve multiple
transcendental function evaluations (for instance, sigmoid,
tanh, logarithms etc.). In addition, SNNs involve several
bio-realistic neuron and synaptic differential equations, each
having multiple transcendental function and high order poly-
nomial evaluations. The most efficient way to implement such
functions is by storing look-up tables (LUTs) and math tables
in read-only memories (ROMs). However, large dedicated
ROMs incur significant area and power overheads. To that
effect, [12] proposed embedding ROMs in standard CMOS
SRAM caches (R-SRAM). R-SRAM allows placing a ROM
within the conventional SRAM array (with corresponding
architectural modifications), without degrading the area and
performance benefits of the SRAM [12]. Such compute prim-
itives provide significantly higher storage densities (bits/area)
which can be leveraged for DNN and SNN computations in
storing useful data (LUTs) without affecting the RAM storage,
thereby avoiding longer latencies and higher access energy
associated with larger (or external) memory structures.
In this work, we take R-SRAMs and R-MRAMs a step
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Fig. 1. R-SRAM Schematic: Standard 6T-SRAM embedded with ROM. The
only difference is the addition of extra word-line (WL1 and WL2) to embed
ROM functionality.
further and propose “SPARE”, a generalized architecture
for SNN acceleration using ROM-embedded RAMs as in-
memory-compute primitives. SPARE consists of a 2-D array
of Processing Elements (PEs) that spatially map a deep SNN,
where each PE performs part of the SNN computations. Each
PE contains its own R-SRAM/R-MRAM which locally stores
only the relevant synaptic data and the LUTs required for
solving the neuron and synaptic differential equations. This
localized processing leads to energy benefits, since only the
neuron data (spikes) need to be transfered between PEs.
Furthermore, since the PE operates only on an occurance
of an input spiking event, unnecessary computations and
memory accesses are avoided. It is also worth noting that R-
SRAM/R-MRAM primitive can store several different neuron
and synapse models, thereby providing necessary flexibility. A
PE thus, synergistically combines the hardware benefits from
R-SRAMs/R-MRAMs and algorithmic benefits from SNNs. In
summary, we make three key contributions.
1) We design an energy-efficient PE that leverages the
“in-memory processing” abilities of ROM-Embedded
RAM structures and “event-driven computing” in SNNs.
We evaluate the pros and cons of using both, CMOS
based R-SRAMs and STT-MRAM based R-MRAMs, as
memory units in the PE.
2) We design an efficient architecture (SPARE) using
a 2-D mesh of PEs, to provide a platform for cognitive
application deployment. We show the implementation of
spiking neural networks (fully connected and convolu-
tional) on SPARE.
3) We investigate the energy, performance and area
benefits for typical image classification benchmarks to
underscore the system scalability and utility, both for
training and inference phases.
II. BACKGROUND
A. ROM-Embedded RAMs
Previous studies on ROM-embedded RAMs were limited
to logic testing and fast mathematical function evaluations
[12], [13]. We explore the utility of R-SRAM and R-MRAM
based memory structures towards designing efficient compute
primitives for neuromorphic computing (SNN acceleration).
Further, as discussed before, such memory units enable in-
memory data processing that can be of immense utility in
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Fig. 2. Operation of R-SRAM in a) Normal RAM Mode and b) ROM Mode.
DNN execution, which are typically limited by the cost of
data movements.
a) R-SRAM: R-SRAM is a memory structure that con-
sists of a ROM in hardware embedded into a conventional
CMOS SRAM array, with corresponding modifications at the
architectural level to support ROM accesses [12]. Fig. 1 shows
the structure of R-SRAM cell array [12]. Unlike conventional
6T-SRAMs, R-SRAMs bit cells have an extra word-line (WL).
The gate of the access transistors connect to WL1 or WL2,
depending on the data to be embedded as ROM. Thus, if the
bit-cell stores ‘0’ (‘1’) as ROM data, the left access transistor
(AXL) is connected to WL2 (WL1). The right access transistor
(AXR) of the bit-cell follows the connectivity of the AXL of
the neighboring bit-cell to the right. For completeness, we
describe the R-SRAM operation, both for the RAM mode and
the ROM mode of operation.
1) RAM mode: During the normal RAM mode, both word-
lines, WL1 and WL2, are connected together. They are
turned ON/OFF at the same time, so as to operate as
conventional 6T-SRAM for memory read/write. Note
that there is no performance penalty on RAM operations
compared to the standard 6T-SRAM bit-cells.
2) ROM mode: To retrieve the ROM data in the ROM
mode of operation, a sequence of steps are performed,
summarized in Fig. 2. First, ‘1’ is written to all bit-
cells by turning both WL1 and WL2 ON. Thus, the
whole row stores “1111...”. Next, WL1 is turned OFF
and ‘0’ is written to all the cells, while WL2 remains
ON. Now only the bit-cells connected to WL2 store
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Fig. 4. Typical SNN dynamics. The input spikes are modulated by the synaptic
weights, and the accumulated synaptic current in fed to the neuron. The neuron
integrates the current and outputs a spike (fires) once its membrane potential
exceeds a threshold.
‘0’, others store ‘1’. However, if two consecutive bit-
cells have different ROM data, this step performs a 5T
write operation on the SRAM cell, since only one access
transistor is ON. This may lead to a “write stability”
problem in the bit-cells, which can be resolved using
write-boost techniques [12]. The ROM data can now be
read using conventional RAM read operation. Note that
the ROM data retrieval process destroys the initial RAM
content. Hence, before ROM data retrieval, RAM data
of the corresponding block is written into a buffer, as
shown in Fig. 2. After the ROM data has been retrieved,
the RAM data of the block is restored.
It has been shown that R-SRAM incurs insignificant area
(∼ 2%) and power (∼ 1%) overheads [12] to incorporate an
additional word-line requirement. Moreover, we will show
later in our simulations that despite the penalty of buffering
RAM data for each ROM access, we obtain improvements in
energy consumption at the system level.
b) R-MRAM: An R-MRAM is a memory structure
made with conventional STT-MRAM array by embedding a
hardware ROM. This allows it to operate in both ROM and
RAM mode [13]. As shown in Fig. 3, R-MRAM bit cells
consist of an additional Bit Line (BL) compared to STT-
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Fig. 5. Storage of LUTs for various functions within the same ROM-
Embedded RAM array. The starting address for each type of LUT is
predefined. An offset address (calculated from the input) is added to the
starting address to perform the table lookup from the R-SRAM/R-MRAM.
The number of memory rows required by each LUT type is predefined based
on the desired precision of the transcendental function to be stored.
MRAM. The physical connection of the bit cell (fixed during
design time), stores ROM data. Bit cells connected to BL0
store ROM data ‘0’, whereas those connected to BL1 store
ROM data ‘1’. Every bit cell can be written/read for RAM
operation by electrically connecting BL0 and BL1. However,
ROM access and RAM access cannot occur simultaneously.
Next we describe the R-MRAM operation for RAM mode
and ROM mode of operations.
1) RAM mode: During a RAM mode read operation, current
from the read-bias generator flows through the pass
transistors and the selected bit cell to Select Line (SL)
(shown in Fig. 3). Consequently, a voltage appears on the
positive input of the sense amplifier. The sense amplifier
compares the voltage (dependent on the resistance of the
selected bit cell) to a reference voltage to output a ‘1’
or ‘0’. For a write operation, EnRAM is asserted to turn
ON the pass transistors and the write driver drives both
BLs and SL.
2) ROM mode: For a ROM read operation, EnRAM is
deassserted to turn OFF the pass transistors and the latch
is turned ON. If the selected bit cell is connected to BL1
(BL0), BL1 (BL0) gets discharged and ROMOut outputs
a 1 (0). Contrary to R-SRAM, the non-volatility of STT-
MRAM prevents the RAM data to be lost in R-MRAM
during a ROM read operation.
It has been shown in prior studies that the R-MRAM
design with an extra BL has no area overhead at array-
level. Additionally, this doesn’t impact the and performance
of the memory as a ROM [13]. Note that during ROM Mode,
RAM data is not disturbed due to non-volatility of R-MRAM,
thereby simplifying the ROM retrieval process. This results in
higher energy benefits of using R-MRAM in SPARE, as we
will show later in our simulations.
B. SNN: Spiking Neural Networks
SNN has emerged as a power-efficient choice for cognitive
applications. SNNs are built using bio-plausible neurons and
synapses. All information flow is converted into a train of
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stores the spiking events at every layer output, and broadcasts them to the input of next layer. (b) Figure zooms into the logical diagram of the PE. It consists
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output spikes, input buffers to store incoming spike broadcast, event controller to schedule memory transactions, state updater to update the entries in the
memory, and an output buffer to store the output spikes generated.
spikes, similar to the information flow in the human brain.
Refer to Fig. 4. The input spikes Vi are modulated by the
synapse weight Wi. At every time-step, Vi is either ‘1’ (spiking
event) or ‘0’ (no spike), whereas Wi is a number between
-1 and 1, signifying the strength of the connection. The
output from all synapses is summed up and fed to the next
neuron. The neuron keeps track of its membrane potential
(Vmem), which gets updated based on the synaptic current.
Subsequently, Vmem accumulates/decays over several time-
steps until it reaches a certain threshold Vth, when the neuron
emits an output spike (‘1’). This spike is then transmitted to
the neurons in the next layer. Depending on the neuron model,
Vmem dynamics differ in behavior and complexity. During
the training phase, the synaptic weights Wi undergo changes
to learn the input patterns. Many spike-based learning rules
have been proposed, for example, Spike Timing Dependent
Plasticity (STDP) [14], Long-Term Potentiation [15] etc. The
basic idea is to determine the correlation between the input and
output neuron spiking activities, to determine the correspond-
ing synapse weight updates. However, once the weights are
all trained, the synaptic strengths remain unchanged during
the inference phase. These plasticity rules are the basis for
unsupervised learning in SNNs.
C. LUT based storage in R-SRAMs and R-MRAMs
The computations required in the SNN described above rely
heavily on transcendental functions and polynomial evalua-
tions. The dynamics of Vmem, synaptic current flow, STDP
learning, etc., all require solving differential equations with
mostly exponential and higher order polynomial evaluations.
The only efficient way to compute these functions in hardware
is by the use of math tables or LUTs [16]. Taking an example
of a typical STDP evaluation in SNNs, we show how the LUTs
are structured in R-SRAM/R-MRAM.
1) STDP involves a synaptic weight update, based on the
time difference of post- and pre- neurons (t = tpost −
tpre). According to this empirical rule, the change in the
synaptic weight is proportional to et.
2) Range reduction: t can have an arbitrary value. Thus, t is
broken into N log2
2K
+r, where K is designer’s choice that
determines the size of LUT, and N is bt/ log2
2K
c. Thus the
remainder r has a confined range of |r| ≤ log2
2K+1
. Thus,
the exponential et is reduced to 2N/2
K
er.
3) Approximation: Due to limited range of r, er can be
approximated with lower order polynomials ( since er =
1 + r + r
2
2! + ...).
4) Reconstruction: To evaluate 2N/2
K
, let N =M2K + d,
where M = bN/2Kc and d = 0, 1, 2...2K − 1. Thus
2N/2
K
= 2M2d/2
K
. Using d as a memory address to
the R-SRAM/R-MRAM, the corresponding ROM data
(LUT) is fetched, which stores 2d/2
K
. The exponential
reduces to et = 2M ×LUT (d)× er. The multiplication
by 2M is a simple shift operation in hardware.
5) The exponential et is thus used to evaluate the weight
update, completing one STDP evaluation.
Other transcendental functions and polynomials can be
similarly mapped to LUTs, as described in detail in [16].
Various LUTs are stored within the same array, as shown Fig.
5. The starting address of each LUT is pre-defined and is used
to perform table lookups. In the example taken above, when a
‘Fetch LUT’ command is issued, two inputs are provided− the
type of LUT (exponential) and the offset (‘d’). The memory
address from which the lookup needs to be made is calculated
by adding the offset to the LUT index corresponding to the
exponential LUT.
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III. SPARE: SNN ACCELERATOR USING
ROM-EMBEDDED RAMS
A. SPARE Organization
We propose SPARE, a many-core architecture designed for
efficient acceleration of SNNs. As shown in Fig. 6(a), it
consists of a 2 dimensional PE-array coupled with a global
memory and central control unit. A PE can perform all synapse
and neuron functionalities required by different types of SNNs.
This flexibility is essential as SNN computations typically
differ at various levels - neurons, synapses and synaptic weight
updates, depending on the application. Layers of an SNN
are spatially partitioned across different PEs depending on
the network size. The number of neuron state variables and
synaptic weights each PE can store is limited by the memory
contained within each PE. Based on the network size, number
of PEs mapped to each layer are specified.
The SNN computation occurs in time-steps. At each time-
step, the neuron firing data is transfered from one layer to
the next. Input data spikes (for a given time-step) stored
in the global memory are broadcast over the shared bus.
Subsequently, the PEs mapping the first layer of the SNN
start buffering the data and execute their SNN partition. Once
spikes for the first layer have been transmitted, the spikes
for the next layer are broadcast, and PEs mapped to second
layer start their computations, and so on. All synaptic data
is stored locally within each PE. Once the layer-1 PEs finish
their execution, their output data (spikes) are written back to
the global memory. Subsequently, data from all PEs is written
back into the global memory, layer by layer. Consequently, this
successive data transfer (neuron data) between global memory
and PEs realize a time-step of SNN computation. It’s worth
noting that only neuron data movements occur between PEs
and global memory, whereas the synapse data is locally read
from the PE’s RAM. This reduces the data movements in
SPARE compared to a von-Neumann machine which would
involve moving both neuron and synapse data between the
global memory and the computation core. Additionally, this
reduction is extremely significant as typical SNNs have 1000×
more synapses than neurons [17].
We extend this approach to map convolutional neural net-
works (CNNs) using SPARE. CNNs have been shown effective
for image classification tasks, achieving state-of-the-art accu-
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computations performed in the PE. The subsequent computation is subdivided
into three main blocks. 1) Synapse model block: computes output synaptic
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output neurons. 3) Plasticity model block: updates synaptic weights during
the training phase. This block is skipped during the inference phase.
racies, occasionally surpassing human performance [18], [19].
The standard architecture consists of alternate convolutional
(c-) and spatial-pooling (s-) layers, followed by a final fully-
connected (fc-) layer. Each convolutional layer hierarchically
extracts complex features from the input image. This is done
by using shared weight kernels that perform a convolution
operation on the input image. The output of one convolutional
layer becomes the input of the next. Thus, the kernels in the
first convolutional layer learn low-level features, for example,
edges and corners, while in deeper layers, they learn high-level
features, using these low-level features as inputs. A spatial-
pooling layer is added in between two convolutional layers
to reduce the dimensions of the convolutional feature maps.
This layer maintains the depth of the input map, however
reduces the spatial dimensions. Finally, a fully-connected layer
is used to determine the output class of the input image.
Fig. 7 shows how the convolutional layer can be mapped to
SPARE. The input map is split using a small window that
strides throughout the image. The window size is governed
by the kernel size of that layer. Input spikes are broadcast to
the PEs in this window-split manner (instead of pixel-by-pixel
manner), where each PE stores a different kernel of that layer.
Thus, each PE computes part of the output feature map, which
is then merged and stored in the global memory unit, as shown
in the figure. Layer parameters (for example, stride, kernel size
and number of output maps) are programmed into the global
control unit to implement this ‘window-split input broadcast’
and ‘output merge’ in the global memory. Note that the s-
and fc- layers can be configured as c- layers, with appropriate
parameters. For s- layer, the parameters are: stride = 2, kernel
size = 2x2, number of output maps = number of input maps.
 Layer1 processing image 3
Layer2 processing image 2
Layer3 processing image 1
Layer1 processing image 4
Layer2 processing image 3
Layer3 processing image 2
Time →
Data Receive Compute Data Send
Fig. 9. Timing diagram illustrating the inter-layer pipelining in SPARE. As
soon as the PEs receive and buffer the input data, they start processing.
Meanwhile, data for PEs mapped to subsequent layers is transmitted. Since
the data transfer time is small compared to the computation time within the
PE, all PEs process data in parallel.
Whereas for an fc- layer, stride = 0, kernel size = input feature
size, number of output maps = number of output neurons.
Thus, the proposed architecture is a generalized programmable
architecture that maps convolutional, spatial pooling as well
as fully-connected layers.
B. Inter-layer pipelining
SPARE enables a pipelined execution of layers in an SNN
to exploit the available inter-layer data parallelism. Layers of
SNN are mapped across the 2-dimensional PE array. Hence,
while layer-2 PEs are computing the nth input image, layer-
1 PEs compute the (n+1)th input image and so on. Data
communication between layers of SNN are achieved by scatter
and gather operations initiated by the SPARE control unit (see
Fig. 6(a)) to move data between global memory and PE-array.
SPARE control unit stores the mapping information between
SNN layers and PEs. A gather operation for a layer collects
the output data computed by the PEs mapped to the specific
layer and stores it in the global memory. Scatter operation for
a layer sends the input data to the required PEs. It is important
to note that data communication in SNNs is of feed-forward
nature where PEs mapped to layer-n will only send data to
PEs mapped to the subsequent layer-n+1 and so on. Hence,
we do not support a dedicated on-chip network for all PE-
to-PE communication due to the associated area and power
overheads. Our “in-memory” nature of computing results into
PEs spending more time in computation (within PE) rather
than sending and reeving data from global memory. Hence, our
inter-layer communication based on a shared resource (global
memory) doesn’t lead to performance issues due to the natural
pipelining obtained as shown in Fig 9.
C. Processing Element (PE)
As shown in Fig. 6(b), PE contains a computing core
to perform SNN computations and a memory unit to store
the neuron-synapse models, state variables and LUTs. The
memory unit (RAM and ROM) and the computation core
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within the PE localize most of the data movements required
for computing the output neurons (mapped to the PE), thereby
enabling “in-memory processing”. While RAM houses all the
synaptic weights and state variables required for the output
neuron computations, the ROM stores the LUTs required for
modeling synapse, neuron and synaptic weight update com-
putations. Consequently, the higher storage density enabled
by ROM-embedded RAMs (smaller memory size) and the
resulting reduction in data movements increases the computa-
tion efficiency and reduces overall energy consumption. The
computational flow in a PE and a step-by-step procedure for
typical SNN computation is illustrated in Fig. 8. It consists
of three main blocks: 1) Synapse model, 2) Neuron model
and 3) Plasticity model. The event controller checks the head
of the input spike buffer, and both the Synapse and Neuron
blocks are skipped if the input is ‘0’, thereby leveraging the
benefits of event-driven computing in SNNs to achieve energy-
efficiency. Similarly, the Plasticity block is skipped if the
Vmem is less than the threshold (no synaptic weight update).
PEs are modeled as extended finite-state machines. As soon
as the PE receives the broadcast of spikes corresponding to its
layer tag, it starts computing. Thus, effectively all PEs run in
parallel, exploiting data-parallelism and inter-layer pipelining.
Since the input spikes are broadcast to all PEs, each PE
performs the SNN computation corresponding to the neuron
and synapses it is mapped to. Since SPARE localizes data-
movement through in-memory computing, the same memory
 Design Energy (pJ) Latency (ns) Leakage
(mW)RAM Read RAM Write ROM Read RAM Read RAM Write ROM Read
SRAM 38.42 33.39 38.42 0.53 0.53 0.53 74.89
R-SRAM 16.99 14.48 62.94* 0.418 0.418 1.254* 40.92
STT-MRAM 35.48 146.31 35.48 1.18 10.34 1.18 0.72
R-MRAM 17.93 73.37 17.93 1.16 10.32 1.16 0.48
Fig. 11. Energy and latency for read-write accesses from all designs considered in this work − SRAM, R-SRAM, STT-MRAM, and R-MRAM. (* ROM
Read for R-SRAM includes additional overhead of buffering RAM, retrieving ROM data and storing back the buffered RAM data, as described in Section
II-A).
 
Parameter Value
Frequency 1 GHz
Technology node 45 nm
Memory unit 32KB ROM-embedded RAM
Buffer depth 32
Synapse weight precision 8-bit
Neuron Vmem precision 8-bit
Data width 32-bit
ALU registers 32-bit fixed point
PE core static power 1.311 mW
Fig. 12. uArchitecture design parameters used for simulations.
storage unit also contains the LUTs used in SNN computations
allowing a simple and compact PE design.
D. Modeling complex neuro-synaptic functionality
Most neuron-synapse models have complicated differential
equations, and heavily use higher order polynomials and
transcendental functions. This makes them highly suitable for
an LUT based storage in ROM-embedded RAMs. Thus, our
PE incorporates any model needed by the SNN application
without much area overhead. To illustrate this, dynamics of
three different neuron models - LIF [20], Izhikevich [21], and
Hodgkin-Huxley (HH) [22] are shown in Fig. 10. Each model
can be implemented in SPARE, by modifying the ‘neuron
model’ block in the state diagram (see Fig. 8), with corre-
sponding alterations. As shown in Fig. 10(c), the HH model
is described by 7 differential equations, with 4 state variables
- Vmem,m, n and h. Firstly, we need 4 RAM fetches to read
the state variables. To update m,n, and h, we need a total
of 6 ROM fetches, each for αm,n,h, βm,n,h. Next, we need
to evaluate higher order polynomials (also stored in LUTs) in
order to calculate iNa,K,l. Thus, a total of 9 ROM fetches,
4 RAM fetches and 4 RAM updates per spike per time-step
are required for HH model, in contrast to 1 ROM fetch, 1
RAM fetch and 1 RAM update in case of a simple LIF model.
However, the overall data flow diagram remains unchanged.
A similar approach can be used to implement various synapse
and plasticity models, by modifying the synapse and plasticity
blocks, respectively. As the models become more complex,
more LUTs are required to store multiple polynomial functions
and math tables. Moreover, the number of ROM and RAM
fetches also increase. SPARE addresses both these issues since
the ROM-embedded RAM primitive allows extra ROM for
LUT storage, thereby allowing a compact memory unit. Data-
localization in SPARE along with the compact memory storage
unit enables a lower energy/latency per ROM/RAM access.
IV. EXPERIMENTAL METHODOLOGY
PE was modeled at the Register Transfer Level (RTL) in
Verilog and synthesized to IBM 45nm technology library
using Synopsys Design Compiler to estimate the power and
area consumptions. R-SRAM and R-MRAM (memory units)
were modeled using Cacti [24] and NVSim [25], respectively,
for the corresponding RAM sizes at 45nm technology node.
Subsequently, we account for the modified ROM access cycles
and peripheral circuits described in Sec. II-A. Fig. 11 summa-
rizes the RAM/ROM read-write energy and latency obtained
from simulations for SRAM, R-SRAM, STT-MRAM and R-
MRAMs. Cycle-accurate RTL simulations were performed to
get estimates of memory (RAM, ROM) access traces and sub-
sequently, the overall energy consumption per classification.
Fig. 12 summarizes various µ-architecture parameters used for
the simulations.
We analyze the energy, performance and area benefits
of SPARE on MNIST dataset [26] and CIFAR-10 dataset
[27]. For an apples-to-apples comparison, we use a similar
architecture built with PEs comprised of typical RAM and
STT-MRAM as our baselines (without ROM-Embedded RAM
capability). Additionally, to demonstrate system scalability, we
benchmark SPARE with various network sizes of different
scales, varying from 1184 to 36602 neurons. Fig. 13 tabulates
the benchmarks chosen [4], [23], [28], and the number of
PEs required in each case. Note that benchmarks ‘MNIST-
1,2,3’ are typical two-layer SNNs, that can be trained using
STDP learning [23]. The input layer has 784 neurons, each
corresponding to an input pixel in the image. The output layer
has 400, 1600 and 6400 neurons for benchmark ‘MNIST-1,2
and 3’ respectively. For deep spiking networks beyond two-
layers, there hasn’t been any successful attempt to generalize
a training algorithm in the spiking domain. However, [4], [28]
show that off-line training of the network using DNN tech-
niques (standard back-propagation algorithm) and converting
the trained network to an SNN does not incur significant
performance degradation. Thus, to evaluate SPARE on deep
networks, we use benchmarks ‘MNIST-4’ and ‘CIFAR10’,
 Benchmark Network Configuration # PEs Memory (MB) RAM content ROM content
MNIST-1 784 x 400 16 0.5
Synaptic weights
State variables (    )
Spiketimes
Synapse model:     as a function of weights    
Neuron model (LIF): 
     
  
as a function of     
Neuron model (HH):      as a function of     
         as a function of       (x=m,n,h)
Plasticity block: exponential LUT for STDP learning
MNIST-2 784 x 1600 50 1.56
MNIST-3 784 x 6400 200 6.25
MNIST-4 784 x 1200 x 1200 x 10 100 3.125
CIFAR10 32x32x3-24c5-2s-
80c5-2s-10o
220 6.875 Kernel weights
State variables (    )
Fig. 13. SNN benchmarks used in SPARE evaluation [4], [23]. The figure tabulates the number of PEs required, memory requirement, and the RAM/ROM
content for each benchmark and neuron model.
in the inference phase. ‘MNIST-4’ is a deep multi-layered,
fully connected SNN converted from a trained DNN [4]. It
consists of an input layer of 784 neurons, followed by two
hidden layers with 1200 neurons each, and finally an output
layer of 10 neurons. Benchmark ‘CIFAR10’, on the other
hand, is a deep convolutional neural network converted from a
trained CNN (32x32x3-24c5-2s-80c5-2s-10o). The CNN has
two convolution (c-) and two spatial-pool (s-) layers arranged
alternately, followed by a fully-connected (fc-) output layer.
The dimension of input image is 32x32x3. The first c- layer
consists of 24 kernels of size 5x5x3. The following s- layer
has kernels with size 2x2. The second c- layer has 80 kernels
of size 5x5x24, followed by another s- layer with kernel size
2x2. The final layer has 10 neurons, fully connected to the
previous layer. In all our simulations, we use the LIF neuron
model along with the exponential STDP based plasticity for
the training phase.
Input spike trains were generated from the input image
pixels based on the rate-coding approach used in [29]. Each
image is split-up into several time-steps, each conveying
the input firing activity. We analyze the benefits of SPARE
towards leveraging SNN data sparsity (event-drivenness) by
analyzing each SNN on different input maximum firing rates,
fp = 0.4 and fp = 1 [28]. Kindly note that in our work,
we use the SNN size and dataset statistics only for exploring
system scalability and benefits of in-memory computing for
training and testing SNNs. Mapping of these networks to the
proposed architecture doesn’t lead to any degradation in the
classification accuracy. Readers are referred to [4], [23], [28] to
explore the classification accuracy achieved in the benchmarks
used.
V. RESULTS
A. Energy
A common base reference was used to normalize all energy
numbers obtained through simulations such that the minimum
energy consumption bar (Inference of MNIST-1 for R-MRAM
with fp=0.4) represents 1. All other energy bars in Fig. 14, Fig.
15, and Fig. 17 are normalized to this value. Fig. 14 shows the
energy consumption for benchmarks ‘MNIST-1,2,3’, both for
training and inference phases. Each bar shows the total energy,
which is further split into three sub-components 1. RAM
(access + leakage) 2. ROM (access + leakage) and 3. Rest
(Core - buffer, control, compute). The following observations
can be drawn from Fig. 14. 1) It can be seen that an increase in
the maximum firing rate (fp) results in increased overall energy
consumption across all datasets. This is because a higher firing
rate results in increased number of spikes. Consequently, this
increases the number of RAM/ROM accesses, thereby decreas-
ing the benefits from event-driven computing in SPARE. This
also increases the overall computations as more synapses will
be accumulated over the output neurons. This underscores
the effectiveness of SPARE in drawing benefits from the
data sparsity in SNNs. 2) The total energy consumption in
the inference phase is lower compared to the training phase
because the Plasticity block (refer Fig. 8) is skipped during
the inference phase, as described in Sec III-C. 3) The energy
consumption with STT-MRAM technology is more than ∼ 2×
less, compared to CMOS based memory technology.
This was expected since STT-MRAM is a NVM, thus,
leakage due to memory is close to 0. Although writing into
STT-MRAM is expensive compared to CMOS, the near-zero
leakage is a dominant factor in reducing the energy con-
sumption. 4) Using R-SRAM and R-MRAM as the memory
units in the PE, we obtain, 1.71×, and 1.76× reduction
in energy consumption on an average, compared to CMOS
SRAM and STT-MRAM, respectively. This is a direct conse-
quence of increased storage density (or, smaller area for iso-
bytes) provided by ROM-embedded RAMs. A smaller memory
reduces the access energy and the leakage, thereby leading to
energy benefits. However, note that for iso-area, higher storage
density (through ROM-embedded RAMs) allows bigger on-PE
storage, eliminating data movements required from external
memory (in case of typical RAM). This leads to energy bene-
fits. Note that we have used iso-storage PEs in our simulations
to evaluate the energy benefits. 5) The energy improvement in
STT-MRAM technology is greater compared to CMOS due to
a simpler ROM retrieval process in R-MRAMs compared to
R-SRAM (refer Sec. II-A). R-SRAMs require additional steps
in buffering the RAM data, for each ROM access, which is
not required in R-MRAMs.
Moving to deeper networks, Fig. 15 shows the energy
consumption for deep networks, illustrating the scalability of
SPARE towards executing SNN workloads. A few additional
observations can be inferred: 1) Benchmark ‘MNIST4’ being
a deeper extension of ‘MNIST1-3’, obtains similar improve-
ments of 1.65×, and 1.77× reduction in energy consumption
for CMOS and STT-MRAM technologies, respectively. 2)
For a deep convolutional network (‘CIFAR10’), the improve-
ments are 1.70× and 1.31×, for CMOS and STT-MRAM,
respectively. CNNs are more compute-intensive compared to
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Fig. 14. Normalized energy consumption for a) Training phase and b) Inference phase, for benchmarks ‘MNIST1-3’. The simulations are performed for max
firing rate fp = 0.4 and 1. The energy bars are further split into RAM (read/write energy + leakage), ROM (read energy + leakage) and Rest (core energy).
The energy values are normalized to the common base reference.
 
0
2
4
6
8
10
12
N
o
rm
al
iz
e
d
 E
n
e
rg
y 
C
o
n
su
m
p
ti
o
n
Deep networks - Inference
RAM ROM Rest
SRAM
R-SRAM
STT-MRAM
R-MRAM
MNIST4 CIFAR10
fp=0.4 1 0.4 1
400
800
1200
1600
2 00
2400
Fig. 15. Normalized energy consumption for benchmarks ‘MNIST4’ and
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memory-intensive fully connected networks [30]. Thus, more
energy is spent in computations, compared to the memory
transactions. Thus, the energy consumed by the core and the
memory leakage energy are significant. For the CMOS case
in benchmark ‘CIFAR10’, the memory leakage overwhelms
the core energy consumption (see Fig. 15), whereas in STT-
MRAM, the core energy consumption overwhelms the mem-
ory energy (no leakage!). Due to this reason, the improvement
of using R-MRAMs is suppressed in CNNs. Comparing only
the memory energy consumption (RAM+ROM), we still obtain
∼ 2× improvement for R-MRAMs, however, the core energy
being dominant reduces overall benefits. Note that using the
STT-MRAM technology itself decreases the energy consump-
tion by an order of magnitude compared to CMOS. Thus,
we conclude that using R-SRAMs over typical SRAMs as
compute units lead to ∼ 1.7× improvement in energy for
both fully-connected networks and convolutional networks.
Whereas, using R-MRAMs over typical STT-MRAMs lead
to ∼ 1.75× improvement for fully-connected networks, and
∼ 1.3× for CNNs.
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Fig. 16. per-PE area with SRAM, R-SRAM, STT-MRAM and R-MRAM as
memory units (for iso-storage).
B. Area
By using R-SRAMs and R-MRAMs in PEs, 1.95× and
1.91× area benefits are achieved on a per-PE basis, for R-
SRAM and R-MRAM, respectively, shown in Fig. 16. This
is because ROM-embedded RAM effectively provides extra
ROM with no area overhead. Moreover, the PE area is dom-
inated by the memory unit, since the core (buffers, controller
and computation core) consumes a small portion of the total
area. The area consumption of the shared bus and global
memory are insignificant with respect to the total PE area
(hundreds of PEs used in benchmarks - see Fig. 13). This
translates to SPARE being more area-efficient compared to a
normal-RAM based system.
C. Performance
In the previous section, we observed a reduction in PE area
by a factor of 1.91− 1.95× by using R-SRAMs/R-MRAMs,
due to higher storage density provided by ROM-embedded
RAMs. For a given chip area (iso-area), we can fit about
twice as many PEs that use R-SRAM and R-MRAM compared
to typical SRAMs and STT-MRAMs, respectively, by using
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Fig. 17. Normalized energy consumption for using Hodgkin-Huxley neuron models on SNN benchmarks. The simulations are performed for max firing rate
fp = 0.4. The energy bars are further split into RAM (read/write energy + leakage), ROM (read energy + leakage) and Rest (core energy). The energy values
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smaller memory sizes. Computations (neurons in a layer)
can be split between more PEs, translating to 1.91 − 1.95×
performance benefits. Note that we assume a ROM:RAM
ratio of 1:1. This is reasonable for SNN computations due to
extensive LUT demands arising from various math function
requirements. However, if the designer wishes to decrease
the ratio (at the cost of lower precision of LUTs and lower
flexibility with respect to neuro-synaptic functionalities), the
performance improvement would be smaller, as the ratio
decreases.
D. Complex neuro-synaptic models
We expect to achieve higher benefits in mapping more com-
plicated neuro-synaptic models, due to increased LUT storage
demands and ROM accesses per classification. In literature,
usage of complicated models, such as the Hodgkin-Huxley
(HH) and Izhikevich neuron models, is limited to biological
experiments, and no references report a decent classification
accuracy in using such models in SNN classification tasks.
However, in order to evaluate SPARE for more complex
models, we estimate the energy benefits of using HH neuron
model for the same benchmarks used before. Note that the
level of complexity of the differential equations increases from
LIF to Izhikevich to HH, as described earlier in Section III-D.
For LIF, 1 ROM fetch, 1 RAM write, and 1 RAM read is
required per computation. For Izhikevich, 2 ROM fetches,
2 RAM writes, and 2 RAM reads are required. While for
HH, 9 ROM fetches, 4 RAM writes, and 4 RAM reads are
needed. Thus, it is trivial that the energy consumption would
increase as we go from LIF to Izhikevich to HH. To avoid
clutter, we only compare the two extreme cases (LIF and
HH), to evaluate SPARE with complex neuron models. Fig.
17 shows the normalized energy consumption for the inference
phase for MNIST and CIFAR10 datasets, using the HH neuron
model at max firing rate fp = 0.4. Note that these are only
projected values showing the energy profiles in using HH
neurons for SNN workloads. The following observations can
be inferred: 1) The energy consumption is higher, as compared
to the LIF neuron implementation, throughout all datasets.
Moreover, energy spent in ROM accesses is higher than RAM
accesses. This is a direct consequence of additional RAM
and ROM fetches (9 ROM fetches, 4 RAM fetches, 4 RAM
updates per spike per timestep) involved in solving complex
differential equations for HH neurons. 2) For fully connected
networks, we obtain 1.45× and 1.84× reduction in energy
consumption on an average, for R-SRAMs and R-MRAMs
compared to CMOS SRAM and STT-MRAM, respectively.
While for convolutional networks, we obtain 1.67× and 1.4×
reduction. Note that the corresponding improvements in energy
are higher for R-MRAM technology, but lower for the R-
SRAM technology, compared to the LIF neuron case (Sec.
V-A). This is due to the fact that R-SRAMs have additional
overhead in ROM retrieval process, as described earlier. Since
HH neurons involve lots of ROM accesses, this overhead leads
to a reduction in energy improvements. While for R-MRAMs,
since the overhead is minimal, increased ROM accesses leads
to higher energy benefits.
VI. CONCLUSION
In this paper, we presented SPARE, an architecture utilizing
the ‘in-memory processing’ abilities of ROM-embedded RAM
to enable efficient acceleration of SNNs. Each processing unit
in SPARE does event-driven processing in order to leverage the
benefits from input data sparsity in SNNs. We analyzed trade-
offs of using CMOS based R-SRAMs and STT-MRAM based
R-MRAMs as memory units in SPARE for different types
of networks. Our experiments on various SNN benchmarks
for image classification applications reveal that R-MRAMs
are suitable for mapping fully-connected networks compared
to typical STT-MRAM arrays with ∼ 1.75× lower energy,
while R-SRAMs are suitable for mapping CNNs compared to
typical SRAM arrays with ∼ 1.7× lower energy. R-SRAM and
R-MRAM achieve ∼ 1.9× reduction in area for iso-storage.
Moreover, for iso-area, R-SRAMs and R-MRAMs can achieve
∼ 1.9× improvement in performance, given required data par-
allelism (neurons in a layer) is available. SPARE also provides
the necessary programmability to execute a variety of synapse,
neuron and plasticity models thereby, enabling designers to
deploy SNNs based on the application requirements. SPARE
thus underscores the applicability of ROM-embedded RAM
based in-memory hardware primitives in efficient cognitive
computing.
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