Abstract. In this paper, by introducing a new operation in the vector space of Laurent series, the author derived explicit series for the values of ζ-funtion at positive integers, where ζ denotes the Riemann zeta function. The values of ζ(k), k > 1 are largely connected with Bernoulli numbers and binomial numbers. The method in this paper seems new, and the resluts are about divergent series. Using Borel summation for these divergent series one can connect ζ function, Bernoulli numbers, and most series representations of Riemann zeta function.
introduction
In [8] we introduced an operation called convolution, denoted ⋆ in the vector space of Taylor series. If an analytic function f (z) = ∞ n=0 a n z n n! , then we denote it by f = (a 0 , a 1 , a 2 , · · · ). The operation is k+1 , where k ∈ N. Now we generalize this operation to Laurent series to deduce an "absurd" series for values of ζ-function at positive integers. That is (n − 1)(ζ(n) − 1) = ∞ k=0 n − 2 + k n − 2 B k .
Then we turn "absurd" to rigorous by Borel summation and give a new understanding of ζ-function and Bernoulli numbers.
Laurent series. The Laurent series is of the form
∞ n=−∞ a n (z − c) n , and it can represent a complex function f (z) by a power series which includes terms of negative degree. Assume that f is holomorphic in an annulus A(c, R 1 , R 2 ), then f is the sum of a uniquely determined Laurent series:
where a n is defined by a n = 1 2πi |z−c|=r ′ f (z) (z − c) n+1 dz.
The circle |z−c| = r lies in the annulus A (see [2] ), where A is {z : R 1 < |z−c| < R 2 }. In [8] we use { z n n! | n ∈ N} as a basis of vector space which consists of analytic functions. Now we generalize this idea. Definition 1.1. Consider all the complex functions holomorphic in some annulus A(0, r, R), which make a vector space over C. They can be uniquely represented as a Laurent series. We use and the intersection of their domains is not empty, we can define addition:
and scalar multiplication:
where λ ∈ C. We use a symbol · to indicate function multiplication, i.e.
, we use (f ) ±n = a ±n to denote the ±n-th component of f . Now we define for n ≥ 0 (1.1)
This is obtained by comparing the n-th component of f (z)g(z). For simplicity, we need to generalize the binomial number.
Therefore (1.1) becomes
By definition, · has the following rules:
Because these operations are corresponding to those of functions, the rules are obvious.
and
obviously the intersection of their domains is not empty, so
If we define the identity to be id = (· · · , 0, 0, 0 | 1, 0, 0, · · · ) and f · g = id, we say g is the inverse of f .
For example, consider e −z = (· · · , 0, 0, 0 | 1, −1, 1, −1, · · · ), we have
hence the inverse of e z is e −z .
1.2. Vector multiplication. Define for j ∈ C, j = 0
One can see j = e jz , j −1 = e −jz , so we get the inverse of j is j −1 . We also define vector multiplication to be
Therefore we can write j −1 = −1j.
Bernoulli numbers.
Recall that the generating function of Bernoulli numbers is
and we denote it by B = (· · · , 0, 0, 0
We also note that
Moreover
We also have
We will use these identities in the next section.
ζ-function
We need to be clear that the coefficents of
are 0, the Laurent series becomes Taylor series, and the · becomes ⋆. Then all the relations in [8] apply.
Riemann zeta function is defined as
for Re(s) > 1, and extends to an analytic function for all s ∈ C, except for s = 1, where it has a simple pole. The way of extension can be easily seen in [4] and [13] as is without using functional equation. The conclution is (2.1)
and the sum on the right hand converges for Re(s) > −m. In [8] we use this to deduce
This is equivalent to
For n ≥ 0 we get the well-known relaton
2.2.
What would happen when we put positive integers into (2.1)? [12] mentioned a beautiful formula which is
This also can be deduced from (2.1) by multiplying (s−1) to both sides, and letting m → ∞. Let's take a look at (2.5), after moving terms we get
Now we can use our operation.
, and we change (2.6) to (2.7)
This can be regraded as the negative component of
We multiply −B on both side of (2.9), and from (1.10) we get
Making use of (1.2) to compare the negative components of (2.10), we get
The reader may notice that (2.11) doesn't make sense, because the infinite summation on the right hand obviously diverge. The term | n−2+k n−2 B k | does not go to 0 as k → ∞. We will explain theorem 2.1 in the next section.
divergent series
Maybe the most famous divergent series was Grandi's series, which is
This series was reported by Guido Grandi in 1703(see the history in [5] ). By inserting parentheses into 1 − 1 + 1 − 1 + · · · , we produce different results: either
In the 1700's, many mathematicians wanted to find a value for this series and they didn't think (3.1) summed to either 0 or 1. Actually most of them thought the true value is 1 2 . There are many explanations about this value. For example, Daniel Bernoulli thought that since half of the partial sums of (3.1) are +1 and half of them are 0, the correct value of the series would be
The usual reason for the value lies in putting x = −1 in the following geometric series
But we know (3.2) converges only if |x| < 1. All of these do not make a rigorous way to explain the divergent series. Divergent series were widely used by Leonhard Euler, but often led to confusing and contradictory results. His idea that any divergent series should have a natural sum had been hiding in the sea of mathematics, since Cauchy gave a rigorous definition of the sum of a convergent series. They reappeared in 1886 with Henri Poincar's work on asymptotic series. In 1890, Ernesto Cesro gave a rigorous definition of the sum of some divergent series(like Grandi's series), and defined Cesro summation.
In modern mathematics we already have theorems on methods for summing divergent series. We will use Borel summation to explain theorem 2.1.
and define Borel transform of A(z) to be
Definition 3.1. Suppose that the Borel transform converges for all positive real numbers to a function that the following integral is well defined(as an improper integral), the Borel sum of A is given by
If the integral converges at z ∈ C to some a(z), we say that the Borel sum of A(z) converges at z, and write ∞ n=0 a n z n = a(z)(B).
Let's look at some examples.
The Borel sum of A 1 (z) is
Putting z = −1, we get
So the Grandi's series
Putting z = −2 we have
.
Noticing that whenever A(z) converges in the standard sense, the Borel sum converges to the same value, i.e.
The above property is called regularity of Borel summation method. It can be seen by a change in the order of integration, which is valid due to absolute convergence: if A(z) is convergent at z, then
dt.
Putting z = 1, we have
then we get (3.9)
This is exactly a result of Theorem 2.1 when n = 2.
The Borel sum of A 3 (z) is (3.11)
Putting z = 1 in (3.11), we have (3.12)
This is also a reslut of Theorem 2.1, i.e.
(3.13)
The reader may notice that (3.13) doesn't have 0 as its first term, but A 3 (z) does. This is because 0 +
Do not take this reason for granted, because it's not like convergent series, in which 0 equals nothing. In divergent series, 0 can change a lot, hence we need a rigorous reason for this.
Actually Borel proved(see [6] ) that in a series that is absolutly summable, transposing a finite number of terms or replacing a certain number of consecutive terms by their sum, or replacing a term by the sum of several others won't change either the summability or the sum of the series.
If two series are summable by Borel summation method, so does their linear combination, i.e. For α, β ∈ C, (3.14) A = a 0 +a 1 +a 2 +· · · = a(B), V = v 0 +v 1 +v 2 +· · · = b(B) =⇒ αA+βV = αa+βb(B). [9] , the last term of (3.16) is 2ζ (2) . Therefore (3.16) becomes Γ(3)ζ(3) − 2, this is to say 3.3. proof of Theorem 2.1. First, we multiply (n − 2)! on both sides of (2.11) and get
Let
A 4 (z) = ∞ k=0 (k + 1)B k z k = ∞ k=0 B k z k + ∞ k=0 kB k z k , then BA 4 (z) = ∞ k=0 B k k! z k + ∞ k=0 kB k k! z k = z e z − 1 + z( z e z − 1 ) ′ .
The Borel sum of A(z) is
,
where n > 2 and
Then for positive integers n ≥ 2, we get
Third, the Borel sum of D n (z) is 
If we put z = −1 in (3.20), we get
This is to say (3.23)
Therefore we have Theorem 3.5. For positive integers n > 1,
3.4. Algebra structure. Actually Borel also proved there is a multiplication among absolutly summable series, i.e. if
c n = wv(B), (3.25) where c n = n k=0 w k v n−k . If we define any absolutely summable series A(z) = ∞ n=0 a n z n as ordered sequence (a 0 , a 1 , a 2 , a 3 , · · · ), then they form an algebra over C. If a series A(z) is summable at z 0 and has a value a, then we write
Let's look at some examples that a series isn't summable at some z 0 . 
The Borel sum of BN (1) , which should not be mixed up. There's one thing we need to be clear: if one side is a divergent series and the other is a finite value, when we move a term from one side to the other, we need to follow a rule which the author would call "Borel sum rule". Let's look at an example to illustrate this. If we treat Γ(n) as (n − 1)! ∞ 0 e −t tdt then from (3.18) we get
This is exactly Theorem 3.5 because B 2k+1 = 0, k > 0.
3.5. There are so many identities related to Bernoulli numbers and Riemman zeta function that sometimes we wonder why these happen. For instance, from [7] and [1] we have the following equations, for n ≥ 4
n . They all can be explained in our divergent series. First we need to add B 0 , B n , B 1 , B n−1 to these equations. For the first equation, we change it to (3.37)
where n ≥ 1. Now we consider the sequences which is defined in 3.4, i.e.
As usual we get the Borel transform of (3.38)
From Theorem 2.1 we know that
, and
Combining all these, we have
From now on we denote B We can get the similar formula If we express this relation as sequence addition, we have
The reader can check this is right. In fact we know
Multiplying above two series, we get
We want to know the Borel sum of First we need to figure out the double integral. Applying series expansion, the first integral is
The double integral is
From these we know
Miki [11] proved (3.36) in 1978, and it also has its divergent explanation. Let
where β + k = β k , k = 1, and β
The Borel sum of it at z = 1 is
where γ is Euler-Mascheroni constant. Hence we have (3.57)
The relation between Miki's identity and divergent series will be an exploring exercise.
For more relations related to Bernoulli numbers, see [1] .
values of riemann zeta function
Euler found beautiful formulas for ζ(2k), which is But the odd values of ζ are more mysterious than we think. In 1978 Apéry [3] proved the irrationality of ζ(3), and it was later shown in [14] that infinitely many of the odd values must be irrational. We hope there are explicit formulas as in the case of ζ(2n). However, it's untraceable. From our divergent series, we can see the values of ζ seem to have the same level. For example, if we write Theorem 3.5 as vector dot product, i.e. 
6B
+ n−k a n−k = 15(n + 2)(n + 1)B + n .
Remark 4.1. It seems very hard to find the values of ζ(2n + 1) by using product and addition on divergent series.
