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POSITIVITY OF SUMS AND INTEGRALS FOR HIGHER ORDER
∇−CONVEX AND COMPLETELY MONOTONIC FUNCTIONS
MUHAMMAD ADNAN1, ASIF R. KHAN1, AND FARAZ MEHMOOD1,2
Abstract. We extend the definitions of ∇−convex and completely monotonic functions for
two variables. Some general identities of Popoviciu type for sum
∑∑
pijf(yi, zj) and integrals∫
P (y)f(y)dy,
∫ ∫
P (y, z)f(y, z)dy dz are deduced. Using obtained identities, positivity of these
expressions are characterized for higher order ∇−convex and completely monotonic functions.
Some applications in terms of generalized Cauchy means and exponential convexity are given.
1. Introduction
Over past few decades the notion of completely monotonic functions has gained much popularity
among researchers in analysis and other related fields due to their interesting properties (see [8])
and higher applicability (see [3]). As it is evident from the following lines taken from a paper with
the title “Completely monotone functions: a digest” [11] written by Milan Merkle. He writes “A
brief search in MathSciNet reveals total of 286 items that mention this class of functions in the title
from 1932 till the end of the year 2011; 98 of them have been published since the beginning of 2006”.
We would like to obtain discrete identity and inequality of two variables and we would like to state
general integral identities and inequalities respectively for higher order differentiable function of
one variable and two variables. These identities and inequalities would be generalization of several
established results. We would also discuss the characterization of Popoviciu−type positivity of
these general integrals involving ∇−convex and completely monotonic functions. We would give
new generalized, mean value theorems of Lagrange and Cauchy−type as well, and also discuss its
exponential convexity with the help of various examples.
Let us recall, few useable definitions and significant results regarding the convex functions
extracted from [18] (see also [7]). Throughout the article I an interval in R. Also throughout the
article we would use the following notations for some subsets of R, R∗ = [0,∞) and R+ = (0,∞).
Definition 1.1. The m−divided difference of a function f : I → R, at different points yi, yi+1, . . .
, yi+m ∈ I = [a, b] ⊂ R, where i ∈ N is stated as:
[yj ; f ] = f (yj) , j ∈ {i, i+ 1, . . . , i+m}
[yi, . . . , yi+m; f ] =
[yi+1, . . . , yi+m; f ]− [yi, . . . , yi+m−1; f ]
yi+m − yi
.
Remark 1.2. Let us denote [yi, yi+1, · · · , yi+m; f ] by ∆(m)f(yi). The value [yi, . . . , yi+m; f ] is
independent of order of points yi, yi+1, . . . , yi+m. This definition can extended by including the
cases for more than one points coincide by applying the respective limits.
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Definition 1.3. A function f : I → R, is called am−convex ormth order convex , if the inequality
∆(m)f(yi) ≥ 0 holds ∀(m+ 1) different points yi, . . . , yi+m ∈ I.
Further that if mth order derivative of function exists, then function is convex of order m if and
only if f (m) ≥ 0.
Definition 1.4. A function f : I → R, is said to be m− ∇−convex or ∇−convex of order m, if
∀(m+ 1) different points yi, yi+1, . . . , yi+m we have ∇(m)f(yi) = (−1)
m∆(m)f(yi) ≥ 0.
Further that if mth order derivative of function exists, then function is ∇−convex of order m if
and only if (−1)mf (m) ≥ 0.
Definition 1.5. Let E = {y1, y2, . . . , yM} ⊂ R. A function f : E → R is called a discrete
m−convex function if inequality [yi, . . . , yi+m; f ] ≥ 0 holds ∀(m+1) different points yi, . . . , yi+m ∈
E.
We extend all the aforementioned definitions up to order (m,n). For that let us denote I ×J =
[a, b]× [c, d] ⊂ R2.
Definition 1.6. Let f : I × J → R, be a function, then The (m,n)−divided difference or divided
difference of order (m,n), of a function f at different points yi, . . . , yi+m ∈ I, zj , . . . , zj+n ∈ J for
some i, j ∈ N, is ststed as ∆(m,n)f(yi, zj) = [yi, . . . , yi+m; [zj, . . . , zj+n; f ]].
Definition 1.7. A function f : I × J → R, is said to be (m,n)−convex or convex of order (m,n),
if ∀ different points yi, . . . , yi+m ∈ I and zj, . . . , zj+n ∈ J we have ∆(m,n)f(yi, zj) ≥ 0.
Further that the f is (m,n)−convex if and only if f(m,n) ≥ 0, if the partial derivative
∂m+nf
∂ym∂zn
denoted by f(m,n) and exists.
Definition 1.8. Let E = {y1, y2, . . . , yM}, F = {z1, z2, . . . , zN} ⊂ R. A function f : E × F → R
is called a discrete (m,n)−convex function if inequality [yi, . . . , yi+m; [zj , . . . , zj+n; f ]] ≥ 0 holds
∀(m+ 1) different points yi, . . . , yi+m ∈ E and (n+ 1) different points zj , . . . , zj+n ∈ F .
Definition 1.9. Finite difference of order (m,n) of a function f : I × J → R, where h, k ∈ R and
y ∈ I, z ∈ J , is stated as
∆
(m,n)
h,k f(y, z) = ∆
(m)
h (∆
(n)
k f(y, z)) = ∆
(n)
k (∆
(m)
h f(y, z))
=
m∑
i=0
n∑
j=0
(−1)m+n−i−j
(
m
i
)(
n
j
)
f(y + ih, z + jk).
where y + ih, z + jk ∈ I, J respectively and i ∈ {0, 1, 2, . . . ,m − 1,m}; j ∈ {0, 1, 2, . . . , n − 1, n}.
Moreover, a function f : I × J → R is called the (m,n)−convex, if the follwoing conditions hold
∆
(m,n)
h,k f(y, z) ≥ 0 ∀y ∈ I, z ∈ J .
Definition 1.10. Finite difference and Divided difference of (m,n) order, of a sequence (aij)
are stated as ∆(m,n)aij = ∆
(m,n)
1,1 f(yi, zj) and ∆(m,n)aij = ∆(m,n)f(yi, zj) respectively, where
i ∈ {1, 2, 3, . . . ,m − 1,m}, j ∈ {1, 2, 3, . . . , n − 1, n}. If yi = i, zj = j, then f : {1, . . . ,m} ×
{1, . . . , n} → R is the function which is f(i, j) = aij. Moreover, a sequence (aij) is called a
(m,n)−convex, if following conditions hold ∆(m,n)aij ≥ 0 for m,n ≥ 0 and i, j ∈ {1, 2, 3, . . .}.
Further, in this paper we would use the following notations: I × J = [a, b]× [c, d] ⊂ R×R. For
some real sequence (am), m ∈ N and n ∈ {2, 3, . . .} :
∇(1)am = ∇am = am − am+1, ∇
(n)am = ∇(∇
(n−1)am).
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Also for m distinct real numbers yi, i ∈ {1, . . . ,m} and n ≥ 0:
(yk − yi)
{n+1} = (yk − yi)(yk−1 − yi) . . . (yk−n − yi), (yk − yi)
{0} = 1.
Definition 1.11. We would call the function f : I × J → R is called the (m,n) − ∇−convex if
inequality ∇(m,n)f(yi, zj) = (−1)
m+n∆(m,n)f(yi, zj) ≥ 0, holds ∀ different points yi, . . . , yi+m ∈ I,
zj , . . . , zj+n ∈ J .
Let us recall a useful definition from [13, pp. 347-348].
Definition 1.12. A function f : I → R, is called the completely monotonic (or totally monotonic)
of order m or m−completely monotonic if all its derivatives f (i) exist and satisfy
(−1)if (i)(y) ≥ 0, y ∈ (0,∞); i ∈ {0, 1, . . . ,m}.
Definition 1.13. We wolud call the function f : I × J → R is known as completely monotonic
of order (m,n) or (m,n)−completely monotonic if all its f(i,j) partial derivatives exist and satisfy
the condition below:
(−1)(j+i)f(i,j,)(y, z) ≥ 0, y, z,∈ (0,∞); i ∈ {0, 1, 2, · · · ,m− 1,m}, j ∈ {0, 1, 2, . . . , n− 1, n}.
Remark 1.14. It is simple to observe that the notions of completely monotonic function order m
and (m,n) are generalized notions of m−∇−convex function and (m,n)−∇−convex function for
differentiable functions respectively.
1.15. Examples. In present subsection, we would use variety of classes of completely monotonic
functions F = {fv : v ∈ I ⊂ R} and construct examples and applications of completely monotonic
functions .
Example 1.16. Let a family of functions F1 = {ψv : R→ R+|v ∈ R+} which is stated as
ψv(y) = e
−vy
vm
Since (−1)m d
m
dymψv(y) > 0, therefore the function ψv is m−completely monotonic on R, for every
v ∈ R+.
Example 1.17. Let a family of functions F2 = {φv : R+ → R|v ∈ R+} which is stated as
φv(y) =
{
v−y
(ln v)m , v 6= 1
(−1)mym
m! , v = 1
Since (−1)m d
m
dymφv(y) ≥ 0, therefore the function φv is m−completely monotonic on R+ for every
v ∈ R+, y ≥ 0.
Remark 1.18. Other examples of completely monotonic functions include:
(i) f(y) = c (a nonnegative real constant), ∀y ∈ R
(ii) f(y) = αy1−α , 0 ≤ α ≤ 1, y > 0
(iii) f(y) = 1(y+α2)β , α ≥ 0, β ≥ 0, y > 0
(iv) f(y) = − ln y ∀y ∈ R∗
(v) f(y) = − ln(1− 1/y), ∀y ∈ R+
(vi) f(y) = e1/y, ∀y ∈ R+
Let us give brief explanation the formate of our paper as follows, after introduction and some
preliminary, in the second section, we consider one identity for the integral
∫
P (y)f(y)dy which
involves functions of higher order derivatives. This identity is basic tool for obtaining necessary and
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sufficient conditions for (m+ 1)−∇−convex function in which
∫
P (y)f(y)dy ≥ 0 holds and only
necessary condition for (m+1)−completely monotonic function, after second section we will work
on third section in which obtain an identity for the sum
∑M
i=1
∑N
j=1 pijf(yi, zj) and investigate
the inequality
∑M
i=1
∑N
j=1 pijf(yi, zj) ≥ 0 for ∇−convex function of order (m,n) for two variables.
The forth section is devoted to the integral case for (M + 1, N + 1) − ∇−convex functions and
(M+1, N+1)−completely monotonic functions for two variables,then consider an identity of linear
functional Λ(f) in double integral. In fifth section we state some mean value theorem of Lagrange
and Cauchy types. In sixth section, consider the nonnegative functional Λ(f) and apply this on
exponentially convex functions ψ(q) of certain type, and give some properties. In the last section
of the paper, construct examples and applications of completely monotonic, exponentially convex
functions by using various classes of functions.
2. Integral Case for Function of One Variable
In the paper [12] the following result for a real sequence (aM ) was proved:
Proposition 2.1. Let pi ∈ R for i ∈ {1, . . . ,M}, then the following identity for any real sequence
(aM ) holds:
M∑
i=1
piai =
m−1∑
k=0
1
k!
∇(k)aM−k
M−k∑
i=1
(M − i){k}pi
+
1
(m− 1)!
M−m∑
k=1
(
k∑
i=1
(k − i+m− 1){m−1}pi
)
∇(m)ak (2.1)
Similar result was proved in [7] for the real function involving the operator ∇ and it is a
generalization of (2.1) which may be stated as:
Proposition 2.2. Let m,M be integers such that m ≤ M and let pi be real numbers for i ∈
{1, 2, · · · ,M} . Let f be a function and yi be non mutual elements from interval I for i ∈
{1, 2, . . . ,M}, then following identity holds:
M∑
i=1
pif(yi) =
m−1∑
k=0

M−k∑
j=1
pj(yM − yj)
{k}

∇(k)f(yM−k) (2.2)
+
M−m∑
k=1

 k∑
j=1
pj(yk+m−1 − yj)
{m−1}

∇(m)f(yk)(yk+m − yk)
We can also prove an integral identity that is analogous to the above formula.
Theorem 2.3. Let a function f ∈ C(m+1) and P, f : I → R, both be integrable functions, then
∫ b
a
f(y)P (y)dy =
m∑
i=0
(∫ b
a
P (y)
(b− y)i
i!
dy
)
(−1)if (i)(b)
+
∫ b
a
(∫ s
a
P (y)
(s− y)m
m!
dy
)
(−1)m+1f (m+1)(s)ds (2.3)
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Proof. The function f by using Taylor expansion can be represented as
f(y) =
m∑
i=0
f (i)(b)
(y − b)i
i!
+
∫ y
b
f (m+1)(s)
(y − s)m
m!
ds
=
m∑
i=0
(−1)if (i)(b)
(b − y)i
i!
+
∫ b
y
(−1)m+1f (m+1)(s)
(s − y)m
m!
ds.
Multiplying the above equation by P and integrate it over [a, b], then∫ b
a
f(y)P (y)dy =
m∑
i=0
(−1)if (i)(b)
∫ b
a
P (y)
(b − y)i
i!
dy
+
∫ b
a
(∫ b
y
(−1)m+1f (m+1)(s)ds
)
P (y)
(s− y)m
m!
dy
=
m∑
i=0
(∫ b
a
P (y)
(b − y)i
i!
dy
)
(−1)if (i)(b)
+
∫ b
a
(∫ s
a
P (y)
(s− y)m
m!
dy
)
(−1)m+1f (m+1)(s)ds.
We used the Fubini theorem in above last equation for the variables y and s. 
The following theorem is generalized form of result (see [16, pp. 121–122]) and (see also [7]).
Theorem 2.4. Let supposition of the Theorem 2.3 be true, then following inequality holds∫ b
a
f(y)P (y)dy ≥ 0 (2.4)
for all (m+ 1)−∇−convex function f , if and only if∫ b
a
P (y)
(b− y)i
i!
dy = 0, i ∈ {1, . . . ,m} (2.5)∫ s
a
P (y)
(s− y)m
m!
dy ≥ 0, ∀s ∈ [a, b]. (2.6)
Proof. If (2.5) holds, then the first sum is zero in (2.3) and required inequality (2.4) holds by
applying (2.6).
Conversely, if substitute the following functions in (2.4). Then
f1(y) =
(b − y)i
i!
and f2 = −f1
for 0 ≤ i ≤ m such that (−1)m+1f
(m+1)
l (y) ≥ 0, l ∈ {1, 2}, then obtain required equality (2.5)
i.e. ∫ b
a
P (y)
(b− y)i
i!
dy = 0, 0 ≤ i ≤ m.
We get the last inequality (2.6) by assuming below function in (2.4), where s ∈ [a, b]
f3(y) =
{
(s−y)m
m! , y < s
0, y ≥ s.

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Theorem 2.5. Let supposition of the Theorem 2.3 be true, then following inequality holds;∫ b
a
P (y)f(y)dy ≥ 0 (2.7)
for every completely monotonic function f of order m+ 1 if∫ b
a
P (y)
(b− y)i
i!
dy = 0, i ∈ {1, . . . ,m} (2.8)∫ s
a
P (y)
(s− y)m
m!
dy ≥ 0, ∀s ∈ [a, b]. (2.9)
Proof. If (2.8) holds, then the first sum is zero in (2.3) and the required inequality (2.7) holds by
using (2.9). 
Remark 2.6. It is a known fact that every ∇−convex function is a subclass of completely mono-
tonic function and this is a subclass of exponentially convex function and hence the previous result
also holds for exponentially convex functions [6]. Moreover, every completely monotonic function
is log-convex so the stated result also holds for every log-convex function [11].
3. Discrete Case for Functions of Two Variables
Under the given topic, we would consider a two variables discrete function that are defined on
I1 × J1 ⊂ R × R. Firstly, we will get an identity for
∑M
i=1
∑N
j=1 pijf(yi, zj) in which involves
divided differences and consider necessary and sufficient conditions of next theorem for inequal-
ity of Popoviciu type characterisation of positivity of sums for higher order discrete functions∑M
i=1
∑N
j=1 pijf(yi, zj) ≥ 0 holds, for every (m,n)−∇−convex function.
Theorem 3.1. Let pij ∈ R and f : I1 × J1 → R be discrete function, where i ∈ {1, 2, 3, . . . ,M −
1,M} and j ∈ {1, 2, 3, · · · , N − 1, N}, then following identity holds:
M∑
i=1
N∑
j=1
pijf(yi, zj) (3.1)
=
n−1∑
k=0
m−1∑
t=0
M−t∑
s=1
N−k∑
r=1
psr(zN − zr)
{k}(yM − ys)
{t}∇(t,k)f(yM−t, zN−k)
+
n−1∑
k=0
M−m∑
t=1
t∑
s=1
N−k∑
r=1
psr(zN − zr)
{k}(yt+m−1 − ys)
{m−1}∇(m,k)f(yt, zN−k)(yt+m − yt)
+
N−n∑
k=1
m−1∑
t=0
M−t∑
s=1
k∑
r=1
psr(zk+n−1 − zr)
{n−1}(yM − ys)
{t}∇(t,n)f(yM−t, zk)(zk+n − zk)
+
N−n∑
k=1
M−m∑
t=1
t∑
s=1
k∑
r=1
psr(zk+n−1 − zr)
{n−1}(yt+m−1 − ys)
{m−1}∇(m,n)f(yt, zk)×
× (yt+m − yt)(zk+n − zk).
where (yi, zj) ∈ I1 × J1 are distinct points.
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Proof. We have
M∑
i=1
N∑
j=1
pijf(yi, zj) =
M∑
i=1

 N∑
j=1
qjGi(zj)

 ,
where pij = qj and Gi : z 7→ f(yi, z). Using (2.2) in the inner sum we get
M∑
i=1
N∑
j=1
pijf(yi, zj) =
M∑
i=1
n−1∑
k=0

N−k∑
j=1
qj(zN − zj)
{k}

∇(k)Gi(zN−k)
+
M∑
i=1
N−n∑
k=1

 k∑
j=1
qj(zk+n−1 − zj)
{n−1}

∇(n)Gi(zk)(zk+n − zk)
=
n−1∑
k=0

 M∑
i=1

N−k∑
j=1
qj(zN − zj)
{k}

∇(k)Gi(zN−k)


+
N−n∑
k=1

 M∑
i=1

 k∑
j=1
qj(zk+n−1 − zj)
{n−1}

∇(n)Gi(zk)(zk+n − zk)


=
n−1∑
k=0
(
M∑
i=1
wiF (yi)
)
+
N−n∑
k=1
(
M∑
i=1
viH(yi)
)
where wi =
∑N−k
j=1 qj(zN − zj)
{k} =
∑N−k
j=1 pij(zN − zj)
{k}, vi =
∑k
j=1 qj(zk+n−1 − zj)
{n−1},
F (yi) = ∇(k)Gi(zN−k), and H(yi) = ∇(n)Gi(zk)(zk+n − zk).
Using again (2.2) on inner sums, then we have
M∑
i=1
N∑
j=1
pijf(yi, zj)
=
n−1∑
k=0
m−1∑
r=0
(
M−r∑
i=1
wi(yM − yi)
{r}
)
∇(r)F (yM−r)
+
n−1∑
k=0
M−m∑
r=1
(
r∑
i=1
wi(yr+m−1 − yi)
{m−1}
)
∇(m)F (yr)(yr+m − yr)
+
N−n∑
k=1
m−1∑
t=0
(
M−t∑
i=1
vi(yM − yi)
{t}
)
∇(t)H(yM−t)
+
N−n∑
k=1
M−m∑
t=1
(
t∑
i=1
vi(yt+m−1 − yi)
{m−1}
)
∇(m)H(yt)(yt+m − yt)
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=
n−1∑
k=0
m−1∑
r=0
M−r∑
i=1
N−k∑
j=1
pij(zN − zj)
{k}(yM − yi)
{r}∇(r,k)f(yM−r, zN−k)
+
n−1∑
k=0
M−m∑
r=1
r∑
i=1
N−k∑
j=1
pij(zN − zj)
{k}(yr+m−1 − yi)
{m−1}∇(m,k)f(yr, zN−k)(yr+m − yr)
+
N−n∑
k=1
m−1∑
t=0
M−t∑
i=1
k∑
j=1
pij(zk+n−1 − zj)
{n−1}(yM − yi)
{t}∇(t,n)f(yM−t, zk)(zk+n − zk)
+
N−n∑
k=1
M−m∑
t=1
t∑
i=1
k∑
j=1
pij(zk+n−1 − zj)
{n−1}(yt+m−1 − yi)
{m−1}∇(m,n)f(yt, zk)×
× (yt+m − yt)(zk+n − zk).
If change i→ s, j → r in all sums and put r → t in first and second sums, then obtain the required
identity(3.1). 
Remark 3.2. If we simply put f(yi, zj) = f(yi)g(zi) in Theorem 3.1, then we obtain similar result
for two f and g functions as follows.
Corollary 3.3. Let pij ∈ R, f : I1 → R and g : J1 → R be two discrete functions, where
i ∈ {1, 2, 3, . . . ,M − 1,M} and j ∈ {1, 2, 3, · · · , N − 1, N}, then following identity holds:
M∑
i=1
N∑
j=1
pijf(yi)g(zj)
=
n−1∑
k=0
m−1∑
t=0
M−t∑
s=1
N−k∑
r=1
psr(yM − ys)
{t}∇(t)f(yM−t)(zN − zr)
{k}∇(k)g(zN−k)
+
n−1∑
k=0
M−m∑
t=1
t∑
s=1
N−k∑
r=1
psr(zN − zr)
{k}∇(k)g(zN−k)(yt+m−1 − ys)
{m−1}∇(m)f(yt)(yt+m − yt)
+
N−n∑
k=1
m−1∑
t=0
M−t∑
s=1
k∑
r=1
psr(zk+n−1 − zr)
{n−1}∇(n)g(zk)(zk+n − zk)(yM − ys)
{t}∇(t)f(yM−t)
+
N−n∑
k=1
M−m∑
t=1
t∑
s=1
k∑
r=1
psr(zk+n−1 − zr)
{n−1}∇(n)g(zk)(zk+n − zk)×
× (yt+m−1 − ys)
{m−1}∇(m)f(yt)(yt+m − yt).
where (yi, zj) ∈ I1 × J1 are distinct points.
Remark 3.4. We can easily obtain similar result for sequences by simply considering the function
aij = f(i, j) in previous theorem. Moreover, we can also split this sequence into two sequences as
special case by using aij = aibj instead of f(yi, zj) = f(yi)g(zj) is previous corollary.
Theorem 3.5. Let pij ∈ R and f : I1 × J1 → R be discrete function, where i ∈ {1, 2, 3, . . . ,M −
1,M}, j ∈ {1, 2, 3, · · · , N−1, N} and I1 = {yM−r, yM−r+1, . . . , yM}, J1 = {zN−k, zN−k+1, . . . , zN}
and yM−r < · · · < yM , zN−k < · · · < zN , then the below inequality holds for all (m,n)−∇−convex
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function f .
M∑
i=1
N∑
j=1
pijf(yi, zj) ≥ 0 (3.2)
if and only if
M−t∑
s=1
N−k∑
r=1
psr(zN − zr)
{k}(yM − ys)
{t} = 0,
k ∈ {0, 1, 2, · · · , n− 1}
t ∈ {0, 1, 2, · · · ,m− 1}
(3.3)
t∑
s=1
N−k∑
r=1
psr(zN − zr)
{k}(yt+m−1 − ys)
{m−1} = 0,
k ∈ {0, 1, 2, · · · , n− 1}
t ∈ {1, 2, 3, · · · ,M −m}
(3.4)
M−t∑
s=1
k∑
r=1
psr(zk+n−1 − zr)
{n−1}(yM − ys)
{t} = 0,
k ∈ {1, 2, 3, · · · , N − n}
t ∈ {0, 1, 2, · · · ,m− 1}
(3.5)
t∑
s=1
k∑
r=1
psr(yt+m−1 − ys)
{m−1}(zk+n−1 − zr)
{n−1} ≥ 0,
k ∈ {1, 2, 3, · · · , N − n}
t ∈ {1, 2, 3, · · · ,M −m}.
(3.6)
Proof. If (3.3), (3.4) and (3.5) hold, then first, second and third sums are zero in (3.1), then by
using (3.6) we obtain the required inequality (3.2).
Conversely, if substitute the following functions in (3.2). Then we obtain the required equality
(3.3)
f1(ys, zr) = (zN − zr)
{k}(yM − ys)
{t} and f2 = −f1
for 0 ≤ t ≤ m− 1 and 0 ≤ k ≤ n− 1 such that ∇(m,n)fl ≥ 0, l ∈ {1, 2}
M−t∑
s=1
N−k∑
r=1
psr(zN − zr)
{k}(yM − ys)
{t} = 0, 0 ≤ t ≤ m− 1, 0 ≤ k ≤ n− 1.
In the similar manner, if take the following functions in (3.2) for 0 ≤ k ≤ n−1 and 1 ≤ t ≤M −m
f3(ys, zr) =
{
(zN − zr)
{k}(yt+m−1 − ys)
{m−1}, s < t
0, s ≥ t
f4 = −f3
such that ∇(m,n)fl ≥ 0, l ∈ {3, 4}, we obtain the equality (3.4) i.e.
t∑
s=1
k∑
r=1
psr(zN − zr)
{k}(yt+m−1 − ys)
{m−1} = 0, 0 ≤ k ≤ n− 1, 1 ≤ t ≤M −m.
Similarly, if take the following functions in (3.2) for 1 ≤ k ≤ N − n and 0 ≤ t ≤ m− 1
f5(ys, zr) =
{
(zk+n−1 − zr)
{n−1}(yM − ys)
{t}, r < k
0, r ≥ k
f6 = −f5
such that ∇(m,n)fl ≥ 0, l ∈ {5, 6}, we obtain the equality (3.5) as above, i.e.
M−t∑
s=1
k∑
r=1
psr(zk+n−1 − zr)
{n−1}(yM − ys)
{t} = 0, 1 ≤ k ≤ N − n, 0 ≤ t ≤ m− 1.
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We get the last inequality (3.6) by considering the following function in (3.2) for 1 ≤ k ≤ N − n
and 1 ≤ t ≤M −m
f7(ys, zr) =
{
(yt+m−1 − ys)
{m−1}(zk+n−1 − zr)
{n−1}, s < t, r < k
0, s ≥ t or r ≥ k.

Remark 3.6. Similar remarks as given in Remarks 3.2 and 3.4 also hold for this result. Hence
we can state a Corollary similar to Corollary 3.3 for previous main theorem as well.
4. Integral Case for Functions of Two Variables
Under continuing topic, we can suppose function in x and y variables which is defined on the
interval I × J = [a, b]× [c, d]. Moreover, m,n,M,N ∈ N ∪ {0} throughout the section, and usable
notations are:
f(0,0) = f f(1,0) =
∂f
∂y
, f(0,1) =
∂f
∂z
, f(1,1) =
∂2f
∂y∂z
=
∂2f
∂z∂y
, f(i,j) =
∂i+jf
∂yi∂zj
=
∂i+jf
∂zj∂yi
Now we recall a result from [7] which would be helpful to prove our next main result:
Lemma 4.1. Let f has continuous partial derivatives f(i,j) and P, f : I×J → R be both integrable
functions, where i ∈ {0, 1, 2, · · · ,M,M + 1} and j ∈ {0, 1, 2, · · · , N,N + 1}, then
∫ b
a
∫ d
c
P (y, z)f(y, z)dzdy =
M∑
i=0
N∑
j=0
∫ b
a
∫ d
c
P (s, t)
(s− a)i
i!
(t− c)j
j!
f(i,j)(a, c)dtds (4.1)
+
N∑
j=0
∫ b
a
∫ b
y
∫ d
c
P (s, t)
(s− y)M
M !
(t− c)j
j!
f(M+1,j)(y, c)dtdsdy
+
M∑
i=0
∫ d
c
∫ b
a
∫ d
z
P (s, t)
(s− a)i
i!
(t− z)N
N !
f(i,N+1)(a, z)dtdsdz
+
∫ b
a
∫ d
c
∫ b
y
∫ d
z
P (s, t)
(s− y)M
M !
(t− z)N
N !
f(M+1,N+1)(y, z)dtdsdzdy.
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Theorem 4.2. Let f has continuous partial derivatives f(i,j) and P, f : I×J → R be both integrable
functions, where i ∈ {0, 1, 2, · · · ,M,M + 1} and j ∈ {0, 1, 2, . . . , N,N + 1}, then
∫ b
a
∫ d
c
P (y, z)f(y, z)dz dy (4.2)
=
M∑
i=0
N∑
j=0
∫ b
a
∫ d
c
P (y, z)
(b− y)i
i!
(d− z)j
j!
(−1)i+jf(i,j)(b, d)dz dy
+
N∑
j=0
∫ b
a
∫ s
a
∫ d
c
P (y, z)
(s− y)M
M !
(d− z)j
j!
(−1)M+j+1f(M+1,j)(s, d)dz dy ds
+
M∑
i=0
∫ d
c
∫ b
a
∫ t
c
P (y, z)
(b− y)i
i!
(t− z)N
N !
(−1)i+N+1f(i,N+1)(b, t)dz dy dt
+
∫ b
a
∫ d
c
∫ s
a
∫ t
c
P (y, z)
(s− y)M
M !
(t− z)N
N !
(−1)M+Nf(M+1,N+1)(s, t)dz dy dt ds.
Proof. We restate the identity given in Lemma 4.1 as follows
∫ B
A
∫ D
C
P (y, z)f(y, z)dz dy (4.3)
=
M∑
i=0
N∑
j=0
∫ B
A
∫ D
C
P (s, t)
(s−A)i
i!
(t− C)j
j!
f(i,j)(A,C)dt ds
+
N∑
j=0
∫ B
A
∫ B
y
∫ D
C
P (s, t)
(s− y)M
M !
(t− C)j
j!
f(M+1,j)(y, C)dt ds dy
+
M∑
i=0
∫ D
C
∫ B
A
∫ D
z
P (s, t)
(s−A)i
i!
(t− z)N
N !
f(i,N+1)(A, z)dt ds dz
+
∫ B
A
∫ D
C
∫ B
y
∫ D
z
P (s, t)
(s− y)M
M !
(t− z)N
N !
f(M+1,N+1)(y, z)dt ds dz dy.
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Let us substitute [A,B] = [b, a] and [C,D] = [d, c]. Then
∫ B
A
=
∫ a
b
= −
∫ b
a
etc. and we change the
variables names y ↔ s, z ↔ t, then the right hand side:∫ a
b
∫ c
d
P (y, z)f(y, z)dz dy (4.4)
=
M∑
i=0
N∑
j=0
∫ a
b
∫ c
d
P (y, z)
(y − b)i
i!
(z − d)j
j!
f(i,j)(b, d)dz dy
+
N∑
j=0
∫ a
b
∫ a
s
∫ c
d
P (y, z)
(y − s)M
M !
(z − d)j
j!
f(M+1,j)(s, d)dz dy ds
+
M∑
i=0
∫ c
d
∫ a
b
∫ c
t
P (y, z)
(y − b)i
i!
(z − t)N
N !
f(i,N+1)(b, t)dz dy dt
+
∫ a
b
∫ c
d
∫ a
s
∫ c
t
P (y, z)
(y − s)M
M !
(z − t)N
N !
f(M+1,N+1)(s, t)dz dy dt ds.
The left hand side of the 4.4 may be written as
∫ a
b
∫ c
d
f(y, z)P (y, z)dz dy =
∫ b
a
∫ d
c
(−1)2f(y, z)P (y, z)dz dy =
∫ b
a
∫ d
c
f(y, z)P (y, z)dz dy
We can write the first summand on right hand side as
M∑
i=0
N∑
j=0
∫ a
b
∫ c
d
P (y, z)
(y − b)i
i!
(z − d)j
j!
f(i,j)(b, d)dz dy
=
M∑
i=0
N∑
j=0
∫ b
a
∫ d
c
(−1)2P (y, z)(−1)i
(b− y)i
i!
(−1)j
(d− z)j
j!
f(i,j)(b, d)dz dy
=
M∑
i=0
N∑
j=0
∫ b
a
∫ d
c
(−1)i+jP (y, z)
(b− y)i
i!
(d− z)j
j!
f(i,j)(b, d)dz dy
Also write the second summand on right hand side as
N∑
j=0
∫ a
b
∫ a
s
∫ c
d
P (y, z)
(y − s)M
M !
(z − d)j
j!
f(M+1,j)(s, d)dz dy ds
=
N∑
j=0
∫ b
a
∫ s
a
∫ d
c
(−1)3P (y, z)(−1)M
(s− y)M
M !
(−1)j
(d− z)j
j!
f(M+1,j)(s, d)dz dy ds
=
N∑
j=0
∫ b
a
∫ s
a
∫ d
c
(−1)M+1+jP (y, z)
(s− y)M
M !
(d− z)j
j!
f(M+1,j)(s, d)dz dy ds
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Similarly the third summand is rewritten as
M∑
i=0
∫ c
d
∫ a
b
∫ c
t
P (y, z)
(y − b)i
i!
(z − t)N
N !
f(i,N+1)(b, t)dz dy dt
=
M∑
i=0
∫ d
c
∫ b
a
∫ t
c
(−1)3P (y, z)(−1)i
(b− y)i
i!
(−1)N
(t− z)N
N !
f(i,N+1)(b, t)dz dy dt
=
M∑
i=0
∫ d
c
∫ b
a
∫ t
c
(−1)N+1+iP (y, z)
(b− y)i
i!
(t− z)N
N !
f(i,N+1)(b, t)dz dy dt
Finally, last summand on right side rewritten as
∫ a
b
∫ c
d
∫ a
s
∫ c
t
P (y, z)
(y − s)M
M !
(z − t)N
N !
f(M+1,N+1)(s, t)dz dy dt ds
=
∫ b
a
∫ d
c
∫ s
a
∫ t
c
(−1)4P (y, z)(−1)M
(s− y)M
M !
(−1)N
(t− z)N
N !
f(M+1,N+1)(s, t)dz dy dt ds
=
∫ b
a
∫ d
c
∫ s
a
∫ t
c
(−1)M+NP (y, z)
(s− y)M
M !
(t− z)N
N !
f(M+1,N+1)(s, t)dz dy dt ds
By substituting all these expression in 4.4 we would arrive at our required result. 
Remark 4.3. (1) This result can also be obtained by using Taylor series expansion and by
using Mathematical Induction.
(2) If in Theorem 4.2 we replace f(y, z) by f(y)g(z), then we obtain the following statement.
Corollary 4.4. Let g ∈ C(N+1)(J), f ∈ C(M+1)(I), be two different functions and P : I×J → R,
be an integrable function, then state following identity as:∫ b
a
∫ d
c
f(y, z)P (y, z)dz dy
=
M∑
i=0
N∑
j=0
∫ b
a
∫ d
c
P (y, z)(−1)i+j
(d− z)j
j!
g(j)(d)
(b − y)i
i!
f (i)(b)dz dy
+
N∑
j=0
∫ b
a
∫ s
a
∫ d
c
P (y, z)(−1)M+1+j
(d− z)j
j!
g(j)(d)
(s − y)M
M !
f (M+1)(y)dz dy ds
+
M∑
i=0
∫ d
c
∫ b
a
∫ t
c
P (y, z)(−1)N+1+i
(t− z)N
N !
g(N+1)(z)
(b− y)i
i!
f (i)(b)dz dy dt
+
∫ b
a
∫ d
c
∫ s
a
∫ t
c
P (y, z)(−1)M+N
(t− z)N
N !
g(N+1)(z)
(s− y)M
M !
f (M+1)(y)dz dy dt ds.
We obtain necessary and sufficient conditions by using results of previous theorem that Λ(f) ≥ 0
holds ∀(M+1, N+1)−∇−convex function and only necessary condition ∀(M+1, N+1)−completely
monotonic function for two-variables function.
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Theorem 4.5. Let suppositions of Theorem 4.2 be true, then following inequality holds;
Λ(f) =
∫ b
a
∫ d
c
P (y, z)f(y, z)dz dy ≥ 0 (4.5)
for all (M + 1, N + 1)−∇−convex function f on I × J , if and only if∫ b
a
∫ d
c
P (y, z)
(b− y)i
i!
(d− z)j
j!
dz dy = 0, i ∈ {0, . . . ,M}; j ∈ {0, . . . , N} (4.6)
∫ s
a
∫ d
c
P (y, z)
(s− y)M
M !
(d− z)j
j!
dz dy = 0, j ∈ {0, . . . , N}; ∀ s ∈ [a, b] (4.7)
∫ b
a
∫ t
c
P (y, z)
(b− y)i
i!
(t− z)N
N !
dz dy = 0, i ∈ {0, . . . ,M}; ∀ t ∈ [c, d] (4.8)∫ s
a
∫ t
c
P (y, z)
(s− y)M
M !
(t− z)N
N !
dz dy ≥ 0, ∀ s ∈ [a, b]; ∀ t ∈ [c, d]. (4.9)
Proof. If (4.6), (4.7) and (4.8) hold, then first, second and third sums are zero in (4.2), then by
using (4.9) we obtain the required inequality (4.5).
Conversely, if substitute the following functions in (4.5). Then
f1(y, z) =
(b− y)m
m!
(d− z)n
n!
and f2 = −f1
for 0 ≤ n ≤ N and 0 ≤ m ≤ M such that (−1)M+Nf l(M+1,N+1) ≥ 0, l ∈ {1, 2}, then obtain the
desired equation (4.6) i.e.∫ b
a
∫ d
c
P (y, z)
(b− y)m
m!
(d− z)n
n!
dz dy = 0 0 ≤ m ≤M ; 0 ≤ n ≤ N.
In the similar manner, if take the following functions in (4.5) ∀ s ∈ [a, b] and 0 ≤ n ≤ N
f3(y, z) =
{
(s−y)M
M !
(d−z)n
n! , y < s
0, y ≥ s
and f4 = −f3
such that (−1)M+Nf l(M+1,N+1) ≥ 0, l ∈ {3, 4}, we obtain desired equation (4.7) i.e.∫ s
a
∫ d
c
P (y, z)
(s− y)M
M !
(d− z)n
n!
dz dy = 0, 0 ≤ n ≤ N ; ∀ s ∈ [a, b].
Similarly, if take the following functions in (4.5) ∀ t ∈ [c, d] and 0 ≤ m ≤M
f5(y, z) =
{
(b−y)m
m!
(t−z)N
N ! , z < t
0, z ≥ t
and f6 = −f5
such that (−1)M+Nf l(M+1,N+1) ≥ 0, l ∈ {5, 6}, we can obtain above equation (4.8) i.e.∫ b
a
∫ t
c
P (y, z)
(b− y)m
m!
(t− z)N
N !
dz dy = 0, 0 ≤ m ≤M ; ∀ t ∈ [c, d].
By considering the below function in (4.5), obtain the desired last inequality (4.9) for s ∈ [a, b], t ∈
[c, d]
f7(y, z) =
{
(s−y)M
M !
(t−z)N
N ! , y < s, z < t
0, y ≥ s or z ≥ t.

POSITIVITY OF SUMS AND INTEGRALS FOR ∇-CONVEX AND COMPLETELY MONOTONIC FUNCTIONS15
Theorem 4.6. Let suppositions of Theorem 4.2 be true, then following inequality holds;
Λ(f) =
∫ b
a
∫ d
c
P (y, z)f(y, z)dz dy ≥ 0 (4.10)
for all completely monotonic function f of order (M + 1, N + 1) on I × J if∫ b
a
∫ d
c
P (y, z)
(b− y)i
i!
(d− z)j
j!
dz dy = 0, i ∈ {0, . . . ,M}; j ∈ {0, . . . , N} (4.11)
∫ s
a
∫ d
c
P (y, z)
(s− y)M
M !
(d− z)j
j!
dz dy = 0, j ∈ {0, . . . , N}; ∀ s ∈ [a, b] (4.12)
∫ b
a
∫ t
c
P (y, z)
(b− y)i
i!
(t− z)N
N !
dz dy = 0, i ∈ {0, . . . ,M}; ∀ t ∈ [c, d] (4.13)∫ s
a
∫ t
c
P (y, z)
(s− y)M
M !
(t− z)N
N !
dz dy ≥ 0, ∀ s ∈ [a, b]; ∀ t ∈ [c, d]. (4.14)
Proof. If (4.11), (4.12) and (4.13) hold, then first, second and third sums are zero in (4.2), then
by using (4.14) obtain the desired inequality (4.10). 
Remark 4.7. If we simply put f(y, z) = f(y)g(z) in previous two results, then we obtain the
similar results for two functions f and g.
5. Mean Value Theorems
It is known fact that the mean value theorem is valueable tool for getting interesting and
important results of classical real analysis. In the field of differential calculus, the most demanding
theorems are Lagrange and Cauchy mean value theorems. For more materials on this topic (see
[20]). Here, we would give some generalized mean value theorems of Lagrange and Cauchy-type.
Theorem 5.1. Let P : I × J → R, be an integrable function and f ∈ C(M+1,N+1)(I × J), be a
(M +1, N+1)−∇−convex function on the interval I×J . Let Λ be a linear functional as stated in
(4.5) and the conditions (4.6), (4.7), (4.8) and (4.9) be true for function P in Theorem 4.5, then
∃(η, ζ) ∈ I × J 
Λ(f) = Λ(G0)f(M+1,N+1)(η, ζ) (5.1)
where G0(y, z) = (−1)
M+N y
M+1
(M + 1)!
zN+1
(N + 1)!
.
Proof. Let U = max
(y,z)∈I×J
(−1)M+Nf(M+1,N+1)(y, z), L = min
(y,z)∈I×J
(−1)M+Nf(M+1,N+1)(y, z).
Then the function
G(y, z) = U(−1)M+N
yM+1
(M + 1)!
zN+1
(N + 1)!
− f(y, z) = UG0(y, z)− f(y, z)
gives us
(−1)M+NG(M+1,N+1)(y, z) = U − (−1)
M+Nf(M+1,N+1)(y, z) ≥ 0
i.e. G is ∇−convex function of order (M + 1, N + 1) on I × J . Hence Λ(G) ≥ 0 using Theorem
4.5 and we would summerize that
Λ(f) ≤ UΛ(G0).
Similarly
LΛ(G0) ≤ Λ(f).
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Now, we can write the above two inequalities as:
LΛ(G0) ≤ Λ(f) ≤ UΛ(G0)
which gives the required result (5.1). 
Theorem 5.2. Let f, g ∈ C(M+1,N+1)(I×J), be two ∇−convex functions of order (M +1, N +1)
on the interval and P : I × J → R be an integrable function. Let Λ be a linear functional as stated
in (4.5) and the conditions (4.6), (4.7), (4.8) and (4.9) be true for function P in Theorem 4.5, then
∃ (η, ζ) ∈ I × J 
Λ(f)
Λ(g)
=
f(M+1,N+1)(η, ζ)
g(M+1,N+1)(η, ζ)
considering with non-zero denominators.
Proof. Let u ∈ C(M+1,N+1) be a ∇−convex function of order (M +1, N +1) on the interval I ×J ,
be stated as:
u = Λ(g)f − Λ(f)g.
Applying Theorem 5.1 ∃ (η, ζ) 
0 = Λ(u) = u(M+1,N+1)(η, ζ)Λ(G0)
or
[Λ(g)f(M+1,N+1)(η, ζ)− Λ(f)g(M+1,N+1)(η, ζ)]Λ(G0) = 0
which gives desired result. 
Corollary 5.3. Let Λ be a linear functional as stated in (4.5) and the conditions (4.6), (4.7), (4.8)
and (4.9) be true for function P with N =M in Theorem 4.5, then ∃ (η, ζ) ∈ I × J 
(ηζ)
p−q
=
[(q + 1)q(q − 1) · · · (q −M + 2)(q −M + 1)]2Λ((yz)p+1)
[(p+ 1)p(p− 1) · · · (p−M + 2)(p−M + 1)]2Λ((yz)q+1)
where p, q 6∈ {−1, 0, 1, . . . ,M − 1}, but lie on −∞ < p 6= q < +∞.
Proof. Let
f(y, z) = (yz)p+1, g(y, z) = (yz)q+1
Then
f(M+1,M+1) = [(p+ 1)p(p− 1) . . . (p−M + 2)(p−M + 1)]
2(yz)p−M
and g(M+1,M+1) = [(q + 1)q(q − 1) . . . (q −M + 2)(q −M + 1)]
2(yz)q−M
f(M+1,M+1)(η, ζ)
g(M+1,M+1)(η, ζ)
=
[(p+ 1)p(p− 1) . . . (p−M + 2)(p−M + 1)]2(ηζ)p−M
[(q + 1)q(q − 1) . . . (q −M + 2)(q −M + 1)]2(ηζ)q−M
=
[(p+ 1)p(p− 1) . . . (p−M + 2)(p−M + 1)]2
[(q + 1)q(q − 1) . . . (q −M + 2)(q −M + 1)]2
(ηζ)p−q .
On the other hand:
Λ(f) = Λ((yz)p+1)
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So if we put all these in the equality Theorem 5.2, we get
Λ(f)
Λ(g)
=
f(M+1,M+1)(η, ζ)
g(M+1,M+1)(η, ζ)
Λ((yz)p+1)
Λ((yz)q+1)
=
[(p+ 1)p(p− 1) . . . (p−M + 2)(p−M + 1)]2
[(q + 1)q(q − 1) . . . (q −M + 2)(q −M + 1)]2
(ηζ)p−q
(ηζ)p−q =
[(q + 1)q(q − 1) . . . (q −M + 2)(q −M + 1)]2Λ((yz)p+1)
[(p+ 1)p(p− 1) . . . (p−M + 2)(p−M + 1)]2Λ((yz)q+1)

Remark 5.4. Here we observe that for the caseM = N the (M +1, N +1)−∇−convex function
becomes (M + 1,M + 1)−convex function and hence we retrieve the results from [7].
6. Exponential Convexity
Here, In this section J = (a, b) ∈ R.
Definition 6.1. [2] A function ω : J → R is exponentially convex on open interval J , if ω is
continuous and
m∑
i,j=1
ρiρj ω (yi + yj) ≥ 0
∀m ∈ N and ∀ ρi, ρj ∈ R; such that yi + yj ∈ J and i, j ∈ {1, . . . ,m}.
Example 6.2. A function y 7→ ceky, example of exponentially convex for k ∈ R and constant
c ≥ 0.
Proposition 6.3. [1] Let ω : J → R, then given statements are similar:
(i) ω is exponentially convex on open interval J .
(ii) ω is continuous and
m∑
i,j=1
ρiρj ω
(
yi + yj
2
)
≥ 0,
∀ ρi, ρj ∈ R and every yi, yj ∈ J ; i, j ∈ {1, 2, 3, . . . ,m− 1,m}.
Corollary 6.4. If ω is exponentially convex function on open interval J , then the following matrix
is a positive semi-definite matrix. [
ω
(
yi + yj
2
)]m
i,j=1
Particularly, i.e.
det
[
ω
(
yi + yj
2
)]m
i,j=1
≥ 0,
∀m ∈ N, yi, yj ∈ J ; i, j ∈ {1, 2, 3, · · · ,m− 1,m}.
Corollary 6.5. If ω : J → R+ is an exponentially convex function. Then functin ω is a log-convex
function, where ∀y, z ∈ J and ∀λ ∈ [0, 1], we have
ω(λy + (1− λ)z) ≤ ωλ(y)ω1−λ(z).
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Let D = {ψ(q) : (0,∞)× (0,∞)→ R|q ∈ R} be a family of functions stated as:
ψ(q)(y, z) =


(y + k1)
q(z − k2)
q
[q(q − 1) · · · (q −M)]2
, q 6∈ {0, 1, . . . ,M}
(y + k1)
q(z − k2)
q[log(y + k1)(z − k2)]
2
2[q!(M − q)!]2
, q ∈ {0, 1, . . . ,M}
Clearly ψ
(q)
(M+1,M+1)(y, z) = [(y + k1)(z − k2)]
q−M−1 = e(q−M−1) log[(y+k1)(z−k2)] for (y + k1, z −
k2) ∈ (0,∞) × (0,∞) so ψ
(q) is completely monotonic function of order (M + 1,M + 1) and
q 7→ ψ
(q)
(M+1,M+1) is an exponentially convex function f on real numbers. We can say that every
positive exponentially convex is log−convex function, by using the above mention Corollary 6.5
Now, at this stage we can give next theorem which is stated as:
Theorem 6.6. Let Λ be a linear functional as stated in (4.5) and the conditions (4.6), (4.7), (4.8)
and (4.9) be true for function P in Theorem 4.5 and ψ(q) be a completely monotonic function
defined in previous, then following points hold:
(i) q 7→ Λ(ψ(q)) is continuous on R.
(ii) q 7→ Λ(ψ(q)) is exponentially convex function on R.
(iii) If q 7→ Λ(ψ(q)) is positive function on R, then the q 7→ Λ(ψ(q)) is log-convex on R. Moreover,
the following inequality holds for r < s < t; r, s, t ∈ J
[Λk(fs)]
t−r ≤ [Λk(fr)]
t−s [Λk(ft)]
s−r (6.1)
(iv) For every m ∈ N and q1, . . . , qm ∈ R, the following matrix is positive semi-definite.[
Λ(ψ(
qi+qj
2 ))
]m
i,j=1
Particularly,
det
[
Λ(ψ(
qi+qj
2 ))
]m
i,j=1
≥ 0
(v) If q 7→ Λ(ψ(q)) is differentiable on R, and ∀s, t, u, v ∈ R,  t ≤ v and s ≤ u, then we have
Ms,t(y, z) ≤Mu,v(y, z) (6.2)
where
Ms,t(y, z) =


(
Λ(ψ(s))
Λ(ψ{t})
) 1
s−t
, s 6= t
exp
(
d
dsΛ(ψ
(s))
Λ(ψ(s))
)
, s = t
for ψ(s), ψ(t) ∈ D.
Proof. (i) For fixed M ∈ N∪ {0}, using L’ Hoˆpital rule two times and then apply limit, we obtain
lim
q→0
Λ(ψ(q)) = lim
q→0
∫ b
a
∫ b
a
P (y, z)(y + k1)
q(z − k2)
qdzdy
[q(q − 1) · · · (q −M)]2
=
∫ b
a
∫ b
a P (y, z)[log(y + k1)(z − k2)]
2dzdy
2[M !]
2
= Λ(ψ(0)).
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Similarly, we can show
lim
q→k
Λ(ψ(q)) = Λ(ψ(k), ) k ∈ {1, 2, . . . ,M}.
(ii) Let us define the function
η(y, z) =
k∑
i,j=1
αiαjψ
(
qi+qj
2 )(y, z),
qi ∈ R, αi ∈ R and i ∈ {1, 2, . . . , k}.
Since the function q 7→ ψ
(q)
(M+1,M+1) is exponentially convex function, we write
η(M+1,M+1) =
k∑
i,j=1
αiαjψ
(
qi+qj
2 )
(M+1,M+1) ≥ 0,
which implies that η is ∇−convex function of order (M + 1,M + 1) on R+ × R+ and we have
Λ(η) ≥ 0. Hence
k∑
i,j=1
αiαjΛ(ψ
(
qi+qj
2 )) ≥ 0.
On the behalf of above working we can summarize that function q → Λ(ψ(q)) is exponentially
convex on real numbers.
(iii) It follows from (ii) and Corollary 6.5. As the function t 7→ Λ(ft) is log-convex i.e. lnΛ(ft)
is convex. Now using the definition of convex functions from [18, p. 2], we have
(y3 − y2) f(y1) + (y1 − y3) f(y2) + (y2 − y1) f(y3) ≥ 0
holds for each y1, y2, y3 ∈ I such that y1 < y2 < y3, which gives (6.1), i.e.,
ln[Λ(fs)]
t−r ≤ ln[Λ(fr)]
t−s + ln[Λ(ft)]
s−r,
(iv) It is consequence of Corollary 6.4.
(v) We recall an another definition of convex function ϕ from [18, p.2]
ϕ (s) − ϕ (t)
s − t
≤
ϕ (u) − ϕ (v)
u − v
, (6.3)
∀ s, t, u, v ∈ J  s ≤ u, t ≤ v, s 6= t, u 6= v.
Since by (iii), Λ(ψ(q)) is log-convex, so by setting ϕ(y) = logΛ(ψ(y)) in (6.3) we have
logΛ(ψ(s)) − log Λ(ψ{t})
s− t
≤
log Λ(ψ(u))− log Λ(ψ(v))
u− v
(6.4)
for s ≤ u, t ≤ v, s 6= t, u 6= v, which is similar to (6.2). The cases for s = t and/or u = v are
simply getting from (6.4) by using the respective limits. 
7. Examples with Applications
At last topic of our paper, construct different examples of completely monotonic, exponentially
convex functions and applications by using different classes of functions F = {f q : q ∈ I ⊂ R}.
Let us consider the following examples
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Example 7.1. Let F1 = {ζ
q : R+ × R+ → R∗|q ∈ R}, be a family of functions which is stated as
ζq(y, z) =
{
eq(y+z)
q2m+2 , q 6= 0
(y+z)2m+2
(2m+2)! , q= 0
Since ζq(M+1,M+1)(y, z) = e
q(y+z) > 0, the function ζq(y, z) is a (M + 1,M + 1)−completely
monotonic on R, ∀ q ∈ R and q → ζq(M+1,M+1)(y, z) is exponentially convex by definition.
Example 7.2. Let F3 = {φ
q : R+ × R+ → R+|q ∈ R+}, be a family of functions which is stated
as
φq(y, z) =
{
(yz)q
[q(q−1)···(q−m)]2 , q 6∈ {0, 1, 2, . . . ,m− 1,m}
(yz)q ln(yz)2
2[q!(m−q)!]2 , q ∈ {0, 1, 2, . . . ,m− 1,m}
Since φq(M+1,M+1)(y, z) = e
(q−m−1) ln(yz) > 0, the function φq(y, z) is a (M +1,M+1)−completely
monotonic on R, ∀ q ∈ R and q → φq(y, z)(M+1,M+1) is exponentially convex by definition.
In all the above examples we can use similar arguments as in proof of Theorem 6.6.
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