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Abstract 
A method for the implementation of integrated three-degree-of-freedom constrained entry guidance for reusable launch vehicle is 
presented.  Given any feasible entry conditions, terminal area energy management interface conditions, and the reference trajectory 
generated onboard then, the method can generate a longitudinal guidance profile rapidly, featuring linear quadratic regular method and a 
proportional-integral-derivative tracking law with time-varying gains, which satisfies all the entry corridor constraints and meets the 
requirements with high precision. Afterwards, by utilizing special features of crossrange parameter, establishing bank-reversal corridor, 
and determining bank-reversals according to dynamically adjusted method, the algorithm enables the lateral entry guidance system to fly 
a wide range of missions and provides reliable and good performance in the presence of significant aerodynamic modeling uncertainty. 
Fast trajectory guidance profiles and simulations with a reusable launch vehicle model for various missions and aerodynamic uncertain-
ties are presented to demonstrate the capacity and reliability of this method. 
Keywords: guidance; trajectory generation; entry; onboard; constraint; robustness 
1  Introduction1 
Due to various complexities and uncertainties, 
the entry flight is a critical phase of operation for 
reusable launch vehicle (RLV), which could greatly 
reduce the launch costs for being reusable and 
one-stage[1]. By utilizing the guidance commands 
generated by tracking a reference trajectory, the en-
try guidance system for RLV controls the bank an-
gle and angle of attack from the entry interface at 
100-120 km in attitude until the velocity decreases to 
Mach 2-3. Generally speaking, the entry guidance 
design, exemplified by the space shuttle entry guid-
ance concept, relies on two main components: the 
off-line trajectory design and the guidance tracking 
law. 
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However, the traditional entry guidance has 
some blemishes in application as follows: (1) ex-
pensive costs of on-ground technical support and 
strict conditions of launch and entry interface; (2) 
repeated computations for determining thous- ands 
of parameters of guidance and control system, re-
quiring great expertise and time; (3) few abort 
modes exist without concerning the vehicle archi-
tecture and flight regimes; and (4) poor adaptive 
performance of guidance, especially in the presence 
of significant aerodynamic modeling uncertainty. 
Base on the reasons above, an advanced inte-
grated guidance should be brought forward with 
three features: (1) adaptive guidance ability in the 
presence of serious large dispersions.The guidance 
profile could be readjusted for current states when 
some unexpected failures occur; (2) reduced costs 
of researches, technical supports and time, aim at no 
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more repetitions of the calculation for every differ-
ent mission or even vehicle; and (3) not posing great 
difficulty for the guidance computer. 
Obviously, the bottleneck for further advanced 
today’s entry guidance design technology lies in two 
parts: (1) the feasible and onboard trajectory gen-
eration and (2) reliable guidance system with good 
performance in the presence of significant aerody-
namic modeling uncertainty. With regard to the re-
quirements for the RLV entry guidance, many ap-
proaches have been developed[2-6]. However, for 
highly constrained entry scenarios and significant 
modeling mismatches, some of them may find a 
drastic increase in the CPU time and some undesir-
able blemishes. 
This paper presents an innovative integrated 
guidance approach for RLV named HX-8 as shown 
in Fig.1 It contains two major components: on-line 
trajectory generation and guidance tracking control 
law. With the aid of the so-called quasi-equilibrium 
glide condition (QEGC) [2], the trajectory profile is 
established very fast during the guidance system 
initialization. Afterwards, according to the reference 
trajectory profile stored in a logic and by utilizing 
bank-reversal strategy, linear quadratic regular 
(LQR) method and proportional-integral- derivative 
(PID) tracking control law, the guidance law is 
gained for good robustness performance within 2-3 
seconds. 
 
Fig.1  Schematic diagram of integrated guidance system 
2  Entry Guidance Problem Models 
2.1  Modeling of vehicle dynamics 
The well-known 3DOF point-mass dynamics 
of the RLV over a spherical, rotating Earth are de-
scribed by the following dimensionless equations of 
motion[2]: 
sinr V γ=                 (1) 
cos sin /( cos )V rθ γ ψ φ=           (2) 
cos cos /V rφ γ ψ=             (3) 
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where r is the radial distance from the center of the 
Earth to the vehicle, normalized by the radius of the 
Earth 0 6 378 kmR = .θ andφ are the longitude and 
latitude, respectively. The Earth-relative velocity V 
is normalized by c 0 0V g R=  with 20 9.81 m / sg = . 
The terms D and L are the aerodynamic drag and lift 
accelerations in g. The flight path angle is γ andσ  
is the bank angle. The velocity azimuth angle ψ is 
measured from the North in a clockwise direction. 
The differentiation is with respect to the dimen-
sionless time 0 0/ /t R gτ = . Finally, Ω  is the 
Earth self-rotation rate normalized by 0 0/g R . 
The guidance algorithm requires an approxi-
mate model of the aerodynamics for onboard tra-
jectory generation. The aerodynamic models that 
require little computational effort and yet provide 
sufficient accuracy are as follows 
( , )L LC C Maα=           (7) 
( , )D DC C Maα=           (8) 
In the following design of nominal trajectory, 
the angle of attack is scheduled as a function of ve-
locity, beginning at large value and gradually re-
ducing to a smaller value at the terminal area energy 
management (TAEM) interface. 
2.2  Modeling of constraint 
For enhancing the approach/landing accuracy, the 
terminal conditions of entry trajectory are specified by 
TAEM requirements, typically in the form of 
rf=rTAEM, Vf=VTAEM, sf=sTAEM   (9) 
 f TAEM t    ψ ψ Δψ−  (10) 
 f TAEM    σ σ  (11) 
where sf with the subscript “f ” standing for the final 
states is the rang-to-go stogo from the vehicle position 
≤ 
≤
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to the tangency of the heading alignment cone 
(HAC), and tΔψ a pre-selected constant for a given 
mission. The value of togos  is sometimes cited in 
units of distance along a great circle on the Earth 
surface. 
The entry trajectory is also subject to a number 
of constraints imposed by the allowable heat rate, 
dynamic pressure, load acceleration and the equilib-
rium glide condition, as expressed in the following 
max      Q Q                 (12) 
max     q q                (13) 
maxcos sin      zL D nα α+         (14) 
2
EG(1/ )(1/ ) cos      0r V r L σ− −       (15) 
where 3.15Q k Vρ= for a constant k，and EGσ  is 
the bank angle of equilibrium glide condition[6]. 
3  Entry Trajectory Generation 
By utilizing some special features of space 
vehicle dynamics, a conceptually different method 
is found to be much more efficient in reducing the 
search dimensions and guaranteeing fast conver-
gence of the iterations and hence the rapidness of 
the trajectory generation[2]. By the method, the tra-
jectory is decomposed into two sequential parts: 
longitudinal and lateral profiles. 
3.1  Longitudinal reference profiles 
As illustrated in Fig.2, the entry trajectory is 
divided into three phases: initial descent phase, 
quasi-equilibrium glide phase, and pre-TAEM 
phase[2]. During the initial decent phase, the RLV 
descends and enters the entry flight corridor with a 
 
Fig.2  Diagram of entry trajectory composition 
constant bank angle. The quasi-equilibrium glide 
(QEG) profile is designed to connect the pre-TAEM 
and the QEG transition point. The goal of the 
pre-TAEM phase is to obtain a longitudinal profile 
for the terminal phase and provide lateral ground 
track information for later use. 
3.2  3DOF reference profiles 
The sign of σ  does not impact the longitudi-
nal profile. However, the vehicle heading angle ψ  
is dependent on it. To determine the sign of σ , a 
single bank-reversal strategy is used. As illustrated 
in Fig.3, the sign of the bank angle is reversed at a 
range 0s to the HAC to reduce the heading error. The 
appropriate 0s  is calculated iteratively so that 
when the RLV reaches TAEMs , the magnitude of 
Δψ  satisfies the constraint described in Eq.(10). A 
metric of “miss distance”, denoted by cs , is used to 
measure the distance from the crossing point to the 
TAEM interface. Clearly, the desired value is 
c 0s = , using an iterative algorithm to find the cor-
rect 0s . Therefore, the heading error to HAC at the 
TAEM interface is within the specified range as re-
quired in Eq.(10). 
 
Fig.3  Generalized range-to-go for determining the 
single bank-reversal point 
Thus, the 3DOF profiles of the trajectory, in-
cluding the state history of [ ]T, , , , ,r Vθ φ γ ψ=x  
and the corresponding trajectory control [ ]T,α σ=u , 
are obtained and stored in the Trajectory Datastore 
module illustrated in Fig.1. 
4  Guidance Tracking Control Laws 
A fully autonomous entry guidance system 
should adapt to various missions including un-
planned events, an onboard trajectory generation, 
along with an automated tracking guidance ap-
proach[6]. But in the traditional way, the vehicle 
could miss the HAC completely in the presence of 
≤ 
≤ 
≤ 
≤ 
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significant aerodynamic modeling inaccuracy and 
other uncertainties, especially L/D having the most 
pronounced influence which is the only factor of 
uncertainty concerned in this paper. Therefore, reli-
able and good robustness performance of the entry 
guidance for RLV should be taken into account. 
4.1  LQR tracking law 
The longitudinal guidance problem can be 
governed by the linear system: 
δ δ δ+ =x A x B u            (16) 
where T Ttogotogo refref refδ (     ) (     )r s r s−γ γ⋅=x with sub-
script “ref ” standing for reference trajectory profiles；
Tδ (δ   δ )α σ=u , A and B the matrices obtained by 
linearizing the original nonlinear equations of motion 
about the nominal states and controls. 
To obtain a tracking control law that will pro-
vide a judicious balance between good tracking of 
longitudinal variables without using too much con-
trol effort, the steady-state regulator performance 
criterion is adopted as follows: 
0
 T T
 
δ ( ) δ ( ) δ ( ) δ ( ) d
t
J t t t t t+
∞ ⎡ ⎤= ⎣ ⎦∫ x Q x u R u    (17) 
where 3 3R ×∈Q and 2 2R ×∈R  are the weight ma-
trices. The solution for the optimal control, δu , is a 
linear state feedback control law given by 
δ δ−=u K x              (18) 
where the gain matrix, 2 3R ×∈K , is obtained offline 
using Matlab© functions. Obviously, it is efficient to 
choose range-to-go as the independent variable of 
states to obtain additional robustness. Thus the 
regulator performance criterion can be rewritten as 
0
  2 2 2 2 2
1 togo 2 3 1 2 
δ δ δ δ δ d
t
J Q s Q r Q R R t+ + + +γ σ α∞ ⎡ ⎤= ⎣ ⎦∫
 (19) 
where, for simplicity, the off-diagonal elements 
have been taken to be zero as commonly done. Fur-
thermore, let 2 3 0Q Q= =  so that the tracked vari-
able is simply range. 
It has been reported that one set of LQR gains 
is sufficient for a given vehicle, even if the vehicle 
may need to fly very different missions or various 
trajectories[7].  
However, due to the large final state errors 
caused by aerodynamic mismatches and other un-
certainties, the performance of the tracking law 
based on the LQR method should be improved fur-
ther. 
4.2  Longitudinal tracking law 
The independent variable used in the guidance is 
the dimensionless specific energy, defined as 
21/ / 2e r V−=              (20) 
Based on the time derivatives of togos and e, it 
can be rewritten with the approximationΔ 0ψ ≈ as 
togo
togo
d cosˆ
d
s
s
e rD
− γ=           (21) 
and it is obvious that togos  is a longitudinal vari-
able. 
As described in Section 4.1, LQR is a very suf-
ficient method with good performance for different 
missions. In addition, adding the integral and de-
rivative terms to the control law can enhance the 
performance noticeably for eliminating the steady 
error and improving the system predictive perform-
ance, particularly in the presence of significant 
aerodynamic modeling mismatch and large and fast 
variations of dispersion vectors. Therefore, towards 
the goals of guidance, the PID tracking law is 
adopted, typically in the form of 
( )T
togo togo
δ δ ( )δ
ˆ( ) δ d ( )δ
e e e P
I D
e
e s e e s
−
−
σ α= = −
∫
u K x
K K
     (22) 
where 2 3p R
×∈K , 2 1I R ×∈K , and 2 1D R ×∈K  are the 
feedback gains scheduled with respect to the energy 
e. Rules of thumb for designing LQR gains to track 
the longitudinal profile described by Dukeman still 
are used as guidelines[7]. The other values are simi-
lar to the Shuttle gains, which also use a 5∶1 ratio 
between the rate and proportional gains[8]. 
Moreover, to provide remarkably right range 
and altitude control, the guidance law is used as 
togo togo togoˆδ δ δ d δ
ˆδ δ δ d δ
P I D
P I D
k s k s e k s
k r k r e k r
χ α α α
χ σ σ σ
α
σ
= − − −
= − − −
∫
∫    (23) 
where ˆ d / dr r e . The constant gains ( )kα ⋅ and 
( )kσ ⋅ are selected as constants in a very straightfor-
ward way to provide high accuracy in the range and 
altitude control. The choice of this kind of control 
laws is based on the reasons below[6]: (1) the varia-
tions of α regulates the range remarkably well be-
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cause it affects the drag directly and then the range; 
(2) the bank angle can regulate the altitude with 
good performance because of the effect in the lift 
term; (3) the gains are constants chosen in a 
straightforward way, thus it is more convenient and 
applicable.  However, this guidance tracking law 
(Eq.(23)) could be very strict in the early part of the 
entry flight where the dynamic pressure is pretty low 
and the control authority is limited, even it could 
cause the instability of the guidance system. Mean-
while, guidance law (Eq.(22)) based on LQR pro-
vides accurate tracking performance with gains 
generated by using Matlab. Toward these goals, a 
logical approach is to blend control laws in Eq.(22) 
and Eq.(23) together as 
( )T
δ 1 1 0 01
δ 0 0 1 12
δ δ δ δe eχ χ
σ ϒ ϒ
α Θ Θ
σ σ α α
+ −⎛ ⎞ ⎛ ⎞= = ⋅⎜ ⎟ ⎜ ⎟+ −⎝ ⎠ ⎝ ⎠u  (24) 
where the functions  sin[ ( ( ) 0.5)]Vϒ π μ= −  and 
sin[ ( ( ) 0.5)]VΘ π υ= −  are adopted to switch the 
laws in the different regimes with regard to two 
linear functions ( ) [0,1]Vμ ∈  and ( ) [0,1]Vυ ∈  
for more smooth switching performance. There-
fore, LQR guidance law is adopted in the first half 
of the trajectory and the straightforward guidance 
law described in Eq.(23) is utilized in the second 
half to track the range and altitude accurately. 
4.3  Lateral tracking laws 
(1) Improvement of lateral error signal 
Conventional algorithms use heading error as a 
key role in bank-reversal criterion[5]. For more con-
venience as in Ref.[6], let Δψ  be replaced with a 
different but related parameter Ξ  called 
“crossrange parameter” as 
togoarcsin[sin( )sinΔ ]sΞ ψ=       (25) 
For the same reason explained for togos , the 
value of Ξ  is cited in units of distance. This kind 
of replacement is based on the advantages as fol-
lows: first, Ξ  is almost linear with respect to the 
range between bank-reversals because of the an-
trigonometric function form; second, Δψ  always 
exhibits large and fast variation as the trajectory 
approaches the TAEM interface. The variation of 
Ξ  with respect to togos  is given as 
togod / d (sin , ( ))sΞ Ξ Ξ σ′ ′= ⋅      (26) 
It’s evident that the value of Ξ ′  relates to the sign 
of bank angle along the trajectory. 
(2) Bank angle reversals 
The aim of bank-reversals described in Section 
2 is to gain the sign of σ  by tracking the longitu-
dinal profile. The key role of bank-reversal is to de-
termine the point where the reversal takes place. If 
the reversal occurs too late, the RLV will not have 
sufficient time to turn around and align with the 
HAC; on the other hand, if too early, more bank 
reversals will be needed than it required. For better 
capacity and reliability in the presence of significant 
aerodynamic modeling uncertainty in which L/D has 
the most pronounced influence, it is necessary to 
establish a more efficient method to formulate the 
bank reversals, which relies on two parts: definition 
of reversal corridor and criterion of bank reversal. 
a. Definition of the reversal corridor 
For more convenience, the trajectory is divided 
into two halves by the point signified with 
Λ
togo refs ⋅ where the bank-reversal along the reference 
trajectory takes place, which is generated by the 
onboard trajectory generation. As shown in Fig.4, 
the reference trajectory and its mirror image in 
togo -s Ξ  space where Λtogo togo refTAEMs s s ⋅< <  and 
the extended parts where Λtogo togo refs s ⋅>  combines 
the reversal corridor. Thus the corridor provides two 
sequential methods that are improved for possible 
bank-reversals in and out the zone, defined by the 
area where Λtogo reftogoTAEMs s s ⋅< < . 
 
Fig.4  Geometric diagram for bank-reversal 
b. Criterion of the bank reversal 
Due to the inevitable trajectory disturbances, 
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the lateral guidance logic will place the first 
bank-reversal early than the instant when the range 
reaches Λtogo refs ⋅ . Define ΛrefΔψ  as the heading error 
at the point where Λtogo togo refs s ⋅= . Then the lateral 
crossrange boundary /bΞ + −  can be formed by the 
set as follows: 
{ }
{ }
/ / Λ
togo reftogo togob b 1
/ Λ
togo togo togo refb 2
Δ( ) : ,      
: ,
s s s
s s s∪
Ξ Ξ Ξ
Ξ Ξ
+ − + −
⋅
+ −
⋅
= = ±
= ± >   (27) 
where togo ref1 arcsin(sin sinΔ )sΞ ψ=  with refΔψ  
standing for Δψ  along the reference trajectory 
and Λtogo2 refarcsin(sin sinΔ )sΞ ψ= . Define η  as 
the ratio of est( / )L D and ref( / )L D  with “est” 
standing for estimated value. Thus, the bank-rever- 
sals will take place when the condition satisfies the 
sets 
( ) ( ){ }/togotogo bΔ , :      ( , )s sΞ η Ξ ς η Ξ + −= ⋅   (28) 
where togo( , ) (0,1)sς η ∈  is a piecewise function 
which is dependent on η  and the level of aerody-
namic uncertainty anticipated. Its selection should 
strike a balance, because the smaller value of ς  is, 
the more conservative is; and the larger value of ς  
is, the more reversals will be needed later. By utiliz-
ing some approximations based on the model of 
HX-8, ς  can be determined according to 
( )( )Λtogo ref togo Λtogo togo ref
0.55 Λ
togo togo ref
( 0.55) / 40
50 1 1 sgn( )
0.25e 0.343 9 1 sgn( )
e
s s s s
s sη
η
ς ⋅ − ⋅
−
⋅
−
⎡ ⎤= + + − ⋅⎣ ⎦
⎡ ⎤+ − − ⋅⎣ ⎦  (29) 
5  Applications 
The test cases presented in this paper use the 
model and mission profiles of a certain RLV and  
five entry flight missions(M1-M5), landing at an 
airport in Gansu province, China, with the same 
TAEM interface condition, are taken into account. 
The TAEM interface condition parameters are 
shown in Table 1. The entry trajectory is constrained 
by Qmax=9.115×105 W/m2, nzmax=2.5, qmax=1.548×
104 Pa and EG 10
Dσ = . Table 2 lists the entry inter-
face conditions of five different missions, where 
positive value of θ  stands for east longitude and 
negative value of φ  stands for south latitude, and 
vice versa. 
Table 1  TAEM interface condition 
TAEM / kmr TAEM / kms 1TAEM /(m s )V −⋅  TAEM /( )Dψ  TAEM /( )Dσ  
30.0 51.4 897.2 <4 <25 
Table 2  Entry interface condition 
 0 / kmr 0 /( )Dθ 0 /( )Dφ  0 /( )Dγ  0 /( )Dψ  10 /(m s )V −⋅
M1 120.5 81.97 -17.17 -1.4 20.3 7 622 
M2 120.1 49.48 -7.67 -1.2 60.5 7 627 
M3 121.6 34.15 16.65 -1.0 59.9 7 442 
M4 122.1 41.25 2.64 -1.0 61.0 7 442 
M5 121.8 20.78 28.92 -1.0 71.5 7 440 
Fig.5 to Fig.10 show the onboard generation 
trajectories and guidance results for mission M4 
entry test case where 0( 1)r r R= − is the altitude. 
Fig.5 presents the altitude versus velocity profile 
and the entry corridor. It shows that the actual pro-
file observes the entry corridor boundaries well. It is 
very clear to see in Fig.6 that the reference profiles 
are very closely tracked with remarkably good per-
formance. With angle of attack and bank angle vs t 
respectively, the “command” profiles for the RLV 
are shown in Fig.7, where three kinds of L/D 
 
Fig.5  Entry trajectories in V- r space of M4 entry test case 
 
Fig.6  Trajectory tracks of M4 entry test case 
≤ 
≥
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Fig.7  Command curves of M4 entry mission in nominal 
and changed L/D cases 
dispersions are taken into account. Two bank- ever-
sals are used to null the TAEM heading errors. 
Fig.8 and Fig.9 depict the crossranges and head-
ing errors. The crossranges exhibit good linearity in 
the later part of the trajectories, whereas the heading 
errors become more erratic toward the end. Fig.10 
demonstrates that the guidance provides reliable and 
good performance in the presence of significant aero-
dynamic modeling uncertainty. All above confirm the 
validity of the algorithm, the QEG approximation and 
the guidance laws in particular. 
 
Fig.8  Crossranges of M4 entry mission in nominal and 
changed L/D cases 
 
Fig.9  Heading errors of M4 entry mission in nominal and 
changed L/D cases 
 
Fig.10  EM condition errors for mission M4 with different 
values of L/D in the range of -10%~+10%(500 runs) 
Based on the same methods, the other four mis-
sion cases are designed and the guidance outputs are 
generated, and the TAEM condition errors and the 
computation times used to generate the 3DOF refer-
ence trajectories and guidance commands on a desk-
top computer with a 1 700 MHz processor for each 
mission are provided in Table 3. Note from Table 3 
that all the TAEM conditions are met with high accu-
racy. The maximum altitude error is less than 600 m, 
the maximum range error less than 800 m, and the 
maximum heading error less than 2.5°. The ground 
tracks for all of the five missions are plotted in Fig.11, 
which shows the different entry points for the mis-
sions, and demonstrates the capacity of this method. 
Table 3  TAEM condition errors and computation times 
Case fΔ / kmr  fΔ / kms  fΔ /( )ψ D  fΔ /( )γ D  / st  
M1 0.148 7 0.742 2 -2.44   -0.04  1.62 
M2 0.471 3 0.191 0 -2.20   -0.54  1.41 
M3 0.583 6 -0.410 0 0.72   -0.64  1.39 
M4 -0.170 7 0.505 3 0.51   -0.99  2.01 
M5 -0.278 2 -0.449 1 -1.85   -0.80  1.40 
 
Fig.11  Ground tracks for five missions 
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6  Conclusions 
(1) An integrated entry guidance law with rapid, 
reliable and good performance for reusable launch 
vehicle is presented in this paper to compute five 
missions preciously. 
(2) PID tracking controller with time-varying 
gains generated using LQR method are developed 
and used to form the major components of the lon-
gitudinal guidance method. 
(3) Bank-reversal corridor is established and 
dynamical adjusted bank-reversal method is used in 
the lateral guidance logic to achieve the high TAEM 
accuracy in the presence of significant aerodynamic 
modeling uncertainty with the aid of crossrange pa-
rameter. 
(4) The algorithm does not pose great difficulty 
for the guidance computer, because there is no re-
peated integration in the process. 
(5) The guidance profiles of five different entry 
missions are accomplished. And the results show 
that the method is efficient, valid and reliable. 
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