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This circle can then be drawn for every frequency of
interest and hence the region U(ejωTs) must occupy
in order to guarantee monotonic convergence. Note
that a Möbius transformation, t(z), maps a region R
in its domain to a region t(R), and the boundary of
R to the boundary of t(R). Figure 1 shows the ac-
tion of f−1(v) on δD and the region U(ejωTs) must
occupy for a convergence rate of 1
l. Any uncertainty
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Figure 1: Geometry of uncertainty space
that is contained within the right-hand circle for all
frequencies will satisfy (5). At a general point, p, in
the uncertainty space we can equate the distance from
p to λ with r
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in order to ﬁnd the convergence rate at that frequency
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This provides a useful means of selecting S and F:
Let us choose to maximize the convergence rate that
can be expected given that the probability that the
plant is at the point p at a given frequency is known
or can be estimated. It will be assumed that this prob-
ability is symmetrical about the nominal value, that
is +1 in the uncertainty space. This is a situation
which is realistic given the methods of obtaining a
plant model commonly used in practice. In this case it
will be a function of the distance to the nominal plant
model which equals 1
|p−1| in the uncertainty space.
The optimisation will therefore take the form
max
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J(S,F) (22)
with the cost function
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where P( ) is the probability that the plant is at p,
and A is a region of uncertainty over which P( ) is
valid. The frequency dependence of the ﬁlters has
been dropped for conciseness. Note that a small circle
around the singularity must be removed if the equa-
tion is solved numerically. Figure 2 shows three cases
using the probability function P(x) = x−α and α
equal to 2,1 and 0.5. The probability function is able
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Figure 2: Examples of P(x)
to shift focus between robustness and convergence
speed by varying the weighting of the optimisation.
In the ﬁrst case P(x) is only large for x ≈ 0 so the
maximisation will lead to a solution which is tailored
to only values close to the nominal plant model. As α
is reduced it becomes more important to choose S so
that the whole of A has a value of l < 1. These cases
are shown in Figure 3. In a) 1
SG ≈ 1 to give a high
convergence rate for the nominal plant, whilst in b) it
is smaller but most of the region A has the property of
satisfying (5). This choice of P(x) produces the cost
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Figure 3: Optimal solutions for a) α > 1 and b) α < 1
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