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Abstract--This paper eviews and extends ome recently developed numerical techniques for analyzing 
the stability, linear response and nonlinear response of periodic systems, which are governed by ordinary 
differential equations with periodic coefficients. The main emphasis is on applications aimed at rotor 
blade aeroelastic stability and response calculations in forward flight. First Floquet theory, is briefly 
reviewed and numerically efficient methods for evaluating the transition matrix at the end of one period 
are described. Next the numerical treatment of the linear response problem is discussed. Finally the 
numerical solution of the nonlinear esponse problem is treated using quasilinearization a d periodic 
shooting. Applications illustrating numerical properties of the methods are described. 
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NOMENCLATURE 
periodic matrix 
constant matrix approximation of [A(O:)] over kth interval 
step function approximation to [A(~)] 
symbolic matrix representing linear damping effects 
complete nonlinear loading 
periodic shooting iteration index 
unit matrix 
number of terms used in the approximation of matrix exponential 
number of intervals into which T is divided 
symbolic matrix representing linear stiffness effects 
quasilinearization iteration index 
linear periodic matrix 
symbolic matrix representing linear inertia effects 
nonlinear parts of system in state space 
nonlinear state vector 
generalized coordinate vector. (n × l) 
periodic matrix used in Floquet theorem 
constant matrix 
constant matrix used in Floquet theorem 
index 
sensitivity matrix for periodic shooting, ith iteration 
common nondimensional period 
time 
state variable vector. (2n × I) 
approximate value of {y(d:)} 
value of state vector at beginning of period 
value of state vector at end of period 
integrated state at end of period for linear inhomogeneous periodic system with zero initial 
conditions 
excitation in the state space 
small quantity, error 
real part of characteristic exponent 
diagonal matrix containing characteristic exponents 
diagonal matrix containing characteristic multipliers 
characteristic exponent 
characteristic multiplier 
dummy variable 
transition matrix at nondimensional time for initial conditions give at ~b,, 
various approximations of [¢(T, 0)] at end of one period 
nondimcnsional time coordinate, also azimuth angle of blade ~b = fb measured from straight 
aft position 
imaginary part of characteristic exponent 
speed of rotation of rotor 
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Special Symbols 
[ ] square matrix 
[ ] ~ inverse 
-~, = +~ - +~_, stepsize 
( )R. ( )~ real and imaginary part of  a quantity 
d differentiation with respect to nondimensional time ( )=- -  
d+ 
I. INTRODUCTION 
The equations of motion for a wide class of dynamical systems are mathematically represented 
by a system of ordinary differential equation with periodic coefficients. These equations can 
be either linear or nonlinear. Two basic problems associated with these systems are of significant 
engineering importance; the stability of such systems and their response under various kinds of 
excitation. In a previous paper[I] the efficient numerical treatment of linear periodic systems 
was discussed, in considerable detail, with an emphasis on stability problems. In Ref. 1 two 
numerically efficient methods for dealing with the stability of linear periodic systems ,~ere 
presented and applied to the classical parametrically excited beam problem, a helicopter rotor 
aeroelastic problem in forward flight and a ground resonance type of aeromechanical problem. 
The purpose of this paper is to briefly review some previous work on equations with periodic 
coefficients with applications to helicopter rotor dynamic problems and present a number of 
recently developed numerical methods which are applicable to the treatment of two important 
problems, namely (a) response of a linear periodic system under a periodic excitation and (b) 
response of a nonlinear periodic system under periodic excitation. These two mathematical 
problems occur frequently in rotary wing aeroelastic stability and response calculations[2] and 
their efficient numerical treatment has a central role in helicopter rotor dynamics, aeroelasticity 
and structural dynamics. 
Although the main objective of the paper is to discuss methods which have been used 
successfully in helicopter otor dynamics and aeroelasticity it is relevant o note that a vast 
amount of literature xists on various mathematical spects of equations with periodic coeffi- 
cients[3-8]. In addition to the mathematical interest in the subject a wide range of practical 
applications of periodic systems has generated significant research on this topic in various 
disciplines within engineering and applied science. The most notable of these is control system 
theory and network theory{9-11], dynamic stability problems in applied mechanics[12] and 
nonlinear oscillations[ 131. 
A variety of helicopter rotor dynamic and aeroelastic problems in forward flight are gov- 
erned by ordinary differential equations with periodic oefficients[2,14]. Therefore papers deal- 
ing with the mathematical nd numerical treatment of equations with periodic coefficients as 
applied to helicopter rotor dynamic problems have appeared in the literature since the late 1940s. 
A complete review of these studies is beyond the scope of this paper, however, to provide a 
historical perspective, some of the more useful references, dealing with helicopter rotor dynamic 
problems, will be briefly mentioned. The first papers written on this subject were aimed at 
determining the stabili~ of rotor blade flapping motions at high advance ratios. A pioneering 
contribution to the subject was a paper by Horvay and Yuan[15] which was based on the 
rectangular ripple method. In the 1960s a number of papers were written on both the flapping 
as well as coupled flap-torsional dynamics in forward flight[16-191; however these papers were 
based on direct numerical integration of the equations of motion or Hill's method of infinite 
determinants[12] which are not as convenient for implementation digital computers as later 
methods which are based on Floquet's theorem[3,6,10,11 ]. 
In 1970, Hall[20] was the first to recognize that Floquet theory combined with the state 
variable representation f the equations of motion (as used in control systems engineering) was 
the most effective technique for dealing with rotor blade stability problems. At the same time 
Gockel[21] emphasized the applicability of Floquet theory to the solution of variety of rotor 
dynamic problems and Peters and Hohenemser[22] applied the theory to the solution of the 
blade flapping stability problem in forward flight. Subsequently Floquet heory was applied to 
more complicated rotordynamic problems. Hammond used the theory to study the ground 
resonance problem of a helicopter with one blade damper inoperative[23]. Friedmann and 
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Silverthorn applied the theory to the coupled flap-lag aeroelastic problem of a hingeless rotor 
blade in forward flight[24]. The treatment of these, somewhat more complicated, problems 
required improved numerical schemes for the computation of the transition matrix at the end 
of one period. Therefore, in both Refs. 23 and 24, improved numerical schemes for the cal- 
culation of the transition matrix at the end of one period were presented. A detailed escription 
of these schemes was presented in a unified manner in Ref. 1. 
Rotary wing aeroelastic stability and response problems are frequently governed by non- 
linear, nonhomogeneous differential equations with periodic oefficients. For such systems, it
is important to evaluate numerically the linear response of a periodic system as well as the 
nonlinear esponse of a periodic system. A convenient numerical scheme was developed first 
in the literature in Refs. 25 and 26, for calculating the linear periodic response of blades 
undergoing coupled flap-lag-torsional motion. First the method was used to calculate the response 
of wind turbine blades and subsequently this method was combined with quasilinearization a d 
used to obtain the response of nonlinear periodic systems[27,28], representing coupled flap- 
lag-torsional dynamics of rotor blades in forward flight. An alternative approach for obtaining 
the response of linear periodic systems as well as nonlinear periodic systems, using periodic 
shooting, was developed in Refs. 29 and 30, and applied to trim problem of helicopter rotors. 
Finally it should be noted that the analytic aspects of various methods for dealing with rotating 
systems with periodic oefficients have been also considered ina recent review paper by Dugundji 
and Wendell[31] and in a book by Johnson[14]. In Ref. 31 Floquet methods as well as some 
more restrictive methods, such as harmonic balance and multiblade coordinates were also 
discussed. The main emphasis in Ref. 31 is the analytical aspects of the methods and not on 
their numerical implementation. 
In this paper we emphasize numerical methods which are both general and numerically 
efficient. First the stability problem will be briefly considered. Next the linear response and 
nonlinear response problem of periodic systems is discussed with considerable detail. Finally 
numerical examples illustrating various aspects of these methods are presented. 
2. FLOQUET THEORY AND THE STABILITY OF LINEAR PERIODIC SYSTEMS 
2.1 Brief review of Floquet's theorem and its consequences 
The stability of systems of linear differential equations with periodic oefficients i  governed 
by Floquet's theorem[3,6,10,11]. Consider a linear periodic homogeneous system, 
{.9(0)} = [A(,)l(v($)}, (l) 
where [A(O)] is a square periodic matrix having a common period T; thus [A(O)] = [A(0 + 
T)]. Based on the Floquet heorem, the transition matrix for the periodic system, represented 
by eqn (1), has the form 
[O(0, $0)] = [P($)l-t elRl,,-,,,,[p(~0)], (2) 
where [P(0)] is also a periodic matrix [P(0 + 7")] = [P(0)], [P(O0)] is associated with the 
initial conditions at 00, and [R] is a constant matrix related to the value of the transition matrix 
[~(T, 0)] at the end of one period: 
[~(T, 0)] = e MRv. (3) 
Each column of the transition matrix represents a linear independent solution[3] to eqn 
(l); thus 
[+(O, 0o)1 = [a(O)](O(O, 0o)1 (4) 
and [0(0o, 0o)] = [1]. 
In general two cases can occur: (a) The transition matrix [~(T, 0)] has n-distinct eigen- 
values, denoted characteristic multipliers, which are associated with n-independent eigenvec- 
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tors. This is the case usually encountered in helicopter otor dynamic and aeroelastic problems: 
(b) the transition matrix [qbIT. 0)1 has a number of repeated eigenvalues and a certain number 
of corresponding eneralized eigenvectors, a discussion of this case can be found in Ref. 3. 
For case (a) where [Op(T, 0)] has n-distinct eigenvalues, these eigenvalues can be related 
to the n-distinct eigenvalues of the matrix [R] which are usually' denoted as characteristic 
exponents. From linear algebra, a similarity transformation[32] can be found such that 
[QI-t[RI(QI = [hi, (5) 
where the columns of [Q] are the n-linearly independent eigenvectors of [R] and [hi is a diagonal 
matrix containing the eigenvalues of [R]. Using the definition of the matrix exponential[32]. 
(IRIT)" 
e I81T = I + E n! (6) 
i x= [ 
Combining eqns (5) and (6) and using eqn (3), 
.2. ([QI[h][QI-LT) ,, etRar = eqOH,,el 'r = 1 + Y 
.=~l t/! 
( = [Q] [1] + E ([h_]T)"][Q]_, 
. . . .  t n! ] 
= [Q] el~lr[Q] - '  = I~(T. 0)1. (7) 
Equation (7) can be also interpreted as a similarity transformation, 
e ~xlr= [Ql-' Iqb(T, 0)][Q] = [AI, (8) 
where [A] is a diagonal matrix containing the eigenvalues of the transition matrix at the end of 
one period. Equation (8) provides a relation between each characteristic exponent and char- 
acteristic multiplier, 
e ~,r = A .  s = 1, 2 . . . . .  n. (9) 
In general both h~ and A, are complex quantities, and thus 
l 
1 "\ / 
~o~ = ~tan- '  (~) .  (10) 
Having provided this background on Floquet theory, the most important consequences of Fto- 
quet's theorem can be stated. 
(1) The stability of the system, eqn (1). is determined by the matrix [R] or the knowledge 
of the transition matrix at the end of one period. [~(T, 0)]. 
(2) Knowledge of the transition matrix over one period determines the solution of the 
homogeneous system, eqn (1), everywhere, due to the semigroup[10] or extension 
property of the transition matrix 
[60(+ + pT, 0)] = [@(+, 0)](eaRIr) :'. (11) 
(3) The stability criteria for the system can be stated in terms of the real part of the 
characteristic exponent M. The solutions of eqn ( 1 ) are stable, i.e. they approach zero 
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The real part of the characteristic exponent, i;, is a measure of growth or decay; however, 
it is difficult to relate it to a physical quantity, such as the damping ratio encountered 
in constant coefficient systems, unless one deals with a single degree of freedom 
system. For single degree of freedom systems, using the energy dissipated per cycle. 
one can establish an equivalence between a conventional damping coefficient and the 
real part of the characteristic exponent. The imaginary part of the characteristic exponent 
co, represents a nondimensional frequency. Since tan- t  in eqn (10). is multivalued it 
can be determined only within an integer multiple of the nondimensional period T. 
From this discussion it is clear that efficient numerical computation of [Op(T, 0)] is basis 
for the efficient numerical treatment of periodic systems. Numerical methods for evaluating the 
transition matrix at the end of one period are discussed in the next section. 
2.2 Numerical methods for evaluating [~(T, 0)] 
A detailed discussion of efficient numerical techniques for calculating [~(T. 0)] have been 
presented in Ref. 1. The main advantage of the techniques presented in Ref. 1 is due to the 
fact that [OO(T, 0)] is obtained by a single integration pass through eqns (1), as opposed to n- 
integration passes (for a n × n system) which was the method employed in some previous 
studies[20.22J. Since the publication of Ref. 1, comparative numerical studies[33] have con- 
firmed this conclusion. Two separate schemes were presented in Ref. I. The first method 
consists of approximating the periodic matrix [A(+)] in eqn (1). by a series of step functions. 
This method can be considered to be a generalization of the "'rectangular ripple" method[15] 
to multidimensional systems, lt's analytical basis has been provided by Hsu in a series of 
papers[34-36]. The second method is based on evaluating [~(T. 0)] by using a fourth-order 
Runge-Kutta scheme to obtain the solution in each step and then cascading the solutions[ll. 
When carefully programmed both methods require approximately the same amount of computer 
time, and yield similar accuracy. It will be shown in this paper that these schemes are important 
for both stability and response calculations. Therefore, the first method discussed in Ref. 1. 
which is somewhat more concise and more convenient to implement, is described below. 
Each period T is divided into K equal intervals and in each interval the equations are treated 
as a set of equations with constant coefficients. Denoting each interval by tb~. k = 0, 1, 2, 
. . . .  K, with 0 = Oo < tO, < "'" < OK = T. The kth interval (Ok-,, Ok) is denoted by Tk and 
its size by Ak = O~ -- O~-,. In the kth interval the periodic coefficient matrix [A(O)] is replaced 
by a constant matrix [C~] defined by 
[Ck] = ~ [A(~)] d~, ~ ~ %. (12) 
Thus the actual system, eqn (1), is approximated by a constant coefficient system consisting 
of a series of step functions 
{.~'a(+; K)} = [C(O, K)]{ya(0, K)}, (13) 
where tO'a(0, K)} = {y(0)}, and the subscript A denotes approximate quantities. The theory of 
linear differential equations with constant coefficients[3] enables one to write the transition 
matrix for the end of one period, based on eqn (13) as 
[OPA(T. K)] = e -x~tc'l e -x'-'w' ,I ... e-X,lc,J 
K 
= FI e<lC'l. 
k=l  
(14) 
C¢*~WA 12 ,  1¢~-J  
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With regard to the product sign, it is understood that the order of positioning of the factors is 
material and the kth factor is to be placed in front of the {k - l)th factor. It should be 
noted that the approximate expression for [O(T, 0)] given by eqn (14) represents he first level 
of approximation i  this method. It can be shown[36] that when K ~ ~c [qbA(T, K)]---, 
[qb(T, 0)1. 
The efficient numerical evaluation of [Oa(T, K)] is accomplished by using the definition 
of the matrix exponential for each term in the product given by eqn (14); thus 
r. 
e.~,lc, i = 11] + Y, ('XffCJ)i 
,=, j! 
15) 
For sufficiently small time intervals Ai ---* 0 and the series represented byeqn (15) converges 
rapidly; thus the series can be truncated and represented by a finite number of terms. 
~ (&[c,]), 
ea,lc, I ~_ [11 + j! ' 
j= l  
(16) 
where the error is given by 
y~ (~,[c,])J 
j=g+, j! 
(16a) 
The final approximation for the transition matrix at the end of one period is obtained by 
combining eqns (14) and (16), 
[qbaA(T, 0)] = f i  ([1] + ~ (A*[C~])'t. 
i=, j=, J! / 
(17) 
Equation (16a) represents the error in approximating each matrix exponential of the product 
given by eqn (14); thus eqn (17) represents a second level of approximation i herent in this 
method and the double subscript in [~aa(T, 0)] emphasizes this aspect of the method. General 
asymptotic error estimates for this approximation were obtained in Ref. 36 where it was shown 
that the error is of order O(A;~) for J -> 2. It should be noted however that these error estimates 
were not sharp and by increasing the number of terms used in approximating the matrix ex- 
ponential the accuracy of the method is improved. 
Numerical experiments performed in Ref. 1 have shown that the approximation of [qb(T, 
0)] with J = 4, based on eqn (17), is comparable to a fourth-order Runge-Kutta method in 
terms of accuracy and computer times. Furthermore, it is evident hat eqn (16) represents an 
approximation of the matrix exponential by a truncated Taylor series, which represents just one 
of the many available methods for computing the exponential of a matrix[37,38]. 
An alternative procedure for evaluating [O(T, 0)] using a fourth-order Runge-Kutta method 
has been presented in Ref. 1. In a similar manner the transition matrix can be evaluated using 
a variety of numerical integration procedures which can be implemented in a similar single pass 
manner[39], which has been emphasized in this section. 
3. GENERAL MATHEMATICAL FORM OF PERIODIC SYSTEMS FOR HELICOPTER 
ROTOR DYNAMICS AND AEROELASTICITY 
The general mathematical form of the equations of motion representing the aeroelastic 
stability and response problem of a helicopter rotor in forward flight have been presented in 
Ref. 2. These are coupled ordinary differential equations with periodic oefficients. The math- 
ematical structure of these general equations can be presented in the following symbolic form: 
[M]{(/} + [C(+)]{0} + [K(+)I {q} = {FNL(dJ. q. q)}. (18) 
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where it is understood that he matrix [C(O)] contains aerodynamic, inertial and viscous damping 
contributions, while the matrix [K(0)] contains aerodynamic, inertia as well as structural con- 
tributions. In this formulation all nonlinear effects and the excitation are combined in the general 
vector {FNL(+, q, el)]. The nonlinear terms in those equations can be geometrical nonlinearities, 
due to moderate blade deflections or aerodynamic nonlinearities due to dynamic stall[2l. The 
mathematical methods discussed in this paper are particularly useful when dealing with geo- 
metrically nonlinear terms, which are weak nonlinearities. When dynamic inflow is considered. 
the dynamic inflow equations have to be appended to eqns (18) and solved jointly[2,40]. 
The mathematical and numerical treatment of eqns (18) is facilitated by rewriting them in 
first order state variable form; thus 
{y,(+)} = {//(~)}, {y2(t~)} = {q(+)} (19) 
and eqn (19) can be rewritten as 
{)'} = {Qst.(+. )', y)} = {Z(~)} + [L(~)] {y} + {N,(+, y)} + {N..(+, y,~')}, (20) 
where 
and 
I - [M]- ' [C(O)]  - [M I - ' [K (+) ]  [L(+)] = [t] 0 (21) 
with 
( 
{Z($)} + {Ni0b, Y)} + {N,(O, y, ~')} = ~- [MI - '  F~L(O, y,, y:)~ [ {o} j (22) 
{Y(0)} = ly:(,) j 
It should be noted this transformation doubles the size of the system represented by eqns 
(20) when compared to eqn (19). Since the system is periodic with a period of 2~. 
{Z(,)} = {Q(t~ + 2'rr)}, (23) 
[L(0)I = [L(d~ + 2~)1, (24) 
{N,(~, y)} = {N,(d~ + 2"rr, y)} (24a) 
and 
{N2(*, Y, $9} = {Nx(dJ + 2w, y, $9}. (24b) 
The vector {Z(0)} represents a known excitation, the matrix [L(~)] contains the periodic coef- 
ficients of the linear system, and the vectors {N~(~, y)} and {N,(tb, y, y)} represent the nonlinear 
terms in the equations, and {Y(0)} is the state of the system. 
The numerical techniques for obtaining the response of both linear and nonlinear periodic 
systems, discussed in the following sections will be based on the mathematical form of the 
equations represented by eqn (20). 
4. RESPONSE OF LINEAR PERIODIC SYSTEMS 
Consider first the linear part of the general aeroelastic response problem represented by 
13S 
eqn (20). which can be written as 
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{.+(,b)} = {Z(+)} * I L l~b l l ]v{ , I J )} .  ~25~ 
Both the system of equations and the excitation for the rotary-~ving aeroelastic response problems 
are periodic, as indicated by eqns (23) and (24). 
The associated homogeneous system is given by 
{i'~,(¢,)1. = ILOJ,)l{.v,,(+)l. (26) 
which is identical to eqn (1). Urabe[41] has shown that for characteristic muhipliers of the 
corresponding homogeneous system, eqn (26). which are different from one. i.e. a stable or 
unstable homogeneous system according to Floquet heory, one has one and onh' one periodic 
solution of eqn (25) given by 
{y(+)} : [qb(¢,)] { ; ;  [dO(s)l-~{Z(s)} ds + (Ill - [~(2w)l) ' 
* ,@,2w)l f f  [q)(s)]- '{Zts)} ds}. 127) 
The general solution for any inhomogeneous equation such as eqn {25) whether periodic 
or not can be mathematically written as[42] 
j 'd~ {y(+)} = [~(+)l{y(0)} + Iqt, t+)l [@ts)l '{Z(s)} ds. I28) 
where in eqns (27) and (28) [q~(0)l is the transition matrix defined by 
[do(O)l = [LI+)I[~I~b)I 
and [dP(0)l = [/l. 
Note that the condition for the existence of a unique periodic solution of eqn (25) is that 
the determinant of ([I] - [~(2rr)]) be nonzero. This is satisfied if all the multipliers of eqn 
(26), the A/s, are different from unity, which is equivalent to the condition that the real parts 
of all characteristic exponents be nonzero, i.e. 4, # O. From Floquet theory, if all the ~,'s < 
O, the homogeneous system is asymptotically stable: if any one 4, > 0. the homogeneous system 
becomes asymptotically unstable. In the former case eqn (27) is the steady state solution of the 
linear system eqn (25). When any one to, > O, the mathematical expression for {.v(O)}. eqn 
(27), is still valid, however the periodic solution of eqn (25) is of no practical physical signif- 
icance; Hsu and Cheng[43] have made some interesting comments in this respect. 
Comparing eqns (27) and (28) it is obvious that eqn (27) corresponds tothe general solution 
of any inhomogeneous system, eqn (28) with the initial condition given by 
{y(0)} = ([ll - [~(2ml)-'[qb(2~v)] [dp(s)l-'{Zts)} ds. 
Equation (29) can be simplified by rewriting it in a more convenient manner: 
129) 
{y(0)} = ([/1 - [~(2~)1) ' [~(2w)ll~(.s){ '{ZCs)} dx. 130~ 
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Using the semigroup roperty of the transition matrix. Ref. 10. p. 29 (sometimes denoted the 
extension property) which establishes a functional equation for the transition matrix 
[@(~. +o)l = [@(+. +01[@(~,, tOo)l. 
one can express 
[O(2w. 0)1 = [~(2,-r, s)l[~(s, 0)1. (31) 
Postmultiplying each side of eqn (31) by [q~(s, 0)1- ~ yields 
[~(2w)l[qb(s, 0)1-' = [dO(2~, s)]. (32) 
Substitution of eqn (32) into eqn (30) yields 
fo ~ {y(0)} = ([1] - [~b(2,rr)])-' [qb(2rr, s)l{Z(s)} ds. (33) 
Equation (33) is more convenient for the calculation of the initial condition {y(0)}, eqn 
(29), since it does not require the inversion of [qb(s)l. A very similar solution technique is also 
described in Ref. 31. The approximation to the transition matrix given, eqn (17) can be also 
employed to calculate the value of [~(2~, s)] needed in order to evaluate numerically the initial 
condition {y(0)}, given by eqn (33). The value of the integral in eqn (33) can be evaluated 
using any conventional integration procedure such as Simpson's rule. This procedure for gen- 
erating the initial condition is described in detail and used in Ref. 44. 
Taking the initial condition, eqn (33). the linear system represented byeqn (25) is integrated 
numerically using a fourth-order, Runge-Kutta scheme, with Gill coefficients[ 1 ].The integration 
is performed with a constant step size which is identical to the step size used in evaluating the 
transition matrix at the end of one period [qb(T, 0)l. This means that the use of eqn (27) is 
actually, completely, bypassed. Convergence of the method is checked by comparing the dis- 
placement quantities obtained for the response at the end of the first, or second revolution with 
the initial conditions, i.e. compare 
{y(O)} with {y(2~)}, or {y(4w)}, or {y(6w)}. 
Depending on the numerical accuracy of the calculations excellent converged solutions can 
be obtained with one to three revolutions. 
5. RESPONSE OF NONLINEAR PERIODIC SYSTEMS 
The solution of the complete nonlinear system represented by eqn (20) is considered next. 
When the nonlinearities are relatively mild a number of approaches are available and have been 
used successfully to obtain the nonlinear esponse of rotor blades in forward flight. Three 
approaches which have been used are (a) quasilinearization[27,28], (b) periodic shooting[29,30] 
and (c) harmonic balancing[31]. Quasilinearization a d periodic shooting, depending on the 
implementation a d application, can be equally effective. Harmonic balancing is less convenient 
to use[31] although some recent developments and extensions of the method[45] indicate that 
this method can be also quite effective. An alternative to these methods is a numerical pertur- 
bation method escribed in Ref. 3 I, which appears to work only for mildly nonlinear systems. 
The approaches described in this paper are quasilinearization a d periodic shooting: other 
methods will be mentioned briefly. Quasilinearization is essentially a generalized Newton- 
Raphson type method possessing second-order convergence[461. The quasilinearization scheme 
described here is based on an iterative application of the method for obtaining the linear esponse 
of periodic systems described in the previous ection[30]. Introducing an iteration index k for 
obtaining the nonlinear periodic response of eqn (20) one can perform a first-order Taylor series 
14 i )  PERETZ P. FRIEDMANN 
expansion about the #th iteration, 
r Q, l' , ,_ 
{.+}~.t = {Qyc}' + L--~-y J ({yt ' - {y}*) + L a~, j (b}'-' - {~'}') 
(34) 
which enables one to write a linear equation in the form 
{5,} *+, = [Ap{y} ~*' + {f}~. (35) 
Equation (35) is obtained as follows. Express QNt_ as given by eqn (20) and substitute it into 
eqn (34). Then [A] and {f} in eqn (36) can be identified as 
L all / Lay  j L -~y J  / (36) 
and 
( P :l'l {f}' = [11 - k O}'J / 
+ {N_,(0, y, y)}~ 
- -  k 
-'i{Z(O)}[" + {N.(+, y.)}~ 
_ ON,  ~ 
(37) 
To initiate the iterative procedure, the nonlinear terms {Nff0, y)} and {N_,(O, y, .';9} are 
dropped from {QNt.} and the resulting linear system, eqn (25), is solved for a periodic solution 
which provides an initial guess; thus {y}0 = {Yc}, where {YL} is the periodic response of eqn 
(25) and is obtained by the method described in the previous section. This method is also used 
to solve eqn (35) for k = 1, 2 . . . .  Thus quasilinearization is a sequence of linear iterates 
based upon eqns (35), (36) and (37). For the cases which have been considered[27,28] the 
derivatives of Na and N_, were evaluated explicitly. The iterations are terminated when the L,- 
norm 
II({y} k÷' - {y}*)ll; < e, (38) 
for all O, where e is a prescribed small parameter. Thus k = ! corresponds to the linearized 
response and k = 2 corresponds to the first approximation of the nonlinear periodic response. 
The nonlinear periodic shooting method[29,30] is based on integrating eqn (20) with an 
estimated initial condition {y(0)} over one period. The integrated solution {y(T)} is not periodic, 
and can be regarded as a first estimate of the periodic solution {Ye}" The initial conditions can 
be modified so as to make {y(T)} periodic, applying this procedure in an iterative manner 
eventually leads to a solution. 
The mathematical basis of this method consists of using as initial condition the rela- 
tion[30,31 ] 
{y(O)} = ([11 - [qb(2~r)])-'{ye(2"rr)}, (39) 
where {yE(2w)} is the numerical response of the linear system, eqn (25), at 0 = T (or 27) for 
zero initial conditions. This initial condition, eqn (39) is identical to eqn (33), and thus it 
guarantees a periodic response for the linear system. Since the system represented by eqn (20) 
is nonlinear, numerical integration over one period will not yield a periodic solution. Theretbre, 
the method of periodic shooting is based on successive iteration on the initial values in order 
to satisfy the periodic boundary condition. In each stage of the iteration the full nonlinear 
equations are solved, while the error in the periodic boundary condition is driven to zero. The 
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periodic shooting method described in Ref. 30 is a two point periodic shooting method for 
which the algorithm has the following structure: 
(1) Initial guess for the state vector at the beginning of the period is based on eqn (39). 
(2) The nonlinear system is integrated over one period using a suitable numerical integration 
method. 
(3) The sensitivity matrix for the state vector at the end of period is expressed in terms 
of perturbations in the values of state vector at the beginning of the period, denoting 
the sensitivity matrix by [S]i, for the ith iteration 
= [ O{ys}] (40) 
(Sl, kO{yo}J, ' 
where {Ys}~ is the final state vector for the ith iteration and {Y0} is the initial state vector 
for the ith iteration. 
(4) Using the sensitivity information given by eqn (40) a revised vector of initial values 
is calculated, so that the periodic boundary conditions are satisfied. The revised vector 
of initial conditions for the (i + l)th iteration is given by 
{Yo};+, = {Y0}, + ([/l - [S],)-'({Yl},- {Yo},). (41) 
(5) The nonlinear equations are integrated again over one period using the revised initial 
condition given by eqn (41). 
(6) The periodicity condition is checked within a desired accuracy 
I{Yf},*, - {yo}i+,l < ~- (42) 
If eqn (42) is satisfied the iteration is stopped. If eqn (42) is violated, one returns to step 
(3), and the procedure is repeated until convergence is obtained. 
A somewhat similar procedure called numerical perturbation is also described in Ref. 31. 
Comparative numerical studies between quasilinearization a d periodic shooting for rotary-wing 
aeroelastic problems were conducted in Ref. 44. It was shown that the methods are equally 
efficient in terms of computer times. However, it should be noted that the two point periodic 
shooting described in Ref. 44 used a somewhat more efficient method for calculating the 
sensitivity matrix [S]i, eqn (40), than the finite difference method used in previous tudies[30]. 
A careful examination of eqn (40) shows that infinitesimal changes in the initial values {Y0}~ 
cause infinitesimal changes in the baseline nonlinear solution {y}, Due to the infinitesimal 
nature of these changes, they are governed by the linearized perturbed system about he baseline 
solution {y}~; furthermore, it can be shown that this perturbed system is homogeneous. Therefore, 
the sensitivity matrix for the final values, with respect to the initial values, is simply the transition 
matrix of the linear perturbed system[44]. This transition matrix can be evaluated using eqn 
(17), and thus the need to use a finite difference scheme for the calculation of the sensitivity 
matrix is bypassed. Furthermore, multiple periodic shooting methods were also considered and 
tested[44]; it was concluded the success of shooting as well as quasilinearization methods can 
depend to some extent on the type of problems to which the methods are applied. 
6. AEROELASTIC STABILITY OF ROTOR BLADES IN FORWARD FLIGHT USING THE 
LINEARIZED SYSTEM 
When the system is mildly nonlinear, which is the case when geometric nonlinearities due 
to moderate blade deflections are incorporated in the blade equations of motion, a considerable 
number of studies[2,44,48-501 have indicated that a reliable measure of system stability can 
be obtained from the linearized system. Denoting by {Fl(~b) } the time-dependent periodic equi- 
librium of the blade, obtained from solving eqn (20) using the method escribed in Section 5, 
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the perturbed state about this equilibrium position can be ~ritten as 
{q(o)} = {0(o)} ÷ {_xq +IL 
Substituting this relation into eqn (18) and assuming that squares of the perturbation 
quantities, namely Aq,(tL,) &qi(O). are small and negligible, one obtains a [inearized homoge- 
neous system which can be symbolically written in a first-order state variable form. as 
{_k~} = [LOb. ?l,l~))] {3y}. (43) 
where 
{,_x:,} = ±q 
and [L(O,.v(0))] is a coefficient matrix, similar to eqn (21). which depends on both the non- 
dimensional time 0, and the nonlinear periodic equilibrium state of the blade {.~(0)}. The matrix 
[L(+,~(+))] is also a periodic matrix: hence the equilibrium of the system, eqn 143), can be 
obtained from Floquet theory by evaluating the characteristic exponents as described in Section 
2. This approach has been used successfully in many recent studies dealing x~ith forward 
flight[2,44.48-50]. 
7. NUMERICAL ASPECTS OF THE METHODS DISCUSSED AND SOME 
ILLUSTRATIVE RESULTS 
The purpose of this section is to describe various examples where the methods described 
in this paper were applied to rotor dynamics, and helicopter rotor blade aeroelastic stability and 
response calculations. The primary intent is to present information on the numerical aspects. 
convergence and efficiency of the methods instead of reproducing numerical results which were 
presented in the various references cited. 
First the methods for evaluation of the transition matrix at the end of one period [O(T, 
0)], described in Section 2.2, are discussed. These methods have been used first in Refs. 1, 
23 and 24 and subsequently in Refs. 25-28, 44. Transition matrices of size ( 12 × 12) have 
been treated without any numerical difficulties. For larger systems double precision in thc 
calculation of the transition matrix on IBM machines is usually required. The stepsize used 
varies between 60 < K < 120 per revolution. For the same step size the computations based 
on eqn (17) and the fourth-order Runge-Kutta scheme are equally effective[l]. Considerable 
information on numerical experimentation involving accuracy, convergence and computing times 
can be found in Ref. 1. Furthermore, it should be noted that the method has been also used in 
conjunction with a finite element method employed to descretize the spatial properties of the 
aeroelastic equations of motion[47]. 
The method based on the application of eqn (33) combined with numerical integration to 
obtain the response of a linear periodic system was developed initially for the linear periodic 
response problems of horizontal axis wind turbines[25,26], where a somewhat more cumbersome 
version of eqn (33), namely eqn (29) was used. 
Subsequently this method was applied to the linear and nonlinear esponse problem of 
helicopter rotor blades in tbrward flight, in presence of quasisteady aerodynamic loads[27.28,47]. 
and more recently, with the improvement represented b; eqn (33) in Ref. 44. to helicopter 
rotor blades in forward flight, in presence of unsteady aerodynamic loads. For linear response 
calculations the stepsize required for the implementation of the method was similar to the 
number of steps needed for the calculation of the transition matrix [4)IT, 0)]. thu_. 60 < K < 
120, per revolution. 
The quasilinearization method described in Section 5. is based on an iterative application 
of the linear response calculation described in Section 4. For application to nonlinear periodic 
system response calculations, using eqn (35). the number or'steps which provided good numerical 
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Fig. 1. Flap response, in the first and second flapwise modes, for a soft in-plane hingeless rotor blade at advance 
ratio of ~ = 0.40 (Refs. 27 and 281. 
behavior for a coupled flap-lag-torsional eroelastic stability, and response problem in forward 
flight was approximately 110 < K < 130, per revolution. 
Some typical results using this procedure are presented in Figs. I -3  which illustrate the 
aeroelastic response of a soft-in-plane hingeless rotor blade at advance ratio of tx = 0.40, taken 
from Refs. 27 and 28. The aeroelastic analysis is based on two flapwise modes, two lead-lag 
modes and two torsional modes. The responses in the two flap modes are shown in Fig. 1 and 
the response in the fundamental lead-lag and torsional modes are shown in Figs. 2 and 3, 
respectively. For this case the quasilinearization procedure represented by eqn (35) converges 
rapidly. Two curves are shown, one for k = 0 and the other for k = 2. Recall from the 
discussion on quasilioearization that k = 0 corresponds to the linear periodic response in which 
all nonlinear forms are neglected, k = ! represents a linearized response, and k = 2 gives the 
first approximation of the fully nonlinear response. In the figure k = 2 represents a fully 
converged nonlinear esponse since the values for k = 3 are not distinguishable from those for 
k = 2. For the results shown in Figs. 1-3, a revolution was divided into 126 steps, and the 
-h  1 (~), ~-0 .40  
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2 x -0.24 
-~ -0.18 
~ 41.12, 
w 
°0.06 
0.0o I ! I 
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Fig. 2. Response in the inplane, fundamental, lead-lag mode. for a soft in-plane hingeless rotor blade at an 
advance ratio of Ix = 0.40 (from Refs. 27 and 28). 
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Fig. 3. Response in the fundamental torsional mode, /or a soft in-plane hingeless rotor blade at an advance 
ratio of/,t = 0.40 (Refs. 27 and 28). 
computer time required for obtaining a nonlinear esponse solution was less than 30 sec of CPU 
time for an IBM 3033 computer. 
Another useful attribute of the quasilinearization technique consists of the information it 
provides on the relative importance of the nonlinear terms. The nonlinear terms included in 
Refs. 27 and 28 are geometrical nonlinearities due to moderate deflections of the blade. Thus 
it is evident from Fig. 1 that the fundamental f ap response is sensitive to the geometrical 
nonlinearities, while the second mode flap response is not. Similarly, from Fig. 2 the sensitivity 
of the fundamental lag response to the nonlinear terms is evident. Figure 3 shows that the 
fundamental torsional response is relatively insensitive to the nonlinear terms, since the curves 
for k = 0 and 2 are quite close to each other. 
Considerable additional numerical experimentation with quasilinearization was presented 
in Ref. 47. In a recent study[44] by Dinyavari quasilinearization a d periodic shooting were 
used successfully to obtain the equilibrium position of a hingeless rotor blade in forward flight, 
in presence of an augmented state, arbitrary motion, unsteady aerodynamic model. Reference 
44 also contains a number of useful comments pertaining to the numerical implementation f
these methods, so as to increase numerical efficiency and reduced storage requirements. Op- 
eration counts comparing quasilinearization with periodic shooting have shown both methods 
to be equally effective[44]. 
After establishing the periodic equilibrium position of the blade in forward flight the 
aeroelastic stability is determined from the linearized system represented by eqn (43). A typical 
stability boundary obtained from such an analysis[28] is presented in Fig. 4, which shows the 
behavior of the real part of the characteristic exponent associated with the fundamental lag mode 
(or inplane blade bending degree of freedom) for a stiff-in-plane helicopter otor blade. The 
results show an instability in the lag degree of freedom at p. ~ 0.39. A number of details 
associated with this figure are relevant from a computational point of view. The transition matrix 
for this case was a 12 × 12 matrix, which is similar in size of the system treated in Figs. 1- 
3. The stepsize used was K = 120. Furthermore, it is evident from the figure that the quasi- 
linearization index k = 0, 1, 2, associated with the periodic nonlinear equilibrium state about 
which the system is linearized, has a very significant influence of blade stability. Very similar 
results were obtained in Refs. 49 and 50 in which this particular unstable configuration was 
also examined. 
Another important ingredient in the computation of stability boundaries of rotor blades in 
forward flight is the identification of the characteristic exponents associated with the various 
degrees of freedom present in the problem. To relate the characteristic exponents to the physical 
degrees of freedom both the real and imaginary parts of the characteristic exponents have to be 
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Fig. 4. Real part of characteristic exponent for lag degree of freedom, (stiff-in-plane hingeless rotor) vs advance 
ratio, taken from Ref. 28. 
considered. The real part is representative of damping while the imaginary part is related to the 
frequency of the mode. Both quantities can change significantly with increase in the advance 
ratio ~, which is representative of the strength of the parametric excitation present in the system. 
Furthermore, as mentioned in Section 2, since tan -1, in eqn (10), is multivalued, it can be 
determined only within an integer multiple of the nondimensional period T. Therefore, the most 
reliable method for relating the characteristic exponents to the physical degrees of freedom in 
the system is to start he calculations at Ix = 0. For i~ = 0 the system has constant coefficients 
and the identification based on the real and imaginary part of the eigenvalues i  straightforward. 
Subsequently the values of ix are incremented in relatively small steps, such as Aix -- 0.05, 
which result in small changes in g~ and cos, and thus the characteristic exponents can be identified 
and traced without any ambiguity. 
Another aspect associated with the stability calculation using the linearized system and 
Floquet heory is illustrated in Fig. 5, taken from Ref. 44. The results hown in Fig. 5 are for 
a centrally hinged spring restrained model of a hingeless blade having flap and lag degrees of 
freedom and elastic coupling (R, = 1.0). In Ref. 5, the influence of two different ypes of 
aerodynamic theories was examined, namely quasisteady aerodynamics and unsteady aerody- 
namics. As shown the characteristic exponent associated with the flap degree of freedom becomes 
unstable when unsteady aerodynamics are used. The special behavior exhibited by this periodic 
system is the splitting of the root at point A as shown, after which one branch becomes unstable. 
This behavior is quite frequent and typical of periodic systems encountered in helicopter rotor 
aeroelastic problems. In Ref. 44 the sensitivity of the results shown in Fig. 5 was examined 
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restrained blade with no elastic oupling, taken from Ref. 44. 
by varying the number of time steps from 60 to 220 per revolution. No changes in the results 
shown in Fig. 5 were observed as a result of changing the step size. 
Finally it should be noted that calculations imilar to those discussed above were also 
presented in some recent studies. Response and stability calculations for the coupled flap-lag- 
torsional dynamics were also described in Ref, 48, using numerical schemes imilar to those 
employed in Ref. 28. Coupled flap-lag-torsional results were also presented in Ref. 49, where 
the nonlinear periodic equilibrium position was obtained using a numerical perturbation scheme[31 ], 
while system stability was evaluated using the linearized system and Floquet theory. Similar 
results were also generated in Ref. 50, in which a harmonic analysis combined with an iterative 
procedure based on a modified Newton-Raphson method was used to obtain the nonlinear 
periodic equilibrium position. The stability of the system was again evaluated from the linearized 
equations using Floquet theory. One common aspect of the studies mentioned in this paper is 
that they were restricted to systems having ten physical degrees of freedom or less (i.e. 20 x 
20 transition matrices). Thus the numerical properties of these methods for larger systems having 
between 50 and 100 physical degrees remains to be explored. 
8. CONCLUDING REMARKS 
This paper has reviewed a number of numerically efficient techniques for analyzing hel- 
icopter rotor aeroelastic stability and response problems which are governed by systems of 
ordinary differential equations with periodic coefficients. The treatment of both linear and 
nonlinear problems is discussed. Since other rotor dynamic problems are also governed by 
mathematical equations with periodic coefficients, the methods presented are also applicable to 
this class of problems. The first-order state variable representation f periodic systems facilitates 
their numerical treatment for both stability and response type of calculations. The methods 
presented are numerically efficient, easy to implement on a computer, and the numerical ex- 
perience gained by applying these methods indicates that in most cases the methods are also 
numerically reliable. Furthermore, the methods are general and do not have some of the lim- 
itations experienced with other methods uch as perturbation methods and harmonic balanc- 
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ing[31]. On the other hand, it should be noted that additional research is needed to establish 
the reliability of such methods for larger systems which would be governed by state vectors 
containing 50 to 100 state variables. 
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