Robustness of spectral methods for community detection by Stephan, Ludovic & Massoulié, Laurent
ar
X
iv
:1
81
1.
05
80
8v
2 
 [c
s.D
S]
  2
6 J
un
 20
19
Proceedings of Machine Learning Research vol 99:1–30, 2019 32nd Annual Conference on Learning Theory
Robustness of spectral methods for community detection
Ludovic Stephan LUDOVIC.STEPHAN@INRIA.FR
Inria, École Normale Supérieure, PSL Research University
Laurent Massoulié LAURENT.MASSOULIE@INRIA.FR
Inria, École Normale Supérieure, PSL Research University, Microsoft Research-Inria Joint Centre
Editors: Alina Beygelzimer and Daniel Hsu
Abstract
The present work is concerned with community detection. Specifically, we consider a random
graph drawn according to the stochastic block model: its vertex set is partitioned into blocks, or
communities, and edges are placed randomly and independently of each other with probability
depending only on the communities of their two endpoints. In this context, our aim is to recover
the community labels better than by random guess, based only on the observation of the graph.
In the sparse case, where edge probabilities are inO(1/n), we introduce a new spectral method
based on the distance matrix D(ℓ), where D
(ℓ)
ij = 1 iff the graph distance between i and j, noted
d(i, j) is equal to ℓ. We show that when ℓ ∼ c log(n) for carefully chosen c, the eigenvectors
associated to the largest eigenvalues of D(ℓ) provide enough information to perform non-trivial
community recovery with high probability, provided we are above the so-called Kesten-Stigum
threshold. This yields an efficient algorithm for community detection, since computation of the
matrixD(ℓ) can be done in O(n1+κ) operations for a small constant κ.
We then study the sensitivity of the eigendecomposition ofD(ℓ) when we allow an adversarial
perturbation of the edges of G. We show that when the considered perturbation does not affect
more than O(nε) vertices for some small ε > 0, the highest eigenvalues and their corresponding
eigenvectors incur negligible perturbations, which allows us to still perform efficient recovery.
Our proposed spectral method therefore: i) is robust to larger perturbations than prior spectral
methods, while semi-definite programming (or SDP) methods can tolerate yet larger perturbations;
ii) achieves non-trivial detection down to the KS threshold, which is conjectured to be optimal and
is beyond reach of existing SDP approaches; iii) is faster than SDP approaches.
c© 2019 L. Stephan & L. Massoulié.
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1. Introduction
1.1. Background
Community detection is the task of finding large groups of similar items inside a large relationship
graph, where it is expected that related items are (in the assortative case) more likely to be linked
together. The Stochastic Block Model (abbreviated in SBM) has been designed by Holland et al.
(1983) to analyze the performance of algorithms for this task; it consists in a random graphGwhose
edge probabilities depend only on the community membership of their endpoints. Since then, a large
number of articles have been devoted to the study of this model; a survey of these results can be
found in Abbe (2017), or in Fortunato (2010) for a more general view on community detection.
The sparse case, when edge probabilities are in O(1/n), is known to be much harder to study
than denser models; the existence of a positive portion of isolated vertices makes complete re-
construction impossible, and studies usually focus on partial recovery of the community structure.
Insights on this topic often stem from statistical physics; in the two-community case, Decelle et al.
(2011) conjectured the existence of a threshold for reconstruction, as well as its exact value; this con-
jecture was then proved in Mossel et al. (2015) for the first part, Massoulié (2014) and Mossel et al.
(2013) for the converse part. Similarly, in the general case, a method was first presented in Krzakala et al.
(2013) and then proven to work in Bordenave et al. (2015) – bar a technical condition – and Abbe and Sandon
(2016).
The main issue in the sparse setting is that the usual method relying on the eigenvectors of
the adjacency matrix of G fails due to the lack of separation of the eigenvalues. Consequently, a
wide array of alternative spectral methods have been designed, relying on the spectrum of a matrix
associated to G. More precisely, the eigenvectors associated to the highest eigenvalues of those
matrices will often carry some information about the community structure of G, enough for partial
reconstruction. Examples include the path expansion matrix used in Massoulié (2014), or the non-
backtracking matrix in Krzakala et al. (2013).
Additionally, other types of methods can be used in this setting: for example, the semi-definite
programming (or SDP) algorithm relaxes the problem into a convex optimization one, which can
then be approximately solved (see for example Montanari and Sen (2016)).
An important feature of real-life networks that is missing from the SBM is the existence of
small-scale regions of higher density, that arise from phenomena unrelated to the community struc-
ture. For this reason, a common variant of the SBM is the addition of small cliques to the gen-
erated random graph. Commonly-used spectral methods, for example those relying on the non-
backtracking matrix in Bordenave et al. (2015), are known to fail in this setting, due to the appari-
tion of localized eigenvectors, with no ties to the community structure, and corresponding to large
eigenvalues – see Zhang (2016) for a comparison of those methods, as well as a proposed heuristic
to deal with those localized vectors by lowering their associated eigenvalues. SDP methods are the
most studied for this problem, due to their natural stability; in particular, Makarychev et al. (2016)
show a reconstruction algorithm that is robust to the adversarial addition of o(n) edges, in the case
of an arbitrary number of communities; this was also shown independently by Moitra et al. (2016).
However, all the SDP methods mentioned here fail to reach the KS threshold by at least a large
constant, with only Montanari and Sen (2016) approaching it as the average degree increases.
After completing this work we became aware of the article of Abbe et al. (2018). It establishes
results akin to ours on robustness (although with a different definition thereof) of spectral meth-
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ods for detection in SBM. We use however a slightly different matrix, and our results apply to an
arbitrary number of blocks, whereas they only consider SBM with two blocks.
1.2. Summary of main results
This article focuses on the Stochastic Block Model, as defined in Holland et al. (1983); we recall
here a succinct definition:
Definition 1 Let r ∈ N be fixed, W be a r × r symmetric matrix with nonnegative entries, and π
a probability vector on [r]. A random graph G = (V,E) with |V | = n is said to be distributed
according to the Stochastic Block Model (or SBM) with r blocks and parameters (W,π) if:
(i) each vertex v ∈ V is assigned a type σ(v) sampled independently from π,
(ii) any two vertices u, v in V are joined with an edge randomly and independently from every
other edge, with probability
min(
Wσ(u),σ(v)
n
, 1).
Given a random graph G sampled according to the above model (with the types of each vertex
hidden), the aim is to estimate the type assignment σ from the observation of G only. However,
since there is a positive proportion of isolated vertices, perfect reconstruction is theoretically im-
possible; we will thus only focus on retrieving only a positive proportion of the types. Our metric
for reconstruction will be the following:
Definition 2 Let σ be the true type estimation, and σˆ a type estimate of σ; the empirical overlap
between σ and σˆ is defined as:
ov(σ, σˆ) = max
τ∈Sr
1
n
n∑
v=1
1σˆ(v)=τ(σ(v)) −max
k∈[r]
πk, (1)
where Sr is the set of permutations of [r]. For a given algorithm leading to estimates σˆ for all n,
we say that this algorithm achieves partial reconstruction if
lim inf
n→∞
ov(σ, σˆ) > 0 w.h.p. (2)
Spectral methods in denser settings (with average degrees of about log(n)) usually consist in
clustering the eigenvectors of the adjacency matrix of G; however those methods are known to fail
in sparser graphs (see Abbe (2017). As a result, different (and more complex) matrices are needed:
Definition 3 Let G be any graph, and ℓ be a positive integer. We define two matrices associated
with G:
(i) the path expansion matrix B(ℓ) (studied in Massoulié (2014)), whose (i, j) coefficient counts
the number of self-avoiding paths (that is, paths that do not go through the same vertex twice)
of length ℓ between i and j,
(ii) the distance matrix D(ℓ), defined by D(ℓ)ij = 1 if d(i, j) = ℓ and 0 otherwise, where d denotes
the usual graph distance.
3
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We are now ready to state our first result:
Theorem 4 Assume that π ≡ 1/r, W is a stochastic positive regular matrix, and that the two
highest eigenvalues µ1, µ2 ofW satisfy the condition:
µ22 > µ1.
Then there exists an algorithm, based only on an eigenvector of B(ℓ) associated with its second
highest eigenvalue, that achieves partial reconstruction whenever ℓ ∼ δ log(n) for small enough δ.
The same algorithm also achieves partial reconstruction when applied to D(ℓ) instead of B(ℓ),
with the same conditions on ℓ.
Regardless of the change of matrices, this is already an improvement on Bordenave et al. (2015);
indeed, we managed to remove a technical asymmetry condition on W (namely, the existence of a
simple eigenvector associated with a high eigenvalue).
We now move on to study the stability of our algorithm; as opposed to most papers that classify
the difficulty of an adversary according to the number of altered edges, ours considers the number
of affected vertices.
Definition 5 Let γ := γ(n) be a positive integer, and G any graph on n vertices. The adversary of
strength γ is allowed to arbitrarily add and remove edges at will, as long as the number of vertices
affected (i.e. vertices that are endpoints of altered edges) is at most γ.
Our main result on stability is then the following:
Theorem 6 Under the same assumptions as Theorem 4, let G a graph generated via SBM, and G˜γ
a graph obtained when perturbed by an adversary of strength γ.
Then, assuming
γ = o
(
(µ22/µ1)
ℓ/2
log(n)
)
,
the algorithm of Theorem 4 still achieves partial reconstruction on G˜γ .
The above result on γ is the best possible, up to a factor of log(n).
Compared to the spectral algorithm in Bordenave et al. (2015), this is a substantial improve-
ment: their algorithm is known (see e.g. Zhang (2016)) to be highly unstable w.r.t edge addition.
In contrast, the above result reaches a perturbation of size a small power of n (since ℓ is of order
log(n)). This is sharp, and thus still far from the o(n) bound achieved by various SDP methods
(notably Makarychev et al. (2016); Montanari and Sen (2016)); this discrepancy is likely a result of
delicate graph properties involved in spectral algorithms that make them more sensitive to perturba-
tions.
However, our result still has several advantages compared to the other cited methods, namely:
(i) the threshold for partial reconstruction in our method is exactly the KS threshold, whereas
SDP-based methods require a slightly stronger condition, especially when the mean degree
of G is low.
(ii) as will be proved later, the running time of our algorithm is at most O(n13/12), which is much
faster that the usual methods for SDP algorithms.
(iii) Finally, all the SDP methods mentioned throughout this paper only consider the symmetric
case even in the case of multiple communities.
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1.3. Detailed setting and results
STOCHASTIC BLOCK MODEL
Consider the SBM as defined above; following Bordenave et al. (2015), we introduce Π = diag(π1, . . . , πr)
and define the mean progeny matrix M = ΠW ; the eigenvalues ofM are the same as those of the
symmetric matrix S = Π1/2WΠ1/2 and in particular are real. We denote them by
µ1 ≥ |µ2| ≥ . . . ≥ |µr|.
We shall make the following regularity assumptions: first,
µ1 > 1 andM is positive regular, (3)
i.e. the coefficients of M t are all positive for some t. Secondly, each type of vertex has the same
asymptotic average degree, that is
r∑
i=1
Mij =
r∑
i=1
πiWij = α for all j ∈ [r]. (4)
In this case, the matrixM∗ = M/α is a stochastic matrix and therefore
µ1 = α > 1. (5)
SinceM = Π−1/2SΠ1/2, M is diagonalizable; let (φ1, . . . , φr) be a basis of normed left eigen-
vectors forM , that is
φ⊤i M = µiφ
⊤
i for all i ∈ [r]. (6)
Condition (4) implies that φ1 = 1/
√
r, where 1 is the all-ones vector.
It has been shown in Bordenave et al. (2015) and Abbe and Sandon (2016) that polynomial-time
algorithms achieve partial reconstruction when the following condition, called the Kesten-Stigum
threshold, is verified:
τ := µ22/µ1 > 1. (7)
The quantity τ is commonly referred to as the signal-to-noise ratio.
Alternatively, we define r0 such that
µ2r0+1 ≤ µ1 < µ2r0 . (8)
Therefore, the condition (7) is equivalent to r0 > 1.
In the two-community case, the above condition is equivalent to the possibility of reconstruc-
tion (see Massoulié (2014), Mossel et al. (2015)). However, in the general setting (r > 4), non-
polynomial algorithms can achieve partial reconstruction even below this threshold. This was orig-
inally conjectured in Decelle et al. (2011), and more recently proven in Abbe and Sandon (2016).
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PATH EXPANSION MATRIX
In Massoulié (2014), an algorithm for partial reconstruction in the two-community case makes use
of the path expansion matrix B(ℓ). Our first aim is to extend the result from this paper to the general
case; we first define for all k ∈ [r] the vectors χk and ϕk by
χk(v) = φk(σ(v)) and ϕk =
B(ℓ)χk
‖B(ℓ)χk‖
. (9)
Let λ1(B
(ℓ)) ≥ |λ2(B(ℓ))| ≥ |λn(B(ℓ))| be the eigenvalues of B(ℓ) ordered by absolute value;
our first theorem is an extension of Theorem 2.1 in Massoulié (2014):
Theorem 7 Consider a graph G generated as above, and let ℓ ∼ κ logα(n), with κ < 1/12. Then,
with probability going to 1 as n goes to +∞:
(i) λk(B(ℓ)) = Θ(µℓk) for k ∈ [r0],
(ii) For k > r0, λk(B(ℓ)) = O(log(n)c αℓ/2) for some constant c > 0.
Furthermore, consider µ such that µ2 > α and µ is an eigenvalue of multiplicity d of M. Let
φ(1), . . . , φ(d) be an orthonormal basis of eigenvectors ofM associated to µ, and ϕ(1), . . . , ϕ(d) the
vectors defined as in (9).
There exist orthogonal vectors ξ(1), . . . , ξ(d) in Rn such that the following holds:
(i) for all i, ξ(i) is an eigenvector of B(ℓ), with associated eigenvalue Θ(µℓ)
(ii) there exists an orthogonal matrix Q ∈ O(d) such that
‖ϕQ− ξ‖2 = O
(
αℓ/2µ−ℓ
)
,
where ϕ (resp. ξ) is the n× d matrix whose columns are the ϕ(i) (resp. the ξ(i)).
The above theorem does not yield immediately an algorithm for community reconstruction;
however, adapting the one found in Bordenave et al. (2015), we designed the following:
Algorithm 8 Let ξ be an eigenvector of B(ℓ) associated to the eigenvalue λ2(B(ℓ)), normalized
such that ‖ξ‖2 = n, and K an arbitrary large constant. First, partition V in two sets (I+, I−) via
the following procedure: put v in I+ with probability
P(v ∈ I+ | ξ) = 1
2
+
1
2K
ξ(v)1|ξ(v)|≤K
Then, assign the label 1 to every vertex in I+ and label 2 to every vertex in I−.
We then have the following theorem:
Theorem 9 Assume that π ≡ 1/r, and that r0 > 1, i.e. that we are above the Kesten-Stigum
threshold. Then Algorithm 8 yields an asymptotically positive overlap when n → ∞ for some
choice ofK .
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Note that we don’t need the asymmetry condition from Bordenave et al. (2015) anymore; our
algorithm can deal with multiple eigenvalues as well. Additionally, an explicit value forK is derived
in the appendix, which makes our algorithm easy to implement and eliminates the need for “magic”
constants, such as the ones in Zhang (2016) or Abbe and Sandon (2016).
A crucial feature of this algorithm is that it depends only on the second eigenvalue of B(ℓ); for
any perturbation that leaves the r0 highest eigenvalues – or even the second highest – unchanged,
the result from Theorem 9 will hold.
THE DISTANCE MATRIX
We introduce now the distance matrix D(ℓ), defined by D(ℓ)ij = 1 if and only if d(i, j) = ℓ, where
d is the distance in G. This matrix, while sparser than B(ℓ), retains much of the desired spectral
properties. In particular, we have the following theorem:
Theorem 10 Assume that condition (7) holds, and set ℓ such that ℓ ∼ κ logα(n), where κ is a
constant such that κ < 1/12. Then the results of Theorem 7 hold with the matrix B(ℓ) replaced by
D(ℓ).
As a result, Algorithm 8 will still succeed when applied to the matrix D(ℓ).
GRAPH PERTURBATION
As mentioned in the introduction, community detection algorithms have to be resilient to the pres-
ence of small cliques (or denser subgraphs) to be useful in practice, since this kind of pattern is
often present in real-life networks. We chose to focus here on adversarial perturbations, as defined
in the summary, whereas other papers (mainly Abbe et al. (2018)) focus instead on other random
graph models, more prone to small loops and cliques.
As shown in Zhang (2016), the usual spectral methods do not fare well against adversarial (or
even random) perturbation, especially when the added subgraph contains several cliques. This is
especially the case for the non-backtracking matrix in Bordenave et al. (2015), but also the path
expansion matrix in Massoulié (2014).
However, the distance matrix is more stable to clique addition, since it does not count the number
of paths between two vertices – which is affected significantly by small perturbations. We can
therefore allow a perturbation of size up to a small power of n, as stated in the following theorem:
Theorem 11 Let G be an SBM as above, with πi ≡ 1/r. Assume that r0 > 1, and recall that
τ = µ22/µ1 > 1 is the signal-to-noise ratio.
Then, if γ = o(τ ℓ/ log(n)), then Algorithm 8 based on the distance matrix recovers the original
communities with asymptotically positive overlap, even after a perturbation affecting at most γ
vertices.
The controls in the above theorem can be shown to be sharp, up to a factor of log(n):
Theorem 12 With the same assumptions as above, let D(ℓ) be the distance matrix of G and D˜(ℓ)
the one of the graph after the adversarial perturbation.
If γ = Ω(τ ℓ), then there exists a perturbation of size at most γ such that D˜(ℓ) has an eigenvalue
of size Ω(µℓ2), with associated eigenvector asymptotically perpendicular to the first r0 ones of D
(ℓ).
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Therefore, we cannot guarantee the stability of the eigenvectors of D(ℓ) when the perturbation
affects too many vertices. This means that the best bound we can get on the size of allowed pertur-
bations of the matrix D(ℓ) is τ ℓ, which we can rewrite as
τ ℓ = nκ logα(τ).
The spectral method on the distance matrix is thus robust to perturbations of size at most nε,
with ε = κ logα(τ) going to zero as we approach the KS threshold.
1.4. Notations and outline of the paper
Throughout this paper, we will make use of the following notation: for two functions f, g, we say
that f = O˜(g) if there exists a constant c such that f = O (log(n)c · g). We similarly define the
notations Θ˜ and Ω˜.
The next Section is devoted to the study of the spectral structure of B(ℓ); we also state there an
important theorem on spectral perturbation that will be useful for the study of matrix D(ℓ) as well.
In Section 3, we study the distance matrix D(ℓ) and introduce a method to deal with perturbations
of this matrix. We then leverage this method to obtain bounds on the size of allowed perturbations.
2. Spectral structure of B(ℓ)
2.1. A theorem on eigenspace perturbation
In the following, we’ll need a way to link the operator norm of a matrix perturbation to the conse-
quent perturbation of its eigenvectors. This is provided by the following variant of the Davis-Kahan
sin θ theorem (Yu et al. (2015), Theorem 2):
Theorem 13 Let Σ, Σˆ be symmetric n × n matrices, with eigenvalues λ1 ≥ . . . ≥ λn and λˆ1 ≥
. . . ≥ λˆn respectively. Fix 1 ≤ r ≤ s ≤ n and assume that min(λr−1 − λr, λs − λs+1) > 0, where
we define λ0 = +∞ and λn+1 = −∞.
Let d = s − r + 1, and let V = (vr, . . . , vs) and Vˆ = (vˆr, . . . , vˆs) have orthonormal columns
satisfying Σvj = λjvj and Σˆvˆj = λˆj vˆj for j ∈ {r, . . . , s}.
Then there exists an orthogonal matrix Q ∈ O(d) such that
‖V Q− Vˆ ‖F ≤
2
√
2d‖Σˆ− Σ‖op
min(λr−1 − λr, λs − λs+1) · (10)
2.2. Strategy of proof
We present here the main ideas of the proof, and defer its full version to the appendix. The first step
is an adaptation of Proposition 19 from Bordenave et al. (2015):
Proposition 14 Let ℓ ∼ κ logα(n) with κ < 1/12. Define, for k ∈ [r],
θk = ‖B(ℓ)ϕk‖ and ζk = B
(ℓ)ϕk
θk
, (11)
with ϕk as in (9).
Then, with high probability, we have the following estimations for every γ < 1/2:
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(i) θk = Θ(µℓk) for k ∈ [r0],
(ii) |〈ϕj , ϕk〉| = O˜(α3ℓ/2n−γ/2) for j 6= k ∈ [r0],
(iii) |〈ζj , ϕk〉| = O˜(α2ℓn−γ/2) for j 6= k ∈ [r0].
Now, let (z1, . . . , zr0) be the Gram-Schmidt orthonormalization of (ϕ1, . . . , ϕr0), and define
D =
r0∑
k=1
θkzkz
⊤
k .
The non-zero eigenvalues ofD are thus the θk, with corresponding eigenvectors zk. Then, using
the asymptotic orthogonality properties of Proposition 14, we prove the following:
Proposition 15 For all k ∈ [r0], zk is asymptotically parallel to ϕk .
Furthermore,
‖B(ℓ) −D‖op = O˜(αℓ/2). (12)
Theorem 7 then results from a simple application of the Weyl inequality (Weyl (1912)) and Theo-
rem 13:
Proof (of Theorem 7): let θk = 0 for k > r0; the eigenvalues ofD are then exactly the θi for i ≤ n.
By Weyl’s inequality, we have for all i ∈ [n]
|λi(B(ℓ))− θi| = O˜(αℓ/2).
Since θk = Θ(µ
ℓ
k) for k ∈ [r0], this implies the statements (i) and (ii) of the Theorem.
We now define z(1), . . . , z(d) as the zi associated to ϕ
(1), . . . , ϕ(d), and z as in Theorem 7.
Applying inequality (10) toB(ℓ) andD yields the existence of an orthogonal matrixQ ∈ O(d) such
that
‖zQ− ξ‖ = O
(
αℓ/2µ−ℓ
)
,
and the proof of Proposition 15 shows that ‖z(i) − ϕ(i)‖ = O (αℓ/2µ−ℓ) for all i. Using the
triangular inequality (and the fact that Q preserves the norm) completes the proof of Theorem 7.
2.3. A new reconstruction algorithm
We now sketch the proof for Theorem 9; it hinges on one key lemma, whose proof (adapted
from Bordenave et al. (2015)) is in the appendix:
Lemma 16 Let ξ be as in Algorithm 8. For all i ∈ [r], there exists a random variable Xi such that
for every K > 0 that is a continuity point of Xi, in probability,
1
n
∑
v∈V
1σ(v)=i ξ(v)1|ξ(v)|≤K → π(i)E[Xi1|Xi|≤K ],
where the convergence is independent from ξ.
9
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Furthermore, we have ∑
i∈[r]
E[Xi] = 0 and
∑
i∈[r]
E[Xi]
2 > c (13)
for some absolute constant c > 0, and for all ε > 0 there exists a choice of M (independent from
the chosen eigenvector ξ) such that∣∣E[Xi1|Xi|≤K ]− E[Xi]∣∣ < ε (14)
In particular, Lemma 16 implies that there exist i and j such that |E[Xi]− E[Xj ]| >
√
c.
We then use a concentration bound to show that for all i, in probability,
1
n
∑
v∈V
1σ(v)=i 1v∈I+ → π(i)
(
E[Xi1|Xi|≤K]
2K
+ 1/2
)
:= π(i)p˜i (15)
where the convergence is independent from ξ.
Assume now that π ≡ 1/r; from Lemma 16, for a large enough M there exists a δ > 0 such
that p˜i > p˜j + δ. Assign label 1 to I
+ and 2 to I−, and let τ be a permutation such that τ(i) = 1
and τ(j) = 2. The overlap achieved by τ is thus
1
n
∑
v∈V
1σ(v)=i 1v∈I+ +
1
n
∑
v∈V
1σ(v)=j 1v∈I− −
1
r
=
1
r
(p˜i + 1− p˜j)− 1
r
>
δ
r
, (16)
which completes the proof of Theorem 9.
3. Study of the matrix D(ℓ)
3.1. From B(ℓ) to D(ℓ)
The first aim of this section is to prove Theorem 10, i.e. that we can replace matrix B(ℓ) by D(ℓ)
in the algorithm from Theorem 9. Directly proving this theorem is hard, because of the lack of a
decomposition such as the one in Lemma 25 for D(ℓ). However, in view of the proof of Theorem 7
above, it is sufficient to prove the following proposition:
Proposition 17 LetG be a SBM as above, and ℓ ∼ κ logα(n) with κ < 1/12. Let B(ℓ) be the path
expansion matrix of G, and D(ℓ) its distance matrix. Then, with high probability:
ρ(B(ℓ) −D(ℓ)) = O˜(αℓ/2), (17)
where ρ is the spectral radius of a matrix.
For ease of notation, let ∆(ℓ) = B(ℓ) −D(ℓ); we first notice that ∆(ℓ) is a 0− 1 matrix:
Lemma 18 Let ℓ ∼ κ logα(n) with κ < 1/12. For all vertices i, j ∈ {1, . . . , n},
0 ≤ ∆(ℓ)ij ≤ 1. (18)
Furthermore, if ∆(ℓ)ij = 1, then there exists a cycle C such that:
d(i, C) + d(j, C) ≤ ℓ. (19)
10
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Define now a matrix P (ℓ) by P
(ℓ)
ij = 1 if there is a cycle C such that d(i, C) + d(j, C) ≤ ℓ. By
the previous lemma, we have ∆
(ℓ)
ij ≤ P (ℓ)ij for all (i, j), and the Perron-Frobenius theorem implies:
ρ(∆(ℓ)) ≤ ρ(P (ℓ)). (20)
It remains then to bound the spectral radius of P (ℓ); the key lemma is the following:
Lemma 19 For a given cycle C, let P (ℓ)C be the matrix defined by P (ℓ)C,ij = 1 if d(i, C)+d(j, C) ≤ ℓ,
and VC the set of vertices such that d(i, C) ≤ ℓ. Then:
(i) P (ℓ)C is zero outside of VC × VC ,
(ii) ρ(P (ℓ)) = maxC ρ(P
(ℓ)
C ).
By part (ii) of the above lemma, it is sufficient to bound ρ(P
(ℓ)
C ) for a given cycle C in G; using
part (i) of the above lemma, we can restrict our study to the subspace spanned by the vertices in VC .
Let v be a normed vector of size |VC | corresponding to the highest eigenvalue of P (ℓ)C ; as the co-
efficient (i, j) of P
(ℓ)
C only depends on the distance of i and j to C, we likewise group the coefficients
of v by their distance t to C, and write
v = (vtj) 0≤t≤ℓ
1≤j≤St(C)
.
We then have:
v⊤PCv =
∑
t+u≤ℓ
∑
i,j
vti vuj =
∑
t+u≤ℓ
(∑
i
vti
)∑
j
vuj
.
By the Perron-Frobenius theorem, the coefficients of v are non-negative. For a given t, the
coefficients vti are necessarily equal; otherwise, we could increase
∑
vti while leaving
∑
v2ti fixed,
which leads to increasing v⊤P
(ℓ)
C v while keeping ‖v‖2 constant: this contradicts the definition of v.
Writing vti = vt for all 1 ≤ i ≤ St(C); we get:
v⊤PCv =
∑
t+u≤ℓ
St(C)Su(C)vtvu and ‖v‖2 =
∑
t
St(C)v2t . (21)
Let w be the size ℓ vector defined by wt =
√
St(C)vt. Rewriting the above expression in terms
of w yields
v⊤PCv =
∑
t+u≤ℓ
√
StSuwtwu and ‖v‖2 = ‖w‖2, (22)
where we omit the dependency of St in C.
As a result, the spectral radius of PC is equal to that of the ℓ× ℓ matrix QC defined by:
QC =

S0
√
S0S1 · · ·
√
S0Sℓ−1
√
S0Sℓ√
S0S1 S1 · · ·
√
S1Sℓ−1 0
...
... . .
. ...
...√
S0Sℓ−1
√
S1Sℓ−1 · · · 0 0√
S0Sℓ 0 · · · 0 0
 .
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We now finally use the row sum bound to get:
ρ(P
(ℓ)
C ) = ρ(QC) ≤ maxt
∑
u≤ℓ−t
√
StSu (23)
≤ max
t
∑
u≤ℓ−t
log(n)α
t+u
2 via lemma 36 (24)
= O(log(n)αℓ/2). (25)
Combining the above inequality with Lemma 19 and inequality (20) eventually leads to
ρ(∆(ℓ)) = O˜(αℓ/2), (26)
which completes the proof of Proposition 17.
3.2. Stability to graph perturbation
In this subsection, we sketch the proofs for Theorems 11 and 12.
A note about computational complexity In the original algorithm, the computation of B(ℓ) in
polynomial time relies on the almost tree-like, tangle-free structure of the random graph G; this
structure may be lost when we add cliques, and increase the algorithm complexity. As we want to
devise polynomial algorithms in every case, this may be a hindrance.
Conversely, the computation of the distance matrix D(ℓ) can be done in polynomial time (for
example breadth-first search of the ℓ-neighbourhood of each vertex in G yields an algorithm in
O(n1+κ) = O(n13/12) in the case of SBM, O(n2) in general) for any graph, which makes it all the
more adapted to the problem at hand.
In order to prove Theorem 11, we need a less restrictive version of Proposition 17; indeed,
bounding the spectral radius of the perturbation by O(αℓ/2) not only preserves the highest eigen-
values, but also bounds the remaining eigenvalues ofD(ℓ) by
√
λ1(D(ℓ)). This bound is commonly
referred to as a Ramanujan-like property of G.
This property, although interesting on its own, is not specifically needed for the reconstruction
algorithm to work; rather, we only need one eigenvector associated to the second highest eigenvalue
µ2 to remain unchanged.
We’ll therefore only need the following proposition:
Proposition 20 We consider the same setting as Theorem 11. Let D(ℓ) be the distance matrix
of G, and G˜ and D˜(ℓ) be the perturbed versions (after adding adversarial noise) of G and D(ℓ),
respectively.
Then
ρ(D˜(ℓ) −D(ℓ)) = o(µℓ2). (27)
The proof relies on a bound similar to the one in Theorem 10, replacing matrices PC and QC by
matrices PK and QK also depending only on the distance to the perturbed vertex set K. The details
can be found in the appendix.
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Appendix A. Proof or Propositions 14 and 15
A.1. Outline of the proof and similarities with Bordenave et al. (2015)
The main arguments of the proof rely on the study of three quantities:
(i) a multi-type branching process Zt,
(ii) a similar process based on exploring the neighbourhood of a vertex v in G, named Yt(v),
(iii) the actual vectors we’re aiming to study, B(ℓ)χk.
When the ℓ-neighbourhood of v is cycle-free, we have that B(ℓ)χk = 〈φk, Yt(v)〉 for k ∈ [r0];
and there is a coupling between the laws of Zt and Yt(v) for almost every v, which allows us to
translate results on Zt to results on B
(ℓ)χk.
The proof in Bordenave et al. (2015) studies the matrix Bℓ, where B is the non-backtracking
matrix; Bℓij therefore counts the number of non-backtracking walks between i and j. When the
ℓ-neighbourhood of i is tree-like, (B(ℓ)χk)i = (B
ℓχ¯k)i, where χ¯k is a similarly defined vector;
most of the results from Bordenave et al. (2015) can therefore be applied to this setting without
further work. We will simply lay out the main steps of the proof, highlighting the main differences
with Bordenave et al. (2015) when necessary.
A.2. Local structure of G
For an integer t ≥ 0, we introduce the vector Yt(v) = (Yt(v)(i))i∈[r], where
Yt(v)(i) = |{w ∈ V | d(v,w) = t, σ(w) = i}| .
The proof of our first proposition, although quite lengthy, is completely identical to its equivalent
in Bordenave et al. (2015); we therefore omit it.
Proposition 21 Let ℓ ∼ κ logα(n) with κ < 1/8; then, for all γ < 1/2:
(i) for any k ∈ [r0], there exists ρk > 0 such that in probability,
1
n
∑
v∈V
〈φk, Yℓ(v)〉2
µ2ℓk
→ ρk.
(ii) for any j 6= k ∈ [r],
E
∣∣∣∣∣ 1n ∑
v∈V
〈φj , Yℓ(v)〉〈φk , Yℓ(v)〉
∣∣∣∣∣ = O (α5ℓ/2n−γ/2(log(n))5/2) .
(iii) for any j 6= k ∈ [r],
E
∣∣∣∣∣ 1n∑
v∈V
〈φj , Y2ℓ(v)〉〈φk, Yℓ(v)〉
∣∣∣∣∣ = O (α7ℓ/2n−γ/2(log(n))5/2) .
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For t ≥ 0, define Yt(v) = {w ∈ V | d(v,w) = t}; for k ∈ [r], we set
Pk,ℓ(v) =
ℓ−1∑
t=0
∑
w∈Yt(v)
Lk(w),
where
Lk(w) =
∑
(x,y)∈Y1(w)\Yt(v),x 6=y
〈φk, Y˜t(x)〉S˜ℓ−t−1(y),
Y˜t(x) is the equivalent of Yt(x) when all vertices in (G, v)t (i.e. vertices at distance at most t
from v) are removed and S˜ℓ−t−1(y) = ‖Y˜ℓ−t−1(y)‖1.
It can be seen from Bordenave et al. (2015) that when (G, v)2ℓ is a tree, then
(B(ℓ)B(ℓ)χk)v = Pk,ℓ(v) + χk(v)Sℓ(v) + 〈φk, Y2ℓ(v)〉.
One main difference with the proof in Bordenave et al. (2015) is the presence of the last term in
the above sum, as well as the fact that dealing with B(ℓ)B(ℓ)χk is a little more difficult. The next
proposition is an adaptation of Proposition 38 from Bordenave et al. (2015), with an identical – and
thus omitted – proof:
Proposition 22 Let ℓ ∼ κ logα(n) with κ < 1/10. Then, for all γ < 1/2:
(i) for all k ∈ [r0], there exists ρ′k such that w.h.p
1
n
∑
v∈V
(Pk,ℓ(v) + 〈φk, Y2ℓ(v)〉)2
µ4ℓk
→ ρ′k.
(ii) for any j 6= k ∈ [r], for some c > 0:
1
n
∑
v∈V
Pk,ℓ(v)〈φj , Yℓ(v)〉 = O
(
α7ℓ/2n−γ/2(log(n))c
)
.
A.3. From local neighbourhoods to the matrix B(ℓ)
For ease of notation, we defineNk,ℓ(v) = 〈φk, Yℓ(v)〉; using the samemethods as in Bordenave et al.
(2015), we have the following estimates:
Proposition 23 Let ℓ ∼ κ logα(n) with κ < 1/4. Then w.h.p:
‖B(ℓ)χk −Nk,l‖ = o(αℓ/2
√
n) and ‖B(ℓ)B(ℓ)χk − Pk,ℓ −Nk,2ℓ‖ = O(αℓ
√
n).
It then remains to follow the proof of Proposition 19 from Bordenave et al. (2015); we simply
highlight the proof for estimation (iii) of Proposition 14, since it is the only difference:
Proof (Proposition 14-(iii)): We have by definition
〈ϕj , ζk〉 = 〈B
(ℓ)χj , B
(ℓ)B(ℓ)χk〉
‖B(ℓ)χj‖‖B(ℓ)B(ℓ)χk‖
.
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But ‖B(ℓ)χj‖ = Θ(
√
nµℓk), ‖B(ℓ)B(ℓ)χk‖ = ‖B(ℓ)χk‖θk = Θ(
√
nµ2ℓk ) and:∣∣∣〈B(ℓ)χj , B(ℓ)B(ℓ)χk〉 − 〈Nj,ℓ, Pk,ℓ +Nk,2ℓ〉∣∣∣ ≤ ‖Nj,ℓ‖‖B(ℓ)B(ℓ)χk − Pk,ℓ −Nk,2ℓ‖
+ ‖B(ℓ)B(ℓ)χk‖‖B(ℓ)χj −Nj,ℓ‖
= O˜(α4ℓ
√
n).
Furthermore, from Propositions 21 and 22, we get
〈Nj,ℓ, Pk,ℓ +Nk,2ℓ〉 = O˜(α7ℓ/2n1−γ/2).
This gives the desired result.
A.4. Ramanujan property of B(ℓ)
In order to complete the proof of Theorem 7, we need a control on the other eigenvalues of B(ℓ).
This is covered by the following proposition:
Proposition 24 Let H = 〈ϕ1, . . . , ϕr0〉, and ℓ ∼ κ logα(n) with κ < 1/12. Then with high
probability
sup
x∈H⊥,‖x‖=1
‖B(ℓ)x‖ = O˜(αℓ/2). (28)
The proof of this result relies on the following decomposition ofB(ℓ), whose proof can be found
in Massoulié (2014):
Lemma 25 Matrix B(ℓ) verifies the identity
B(ℓ) = ∆(ℓ) +
ℓ∑
m=1
∆(ℓ−m)A¯B(m−1) −
ℓ∑
m=0
Γℓ,m, (29)
for matrices ∆(j),Γℓ,m such that for ℓ = O(log(n)) and with high probability, for all ε > 0,
ρ(∆(j)) = O˜(αj), j = 1, . . . , ℓ, (30)
ρ(Γℓ,m) = nε−1α(ℓ+m)/2,m = 1, . . . , ℓ. (31)
Here, A¯ refers to the expected value of the adjacency matrix A of G.
The next step is therefore to control B(m−1)x for x ∈ H⊥; in what follows γ will be any
constant below 1/2. We begin with the following proposition from Bordenave et al. (2015):
Proposition 26 Let ℓ ∼ κ logα(n) with κ < γ/2. There exists a subset B ⊂ V , constants C and c
such that w.h.p the following holds:
(i) for all i ∈ V \ B, 0 ≤ m ≤ ℓ,
|(B(m)χk)i − µt−ℓk (B(ℓ)χk)i| ≤ C log(n)cαm/2 if k ∈ [r0],
|(B(m)χk)i| ≤ C log(n)cαm/2 if k ∈ [r] \ [r0].
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(ii) for all i ∈ B, 0 ≤ m ≤ ℓ and k ∈ [r],
|(B(ℓ)χk)i| ≤ C log(n)cαm.
(iii) |B| = O˜(αℓn1−γ).
From this, we get the following corollary:
Corollary 27 Let ℓ ∼ κ logα(n) with κ < γ/2; then, with high probability, for 0 ≤ m ≤ ℓ− 1 and
k ∈ [r0]:
sup
x⊥B(ℓ)χk,‖x‖=1
〈B(m)χk, x〉 = O˜(
√
nαm/2).
Additionally, for k ∈ [r] \ [r0],
‖B(m)χk‖ = O˜(
√
nαm/2).
Proof Write
〈B(m)χk, x〉 =
∑
i∈B
xi(B
(m)χk)i +
∑
i/∈B
xi(B
(m)χk)i = s1 + s2.
Using the Cauchy-Schwarz inequality, the first sum is bounded by
|s1| ≤ log(n)cαm
√
|B| ≤ log(n)dαmαℓ/2n(1−γ)/2 = o(√nαm/2),
while the second can be treated using Proposition 26 and the fact that 〈B(ℓ)χk, x〉 = 0:
|s2| ≤ µt−ℓk
∑
i∈B
|xi||(B(ℓ)χk)i|+
∑
i/∈B
|xi||(B(m)χk)i − µt−ℓk (B(ℓ)χk)i|
≤ log(n)cαt−ℓαℓαℓ/2n(1−γ)/2 + log(n)c√nαt/2
= O˜(
√
nαm/2),
where we used again the Cauchy-Schwarz inequality as before.
Let now k ∈ [r] \ [r0]; as before, we write
‖B(m)χk‖2 =
∑
i∈B
(B(m)χk)
2
i +
∑
i/∈B
(B(m)χk)
2
i
≤ |B| log(n)cα2m + n log(n)cαm
= n log(n)c(αl+2mn−γ + αm)
= O˜(nαm),
and the result follows.
We are now ready to prove Proposition 24:
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Proof Let x ∈ H⊥ such that ‖x‖ = 1 and the supremum in (28) is reached; using the decomposition
from Lemma 25, we have
‖B(ℓ)x‖ ≤ ρ(∆(ℓ)) +
ℓ∑
m=1
ρ(∆(ℓ−m))‖A¯B(m−1)x‖+
ℓ∑
m=1
ρ(Γℓ,m).
The first and third terms are bounded by O˜(αℓ/2). For the second term, we notice that defining
the matrix P by
P =
1
n
r∑
k=1
µkχkχ
⊤
k ,
we have A¯ = P − diag(P ) sinceW =∑µkφkφ⊤k .
Therefore, for fixed 1 ≤ m ≤ ℓ, we have:
‖A¯B(m−1)x‖ =
∥∥∥∥∥
r∑
k=1
µkχkχ
⊤
k B
(m−1)x− diag(P )B(m−1)x
∥∥∥∥∥
≤ supiWii
n
‖B(m−1)x‖+
∑
k∈[r0]
µk
n
‖χkχ⊤k B(m−1)x‖+
∑
k∈[r]\[r0]
µk
n
‖χkχ⊤k B(m−1)x‖
= I + J +K.
Notice first that B
(ℓ)
ij ≤ 2 for all i, j by the tangle-free property, so I = O(1). Now, for k ∈ [r0],
we have
‖χkχ⊤k B(m−1)x‖ = ‖χk‖〈B(m−1)χk, x〉
≤ O˜(√n×√nαm/2).
Therefore, J = O˜(αm/2); finally, using the Cauchy-Schwarz inequality, we have for k ∈ [r] \
[r0]
‖χkχ⊤k B(m−1)x‖ ≤ ‖χk‖‖B(m−1)χk‖‖x‖
= O˜(
√
n×√nαm/2 × 1).
Putting this all together, we find that for 1 ≤ m ≤ ℓ
‖A¯B(m−1)x‖ = O˜(αm/2).
Since ρ(∆(ℓ−m)) = O˜(α(ℓ−m)/2), we get ‖B(ℓ)x‖ = O˜(αℓ/2), which proves the desired result.
A.5. Proof of Proposition 15
Using Proposition 24, we are now able to prove our last result. Note that if κ < 1/12, there exists a
γ < 1/2 such that κ < γ/6.
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Let zk be the Gram-Schmidt orthonormalization of ϕk; using Lemma 9 from Bordenave et al.
(2015), we know that
‖ϕk − zk‖ = O˜(α3ℓ/2n−γ/2),
and thus zk is asymptotically parallel to ϕk.
We only need a final lemma to complete our proof:
Lemma 28 Assume that ℓ ∼ κ logα(n) with κ < γ/6. Then
‖ζk − zk‖ = O˜(θ−1k αℓ/2).
Proof Write
ζk =
∑
j∈[r0]
〈ζk, zj〉zj + x,
where x ∈ H⊥.
We have, for j 6= k, 〈ζk, zj〉 = O˜(α2ℓn−γ/2) by the above bound of ‖ϕj − zj‖; furthermore,
‖x‖2 = 〈ζk, x〉
= θ−1k 〈B(ℓ)ϕk, x〉
≤ θ−1k ‖B(ℓ)x‖
= O˜(θ−1k α
ℓ/2)× ‖x‖.
Therefore, we can write
1 = ‖ζk‖2 = 〈ζk, zk〉2 +
∑
j 6=k
〈ζk, zj〉2 + ‖x‖2
= 〈ζk, zk〉2 + O˜(α2ℓn−γ/2) + O˜(θ−2k αℓ)
= 〈ζk, zk〉2 + O˜(θ−2k αℓ),
since κ < γ/6.
Then,
‖zk − ζk‖2 = 2(1 − 〈ζk, zk〉) = O˜(θ−2k αℓ),
which yields the desired result.
Proof (of Proposition 15): We first bound ‖B(ℓ)zk −Dzk‖ for k ∈ [r0]. Notice that Dzk = θkzk;
this gives
‖B(ℓ)zk −Dzk‖ ≤ ‖B(ℓ)zk −B(ℓ)ϕk‖+ ‖B(ℓ)ϕk − θkzk‖
≤ ρ(B(ℓ))‖zk − ϕk‖+ θk‖ζk − zk‖
= O(αℓ)× O˜(α3ℓ/2n−γ/2) + O˜(αℓ/2)
= O˜(αℓ/2).
Consider now x ∈ RV such that ‖x‖ = 1. Decomposing x as∑xkzk + x′ where x′ ∈ H⊥, we
have:
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‖B(ℓ)x−Dx‖ ≤
∑
k∈[r0]
xk‖B(ℓ)zk −Dzk‖+ ‖B(ℓ)x′ −Dx′‖
≤ O˜(αℓ/2) + ‖B(ℓ)x′‖
= O˜(αℓ/2),
which completes the proof.
Appendix B. Proofs for Theorem 9
B.1. Proof of Lemma 16
We first recall a result from Kesten and Stigum: consider a multitype Galton-Watson process, where
the type of the root node is distributed according to arbitrary probability vector ν, and a particle of
type j ∈ [r] has a Poi(Mij) number of children of type i. Let Zt be the vector of population at time
t, and Ft the natural filtration associated to Zt; we have the following statement:
Lemma 29 For each µ eigenvalue of M such that µ2 > α, and each eigenvector φ associated to
µ,
t 7→ X(φ, ν, t) = µ−tk 〈φk, Zt〉 (32)
is an Ft-martingale converging a.s. and in L2 to a random variable with finite variance and ex-
pected value 〈φk, ν〉.
Let µ 6= α be an eigenvalue of M of multiplicity d such that µ2 > α, and φ(1), . . . , φ(d) an
orthonormal basis of eigenvectors associated to d. We define for all i ∈ [d], j ∈ [r], X(i)j the limit
variable of martingale (32), applied to φ = φ(i) and ν = δj . Similarly to previous notations, let
φ(i) (resp. X(i)) be the vector
(
φ
(i)
j
)
j∈[r]
(resp.
(
X
(i)
j
)
j∈[r]
), and φ (resp. X) the (random) matrix
whose columns are the φ(i) (resp. theX(i)). Recall that from Lemma 29, the expected value ofX
(i)
j
is φ
(i)
j for all i, j.
Now, let ξ be an eigenvector of B(ℓ), normalized so that ‖ξ‖2 = n, with associated eigenvalue
Θ(µℓ); as shown in the proof of Theorem 7, there exists a vector u ∈ Rd such that
‖ξ − (〈φu, Yℓ(v)〉)v∈V ‖ = o(1).
We let
φ(ξ) = φu and X(ξ) = Xu.
From Proposition 21, u has norm Θ(1), and since µ−t〈φ,Zt〉 (with ν = δj) converges to X(i)j
in L1, µ−t〈φ(ξ), Zt〉 converges to X(ξ)j in L1 independently of ξ.
Using proposition 36 from Bordenave et al. (2015), we have the following:
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Lemma 30 For all i ∈ [r], we have the following convergence in L1:
1
n
∑
v∈V
1σ(v)=i ξ(v)1|ξ(v)|≤K → π(i)E
[
X(ξ)1|X(ξ)|≤K
]
,
for all K that is a continuity point of the distribution of Xi, and independently of ξ.
Proof We first recall the aforementioned proposition from Bordenave et al. (2015): we say that a
function τ that takes a graph and a distinguished vertex as an argument is ℓ-local if τ(G, v) depends
only on the ℓ-neighbourhood of v in G. Denote by T the multitype Galton-Watson tree discussed
earlier, rooted at o, where o has the distribution δι and ι has distribution π.
Lemma 31 Assume that τ, ψ are two ℓ-local functions such that |τ | ≤ ψ and ψ is non-decreasing
by the addition of edges. Then, if ℓ ∼ κ logα(n) with κ < 1/2, we have, for γ < 1/2:
E
[∣∣∣∣∣ 1n∑
v∈V
τ(G, v) − E[τ(T, o)]
∣∣∣∣∣
]
≤ cα
ℓ/2
√
log(n)
nγ/2
((
E[max
v∈V
ψ4(G, v)]
)1/4
∨ (E[ψ2(T, o)])1/2)
We now apply this lemma with τ(G, v) = 1σ(v)=i 〈φ(ξ), Yℓ(v)〉1|〈φ(ξ) ,Yℓ(v)〉|≤K where Yℓ is defined
in Proposition 21.
We can set ψ(G, v) = K , and by Lemma 29 and the subsequent analysis, we have
E[τ(T, o)]→ π(i)E
[
X
(ξ)
i 1|X
(ξ)
i |≤K
]
independently of ξ.
Now, by definition, we have ‖ξ − (〈φ(ξ), Yℓ(v)〉)v∈V ‖ = o(1) (again independently of ξ). By
the Cauchy-Schwarz inequality, we deduce that
1
n
∑
v∈V
∣∣∣ξ(v)− 〈φ(ξ), Yℓ(v)〉∣∣∣ = o(1)
as well, and the lemma follows ifK is a continuity point of X
(ξ)
i .
It now remains to prove the desired properties of the X
(ξ)
i ; first, since µ 6= α, then φ(ξ) is
orthogonal to the all-one vector and as such∑
i∈[r]
E[Xi] =
∑
i∈[r]
φ
(ξ)
i = 0
Moreover, ‖φ(ξ)‖2 = ‖u‖2 = Θ(1), which proves the second assertion.
Finally, let η > 0; since theX
(i)
j all have finite variance, there exists a constantK > 0 such that
P(|X(i)j | ≤ K ′) ≥ 1− η for all i, j and thus
P
(‖X‖∞ ≤ K ′) ≥ 1− drη.
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Using the equivalence of norms, we find
P
(
∀i, ‖X(i)‖22 ≤ rK ′2
)
≥ 1− drη
which implies (since X(ξ) = Xu)
P
(
‖X(ξ)‖22 ≤ r‖u‖22K ′2
)
≥ 1− drη.
Using again norm equivalence yields finally, for K =
√
r‖u‖K ′,
P
(
‖X(ξ)‖∞ ≤ K
)
≥ 1− drη. (33)
Now, we have, for all i,∣∣∣E[X(ξ)i 1|X(ξ)i |≤K ]− E[X(ξ)i ]
∣∣∣ = E[X(ξ)i1
|X
(ξ)
i |>K
]
≤
√
E
[
(X
(ξ)
i )
2
]
P
(
|X(ξ)i | ≥ K
)
≤
√
E
[
(X
(ξ)
i )
2
]
·
√
drη
But by Doob’s Theorem, E
[
(X
(ξ)
i )
2
]
is finite so choosing η accordingly yields the last inequal-
ity of Lemma 16.
B.2. Proof of limit (15)
For each v ∈ V , we define Iv to be the random variable equal to 1 if v is assigned to I+, and 0
otherwise. Conditionnally to ξ, it is straightforward to see that
Iv ∼ Ber(qv) with qv = 1
2
+
1
2K
ξ(v)1|ξ(v)|≤K
Now, let Pi = (|{v ∈ I+ | σ(v) = i}|) /n; by definition,
Pi =
1
n
∑
v∈V
1σ(v)=i Iv
.
We therefore have
E[Pi | ξ] = 1
n
∑
v∈V
1σ(v)=i
(
1
2
+
1
2K
ξ(v)1|ξ(v)|≤M
)
, Var(Pi) ≤ 1
4n
and thus with high probability, independently of ξ,
Pi = E[Pi | ξ] + n−1/3 (34)
→ π(i)
(
1
2
+
1
2K
E[X
(ξ)
i 1|X
(ξ)
i |≤M
]
)
= π(i) p˜i (35)
where the convergence speed is independent from ξ.
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B.3. Explicit bounds onK
In this section, the goal is to perform a more precise analysis of the limit variables X
(ξ)
i , and to
leverage this analysis to obtain an explicit value for K in Algorithm 8. For simplicity, we will
assume that π ≡ 1/r throughout this section, although most of the results hold for general π. We
begin with a small lemma:
Lemma 32 Let φ be a normed eigenvector of M associated to an eigenvalue α > µ >
√
α, and
denote by X(φ)i the limit random variables of Lemma 29. Let c
(φ),j (resp. m(φ),j) the vector of the
j-th cumulants (resp. moments) of the X(φ)i . We then have the following relation, for all j ∈ N:
c(φ),j =
M
µj
m(φ),j
By definition, we have c(φ),1 = m(φ),1 = φ, and we have the following corollary for c(φ),2 and
m(φ),2:
Corollary 33 We denote by φ2 the vector whose coordinates are the φ2i . Then
c(φ),2 =
(
I − M
µ2
)−1 M
µ2
φ2 and m(φ),2 =
(
I − M
µ2
)−1
φ2.
As a result, we have∑
i∈[r]
Var(X
(φ)
i ) =
1
τ − 1 and
∑
i∈[r]
E[(X
(φ)
i )
2] =
τ
τ − 1 ,
where τ = µ22/α.
Proof (of Corollary 33). The first part is an easy calculation, observing that c(φ),2 = m(φ),2 − φ2.
For the second part, since the all-one vector e is an eigenvector ofM associated to the eigenvalue
α, we have: ∑
i∈[r]
Var(X
(φ)
i ) = 〈e, c(φ),2〉
= e⊤
(
I − M
µ2
)−1 M
µ2
φ2
=
α/µ2
1− α/µ2 e
⊤ φ2
=
1
τ − 1 ,
and a similar calculation yields the second identity.
It now remains to prove Lemma 32:
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Proof (of Lemma 32). Using the Galton-Watson tree definition (and going one step down into the
tree), we have the following characterization for the variables X
(φ)
i :
X
(φ)
i =
1
µ
∑
j∈[r]
Poi(Mij)∑
k=1
X
(φ)
j,k ,
where the X
(φ)
j,k are independent copies of X
(φ)
j for all k. Applying the Laplace transform (denoted
by ψ
(φ)
i ) and taking the logarithm on both sides, we find that for all t ∈ R,
log(ψ
(φ)
i (t)) =
∑
j∈[r]
Mij
(
ψ
(φ)
j
(
t
µ
)
− 1
)
Now, the k-th Taylor coefficient of the LHS is c
(φ),k
i /k!, and the one on the RHS is
∑
j∈[r]
Mij
m
(φ),k
j
k!µk
=
1
µk k!
[
Mm(φ),k
]
i
,
which completes the proof.
We now can prove our first result on the vector u defined before:
Lemma 34 Let µ, ξ and u be defined as in the proof of Lemma 16. Then we have
‖u‖2 = r(τ − 1) + o(1)
Proof From Lemma 21, we know that for each i ∈ [d],∥∥∥(〈φ(i), Yℓ(v)〉)
v∈V
∥∥∥2 = n(ρ(i) + o(1)) where ρ(i) = ∑
i∈[r]
π(i)E
[
(X(i))2
]
But since π ≡ 1/r, we know from Corollary 33 that
ρ(i) = ρ :=
1
r(τ − 1)
But the vectors
(〈φ(i), Yℓ(v)〉)v∈V are asymptotically orthogonal, and thus
n = ‖ξ‖2 = (‖v‖2 + o(1)) · n · (ρ+ o(1)),
which yields the desired result.
Now, we are ready to prove some bounds for K; the main step is the following Markov bound
on (X(i))2:
Lemma 35 Let η > 0; then, for all i ∈ [d], j ∈ [r],
P
(
|X(i)j | ≤
√
τ
η(τ − 1)
)
≥ 1− η
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Proof For all C > 0, we have by Markov’s inequality
P
(
|X(i)j | ≥ C
)
≤ E[(X
(i)
j )
2]
C2
≤ τ
C2(τ − 1) ,
where we bounded E[(X
(i)
j )
2] by the sum of all E[(X
(i)
k )
2]. The lemma then follows easily.
Now, we have to unravel the calculations done in the proof for Lemma 16; let ε < 0. By the
same bound as above (as well as the fact that the φ(i) are orthogonal), we have
E
[
(X
(ξ)
i )
2
]
≤ ‖u‖2 τ
τ − 1 = rτ + o(1)
Therefore, an asymptotically good choice of η is
η =
ε2
r2 d τ
,
which yields a value for K ′ of
K ′ =
√
τ
η(τ − 1) =
r τ
ε
√
d
τ − 1
Finally, the bound for K becomes
K =
√
r‖u‖K ′ = r τ
ε
√
r d τ
We thus need to find a sufficient value for ǫ; recall that∑
i∈[r]
E
[
X
(ξ)
i
]2
= ‖u‖2 = r(τ − 1) + o(1) and
∑
i∈[r]
E
[
X
(ξ)
i
]
= 0,
and therefore there exists some values for i, j such that∣∣∣∣E[X(ξ)i ]2 − E[X(ξ)j ]2∣∣∣∣ ≥√r(τ − 1) + o(1).
A sufficient choice of ε is thus
√
r(τ − 1)/4, which yields an explicit value for K:
K =
r τ
ε
√
r d τ = r τ
√
d
τ
τ − 1
Appendix C. Proof of Lemma 18
We first recall some results about the neighbourhoods of vertices, whose proofs can be found
in Bordenave et al. (2015):
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Lemma 36 For a vertex i, define St(i) as the number of vertices at distance t of i.
Then there exist constants C and ε > 0 such that with probability 1 − O(n−ε), for all i ∈
{1, . . . n} and ℓ = O(log(n)):
St(i) ≤ C · log(n) · αt, t ∈ {1, . . . , ℓ}. (36)
On the other hand, with high probability, when ℓ = κ logα(n) with κ < 1/2:
n∑
i=1
Sℓ(i)
2 = Θ(nα2ℓ). (37)
Additionnally, a result about the almost tree-like structure of vertex neighbourhoods:
Lemma 37 Assume ℓ = κ log(n), with κ log(α) < 1/4. Then with high probability no node i has
more than one edge cycle in its ℓ-neighbourhood; we say that G is ℓ-tangle-free.
Using those results, we are now able to prove Lemma 18:
Proof From Lemma 37, we can deduce that if d(i, j) ≤ ℓ, there are at most two distinct paths
between i and j. Therefore, B
(ℓ)
ij ≤ 2 for all i, j.
Additionally, ifD
(ℓ)
ij = 1, then there is a self-avoiding path of length ℓ between i and j, and thus
B
(ℓ)
ij = 1, so∆
(ℓ)
ij ≥ 0 for all i, j.
Finally, assume that there exists a pair i, j such that D
(ℓ)
ij = 0 and B
(ℓ)
ij = 2; then there are two
paths of length ℓ between i and j and d(i, j) < ℓ so there is also a path of length less than ℓ. This
contradicts Lemma 37.
Consider now two vertices i and j such that ∆
(ℓ)
ij = 1, there are two possibilities:
(i) D
(ℓ)
ij = 0 and B
(ℓ)
ij > 0: then d(i, j) < ℓ and there is a path of length < ℓ and at least a path
of length ℓ between i and j.
(ii) D
(ℓ)
ij = 1 and B
(ℓ)
ij > 1: then there are at least two paths of length ℓ between i and j.
In both cases, there are at least two paths of length at most ℓ connecting i and j, which implies
the statement of the lemma.
Appendix D. Proof of Lemma 19
Proof (i) is obvious since d(i, C) + d(j, C) ≤ ℓ implies d(i, C) ≤ ℓ.
For (ii), note first that VC and VC′ are disjoint for C 6= C′: if i ∈ VC ∩ VC′ , then C and C′ are in
the ℓ-neighbourhood of i, which contradicts Lemma 37.
Let πC be the projection on VC for all C; the πC are mutually orthogonal and for a vector v, we
have:
v⊤P (ℓ)v =
∑
C
v⊤πCP
(ℓ)πCv =
∑
C
(πCv)
⊤P
(ℓ)
C (πCv) (38)
≤
∑
C
ρ(P
(ℓ)
C ) · ‖πCv‖2 (39)
≤ max
C
ρ(P
(ℓ)
C ) ·
∑
C
‖πCv‖2. (40)
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On the other hand,
‖v‖2 ≥
∑
C
‖πCv‖2. (41)
Combining inequalities (40) and (41) yields ρ(P (ℓ)) ≤ maxC ρ(P (ℓ)C ); the reverse inequality
comes from the decomposition P (ℓ) =
∑
P
(ℓ)
C .
Appendix E. Proof of Proposition 20
In the same vein as Lemma 36, for a vertex set X , define St(X ) as the number of vertices at distance
t of X . By taking the union on all vertices of X , we easily get the following corollary:
Corollary 38 For the same constants C and ε as above, with probability 1−O(n−ε), we have for
all vertex subsets X ∈ P({1, . . . , n}) and ℓ = O(log(n)):
St(X ) ≤ C · |X | log(n) · αt, t ∈ {1, . . . , ℓ}.
We are now able to prove Proposition 20:
Proof Let K be the modified vertex set, and consider vertices i and j such that D(ℓ)ij 6= D˜(ℓ)ij . Then
we have one of four possibilities:
(i) d˜(i, j) = ℓ and d(i, j) < ℓ
(ii) d˜(i, j) > ℓ and d(i, j) = ℓ
(iii) d˜(i, j) = ℓ and d(i, j) > ℓ
(iv) d˜(i, j) < ℓ and d(i, j) = ℓ
In cases (i) and (ii), there is a path between i and j in G through K of length at most ℓ, and in
cases (iii) and (iv) there is a path between i and j in G˜ through K. Therefore, in all cases, we have
that
d(i,K) + d(j,K) ≤ ℓ.
Write |D˜(ℓ) − D(ℓ)| for the matrix whose (i, j) coefficient is |D˜(ℓ)ij − D(ℓ)ij |, and PK for the
matrix such that PK,ij = 1{d(i,K) + d(j,K) ≤ ℓ}; the previous analysis and the Perron-Frobenius
theorem imply that
ρ(D˜(ℓ) −D(ℓ)) ≤ ρ(|D˜(ℓ) −D(ℓ)|) ≤ ρ(PK). (42)
We can then perform the same analysis as in the proof of Proposition 17 to find that the spectral
radius of PK is the same as that of
QK =

S0
√
S0S1 · · ·
√
S0Sℓ−1
√
S0Sℓ√
S0S1 S1 · · ·
√
S1Sℓ−1 0
...
... . .
. ...
...√
S0Sℓ−1
√
S1Sℓ−1 · · · 0 0√
S0Sℓ 0 · · · 0 0
 ,
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where we write St instead of St(K) for ease of notation.
Corollary 38 then gives St(K) = O(αt log(n)|K|) = o(αtτ ℓ/2), and the same calculation as in
Proposition 17 yields:
ρ(QK) = o(α
ℓ/2τ ℓ/2) = o(µℓ2), (43)
and the theorem follows.
Appendix F. Proof of Theorem 12
In order to prove Theorem 12, we need to show that the controls in the proof of Theorem 11 are ac-
tually sharp. We begin with the following lemma, which comes from the fact that ℓ-neighbourhoods
of the vertices of G are roughly of the same size:
Lemma 39 Assume that γ = Θ(τ ℓ/2). Then there exists a set of vertices K of size γ such that:
Sℓ(K) = Ω(αℓ · γ). (44)
Proof Let ε > 0 to be determined later, S be the set consisting of the n1−ε vertices i with the
largest values Sℓ(i); we first show that, for all i ∈ S
Sℓ(i) = Θ(α
ℓ). (45)
Indeed, from Lemma 36, we have the folowing inequalities:
Knα2ℓ ≤
n∑
i=1
Sℓ(i)
2 ≤ nmin
i∈S
Sl(i)
2 + |S|(C log(n)αℓ)2, (46)
and the second term is negligible before the two others, which implies (45).
We then build a set K of size γ as follows: begin with any member of S, and at each step add
a vertex x such that d(x,K) > 2ℓ. This is possible as long as the 2ℓ-neighbourhood of K does not
cover S, i.e. as long as:
γ · C log(n)α2ℓ < n1−ε. (47)
But the LHS of this inequality is bounded by C log(n)n3/4, so this condition is satisfied as long
as ε < 1/4.
By this construction, the vertices of K have ℓ-neighbourhoods that are pairwise disjoint, so by
equation (39) we have:
Sℓ(K) = Ω(αℓ × γ). (48)
Consider now the vector v such that:
vi =

γ−1/2 if i ∈ K
Sℓ(K)−1/2 if d(i,K) = ℓ
0 otherwise .
(49)
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The aim is to show the following equalities:
v⊤D(ℓ)v
‖v‖2 = Ω(µ
ℓ
2) and 〈v,B(ℓ)χk〉 = o(‖v‖‖B(ℓ)χk‖) ∀k ∈ [r0] (50)
Indeed, Theorem 12 will then follow from a simple application of Courant-Fisher’s Theorem.
Proof (of Eq. (50). We notice that ‖v‖2 = 2; furthermore:
v⊤D(ℓ)v =
∑
i,j
viD
(ℓ)
ij vj
≥ 2
∑
i∈Sℓ(K)
∑
j∈K
vivj
= 2γSℓ(K)γ−1/2Sℓ(K)−1/2
= 2
√
γSℓ(K)
= Ω(µℓ2),
which proves the first inequality.
It remains then to prove that v is asymptotically orthogonal to B(ℓ)χk for k ∈ [r0]: noticing that
vi ≤ 1 for all i and ‖v‖0 = γ + Sℓ(K), we find, using Corollary 38:
〈v,B(ℓ)χk〉 ≤ (γ + Sℓ(K)) · ‖B(ℓ)χk‖∞
≤ (γ + Sℓ(K)) · O˜(αℓ)
= O˜(γα2ℓ)
= o(
√
nµℓk) since κ < 1/4
= o(‖v‖‖B(ℓ)χk‖),
where we used part (ii) of proposition 26 to bound ‖B(ℓ)χk‖∞.
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