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Vorwort
Der „Jahresbericht 2003 zur kooperativen DV-Versorgung an der TU Dresden“ informiert über
die Leistungen und Arbeitsergebnisse nahezu aller Fakultäten, des Media Design Centers und
des Universitätsrechenzentrums, die ihre Aktivitäten, erreichten Fortschritte und anstehenden
Probleme im Bericht ausführlich darstellen.
Die Anforderungen der Fakultäten an das URZ machen deutlich, dass das URZ nicht in der
Lage ist, den artikulierten Bedarf umfassend zu befriedigen. Aus diesem Spektrum - bei dem
zwischen Wunsch und Notwendigkeit zu unterscheiden ist - kristallisieren sich als
Schwerpunkte die Forderung nach einer stabilen, sicheren und zuverlässigen „Rund-um-die-
Uhr“-Bereitstellung der Infrastruktur, Dienste und Ressourcen und deren weiterem Ausbau
sowie ein vermehrter Unterstützungsbedarf bei der Lösung anstehender Security-Probleme heraus.
Die im Berichtsjahr durch diverse Angriffe sichtbar gewordenen Sicherheitslücken müssen
flächendeckend beseitigt werden. Dies ist nur möglich, wenn neben der konsequenten
Anwendung technischer Maßnahmen stabil funktionierende administrativ-organisatorische
Strukturen in den dezentralen Bereichen auf der Grundlage der im Juni 2003 vom Senat be-
schlossenen „Rahmenordnung für die Nutzung der Rechen- und Kommunikationstechnik an
der TU Dresden“ implementiert werden.
Vorhaben von zentraler Bedeutung waren der Ausbau des Hochgeschwindigkeitsdatennetzes,
welches künftig 13 Außenstandorte mit dem Zentralcampus der Universität mit Bandbreiten
bis zu 1 Gigabit/s verbindet - Vertragspartner ist die T-Systems International GmbH - und die
Vorbereitung eines HBFG-Großgeräteantrages zur Beschaffung eines Hochleistungsrechner-/
Speicherkomplexes für datenintensives Rechnen, der durch einen Bauantrag für neu zu schaf-
fende Rechnerräume ergänzt wird. Beide Vorhaben wurden und werden weiterhin durch den
im Jahre 2002 auf Beschluss des Rektoratskollegiums gebildeten IT-Koordinierungsstab be-
gleitet.
Durch die Universitätswahlen veränderten sich Zusammensetzung und Vorsitz der DV-
Kommission. In der Juli-Sitzung wurde Prof. Hardtke nach sechs Jahren erfolgreicher
Tätigkeit als Vorsitzender verabschiedet. Im Dezember fand die konstituierende Sitzung für
die Wahlperiode 2003 bis 2006 unter dem Vorsitz des neuen Prorektors Prof. Marquardt statt. 
Der vorliegende Bericht ist wiederum federführend vom URZ erarbeitet worden. Ihm sowie
allen Bearbeitern in den beteiligten Einrichtungen, die sich den Mühen des Zusammentragens
der Fakten und ihrer Darstellung unterzogen haben, gilt unser herzlicher Dank.
Prof. Dr. H.-J. Hardtke Prof. Dr.-Ing. habil. H.-G. Marquardt
Vorsitzender der DV-Kommission (bis September 2003) Vorsitzender der DV-Kommission (ab Oktober 2003)
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Teil I

Zur Arbeit der DV-Kommission
Die Kommission für Angelegenheiten der Datenverarbeitung kam im Berichtsjahr 2003 zu drei
regulären Sitzungen im März und Juli sowie - nach Abschluss der Universitätswahlen in neuer
Zusammensetzung - im Dezember zusammen.
Wichtige Tagesordnungspunkte der Sitzungen waren:
Vorstellung / Begutachtung von HBFG-Anträgen 
- CIP-Pool Fakultät Wirtschaftswissenschaften
- WAP-Cluster Institut für Luft- und Raumfahrttechnik
- WAP-Cluster Professur für Datenbanken
- Backup-Server URZ
- Beschaffungsvorhaben Hochleistungsrechner-/Speicher-Komplex
Berichte über die Datenkommunikations-Infrastruktur
- Stand zum HBFG-Vorhaben „Campusnetz“ (1. Bauabschnitt, 4. Nachtrag und Planungs-
stand 3. Bauabschnitt)
- Stand der Vernetzung in den Standorten der TU
- Stand der Vernetzung zur Verbindung der Standorte der TU
- Anschluss von Studentenwohnheimen an das Campusnetz
- Bereitstellung von Wählzugängen (dfn@home)
- Nutzung des Gigabit-Wissenschaftsnetzes (622 Mbit/s)
- Ausbau des Wireless LAN
Berichte über das Hochleistungsrechnen
- Betrieb, Ressourcenplanung und -vergabe 
- Nutzungsprofil und Auslastung
- Finanzbedarf für Wartungsverträge und Software 
Weitere Themen:
- Haushalt- und Beschaffungsplanung des URZ (Ist 03/Planung 04)
- Jahresbericht 2002 zur kooperativen DV-Versorgung an der TU Dresden
- Vorstellung der „Rahmenordnung für die Nutzung der Rechen- und Kommunikationstech-
nik an der TU Dresden“, vom Senat der TU Dresden beschlossen am 24.06.2003
- Datensicherheit:
- Einführung des Secure Shell Protokolls (SSH) ab März 2003
- Anti-Viren/-Spam-Maßnahmen des URZ
- Vorstellung des grafischen Informationssystems „Infothek“ (http://www.portiko.de/infothek)
- Vorstellung des DFNVideoConference-Dienstes
- campusweites Drucken/Kopieren an öffentlich zugänglichen Geräten
- Information über die Arbeit des IT-Koordinierungsstabes
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Mitglieder der DV-Kommission  
Prof. Hans-Jürgen Hardtke bis 30.09.2003 Prorektor Universitätsplanung 
Prof. Hans-GeorgMarquardt ab 01.10.2003 Prorektor Universitätsplanung 
Prof. Wolfgang V. Walter Fakultät Mathematik und Naturwissenschaften
Prof. Karl Lenz bis 30.09.2003 Philosophische Fakultät 
Prof. Michael Häder ab 01.10.2003 Philosophische Fakultät 
Prof. Johann Tischler Fakultät Sprach-,Lieratur- und Kulturwissenschaften
Dr. Dietlinde Brünig Fakultät Erziehungswissenschaften
Prof. Jochen Rozek bis 30.09.2003 Juristische Fakultät 
Dipl.-Inf. Regina Grothe ab 01.10.2003 Juristische Fakultät 
Prof. Georg Herzwurm bis 30.09.2003 Fakultät Wirtschaftswissenschaften 
Dr. Matthias Lohse ab 01.10.2003 Fakultät Wirtschaftswissenschaften
Prof. Rainer Spallek Fakultät Informatik
Prof. Peter Rieger Fakultät Elektrotechnik und Informationstechnik
Prof. Karl-Heinz Modler bis 30.09.2003 Fakultät Maschinenwesen
Prof. Ralph Stelzer ab 01.10.2003 Fakultät Maschinenwesen
Doz. Dr. Barbara Hauptenbuchner Fakultät Bauingenieurwesen
Dipl.-Phys. Andreas Matthus bis 30.09.2003 Fakultät Architektur
Doz. M. Sc. Arch. Thorsten M. Lömker ab 01.10.2003
Fakultät Architektur
Prof. Hans-Christian Reuss Fakultät Verkehrswissenschaften
Prof. Peter Krebs bis 30.09.2003 Fakultät Forst-, Geo- und Hydrowissenschaften
Prof. Michael Köhl ab 01.10.2003 Fakultät Forst-, Geo- und Hydrowissenschaften 
Prof. Hildebrand Kunath Medizinische Fakultät
Dipl.-Ing. Jürgen Grothe bis 30.09.2003 Sächsische Landes- und Universitätsbibliothek
Dr. Andreas Kluge ab 01.10.2003 Sächsische Landes- und Universitätsbibliothek
Dr. Peter Fischer Universitätsrechenzentrum
Dr. Klaus Wachler Universitätsrechenzentrum
Dipl.-Ing.paed. Wolfgang Wünsch Universitätsrechenzentrum
Ingo Keller bis 30.09.2003 Studentenrat
Maik Krause bis 30.09.2003 Studentenrat
Pawel Hörnle ab 01.10.2003 Studentenrat
mit beratender Stimme:
Dr. Jochen Heinke Universitätsrechenzentrum
Dipl.-Ing. oec. Reingard Hentschel Dezernat 1
Dr. Klaus Rammelt Dezernat 4
Prof. Wolfgang E. Nagel Zentrum für Hochleistungsrechnen
Dipl.-Math. Hans-Georg Vater Universitätsklinikum
Dr. Klaus Lehmann Audiovisuelles Medienzentrum
Dr. Jeannette Morbitzer bis 30.09.2003 Lehrzentrum Sprachen und Kulturräume
Prof. Walter Schmitz ab 01.10.2003 Lehrzentrum Sprachen und Kulturräume
Dr. Matthias Lienert Universitätsarchiv
Dipl.-Ing. Matthias Herber Dezernat 4
Zur Arbeit des IT-Koordinierungsstabes
Der IT-Koordinierungsstab kam im Berichtsjahr 2003 im Zeitraum Januar bis Juni zu vier
Sitzungen zusammen. Der IT-Stab begleitet Leitungsentscheidungen des Rektoratskollegiums.
Wichtige Tagesordnungspunkte der Sitzungen waren:
- Rahmenordnung für die Nutzung der Rechen- und Kommunikationstechnik an der TU
Dresden:
Redaktionelle Überarbeitung in Vorbereitung der Beschlussfassung durch das
Rektoratskollegium und den Senat 
- HBFG-Vorhaben „Hochleistungsrechner-/Speicherkomplex“ für datenintensives Rechnen:
Diskussion grundsätzlicher Fragen und Probleme (Einordnung als Schwerpunktvorhaben
der Universität, Standort, Personalbedarf, Folgekosten, Bewertung der
Informationsangebote, Applikationsspektrum) und Festlegung entsprechender Maßnahmen
- Kosten für das Computing: Analyse des Finanzbedarfs für HW-Wartungsverträge, SW-
Bedarf und Vorschläge zum Abbau bestehender Defizite
- Hochgeschwindigkeitsdatennetz der TU Dresden: Bewertung der Angebote und
Empfehlungen zur Ausgestaltung des Leistungsvertrages
Mitglieder des IT-Koordinierungsstabes
Prof. Hans-Jürgen Hardtke (Vorsitzender) Prorektor Universitätsplanung
(bis Oktober 2003)
Prof. Hans-Georg Marquardt (Vorsitzender) Prorektor Universitätsplanung
(ab November 2003)
Prof. Wolfgang E. Nagel Fakultät Informatik und Direktor ZHR
Dr. Jochen Heinke Direktor URZ
Dr. Klaus Rammelt Dezernent Planung, DV und Controlling
Dr. Joachim Knop Dezernent Technik
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Teil II

1 Das Universitätsrechenzentrum (URZ)
1.1 Standort
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1.2 Aufgaben
Die Aufgaben des URZ sind in § 2 der „Ordnung zur Leitung und zum Betrieb des Universi-
tätsrechenzentrums der Technischen Universität Dresden“ (Amtliche Bekanntmachungen der
TU Dresden, 8/1994 vom 26.9.1994) festgelegt. 
1.3 Haushalt
Im Haushaltsjahr 2003 stand dem URZ ein Etat von 1 356,8 TEUR (Titelgruppe 99) für IT-
Ausgaben der TU Dresden zur Bewirtschaftung zur Verfügung, für sonstige Ausgaben 0,4 TEUR
(Titel 511 02).
Tabelle 1.1
Aus diesem Etat wurden im Wesentlichen der weitere Campusnetz- und WLAN-Ausbau (300 TEUR),
die Erneuerung bzw. Aufrüstung vorhandener Server (100 TEUR) sowie Wartungsverträge für
Hard- und Software (790 TEUR) finanziert.
Das SMWK erteilte Bewirtschaftsbefugnisse für Ersteinrichtungen in Höhe von 45,5 TEUR.
Diese Mittel wurden zur Finanzierung aktiver Komponenten des Datenkommunikationsnetzes
Mommsenstraße 11 (Rektorat) und Bergstraße 120 (Landtechnik) eingesetzt.
Aus zentralisierten Mitteln des SMWK werden der Anschluss an das Gigabit-
Wissenschaftsnetz mit einer Bandbreite von 622 Mbit/s (652,4 TEUR p. a.) und die zur
Verbindung der Universitätsstandorte angemieteten Monomode-Lichtwellenleiter (Dark
Fibre) im Rahmen des InfoHighway Landesverwaltung Sachsen (477,8 TEUR p. a.) finanziert.
Mittel Zweckbestimmung Ist-Stand in TEUR 
Titel 511 99 Geschäftsbedarf, Geräte und Ausstattungen für Informationstechnik  
 
850,2 
Titel 514 99 Verbrauchsmittel 
 
54,0 
Titel 518 99 Mieten für EDVA, Geräte 
 
0,0 
Titel 525 99 Aus- und Fortbildung 
 
22,8 
Titel 533 99 Nebenkosten der Datenverarbeitung 
 
0,0 
Titel 534 99 Vergabe von Aufträgen für Datenerfassung, Softwareentwicklung  
 
172,1 
Titel 535 99 Mieten für Software 
 
0,0 
Titel 812 99 Erwerb von Hardware und  Software  
 
257,7 
Summe 
 1356,8 
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1.4 Struktur / Personal
Die Anzahl der Personalstellen ist im Vergleich zum Vorjahr konstant geblieben. Zum Ende
des Berichtsjahres bestanden vier Altersteilzeit-Arbeitsverhältnisse. Eine ATZ-Stelle ist seit
15.05.2003 vertretungsweise mit Herrn Friedbert Bauer besetzt.
Am Ende des Berichtsjahres waren 39 Haushalt- und drei Drittmittelstellen wie folgt besetzt:
Leitung und Verwaltung (LV)
Direktor URZ: Dr. Heinke, Jochen
Sekretariat: Henlich, Monika (ATZ)
Öffentlichkeitsarbeit/Weiterbildung: Reuschel, Petra
System- und Beschaffungsplanung/
stellv. Direktor: Dr. Fischer, Peter
Verwaltung: Lünich, Roswitha; Grützmann, Christine
Abt. Hochleistungsrechner (HLR)
Abt.-Ltrn.: Dr. Maletti, Stefanie 
Mitarbeiter: Barthel, Konrad; Heinrich, Wolfram;
Dr. Hetze, Bernd; Kohlschmidt, Horst;
Nyderle, Jarmila; Dr. Tanzer, Roland
Abt. Zentrale Server (CS)
Abt.-Ltr.: Weller, Jörg
Mitarbeiter: Kadner, Joachim; Kern, Kirsten; Petrick, Steffen;
Polnick, Regine; Schingnitz, Karin
Abt. Netze und Kommunikationsdienste (NC)
Abt.-Ltr.: Wünsch, Wolfgang
Mitarbeiter: Barthold, Joachim; Dr. Demuth, Frank (0,5 DM);
Fleck, Christoph; Grohmann, Undine (0,5 DM);
Dr. Köhler, Klaus; Makowitz, Detlef (DM);
Dr. Meisel, Frank; Rengers, Volker (ATZ); 
Riek, Heinz; Seidel, Peter (ATZ); 
Siedbürger, Willi (ATZ); Schulze, Frank (DM)
Abt. Dezentrale DV-Versorgung (DD)
Abt.-Ltr.: Dr. Wachler, Klaus
Mitarbeiter: Goldberg, Petra; Herrmann, Stefan; Mallock, Peter;
Peschka, Herwig; Seifert, Gisela; Taschev, Emil;
Thomas, Gisela; Uerkvitz, Sabine; 
Wengert, Andreas; Wenzel, Heinz
Darüber hinaus stellt das URZ aus seinem Stellenplan eine halbe Vollzeitstelle für die
Arbeitnehmervertretung Behinderte (Vertrauensperson) der TU Dresden zur Verfügung, die
mit Frau Ingrid Grasreiner besetzt ist.
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1.5 Zahlen und Fakten (repräsentative Auswahl; Stichtag 31.12.2003)
1. Am Backbone-Netz waren am Jahresende 503 Subnetze von 394 Instituten, Professuren
und Einrichtungen mit 10 631 Endsystemen sowie 33 über das Stadtgebiet verteilte
Studentenwohnheime mit ca. 4 900 genutzten Anschlüssen von Studenten aller Dresdner 
Hochschulen angeschlossen.
2. Die TU Dresden ist an das Gigabit-Wissenschaftsnetz mit einer Bandbreite von 622 Mbit/s
angeschlossen. Das maximale Empfangsdatenvolumen betrug im Berichtszeitraum 
50 000 GByte/Monat.
3. Über die 240 Wählzugänge zum Campusnetz fanden 1 340 000 Sitzungen mit einer  Online-
Zeit von  insgesamt 300 000 Stunden statt. Das Gesamtübertragungsvolumen betrug da-
bei 1,4 TByte.
4. Das URZ verwaltet 42 358 Nutzer, davon etwa 36 400 Studierende (inkl. der Absolventen
des letzten Studienjahres).
5. An den fünf Hochleistungsrechnern werden ca. 485 Nutzer betreut. Für den einzelnen  
Nutzer oder ein einzelnes Projekt stehen als maximale Ressourcen 128 Prozessoren oder   
64 Gigabyte Hauptspeicher oder 1 Terabyte temporärer Speicherplatz zur Verfügung.
6. Der Durchsatz an eMails betrug ca. 20 Millionen mit einem Volumen von ca. 1,3 TByte. 
7. Auf den vom URZ betriebenen WWW-Server erfolgten ca. 391 Millionen Filezugriffe. 
Gemittelt über das Jahr sind das 12 Zugriffe pro Sekunde! 
8. Das URZ bietet seit 01.10.2003 den Dienst DFNNetNews auf dem News-Server
News.CIS.DFN.DE des Hochschulrechenzentrums der Freien Universität Berlin an,
wodurch neben der Einsparung an hauseigenen Ressourcen eine Ausweitung der  Dienstleis-
tung erreicht werden konnte.
9. Auf anonymen FTP-Server erfolgten 450 000 Zugriffe mit einem Volumen von 86 GByte
Download.
10. Im Bereich der Datensicherung wurden Volumina von 104,6 TByte Backup und 427.4 GByte
Restore realisiert.
11. In den PC-Pools des URZ stehen für Lehrveranstaltungen und individuelles Arbeiten ins-
gesamt ca. 3 200 Arbeitsplatzstunden pro Woche zur Verfügung. 
12. Zur Nutzung des Funk-LAN im URZ durch Studierende mit privatem Notebook wurden
Spezialmöbel mit insgesamt 12 Arbeitsplätzen beschafft und in zwei Foyers im Willers-
Bau, A-Flügel aufgestellt. In Spitzenzeiten arbeiten - teilweise auf den Treppen sitzend -
bis zu 30 Studierende gleichzeitig, weshalb im Jahr 2004 weitere Arbeitsplätze und 
Access Points bereitgestellt werden.
13. In seinem modern ausgestatteten Weiterbildungskabinett mit 15 Plätzen bietet das URZ
gemeinsam mit dem Audiovisuellen Medienzentrum, dem Zentrum für Hochleistungs-
rechnen und der Sächsischen Landesbibliothek - Staats- und Universitätsbibliothek 
Dresden pro Semester mehr als 30 Kurse an. Es wurden 1 100 RRZN-Publikationen 
weitergegeben.
14. An die Benutzerberatung des URZ gibt es täglich im Schnitt 50 telefonische, 70 per-
sönliche und 20 Anfragen per eMail. 
15. Es erfolgten 3 046 Vor-Ort-Maßnahmen beim Anwender zur Behebung von Störungen an
vernetzten PC-Systemen oder zwecks Um-/Aufrüstungen.
16. Es wurden ca. 4 100 Software-Beschaffungsvorgänge bearbeitet. Von den TU-Anwendern
wurden ca. 300 Software-Produkte (insgesamt ca. 250 000 Files) per FTP vom Software-
Server kopiert. Von Master-CDs wurden ca. 4 500 Kopien angefertigt und verteilt.
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1.6 Gremienarbeit
Das URZ vertritt die TU Dresden in nachstehend aufgeführten Vereinen bzw. Gesellschaften:
- Verein zur Förderung eines Deutschen Forschungsnetzes e. V. (DFN) Dr. Jochen Heinke
- Internet Society German Chapter e. V. Wolfgang Wünsch
- Zentren für Kommunikation und Informationsverarbeitung in Lehre und Forschung e. V. (ZKI)
Dr. Jochen Heinke
- Deutsche Initiative für Netzwerkinformation e.V. (DINI)
Heinz Wenzel und Dr. Jochen Heinke
- Cray User Group (CUG) Dr. Stefanie Maletti und Dr. Jochen Heinke
- Siemens Informationstechnik Anwenderverein e. V. (SAVE) Dr. Jochen Heinke
- DANTE e. V. (Deutschsprachige Anwendervereinigung TeX) Horst Kohlschmidt
Darüber hinaus arbeiten MitarbeiterInnen des URZ aktiv in zahlreichen Arbeitskreisen, so z. B.
in den Facharbeitskreisen des DFN-Vereins, des ZKI und der Internet Society sowie in USER-
Groups verschiedener Hersteller (z. B. IGC - Irix/UNICOS German Council und DECUS),
wissenschaftlichen Beiräten (Media Design Center und Zentrum für Hochleistungsrechnen)
und Arbeitsgruppen (z. B. DINI-AG Videokonferenzen und AG Digitale Bibliothek Sachsen).
Die Mitgliedschaft im SAVE wurde zum Jahresende 2003 gekündigt.
Die Vertretung im DANTE e. V. erfolgt ab 2004 durch die Fachrichtung Mathematik.
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2 Kommunikationsinfrastruktur
2.1 Allgemeine Versorgungsstruktur an der TUD
Der Ausbau der bestehenden Kommunikationsinfrastruktur wurde im Berichtszeitraum 2003
wesentlich durch die im Rahmen des HBFG-Vorhabens „Datenkommunikationsnetz an der
TU Dresden“ (DKN) erfolgte Realisierung des 4. Nachtrages des 1. Bauabschnittes (LWL-
Primärvernetzung von 16 Gebäuden und Inbetriebnahme Gigabit-Backbone, siehe Punkt
2.1.4) geprägt. Basis dafür war die vom Sächsischen Staatsministerium für Wissenschaft und
Kunst genehmigte Haushaltsunterlage Bau.
Trotz der Kürzung der HBFG-Mittel für den 2. Bauabschnitt zur Vernetzung des
Universitätsklinikums und der Medizinischen Fakultät wurde die Primär (LWL)- und
Tertiärvernetzung (TP) abgeschlossen. Des Weiteren erfolgte die Inbetriebnahme der aktiven
Netzkomponenten sowie die Übergabe des Datennetzes an das UKD.
Der Bauantrag für den 3. Bauabschnitt wurde im Auftrag des SMWK unter Berücksichtigung
eines - infolge der verausgabten Mittel für den 1. und 2. Bauabschnitt - reduzierten
Finanzrahmens von der Universität überarbeitet. Der HBFG-Antrag zur Beschaffung der aktiven
Netzkomponenten wurde im 4. Quartal bei der DFG eingereicht (Vernetzung von 17 Gebäuden).
Der erwartete Baubeginn ist das Jahr 2005.
Wesentlicher Bestandteil des weiteren Ausbaus der Kommunikationsinfrastruktur war wiederum
die Realisierung bzw. Modernisierung von Institutsnetzen aus universitätseigenen Mitteln.
Dadurch konnten in 21 Einrichtungen und Studentenwohnheimen sowohl die lokalen Netze,
der Anschluss an das Datenkommunikationsnetz und somit die Flächendeckung und
Verfügbarkeit innerhalb der bestehenden Netzebenen weiter erhöht werden. 
Die Bedarfsentwicklung innerhalb der Universität mit einem äußerst heterogenen und da-
tenintensiven Nutzungsprofil stellt weiterhin wachsende qualitative und quantitative
Anforderungen an die Kommunikationsinfrastruktur, welche nur durch den adäquaten Ausbau
des Datenkommunikationsnetzes realisierbar sind.
2.1.1 Netzebenen
Die zum Jahresende 2003 bestehende Struktur war gekennzeichnet durch:
- IP/SDH (622 Mbit/s)-Anschluss an das Gigabit-Wissenschaftsnetz (Bilder 2.1 und 2.5)
- 1 Gigabit-Ethernet für MAN-, Backbone- und Sekundärverbindungen (Potthoff-Bau,
Neubau Chemie, Bürogebäude Zellescher Weg; Bilder 2.2 bis 2.6)
- ATM (34/155/622 Mbit/s) als Backbone im Campusbereich sowie zur Verbindung von
Universitätsstandorten (Bilder 2.2 und 2.6)
- Fast Ethernet (100 Mbit/s) für Institutsnetze, Server- und Poolanbindungen
- Ethernet (10 Mbit/s) für Institutsnetze
- WLAN/IEEE 802.11b (11 Mbit/s) als Netzerweiterung/-ergänzung der Festinstallation von
Institutsnetzen und PC-Pools (Beyer-Bau, Neubau Chemie, Nürnberger Straße, Weberplatz,
Barkhausen-Bau, ...).
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Mit Ablauf des Jahres 2003 hat sich die Anzahl  der an das Datenkommunikationsnetz ange-
schlossenen Rechner auf 10 631 erhöht. Diese verteilen sich über 503 Teilnetze in 394 Ein-
richtungen.
Die Aktivitäten zum weiteren Ausbau der Netzinfrastruktur sind in folgenden vier Ebenen zu
sehen:
1.Das HBFG-Vorhaben „Datenkommunikationsnetz der TU Dresden“ (Abschluss 1. Bauab-
schnitt, Bauantrag 3. Bauabschnitt)
2.Hochgeschwindigkeitsdatennetz zur Verbindung der Standorte der TU Dresden
(Netzerweiterung/Anbindung neuer Standorte/Hochrüstung Bandbreite)
3.Neubau und Umstrukturierung im Rahmen der Universitätsentwicklung
4.Sofort- und Übergangslösungen auf Institutsebene im Rahmen von Gebäuderekonstruktionen. 
2.1.2 Backbone
Entsprechend der Konzeption zum weiteren Ausbau des DKN wurde im Berichtszeitraum
nunmehr die durch Mittelsperrrungen- bzw. Kürzungen mehrfach verschobene Installation
der 1 Gigabit-Ethernet-Technologie für 14 Knoten realisiert. Dies erfolgte unter Beibehaltung
sowie dem Ausbau des VLAN-basierten Betriebskonzeptes.
Für die neuralgischen bzw. hochbelasteten Backbone-Knoten des ATM-Netzes konnten im
Berichtszeitraum durch Routing- bzw. Traffic-Optimierung sowie den internen Austausch der
Systeme PowerHub 7000 und 8000 ein stabiler Netzbetrieb gewährleistet werden.
Es erfolgte die Anbindung weiterer zentraler Servermaschinen sowie ausgewählter Gebäude
(FR Psychologie und Fakultät Architektur im Bürogebäude Zellescher Weg, FR Physik und
Biologie im Andreas-Schubert-Bau) an das DKN sowie das Internet/Wissenschaftsnetz  mit
einer Kapazität von 1 Gbit/s-Ethernet. (Bild 2.5). 
Als wichtige Komponenten zur Gewährleistung der Betriebssicherheit erwiesen sich wie-
derum die in den  Gebäudehauptverteilern (GHVT) installierten Schrankkontrollsysteme
(SKS) sowie das Outbandmanagement-Netz.
Die SKS ermöglichen mittels SNMP-Adapter und der zugehörigen Software PowerNet im
Zusammenhang mit der unterbrechungsfreien Stromversorgung (USV) die
Überwachung/Steuerung von Spannung, Temperatur und Luftfeuchte in den GHVT. Über
das Outbandmanagement-Netz, einem physikalisch und logisch dezidierten Netzwerk
zwischen den aktiven Komponenten des Backbone-Netzes, bestehen in Störungsfällen exklusive
Zugriffsmöglichkeiten auf die neuralgischen Systeme.
Außer Betriebsunterbrechungen, bedingt durch Wartungs- und Reparaturarbeiten der zentralen
Elektroenergieversorgung für den Campus, war die Verfügbarkeit und Betriebssicherheit des
Backbone-Netzes sehr gut. Es gab sieben Ausfälle von Netzkomponenten, die kurzfristig
behoben werden konnten. Die Kommunikationsserver arbeiteten stabil. Es wurden ca. 2 346
Störungsmeldungen registriert, welche hauptsächlich durch lokale Anschluss- und
Konfigurationsfehler bei den betreibenden Einrichtungen und in geringem Umfang durch
Instabilität der Klima- und Lüftungstechnik in den Gebäudeverteilern begründet waren.
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Bild 2.1
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Hardware-Basis:
Gbit/ATM-Router Cisco 12008
LAN-Access-Switch/Router Catalyst Serie 6509
LAN-Access-Switch/Router Catalyst Serie 3508, 3550 und 2950
ATM-Backbone-Switch Fore ASX 200 BX
ATM-Backbone-Router Cisco 7507 und 4700
ATM-Backbone-Switch Fore ASX 200 BX
ATM-Backbone-Router/LAN-Access-Switch Fore PowerHub8000
LAN-Switch Allied Telesyn Serie 8200
LAN-Konzentrator BayNetworks S5000
LAN-Switch BayStack Serie 450
Protokolle:
TCP/IP
Classical IP (RFC 1577) im ATM-Backbone
OSPF (Open Shortest Path First)
2.1.3 Datennetz zwischen den Universitätsstandorten und  Außenanbindung
Die externen Standorte der TU Dresden
- Fakultät Informatik und Institute der Fakultät Maschinenwesen (Hans-Grundig-
Straße/Dürerstraße/Marschnerstraße)
- Medizinische Fakultät und Universitätsklinikum (Campus Johannstadt)
- Medizinische Fakultät, Institut für Medizinische Informatik und Biometrie (Löscherstraße)
- Fakultät Erziehungswissenschaften (Weberplatz)
- Institute der Philosophischen Fakultät (August-Bebel-Straße)
- Fachrichtung Forstwissenschaften (Campus Tharandt)
- Institute der Philosophischen Fakultät; der Fachrichtung Psychologie, der Fakultät
Verkehrswissenschaften, Forstwissenschaften; Dezernat Planung, Datenverarbeitung und
Controlling der Universitätsverwaltung (Chemnitzer Straße/Falkenbrunnen)
- Institute der Fakultät Bauingenieurwesen (Nürnberger Straße)
- Institute der Fakultät Maschinenwesen (Bergstraße)
- Zentrum für Biomaterialforschung (Budapester Straße)
- Fachrichtung Wasserwesen, Institut für Hydrologie und Meteorologie (Würzburger Straße)
- Fachrichtung Psychologie, Institut für Klinische Psychologie und Psychotherapie (Hohe
Straße)
- Institute der Fakultät Verkehrswissenschaften (Andreas-Schubert-Straße)
sind über ein LWL-Netz mit einer Kapazität  bis zu 1 Gbit/s-Ethernet mit dem DKN und dem
Wissenschaftsnetz/Internet verbunden. Aus Kostengründen erfolgt der Anschluss der
FR Forstwissenschaften in Tharandt bisher über 34 Mbit/s. Im Jahr 2003 begann bedarfsorien-
tiert und im Rahmen der finanziellen Möglichkeit die Ablösung der ATM-Verbindungen
durch 1 Gbit/s-Ethernet (Bild 2.2). 
Dieses Netz wurde im Berichtszeitraum um den Standort Fachrichtung Wasserwesen, Institut
für Hydrologie und Meteorologie (Würzburger Straße) erweitert. Die Anschlusskapazität an
das Datenkommunikationsnetz der TU Dresden beträgt 100 Mbit/s Fast-Ethernet.
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Bild 2.2
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Bild 2.3
30
Bild 2.4
31
Bild 2.5
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Das Netz basiert auf bei der Deutschen Telekom AG angemieteten Monomode-
Lichtwellenleiterverbindungen (Dark Fibre). Das Management sowie die Installation und
Erweiterung der aktiven Netzkomponenten werden durch das URZ realisiert.
Die Auslastung der einzelnen Netzknoten im Campus-Backbone und die Auslastung der
Anbindung an das Gigabit-Wissenschaftsnetz hat sich jährlich etwa vervierfacht. Im
Jahre 2003 wurden damit auf einzelnen ATM-Verbindungen wiederum mehrfach die
Kapazitätsgrenzen erreicht. Deshalb wurde im Berichtszeitraum insbesondere die  Erhöhung
der Übertragungskapazität auf 1 Gbit/s-Ethernet im Backbone-Bereich vorangetrieben.
Mit der Inbetriebnahme der Gigabit-Knoten vor allem für die Fakultät Informatik (Campus
Dürerstraße/Marschnerstraße), das Universitätsklinikums sowie das Studentenwerk Dresden
verfügt die Universität über eine alle externen Standorte verbindende
Hochleistungsinfrastruktur für die Datenkommunikation und den Zugriff auf die im URZ
installierten zentralen Server und Supercomputer sowie das Internet (Bilder 2.1 und 2.2).
Die folgende Abbildung zeigt das  mittlere Verkehrsaufkommen (gemittelt in einem Intervall
von 5 Minuten) vom Backbone-Knoten.
Abbildung 2.1: Verkehr zum Wissenschaftsnetz
Hellgrün - Durchschnittswert Incoming Traffic in 5 min.
Dunkelgrün - Spitzenwert Incoming Traffic in 5 min.
Blau - Durchschnittswert Outcoming Traffic in 5 min
Violett - Spitzenwert Outcoming Traffic in 5 min
Außenanbindung der Universität
Besonders hervorzuheben ist die Hochrüstung des Level-2-Kernnetzknotens des Gigabit-
Wissenschaftnetzes (G-WiN) an der TU Dresden auf eine Anschlusskapazität von 2x 2,5 Gbit/s
(Bild 2.1).
Im Jahr 2003 war die Universität mit einer Kapazität von 622 Mbit/s (IP/SDH) und einem
Volumen von 50 000 GByte pro Monat an das Gigabit-Wissenschaftsnetz angeschlossen.
Die Internetkonnektivität wird durch das DFN-NOC realisiert (WiN-Knoten Frankfurt). Die
Anbindung an das Datenkommunikationsnetz erfolgte mittels eines Multiprotokoll-
Switch/Routers vom Typ Cisco 12008.
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2.1.4 Lokale Vernetzung 
Über 53 Gebäudehauptverteiler bzw. LWL-Primäranschlüsse erfolgt die Einbindung der be-
stehenden Gebäude- und Institutsnetze. Bisher sind einschließlich der externen Standorte
64 Gebäude im LWL-Backbone-Netz verbunden. Zwischen den Gebäuden wurden ca. 152 km
LWL-Kabel mit minimal 4 und maximal 24 Fasern entsprechend des jeweiligen
Nutzungsbedarfes installiert.
Im Rahmen von planmäßigen Baumaßnahmen zur Gebäudevernetzung (Bauunterhalt) bzw.
durch die Finanzierung aus Instituts- und/oder URZ-Mitteln erfolgte im Berichtszeitraum in
folgenden Standorten der Ausbau der Gebäudenetze sowie deren Anschluss an das LWL-
Primärnetz:
- Bürogebäude Zellescher Weg
- Mollier-Bau
- Hülsse-Bau
- Georg-Schumann-Bau 
- Zeuner-Bau 
- Mommsenstraße 7
- Bergstraße 69
- Fahrbereitschaft (Stadtgutstraße) und Labore der Institute für Bauklimatik und
Tragwerksplanung
- Forstbotanischer Garten (Fachrichtung Forstwissenschaften Tharandt/Funk-Link).
Die LWL-Vernetzung erfolgte mit Multi- und Monomodefasern. Damit besteht die
Möglichkeit der Datenübertragung bis in den Bereich von mehreren Gigabit pro Sekunde.
Das Verkabelungssystem ermöglicht eine flexible Zuordnung der Ressourcen bei sowohl
quantitativen als auch qualitativen Änderungen der Nutzungsanforderungen.
Im Rahmen von großen Baumaßnahmen und HBFG-Vorhaben konnten in folgenden
Gebäuden strukturierte passive Datennetze (Cat. 6) und die aktiven Komponenten installiert
sowie diese an das LWL-Backbone-Netz angeschlossen werden (Bild 2.2 und Bild 2.5):
- Mommsenstraße 11 (Umzug Rektorat)
- Görges-Bau/Fakultät Elektrotechnik (komplette LWL-Vernetzung mit ca. 220 Anschlüssen)
- Bergstraße 120/Fakultät Maschinenwesen (ca. 200 Doppeldosen)
- Andreas-Schubert-Bau (Fertigstellung 5 Etagen und alle Hörsäle) und Primäranbindung an
DKN mittels 1 Gbit/s
- Fakultät Maschinenwesen/AST-Halle/Marschnerstraße 32
Hauptsächlich geprägt war der Ausbau der lokalen Datennetze im Jahr 2003 wiederum durch
eine Fülle von Aktivitäten im tertiären Bereich (PC-Pools und Instituts-/Etagennetze). Diese
Netze wurden bei einem Umfang von 10 bis 70 Doppelanschlüssen in Cat. 6-Technik ausge-
führt. Die Anbindung der Tertiär-Switches an die übergeordneten Gebäude-/Gebietsrouter
erfolgte mit einer Kapazität von mindestens 100 Mbit/s.
PC-Pools als studentische Arbeitsplätze wurden installiert in den Gebäuden
- Physik Gebäude C Fakultät Mathematik und Naturwissenschaften
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Institutsnetze entstanden in folgenden Gebäuden
- Hülsse-Bau Fakultät Wirtschaftswissenschaften (4 Netze)
- Georg-Schumann-Bau Fakultät Wirtschaftswissenschaften (3 Netze)
- Zeuner-Bau Fakultät Maschinenwesen (3 Netze)
- Physik-Gebäude D und C Fakultät Mathematik und Naturwissenschaften
- Verwaltunsgebäude 1 Studentenrat
- AST-Halle/Marschnerstraße 32 Fakultät Maschinenwesen
- Falkenbrunnen/Chemnitzer Straße Institut für Meteorologie (Umzug nach Flutkatastrophe 2002)
Im Berichtszeitraum erfolgten die Abnahme und Inbetriebnahme der Datenverteilerräume so-
wie der Primärtrassen einschließlich der Installation der Communidranten und aktiven
Netzkomponenten  für den 4. Nachtrag des lfd. HBFG-Vorhabens „Datenkommunikationsnetz
an der TU Dresden“. Der 4. Nachtrag umfasst die Installation weiterer bzw. den Ausbau
bestehender Gebäudehauptverteiler und LWL-Primäranschlüsse in folgenden Gebäuden:
- Hempel-Bau
- Rektorat
- Kutzbach-Bau
- Jante-Bau
- Mollier-Bau
- Görges-Bau
- Mierdel-Bau
- Potthoff-Bau
- Georg-Schumann-Bau
- Hallwachsstraße 3
- Weißbachstraße 7
- Hülsse-Bau
Im Rahmen des Vorhabens erfolgte im 1. Quartal die Anbindung des 4. Hauptknotens des
Backbone-Netzes im Hempel-Bau per Lichtwellenleiter und damit die Fertigstellung des
LWL-Primärringes als Basis vollfunktionaler physikalischer und logischer Redundanzen
sowie die Installation von LWL-Kabeln zwischen den Gebäuden bzw. Netzknoten (Bild 2.4):
- Zeuner-Bau/Potthoff-Bau
- Zeuner-Bau/Georg-Schumann-Bau
- Barkhausen-Bau/Rektorat
- Barkhausen-Bau/Mierdel-Bau
- Barkhausen-Bau/Görges-Bau
- Hempel-Bau/Mommsenstraße 5
- Hempel-Bau/Hallwachsstraße 3 und
- Hempel-Bau/Trefftz-Bau.
Das Backbone-Netz wurde im Rahmen dieses Vorhabens mit sieben Systemen vom Typ Cisco
Catalyst C6509 in folgenden  Standorten ausgerüstet (Bild 2.5):
- Zeuner-Bau
- Barkhausen-Bau
- Hempel-Bau
- Hülsse-Bau
- Andreas-Schubert-Bau
- Weberplatz und
- Marschnerstraße 30   
Für ausgewählte Gebäude (z. B. Bürogebäude Zellescher Weg, König-Bau, Toepler-Bau,...)
erfolgte der Ersatz der aktiven Netzkomponenten durch Systeme vom Typ Cisco Catalyst 3550
und 2950 sowie deren Primäranbindung per 1 Gbit-Ethernet an das DKN.
Bis August erfolgten im URZ der Testbetrieb lt. Betriebskonzept und die Konfiguration der
Gigabit-Knoten einschließlich bereits vorhandener Systeme aus anderen Vorhaben (Neubau
Chemie, BZW, Trefftz-Bau, Potthoff-Bau, Hans-Grundig-Straße, Fritz-Löffler-Straße). Im
September wurden die Backbone-Knoten der Medizinischen Fakultät (Campus Johannstadt,
Löscherstraße) um 1 Gigabit-Zugänge erweitert und in das DKN der TU Dresden integriert.
Die Konnektivität der aktiven Komponenten im Backbone-Bereich (Gebäude- bzw.
Gebietshauptverteiler) erfolgt ausschließlich über WLAN- und Gigabit-Ethernet-Technologie.
Dies erfordert die Rekonfiguration bzw. Optimierung des IP-Routings von ca. 400 Netzen im
Nutzerbereich. Der Abschluss des 1. Bauabschnittes ist für das 1. Quartal 2004 vorgesehen.
Der Bauantrag für den 3. Bauabschnitt, der die Vernetzung von ca. 40 Gebäuden umfasste,
wurde vom SMWK mit der Auflage einer erneuten Überarbeitung (Erstellung Prioritätenliste)
der Universität übergeben. Im Ergebnis beinhaltet der Bauantrag noch 17 Gebäude. Die
Vernetzung der nicht mehr involvierten Gebäude muss im Rahmen von großen und kleinen
Baumaßnahmen sowie unter weitestgehender Nutzung bestehender Installationen erfolgen.
Das vom URZ erstellte „Netzkonzept und Netzentwicklungsplan für die TU Dresden“ wurde
fortgeschrieben und mit dem HBFG-Antrag zur Beschaffung der aktiven Netzkomponenten
über das Sächsische Staatsministerium für Wissenschaft und Kunst zur Prüfung an die
Deutsche Forschungsgemeinschaft eingereicht.
2.1.5 Funk-LAN (WLAN)
Im Jahr 2003 wurde der Ausbau des drahtlosen Datennetzes (WLAN-Wireless Local Area
Networks) im URZ, im Zentrum für Hochleistungsrechnen und im Hörsaalzentrum weiter
vorangetrieben. Die WLANs sind subnetzbezogene Erweiterungen der jeweiligen
Netzinstallationen auf der Basis eines mit dem URZ abgestimmten Betriebskonzeptes.
Die aktuellen Standorte sind  unter
http://www.tu-dresden.de/urz/wlan 
dargestellt.
Das gegenwärtige WLAN basiert auf dem Standard IEEE 802.11b . Es wird angestrebt, eine
möglichst große Anzahl von Betriebssystemen und WLAN-Karten zu unterstützen.
Alle Inhaber eines gültigen URZ-Logins können sich über die oben genannte Webseite für die
Nutzung des WLAN-Netzes registrieren lassen und dieses nutzen.
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2.1.6 Datennetz zu den Wohnheimstandorten
Permanent wurde auch 2003 durch das Studentenwerk Dresden und die AG Dresdner
Studentennetz (AG DSN) in kooperativer und enger Zusammenarbeit mit dem URZ an der Moder-
nisierung und Sicherung eines stabilen Betriebs der Datennetze in den Wohnheimen gearbeitet. 
Dresden nimmt inzwischen bei der Versorgung der Studenten in den Wohnheimen mit
Internetanschlüssen deutschlandweit einen Spitzenplatz ein. 33 von insgesamt 38 Dresdner
Studentenwohnheimen sind über schnelle Datenleitungen mit dem Campusnetz der TU Dresden
verbunden. 14 Wohnheimnetze werden mit Hilfe studentischer Administratoren durch das
Studentenwerk betreut, in 19 Häusern ist die AG DSN für die Administration und das Management
zuständig. In den vom Studentenwerk betreuten Wohnheimnetzen haben 2003 durchschnittlich
2 500 Studierende den Internetanschluss genutzt, bei der AG DSN waren es 2 400.
Eine wichtige Maßnahme war im Berichtszeitraum die Schwenkung der von der Telekom
gemieteten Glasfaserleitung vom Wohnheim Güntzstraße 22 zum Knoten Fritz-Löffler-
Straße 12, wodurch eine weitere Zentralisierung der Eintrittspunkte der Verbindungen zu
den Wohnheimen erreicht werden konnte. Am Standort Güntzstraße 22 wurde der alte Router
Cisco 4500 durch einen neuen Switch Cisco 2950 ersetzt. Gleichzeitig wurde die Übertra-
gungsgeschwindigkeit der LWL-Verbindungen Güntzstraße - Fritz-Löffler-Straße und Fritz-
Löffler-Straße - Weberplatz auf 1 Gbit/s erhöht. Damit konnte die Leistungsfähigkeit der
Anbindung der Wohnheimnetze an das Campusnetz mit ihren immer noch steigenden
Nutzerzahlen und Verkehrsaufkommen entscheidend verbessert werden.
Zur Durchsetzung eines netzordnungskonformen Umgangs mit den Internetanschlüssen ist die
2002 eingeführte Traffic-Limitierung von 3 GByte pro Anschluss an sieben aufeinander fol-
genden Tagen weiterhin gültig und wird durch die studentischen Administratoren konsequent
umgesetzt. Mit Nutzern, die mehrfach gegen diese Regelung verstoßen, werden Gespräche
beim Justitiar des Studentenwerkes geführt und entsprechende Sanktionen - in der Regel
Sperrzeiten - verhängt. 
Die Verfügbarkeit eines leistungsfähigen Internetanschlusses in den Wohnheimen steigert die
Attraktivität der Wohnheimplätze und ist eines der wichtigsten Kriterien zur Sicherung eines
hohen Vermietungsstandes.
Wie in den vergangenen Jahren wurde auch 2003 die Struktur der Netze der AG Dresdner
Studentennetz in Zusammenarbeit mit Studentenwerk und dem URZ weiter verbessert.
Dabei stand insbesondere die Modernisierung der vorhandenen Sekundär- bzw.
Tertiärvernetzungen im Vordergrund. So konnten in der Gerokstraße 27 und 38 die 10 Mbit/s-
BNC-Netzkerne durch 100 Mbit/s-TP-Verkabelungen ersetzt werden. In der Borsbergstraße 43
wurde die Stranglängen der BNC-Verbindungen halbiert, um die Verfügbarkeit und Wartung
zu verbessern.
Große Probleme entstanden in der Sektion Wundtstraße durch den Defekt eines
Switch/Routers, welcher bisher aus Kostengründen nur durch eine PC-Lösung ersetzt werden
konnte. Die Sektion Wundtstraße ist mit ca. 1 500 Nutzern die größte Sektion.
Besonders hervorzuheben ist die Umstellung des internen Backbones in den sanierten Häusern
Hochschulstraße, Wundtstraße und Zellescher Weg.
Sämtliche anfallenden Arbeiten wurden seitens der Studenten in ehrenamtlicher Tätigkeit aus-
geführt. Somit konnte der Unkostenbeitrag pro Semester, trotz großer Investitionen in die ak-
tive Technik, für den Netzanschluss mit eMail-Adresse unter 20 Euro gehalten werden.
Der gegenwärtige Stand der Vernetzung ist im Bild 2.3 dargestellt.
2.2 Kommunikations- und Informationsdienste
2.2.1 Electronic-Mail
Die Zustellung der elektronischen Post erfolgt über das zentrale Mailrelay der TU Dresden.
Eine der Hauptaufgaben dieses Systems ist die Versorgung der Mailboxen aller TU-
Angehörigen durch das Universitätsrechenzentrum. Dieser Server ist zugleich ein „fall back“
für ausgefallene dezentrale Mail-Ressourcen im Campusnetz, indem er im Havariefall die
Mails 30 Tage zwischenspeichert. 
Das zentrale Mailrelay (Hostname rmail.urz.tu-dresden.de) ist seit 2/2002 ein SUN Enterprise
Server 450 und wurde im 4. Quartal 2003 durch einen Server des Types SUN Fire 280R ver-
stärkt. Ein weiterer SUN Enterprise Server 450 steht für Hochlastsituationen bereit.
Das Mailrelay realisiert den Einsatz von Alias-Listen und einen List-Server. Eine globale
Alias-Liste für alle Mitarbeiter der TU Dresden (Vorname.Name@TU-Dresden.de)
einschließlich funktionsbezogener Mailadressen ist in ersten wesentlichen Teilen in Betrieb.
Sowohl die Anzahl der bearbeiteten eMails (2002: 14,43 Millionen, 2003: 20 Millionen) als
auch das transportierte eMail-Volumen (2002: 0,725 TByte, 2003: 1,3 TByte hat sich gegenüber
dem letzten Jahr wiederum erhöht. Der tägliche Durchsatz unterliegt dabei großen
Schwankungen. An normalen Arbeitstagen kann von 60 000 bis 120 000 eMails mit einem
Gesamtvolumen von 2 bis 10 GByte für die gesamte TU Dresden ausgegangen werden.
Spitzenwerte liegen wesentlich darüber.
Filter im Mailrelay und die weitestgehend eingehaltene Festlegung, dass der gesamte
Mailtraffic nach außen über das zentrale Mailrelay gehen soll, halten die missbräuchliche
Nutzung in Grenzen. Seit Dezember  2003 werden nach längerem Testbetrieb alle an der TU
Dresden eingehenden Mails einem automatisierten Viren- und Spam-Check unterzogen.
Damit wird den Nutzern ein seit langem gewünschter Dienst bereitgestellt.
Es gibt die Möglichkeit Mails am Zentralserver auch direkt über das Web zu lesen und zu ver-
walten.
Der Vorteil dieser Lösung ist, dass man von jedem Ort der Welt mittels Web-Browser und
Internetzugang folgende Möglichkeiten hat:
- Mails lesen, verschicken, filtern, in eigenen Ordnern ablegen
- Adressbuch nutzen
- Abwesenheitsnotizen verschicken (Urlaub, Dienstreise usw.)
- automatische Mailumleitung.
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Die Web-Adresse ist:
http://webmail.urz.tu-dresden.de
Eine Beschreibung findet man unter
http://www.tu-dresden.de/urz/mail/webmail
Web-Mail wurde gut genutzt und beginnt sich als Standard beim Mailzugriff zu etablieren.
Seit Dezember 2003 ist es möglich, einen Spam-Filter zu installieren.
2.2.2 WWW
Der zentrale WWW-Server „www.tu-dresden.de“ wird vom URZ betrieben und steht
Instituten und Einrichtungen zur Verfügung, die keinen eigenen Server betreiben. Ein zwei-
ter WWW-Server ist insbesondere für studentische Belange im Einsatz. Das
Informationsangebot ergänzen weitere URZ-interne WWW-Server. Das URZ ist Koordinator
der dezentralen WWW-Aktivitäten, ohne jedoch dirigistische Aufgaben wahrzunehmen.
Das URZ bietet die Möglichkeit, dynamische Webseiten zu generieren. Dazu steht ein ASP-
fähiger Server und seit 2003 außerdem ein PHP-Server mit einer MySQL-Datenbank zur
Verfügung.
Abbildung 2.2: Zugriffsstatistik für web.tu-dresden.de
2.2.3 News
Mit dem News-Dienst wurden bis 17. November 2003 ca. 10 000 Gruppen aus dem eng-
lischsprachigen Raum und etwa 500 deutsche Gruppen bereitgestellt.
Insgesamt wurden etwa 1,6 Mill. Artikel vorgehalten (Ressourcenbedarf ca. 16 GByte). Die
Verfügbarkeit betrug 1 bis 30 Tage, täglich kamen etwa 300 000 neue Artikel hinzu.
Seit 1.10.2003 bietet das URZ den Dienst „DFNNetNews“ auf dem News-Server
News.CIS.DFN.DE des Hochschulrechenzentrums der Freien Universität Berlin an.
Der Dienst „DFNNetNews“ ist Bestandteil des DFN-Dienstangebotes und bietet wissen-
schaftlichen Einrichtungen, die am DFN-Verbund im Sinne des G-WiN-Vertrages teilnehmen,
und ihren Angehörigen (Mitarbeitern, Studierenden usw.) einen zentralen News-Server zum
Lesen und Schreiben von Usenet-Artikeln.
DFNNetNews ermöglicht den Zugriff auf Tausende von News-Gruppen, in denen das
Expertenwissen eines internationalen Teilnehmerkreises genutzt werden kann.
Dabei bietet der Dienst neben einer großen Anzahl englischsprachiger News-Gruppen auch
etliche nationale und regionale News-Gruppen (mit den entsprechenden Zeichensätzen), in
denen in den verschiedensten Sprachen der Welt mitdiskutiert werden kann.
Außerdem kann der News-Dienst bei Angabe des vollständigen Namen (Vorname und
Nachname) und der eMail-Adresse auch individuell außerhalb der Domäne TU-DRESDEN.DE
sowohl schreibend als auch lesend genutzt werden.
Die Verweilzeit der Artikel beträgt mindestens 30 Tage.
2.2.4 FTP
Teil des File-Service ist ein anonymer FTP-Server. Auf dem FTP-Server befindet sich neben
Dokumenten zur Nutzung innerhalb der TU Dresden eine  Sammlung von Public Domain
Software aus aller Welt. Die Aktualität der Software wird durch Spiegelung ausgewählter FTP-
Server im Internet gewährleistet. 
Der Zugriff auf die Dateien des FTP-Servers ist wie folgt möglich:
Tabelle 2.1
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Protokoll  Zugang 
FTP ftp.tu-dresden.de  
SMB \\ftp.tu-dresden.de \ftpserv  
WWW   http://rcswww.urz.tu -dresden.de/~ftpwww  
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2.2.5 Wählzugänge
Tabelle 2.2
2.2.6 Time-Service
Der Time-Server (Hostname: rtime.urz.tu-dresden.de) läuft auf einem eigenen PC unter Linux.
Zeitbasis ist ein DCF77-Empfänger. Im Falle gestörten Empfangs wird auf die Server der
Universität Erlangen zurückgegriffen. Neben NTP werden auch Time-Protokoll-basierte
Anfragen akzeptiert.
2.3 Nutzungsübersicht Netzdienste 
Im Jahr 2003 wurden insgesamt ca. 749 162 GByte durch die Gateways des DFN-Vereins für
die TU Dresden in das Internet übertragen. Dies entspricht einer Erhöhung um nur 20%
gegenüber dem Jahr 2002 und resultiert aus der Wirksamkeit der seit dem Jahr 2002 insbe-
sondere für den Anschluss der Studentenwohnheime eingeführte nutzerbezogene
Trafficlimitierung (siehe auch Punkt 2.1.6 und Bild 2.3).
Für den Anschluss der TU Dresden an das Gigabit-Wissenschaftsnetz einschließlich der
Mehrwertdienste entstanden im Jahr 2003 Kosten in Höhe von 562 421 Euro.
Abbildung 2.3
Telefonnummer  Einwahl-Router ISDN-Kanäle davon Modem-Kanäle max. Modem-
geschwindigkeit  
47 86 50 Ascend MAX TNT  150 96 57600 bps 
46 33 88 11  
4 78 65 50 
Ascend MAX6000  90 64 57600 bps 
 
019161 DFN@home    
3 Zentrale Dienstangebote und Server
3.1 Benutzerberatung
Die Benutzerberatung (BB) ist am URZ die zentrale Stelle, bei der allgemeine Nutzeranfragen
zu allen zentralen Diensten und bzgl. der Kommunikationsdienste, z. B. 
- bei festgestellten Störungen in den Struktureinheiten der Universität,
- zu Betrieb und Nutzung der zentralen DV-Ressourcen und
- bzgl. des Intranet der Universität
gestellt werden können. Dieses Dienstleistungsangebot gilt allen Studierenden und
Mitarbeitern der TU Dresden. Es ist die primäre und allgemeine Anlaufstelle für den TU-
Nutzer, wenn er irgendein Anliegen hat. Sie ist Umschlagplatz von Informationen in beide
Richtungen - vom Nutzer zum URZ-Spezialisten und umgekehrt (Informationsbörse).
Damit ist vor allem eine schnelle und sachgemäße Informationsübermittlung zwischen den
TU-Nutzern einerseits und den für die verschiedensten Sachgebiete jeweils zuständigen URZ-
Mitarbeitern andererseits gewährleistet. Dadurch besteht eine gute Transparenz in beide
Richtungen. Durch den ständigen Kontakt zu einem IvD (Ingenieur vom Dienst) im
Zuständigkeitsbereich „Universitäres Datennetz“ - ausgerüstet mit Handy - ist die Vermittlung
der erforderlichen Hilfeleistung zügig möglich.
Von der Gruppe BB wurden zu Beginn des Wintersemesters Einweisungsveranstaltungen für
immatrikulierte Studierende über die Struktur des URZ und sein Diensteangebot durchgeführt,
insbesondere über die Nutzung zentraler Ressourcen, eMail und Internet. Zu diesem Zeitpunkt
(Studienjahresbeginn) wird auch der URZ-Flyer aktualisiert und ausgegeben. 
Von der Gruppe Benutzerberatung wird eine Nutzerdatenbank mit derzeit ca. 42 000 Logins
betreut.
An die Benutzerberatung des URZ gibt es täglich im Schnitt 50 telefonische, 70 persönliche
und 20 eMail-Anfragen. Um hier eine wesentliche Rationalisierung zu erreichen, wurden 2002
Untersuchungen zur Einführung eines Helpdesk-Systems durchgeführt. Im Ergebnis dessen
sollte 2003 das TUSTEP-basierte Helpdesk-System des ZDV der Universität Tübingen im-
plementiert werden, was aber aus Gründen personeller Kapazität nicht erfolgen konnte.
Durch die BB erfolgt auch die Ausleihe von Funk-LAN-Karten für Notebooks (7 Stück für
Studierende zwecks Nutzung in den Foyers und 2 Stück für Testzwecke in den TU-
Struktureinheiten).
Durch die BB wird der Plot-Service des URZ wahrgenommen, d. h. die Erledigung eingehender
Plotaufträge der Struktureinheiten an das URZ.
Die Benutzerberatung erledigt die Belegungsplanung für die PC-Pools (Lehrveranstaltungen).
Per Video-Überwachung werden die PC-Poolräume beobachtet, insbesondere zur
Vorbereitung und Betreuung von Lehrveranstaltungen und Praktika in den PC-Pools. (s. auch
Punkt 3.7)
Der Gruppe BB obliegt auch die Auswahl, Einarbeitung und Kontrolle der studentischen
Hilfskräfte, die in den PC-Pools eingesetzt werden.
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Zwecks Kommunikation mit Nutzern der Sächsischen Landesbibliothek - Staats- und
Universitätsbibliothek Dresden (SLUB) besteht zwischen der SLUB und der Gruppe BB eine
ständige Videokonferenzverbindung.
Die Benutzerberatung des URZ befindet sich im Willers-Bau, Raum A 218, Tel. 4 63-3 16 66
oder 4 63-3 56 19, (03 51) 4 63-3 18 88 Ansagedienst bei Störungen. Die BB ist Montag -
Freitag von 8.00 bis 17.00 Uhr geöffnet.
3.2 Login-Service
Bis Ende 2003 standen folgende Login-Server den Nutzern zur Verfügung:
Tabelle 3.1
Die Anzahl der Benutzerkennungen erhöhte sich auf 42 358, davon sind 36 400 studentische.
Es wurden 11 588 neue Benutzerkennungen eingerichtet.
Abbildung 3.1
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Name Maschinentyp  Betriebssystem  
rcs7.urz.tu-dresden.de  IBM RS/6000 43P  AIX 5.1 
rcs12.urz.tu -dresden.de  DEC Alpha 2100 4/200  TRU64 5.1a  
rcs41.urz.tu -dresden.de  PC 2x Pentium Pro  Linux 
rcs52.urz.tu -dresden.de  Ultra SPARC 2/2300  Solaris 8 
Auf den Login-Servern sind das jeweilige Betriebssystem mit Zusatzkomponenten (X-
Windows, Compiler u. a.) und Open Source Software bzw. kommerzielle Software-Pakete in-
stalliert.
3.3 Compute-Service (Hochleistungsrechnen)
Für den Compute-Dienst stehen seit September fünf Hochleistungsrechner verschiedener
Plattformen zur Verfügung. Zu den bewährten  Cray- und SGI-Rechnern mit der Gesamt-
Peakleistung von ca. 214 GFlops gesellte sich ein Vektorrechner von NEC des Typs SX6i mit
einer 8 GFlops-CPU. Der Vektorrechner wurde im Rahmen eines Kooperationsvertrages zwi-
schen NEC und dem ZHR installiert und dient der Untersuchung von Bioinformatik-
Anwendungen auf Vektorsystemen.
Für die vier anderen Hochleistungsrechner ergibt sich in der Gesamtheit das folgende
Nutzergruppenbild (vgl. Abbildung 3.2). Auf Platz 1 steht weiterhin dominant auf allen vier
Hochleistungsrechnern die Fakultät Maschinenwesen mit insgesamt 85,2%. Den starken
Trend zu biotechnischen Projekten innerhalb des Maschinenwesens zeigt die Aufsplittung, die
in der Abbildung 1 vorgenommen worden ist. So beanspruchen die biotechnischen Projekte,
wenn man sie aus der Fakultät Maschinenwesen herauslöst und als selbständige Einheit be-
trachtet, einen souveränen 2. Platz. Und auf Platz 3 liegen 2003 die Klima- und
Umweltprojekte der Fakultät Forst-, Geo- und Hydrowissenschaften, die die Physik auf Platz 4
und die Chemie auf den 5. Platz verweisen.
Abbildung 3.2: Übersicht über die Nutzergruppen an allen Hochleistungsrechnern im Jahr 2003 
3.3.1 SGI Origin2800
Die Ende 1996 als Stufe 1 unseres HPC-Projektes installierte SGI Origin2000, die ihrem Typ
nach eine Origin2800 ist, wird mittlerweile neben der Funktion als Compute- und
Applikationsserver auch als Login-Server genutzt und hat im Zuge der Server-Konsolidierung
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alle Compute-Dienste übernommen, die früher verteilt auf zentralen Servern unterschied-
lichster Plattformen liefen. 
Hardware
- 48 Prozessoren MIPS R10000 mit 195 MHz
- 17 GByte Memory
- 370 GByte Platten
Software
- Betriebssystem IRIX 6.5
- Batchsystem NQE
- Compiler MIPSpro
-  Anwenderpakete aus den Gebieten FEM, CFD,
Chemie, Mathematik
Bild 3.1: SGI Origin2800 - rapunzel.urz.tu-dresden.de
Die dienstälteste HPC-Maschine zeigt in der Auslastung seit März deutlich zurückgehende
Zahlen (Abbildung 3.3), die belegen, dass fast alle Projekte erfolgreich auf die Origin3800,
insbesondere auf den Memory-Server remus, verlagert werden konnten, und nur bei
Engpässen noch auf die Origin2800 zurückgegriffen wird. 
Vergleicht man die Anteile der einzelnen Nutzergruppen liegt auf Platz 1 seit langem wieder
die Chemie vor der Fakultät Maschinenwesen. Die (nach CPU-Zeit) stärksten Nutzer kom-
men aus dem Institut für Anorganische Chemie, dem Institut für Luft- und Raumfahrttechnik
und dem Institut für Strömungsmechanik.
Abbildung 3.3: Nutzung der Origin2800 im Jahre 2003
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3.3.2 SGI Origin3800
Die in der Stufe 2 unseres HPC-Projektes beschafften und 2000 bzw. 2002 installierten
Rechner aus der Familie der Origin3000 haben mittlerweile volle Akzeptanz  bei den Nutzern
und damit nahezu alle großen Projekte an sich gezogen. Sie werden insbesondere  für ihre
Stabilität und Performance sowohl bei parallelen als auch bei seriellen Anwendungen ge-
schätzt. Dem steigenden Bedarf an Arbeitsspeicher konnte Ende Oktober mit der
Inbetriebnahme eines neuen temporären Filesystems /btmp mit einer Kapazität von 1 TByte
entsprochen werden. Realisiert wurde es mittels eines IDE-RAID-Systems, das dem
Parallelrechner romulus nach Einbindung in das URZ-SAN zur Verfügung steht.
Im Einzelnen können die folgenden Ressourcen mit unterschiedlichem Aufgabenspektrum ge-
nutzt werden.
Parallelrechner romulus:
Projektrechner für parallele Jobs  (OpenMP,
MPI) mit exklusiver Vergabe der Prozessoren
und des Hauptspeichers  
- 128 Prozessoren MIPS R12000 mit 400 MHz
- 64 GByte Memory
- 500 GByte Platten lokal
- 1 TByte Platten im URZ-SAN
Memory- und Application-Server remus:
Projektrechner für memoryintensive Jobs (wie
MARC, GAUSSIAN) mit exklusiver Vergabe
der Prozessoren
- 64 Prozessoren MIPS R120000 mit 400 MHz
- 64 GByte Memory
- 300 GByte Platten lokal
Software auf  beiden Systemen:
- Betriebssystem IRIX 6.5
- Batchsystem LSF
- Compiler MIPSpro 
Der Parallelrechner romulus hat 2003 weiterhin erwartungsgemäß seine Auslastung steigern
können und arbeitet gegenwärtig bereits nahezu optimal (vgl Abbildung 3.4).
Die Hauptnutzer des Parallelrechners romulus kommen aus der Fakultät Maschinenwesen, da-
bei sind biotechnische Projekte aus dem Institut für Werkstoffwissenschaft an der Spitze vor
dem Institut für Luft- und Raumfahrttechnik  und dem Institut für Strömungsmechanik.
Weiterhin sind Projekte aus dem Institut für Theoretische Physik der Fakultät Mathematik und
Naturwissenschaften und aus dem Institut für Hydrologie und Meteorologie der Fakultät
Forst-, Geo- und Hydrowissenschaften zu nennen. 
Bild 3.2: SGI Origin 3800 
- romulus.urz.tu-dresden.de 
- remus.urz.tu-dresden.de
Abbildung 3.4: Nutzung der Origin3800-128 (romulus) im Jahr 2003
Die Auslastung des Memory- und Applikationsservers remus verzeichnet 2003 stark anstei-
gende Tendenz und erreicht jetzt ebenfalls schon in manchen Monaten wie z. B. im Oktober
die Auslastungsgrenze (vgl. Abbildung 3.5).
Abbildung 3.5: Nutzung der Origin3800-64 (remus) im Jahr 2003 
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Die Hauptnutzer der 64-er Origin3800 remus kommen auch aus der Fakultät Maschinenwesen,
auf Position 1 sind hier Projekte aus dem Institut für Luft- und Raumfahrttechnik, gefolgt von
Projekten aus dem Institut für Festkörpermechanik. Platz 3 nehmen Projekte aus dem Institut
für Hydrologie und Meteorologie der Fakultät Forst-, Geo- und Hydrowissenschaften ein, die
sich damit vor dem Institut für Strömungsmechanik platzieren.
3.3.3 Cray T3E 
Die 1998 installierte T3E wird weiterhin als Parallelrechner verwendet und zwar sowohl als
Entwicklungs- als auch als Produktionsrechner in folgender Ausstattung:
Hardware
- 64 Prozessoren (+ 2 Commands PEs,+ 2 OS PEs)     
alpha EV5 mit 300 MHz
-128 MByte Memory pro PE
Software
- Betriebssystem UNICOS/mk
- Batchsystem NQE
Bild 3.3: Cray T3E 
- ratbert.urz.tu-dresden.de
Die bis auf Januar gleichmäßige Auslastung der auch 2003 hervorragend stabilen T3E zeigt
eindrucksvoll, dass die T3E als Produktionsrechner für das Institut für Werkstoffwissenschaft
nicht verzichtbar ist (vgl. Abbildung 3.6).
Abbildung 3.6: Nutzung der  T3E im Jahr 2003
3.3.4 NEC SX6i
Der am 25. August gelieferte Deskside Supercomputer SX6i, der
mit einem Single-Chip Vektorprozessor eine Peak-Performance
von 8 GFlops erreicht, wurde am 28. August in folgender
Ausstattung  in Betrieb genommen:
Hardware
- 1 Single-Chip Vektorprozessor  mit 500 MHz
- 8 GByte Memory
- 2x 72 GByte Platten
Software
- Betriebssystem Super-UX 13.1
- Batchsystem NQS
Im Rahmen eines Kooperationsvertrages zwischen NEC und ZHR wird der Rechner dazu ge-
nutzt, um Anwendungen aus der Bioinformatik auf Vektorsystemen zu entwickeln und zu testen.
Weiterhin ist der Rechner an ein Projekt aus dem Institut für Strömungsmechanik freigegeben.
3.4 File-Service 
Seit 1995 wird vom URZ für Studenten, Mitarbeiter und übergreifende Projekte zentraler File-
Service angeboten. Die an diesen Dienst gestellten Anforderungen sind wie jedes Jahr weiter
gestiegen. Für Mitarbeiter und Studenten mit Standard-Login wurden jeweils 20 MByte be-
reitgestellt, die u. a. für Mails und persönliche Webseiten genutzt werden konnten. Für Projekte
stand auch weiterhin mehr Plattenplatz zur Verfügung. Aufgrund der steigenden Datenmenge
wird jedoch die geringe Quote bald nicht mehr ausreichen und eine Erweiterung des File-
Services notwendig sein.
Bis Ende 2003 waren zwei File-/Backup-Server-Systeme im Einsatz.
Ausstattungsmerkmale File-/Backup-Server 1:
Compaq Alpha-Server ES40 mit
- 2 Prozessoren
- 1 GByte Hauptspeicher
- 400 GByte Plattensubsysteme, nach RAID5 sind 320 GByte nutzbar
- Bandroboter 2,6 TByte Kapazität, TL820 mit 3 DLT2000 Laufwerken und 260 DLT2000
Kassetten 
- Anschluss der Speicherkomponenten mit SCSI
Aufgrund der veralteten Peripherie werden die Dienste auf diesem System 2004 eingestellt.
Mit Beginn des Wintersemesters 2000 wurde ein zweites File-Backup-Server-System in
Betrieb genommen.
Ausstattungsmerkmale File-/Backup-Server 2:
2 Server IBM RS/6000-S7A mit je 
- 4 Prozessoren
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Bild 3.4: NEC SX6i 
- sx6i.urz.tu-dresden.de
- 1 GByte Hauptspeicher
- Plattensubsystem STK 9166 mit ca. 1 TByte Netto-Kapazität nach RAID 5
- Bandroboter STK L700 mit 10 DLT7000-Laufwerken und 678 DLT7000 Kassetten
(23,7 TByte Kapazität)
- 2 Laufwerke und 1 Bridge wurden 2003 beschafft
- 5 SCSI-FC Bridges zum Anschluss von je 2 Laufwerken an das SAN
- StorageNet Access-Hub (16 Ports Fibre Channel Arbitrated Loop (FC-AL)
Die beiden IBM-Server sind identisch ausgestattet und mittels High Availability Cluster
Multiprocessing (HACMP) verclustert, um ein gewisses Maß an Hochverfügbarkeit des File-
Services für die Benutzer und Clientrechner zu sichern. 
Das Plattensubsystem und die Server sind direkt mit dem FC-AL Hub verbunden. Der
Bandroboter und die Bandlaufwerke über SCSI-FC-AL Bridges. Dies stellt unseren Einstieg
mit relativ homogenen Hardware-Komponenten in die Welt des Storage Area Networks (SAN)
dar, das zukünftig weiter ausgebaut werden soll. 
Nach Beschaffung eines SAN-Switches (Brocade-kompatibler OEM-Switch von Compaq
StorageWorks) konnte damit begonnen werden, das SAN weiter auszubauen. Anfang des
Jahres 2003 wurde dann, vorerst zum Test, ein weiteres Plattensubsystem beschafft. Hierbei
handelt es sich um ein IDE-RAID mit 12 * 200 GByte IDE-Platten und 2 FC-Anschlüssen. 
Das diente der experimentellen Erschließung weiterer Möglichkeiten im SAN, um später den
Großverbrauchern an Plattenplatz - wie Hochleistungsrechner und Backup-Server - den
Zugriff auf erweiterte SAN-Plattenkapazität zu ermöglichen.
Das RAID-System wurde dann zeitweise als Plattencache für den Backup-Server genutzt.
Diverse Systemfehler haben später dazu geführt, dass diese Nutzung wieder eingestellt wur-
de, bis die Fehler durch Firmware-Upgrade und Neukonfiguration behoben wurden. Gegen
Ende des Jahres wurden IDE-RAIDs anderer Hersteller geprüft und konnten nach
Eignungstests den Hochleistungsrechnern als TEMP-Container zur Verfügung gestellt wer-
den.
Für zentrale Dienste zur Verfügung stehender Plattenplatz (in GByte) auf zentralen URZ-
Servern, Zahlen in Klammern sind Werte bis zur Einstellung (Übernahme durch File-
Server 2):
Tabelle 3.2
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 File-Server 1 File-/Backup-
Server 2 
Origin2800  
Onyx2 
Origin3800 Cray 
T3E 
SW-Server Anonymes 
FTP 
Mail (53) 60      
Lizenz-SW 25 5 17/17 35 3   
Home (80) 400 66 70 36   
Anonymes FTP  140     (120) 
SW-Verteilung 15 20    (20)  
Temp  65 123 / 53 210/210 
(1200/1200 
ab Ende 
2003) 
72   
Backup 26 1.250      
SA
N
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3
Bild 3.5
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3.5 Backup-Service
Das Backup-Volumen stieg auch im vergangenen Jahr 2003 weiter an. Es wurden insgesamt
104,6 TByte gesichert, 427,4 GByte mussten restauriert werden.
Als Backup-Software wird Legato Networker eingesetzt.
Die Anzahl der gesicherten Clients ist nicht wesentlich gestiegen, deren augenblickliche Zahl
liegt bei 172. Die meisten dieser Client-Maschinen haben File-Server-Funktionalität, wie es
sinnvoll ist und angedacht war. Deren Datenvolumen hat sich merklich vergrößert.
Da das zentrale Mail-Filesystem eine der wichtigsten Ressourcen der TU Dresden darstellt,
wurde das Backup-Regime dafür ab Mitte des Jahres dahingehend geändert, dass mehrmals
am Tag eine Sicherung erfolgt.
Der alte Backup-Server (technische Merkmale sieh Punkt 3.4) wurde aufgrund der veralteten
Technik und auslaufender Wartungsverträge schrittweise zurückgefahren. Dort werden nur
noch Problemfälle (z. B. alte Betriebssystemversionen) gesichert. 
Alle anderen ehemals dort gesicherten Clients wurden auf den im Jahr 2000 angeschafften,
neueren Backup-Server migriert.
Um langes Blockieren der Bandlaufwerke durch Clients mit schlechter Netzanbindung oder
mit überdurchschnittlich großem Datenvolumen zu verhindern, wurde ein Plattenpool be-
schafft, der als Zwischenspeicher vor der Migration auf Band genutzt wurde.
Aufgrund von Unverträglichkeiten mit verschiedenen SAN-Komponenten, die zu Ausfällen
führten, wurde der Plattenpool vorerst aus dem Produktionsbetrieb wieder herauskonfiguriert.
Um bis zu einer Erweiterung der Backup-Kapazität im Rahmen einer Neubeschaffung nicht
in Engpässe zu laufen, werden die Administratoren der Backup-Clientmaschinen gebeten,
darauf zu achten, dass nur sinnvolles und notwendiges gesichert wird. 
http://www.tu-dresden.de/urz/backup/backup.shtml
Das Backup-Tool informiert die Administratoren der jeweiligen Maschinen per eMail über den
Erfolg der Sicherung.
Dieses Vorgehen wird allgemein akzeptiert, allerdings ist die Reaktionszeit bei Problemen
noch nicht immer zufrieden stellend.
Auch wenn Client-Maschinen  aus verschiedenen Gründen zeitweise nicht verfügbar sind,
sollte eine Information an 
bckadm@rcs.urz.tu-dresden.de
erfolgen.
Die Betriebssysteme und die Networker-Versionen der Clientmaschinen sollten nicht zu alt
sein.
3.6 Peripherie-Service
Das URZ betreibt einen zentralen Druck-Server, der alle Druckaufgaben zentral entgegen-
nimmt, um diese zu verteilen und zentral abrechnen zu können.
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Durch ein Erfassen der Druckdaten ist es möglich, alle Druckaufgaben dem jeweiligen
Nutzerkonto zuzuordnen und von dem dort vorhandenen Druckkonto abzuziehen.
Folgende extern nutzbare Drucker waren 2003 installiert:
Tabelle 3.3
3.7 PC-Pools
Die Nutzung der PC-Pools im Willers-Bau A 119 und A 119a für die studentische Ausbildung
mit insgesamt 46 PC-Arbeitsplätzen und vier verschiedenen Druckern am Netz erfolgte
grundsätzlich in zwei Formen:
- Durchschnittlich zu 80% standen sie den Studenten als Arbeitsplatz für individuelles
Arbeiten zur Verfügung als ein wesentlicher Beitrag zur Abdeckung der Grundversorgung
an der TU Dresden - bei einer effektiven wöchentlichen Nutzungsdauer von ca. 70 Stunden
das ganze Jahr hindurch. 
- Durchschnittlich zu 20% wurden sie zur Durchführung von Lehrveranstaltungen bereitge-
stellt zwecks Absicherung der Überlaufkapazität der Fakultäten - im 4. Quartal zu 30%, da
die Fakultät Maschinenwesen durch einen sprunghaften Anstieg der Anzahl ihrer
Studierenden mit Studienjahresbeginn eine wesentlich höhere Poolkapazität in Anspruch
nehmen musste.
Für die Anmeldung in den studentischen Pools des URZ ist eine gültige Benutzerzulassung
für die Ressourcen des URZ (rcs-Account in der URZ-NIS-Domäne) notwendig. 
Über diese Verfahrensweise wird sichergestellt, dass 
- bis in die PC-Pools die zentrale Benutzerverwaltung des URZ durchgesetzt wird und
- die Benutzeranmeldung in den beiden vom URZ bereitgestellten Betriebssystem-Welten
UNIX und Windows über eine identische Anmelde-Account/Passwort-Kombination erfolgt.
Die Datenspeicherung erfolgt auf dem zentralen File-Server des URZ, auf dem der Benutzer
einen quotierten Speicherplatz vorfindet. Für die Zwischenspeicherung von Daten während
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Name   Typ Nutzergruppen 
psw1/psw2 2 Geräte (HP LaserJet 4500) Studenten, Mitarbeiter 
pbu1 HP Color LaserJet 5M Studenten, Mitarbeiter 
x-pool HP LaserJet 2100M Projekte 
scan-bunt HP Color LaserJet 8500 Nutzer des Scannerarbeitsplatzes 
scan HP LaserJet 4 Nutzer des Scannerarbeitsplatzes 
scan-plot HP DesignJet 2500 CP Projekte 
urz HP LaserJet 5M Mitarbeiter des URZ und ZHR 
urz-bunt HP Color LaserJet 4500 Mitarbeiter des URZ und ZHR 
jp HP Laserjet 4050 Juristische Fak. Studenten, Mitarbeiter 
jpc HP Color LaserJet 4500 Juristischen Fak. Studenten, Mitarbeiter 
sp LaserJet 4100 Inst. f. Soziologie Studenten, Mitarbeiter 
ewp2 LaserJet 4100 Fak. f. Erziehungswiss. Studenten, Mitarbeiter 
mp01 LaserJet 4050, Metall ;Zeuner Studenten, Mitarbeiter 
Vkw1 LaserJet 2200, Verkehrspool Studenten, Mitarbeiter 
der aktuellen Sitzung steht auf dem Pool-PC eine lokale Festplatte zur Verfügung. Bei
Problemen mit der File-Quote auf dem Zentralserver kann sich der Benutzer für die jeweils
folgenden sieben Tage einen Hilfsspeicher auf dem Pool-Server einrichten.
Im Pool sind Mail- und Internet-Zugriff möglich. 
Das Drucken im Pool wird noch über den Print-Server des URZ realisiert, wodurch ein
zentrales Print-Accounting möglich wird. 
Der Benutzer erhält zu Beginn seiner Sitzung Informationen über 
- seinen belegten / freien Daten-Speicherplatz auf dem Zentralserver und 
- seine aktuelle Print-Quote. 
Im Laufe des Jahres 2004 wird auf eine in der Realisierungsphase befindliche Leasing-
Methode bzgl. der Nutzung von Druckern auf der Grundlage von Copy-Karten übergegangen.
Für die Nutzung des Pools für studentische Ausbildung existiert die Möglichkeit, den allge-
meinen Desktop des PC um einen seminarspezifischen Ordner zu erweitern. Über diesen
Ordner wird die in den Seminaren benutzte Software zugänglich gemacht.
Weitere Informationen über die Software-Installation in den Pools, insbesondere zum
Software-Installationskonzept siehe Punkt 5.4 (Microsoft Windows-Support).
Gewünschte Lehrveranstaltungen sind zu planen und beim Poolbetreuer entsprechend anzu-
melden. Dafür ist ein Antragsformular zu verwenden, URL:
http://www.tu-dresden.de/urz/pools/faxpool.pdf
http://www.tu-dresden.de/urz/pools/faxpool.doc
Nutzungszeiten 2003: Montag - Freitag 7.30 Uhr - 21.00 Uhr
(70 h wöchentlich) (Dienstag ab 10.00 Uhr wegen Installations- bzw. Reinigungsarbeiten)
Samstag 8.00 Uhr - 13.00 Uhr
Durch die Poolbetreuer in der Benutzerberatung erfolgt eine ständige Betreuung hinsichtlich
Funktionalität und Verfügbarkeit aller zu den Pools gehörenden Geräte, Netzzugänge,
Programme und Datenbestände. Den Nutzungswechsel von individuellem Arbeiten zu einer
bevorstehenden Lehrveranstaltung steuert der diensthabende Operator aus der Gruppe BB
(siehe Punkt 3.1) von seinem Arbeitsplatz aus, indem er von dort ein Pool-Shutdown/-Reboot
initiiert. Auf dem Beobachtungsmonitor des Video-Überwachungssystems kann er den
„Erfolg“ seiner Maßnahme beobachten und daraus ggf. weitere erforderliche Entscheidungen
treffen, die zur Absicherung des ordnungsgemäßen Beginns der Lehrveranstaltung nötig sind.
Außerdem werden von hier aus die Lehrveranstaltungen koordiniert, die Dozenten bei den
Praktika unterstützt, fachliche Kurzanleitungen für die studentischen Nutzer erstellt und
Hilfestellungen bei telefonischen Anfragen aus der Universität gegeben.
Im Weiterbildungskabinett des URZ (Willers-Bau A 220) werden Lehrgänge des URZ im
Rahmen seines Aus- und Weiterbildungsprogramms (siehe Pkt. 8) und angemeldete
Lehrveranstaltungen von TU-Dozenten durchgeführt. Aufgrund seiner guten Ausstattung und
der zur Verfügung stehenden Dienste und Betreuung durch das URZ ist es innerhalb eines
Semesters in der Regel voll ausgelastet.
Der Zugang zu den in den Pools angebotenen Ressourcen ist menügesteuert, so dass jedem
Nutzer eine konsistente Netzumgebung garantiert wird.
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Für die beiden studentischen Pools (A 119, A 119a) und das Weiterbildungskabinett (A 220)
existiert jeweils ein Windows NT-Server, auf dem dem Nutzungszweck entsprechende
Software installiert ist. Für das Weiterbildungskabinett existiert außerdem seit Mai 2003 zu-
sätzlich ein Windows 2000-Terminal-Server.
Die Nutzung des seit Juni 2002 eingerichteten Funk-LANs für Studierende mit privatem
Notebook hat im Laufe des Jahres 2003 ständig zugenommen und im Herbst Rekordzahlen
erreicht. So arbeiten in Saisonzeiten bis zu 30 Nutzer gleichzeitig über das URZ-Funk-LAN,
verteilt auf 3 Foyers des Willers-Baus. Wer selbst keine Funk-LAN-Karte dafür besitzt, kann
sich in der Benutzerberatung des URZ gegen Unterschrift und Hinterlassung des
Personalausweises diese ausleihen, um über die beiden Access Points (Foyer EG und Foyer
1. Stock) aufs Internet und auf zentrale Ressourcen der Universität zugreifen zu können.
Informationen über die Funk-LAN-Nutzung findet der interessierte Nutzer über 
http://www.tu-dresden.de/urz/wlan/wlan.html
3.8 Visualisierungsservice
Die Arbeitsgruppe Visualisierung stellt sich das Ziel, im Bereich der Hochleistungsgrafik Nutzer
bei der Lösung ihrer Visualisierungsprobleme, d. h. solcher Projekte, die mit Mitteln und
Methoden der Arbeitsplatzsysteme nicht mehr zu bearbeiten sind, weitgehend zu unterstützen.
Das umfasst hauptsächlich
- die Möglichkeit zur Nutzung der Grafikhardware des URZ, insbesondere des
Hochleistungsarbeitsplatzes
- die Bereitstellung und Pflege von Visualisierungssoftware, einschließlich der dazugehöri-
gen Anwendungsmethodik
- Projektunterstützung vorrangig auf den Gebieten der wissenschaftlichen Visualisierung und
virtuellen Realität.
Im Punkt 6.2 werden aktuelle Arbeitsergebnisse dargestellt.
Den Nutzern stehen ein Hochleistungsgrafikrechner sowie Grafikarbeitsplätze folgender
Ausstattung zur Verfügung:
Hardware
- 8 Prozessoren R10000 mit 195 Mhz
- 3,6 GByte Memory
- 120 GByte Festplatten
- InfiniteReality2-Grafik
- Videoboards DIVO, GVO mit Real-Time-Video-Funktionalität
Software
AVS, ERDAS/Imagine, Gsharp, IDL, Softimage, Tecplot,
PowerAnimator, Maya, REALAX, Vizserver, WorldUp 
Grafischer Arbeitsplatz im Trefftz-Bau 102 (Hochleistungsgrafik-
arbeitsplatz): - 2 Superwide-Monitore 24” (Auflösung 1920x1200)   
Bild 3.6: Visualisierungsserver Onyx 2       
- rapinzel.urz.tu-dresden.de
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Weiterhin sind  die folgenden Spezial-Grafikarbeitsplätze u. a. zum Bearbeiten von Videos vor-
handen. 
Tabelle 3.4
Die Nutzung aller Arbeitsplätze erfolgt in Absprache mit der Arbeitsgruppe Visualisierung.
3.9 Security
Das allgemeine Interesse an Sicherheitslösungen (Antivirensoftware, Firewalls, Anti-Spam)
ist aufgrund der vermehrten Angriffsszenarien deutlich gewachsen. Damit erhöhte sich auch
der Aufwand an Beratung und Hilfeleistungen beachtlich.
Wieder waren sowohl Server als auch vermehrt PCs Ziel der Angriffe. Sowohl die vom
Studentenwerk und von der AG Dresdner Studentennetz verwalteten Ressourcen als auch
dezidierte Rechner im Campus mit nicht aktuellen (gepatchten) Betriebssystemen konnten als
Ziel oder Quelle von Angriffen erkannt werden.
Der Aufbau einer Datei zur Erfassung und Verfolgung von Vorfällen, Angriffen und
Missbräuchen im Datennetz wurde fortgesetzt.
Die Suche nach Referenzlösungen zum Einsatz von Sicherheitstools und der Test von Firewall-
Systemen gestaltete sich aus Gründen der Heterogenietät der im Campus eingesetzten Hard-
und Software schwierig. Eine Anzahl dieser Firewall-Systemen sowie Antivirentools speziell
für den Einsatz unter Windows wurde auf ihre Anwendbarkeit untersucht und bereitgestellt.
Die Arbeitsgruppe „Security“ aus Vertretern aller Abteilungen des URZ führte wie auch im
vergangenen Jahr verschiedene Diskussionsrunden durch. Hier wurden Informationen zu
Vorfällen (Netzmissbrauch) im Campus erläutert, Auswertungen des DFN-CERT vorgestellt
sowie die Maßnahmen zur Absicherung der Rechen- und Netzressourcen beschlossen.
http://www.tu-dresden.de/urz/security/security.html
Der generelle Einsatz von sicheren Zugriffsmöglichkeiten (Secure Shell) auf die Server des
URZ wurde umfassend eingeführt und hat sich bewährt. Für die Absicherung des Mail-
Dienstes konnten an zentraler Stelle Tests auf Viren sowie Kennzeichnungen von Spam-Mails
erfolgreich eingesetzt werden.
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Typ Ausstattung  Ort/Funktion  
SGI Octane (rapvi1)  MIPS R12000-Prozessor, 256 MByte Hauptspeicher,  
16 GByte HD, SE -Grafik 
Willers-Bau A 25 rechts/  
Grafikarbeitsplatz  
PC Pentium III/800 (rm96)  256 MByte Hauptspeicher, 2x 30  GByte HD, Elsa 
Erazor III (32  MByte)-Grafikkarte, Pinnacle DV500 -
Videokarte mit analogen Ein -/Ausgängen und 
Firewire-Schnittstelle, 20" -Sony-Monitor, S-VHS-
Videorecorder, Komponenten -Monitor 
Trefftz-Bau 103/ 
Videoschnittplatz  
PC AMD Athlon 1400C 
(rm50) 
2 GByte Hauptspeicher, 2x 30 GByte  HD, 3Dlabs 
GVX420 (128 MByte) -Grafikkarte, 22" -NEC-FP1370-
Monitor 
Trefftz-Bau 102/ 
VR-Arbeitsplatz  
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4 Software
4.1 Systemnahe Software
Die zum Betrieb der Dienste-Server des URZ gehörende Software ist in den Punkten 3.2 bis
3.9 beschrieben.
Das URZ hielt auch 2003 Campuslizenzen für die Betriebssysteme der Rechner von HP, SGI
und SUN bereit. Im Einzelnen gibt es folgende Veränderungen:
Für AIX-Software gibt es keine Campuslizenz mehr. Stattdessen hat IBM ein „Scholar-
Programm“ aufgelegt, das es erlaubt, IBM-Software in Lehre & Forschung kostenfrei einzu-
setzen und an Studenten zu verteilen. Darin sind Produkte enthalten, wie
- die Software-Entwicklungsumgebung Visual Age for Java
- die relationalen Datenbanksysteme DB2 und Informix
- Lotus-Notes/Domino
- Communication Server, QuickPlace, Sametime, WebSphere u. a.
Auch Dokumentation und Lernmaterial sind verfügbar, z. B. die „Redbooks“, in denen IBM-
Mitarbeiter Interna der Produkte beschreiben. Jede Einrichtung, die IBM-Produkte in L&F
einsetzt, kann einen autorisierten Mitarbeiter registrieren lassen und damit direkt und ohne
„Umweg“ die Vorteile dieses Scholar-Programms in Anspruch nehmen. Das URZ hat sich für
die TU Dresden bereits registrieren lassen.
Die SGI-Campuslizenz gibt es nur noch für die gemeldeten Teilnehmer im
Campuslizenzvertrag, die durch den so genannten Lifetime-Support die aktuellsten
Betriebsystemversionen von IRIX und auch den zugehörige Software-Support durch die SGI-
Hotline in Anspruch nehmen können..
HP führt das Programm weiter. An den Vertragsbedingungen und Inhalten hat sich nichts
geändert.
Ausführliche Informationen dazu sind auf der URZ-Homepage unter
http://www.tu-dresden.de/urz/Dienste/dienste.html
zu finden. 
4.2 Anwendungssoftware
Das URZ hat eine breite Palette von Anwendersoftware vorrangig auf den
Hochleistungsrechnern und zum Teil auch auf verschiedenen Login-Servern installiert und zur
Nutzung bereitgestellt. Weiterhin werden zu den meisten Anwenderpaketen Lizenz-Server be-
trieben, die Floating-Lizenzen für die gesamte TU vorhalten. Der aktuelle Überblick über die
am URZ installierte Software ist auf der URZ-Homepage zu finden. 
Nachfolgend sind nur die Pakete auf den Hochleistungsrechnern genannt.
Bibliotheken und Compiler
Origin3800: Parallele NAG-Library, SCSL
Origin2800: NAG-Library und Compiler, IMSL, SCSL, CERN
Mathematik und Statistik
Origin2800: Maple, Matlab, Mathematica
FEM, Chemie, Strömungsmechanik
Origin3800: ANSYS, LS-DYNA, MARC, GAUSSIAN, STAR-CD
Origin2800: ABAQUS,ADF,AMBER,ANSYS, CFX, FLUENT, GAMESS, GAUSSIAN,
MARC, MOLPRO, NASTRAN, STAR-CD, TASCflow
Parallelisierungssoftware
Origin3800: PVM, MPI, OpenMP
Origin2800: PVM, MPI, HPF-Compiler, OpenMP
T3E: PVM, MPI
Visualisierungssoftware
Onyx2: AVS, ERDAS/Imagine, Gsharp, IDL, Maya, PowerAnimator, Realax, SOFTIMAGE,
Tecplot, UNIRAS, WorldUp
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5 Serviceleistungen für dezentrale DV-Systeme
5.1 Allgemeines
Die Betreuung dezentraler DV-Systeme der Universität durch das Universitätsrechenzentrum
(URZ) als Kompetenzzentrum geschieht vor allem auf folgenden Gebieten:
- PC-Support an über 6 500 installierten PCs
- UNIX-Support an den sich außerhalb der Gewährleistungsdauer befindenden
Workstations (WS)
- Microsoft Windows-Support, insbesondere an PC-Pools für die studentische Ausbildung
(Vor-Ort-Service)
- zentrale Software-Beschaffung für die Universität
- Benutzerberatung (URZ-Informationsstelle) (siehe Punkt 3.1).
5.2 PC-Support
5.2.1 Investberatung
Im Jahr 2003 wurden nur noch 3 HBFG-Anträge gestellt. Zur Erarbeitung der Anträge 
- 2 WAP-Anträge
- 1 CIP-Antrag
wurden Beratung und Unterstützung gegeben und abschließende Stellungnahmen erstellt.
Durch die ständige Rückkopplung der Erfahrungen aus dem PC-Service in die Investberatung
hinein kann sofort Orientierung für zu empfehlende oder zu vermeidende Beschaffungen von
Komponenten gegeben werden.
In 57 (2002: 61) terminlich vereinbarten Besprechungen wurden HBFG- und andere
Beschaffungsanliegen beraten. In 39 Fällen (2002: 34) wurde dazu eine Stellungnahme in
schriftlicher Form verfasst und verschickt.
Hinzu kamen insgesamt ca. 400 telefonische Beratungen zu aktuellen Beschaffungsanliegen.
Beratungen bei Netzinstallationen und bzgl. Anschaffung von DV-Systemen, Auf- und
Umrüstungen, Netz- und Verbrauchsmaterialien erfolgten vor Ort beim Anwender in 157 Fällen
(2002: 195).
5.2.2 Implementierung (Software-Installationen siehe Punkt 5.2.3)
Beim Nutzer in den Struktureinheiten vor Ort erfolgten
- Installationen und Inbetriebnahmen von DV-Systemen 26
- Auf- und Umrüstungen, Systemerweiterungen 122
- Systemoptimierungen 70
- Netzinstallationen, Erweiterungen lokaler Netze und Netzüberprüfungen 225
- Umsetzung von DV-Systemen 24
- Datensicherung 97
- Ausleihe von PCs, Druckern und weiteren Komponenten aus dem URZ 11
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5.2.3 Instandhaltung
Große Bedeutung hat der Vor-Ort-Service sowohl hinsichtlich erforderlicher Installationen und
Inbetriebnahmen bzw. bezüglich der Migration (Um-/Aufrüstung) überhaupt (siehe Punkt
5.2.2) als auch insbesondere natürlich der Instandhaltung. Dieser Dienst und seine Hotline
werden jährlich mehrtausendfach in Anspruch genommen.
Im Einzelnen wurden folgende Dienste realisiert:
- Fehlerdiagnose und Reparaturen von DV-Systemen 530
- Beschaffungen von Ersatzteilen und Komponenten für Systemerweiterungen und
Netzinstallationen 186
- Software-Installationen und -Reparaturen 1137
- Virenbekämpfung und System-Wiedereinrichtung 419
- Weiterleitung von Aufträgen an Fremdfirmen nach entsprechender Begutachtung 
und Diagnose 23
- Reparaturen mit Ersatzteilen, die aus stillgelegten Geräten gewonnen wurden 17
- Aussonderung von DV-Systemen 2
Damit wurden insgesamt 3 046 (2002: 3 219) - unter Punkt 5.2 spezifizierte - Vor-Ort-Einsätze
beim Anwender registriert, die von zwei (!) Mitarbeitern des URZ getätigt wurden.
Hinzukommen insgesamt ca. 450 telefonische Beratungen zu Fragen rund um den PC und
seine Peripherie.
Außerdem wurden folgende Leistungen erbracht:
- Unterstützung bei Beschaffungsvorhaben von DV-Systemen/-Geräten
- Einweisung in Bedienung von DV-Systemen und Programmen beim Nutzer vor Ort
- Instandhaltung der PC-Systeme der Mitarbeiter-Arbeitsplätze des URZ (ca. 40 PC-Systeme)
- Aufrüstung von 47 PCs in zwei PC-Pools (studentischer PC-Pool Willers-Bau A 119,
Weiterbildungskabinett Willers-Bau A 220).
- Recyclingprozesse.
5.2.4 Notebook-Ausleihe
In 2003 wurden insgesamt 155 (2002: 166) Ausleihvorgänge bei insgesamt 1 155 Ausleihtagen
(2002: 1 515) für die fünf Notebooks realisiert. (Der theoretische Wert für das Maximum an
Ausleihtagen bei fünf Stück beträgt 5x 365 = 1 825). Das Ausleihmanagement wird mit
einer kleinen Access-Datenbank bewerkstelligt.
Der tragbare Daten-/Video-Projektor wurde dabei im Zusammenhang mit Präsentationen 42-mal
(2002: 40-mal) ausgeliehen für insgesamt 196 Tage (2002: 173 Tage).
5.2.5 PC-Hardware/Software-Arbeiten/Beschaffungen im URZ
- Beschaffung von insgesamt 28 PCs modernster Konfiguration für URZ-Mitarbeiter (größ-
tenteils aber ohne Monitor, da bereits 18“-LCDs an den Arbeitsplätzen im Einsatz waren).
- Beschaffung von insgesamt zehn Notebooks (16“-LCD) für URZ-Mitarbeiter und Ausleihe
(1x). Dazu in acht Fällen Port-Replikator zwecks Mehrrechner-Betrieb am Arbeitsplatz über
dieselbe KVM-Ausrüstung.
- Beschaffung von zehn 19“-LCD-Monitoren und einem 20“-LCD-Monitor für URZ-
Mitarbeiter zwecks Substitution von CRT-Monitoren.
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- Beschaffung eines neuen (leistungsfähigeren) Servers für die Software-Distribution.
- Beschaffung eines PCs für die Software-Kundenberatung zwecks Demos von Installationen
während der Kundenberatung in der Gruppe Software-Beschaffung.
- Beschaffung eines CD-/DVD-Kopiergerätes (inkl. Drucker) Typ Perfect Image Protege II
von der Firma RIMAGE EUROPE GmbH zwecks wesentlicher Kapazitätserhöhung beim
Kopieren von CDs/DVDs und der Erweiterung auf DVDs für die Software-Ausgabe
(Campuslizenzen).
- Beschaffung von 2 Notebooks für den PC-Service vor Ort in den TU-Struktureinheiten.
- Beschaffung eines neuen (leistungsfähigeren) Daten-/Video-Projektors für das
Weiterbildungskabinett (Decken-Aufhängung) des URZ zwecks Substitution des alten
Projektors, der in einem Besprechungsraum weiterverwendet wird.
- Beschaffung von USB-Sticks verschiedener Speicherkapazität für die Nutzung durch URZ-
Mitarbeiter.
- Beschaffung von sechs Stück Spezialmöbel mit insgesamt 12 Arbeitsplätzen zur Aufstellung
mit Verkabelung (Stromversorgung) in zwei Foyers zur Nutzung des Funk-LANs im URZ
durch Studierende mit privatem Notebook. Das Funk-LAN wird sehr stark genutzt. In
Saisonzeiten arbeiten auf drei Foyers verteilt bis zu 30 Studierende gleichzeitig, weshalb
im Jahr 2004 die Ergänzung um weitere Access Points dringend erforderlich geworden ist.
- Beschaffung von 17 Netzkarten mit Bootpromsockel für das Weiterbildungskabinett (Kosten
insgesamt nur 125 Euro) zwecks Einrichtung der Möglichkeit des Ein/Aus-Schaltens der
Arbeitsplatz-PCs über das Datennetz vom Teacher-PC aus. 
- Beschaffung weiterer Funk-LAN-Komponenten, insbesondere Access Points mit dem neuen
Standard 802.11g zwecks Installation im künftigen Funk-LAN-Labor (siehe nächster
Anstrich), im Rechnerraum und zur Ausleihe an TU-Interessenten in den Struktureinheiten
für Testzwecke.
- Im Rahmen der Baumaßnahme zur Rekonstruktion mehrerer Räume des Willers-Baus
wurde ein Funk-LAN-Labor (wireless mobile classroom) eingerichtet, für das die entspre-
chenden Installationen im Jahr 2004 erfolgen werden.
- Parallel dazu wurde die Ausschreibung zur Beschaffung eines Notebook-Wagens
(Rollcontainers) für 18 Notebooks vorbereitet und gestartet. Diese in sich geschlossene
Lösung („eClass2go“ von Toshiba) wird für gezielte diesbezügliche Lehrveranstaltungen in
diesem Funk-LAN-Labor eingesetzt werden.
5.3 UNIX-Support
Auch 2003 wurden die gewohnten Leistungen im Bereich des UNIX-Supports angeboten. Es
gibt für die wichtigsten UNIX-Varianten Campuslizenzen oder ähnliche Varianten des
Software-Supports, so dass für Anfragen jeweils ein Ansprechpartner im URZ zur Verfügung
steht.
Die Unterstützung durch das URZ umfasst weiterhin folgende Schwerpunkte:
- telefonische Unterstützung bei kleineren Problemen (z. B. Erläuterung von Backup-
Strategien)
- Unterstützung bei Havarien im Hardware- und Software-Bereich vor Ort  oder auch im URZ
(Plattencrash, Fehlbedienungen mit root-Berechtigung u. ä.)
- Unterstützung bei Hardwareauf- und -umrüstung
- Updates auf neue Betriebssystem-Releases
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- Installation, bzw. Hilfe bei der Installation neuer Workstations
- Unterstützung der Systemadministratoren beim Beheben von Sicherheitsmängeln.
5.4 Microsoft Windows-Support
Die Microsoft Windows-Betriebssysteme Windows NT, Windows 2000 und Windows XP
werden an der TU Dresden in vielen Instituten und Einrichtungen als Standard-
Betriebssysteme eingesetzt.
Über den MS Select-Vertrag stehen 
- die Systemversionen in den unterschiedlichen Ausprägungen (Workstation, Server, ...) und
- die komplette Office und Back-Office-Suite
zur Verfügung. 
Weitere Software wurde über Landes- bzw. Campuslizenzen und aus der Public Domain be-
zogen. Im Rahmen des Weiterbildungsprogramms sowie in der individuellen
Betreiberberatung werden die Institute über einsetzbare Software informiert. 
Auf der Basis von Microsoft Windows-Systemen wurden mit Unterstützung des URZ in ein-
zelnen Instituten und Einrichtungen Windows-Netze aufgebaut. Hier sei u. a. das „Centre for
International Postgraduate Studies of Environmental Management - CIPSEM“ genannt, in
dem die PC-Infrastruktur für die Nutzung aller CIPSEM-Studenten auf die Wohnheimzimmer
erweitert wurde. Es entstand eine Windows-Domäne mit 22 Windows XP-Workstations.
Das URZ wurde auch aktiv, wenn Probleme bei existierenden Windows-Installationen auf-
traten.
Im URZ wird seit 1999 kontinuierlich an der Weiterentwicklung eines Konzeptes für den
Betrieb von Windows-PC-Pools gearbeitet. 
Der seit 1999 nach diesem Modell arbeitende studentische PC-Pool Willers-Bau A 119 des
URZ wurde 2003 teilweise hardwareseitig aufgerüstet und softwareseitig aktualisiert.
Tabelle 5.1
Das URZ betreibt zwei öffentlich zugängliche PC-Pools.
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Installationen des URZ -Pool-Modells an der TU Dresden  
04/99  URZ - 1999 25 PCs (Willers -Bau) 
07/00 Juristische Fakultät      23 PCs ( von -Gerber-Bau) 
08/01 Philosophische Fakultät  23 PCs (Seminargebäude 2)   
09/01 Fakultät Erziehungswissenschaften  18 PCs (Weberplatz)    
11/01 URZ - 2001  46 PCs (Willers -Bau)     
04/02      Fakultät Verkehrswissenschaften  31 PCs (Potthof -Bau) 
08/02      Fakultät Maschinenwesen  75 PCs (Zeuner -Bau) 
Tabelle 5.2
Bild 5.1: Weiterbildungskabinett A 220
Das Weiterbildungskabinett Willers-Bau A 220 wurde im Jahr 2003 neu aufgesetzt. Die
Windows 2000-Workstations und ein Windows 2000-Terminal-Server arbeiten in einer
Windows NT4-Domäne, die über einen Firewall-Switch mit dem Netz verbunden ist.
In Abhängigkeit von der im Lehrgang eingesetzten Software arbeiten die Lehrgangsteilnehmer
lokal an den PCs bzw. auf dem Terminal-Server. Eine lokale Arbeit ist z. B. bei der Nutzung
donglegeschützter Software notwendig.
Über lehrgangsspezifische Anmeldekonten (Projekt-Accounts) wird pro Lehrgang eine zuge-
schnittene Softwareumgebung angeboten, d. h. über den PC-Desktop ist nur die im Fokus der
jeweiligen Veranstaltung stehende Software erreichbar.
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Weiterbildungskabinett Willers-Bau  A 220 Studentische PC-Pools Willers-Bau A 119 und A 119a 
1 NT-Server 
seit Mai 2003     
zusätzlich  1 Windows 2000-Terminal-Server         
1 NT-Server 
− 1 Laserdrucker 
− Präsentationstechnik 
− 16 Windows NT-Workstations 
seit Mai 2003 
− 16 Windows  2000-Workstations 
− Windows 2000-Workstations 
− Scanner 
− 4 Laserdrucker       
− Präsentationstechnik 
Darüber hinaus können die Lehrgangsteilnehmer auf ihre persönlichen Datenbestände auf dem
URZ-Zentralserver zugreifen. Damit wird gewährleistet, dass auch über einen längeren
Lehrgangszeitraum (z. B. studentische Ausbildung im Semesterrahmen) kontinuierlich an
Projekten gearbeitet werden kann. Die zentral liegenden Daten auf dem Zentralserver des URZ
sind somit jederzeit über das Internet abrufbar und in die tägliche Datensicherung eingebun-
den.
Bei der Installation des Pools wurde die Cloning-Software „Symantec Ghost Enterprise“ ein-
gesetzt.
Tabelle 5.3
Der Benutzer des studentischen PC-Pools Willers-Bau A 119/119a meldet sich über eine NIS-
Client-Software der Firma NCD mit seinem URZ-Account in der UNIX-NIS-Domäne des URZ
an. Der Ressourcenzugriff basiert somit auf der zentralservergestützten Benutzerverwaltung. 
Bild 5.2
Damit wird der Problemkreis der Benutzerfluktuation  (Im- bzw. Exmatrikulation) beherrscht.
In den beiden Welten (UNIX und Windows 2000) haben die Pool-Benutzer ein übereinstim-
mendes Passwort, dessen Änderung über ein Web-Interface vorgenommen werden kann.
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Weiterbildungskabinett - installierte Software 2003  
Windows 2000 SP4  MS IE 6 MS Office 2002 Professional  
MS RDP Client 5.1  MS Project 2000  Citirix ICA-Client 
MS Visual C++  6.0 SP5  MSDN Library Jul 2001  HotPotatoes v5.5  
ARCView 3.2  ERDAS Imagine 8.5  HTML-Editor 
XWIN 5.4 mit ssh -Client ssh-Client  
Adobe Acrobat 5.0  Adobe Acrobat Reader  Adobe Photoshop 7.0  
Adobe InDesign 2.0  Macromedia Freehand 10   
National Instr. Labview 6.1  Diadem Academic 8.10  Sophos AntiVirus  
Die Datenablage erfolgt im persönlichen Benutzerverzeichnis auf dem Zentralserver des URZ
und unterliegt somit dem täglichen Backup-Regime. Die Daten sind jederzeit über das Internet
abrufbar.
Die Windows-Workstations des Pools beinhalten keine Nutzerdaten. Auf dem Pool-Server
wird den Benutzern automatisch die Inanspruchnahme einer zeitlich limitierten Überlaufka-
pazität zur Datenspeicherung für den Fall angeboten, dass bei der Datenablage auf dem zen-
tralen File-Server ein zum konkreten Zeitpunkt nicht lösbares File-Quoten-Problem auftritt.
Bild 5.3
Außerdem erhält  der Benutzer zum Anmeldezeitpunkt eine Information zum aktuellen Stand
seiner Speicherplatznutzung und seines Druckkontos. Das Drucken aus dem Pool erfolgt über
SAMBA-Zugriffe zum  Print-Server des URZ. Damit wird ein zentrales Print-Accounting rea-
lisiert und die Grundlage für eine Druckkostenabrechnung ist gegeben. 
Der allgemeine Pool-PC-Desktop ist für studentische Ausbildung mit nicht allgemein ver-
fügbarer Software erweiterbar. Der Zugriff zu dieser Spezialsoftware erfolgt über gesonderte
Windows-Benutzergruppen. 
Die Technologie der Installation der Pool-Workstations basiert auf der Cloning-Software
„Symantec Ghost Enterprise“. Damit ist die Grundlage gegeben, um z. B. den „kleinen“ Pool
Willers-Bau A 119a (16 Arbeitsplätze) zeitweise unter anderer Software zu nutzen (z. B.
Linux-Lehrgang im Juli 2003) und nach Ende dieser „Fremdnutzung“ auf schnellstem Weg
zur „Normalnutzung“ zurückzukehren. Die Zeitdauer für eine solche komplette  Pool-
Installation liegt bei ca. 30 min.
Für 2004 sind folgende Erweiterungen des Pools geplant :
- Sicherung des Pools durch eine Firewall
- Trennung von Lehre und freiem Üben / Internet-Arbeit durch Einsatz eines Terminal-
Servers für die Lehre
- Umstellung des Pool-Konzeptes von derzeit Windows NT4-Domäne auf Windows 2003-Server
- Einsatz eines Software-Update-Servers für den automatischen Update der Workstation-
Betriebssysteme. 
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Damit ergibt sich die dargestellte geplante Topologie des studentischen PC-Pools.
Bild 5.4
Tabelle 5.4
Seit Oktober 2003 wird an der Erneuerung des PC-Netzes des URZ gearbeitet. Hierzu wur-
de folgendes Konzept zugrunde gelegt:
Hinter einem Firewall-Switch wird ein Gigabit-Backbone aufgebaut, über das die Mitarbeiter-
PCs mit einer Server-Farm verbunden sind. Die Server erfüllen zugeordnete Spezialaufgaben.
„Unternehmenskritischen Anwendungen“ und spezielle Software laufen auf einem Windows-
Terminal-Server, als Datenablage dient ein File-Server, der ins zentrale Backup eingebunden
ist.
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Studentische PC-Pools – installierte Software 
Allgemein verfügbare Software Software für Ausbildung 
MS Office 2000 Professional SPSS 10.0.6 Programme der Wasserwirtschaft 
MS Internet Explorer 6 Maple V rel. 7 Sprachtest Sprachwissenschaften 
MS Visual Basic 6 Borland Delphi 5.0 Programme der Geowissenschaften 
Netscape 6 ANSYS 5.7 Education Adobe Acrobat 5.0 
F-Secure AntiVirus 5.41 WS-FTP32 HTML-Editor (Meyboom) 
WinZip 7.0 Apple Quicktime 5  
MathCad Mechanical Desktop  
Software für Scannerarbeitsplatz 
Adobe Photoshop 6 HP Precision Scan  
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Bild 5.6
Die studentischen Pools waren im Jahr 2003 an ca. 280 Tagen bei einem wöchentlichen
Angebot von 3 200 PC-Stunden für Publikumsverkehr geöffnet.
Im Jahr 2003 haben hier insgesamt 6 750 registrierte Benutzer gearbeitet
Abbildung 5.1
Im Zeitraum vom 15.9.2003 bis 19.9.2003 erfolgte die Jahreswartung der studentischen PC-
Pools  Willers-Bau A119 und A119a.
Aus dem folgenden Diagramm ist die normierte Pool-Auslastung im Tagesverlauf zu entneh-
men.
Abbildung 5.2
Die studentischen Pools stehen den Studenten aller Fakultäten zur Verfügung. Die Nutzung
dieses Angebotes ist dem folgenden Top-10-Diagramm zu entnehmen.
Abbildung 5.3
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Tabelle 5.5: Übersicht PC-Pools im URZ
5.5 Zentrale Software-Beschaffung für die TU Dresden
5.5.1 Software-Beschaffung
2003 wurden durch das URZ etwa 4 100 Beschaffungsvorgänge realisiert. Das betraf vor
allem die Beschaffung von
- vertraglich gebundener Standardsoftware
Windows-gestützte PC-Pools im URZ 
 
Weiterbildungskabinett Studentische PC-Pools 
Ausrüstung - NT4-Server mit 16 Windows 2000-
Arbeitsplätzen 
- 1 Windows 2000-Terminal-Server 
- 1 Laserdrucker 
- NT4-Server mit 46 W2K-Arbeitsplätzen, 
davon 1 W2K-Platz mit A4-Farbscanner 
- 3 S/W- Laserdrucker,  
- 1 Farb-Laserdrucker 
Zielfunktion Veranstaltungen durch URZ, AVMZ, ZHR, 
SLUB 
- Weiterbildung der TU-Mitarbeiter 
- Studentische Ausbildung (Seminare) 
durch die Fakultät Sprach-, Literatur- 
und Kulturwissenschaften und die FR 
Geowissenschaften 
- Internet-Zugriffspunkt bei zentralen 
Veranstaltungen im Willers-Bau 
- freies Üben 
- Studentische Ausbildung (Seminare) durch 
die Fakultäten Maschinenwesen, Erziehungs-
wissenschaften, Sprach-, Literatur- und 
Kulturwissenschaften und Forst-, Geo- und 
Hydrowissenschaften 
- Veranstaltungen verschiedener Institute 
Besonderheiten 
Nutzer-
Anmeldung 
 
 
 
Datenablage 
 
 
Desktop-
Gestaltung 
 
 
Operator-
Werkzeug 
 
Maschinen-Setup 
 
- über arbeitsplatzbezogene Projekt-
Accounts der NT-Domäne 
 
 
 
- Lehrgangsdaten     → W2K-Server 
- persönliche Daten → Zentralserver 
 
- lehrgangsspezifischer Desktop 
 
 
 
- Seminarleiter-Werkzeug zum Pool- 
Shutdown/-Reboot 
 
- über den persönlichen NIS-Account am 
UNIX-NIS-Dienst des URZ inkl. 
Überprüfung der aktuellen File- und Print-
Quoten 
 
- persönliche Daten → Zentralserver 
- Überlaufkapazität   → NT-Server 
 
- vorgefertigter Pool-Desktop mit 
Erweiterungsmöglichkeiten für  
         „Seminare im Pool“ 
 
- Pool-Benutzungsüberblick,  
- Benutzerbenachrichtigung,  
- Pool-Shutdown/-Reboot 
 
 Cloning mit Symantec Ghost Enterprise Edition 
Workstation-
Recovery nach 
Ausfall 
< 15 min/PC bzw. ca. ¾ Std. für gesamten 
Pool 
< 20 min/PC bzw. ca. ½ Std. für gesamten 
Pool 
 
- Software aus Campusverträgen 
- weiterer „stark verbreiteter“ Software. 
Diese Software-Produkte repräsentieren einen großen mengen- und wertmäßigen Anteil aller
im Jahr 2003 an der TU beschafften Software, wobei der mengenmäßige Teil überwiegt. Das
liegt an der günstigen Vertragsgestaltung, die besonders infolge großer Abnahmevolumen
kostenmäßige Vergünstigungen einräumt. Diese konnten an die TU-internen Nutzer weiter-
gegeben werden. So wurden durch die Institute meist nur sehr teuere Branchensoftware oder
spezifische Tools erworben.
Die Zusammenarbeit mit den Herstellern bzw. Händlern von Software konnte im Allgemeinen
als gut bezeichnet werden, was sich an den abgeschlossenen Verträgen mit guten Konditionen
und einer ebensolchen Betreuung niederschlug. Die Firma Tendi als Hauptlieferant der
Standardsoftware war wiederum ein guter Partner.
Im Berichtszeitraum wurden neue Verträge abgeschlossen - hervorgehoben sei hier LS-Dyna
mit der Fa. Dynamore, Gaussian der Fa. Gaussian Inc., I-DEAS von der Fa. EDS - und sehr
viele Verträge verlängert, wie z. B. für F-Secure, Maple, Matlab, Ansys und Nastran/Patran.
Dabei auftretende Schwierigkeiten konnten in Zusammenarbeit URZ/Hauptnutzer TU und
Lieferant behoben werden.
Das von der Fa. Novell geforderte Remote-Audit, in dem eine Kontrolle aller an der TU ge-
nutzten Software-Lizenzen der Firma Novell verlangt wird, hat viel Zeit und Kraft in Anspruch
genommen. Eine Auswertung ist für dieses Jahr vorgesehen. Das zeigt aber auch, dass die
Bemühungen des URZ, die Nutzer ständig auf das Lizenzrecht hinzuweisen, sehr gerechtfer-
tigt sind.
Neben der Software-Beschaffung wurde auch stark die individuelle Nutzerberatung mit im
Durchschnitt 15 täglichen Beratungen pro Mitarbeiter der Software-Gruppe beansprucht. Dies
und der hohe Betreuungsaufwand für viele Software-Produkte - z. B. durch Weitergabe stän-
dig wechselnder Softkeys oder Aktualisierung von Service-Packs - haben das Software-Team
stark gefordert.
Die vom URZ beschaffte Software wurde zu ca. 20% über das Netz verteilt. Auf dem
Software-Server sind wie im Vorjahr ca. 300 Produkte kopierfähig aufbereitet. Insgesamt wur-
den ebenfalls wieder ca. 250 000 Files per FTP abgeholt. 
Im Jahr 2003 wurden durch das URZ ca. 4 500 (2002: ca. 6 000) duplizierte CDs dem Nutzer
über Hauspost zugestellt.
5.5.2 Strategie des Software-Einsatzes an der TU Dresden
Das URZ arbeitet in der Arbeitsgruppe Software des ZKI auf Bundesebene und außerdem auf
Landesebene mit. Beide Gremien tagten im Berichtszeitraum ein- bzw. zweimal. 
Die Arbeit in den Arbeitskreisen fördert entscheidend einen überuniversitären
Erfahrungsaustausch und wirkt sich nachhaltig auf das Vertragsgeschehen aus. So haben
Meinungen, Vorschläge und Interventionen des Arbeitskreises Software im ZKI ein anderes
Gewicht bei den großen Firmen der Software-Branche als die einer einzelnen Hochschule. Mit
Corel konnte über das Leipniz-Rechenzentrum München ein Hochschulvertrag abgeschlossen
werden, dem alle Hochschulen zu sehr günstigen Konditionen beitreten können.
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Gleichzeitig bestätigen die gewonnenen Erkenntnisse, dass die Prozesse rund um die
Software-Bereitstellung an der TU Dresden richtig geregelt sind. Das schließt auch die
Aufgaben der Koordinierung von Nutzersoftware ein, die nicht direkt über das URZ beschafft
wurde. Durch Beratung der Nutzer in organisatorischer und finanzieller Hinsicht sind
Einspareffekte möglich. 
Mit der Kommission für DV-Angelegenheiten der TU Dresden wurde der Finanzmitteleinsatz für
Software abgestimmt. Folgende Software-Produkte waren für alle TU-Einrichtungen kostenfrei:
- Betriebssystempflege IBM, Compaq, SGI, SUN – außer Software-Korb bei Neukauf von
Hardware
- Biblist
- die Bibliotheken Engeln-Müllges, IMSL, NAG
- für PC-Pools SPSS und Maple
- Staroffice
- die Virenschutzprogramme F-Secure und Sophos.
5.5.3 Mitteleinsatz
Im Jahre 2003 wurden folgende Mittel in Anspruch genommen:
Tabelle 5.6
Mittelverteilung 2003 (alle Beträge in TEUR) 
 
Campusverträge zentrale 
Ressourcen/URZ 
Vergabe an Dezernate 
 Folgekosten neu Folgekosten neu Folgekosten neu 
Haushaltsmittel 
TG 99 
296 95 36 60 70 20 15 
Umbuchungen 386 116 154 65 51 0 0 
Summe 682 211 190 125 121 20 15 

6 Wissenschaftliche Kooperation, Projekte
6.1 Das Projekt „Kompetenzzentrum für Videokonferenzdienste (VCC)“
6.1.1 Aufgaben und Entwicklungsarbeiten
Der Arbeitsschwerpunkt des im Dezember 2003 ausgelaufenen zweijährigen DFN-Projektes
„Kompetenzzentrum für Videokonferenzdienste (VCC)“ richtete sich im zurückliegenden Jahr
hauptsächlich auf die Untersuchung neuer und aktueller Hardware- und Software-
Entwicklungen auf diesem Gebiet. Schwerpunkt bildeten dabei Videokonferenzsysteme, die
die Standards H.323 (LAN) und H.320 (ISDN) umsetzen. 
Eine wichtige Arbeitsaufgabe diesbezüglich war die Unterstützung und Beratung der
Anwender der DFN-Community bei der Einsatzplanung, Installation und dem Betrieb eigener
Videokonferenztechnik. Weiterhin war das VCC aktiv am Ausbau des Dienstes
„DFNVideoConference“ als Regeldienst im Gigabit-Wissenschaftsnetz beteiligt. Um den
Nutzern des Dienstes den Einstieg in die Anwendung von Videokonferenztechnik zu erleich-
tern, wurde durch das Kompetenzzentrum ein Videokonferenzhandbuch erstellt, das regel-
mäßig aktualisiert unter 
http://vcc.urz.tu-dresden.de/vc-handbuch/ 
veröffentlicht ist.
In Rahmen der Deutschen Initiative für Netzwerkinformation e.V. (DINI) war das VCC aktiv
in der Arbeitsgruppe VIKTAS - „Videokonferenztechnologien und ihre Anwendungsszenarien“
tätig. Die Arbeitsgruppe hat sich zur Aufgabe gemacht, Anwendungsszenarien des
Videokonferenzeinsatzes aufzuzeigen, zu analysieren und Empfehlungen für die Praxis zu ge-
ben [1]. Die Arbeitstreffen hierzu fanden zum größten Teil per Videokonferenz unter Nutzung
des Dienstes „DFNVideoConference“ statt. Das VCC war auch aktiv bei der Realisierung und
inhaltlichen Ausgestaltung der Veranstaltung „Viktastag 2003“ beteiligt. Bei dieser
Mehrpunktkonferenz haben Experten in den Städten Dresden, Berlin, Essen und Garching per
Videokonferenz Vorträge zum Thema Videokonferenztechnologien und ihre
Anwendungsszenarien „Entfernt vor Ort“ gehalten. Diese Mehrpunktkonferenz konnte durch
den Dienst „DFNVideoConference“ realisiert werden.
Von verschiedenen Instituten und Einrichtungen der TU Dresden wurde das Angebot des VCC
zur Nutzung des vorhandenen Videokonferenzraumes und der Technik für eigene Konferenzen
in Anspruch genommen. Zum Einsatz kamen für Gruppenkonferenzen das VC-System
„Polycom ViewStation 512“ und das System „VCON Falcon IP“, sowie für Einzelkonferenzen
das System „Polycom ViaVideo“. Mit der ViewStation wurden sowohl H.323-Konferenzen
(LAN) als auch H.320-Konferenzen (ISDN) geführt. Von den Nutzern wurden Konferenzen
innerhalb Deutschlands und ins Ausland (USA, Japan, Italien, Österreich und Brasilien)
durchgeführt. Die Qualität der Audio- und Videoverbindungen waren bei allen Konferenzen
gut bis sehr gut.
Neben der Vorbereitung und Durchführung von Videokonferenzen wurden im
Kompetenzzentrum auch unterschiedliche Videokonferenzsysteme der Firmen Polycom,
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[1] http://www.dini.de/arbeitsgruppe_details.php?ID=4
Sony, TANDBERG, VCON, France Télécom, daViKo und FVC getestet. Die Ergebnisse der
Tests wurden als Testberichte unter 
http://vcc.urz.tu-dresden.de/vc-systeme/tests/ 
oder in der Kompatibilitätsmatrix unter 
http://vcc.urz.tu-dresden.de/vc-systeme/matrix3/ 
veröffentlicht.
Bild 6.1: Kompatibilitätsmatrix (Auszug)
Im vergangenen Jahr hat das VCC zwei Workshops zum Thema „Videokonferenzen im
Wissenschaftsnetz“ organisiert (http://vcc.urz.tu-dresden.de/Projektkalender/). Thematische
Schwerpunkte der Workshops waren aktuelle Trends in der VC-Branche, damit eng verbun-
den technische Anforderungen und Probleme auf dem Markt neu erschienener
Videokonferenzsysteme, Anwenderberichte zur Problematik Mehrpunktkonferenzen, der
Ausbau des Dienstes „DFNVideoConference“, aber auch Forschungsergebnisse zum Thema
„Vertrauliche Konferenzen“ oder Videokonferenzen als Gegenstand kommunikationswissen-
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schaftlicher Forschung. Das vielfältige, breit gefächerte Themenangebot fand unter den
Teilnehmern aus der gesamten Bundesrepublik regen Zuspruch. Der Wokshop wird auch gern
als Möglichkeit genutzt, untereinander eigene Erfahrungen auszutauschen sowie neue
Kontakte zu knüpfen und sich bei Produktpräsentationen verschiedener Hersteller mit aktu-
ellen Videokonferenzsystemen vertraut zu machen. Außerdem waren beide Workshops als
Liveübertragung per Videokonferenz durch den Dienst „DFNVideoConference“ weltweit im
Internet verfügbar. Bis zu 17 Teilnehmer haben sich beim ersten Workshop per Videokonferenz
Vorträge angehört und Diskussionen verfolgt.
6.1.2 Der Dienst „DFNVideoConference“ - Mehrpunktkonferenzen im G-WiN
Seit dem 01.04.2003 steht der Dienst „DFNVideoConference“ als Regeldienst allen
Hochschuleinrichtungen zur Verfügung. Damit sind für alle Mitglieder der DFN-Community
problemlos Mehrpunktkonferenzen möglich, deren Nutzen weit über jenen von Punkt-zu-
Punkt-Konferenzen hinausgeht. Der DFN-Verein bietet dafür eine moderne und ausfallsichere
Infrastruktur an (siehe Bild 6.2). Damit wird gewährleistet, dass der wissenschaftliche
Austausch in einer neuen Qualität stattfinden kann, denn neben der Möglichkeit des Audio-
und Video-Kontaktes ist auch der Austausch von Dokumenten oder gar ein gemeinsames
Bearbeiten von digitalen Vorlagen möglich. Dadurch können Projektbesprechungen im größe-
ren Rahmen durchgeführt werden, was inzwischen sehr gern genutzt wird. Aber auch die Über-
tragung von Veranstaltungen an viele Zuschauer ist problemlos möglich, was ebenfalls zu-
nehmend von vielen Einrichtungen realisiert wurde. Für den Kontakt mit ausländischen
Partnern und Einrichtungen stehen Gateways und H.323-Einwahlmöglichkeiten zur
Verfügung, welche dadurch den internationalen Austausch gewährleisten.
Bild 6.2: Struktur des Dienstes „DFNVideoConference” (Quelle: http://www.vc.dfn.de/dienst/)
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Durch das Kompetenzzentrum wurden in Zusammenarbeit mit den Nutzern der DFN-
Community die MCU-Funktionalitäten bei unterschiedlichen Kombinationen von Endgeräten
intensiv getestet. Für die Ausbildung der örtlichen Administratoren in den einzelnen
Einrichtungen wurden durch das Kompetenzzentrum Schulungsunterlagen aktualisiert und
fortgeschrieben. Schulungen für die zukünftigen Administratoren fanden im Berichtszeitraum
in Stuttgart, Nürnberg, Heidelberg und in Dresden statt.
6.1.3 Tendenzen und Ausblicke
Neben den laufenden Tests aktueller Videokonferenzsysteme und -software, deren Ergebnisse
auf den WWW-Seiten des VCC (http://vcc.urz.tu-dresden.de) als Empfehlungen für die
Nutzung ständig erweitert und aktualisiert werden, wird sich das Kompetenzzentrum im
Nachfolgeprojekt verstärkt mit den Themen 
- Verknüpfung von Videoconferencing und Streaming unter Beachtung von T.120
Datenanwendungen,
- Tests von H.323/MBone-Gateways und H.323/SIP-Gateways,
- technische Entwicklungen im Bereich SIP und VoIP sowie 
- SIP-Proxies und SIP-basierte Endgeräte 
beschäftigen.
Das Kompetenzzentrum wird auch zukünftig allen DFN-Nutzern beim Aufbau und beim
Betrieb eigener Videokonferenzlösungen mit Rat und Tat zur Seite stehen. Wertvolle Hinweise
hierzu sind den Publikationen der Projektarbeit auf dem Web-Server zu entnehmen. Darüber
hinaus wird das VCC auch im Jahr 2004 wieder zwei Workshops zum Themenkomplex
„Videokonferenzen im Wissenschaftsnetz“ ausrichten. 
Das Kompetenzzentrum versteht sich als Ansprechpartner und Dienstleister für die DFN-
Community. Das gewonnene Know-how auf dem Gebiet der Videokonferenzdienste und -systeme
soll aktiv an die DFN-Mitgliedseinrichtungen vermittelt werden und somit zum Aufbau eines
WiN-weiten Kompetenznetzwerkes beitragen. Gemeinsam mit den Nutzern wird das
Kompetenzzentrum auch weiterhin versuchen, die anstehenden Aufgaben und Probleme zu lösen.
6.2 Visualisierung
6.2.1 AG Visualisierung
Neben dem Support zu Grafikanwendungen und der Betreuung von Nutzern im Umfeld der
C/C++- und Java-Programmierung wurden im letzten Jahr verstärkt Aktivitäten auf dem
Gebiet Content Management unternommen.
Stellvertretend für Arbeiten auf dem Gebiet der wissenschaftlichen Visualisierung innerhalb
des zurückliegenden Jahres sollen folgende Schwerpunkte genannt werden:
- Mitarbeit an den Projekten „Glaskörper“ und „Jubiläumsmedaille“ in Vorbereitung der 175-
Jahrfeier der TU Dresden. Die gemeinsam mit dem AVMZ durchgeführten Arbeiten dien-
ten der Generierung spezieller 3D-Modelle des Beyer-Bau (Bild 6.3), die als
Produktionsdaten für die oben genannten Exponate genutzt wurden.
- Mitarbeit am Projekt „Erstellung einer animierten kartographischen Präsentation von und
aus Inhalten eines komplexen Geoinformationssystems im Kontext der Dresdener Altai-
Forschung “ (Diplomarbeit am Institut für Kartographie, Bild 6.4).
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Bild 6.3: Grundgeometrie des Beyer-Baus
Bild 6.4: Computergenerierte Darstellung der Schneeausbreitung im Altai
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Im Arbeitsfeld Content Management wurden Untersuchungen zu Bedarf und Möglichkeiten
der Installation eines Content Management Service als zentrale Ressource am URZ unter-
nommen.
Neben der Mitarbeit in der zentralen Arbeitsgruppe „Multimediale Angebote für Studium und
Weiterbildung“ der Universität werden u. a. in der gemeinsamen mit dem MDC organisierten
Arbeitsgruppe „Content Management in der Lehre“ Arbeiten zur Auswahl geeigneter
Hardware- und Software-Komponenten durchgeführt.
Eigene Aktivitäten am URZ basieren auf dem System MyCoRe. Zu Testzwecken wurde eine
MyCoRe-Anwendung auf der Basis des Apache-Web-Servers mit Tomcat-Servletengine in-
stalliert. Dabei wurden unterschiedliche Datenbank-Backends verwendet, einerseits die kom-
merzielle Software DB2 und Content Manager von IBM, andererseits die frei verfügbaren
Datenbanken MySQL und eXist.
6.3 Kooperationsvertrag mit T-Systems International GmbH
Am 25. Juni 2003 haben die TU Dresden und die T-Systems International GmbH einen
Kooperationsvertrag unterzeichnet, der unter anderem den Aufbau eines Hochgeschwindig-
keitsnetzes beinhaltet. Damit können die 36 000 Wissenschaftler, Mitarbeiter und Studenten
an 14 Standorten künftig schneller auf zentral gespeicherte Software, Dokumente und Daten
zugreifen und erhalten einen leistungsfähigen Zugang zum Gigabit-Wissenschaftsnetz des
DFN (Deutsches Forschungsnetz) und zum Internet. Es entsteht eines der deutschlandweit mo-
dernsten Hochschuldatennetze. 
Die Vertragsunterzeichnung fand am 25. Juni 2003, 11:00 Uhr im Großen Senatssaal der
TU Dresden, Mommsenstraße 13, 01069 Dresden statt.
Im Anschluss an die Vertragsunterzeichnung waren die Vertreter der Medien zu einem
Pressegespräch eingeladen. 
Als Gesprächspartner standen zur Verfügung:
Alfred Post, Kanzler der TU Dresden 
Prof. Hermann Kokenge, Prorektor Wissenschaft der TU Dresden
Dr. Jochen Heinke, Direktor der Universitätsrechenzentrums
Volker Wiedenbeck, Account Manager, T-Systems International GmbH 
Hubert Haag, Regionalleiter Nord-Ost, T-Systems International GmbH
Den Vertretern der Medien wurde die Zusammenarbeit zwischen der TU Dresden und T-
Systems erläutert sowie die Leistungsfähigkeit und technologischen Herausforderungen des
neuen Datennetzes vorgestellt. Dieses eröffnet der TU Dresden die besten Chancen im glo-
balen Wissenschaftswettbewerb. 
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7 Diplom- und Belegarbeiten, Praktika
- Betriebspraktikum eines Auszubildenden der IHK Dresden von November 2002 bis
August 2003 zum Abschluss als Fachinformatiker (Anwendungsentwicklung)
Praktikumsinhalt:
Datenbankentwicklung unter MS Access, MySQL, Sybase
Projektarbeitsthema:
Erstellen eines Pflichtenheftes für eine Datenbank und experimentelle Implementierung 
dieser im Netz des URZ der TU Dresden
- Betriebspraktikum einer Auszubildenden des TENSOR Bildungsinstitutes Dessau im
Zeitraum Januar 2003 bis Juli 2003 zum Abschluss als Fachinformatiker
(Anwendungsentwicklung)
Praktikumsinhalt:
Weiterentwicklung eines Programmpaketes unter Java
Projektarbeitsthema:
Dialogkomponenten für computerunterstützten Wissenstest
- Betriebspraktikum einer Auszubildenden b.ib. (Bildungszentrum für informationsverarbei-
tende Berufe GmbH) von Ende Oktober 2003 bis Januar 2004)
Praktikumsinhalt:
1. Erneuerung des zentralen Servers für studentische Homepages, Debian Linux,Apache,
CGI-Wrap, Security-Tools
2. Untersuchung von SAMBA V3 zwecks Nutzerabgleich zwischen UNIX und Windows
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8 Aus- und Weiterbildungsveranstaltungen
Die 2003 durchgeführten Weiterbildungsveranstaltungen des URZ, AVMZ, ZHR und der
SLUB sind in folgenden Tabellen zusammengestellt. 
Thema Teilnehmer Umfang in h 
  
pro Kurs insgesamt 
Sommersemester 
 
Angebote des URZ 
 
Einführung in HTML 
Einführung in Excel für Windows 2000 
Datenkommunikationsnetz der TU Dresden 
Linux für Ein- und Umsteiger* 
Linux als Datei-, Druck- und Anmelde-Server für PC* 
Linux auf dem Desktop* 
JAVA - Einführung  
ACCESS 2000 – Kompaktkurs 
JavaScript 
C - Einführung 
 
Angebote des ZHR 
 
Objektorientierte Programmierung in C++   
Einführung in LAMP 
 
Angebote des AVMZ 
 
Hinweise zur Videoherstellung und -gestaltung 
 
Angebote der SLUB 
 
Geistes- und Sozialwiss. Fachinformation im Internet 
Literaturbeschaffung im Internet  
 
 
* Referent:  Herr Matthus, Fakultät Architektur 
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15 
6 
31 
23 
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17 
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12 
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Thema Teilnehmer Umfang in h 
  
pro Kurs insgesamt 
Wintersemester 
 
Angebote des URZ 
 
Einführung in Excel für Windows 2000 
Mailinglistenbetreuung mit Majordomo 
Einstieg in die Programmierung 
ACCESS 2000 - Kompaktkurs  
JAVA - Einführung  
JavaScript 
C - Einführung 
Grundlagen der objektorient. Programmierung mit C++ 
 
Angebote des ZHR 
 
Parallele Programmierung mit MPI und OpenMP 
 
Angebote des AVMZ 
 
Hinweise zur Videoherstellung und -gestaltung 
 
Angebote der SLUB 
 
Ingenieurwiss. Fachinformationen im Internet 
Geistes- und Sozialwiss. Fachinformation im Internet 
Wirtschaftswiss. Fachinformationen im Internet 
Literaturbeschaffung im Internet 
 
Sonstiges 
 
Veranstaltungen für Studenten zur Einweisung in die 
Arbeit im Internet  
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13 
59 
29 
15 
30 
20 
 
 
 
28 
 
 
 
12 
 
 
 
8 
8 
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9 Veranstaltungen
- VIKTAS-Tag 2003 am 27.03.2003 unter dem Thema „Entfernt vor Ort“; Deutsche Initiative
für Netzwerkinformation e.V. (DINI), AG VIKTAS; Universitätsrechenzentrum der TU
Dresden
- SunDay am 10.04.2003 in Dresden; Sun Microsystems GmbH; interface systems GmbH
- 3. Workshop „Videokonferenzen im Wissenschaftsnetz“ am 10.04.2003;  VCC; DFN-
Verein
- 4. Workshop „Videokonferenzen im Wissenschaftsnetz“ am 23.10.2003; VCC; DFN-
Verein
- Festveranstaltung anlässlich des 35-jährigen Bestehens des Universitätsrechenzentrums
als Zentrale Betriebseinheit der TU Dresden am 11. Dezember 2003 
Programm:
14.00 Uhr Gedanken zum Jubiläum
Dr. Jochen Heinke, Direktor des URZ
Grußworte
Prof. Hermann Kokenge, Rektor der TU Dresden (Seite 86)
Dr. Thomas Bürger, Generaldirektor der SLUB
Prof. Dr. Wolfgang E. Nagel, Direktor des ZHR
Klaus Ullmann, Geschäftsführer der DFN-Geschäftsstelle 
(über Videokonferenz)
15.00 Uhr Stehempfang
Software-Präsentationen:
LabView / DIAdem National Instrument
Macromedia Produkte Macromedia
Adobe Acrobat 6.0 PC-Ware AG
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Grußwort zur Veranstaltung „35 Jahre Universitätsrechenzentrum“ am 11.12.2003
Sehr geehrter Herr Dr. Heinke,
sehr geehrte Mitarbeiterinnen und Mitarbeiter,
sehr geehrte Damen und Herren,
das Universitätsrechenzentrum der TU Dresden wird 35 Jahre alt. Es ist somit den
Kinderschuhen entwachsen und befindet sich im besten Alter. Zu diesem Jubiläum möchte ich
Ihnen, lieber Herr Dr. Heinke und Ihren Mitarbeiterinnen und Mitarbeitern sehr herzlich
gratulieren.
Die Bedeutung, die das Rechenzentrum heute für die Universität hat, kann wohl jeder von
Ihnen ermessen. Forschung, Lehre und Studium sowie Verwaltung und Bibliothek sind heute
hochgradig von der Stabilität, Zuverlässigkeit,Verfügbarkeit und auch der Sicherheit einer lei-
stungsfähigen Datenkommunikationsinfrastruktur abhängig. Ohne eine funktionierende
Rechentechnik ist der Universitätsbetrieb in der heutigen Zeit nicht mehr vorstellbar. Das
Universitätsrechenzentrum stellt seinen Nutzern vielfältige Dienstleistungen zur Verfügung:
Neben dem Betrieb des Datennetzes bietet es z. B. allen Studierenden eine eigene eMail-
Adresse an und bietet den Bewohnern von insgesamt 33 Studentenwohnheimen Zugang zum
Campusnetz und damit zum Internet. Es betreibt PC-Pools, veranstaltet Schulungen zu
Software und Betriebssystemen und bietet im Kompetenzzentrum für Videokonferenzdienste
fachliche Unterstützung an. 
Diesen Umfang hatten die Dienstleistungen des Universitätsrechenzentrums im Jahr 1968
selbstredend noch nicht. Bereits seit Anfang der sechziger Jahre versuchten zahlreiche Institute
naturwissenschaftlicher Fakultäten, zur Lösung ihrer Aufgaben Computer einzusetzen. Durch
den immer stärker steigenden Bedarf musste schließlich der Betrieb von Rechnern neu orga-
nisiert werden und ein Rechenzentrum wurde gegründet. 
Die gewählte dezentrale Struktur, die ständigen Problemen bei der Bereitstellung von geeig-
neten Räumlichkeiten, Baukapazität und auch notwendiger Personalpolitik geschuldet war,
war jedoch nicht sonderlich glücklich: Es entstand ein Hochschulrechenzentrum mit verteil-
ten Unterabteilungen an bis zu 7 Standorten und mit bis zu 230 Stellen. Zum Vergleich: Zurzeit
besitzt das Universitätsrechenzentrum bei gestiegenen Anforderungen an die Dienstleistungen
einer solchen Einrichtung 38 Stellen.
Nach der Wiedervereinigung fand also ein starker struktureller Umbau des Rechenzentrums
statt, der auch mit der eben beschriebenen drastischen Reduzierung des Personals verbunden
war. Eine wichtige Aufgabe war, das Datenkommunikationsnetz auszubauen. 
Die flächendeckende Primärverkabelung des TU-Geländes ist nunmehr, im Jahr 2003, abge-
schlossen, damit auch der 1. Bauabschnitt des HBFG-Vorhabens „Datenkommunikationsnetz
für die TU Dresden“. Insgesamt sind 175 Gebäude vernetzt. In einigen Gebäuden der
Universität ist die Situation jedoch nach wie vor problematisch; so herrschen beispielsweise
im Komplex Hülsse-, Tillich- und Schumann-Bau teilweise immer noch unzureichende
Arbeitsbedingungen, desgleichen in der August-Bebel-Straße. 
Die weiterführende Sekundär- und Tertiärverkabelung wird frühestens ab dem Jahre 2005 rea-
lisiert werden können.
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Eine zweite wichtige Aufgabe nach der Wiedervereinigung war das Hochleistungsrechnen, das
den gestiegenen Anforderungen angepasst werden musste. Im Jahr 1994/1995 wurde durch
den Einsatz einer Expertengruppe der Grundstein für die Anschaffung eines neuen
Hochleistungsrechners gelegt, im Jahr 1996 konnte die 1. Stufe installiert werden. Parallel da-
zu wurde ein Zentrum für Hochleistungsrechnen unter Leitung von Herrn Professor Nagel ein-
gerichtet, das als interdisziplinär ausgerichtetes Zentrum zum einen die Fakultäten und
Anwender in der Universität bei der Bearbeitung von Aufgaben in Forschung und Lehre berät,
zum anderen auch umliegende Forschungseinrichtungen sowie industrielle Partner in der
Region hinsichtlich Einsatz und Nutzung von Hochleistungsrechnern betreut. 
Jeder Mitarbeiter und Student der TU Dresden kann also auf die Kapazitäten der
Hochleistungsrechner zurückgreifen, wenn beispielsweise ein Forschungsvorhaben visuali-
siert werden soll und die vorhandene Kapazität der Rechentechnik im Institut nicht ausreicht.
Angesichts dieser Aufgaben wird dem Universitätsrechenzentrum auch in den nächsten 35
Jahren und natürlich darüber hinaus eine zentrale Rolle in unserem Universitätsbetrieb zu-
kommen, auch wenn wir heute vielleicht noch nicht ermessen können, welche technischen
Innovationen die Zukunft noch für uns bereit hält.
Das Universitätsrechenzentrum hat die sicher nicht einfache Zeit der kompletten
Umstrukturierung und Neuorientierung in den letzten Jahren erfolgreich bewältigt. Ich bin da-
her sicher, dass es auch auf die Herausforderungen der kommenden Jahre gut vorbereitet ist.
Vielen Dank.
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Teil III
Berichte der Fakultäten und 
des Media Design Center

Fakultät Mathematik und Naturwissenschaften
Fachrichtung Mathematik
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Anforderungen an die Rechner- und Software-Ausstattung sowie die Kapazität des PC-Pools
der Fachrichtung Mathematik ergeben sich aus Lehrveranstaltungen für Studierende 
- der Diplomstudiengänge Mathematik, Wirtschaftsmathematik und Technomathematik
- der Lehramtsstudiengänge Mathematik
- einer Vielzahl anderer Fakultäten und Fachrichtungen. 
Dabei stehen je nach Vorlesung entweder der Erwerb programmiertechnischer und informa-
tischer Fähigkeiten, das Erlernen mathematischer, numerischer oder geometrischer
Sachverhalte, Methoden und Werkzeuge oder das Modellieren und Simulieren realer Prozesse
mit Hilfe geeigneter Programmiersprachen, Bibliotheken und Programmpakete im
Vordergrund. 
In den Diplomstudiengängen ist die Einbeziehung von Computern vom 1. Semester ein wich-
tiger Bestandteil der Ausbildung, und zwar sowohl bei Computerübungen im PC-Pool als auch
zunehmend bei Computervorführungen in Lehrveranstaltungen. In der Programmierausbil-
dung sowie in einer wachsenden Zahl von Spezialvorlesungen insbesondere auf den Gebieten
Numerik, Wissenschaftliches Rechnen und Hochleistungsrechnen, aber auch in
Lehrveranstaltungen zu Computerstatistik, Computeralgebra, CAGD und Darstellender
Geometrie sowie in Grund- und Fachpraktika sind leistungsfähige Computer mit großen
Bildschirmen zunehmend notwendig. Auch bei den Lehramtsstudiengängen werden modern
ausgestattete PCs für Lehrveranstaltungen mit spezifischem Bezug auf die Computernutzung
in Schulen und im Rahmen der allgemeinen Mathematik- und Informatikausbildung benötigt. 
Das umfangreichste Lehrvolumen erbringt die Mathematik trotz massiv gestiegener eigener
Studienanfängerzahlen nach wie vor als Dienstleistung für andere Fakultäten. Die auch dort
stark gestiegenen Studierendenzahlen haben zu einer deutlich höheren Belastung der
Lehrkräfte und zwangsweise zum verstärkten Einsatz von studentischen Tutoren geführt. Neue
Kapazitäts- und Qualitätsforderungen an den Mathematik-Pool mit derzeit 23 veralteten PCs
können nicht mehr erfüllt werden. Dies verhindert zurzeit eine Ausweitung der computerge-
stützten Lehre sowohl für Mathematiker als auch für die Ingenieurwissenschaften, wo
Computerpraktika sowohl in der mathematischen Grundausbildung als auch in anwendungs-
orientierten Spezialvorlesungen zunehmend gefordert werden. 
Problematisch sind auch weiterhin die teilweise stark gestiegenen Preise für Spezialsoftware
wie Mathematica, Matlab, Maple, Fortran 95, GAMS, AMPL u. a., die teilweise nicht mehr
aus Fachrichtungsmitteln finanziert werden können, wodurch der Einsatz solcher Programme
in der Lehre prinzipiell in Frage gestellt wird. 
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Anforderungen aus der Forschung
Das Spektrum der Forschung an der Fachrichtung Mathematik ist entsprechend ihrer
Gliederung in die sechs Institute für Algebra,Analysis, Geometrie, Mathematische Stochastik,
Numerische Mathematik und Wissenschaftliches Rechnen sowie die Professur für Didaktik
der Mathematik sehr breit gefächert und auf vielfältige Weise mit dem Einsatz von Computern
verbunden.  
Beispielhaft seien hier genannt: der Einsatz moderner mathematischer Programmpakete wie
Maple, Mathematica, Matlab, GAMS, AMPL und GAP zur Formelmanipulation, zur
Modellierung und Simulation, zur Berechnung und Visualisierung von Lösungen linearer und
nichtlinearer Gleichungssysteme sowie gewöhnlicher und partieller Differentialgleichungen,
zur diskreten, linearen und nichtlinearen Optimierung sowie für algebraische und graphen-
theoretische Untersuchungen; die Verwendung wissenschaftlich-technischer
Programmiersprachen, Bibliotheken und Werkzeuge wie C/C++, Fortran 95, HPF, Java, NAG,
MPI, OpenMP und VAMPIR zur Entwicklung und Implementierung neuartiger numerischer
Algorithmen, Techniken und Software-Pakete wie z. B. ADOL-C (für Algorithmische
Differentiation) und FORTRAN-XSC (für Intervallmathematik) sowie zu deren Analyse,
Optimierung und Parallelisierung; der Einsatz von Statistikpaketen zur Analyse großer
Datenmengen und zur Simulation und Steuerung stochastischer Prozesse; die Verwendung von
Grafikwerkzeugen zur 3D-Darstellung (z. B. auch in Architektur und Biologie) und für CAGD
(Kurven- und Flächenentwurf, Differentialgeometrie, Biogeometrie).  
Die folgende kleine Auswahl an zum Teil drittmittelgeförderten Forschungsprojekten steht
stellvertretend für viele Computeranwendungen, die hohe Anforderungen an die
Rechenleistung sowie teilweise an die Grafikleistung und Datenkapazität der Rechner stellen:
- Identifikation und Optimierung komplexer Modelle auf der Basis analytischer
Sensitivitätsberechnungen (DFG-Forschergruppe)
- Sensitivität und Optimierung von Getriebeverzahnungen 
- optische Vermessung von Gewinden und Zahnflanken mit Lehrenqualität 
- Programmumkehrungsschemata für die algorithmische Differentiation 
- effiziente Berechnung spärlich besetzter Jacobi-Matrizen 
- Spezifikation diskreter Prozesse und Prozesssysteme durch operationelle Modelle und
Logiken (Graduiertenkolleg)
- Aufzählung transitiver/primitiver Graphen 
- Bestimmung chromatischer Polynome von verallgemeinerten Leitergraphen 
- Entwicklung numerischer Algorithmen für Streifen-Interpolationsprobleme mit Hilfe von
Spline-Approximationen 
- numerische Behandlung von Randwertaufgaben gewöhnlicher und partieller
Differentialgleichungen 
- optimale Steuerung für parabolische Gleichungen und instationäre Navier-Stokes-
Gleichungen 
- diskrete Optimierung bei 1D- und 2D-Zuschnittproblemen 
- numerische Verfahren zur Lösung nichtlinearer parameterabhängiger Gleichungssysteme
großer Dimension und spezieller Struktur 
- Kontrolle leitfähiger Fluide mit Methoden der mathematischen Optimierung (im SFB 609) 
- Verifikation von Modellen und numerischen Ergebnissen mittels Intervallmathematik.
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Erreichter Stand der DV-Ausstattung an der Fachrichtung Mathematik
Das lokale Rechnernetz der Fachrichtung Mathematik ist seit August 2003 über Gigabit-LWL
mit dem Campusnetz verbunden. Zwei zentrale Gigabit-Switches mit insgesamt 16 Gigabit-
Ports kommunizieren mit derzeit zehn Etagen-Switches, von denen sternförmig über eine
100 Mbit-Kupferverkabelung die Räume der Mitarbeiter versorgt werden. Diese sternförmige
Verkabelung ist jedoch noch nicht durchgängig in allen Etagen und Flügeln des Gebäudes rea-
lisiert. Einige Gebäudeteile werden nach wie vor über einen 10 Mbit-Ethernet-Bus versorgt.
Der weitere Ausbau des Rechnernetzes wird im Zusammenhang mit geplanten zentral finan-
zierten Baumaßnahmen voran getrieben.
Die Ausstattung der Mitglieder der Fachrichtung Mathematik mit modernen PCs wird über-
wiegend aus Haushaltsmitteln finanziert. Alle Rechner sind mit dem Rechnernetz verbunden,
Workstations und Linux-PCs durch eine einheitliche Nutzerverwaltung und zentralisierte
Dienste für alle Mitglieder der Fachrichtung zugänglich. 
Tabelle 1: Übersicht Workstations
Tabelle 2: Übersicht PCs
Leistungen und Angebote des zentralen PC-Pools der Fachrichtung
Da der PC-Pool der Fachrichtung sowohl von seiner technischen Ausstattung als auch von der
Anzahl der PCs den heutigen Anforderungen nicht mehr gerecht wird, hat die Fachrichtung
gemeinsam mit der Fakultät Maschinenwesen im Mai 2002 einen HBFG-Antrag für einen
CIP-Pool mit ca. 50 PCs gestellt. Dieser Antrag ist inzwischen positiv beschieden. Die erfor-
derlichen Landesmittel sind allerdings noch nicht bewilligt. Nach dem Umzug der
Fachbibliothek Mathematik in das zentrale Gebäude der SLUB wurden zwei der frei gewor-
denen Räume zu modernen PC-Poolräumen umgebaut. Der Umzug in die neuen Räume er-
folgte zunächst noch mit den alten PCs und Möbeln im Dezember 2003. Um den akuten
Engpass angesichts der seit Jahren wachsenden Anzahl Studierender etwas zu lindern, hat die
Fachrichtung im Berichtszeitraum drei PCs für den Pool aus eigenen Mitteln hinzugekauft.
Außerdem erfolgte die Umstellung des Serverbetriebssystems von Novell auf Windows-
Server 2003. 
Im Pool finden computergestützte Lehrveranstaltungen, Übungen und Seminare für
Studierende der eigenen Fachrichtung und vieler anderer Fakultäten statt. In lehrveranstal-
 
Workstations  
 
Anzahl 
 
 
Sun Ultra 60  
SUN (überaltert)  
 
 
4 
3 
 
PCs 
 
Anzahl 
 
 
Windows-PCs im Pool  
Linux-PCs für Studierende  
Linux/Windows-PCs für Mitarbeiter  
 
 
 23 
 11 
ca. 190 
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tungsfreien Zeiten steht der Pool allen Studierenden der TU Dresden offen. Studierende der
Mathematik haben darüber hinaus Zugang zu einem kleinen Linux-Pool mit insgesamt 11
Rechnern. 
Anforderungen der Fachrichtung Mathematik an das URZ
Dienste
eMail
Die vom URZ ergriffenen Maßnahmen zum Schutz vor Viren, Würmern und Spam (durch
Filtern der entsprechenden eMails und Einfügen zusätzlicher, aussagekräftiger Header-Zeilen)
werden von der Fachrichtung Mathematik sehr begrüßt und tragen schon in der ersten Version
erheblich zur Erhöhung der Sicherheit und des Benutzerkomforts bei. Es wäre überaus wün-
schenswert, wenn das URZ seine Anstrengungen in diesem Bereich mit unverminderter
Intensität fortführen könnte. Die Pflege und Aktualisierung dieser erst kürzlich in Betrieb ge-
nommenen Filter sollte mit Priorität vorangetrieben werden. 
Darüber hinaus wäre ein sicherer POP3-Zugang für Mail-Accounts (mit verschlüsseltem
Passwort) sehr hilfreich. Hier wird außerdem die dringende Notwendigkeit gesehen, diejeni-
gen Struktureinheiten der TU, die eigene Mail-Server betreiben (wie die Fachrichtung
Mathematik), in der Bereitstellung eines solchen lokalen, sicheren Zugangs zu unterstützen.
Firewall
Ebenso sollte ein tragfähiges Firewall-Konzept für das gesamte Campusnetz erarbeitet und zur
Diskussion gestellt werden. Die Fachrichtung Mathematik ist sich allerdings der Problematik
der Durchführbarkeit und des praktischen Nutzens durchaus bewusst. Für kleinere
Struktureinheiten könnte durch lokale Firewalls die Sicherheit erheblich verbessert werden.
Auch dabei wäre die Hilfestellung von Seiten des URZ von großer Bedeutung, z. B. durch
Empfehlungen zu Kauf,Verwendung und Konfiguration entsprechender Firewall-Technik und
-Software. 
Backup-Services
Der zentrale Datensicherungs- und Archivierungsdienst für nutzereigene Daten ist für die
Fachrichtung Mathematik weiterhin von großer Wichtigkeit.
Compute-Services
Die Nutzung der Hochleistungsrechner ist in manchen Projekten erforderlich.
Spezialperipheriegeräte
Gelegentlich besteht Bedarf an einem großformatigen Scanner, Plotter oder Drucker.  
Datenkommunikation
Die Fachrichtung Mathematik ist seit August 2003 über einen 1 Gbit/s-Port an das Campusnetz
angeschlossen. Damit ist ein lang gehegter Wunsch unserer Fachrichtung in Erfüllung ge-
gangen.  
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Eine Unterstützung bei der weiteren Twisted-Pair-Verkabelung im Willers-Bau wäre wün-
schenswert. Diese ist mangels Personal aus eigener Kraft nicht mehr zu bewältigen. 
Software
- Koordinierung der Software-Beschaffung und der zentralen Beschaffung
- Bereitstellung und Management von Campuslizenzen
- Vermittlung und Verwaltung von Patches, Updates und neuen Releases
- Bereitstellung von Compilern für moderne, für die wissenschaftlich-numerische
Programmierung geeignete Sprachen wie z. B. C/C++, Fortran 95, Fortran 2003, HPF,
OpenMP, Java
- Bereitstellung kostenfreier oder zentral finanzierter Programme (Antivirenprogramme,
SPSS, ...), andere wären wünschenswert, z. B. Maple, Mathematica, Matlab, Firewall-
Software.
Hardware- und Software-Service
Gelegentlich ist die Fachrichtung Mathematik auf die Hilfe des URZ angewiesen, z. B. bei ge-
ringfügigen Reparaturen von Laserdruckern. 
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Fakultät Mathematik und Naturwissenschaften 
Fachrichtung Physik 
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung 
Anforderungen aus der Lehre 
Im Rahmen der Ausbildung der Physikstudenten erfolgt der Einsatz der DV-Technik lehrbe-
gleitend. Die DV-Technik stellt ein wesentliches Werkzeug für den Physiker dar. Im Studium
erlangt der Student die Fähigkeit, die DV-Technik zielgerichtet zur Lösung physikalischer
Probleme auszuwählen und einzusetzen. 
Im Grundstudium werden dazu aufeinander aufbauende Lehrveranstaltungen zur Nutzung der
DV-Technik angeboten, die mit dem Umgang mit der Rechentechnik und der Software ver-
traut machen:
- Vorlesungen und Übungen: „Rechentechnische Hilfsmittel für den Physiker“ Teil 1 und 2
- Vorlesungen und Übungen: „Computational Physics“ 
Schwerpunkt ist die Anwendung der Rechentechnik in der fachspezifischen Ausbildung. Hier
sind zu nennen:
- Rechnereinsatz in den Hauptvorlesungen (Live-Simulationen, Modellrechnungen,
Multimedia-Präsentationen).
Rechnereinsatz in Praktika:
- Grundpraktikum für Physik- und Ingenieurstudenten (Versuchssteuerung, Datenerfassung
und -auswertung)
- Fortgeschrittenenpraktikum für Physikstudenten (z. T. komplexere Auswertung). 
Veranstaltungen zu speziellen physikalischen Methoden:
- „Rechenmethoden in der Quantenmechanik“
- „Statistische Methoden der Datenanalyse“
- „Strahlungstransportrechnungen“.
Im Institut für Theoretische Physik sind wegen hoher Mathematica-Lizenzkosten momentan
keine Campuslizenzen mehr im Gebrauch. Die Veranstaltungsreihe „Computational Physics“
nutzt PYTHON für die Ausbildung.
Darüber hinaus erfolgt eine intensive Nutzung der in den Instituten vorhandenen
Rechentechnik in der Diplomphase sowie bei der weiteren Graduierung. 
In den Vorlesungen für die nicht zugeordneten Studiengänge wird auf kommerzielle
Lernsoftware verwiesen, Auf Anregung der Fachrichtung wird z. B. eine Campuslizenz für
CliXX -Physik durch die SLUB angeboten. 
Für die Lehre ergeben sich folgende Anforderungen:
- Bereitstellung leistungsstarker Workstations/PCs, kombiniert mit leistungsstarker
Projektionstechnik in den Hörsälen 
- exzellente Netzanbindung der Hörsäle 
- ständige Zugänglichkeit der Rechentechnik - auch für untere Semester.
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Anforderungen aus der Forschung 
Schwerpunkte des Rechnereinsatzes in der Forschung sind:
- Modellrechnungen, Simulationen zu unterschiedlichsten physikalischen Problemen 
- Gerätesteuerung, Prozesssteuerung 
- Messdatenerfassung, -visualisierung und -auswertung 
- Datenarchivierung, Katalogisierung
- Kommunikation. 
Die Einsatzgebiete umfassen ein breites Spektrum der physikalischen Grundlagen- und an-
gewandten Forschung. Ebenso weit sind auch die Anforderungen an die einzusetzende
Rechentechnik gefächert:
- Hochleistungsrechner (wobei WS-Cluster zunehmend durch PCs, z. T. Dual-Prozessor-
Maschinen, ersetzt wurden) zur Berechnung komplexer Probleme, z. T. interaktiv 
- PCs als Workstations zur Visualisierung, Archivierung, Katalogisierung der Messdaten bei
z. T. erheblichen Datenaufkommen (mehrere bis einige 100 GByte/Messzyklus) 
- Zusammenarbeit mit externen Instituten, Nutzung externer Kapazitäten bei in- und auslän-
dischen Partnern (z. B. FZ Jülich, HMI Berlin, SLAC, FRM-II TU München, ...) 
- Video- und Telefonkonferenzen mit begleitenden Präsentationen mit den externen Partnern 
- Literaturrecherchen (z. B. mittels WEB RECH bei STN) 
- Datenarchivierung.
Als physikalische Problemstellungen für den DV-Einsatz können beispielhaft genannt werden:
- Vielteilchensysteme 
- Untersuchungen der Atomstruktur, der hadronischen Struktur von Nukleonen und Kernen 
- Simulation von Elementarteilchenreaktionen 
- Experimentsteuerung, -modellierung und -auswertung (COSY  Jülich, PEP-II SLAC, …)
- Datenbanken (CERNlib, IAEA, FermiLab, …).
In nicht unbeträchtlichem Maße stellt die Organisation großer Konferenzen Anforderungen
an die DV-Technik (Datenbanken, Teilnehmerregistrierung, Einreichen von Abstracts über
WWW, Internetzugang für Konferenzteilnehmer).
Erreichter Stand der DV-Ausstattung 
Hardware 
Durch kontinuierliche Erweiterung vor allem des PC-Bestandes ist ein Deckungsgrad von
nahezu 100% für alle Mitarbeiter der Fachrichtung erreicht worden. Nach Angaben der
Institute stehen an der Fachrichtung Physik ca. 100 Server, häufig auf PC-Technik basierend,
zur Verfügung.
Der PC-Bestand erhöhte sich auf über 500, hauptsächlich im Einsatz am Arbeitsplatz und als
Messrechner. Außerdem stehen etwa 70 Arbeitsplätze (PCs) in den zentralen Pools bzw. in
den Instituten für die studentische Ausbildung sowie für Studien- und Diplomarbeiten bereit. 
Software 
Als Betriebssysteme kommen neben Windows (hauptsächlich 2000, NT und XP, vereinzelt
weiterhin 98) und UNIX für Server, verschiedenste Linux-Distributionen zum Einsatz.
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Für die Standardaufgaben werden überwiegend Software-Pakete eingesetzt, für die
Campuslizenzen vorliegen. Zusätzlich finden spezielle Software-Lösungen (Office, LabView,
Mathematica, Matlab, Mathcad, Maple, Origin, OrCAD ...) Anwendung. Darüber hinaus
werden in großem Maße eigene Programmentwicklungen durchgeführt bzw. Programmpakete
von Kollaborationspartnern (BABAR, GEANT, CERNLib, ...) genutzt. 
Vernetzung 
Die Vernetzung der Institute ist unterschiedlich ausgebaut. Die Institute sind über 100 Mbit
Glasfaser an das Campusnetz angebunden, Innerhalb der Gebäude bestehen 100 Mbit Twisted
Pair und noch 10 Mbit Twisted Pair und BNC-Netzwerke. Die Außenstellen Triebenberg und
Albertstraße nutzen ISDN, was zu erheblichen Kosten für die betroffenen Institute führt. 
PC-Pools für Physikstudenten
Im Physikgebäude (PHY C 117) besteht für Physikstudenten (Zugang über Kartenleser) ein
Pool mit 10 PCs und einer Workstations zur Verfügung (Vernetzung: Fast Ethernet). Neben
Standardsoftware sind Maple, Mathematica und Origin nutzbar. Anfang 2004 wird ein zu-
sätzlicher Raum für gemischten Betrieb (PC-basierte Lehre und Pool) in der PHY B 113 in
Betrieb genommen. Dieser Raum umfasst in der ersten Ausbaustufe 12 PCs (Athlon XP
2200+). Er ist auf maximal 42 Arbeitsplätze erweiterbar.
Anforderungen der Fachrichtung Physik an das URZ sowie externe Ressourcen 
Dienste 
File-Services 
- Nutzung des Uni-Software-Archives über FTP und NFS 
Backup-Services 
- weitere Nutzung bzw. Volumenerhöhung des Archiv- und Backup-Services 
Compute-Services 
- Nutzung der Hochleistungsrechentechnik durch Absprachen für Spezialnutzung verbessert
(weiter zunehmende Bedeutung)
Multimedia 
- Videokonferenzen wurden kaum genutzt 
- Präsentationen nehmen weiterhin an Bedeutung zu 
Datenkommunikation 
- gute Lösung innerhalb des Kerngeländes 
- Einschränkungen für die bestehenden Außenstellen durch ISDN-Anschlüsse und gesperr-
ten Zugang zu internen Ressourcen/Dokumenten
- Bereitstellung und Betreuung von Breitband-Internetzugängen auf Gebäudeebene
- Sicherung von Telefon-Einwahlzugängen 
- Firewall für die Universität ist dringend erforderlich, da die Mittel- und Personalsituation und
die vorhandenen Sachkenntnisse an den Instituten eine professionelle Lösung nicht zulassen
- Scannen der Mails nach Viren/Spam erscheint verbesserbar.
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Software 
- zentrale Software-Beschaffung und Campuslizenzen haben sich bewährt, leider fehlt Origin 
- verstärkte Angebote, auch Schulung für Linux, C++ und Java sowie
Administration/Datensicherheit werden gewünscht 
- Bereitstellung, Management und Update von Freeware kann verbessert werden.
Hardware- und Software-Service 
- PC-/WS-Service außerhalb der Garantiezeit (Ausbau/Verstärkung der Servicegruppe, kosten-
freier Service) 
- Hilfe und Unterstützung bei Installation und Wartung der Rechentechnik auf allen Ebenen
- Schnellere Informationen ggf. auch Schulung oder Moderation eines
Erfahrungsaustausches vor allem zu aktuellen Problemen Netzsicherheit,
Netzwerkanbindung, ...)
- Nutzung des CAD-Zentrums für Posterausdrucke und Präsentationen. 
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Fakultät Mathematik und Naturwissenschaften
Fachrichtung Psychologie
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DV-Versorgung der Fachrichtung Psychologie re-
sultieren aus den Lehrveranstaltungen und den notwendigen Studierbedingungen für
- den Diplomstudiengang Psychologie (120 Studierende mit Diplom-Abschluss pro
Studienjahr, 60 Studierende mit Magister-Abschluss pro Studienjahr) und 
- die Studierenden der Nebenfächer (450 Studierende pro Studienjahr).
Anforderungen aus der Forschung
Die vier Institute der Fachrichtung Psychologie setzen ihre DV-Ausstattung bei der
Bearbeitung u. a. folgender ausgewählter Forschungsthemen ein:
Institut für Allgemeine Psychologie, Biopsychologie und Methoden der Psychologie
Prof. Dr. B. Bergmann:
Arbeitsforschung in der neuen Arbeitswelt - Forschungs-Qualifizierungs- Modell Dresden
(FQMD)
Prof. Dr. B. Bergmann
Kompetenzentwicklung durch Lernen im Prozess der Arbeit
Prof. Dr. C. Kirschbaum
Habituation der biologischen Stressantwort
Prof. Dr. C. Kirschbaum
Zentralnervöse Korrelate der Reaktion auf psychosoziale Belastung
Institut für Klinische-, Diagnostische und Differentielle Psychologie
Prof. Dr. B. Brocke
Serotonin-Transporter Polymorphismus und akkustisch evozierte Potentiale (AEP)
Prof. Dr. B. Brocke
Dopaminerg beeinflusste Persönlichkeitseigenschaften und kognitive Prozesse
Prof. Dr. K. Westhoff 
KonzentrationsDiagnostikSystem (KDS): besteht aus 5 Untertests, die auch einzeln ange-
wendet werden können.
Prof. Dr. K. Westhoff. & A. Irrgang
PC-gestützter Fragebogen zur „Konzentration im Alltag“
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Prof. H.-U. Wittchen
Gemeinsamkeiten und Unterschiede von Vulnerabilitäten und Risikofaktoren bei spezifischen
Angst und depressiven Erkrankungen: Eine prospektiv-longitudinale Verlaufsstudie in
Frühstadien
Prof. Dr. J. Hoyer
Elekroenzephalographische und peripherpsysiologische Korrelate der Posttraumatischen
Belastungsstörung (PTB) als Indikatoren für die Wirksamkeit eines kognitiv-verhaltensthera-
peutischen Therapieprogramms
Institut für Arbeits-, Organisations- und Sozialpsychologie
Prof. Dr. P. Richter 
Virtuelle Unternehmen
PD Dr. R. Rau
Occoupational Health Psychology
Prof. Dr. Schulz-Hardt
Entscheidungsprozesse in Gruppen
Prof. Dr. S. Schulz-Hardt
Erwartungskonforme Urteilsverzerrungen in der Preiswahrnehmung
Prof. Dr. S. Schulz-Hardt
Verlusteskalationen bei Finanzentscheidungen
Prof. Dr. B. Velichkovsky
Dynamische Aufmerksamkeitseffekte in realen und virtuellen Umgebungen
Prof. Dr. B. Velichkovsky
Neue Formen der Interaktion und anthropomorphe Schnittstellen
Institut für Pädagogische Psychologie und Entwicklungspsychologie
Prof. Dr. H. Körndle
Studierplatz 2000: Entwicklung und Evaluation multimedialer Lehr- und Studierwerkzeuge
für das innovative Lehren und Lernen mit neuen Medien
Dr. S. Narciss
Informatives Feedback - Entwicklung und Evaluation informativer tutorieller Feedbackinhalte
und -formen für computerunterstützte Lernumgebungen
Prof. Dr. H. Körndle
Leitprojekt „Multimedialer Arbeitsplatz der Zukunft (MAP)“: Teilprojekt 5 „Akzeptanz mul-
timedialer Arbeitsplätze“
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Prof. Dr. F. Schott 
Die Untersuchung selbstgesteuerter Lernprozesse in multimedialen Lernumgebungen
Prof. Dr. U. Staudinger
Selbsteinsicht: Operationalisierung, Entwicklung und Förderung 
Erreichter Stand der DV-Ausstattung an der Fachrichtung Psychologie
Standort Bürogebäude, Zellescher Weg
- 110 vernetzte PCs als Arbeitsplatz- bzw. Labor-PCs
- 2 Novell-Server (Netware 3.12) 
- 2 Linux-Server 
- Anbindung an das Campusnetz mit 100 Mbit/s
Standort Seminargebäude 2, Zellescher Weg 
- 26 vernetzte PCs im Computerkabinett der Fachrichtung (Athlon 800/512 MByte), einge-
richtet Anfang 2001
- 10 vernetzte PCs im alten Computerkabinett, Raum 215b
- 1 Windows NT-Server und 1 Linux-Server
- 5 vernetzte PCs in Laborräumen der Professur Arbeits- und Organisationspsychologie 
- Anbindung an das Campusnetz mit 100 Mbit/s
Standort Hohe Straße 53
- 30 vernetzte PCs als Arbeitsplatz- bzw. Labor-PCs
- 2 Windows NT-Server 
- Anbindung an das Campusnetz mit 100 Mbit/s
Standort Chemnitzer Straße 46 (Falkenbrunnen)
- 80 vernetzte PCs als Arbeitsplatz- bzw. Labor-PCs
- 4 Windows NT-Server
- Anbindung an das Campusnetz mit 100 Mbit/s
Standort Weberplatz
- 50 vernetzte PCs als Arbeitsplatz- bzw. Labor-PCs
- 3 Windows NT-Server
- 2 Linux-Server
- Anbindung an das Campusnetz mit 100 Mbit/s
Standort Andreas-Schubert-Bau (ASB)
- 15 vernetzte PCs als Arbeitsplatz- bzw. Labor-PCs
- Anbindung an das Campusnetz mit 100 Mbit/s
Insgesamt resultiert aus der Vielzahl von räumlichen Standorten der Fachrichtung an der TUD
ein hoher Wartungs- und Betreuungsaufwand. 
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Durch die Einrichtung des Computerkabinetts der Fachrichtung aus HBFG-Mitteln Anfang
2001 hat sich die Qualität der Rechnerausstattung für die Studierenden spürbar verbessert.
Notwendig ist die Modernisierung der Arbeitsplätze im Computerkabinett im S 2, Raum 215b.
Anforderungen der Fachrichtung Psychologie an das URZ
Datenkommunikation
- Einrichtung und Betrieb von WLANs im BZW, Seminargebäude, Falkenbrunnen und
Weberplatz vor allem für das studentische Arbeiten mit Notebooks und für die Lehre
Software
-  Bereitstellung und Management von Campuslizenzen für Aufgaben der Versuchssteuerung,
der Versuchsauswertung sowie Bereitstellung von multimedialem Lehrmaterial in
Kooperation mit der SLUB
-  Backup-Dienstleistungen
Hardware- und Software-Service
- Bereitstellung von Serviceleistungen für die Projektierung, den Unterhalt und die Reparatur
der vorhandenen und noch zu beschaffenden PCs.
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Fakultät Mathematik und Naturwissenschaften
Fachrichtung Biologie
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DV-Versorgung an der Fachrichtung Biologie erge-
ben sich aus Lehrveranstaltungen für :
- den Diplomstudiengang „Biologie“ (10 Semester) und
- den Baccalaureatsstudiengang „Molekulare Biotechnologie“ (6 Semester).
Die DV-Nutzung durch Studenten besteht zu einem großen Teil in der Arbeit am PC zur
Auswertung von Praktikumsversuchen, der Erstellung von Protokollen und Seminarbeiträgen
sowie der fachspezifischen Internetrecherche. Bei einigen Lehrveranstaltungen ist die Arbeit
am PC integriert, z. B. zur Literaturrecherche, bei botanischen und zoologischen Bestim-
mungsübungen. Zunehmend an Bedeutung gewinnt die PC-Nutzung für Sequenzanalysen und
Datenbanknutzung (Genetik/Molekularbiologie) z. B. im Rahmen des Praktikums „DNA-
Sequenzierung“. In diesen Fällen wird z. T. der studentische PC-Pool der FR Biologie, teil-
weise aber auch Ressourcen der Institute im Rahmen der Lehrveranstaltung genutzt. 
Die durchschnittliche DV-Nutzung pro Student zur Erfüllung der o. g. Aufgabenstellungen
kann nur grob geschätzt werden. Eine DV-Nutzung von 2 Wochenstunden pro Student je
4 SWS Praktikum/Übung scheint realistisch. Daraus ergeben sich folgende Anforderungen:
Anforderungen aus der Forschung
Tabelle 1
Neben der Nutzung der EDV für die Speicherung, Auswertung und Präsentation experimen-
teller Daten (Tabellenkalkulations-, Textverarbeitungs-, Grafik- und Statistikprogramme) wer-
den PCs an der FR Biologie vorrangig zur Steuerung von Analysengeräten und die
Messdatenerfassung und -speicherung eingesetzt. Weiterhin spielt die Internetnutzung
(Kommunikation, Informationsbeschaffung) eine große Rolle. Darüber hinaus ergeben sich
aus der Forschung folgende spezifische Anforderungen:
- Bildbearbeitung - Auswertung von mikroskopischen Bildern (Lichtmikroskop,
Elektronenmikroskop) und von Gelen zur Auftrennung von Nukleinsäuren oder Proteinen
- Sequenzvergleiche -  Arbeit mit DNA- und Proteindatenbanken
Lehrveranstaltung  Teilnehmerzahl  Lehrstunden 
(SWS P/Ü) 
DV-Nutzung je Student in 
Wochenstunden  
Diplomstudiengang     
Grundstudium  106 24 12 
Hauptstudium – Hauptfach 173 32 16 
Hauptstudium – Nebenfach 173 16 8 
Baccalaureatsstudiengang     
Grundstudium  54 20 10 
Hauptstudium  41 24 12 
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- Recherchen in Literaturdatenbanken (Current Contents, Medline, Biosys)
- Erfassung der Pflanzenverbreitung („Florein“).
Erreichter Stand der DV-Ausstattung
An der Fachrichtung Biologie werden ca. 140 PCs genutzt. Diese dienen zu einem großen Teil
als Büroarbeitsplatz zur Auswertung von experimentellen Daten sowie der Erstellung von
Dokumenten, Manuskripten und Präsentationen. Ein nicht unerheblicher Teil der aufgeführ-
ten PCs dient jedoch auch bzw. ausschließlich der Steuerung verschiedenster Analysengeräte
(Sequenzierer, Epifluoreszenz-, Laser-Scanning- und Elektronenmikroskope, Photometer,
Chromatographiesysteme, Geldokumentation u. a.) bzw. der Bearbeitung der mit diesen
Geräten ermittelten Daten. Damit einher geht die Benutzung entsprechender Spezialsoftware.
Neben dem PC-Bestand an den Instituten stehen in einem studentischen PC-Pool 10 PCs und
ein Server für die o. g. Ausbildungszwecke zur Verfügung.
Infolge der Baumaßnahmen im Andreas-Schubert-Bau (ASB) und Seminargebäude 2 (SE 2)
haben sich die Zugangsmöglichkeiten zum Campusnetz bzw. Internet in den letzten Jahren er-
heblich verbessert, so dass an nahezu allen PC-Arbeitsplätzen auch ein schneller Zugang zum
Campusnetz und zum Internet besteht (Hausnetze 100 Mbit/s). Die Praktikumsräume im
Laborgebäude Biologie (auf dem Gelände des Instituts für Holztechnik Dresden) sowie eini-
ge Seminarräume bzw. Hörsäle im Seminargebäude 1 und 2 bzw. ASB sind bislang nicht an
die Hausnetze angeschlossen.
Mit dem hohen Grad der Vernetzung tritt auch die Sicherheitsproblematik in den Mittelpunkt.
Neben der Intensivierung des individuellen Schutzes von PC durch von den Nutzern einge-
richtete Virenschutzprogramme und Firewall-Software wurde für das Netz im SE 2
(141.30.158.192-252) ein Server als Firewall eingerichtet.
Tabelle 2
Institut PC-Ausstattung davon vernetzt Spezialsoftware Spezialhardware 
Botanik 32 30 (10 bzw. 100 
Mbit/s) 
Florein (s. o.) Beamer, 
Filmscanner 
Genetik 20 18 (100 Mbit/s) Bildbearbeitung 
Sequenzanalyse 
 
Mikrobiologie 36 34 (100 Mbit/s) Sequenzier-Software 
(CEQ Sequence 
Analysis), MetaView 
(Bildbearbeitung) 
Dia-Belichter, 
Digitalkamera 
Zoologie 30 28 (100 Mbit/s) Bildbearbeitung Beamer, Digital- 
und Videokamera 
Molekulare 
Biotechnologie 
6 6 (100 Mbit/s)  Digitalkamera 
direkt an der 
Fachrichtung 
5 + 1 Server 
(Firewall) 
5 (100 Mbit/s)  Beamer 
studentischer PC-
Pool 
10 + 1 Server 10 (100 Mbit/s)   
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Leistungen und Angebote der Fachrichtung Biologie
Aufgrund der begrenzten Kapazitäten gibt es an der FR Biologie keine Angebote über DV-
Leistungen für andere Fakultäten.
Anforderungen der FR Biologie an das URZ sowie externe Ressourcen
Dienste
Unter den vom URZ angebotenen Diensten wird durch die FR Biologie bislang neben den
Datenkommunikationsdiensten (eMail, Internet-Zugang) vor allem der Bildbearbeitungs- und
DTP-Platz (Plot-Service bis A0-Größe) genutzt.
Rechenkapazität im Hochleistungsbereich wird derzeit nicht benötigt. Diesbezügliche
Anforderungen werden aber möglicherweise im Zuge des weiteren Ausbaus der Bioinformatik
entstehen. Mit der Einrichtung lokaler Netzwerke an den Instituten bzw. mit der Aktualisierung
der Ausstattung des PC-Pools wird auch die Nachfrage nach dem Backup-Service des URZ
wachsen.
Datenkommunikation
Hinsichtlich der Datenkommunikation ist mit der Netzanbindung im ASB und SE 2 mit
100 Mbit/s ein zufrieden stellender Stand erreicht, der den unter Punkt 1 genannten
Anforderungen bezüglich der Nutzung des Internets Rechnung trägt. Wünschenswert ist die
Einbindung der unter Punkt 2 genannten Seminar- und Praktikumsräume in die Hausnetze. 
Software
Die Anforderungen der FR Biologie bestehen hier in der Bereitstellung von Campuslizenzen
für Microsoft-Betriebssysteme, Office-Pakete, Statistik- und Bildbearbeitungssoftware sowie
dem Bezug aktueller Virenschutzprogramme. Wünschenswert wäre eine Erweiterung der
Recherche-Möglichkeiten nach Literaturquellen im Internet (Biosis, Web of Science) sowie
die Bereitstellung von Literaturverwaltungsprogrammen. Darüber hinaus würde es die
FR Biologie begrüßen, wenn seitens des URZ Installation und Wartung von Software zur
Sequenzdatenanalyse übernommen werden könnten.
Hardware- und Software-Service
Für die Absicherung der Funktionsfähigkeit der an der FR Biologie betriebenen Rechentechnik
durch Hilfe bei Hardware- und Software-Problemen sowie Unterstützung bei Aufrüstungen u.
ä. ist der PC-Instandhaltungsservice des URZ von maßgebender Bedeutung, da an der
Fachrichtung kein Systemadministrator mit dem entsprechenden Fachwissen angestellt ist.
Eine Verbesserung des PC-Instandhaltungsservices hinsichtlich der Wartezeiten wäre ebenso
wünschenswert wie eine schnelle Unterstützung bei Software-Problemen (in erster Linie bei
ernsthaften Schäden am Betriebssystem bzw. im Bereich der Netzwerkdienste).
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Philosophischen Fakultät
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
An der Philosophischen Fakultät werden die folgenden Studiengänge angeboten:
- Magisterstudiengang mit 11 Hauptfächern und 14 Nebenfächern
- Diplomstudiengang Soziologie
- Lehramt an Grundschulen
- Lehramt an Mittelschulen
- Lehramt an Gymnasien
- Lehramt an Berufsbildenden Schulen
- BA/MA Studiengang Internationale Beziehungen und Kultur und Management.
Aus diesen Studiengängen ergeben sich hohe Anforderungen an die DV-Versorgung sowohl
von Seiten der Lehrenden als auch von Seiten der Studierenden. Von beiden Seiten wird die
vorhandene PC-Ausstattung zur Vor- und Nachbereitung von Lehrveranstaltungen genutzt.
Neben der breiten Nutzung für die Vorbereitung der Lehre stellt mittlerweile eine wachsende
Anzahl von Lehrenden Materialen zu ihren Lehrveranstaltungen ins Netz. Die Studierenden
nutzen die DV-Ausstattung für die Anfertigung von Haus- und Seminararbeiten, zur Recherche
in den SLUB-Katalogen (OPAC) und in anderen Bibliothekskatalogen, zur Recherche in
Datenbanken und im Internet. Außerdem verwenden die Studierenden der sozialwissen-
schaftlichen Fächer die PC-Ausstattung intensiv zur Durchführung von Datenanalysen.
Anforderungen aus der Forschung
- Textverarbeitung
- Tabellenkalkulation
- Datenbankrecherchen
- Opac-Recherchen und Recherchen in anderen Bibliothekskatalogen
- Internetrecherchen
- Erstellen von HTML-Dokumenten
- elektronische Bildbearbeitung
- Vorbereitung und Durchführung von Präsentationen
- Online-Befragungen
- Datenanalysen
- Terminverwaltung
Erreichter Stand der DV-Ausstattung an der Philosophischen Fakultät
Die PC-Ausstattung der Fakultät konnte im Berichtszeitraum weiter ausgebaut werden. Jeder
Mitarbeiter bzw. jede Mitarbeiterin verfügt über einen eigenen Computerarbeitsplatz. In vie-
len Fällen handelt es sich um leistungsstarke Computer.
Die Fakultät verfügt über zwei PC-Pools. Einer befindet sich im Falkenbrunnen (Chemnitzer
Straße 46 a) und ein zweiter im Seminargebäude II (Zellescher Weg).
Der PC-Pool im Falkenbrunnen wurde im August/September 1998 installiert. In diesem 70 qm
großen Raum sind die Computer in sechs Reihen zu je fünf Arbeitsplätzen angeordnet und wer-
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den durch einen Teacher-PC (mit Anschluss an einen Laserdrucker) an der Frontseite ergänzt.
Sämtliche Arbeitsplätze sind untereinander und über einen Server mit dem Internet verbun-
den. Die realisierte Fast/Ethernet-Vernetzung und die Anbindung an das Campusnetz durch
eine ATM-Standleitung ermöglichen rasche Zugriffszeiten auf das TU-Netz auch unter
Volllast. Ein leistungsstarker Projektor (Epson EMP 7300) ist mit der Bildschirmoberfläche
des Teacher-PC verbunden und ermöglicht von allen Arbeitsplätzen aus eine gute Sicht.
Tabelle 1
Die Arbeitsplätze des PC-Pools im Seminargebäude sind in vier Reihen mit je vier Computern
und - durch einen Gang getrennt - nochmals in drei Reihen mit je zwei Computern angeord-
net. In der ersten Reihe befinden sich die Systeme mit CD-Brennern und Scannern. Zentral
vor der ersten Reihe befindet sich der Teacher-PC. Die PCs sind untereinander und mit dem
Server mit Fast Ethernet-Hubs verbunden. Somit steht auf jedem Rechner ein schneller
Internetzugang zur Verfügung, da der Server an das Campusnetz angeschlossen ist.  Die
Anmeldung erfolgt mit dem TU-Login und die Druckkosten werden über den zentralen
Druck-Server des URZ kontrolliert.
Falkenbrunnen 
Hardware Typ Anzahl 
PC-Arbeitsplätze AMD Athlon 1800+, 512 MByte, 19"Monitor 32 
Server Compac Pro-Liant 1600 1 
Hubs 3com 8 Port 100 Mbit/s 6 
Laserdrucker s/w HP LJ4000 2 
Laserdrucker col. HP LJ4500 1 
CD-Server Axis 1 
Scanner Mustek 12000 SP plus 2 
Videokamera Sony DCR-VX1000E digital 1 
Photokamera Sony Mavica digital 1 
Projektor Epson EMP7300 1 
Videoschnittkarte Miro DC30 2 
CD-Brenner LiteOn/Sony 4 
   
Software  Lizenzen 
NT4-Server  1 
NT4-Workstation  30 
Windows 2000  2 
Photoshop  2 
OmniPage  2 
SPSS 11  32 
Office 2000  32 
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Tabelle 2
Der PC-Pool ist Falkenbrunnen ist von Montag bis Freitag von 9.00 bis 19.00 Uhr, der im
Seminargebäude von 11.00 bis 19.00 Uhr geöffnet. Beide PC-Pools werden selbstverständ-
lich auch für die Durchführung von Lehrveranstaltungen genutzt. 
Betreuung 
Die beiden PC-Pools werden von jeweils drei studentischen Hilfskräften mit einer
Gesamtarbeitszeit von 70 Stunden wöchentlich und einem Systemadministrator betreut. Der
Pool im Seminargebäude kann hierbei vollständig bzw. jener im Falkenbrunnen nur teilweise
betreut werden.
Anforderungen an das URZ
Sehr wichtig ist der Fakultät die Unterstützung durch das URZ unter anderem beim Betrieb
der Gebäudenetze. Insbesondere bei der Unterstützung hinsichtlich der Software-Beschaffung,
der Bereitstellung von Campuslizenzen sowie von Virensoftware konnten sehr positive
Erfahrungen gemacht werden.
Seminargebäude 
Hardware Typ Anzahl 
PC-Arbeitsplätze P3-866 128 MByte 15"TFT 22 
Server P-3 Xeon 1 GHz 512 MByte 1 
Hubs 8 Port 100 Mbit/s 4 
Laserdrucker s/w HP4100tn 2 
Scanner 6300C 2 
CD-Brenner Yamaha 16x 4 
   
Software  Lizenzen 
NT4-Server  1 
Windows 2000  22 
SPSS 10  22 
Photoshop  3 
Office2000  22 
OmniPage  2 
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Fakultät Erziehungswissenschaften
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
In der Fakultät Erziehungswissenschaften sind laut Kopf- und Fallzahlenstatistik der TU Dresden
(zum 01.12.2003) im Wintersemester 2003/2004 1 640 Studierende immatrikuliert. Während
die Zahl der Neuimmatrikulationen mit 313 im Vergleich zum WS 2001/02 nahezu gleich
blieb, stieg die Zahl der an der Fakultät zu betreuenden Studierenden um weitere 277 auf 1 114 an.
Die Anforderungen aus der Lehre an die DV-Versorgung der Fakultät
Erziehungswissenschaften resultieren aus folgenden Studienangeboten:
Hauptfachstudiengänge
- Diplomstudiengang Erziehungswissenschaft, Studienrichtung Sozialpädagogik/
Sozialarbeit
- Magisterstudiengang Erziehungswissenschaft im Haupt- und Nebenfach
Lehramtsstudiengänge
- Lehramt an Grundschulen
- Höheres Lehramt an berufsbildenden Schulen
Erziehungswissenschaftliche Ausbildung für die Lehramtsstudiengänge
- Lehramt an Grundschulen
- Lehramt an Mittelschulen
- Höheres Lehramt an Gymnasien
- Höheres Lehramt an berufsbildenden Schulen
Aufbaustudiengänge
- Berufs- und Erwachsenenpädagogik in der internationalen Entwicklungsarbeit
- Berufspädagogik der TU Dresden und der TU Hanoi
Ergänzungsstudium
- Berufsbildung/Erwachsenenbildung
Weiterhin Lehrangebote für:
- Diplomstudiengänge für Ingenieurstudenten (Nichttechnisches Wahlpflichtfach)
- Studiengang für Medieninformatik (Nebenfach).
Zum Einsatz von Computern für Lehre und Lernen gibt es in der Fakultät zwei Medienplätze
in Hörsälen, zwei mit Medienplätzen ausgestattete Seminarräume und zwei PC-Pools. 
Ein PC-Pool mit 17 Arbeitsplätzen und einem Lehrerplatz, der mit moderner
Präsentationstechnik ausgestattet ist, wird regelmäßig mit ca. 26 Semesterwochenstunden und
zusätzlichen Block- bzw. Einzelveranstaltungen für Lehrveranstaltungen genutzt. Ein
Arbeitsplatz ist als Schnittplatz für Videofilme ausgestattet.
Für die computerbasierten Projektseminare u. a. zur Befähigung der Studierenden zum Einsatz
des Computers in der Lehre und zur selbstständigen Erstellung von Lehr- und Lernmaterial
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werden Logins und Speicherplatz auf dem Fakultätsserver bereitgestellt. Zur Präsentation von
Multimedia-Anwendungen steht ein Medien-Server zur Verfügung.
Der zweite PC-Pool mit 12 Arbeitsplätzen und einem Lehrerplatz dient im Wesentlichen dem
freien Arbeiten und ist für die Studentinnen und Studenten aller Fakultäten täglich von 8 bis
20 Uhr nutzbar. Ein großer Anteil sind ausländische Studierende aus den benachbarten
Wohnheimen.
Nachfolgend sind eine Reihe repräsentativer Lehrveranstaltungen und deren Anforderungen
an die DV-Versorgung aufgeführt:
Tabelle 1
Bezeichnung der Lehrveranstaltung Software / Dienste Art der 
Nutzung1) 
Seminar: Mediendidaktik: Gestaltung von Internetsites Internet, Photoshop, HTML-Editoren B 
Seminar: Jugendkulturen und ihre Medien PowerPoint, FrontPage  B 
Seminar: Nachrichtenanalyse PowerPoint A 
Seminar: Jugend im Netz Internet B 
Seminar: Werbung PowerPoint A 
Seminar: Mediendidaktik: Gestaltung von Internetsites 
Seminar mit Übungen 
Internet, Photoshop, HTML-Editoren B 
Online-Seminar: Medienkompetenz – Eine Einführung Internet B 
Medienpädagogik: Positionen, Konzepte, Aufgabenfelder PowerPoint A 
Blockseminar: Einführung in Computergestützte 
Qualitative Datenanalyse (CAQDAS) 
MaxQDA B 
Ringvorlesung MS Office A 
Seminar Computereinsatz in der Grundschule Lernsoftware  
Seminar Einführung in die Arbeit mit dem 
Statistikprogramm SPSS 
SPSS C 
Methodik projektbezogener Arbeit MS-Project B, D 
Kommunikation PowerPoint A 
Methodik curricularer Arbeit PowerPoint A 
Fallstudie/Rollenspiel PowerPoint A, D 
Grundlagen der Erwachsenenbildung Standardsoftware A 
Didaktik der Erwachsenenbildung Standardsoftware A 
Bildungsmanagement Standardsoftware A 
Weiterbildungsberatung Standardsoftware A 
Bedarf- und erwachsenengerechtes Lernen Standardsoftware A 
Vorlesung: Bildungstechnologie  PowerPoint,WWW, Personal Media 
Management, Medien-Server 
A 
Didaktisches Design und computergestütztes Entwickeln 
von Texten und Bildern für Lernen und Lehren 
Standardsoftware, CorelDraw, Paint Shop 
Pro, PowerPoint, Medien-Server 
A,B 
Didaktisches Design und computergestütztes Entwickeln 
von Video und Animation für Lernen und Lehren 
Media Studio Pro, Cinema 4D, DVD 
Authoring, Flash, Medien-Server, WWW,  
A, B, E, D 
Didaktisches Design und computergestütztes Entwickeln 
von Hypermedia - Anwendungen für Lernen und Lehren 
Standardsoftware, Toolbook, Delphi, 
Media Studio Pro, Paint Shop Pro, 
Medien-Server, WWW,  
A, B, D, E 
Nutzung von Netzwerken für Lernen und Lehren WWW, Dreamwaver, FrontPage, Media 
Studio Pro, Paint Shop Pro, PowerPoint, 
Medien-Server 
A, B, D, E 
Methodologie wissenschaftlichen Arbeitens Standardsoftware A 
Theorie und Technik des chemischen Experimentes Standard- und Multimedia-Software 
Cassy 
Delphi, LabView 
A E 
Berufsdidaktisches Praktikum AT spezielle Software für 
Messwertverarbeitung und SPS 
D 
1) Nutzung der DV-Technik
A Einsatz von Präsentationstechnik in den Lehrveranstaltungen
B Nutzung des PC-Pools der Fakultät
C Nutzung anderer Pools der TUD
D Nutzung von Instituts-PCs durch Studenten
E Nutzung sonstiger DV-Technik
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Anforderungen aus der Forschung
Bild 2: Forschungsthemen, die vor allem DV-Versorgung erfordern
Forschungsthema Hardware/Software 
Institut für Allgemeine Erziehungswissenschaft 
Evaluation eines Online-Angebotes („Lizzynet“, „Leanet“) 
MaxQDA zur qualitativen 
Datenanalyse 
Institut für Schulpädagogik und Grundschulpädagogik 
Begleituntersuchungen zum Schulversuch Deutsch–Italienische 
Gesamtschule Wolfsburg 
Projekt Gewalt an der Schule „Netzwerk Gewaltprävention“ 
Internationale Studie zum Gesundheits- und Krankenstatus von Kindern 
und Jugendlichen in der Schule (WHO-Studie) 
Ausgrenzungsprozesse und konflikthafte Interaktionen im Kontext Schule 
Projektverbund Gesundheitsfördernde Schule in Sachsen 
Weiterbildung der Mitarbeiter zur Nutzung statistischer Analysesoftware 
 
SPSS, qualitative und quantitative 
Auswertungen; 
Standardsoftware, Internet– und 
Netzdienste, PowerPoint, AMOS, 
LISREL, Mehrebenenanalyse-
Software (MLWin, HLM) 
Institut für Sozialpädagogik und Sozialarbeit 
Youth Policy and Participation. Potentials of participation and informal 
learning in young people’s transitions to the labour market. A comparative 
analysis in ten European regions Drogen- und Drogenprävention 
Netzwerk "Jugendliche an der 2. Schwelle" - Unterstützung Jugendlicher 
und junger Erwachsener an der 2. Schwelle bei der Eingliederung in den 
Arbeitsmarkt 
Jugendverbände, Kompetenzentwicklung und biografische Nachhaltigkeit 
Sozialplanung in der ostsächsischen Region 
Bildungsleitfaden für Sächsische Kinderkrippen und Kindergärten 
Pädagogische Nietzsche Rezeption 
Families and Transitions 
Psychosoziale Beratung älterer Frauen 
Heterosexualität im Lebensverlauf alter Frauen - Möglichkeiten und 
Grenzen von Selbstbestimmung 
Ostdeutsche Nachbarschaften im Transformationsprozess 
Weiterbildungsstudium Interkulturelle Beratungskompetenzen für 
MigrantInnen 
Evaluation politischer Bildung und Weiterbildung in Deutschland 
Soziale Netzwerke von Heimkindern 
 
MS Office, Internetdienste, 
MaxQDA, SPSS,  
BSCW-Server, TUSTEP, SPSS, 
Atlas.ti,  
 
Institut für Berufspädagogik 
Projekt: Innovationen am Beruflichen  Gymnasium in Sachsen 
Projekt: Umsetzung von unternehmensindividueller Weiterbildung in 
Kleinunternehmen aus dem Bereich Natur und Umwelt - zielorientiertes 
Coaching initiiert selbstgesteuertes Lernen (ZICONU) 
„Neustart ins Berufsleben“ – Integration in den Arbeitsmarkt – Beitrag zur 
Resozialisierung (wiss. Begleitung) 
Ermittlung des längerfristigen Fortbildungsbedarfs in den sächsischen 
Justizvollzugsanstalten 
SEQUANET – Selbstgesteuerte Qualitätssicherung und -entwicklung von 
Qualitätskompetenz in berufl. Weiterbildungseinrichtungen und 
Potenzierung von Qualitätskompetenzen im Netzwerk 
KwiK-Kundenorientierte Weiterbildung 
Frauenfortbildung (Chance e. V.) 
PMT - Personal Media Management System for Teaching (Lehrumgebung) 
 
 
SPSS, MS Project, Internet, 
Standardsoftware, Frontpage, 
Delphi, Vidual Basic, ToolBook 
 
Institut für Berufliche Fachrichtungen 
bmbf gefördertes BioMeT – Innoregio – Projekt: 
„BioTecWork&Learn – Arbeiten und Lernen in der Biotechnologie – 
Berufliche Handlungsfelder und bedarfsgerechte Personalentwicklung“ 
 
IMAQ Vision Builder 6.1., 
LabView, Delphi 
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Erreichter Stand der DV-Ausstattung
Jeder Arbeitsplatz der Fakultätsmitarbeiter ist mit einem PC ausgestattet, der in das TU-Netz
integriert ist. Aus Haushalts- und Drittmitteln konnte im letzten Jahr eine Reihe neuer
Computerarbeitsplätze eingerichtet werden. Durch den Ersatz defekter bzw. den
Anforderungen nicht mehr genügender PCs konnte der Stand der PC-Ausstattung deutlich ver-
bessert werden. Bewährt hat sich dabei die fachliche Beratung und Koordination durch die
Mitarbeiter des Zentrums für Bildungstechnologie (ZBT) als eine fakultätszentrale
Einrichtung. Durch eine weitgehende, den jeweiligen Nutzungsanforderungen angepasste
Einheitlichkeit der PC-Ausstattung ist es dem ZBT möglich, die PCs schnell und unter
Berücksichtigung der immer wichtiger werdenden Sicherheitsrichtlinien zu installieren und
den Fakultätsangehörigen einen weitgehenden und schnellen PC-Service zu bieten.
Durch das URZ wurde das Gebäude Weberplatz über ein LWL-Netz mit einer Kapazität bis
zu 1 Gbit/s-Ethernet an das Campusnetz der TU angeschlossen. Die Computer im
Gebäudekomplex Weberplatz 5 sind institutsabhängig in verschiedene lokale Netze mit
Fast Ethernet- bzw. BNC-Verkabelung eingebunden und von den Netzverteilern über
Glaskabel mit dem Netzknoten des Hauses verbunden. Der bisherige Powerhub wird schritt-
weise durch den bereits installierten Cisco Catalyst 6500 abgelöst. Dabei kann gleichzeitig in
Zusammenarbeit mit dem URZ die Netzstruktur optimiert werden. Ebenfalls schrittweise in
Abhängigkeit von den verfügbaren Mitteln werden die noch vorhandenen BNC-
Verkabelungen durch TP-Verkabelungen mit 100 Mbit/s ersetzt.
Anforderungen an das URZ
Um für alle Mitarbeiter einen sicheren und schnellen Internetzugang zu gewährleisten, ist bei
der Umgestaltung noch vorhandener Engpässe weiterhin die Beratung und Unterstützung des
URZ erforderlich.
Wie bisher sehen wir die Unterstützung bei der Software-Beschaffung und Bereitstellung von
Campuslizenzen, Antivirensoftware und Informationen zum Virenschutz als sehr hilfreich an.
Der Einsatz des Virenschutzes auf den Mail-Servern der TU beugt wirkungsvoll
Virenproblemen auf den Arbeitsplatzcomputern vor.
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Juristische Fakultät
Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung
Anforderungen aus der Lehre
An der Juristischen Fakultät werden folgende Studiengänge angeboten:
- Rechtswissenschaft (Staatsexamen)
- Rechtswissenschaft (Magister/Nebenfach)
- Internationale Beziehungen (interdisziplinär, mit Fakultät Wirtschaftswissenschaften und
Philosophischer Fakultät)
- drei Aufbaustudiengänge.
Hieraus entstehen Anforderungen an die DV-Versorgung sowohl von Seiten der Lehrenden als
auch von Seiten der Studierenden: So wird die vorhandene PC-Ausstattung 
- zur Vor- und Nachbereitung von Lehrveranstaltungen (Erstellung von z. B. Übersichten und
Skripten zur Verteilung oder zur Veröffentlichung auf der Lehrstuhlhomepage im Web) und
- von den Studierenden zur Vor- und Nachbereitung von Lehrveranstaltungen, zur
Anfertigung von Haus- und Seminararbeiten, zur Recherche in Bibliothekskatalogen (z. B.
WebPAC), im Internet oder juristischen Datenbanken genutzt.
Im Computer-Pool der Fakultät werden computergestützte Lehrveranstaltungen sowohl für die
Studierenden als auch für Hörer anderer Fakultäten durchgeführt (z. B. zum Thema „Online-
Recht“, CD-Lernprogramme, Datenbankrecherche).
Anforderungen aus der Forschung
- Datenbank-Recherchen
- Juris-Recherchen
- WebPAC-Recherchen
- Internet-Recherchen
- Textverarbeitung
- Erstellen von HTML-Dokumenten
- Scannen.
Erreichter Stand der DV-Ausstattung an der Juristischen Fakultät 
Nach Angaben der Lehrstühle stehen an der Fakultät rund 125 PCs zu Verfügung. Jeder
Mitarbeiter verfügt über einen eigenen Computerarbeitsplatz. Zur Einrichtung der meisten
Lehrstühle gehört nun außerdem ein Scanner und CD-Brenner. Für studentische Hilfskräfte
stehen Computer-Arbeitsplätze in Facharbeitsräumen bereit. 
Der Computer-Pool der Fakultät ist mit 23 Computerarbeitsplätzen ausgestattet. Scanner, CD-
Brenner, Schwarz/Weiß- sowie Farblaserdrucker komplettieren die Ausstattung. 
Alle Computer der Fakultät sowie der Computer-Pool sind über das Hausnetz (100 Mbit/s)
mit dem Campusnetz (Gebäudeanschluss derzeit 155 Mbit/s ATM) verbunden.
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Tabelle 1
Leistungen und Angebote des Computer-Pools der Juristischen Fakultät
Für Lehr- und Übungszwecke wird an der Fakultät ein PC-Pool mit 23 Arbeitsplätzen betrie-
ben. Davon sind zwei als Systemarbeitsplätze mit CD-Brenner, ZIP-Laufwerk, Scanner,
Farblaserdrucker usw. eingerichtet. Ein Dozentenarbeitsplatz wird in lehrveranstaltungsfreien
Zeiten als zusätzlicher Arbeitsplatz genutzt.
Der Computer-Pool steht allen Studenten der TU Dresden mit gültigem URZ-Login offen. 
In der Vergangenheit wurde er ebenfalls von anderen Fakultäten zur Durchführung von außer-
planmäßigen Veranstaltungen genutzt.
Insbesondere während der vorlesungsfreien Zeit werden für Teilnehmer an Konferenzen,
Seminaren u. ä. im von-Gerber-Bau einzelne Arbeitsplätze im Computer-Pool reserviert.
Anforderungen der Juristischen Fakultät an das URZ sowie externe Ressourcen
Dienste
Backup-Services
- Nutzung des zentralen Backup-Services für die Datenbestände der Fakultätsserver
Web-Service
- Nutzung des zentralen Web-Servers zur Präsentation der Homepage der Fakultät mit allen
Lehrstühlen und angeschlossenen Instituten
Datenkommunikation
- Anschluss des Gebäudes von-Gerber-Bau an das Campusnetz
Software
- Bereitstellung und Management von Campuslizenzen
- Bereitstellung von Antivirensoftware entsprechend dem Update-Zyklus
Hardware- und Software-Service
- PC-Service (Fehlerbeseitigung außerhalb der Garantie)
- Beratung zur Beschaffung von Hardware- und Software
Institut PC-Ausstattung Server-Ausstattung  Vernetzung Spezialsoftware  Spezialhardware  
 Ist 12/2003 neu geplant 
2004 
Ist 12/2003 neu geplant 
2004 
   
Juristische Fakultät  125  2 Compaq  
1 HP 
 100 Mbit/s    
Computer-Pool 24 0 1 Compaq   100 Mbit/s   Farblaserdrucker, 
Scanner 
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Fakultät Wirtschaftswissenschaften
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Anforderungen an die DV-Versorgung der Fakultät Wirtschaftswissenschaften resultieren aus
den Lehrangeboten mit direktem DV-Bezug der einzelnen Lehrstühle und Professuren
(Tabelle 1), die durch Studenten der Diplomstudiengänge Betriebswirtschaftslehre,Volkswirt-
schaftslehre, Wirtschaftsinformatik, Wirtschaftsingenieurwesen, Wirtschaftspädagogik, der
Aufbaustudiengänge Wirtschaftswissenschaften und Internationales Management sowie durch
Studenten anderer Fakultäten besucht werden. Eine besondere Herausforderung stellt dabei die
Bereitstellung von Poolkapazitäten für Pflichtveranstaltungen im Grundstudium dar, da auch hier
das Ziel verfolgt wird, jedem Studenten einen eigenen PC-Arbeitsplatz in den Übungen zur
Verfügung zu stellen (Tabelle 1). 
Zusätzlich werden die Pools der Fakultät für Präsentationen, Projektseminare und kurzfristig
geplante Blockveranstaltungen sowie zur Anfertigung von Projekt-, Seminar- und
Diplomarbeiten genutzt. Weitere Anforderungen ergeben sich aus Vorlesungen mit multime-
dialen Präsentationen oder Vorführungen an Anwendungssystemen, insbesondere betriebs-
wirtschaftlicher Standardsoftware (ERP-Systeme) und multimedialer Lernsoftware. 
Anforderungen aus der Forschung
Besondere Anforderungen an die Datenverarbeitung ergeben sich aus den spezifischen
Forschungsgebieten der folgenden Lehrstühle und Professuren:
Professur für BWL, insb. Betriebliche Umweltökonomie
- Auswertung empirischer Studien, graphische Darstellung der Ergebnisse,
Flussdarstellungen
Lehrstuhl für BWL, insb. Finanzwirtschaft u. Finanzdienstleistungen
- Einsatz von Programmen zu statistischen Auswertungen
Lehrstuhl  für BWL, insb. Marketing
- Statistische Auswertungen mit großen Datenmengen (Verbraucheranalyse etc.), Rechnen
von Kausalmodellen
Lehrstuhl für VWL, insb. Allokationstheorie
- Einsatz von Programmen zu statistischen Auswertungen
Professur für VWL, insb. Managerial Economics
- Simulation, spieltheoretische Experimente
Lehrstuhl für VWL, insb. Wirtschaftspolitik und Wirtschaftsforschung
- Simulation und Ökonometrie / Statistik
Lehrstuhl für Quantitative Verfahren, insbes. Statistik
- Simulation und Modellierung von Prozessen
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Tabelle 1: Rechnergestützte Lehrveranstaltungen an der Fakultät Wirtschaftswissenschaften
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Lehrveranstaltung Sommersemester Wintersemester 
  DV-Nutzung je Student 
in Wochenstunden 
 DV-Nutzung je Student 
in Wochenstunden 
Grundstudium Teilnehmer betreut freie Übung Teilnehmer betreut freie Übung 
Finanzierung 250  2    
Datenbankanwendung 80 4 4    
Programmierung 600 3     
Kommunikationssyst. in 
Wirtschaft und Verwaltung 
200 3     
Kostenrechnung    700  1 
Projektseminar Intershop 40 1 2    
Proseminar „Empirische 
Wirtschaftsforschung“ 
40 2     
Einführung in die 
Wirtschaftsdidaktik 
   60 0,5  
Methoden empirisch-
pädagogischer Forschung 
40 0,5     
eLearning    150  2 
       
Hauptstudium       
Logistik mit SAP R/3 24 2  24 2  
Entwurfsseminar Operative 
Fallstudien 
15 2  15 2  
Computer Integrated  
Business I + II 
100 6 2 100 6 2 
Business Intelligence 20 1 3    
Informations- und 
Kommunikationsstrukturen 
   40 1 1 
Projektseminar Intranet 40  3 40  3 
Projektseminar Enfinity 15 1 2    
SPSS 50 6 6    
Marktforschung    50 6 6 
Content Management 20 2 2 20 2 2 
Electronic Publishing 20 2 2    
Computer Supported 
Cooperative Work 
   20 2 2 
Controlling mit SAP / R3 60 2  60 2  
Fachkern Controlling 140 1 1 140 1 1 
Strategisches 
Produktionsmanagement 
   100  1 
Produktionsplanung und  
-steuerung 
100  1    
Neue Theorien des Lehren 
und Lernen 
30 0,5 0,5    
Komplexe Lehr-Lern-
Arrangements 
   30 0,5 0,5 
Rechnergestützte 
Lernsysteme 
   20 0,5 1 
Tutorium SPSS 40 2  40 2  
Businessplan-Seminar 20 2 4 20 2 4 
Planspiel TOPSIM 20 2 4 20 2 4 
 
Lehrstuhl für WI, insb. Informationsmanagement
-  Datenmodellierung 
Lehrstuhl für WI, insb. Systementwicklung
- Einsatz von Metamodellierungswerkzeugen und Entwicklungsumgebungen
Lehrstuhl für Wirtschaftspädagogik
- Video/Bild/Tonbearbeitung, Videokonferenzen
Lehrstuhl für Quantitative Verfahren, insb. Statistik
-  Simulation und statistische Auswertung von Projektdaten
SAP-Stiftungslehrstuhl für Entrepreneurship und Innovation
- Simulation
Erreichter Stand der DV-Ausstattung
An der Fakultät stehen derzeit ca. 480 PCs und Server zur Verfügung. Damit ergibt sich eine
Steigerung von über 80 PCs in den vergangenen zwei Jahren. Durch die geplante Erweiterung
von Poolkapazitäten und die Neubesetzung von mehreren Lehrstühlen/Professuren ist eine
weitere Zunahme des Rechnerbestandes zu erwarten. Der Anschluss der Arbeitsplätze erfolgt
zunehmend über 100 Mbit/s-TP-Verkabelung im Arbeitsplatzbereich und Lichwellenleiteran-
schlüsse im Sekundärbereich (Tabelle 2).
Leistungen des Informatiklabors der Fakultät Wirtschaftswissenschaften
Das Informatiklabor der Fakultät betreibt vier PC-Pools mit Windows XP und Windows 2000
als Client-Betriebssysteme mit Einzelkapazitäten zwischen 19 und 41 Plätzen, welche je nach
Anforderungen (Zeitraum,Anzahl Plätze, benötigte Hard- und Software) durch die Lehrstühle
und Professuren reserviert werden können. Die Vermittlung erfolgt mit Unterstützung eines
Poolinformationssystems, welches über das Internet und zwei lokalen Informationsterminals
Angaben zur aktuellen Poolbelegung und -planung bereit stellt. Außerhalb der
Lehrveranstaltungen stehen die Pools den Studenten aller Fakultäten während der Vorlesungs-
und Prüfungsperiode wochentags zwischen 07.30 Uhr und 21.30 Uhr, sonst bis 15.30 Uhr zur
Verfügung.
Auf den PCs werden u. a. die Software-Produkte MS Office 2000, Visio 2003, MS Project 2003,
SHAZAM, SPSS, SQS 6.1,Acrobat Reader, Citrix ICA, Crystal Ball,Analytica, Lernsoftware
zu speziellen Gebieten der Betriebswirtschaftslehre, Entwicklungsumgebungen für Java und
XML, verschiedene Tools und Web-Browser sowie Zugänge zu SAP R/3, Intershop 4, Enfinity
und Lotus Notes bereitgestellt. Durch den Einsatz moderner Softwareverteilungsinstrumente
(RIS, SUS, MSI) ist es möglich, kurzfristig Anwendungen poolabhängig ohne lokalen
Benutzereingriff zu installieren. Für die Lehrveranstaltungen stehen verschiedene Drucker und
Beamer zur Verfügung. Weitere Leistungen des Informatiklabors beinhalten u. a. die Betreuung
der zentralen Server (z. B. mit SAP R/3), die Unterstützung der zentralen Einrichtungen (insb.
das Prüfungsamt mit HIS-Software) und die Pflege zentraler Anwendungen.
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Tabelle 2: Stand der DV-Ausstattung an der Fakultät Wirtschaftswissenschaften
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Anforderungen der Fakultät Wirtschaftswissenschaften an das URZ sowie externe
Ressourcen
Dienste
- Bereitstellung von Backup-Services des URZ für wichtige Server der Fakultät
- Nutzung des zentralen Web-Servers der Universität
- Wünschenswert ist die zentrale Bereitstellung eines Content-Management-Systems
Datenkommunikation
- Umstellung der verbliebenen Bereiche mit 10 Mbit/s-BNC-Verkabelung auf 100 Mbit/s-TP
im Bereich des Georg-Schumann-Baus und des Hülsse-Baus
- Tunnelverbindung zum OSS-Dienst der SAP
- Unterstützung beim Routing und bei Baumaßnahmen in den Bereichen der Fakultät
-  Die Bereitstellung von WLAN-Zugriffspunkten im Bereich der Hörsäle im Schumann-Bau,
A-Flügel und Hülsse-Bau S-Flügel würden zusätzliche Möglichkeiten multimedialer Lehre
eröffnen.
Software
- Bereitstellung von Campuslizenzen
- Bedarf besteht an günstigen Lizenzen für lokale und zentrale Firewalls
Hardware- und Software-Service
- Unterstützung bei der Fehlerbehebung an Peripherie-Geräten (insbesondere Drucker)
- Software-Schulungen
- Bedarf besteht für eine bessere Unterstützung bzgl. Sicherheit in Datennetzen
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Fakultät Informatik
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DV-Versorgung der Fakultät Informatik resultieren
aus den Lehrveranstaltungen für die Studiengänge:
- Informatik (Diplom/Bachelor)
- Medieninformatik (Diplom/Bachelor)
- Ergänzungsstudiengang Softwaretechnik
- Lehramtsstudiengang, Fach Informatik
- Computational Logic
- Magisterstudiengang, Nebenfach Informatik
- Informationssystemtechnik
sowie aus Lehrveranstaltungen für andere Fakultäten (Export von Lehrveranstaltungen).
Tabelle 1
Lehrveranstaltung Sommersemester 2003 Wintersemester 2003/2004 
 Teilnehmer Lehrstunden Teilnehmer Lehrstunden 
Informatik (Diplom/Bachelor)     
Pflichtfächer 388 480 341 615 
Fachgebiete 319 3255 357 3195 
Wahlpflichtfächer 177 135 - - 
Nebenfach Technische Neuroinformatik 30 105 30 120 
Proseminar 199 540 161 60 
Praktikum Programmierung 177 15 - - 
Praktikum Softwaretechnologie 199 30 - - 
Hardwarepraktikum 199 15 161 15 
Hauptseminar 319 510 374 570 
Komplexpraktikum 208 630 175 720 
Medieninformatik/Diplom/Bachelor     
Pflichtfächer 619 540 808 615 
Praktikum Programmierung 370 15 - - 
Praktikum Softwaretechnologie 195 30 - - 
Praktikum Mediengestaltung 195 30 - - 
Fachgebiete 195 1125 289 1215 
Komplexpraktikum 214 300 289 420 
Proseminar 160 120 175 90 
Hauptseminar 145 210 289 210 
Ergänzungsstudiengang Softwaretechnik     
 52 345 74 510 
Lehramtsstudiengang, Fach Informatik     
 166 1440 166 1185 
Computional Logic     
 66 780 70 1125 
Magisterstudiengang, Nebenfach 
Informatik 
    
 123 210 124 180 
Informationssystemtechnik     
 267 2520 312 2610 
Fakultative Lehrveranstaltung     
Grund- und Hauptstudium 155 195 175 135 
Lehrveranstaltungen für andere Fakultät.     
Grundstudium 1506 600 1215 765 
Hauptstudium 385 525 210 450 
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Anforderungen aus der Forschung
Institut für Theoretische Informatik
Professur für Automatentheorie
- Wissensrepräsentation
- Deduktion
- Rechnen mit Molekülen
Professur für Algebraische und logische Grundlagen der Informatik
- formale Semantik von Prozesssystemen
- Prädikatenlogik und temporale Logiken
- Prozesstheorie
- kategorientheoretische Logik und Typentheorie
- Induktive und coinduktive Definitionen und Beweise
Professur für Grundlagen der Programmierung
- Syntax und Semantik von Programmiersprachen
Institut für Technische Informatik
Professur für VLSI-Entwurfssysteme, Diagnostik und Architektur
- Prozess- und Bauelementesimulation von Silizium-Halbleitern
- Schaltkreis- und Systementwurf (VLSI-Entwurf, ASIC-, PLD/FPGA-Entwurf, eingebette-
te Systeme)
- Test und Diagnose digitaler Systeme (Testumgebung, Boundary Scan Test, Selbsttest )
- Prozessorarchitektur, Computertechnik (Reconfigurarble Computing, digitale
Signalverarbeitung, hardwarenahe Programmierung)
- Applikation von Mikroprozessoren
Dozentur für Werkzeuge des Rechnersystementwurfs
- Dimensionierung von Parallelprozessorsystemen
- Berechnung von Verkehrsflussdichten in massiv parallelen Systemen (mpS)
- Topologiesynthese für mpS auf der Basis neuronaler Systeme
Professur für Rechnerarchitektur
- Architektur- und Leistungsanalyse von Hochleistungsrechnern
- Software-Werkzeuge zur Unterstützung von Programmierung und Optimierung
- Programmiermethoden und -techniken für Hochleistungsrechner
- numerische Methoden, Algorithmen und effiziente Implementierungen
- Entwicklung von Algorithmen und Modellen zur Modellierung biologischer Prozesse
Professur für Mikrorechner
- Java in eingebetteten Systemen
- adaptive und dynamisch rekonfigurierbare eingebettete Systeme
- vernetzte eingebettete Systeme
Institut für Software- und Multimediatechnik
Professur für Programmiersprachen
- Übersetzung natürlicher Sprachen
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Arbeitsgruppe Didaktik der Informatik / Lehrerbildung
- didaktische Aspekte von Informatikunterricht im Kontext eines Gesamtkonzepts informa-
tischer Bildung
- Entwicklung und Einsatz netzgestützter Lehr- und Lernszenarien in der Aus- und
Weiterbildung
Professur für Programmierumgebungen und Werkzeuge
- gruppenorientierte Softwareentwicklungsumgebungen
- Werkzeuge zur Entwicklung von Benutzungsschnittstellen
- Werkzeuge für das gruppenorientierte Softwaremanagement
- Usability Testing multimedialer Benutzungsschnittstellen
Professur für Softwaretechnologie
- objektorientierte Modellierung und Programmierung
- Softwarearchitekturen für verteilte multimediale Anwendungen
- objektorientierte Entwicklung von Datenbankanwendungen
- formale Methoden im Software-Engineering
Professur für Multimediatechnik
- komponentenbasierte Entwicklungsmethoden für adaptive multimediale Web-Sites
- komponentenbasierte Lehr- und Lernsysteme im Internet
- komponentenbasierter Entwurf multimedialer 3D Internet-Anwendungen
- Kooperation und Kommunikation in virtuellen Gemeinschaften
Institut für Systemarchitektur
Dozentur für Netzmanagement und Internetzkommunikation
- Network Engineering
- Gateway-Einrichtungen
- webbasierte Management-Architekturen
- Ressourcen-Management
- Architekturen, Wirkungsweisen und Einsatzmöglichkeiten von Switches
Professur für Betriebssysteme
- Betriebssysteme
- Realtime Operating Systems
- mikrokernbasierte Systeme
- Architektur sicherer Systeme
- mathematische Modellierung
Professur für Rechnernetze
- High Speed Networking
- Mobile Computing
- Middleware und Verteilte Systeme
- Multimedia
Professur für Datenbanken
- Datenbankdienste für Data-Warenhouse-Anwendungen
- Auswertung von Datenströmen
- näherungbasierte Anfrageauswertung von Datenbanksystemen
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Professur für Datenschutz und Datensicherheit
- Sicherheit in verteilten Systemen
- mehrseitige Sicherheit durch verteilte Systeme
- Kryptographie und kryptographische Protokolle
- Steganographie und Watermarking
- technischer Datenschutz
- Internet-Sicherheit
- formale Methoden für Sicherheit
- datenschutzgerechtes Identitätsmanagement
- Anonymität im Internet
- Kanalkodierung
Institut für Künstliche Intelligenz
Professur für Wissensverarbeitung
- Logic and Intelligent Agents
- Logic and Computer Science
- Logic and Connectionist Networks
- Training and Education in Computational Logic
Professur für Computational Logic
- künstliche Intelligenz
- kognitive Agenten
- deklarative Programmierung
Professur für Erkennende Systeme und Bildverarbeitung eingebunden Dozentur
Neuroinformatik
- digitale Geometrie
- Bildrestauration in der Endoskopie
- Erkennung amharischer Handschrift
- Kontextabhängigkeit in der Bildanalyse
- strukturelle Methoden zur Stereorekonstruktion
- Textsegmentierung und Beschreibung
- Optimale effiziente Methoden in der strukturellen Bilderkennung
Dozentur für Angewandte Wissensverarbeitung
- Wissensrepräsentation mit Terminalogie, Ontologie, Episoden, Fällen und generischen
Wissens
- Wissensmodelle - Integration von deduktiven, analogen, induktiven und fallbasierten
Methoden
- Architekturen - einheitliche Verarbeitung von Wissen unterschiedlichen Abstraktionsgrades
- Anwendungssysteme
Professur für Bioinformatik
Institut für Angewandte Informatik
Professur für Technische Informationssysteme
- verteilte, vernetzte Automatisierungssysteme, Feldbusse
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- Test- und Diagnosewerkzeuge für Automatisierungssysteme
Professur für Modellierung und Simulation
- Entwicklung von Modellierungs- und Analysesoftware
- kombinierte qualitative/quantitative Analysetechniken
- numerische Techniken zur Analyse stochastischer Systeme
- Äquivalenz und Aggregierung diskreter Systeme
- hybride Analysetechniken
Professur für Mensch-Maschine-Kommunikation, insbesondere für Sehgeschädigte
- Accessibility elektronischer Dokumente für blinde Menschen
- taktile Kommunikation
- Mensch-Computer Interaktion für sehgeschädigte Menschen
- Kommunikationsergonomie und Usability Tests
Stand und geplante Entwicklung der DV-Ausstattung an der Fakultät Informatik
Insgesamt befinden sich in den Instituten, im Dekanat und dem Prüfungsamt der Fakultät
Informatik ca. 710 Arbeitsplatzrechner (PCs, Workstations, Thin Clients und Notebooks) im
Einsatz. Für die studentische Arbeit stehen in 16 Rechnerkabinetten des
Fakultätsrechenzentrums in zwei voneinander getrennten Standorten 236 PCs und 40 Thin
Clients zur Verfügung. Etwa 50% der PCs in den Rechnerkabinetten sind dabei von der
Ausstattung mit Hard- und Software als Multimedia-Arbeitsplätze ausgelegt. Sowohl in den
Instituten als auch im Fakultätsrechenzentrum hat sich der Schwerpunkt bei den
Arbeitsplatzrechnern in Richtung leistungsfähiger PC-Technik verlagert. Im Serverbereich do-
minieren, neben Rechnern der Firma SUN Microsystems unter dem Betriebsystem Solaris,
Systeme, die unter Linux und Windows NT bzw. 2000/2003 betrieben werden.
Die Anbindung des LAN der Fakultät Informatik an das Campusnetz der TU Dresden ist über
Gigabit-Ethernet realisiert. Im Backbone des Fakultätsnetzes kommt bis auf Ausnahmen
ebenfalls Gigabit-Ethernet zum Einsatz. Für spezielle Anwendungen verfügen einzelne
Bereiche der Fakultät zusätzlich auch über ATM-Netze. Für die Anbindung der
Rechnerarbeitsplätze (PCs und Workstations) kommt zum überwiegenden Teil Fast Ethernet
zur Anwendung. Die Versorgung mit Wireless LAN hat sich weiter entwickelt, ist zzt. jedoch
noch nicht flächendeckend realisiert. Für die Nutzung von WLAN durch Studenten wurden
im Fakultätsrechenzentrum spezielle Arbeitsplätze eingerichtet.
Im Jahr 2005 erfolgt der Umzug der Fakultät Informatik in ein Neubaugebäude. Die in diesem
Zusammenhang konzipierte IT-Infrastruktur garantiert dabei im Vergleich zur derzeitigen
Situation - insbesondere im Bereich des Datennetzes - eine grundlegende Verbesserung. Im
Bereich der zentralen Server sind mit Bezug des Neubaus über HBFG-Mittel die Beschaffung
und der Aufbau eines leistungsfähigen SAN/NAS-Systems geplant (Tabelle 2a/2b). 
Anforderungen an zentrale DV-Dienstleistungen
Anforderungen an das Fakultätsrechenzentrum
- Bereitstellung bzw. weiterer Ausbau des zentralen Backup-Services
- Hardware- und Software-Service
- Unterstützung der Institute bei Fehlerbeseitigung außerhalb des Garantiezeitraumes für PCs
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Tabelle 2a: Stand und geplante Entwicklung der DV-Ausstattung an der Fakultät Infomatik
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Tabelle 2b: Stand und geplante Entwicklung der DV-Ausstattung an der Fakultät Infomatik
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und Workstations
- Durchführung von Praktika, auch für Pflicht-LV im Grundstudium
- gegenseitige Vertretung und Unterstützung der Systemadministratoren
- Betrieb der Server für zentrale Netzdienste (Mail, WWW usw.)
- Bereitstellung eines zentralen File-Services für Lehrveranstaltungen
- Aktualisierung der Medieneditoren und Anwendungssoftware in den Multimedia-Laboren
- Bereitstellung von Maya auf Labor-PC oder High End-Grafikrechnern für Übungen und
Seminare sowie Forschungsarbeiten im Bereich der Modellierung und Simulation
- weiterer Ausbau der Multimedia-Labore im BZW und Anpassung an den erhöhten Bedarf
aus dem Studiengang Medieninformatik
- Betrieb von ca. 10 High End-Grafikrechnern für Forschungsarbeiten auf dem Gebiet der
Computergrafik, Vergabe von Diplomarbeiten etc. und zur Durchführung von Übungen mit
Modellierwerkzeugen
- Unterstützung und Kooperation für die effiziente Dienstleistung und Forschung des ZHR
- Bereitstellung von Rechnerkapazität für die Durchführung von Lehre sowie Workshops und
Tutorien im Bereich der Parallelen Programmierung
- Unterstützung bei der Administration der Server des Instituts Künstliche Intelligenz (KI)
- Durchführung von Schutzleiterprüfungen im Institut KI
- Unterstützung bei der Betreuung der DV-Ausstattung des Dekanats und Prüfungsamtes.
Anforderungen an das Universitätsrechenzentrum
- weitere Stabilisierung der Campus- und Internetanbindung für die Fakultät Informatik
- Bereitstellung von DSL-Zugängen zu den Rechnern des URZ und FRZ (dfn@home)
- Bereitstellung lauffähiger Rechentechnik in den Hörsälen, ggf. Durchführung von Praktika
- Bereitstellung und Management von Campuslizenzen für PC und Tru64 Unix
- Möglichkeit der Nutzung von Matlab für die Lehre auf Servern des URZ
- Bereitstellung von Backup-Kapazität für den Bereich RA des Instituts für Technische
Informatik
- Bereitstellung von Antivirensoftware (z. B. Sophos)
- Bereitstellung von Campuslizenzen (u. a. auch für Linux)
- Bereitstellung von Rechenkapazität im Hochleistungsbereich.
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Fakultät Elektrotechnik und Informationstechnik
Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung
Anforderungen aus der Lehre
Anforderungen an eine leistungsfähige DV-Ausstattung der Fakultät Elektrotechnik und
Informationstechnik ergeben sich aus der großen Anzahl von Lehrveranstaltungen in den
Studiengängen
- Elektrotechnik
- Informationssystemtechnik
- Mechatronik
zu folgenden Schwerpunkten:
- Modellierung und Simulation komplexer elektrotechnischer Systeme
- rechnergestützter Entwurf elektrotechnischer Baugruppen und Systeme
- Entwurf, Beschreibung, Modellierung und Optimierung von Telekommunikationssystemen
und -netzen
- Modellierung, Simulation und numerische Optimierung mechatronischer Systeme
- Entwurf und Simulation von Automatisierungssystemen für diskrete und kontinuierliche
Prozesse
- Simulation und Optimierung von Fertigungsprozessen 
- umfangreiche Praktika in allen Studiengängen, insbesondere auch im Grundlagenfach
Mikrorechentechnik I und II.
Darüber hinaus wird die Computertechnik in nahezu allen Projekt-, Studien- und
Diplomarbeiten intensiv genutzt. Fast alle Studenten der Fakultät Elektrotechnik und
Informationstechnik nutzen PC-Technik bereits im Grundstudium für Internet-Recherchen, für
Programmieraufgaben und  zur Textverarbeitung.
Tabelle 1: Überblick über durchgeführte LV der Fakultät im WS 2002/2003 und SS 2003
Lehrveranstaltungen  Teilnehmerzahl Lehrstunden 
in SWS 
Bemerkungen 
Studiengang Elektrotechnik 
1. Stud.-Jahr (Pflichtfächer) 205 15  
2. Stud.-Jahr (Pflichtfächer) 200 38  
3. Stud.-Jahr (Pflicht- und Wahlfächer) 167 26  
4. Stud.-Jahr (Pflicht- und Wahlfächer) 163 26  
Studiengang Informationssystemtechnik 
1. Stud.-Jahr (Pflichtfächer) 113 10  
2. Stud.-Jahr (Pflichtfächer) 77 25  
3. Stud.-Jahr (Pflicht- und Wahlfächer) 62 21  
4. Stud.-Jahr (Pflicht- und Wahlfächer) 20 14  
Studiengang Mechatronik 
1. Stud.-Jahr (Pflichtfächer) 161 10 neuer  
Studiengang 
2. Stud.-Jahr (Pflichtfächer) 82 24  
Lehrveranstaltungen für andere Fakultäten  
Pflichtfächer 1430 3  
Wahlfächer große Anzahl für z. B.  
− nichtwirtschaftliche Nebenfächer für Wing 
− nichtphysikalische Nebenfächer für Physik 
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Durch schrittweise erweiterten Beamer-Einsatz (feste Installation sowie kostenstellenbezo-
gene Anschaffungen mobiler Beamer-Technik) werden Lehrveranstaltungen zunehmend rech-
nerunterstützt durchgeführt. Viele Lehrende stellen auf ihren Webseiten den Studenten
Downloads von Programmbeispielen und Dokumenten zur Verfügung. Positiv haben sich in
diesem Zusammenhang der Aufbau des WLAN im Barkhausen-Bau mit einer Reihe von
Access Points sowie die Aufbau eines leistungsfähigen Fakultäts-Computerpools ausgewirkt. 
Der Fakultäts-Computerpool mit seinen zwei Räumen soll künftig so erweitert werden, dass
in einem der beiden Räume computergestützte Lehrveranstaltungen durchgeführt werden kön-
nen und gleichzeitig die individuelle studentische Nutzung im jeweils anderen Raum möglich
ist. Gegenwärtig wird nach Finanzierungsquellen gesucht, um fehlende Rechentechnik anzu-
schaffen sowie perspektivisch die vorhandene Rechentechnik zu modernisieren. Die
Modernisierung wird notwendig, um mit modernen Betriebssystemen (z. B. Windows XP) ar-
beiten zu können.
Anforderungen aus der Forschung
Die Fakultät Elektrotechnik und Informationstechnik umfasst 12 Institute mit jeweils breit ge-
fächertem Forschungsspektrum. Die nachfolgend genannten Forschungsaufgaben lassen die
vielfach enge Bindung an rechentechnische Mittel und die damit verbundenen Anforderungen
erkennen. 
Institut für Akustik und Sprachkommunikation (IAS)
- Verarbeitung, Analyse, Erkennung von Sprachsignalen 
- Sprachsynthese
- komplexe Systeme zur Objekterkennung
- System zur Integration von Erkennung und Synthese
Institut für Aufbau- und Verbindungstechnik (IAVT)
- Modellierung, Simulation und Optimierung von Fertigungsprozessen
- Versuchsplanung und statistische Auswertung von technologischen Experimenten
- Entwurf von Leiterplatten
- FEM-Simulation
- Programmierung eigener Software-Werkzeuge
Institut für Automatisierungstechnik (IFA)
- Entwurf von Automatisierungssystemen
- Teleautomation
- Embedded  Optical Computers
- Automatisierung von geschlossenen Prozesskreisläufen
- Untersuchungen an industriellen Prozessleitsystemen 
- Entwicklung und Erprobung Komponenten-basierter Softwaretechnologien für verteilte
Automatisierungssysteme
Elektrotechnisches Institut (ETI)
- Simulation und Entwurf elektromechanischer Antriebssysteme
- numerische Feldberechnung mit Finite Element- und Momentenmethode in der EMV
- Simulation und Applikation von Bauelementen der Leistungselektronik
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- numerische Feldberechnung bei elektrischen Großmaschinen
Institut für Elektrische Energieversorgung und Hochspannungstechnik (IEEH)
- Untersuchungen zum gesteuerten Schalten kompensierter Freileitungen
- Modellierung des Sättigungsverhaltens von Stromwandlern
- Analyse von Erdschlussvorgängen
- Entwicklung eines Datenbanksystems für Elektroenergiequalitätsmessdaten
- Berechnung der Erwärmung elektrischer Geräte
- Modellierung mechanischer Beanspruchungen und Kriechvorgänge in elektrischen
Kontakten
- Berechnung elektrostatischer Felder
Institut für Feinwerktechnik und Elektronik-Design (IFTE)
- Finite Elemente-Modellierung und Simulation (Mechanik und Wärme)
- Dynamik-Simulation und Optimierung  von elektromagnetischen Antriebssystemen
- Entwurf elektronischer Baugruppen
- Entwurfsautomatisierung
- konstruktiver Entwurf mit CAD
Institut für Biomedizinische Technik (IBMT)
- Bildtechnik und Bilddatenverarbeitung in der Medizin
- Analyse neuartiger Fluidantriebe
- Analyse biologisch generierter Signale,
- Vitalitätsüberwachung von Gewebekulturen
Institut für Grundlagen der Elektrotechnik / Elektronik (IEE)
- Untersuchung nichtlinearer dynamischer Systeme für den Entwurf elektronischer
Schaltungen
- dreidimensionale Simulation von Halbleiterbauelementen
- Modellierung aktiver und passiver integrierter elektronischer Bauelemente für den Entwurf
von integrierten Hochgeschwindigkeits- / Hochfrequenzschaltungen
- Entwurf von hochparallelen VLSI-Schaltungen und Systemen
- Eigenkalibrierung und Eigendiagnose elektronischer Systeme
- Entwurf von VLSI-Schaltkreisen im Rahmen von Ausbildung und Forschung (EUROCHIP-
Projekte)
Institut für Nachrichtentechnik (IfN)
- Entwurf und Simulation komplexer Systeme der Nachrichtentechnik und
Signalverarbeitung (insbesondere Mobilfunktechnik)
- Entwurf, Beschreibung, Modellierung und Optimierung von Telekommunikationssystemen
und -netzen
- Entwurf und Implementierung von Firewalls
Institut für Festkörperelektronik (IFE)
- Simulation, Entwurf und Messtechnik für die Infrarotsensorik und -messtechnik
- Simulation und Konstruktion piezoresistiver Sensoren
- Modellierung elektrophysikalischer und mechanischer Vorgänge und Phänomene in
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Festkörpern
- Modellierung und Simulation von Komponenten und Systemmodellen
- Netzwerkmodelle; finite Netzwerke- und Finite-Element-Modelle, gekoppelte Simulation
Institut für Halbleiter- und Mikrosystemtechnik (IHM)
- Simulation mikromechanischer und mikroelektronischer Systeme
- Bildverwaltung, Bildverarbeitung
- Auswertung großer Messreihen
Institut für Regelungs- und Steuerungstheorie (RST)
- Theorie und Anwendung der flachheitsbasierten Regelung
- Beiträge zur Theorie und Anwendung der H4-optimalen Regelung
- Steuerung und Regelung von Systemen mit verteilten Parametern durch örtlich konzentrierte
Stelleingriffe
- algebraische Geometrie im Dienste der Regelungstheorie
- Regler- und Beobachterentwurf für algorithmisch beschriebene Regelstrecken
- Regelungsalgorithmen für den Betrieb magnetgelagerter Spindeln ohne Positionssensoren
und für Radiallager mit nur drei Spulen
- simulationsgestützter Entwurf und anwendungsbezogene Optimierung aktiv magnetisch ge-
lagerter elastischer Werkzeugmaschinen-Motorspindeln mit nichtlinearer Systemdynamik
zur Funktionserweiterung beim Einsatz in der spannenden Genauigkeitsbearbeitung
- Modellbildung, Regler- und Beobachterentwurf für den Czochralski-
Kristallzüchtungsprozess.
Erreichter Stand der DV-Ausstattung an der Fakultät Elektrotechnik und
Informationstechnik
Nach Angaben der Institute stehen an der Fakultät mehr als 1 100 PCs und Workstations ver-
schiedener Leistungsfähigkeit zur Verfügung. Damit ist im Mittel für jeden Mitarbeiter ein PC
am Arbeitsplatz verfügbar. Weiterhin stehen viele PCs zur studentischen Ausbildung, für
Studien- und Diplomarbeiten sowie in Labors bereit. Die Rechentechnik ist nahezu vollstän-
dig in das TU-Netz eingebunden. In den Struktureinheiten stehen in der Regel lokale Netze
zur Verfügung, die über Ethernet-Switches an das Campusnetz angeschlossen sind. 
Der Hörsaal Barkhausen-Bau 205 wurde im Jahr 2002 grundlegend renoviert und zu einem
Multimedia-Hörsaal ausgebaut, so dass auch Videokonferenzen möglich sind. Ebenfalls er-
neuert wurden die Räume des fakultätszentralen Computerpools, so dass nunmehr zwei kli-
matisierte und verdunkelbare Räume zur Verfügung stehen, in denen einerseits individueller
studentischer Betrieb und andererseits spezielle rechnerunterstützte Lehrveranstaltungen
durchgeführt werden können. Für den zweiten Raum fehlt jedoch noch die rechentechnische
Ausstattung (siehe Anforderungen aus der Lehre). 
Der Fakultäts-Computerpool wurde durch die Studenten sehr gut angenommen. Etwa 400 re-
gelmäßig präsente Pool-Nutzer, 22 000 protokollierte Türöffnungen im Jahr und eine
Auslastung von > 90% in der Kernzeit von 9.00 Uhr bis 14.00 Uhr bestätigen die Akzeptanz.
Jedoch ist ein beträchtlicher Administrationsaufwand zur täglichen Wartung und
Neuinstallation von Software notwendig. 
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Im Jahr 2003 wurde innerhalb des Barkhausen-Baus ein Funk-LAN mit derzeit 5 Access
Points installiert und in Betrieb genommen. Damit besteht die Möglichkeit, in verschiedenen
Hörsälen, Seminarräumen und Foyers mit mobiler Rechentechnik einen Zugang zum Internet
herzustellen. 
Die Tabelle 2 vermittelt den rechentechnischen Ausrüstungsstand an der Fakultät.
Leistungen und Angebote der Fakultät
Verschiedene Institute bieten Ihre Computerkabinette unter bestimmten Bedingungen zur all-
gemeinen Nutzung an, so z. B.:
IAVT: Computerkabinett für Lehr- und Forschungszwecke mit neun Arbeitsplätzen
ETI: Pool mit zehn PCs und drei Workstations steht in LV-freier Zeit den Studenten der
Fakultät zur Verfügung.
Im Institut für Nachrichtentechnik (IfN) wurde das Projekt „Einführung eines Firewall am
Institut für Nachrichtentechnik“ abgeschlossen. Die Lösung basiert auf PC-Hardware,
Switches, USV und Linux-Software. Durch den Einsatz freier Software entstanden keine
Software-Kosten. Bereits während der Implementierungsphase konnte der Nutzen durch
Abwehr massiver Angriffe (eMail-Viren, Spam-Mails, Netzwerk-Scans) nachgewiesen wer-
den. Mit dem Firewall werden ca. 200 Endgeräte vor Netzwerkangriffen geschützt.
Vor allem in der Lehre zur Schaltungstechnik und für den Schaltkreisentwurf werden
Workstations eingesetzt. An der Nutzung sind fünf Lehrstühle der eigenen Fakultät sowie die
Fakultät Informatik beteiligt. Aufgrund der festen Einbindung in die Lehre wird darum gebe-
ten, dass sich die Universität aus zentraler Sicht an der Finanzierung in Form von
Mitgliedsbeiträgen und Wartungsgebühren beteiligt.
Anforderungen der Fakultät an das URZ sowie externe Ressourcen
Dienste
Die vom URZ angebotenen Dienste werden von vielen Instituten intensiv genutzt, z. B.:
- Time-Service 
- Kommunikationsservices (DNS, Mailsystem, FTP-Spiegel) 
- Compute-Service, File-Services für SUN- und DEC-Workstations 
- Backup-Services 
- Web-Services (Hosting diverser Instituts-Webseiten) 
- Rechenkapazität für das Hochleistungsrechnen (Feldberechnung, Berechnungen im
Zusammenhang mit künstlichen Neuronalen Netzen). 
Weitere Verbesserungen der eigenen Arbeit könnten z. B. durch folgende URZ-
Unterstützungen erreicht werden:
- Angebot spezieller Lehrgänge durch das URZ, wie z. B. Administrierung von Linux-
Servern, Samba, LDAP, Perl 
- regelmäßige Informationsveranstaltungen für Administratoren zu aktuellen Themen, ins-
besondere auch zu Sicherheitsfragen 
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Tabelle 2: Übersicht zur Ausstattung
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- Schulungen zu ausgewählten Anwendungsproblemen (Textverarbeitung, Bildverarbeitung,
Web-Seitengestaltung, Installation von Sicherheitslösungen (Firewall, eMail u. a.).
Wünschenswerte wäre weiterhin:
- Bereitstellung zentraler Lizenz-Server (z. B. für Matlab, Mathematica)
- Bereitstellung von Virenscannern einschließlich Update-Services
- Weitere Intensivierung der Sicherheitsvorkehrungen im Datenverkehr, insbesondere beim
Mail-Service.
Datenkommunikation
Die ständigen Bemühungen des URZ um Ausbau und qualitative Verbesserung des
Kommunikationsnetzes sowie die kürzlich eingeführten Sicherheitsmaßnahmen (eMail-
Check, Spam-Check) werden in hohem Maße anerkannt.
Wünschenswert wären regelmäßige Schulungen bzw. Informationen der
Systemadministratoren in Verbindung mit einem regelmäßigen Erfahrungsaustausch mit dem
URZ. Geklagt wird über die regelmäßige Überlastung der ISDN-Knoten an den
Wochenenden. Erweiterungen sollten angestrebt werden. 
Software
Über das URZ bestehen kostengünstige Beschaffungsmöglichkeiten für Betriebssysteme und
Standardsoftware, die unbedingt beibehalten werden sollten. Darüber hinaus bestehen
Wünsche nach
- günstigen Campuslizenzen  für Anwenderpakete (z. B. Matlab, Ansys)
- Spiegelung des Microsoft Update-Servers an der TUD.
Hardware- und Software-Service
An der TUD existieren viele Hardware- und Software-Services, die oft leider nicht ausrei-
chend bekannt sind, z. B. zu Reparatur und Service diverser Hardware. Diese Dienste sollten
aufrecht erhalten bleiben. Anzustreben wäre eine verbesserte Publikation solcher bereits an-
gebotener Dienste des URZ.
Das Lehrgangsangebot des URZ sollte aufrecht erhalten bleiben und gegebenenfalls ausgebaut
werden. Gewünscht werden z. B. Informationen und Beratungen zu Sicherheitsproblemen. 
Weitere Wünsche sind 
- zukünftige Schaffung eines verschlüsselten WLAN an der TUD
- Hilfestellung bei Installation und Pflege systemnaher Software
- Workstation-Service (Fehlerbeseitigung außerhalb der Garantie).
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Fakultät Maschinenwesen
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Die Fakultät Maschinenwesen verfügt über ein zentrales CAE-Rechnerlabor, welches seit
2002 dem Lehrstuhl Konstruktionstechnik/CAD von Prof. Dr. R. Stelzer (Institut für
Maschinenelemente und Maschinenkonstruktion) zugeordnet ist und von Dipl.-Inf. R. Städtler
geleitet wird.
Das CAE-Rechnerlabor im Zeuner-Bau 320 - 322 verfügt über 4 Rechnerräume mit insgesamt
70 leistungsfähigen CAD-Arbeitsplätzen. Im Jahre 2002 wurde ein Raum mit 30 Arbeitsplät-
zen zum multimedialen Seminarraum umgestaltet (Bild 1).
Bild 1: Neuer multimedialer Seminarraum im CAE-Labor
Seit dem Sommersemester 2002 wird die vom URZ entwickelte Pool-Betriebstechnologie er-
folgreich eingesetzt. Diese Technologie erlaubt u. a. eine Anmeldung mit dem vom URZ be-
reitgestellten Unix-Benutzerkonto unter Windows 2000/XP.
Mit Installation einer eigenen CISCO-Firewall im August 2003 und der damit verbundenen
Umstrukturierung des Datennetzes wurde ein wirksamer Schutz vor externen Hacker-
Angriffen realisiert (Bild 2). Das CAE-Rechnerlabor ist über eine Glasfaserleitung (100
Mbit/s) am Hochgeschwindigkeitsnetz der TU Dresden (ASX-Knoten Zeuner-Bau) ange-
schlossen.
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Bild2: Datennetzstruktur
Die Ausbildung der Studenten im Grundstudium Maschinenbau wurde seit Oktober 2002 auf
3D-Konstruktion ausgerichtet und erfolgt auf der Basis von SolidWorks. Für dieses CAD-
System stehen aktuell 500 Lizenzen bereit, die auch von Mitarbeitern anderer Institute genutzt
werden können.
Im Fachstudium werden weiterhin CATIA und ProEngineer verwendet. Die Aufgabenbereiche
erstrecken sich von Konstruktion und Design bis hin zur NC-Fertigung und Stereolithografie.
Für anspruchsvolle mathematische Berechnungen ist MathCAD mit insgesamt 100 Lizenzen
verfügbar.
Als PDM-Software (Produktdatenmanagement) wird EIGNER/PLM der Firma Agile einge-
setzt. Daneben steht aber auch Pro INTRALINK von PTC zur Verfügung. Zur FEM-
Berechnung (Finite Elemente Methode) sind CosmosWorks als Zusatzanwendung für
SolidWorks und Pro Mechanica von PTC nutzbar. Neben den modernen 3D-
Konstruktionssystemen sind weiterhin traditionelle CAD-Anwendungen (AutoCAD 2002
und Mechanical Desktop 6) gefragt und im Einsatz.
Für die Erstellung von Windows-Anwendungen sind Entwicklungsumgebungen für die fol-
genden Programmiersprachen installiert:
Microsoft Visual Basic 6.0
Microsoft Visual Basic .NET
Microsoft Visual C++ 5.0
Microsoft C#
Borland Delphi 5.0 und 7.0
Zur rechnergestützten Ausbildung im Fachstudium wurden im Studienjahr 2002/2003 zahl-
reiche Praktika durchgeführt. Das Anwendungsspektrum soll mit der folgenden Aufzählung
angedeutet werden.
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Fakultät Maschinenwesen
-  Grundlagen der NC-Programmierung (Software: EXAPT)
-  Produktionsautomatisierung (Pro Engineer)
-  Simulation und Optimierung von Fertigungsprozessen (ROSI)
-  Materialflusstechnik und Logistik (PROGESA)
-  Getriebetechnisches Praktikum (APPROX, OPTIMA)
-  Beanspruchungsverteilung an Verzahnungen (LVR)
Fakultät Elektrotechnik
-  Elektroprojektierung und E-Anlagen (SCHALTKO)
Fakultät Verkehrswissenschaften
-  Methoden zur empirischen Regionalforschung (ARCVIEW)
Die Vorbereitung der Praktika erforderte meist eine enge Zusammenarbeit bei der Installation
und Konfiguration der eingesetzten Spezialsoftware. Die Raumplanung erfolgte in Absprache
mit den entsprechenden Instituten.
Etwa 20% der verfügbaren Rechnerkapazität wurden für die Durchführung von
Lehrveranstaltungen genutzt. Außerhalb der Lehrveranstaltungen kann der Pool auch von
Studenten anderer ingenieurtechnischer Fakultäten genutzt werden.
Plot-Service
Die CAE-Rechenstation bietet außerdem Mitarbeitern und Studenten der Universität einen
Plot-Service für großformatige Poster und technische Zeichnungen an. Es stehen zwei leistungs-
fähige Farb-Plotter des Typs HP DesignJet 1050C mit Zusatz-Festplatte und Postscript-
Erweiterung zur Verfügung. Diese Druckgeräte haben eine maximale Druckbreite von 36 Zoll
und gewährleisten hohe Qualitätsansprüche auf mehreren angebotenen Papiersorten (u. a.
Zeichenkarton und Foto-Hochglanzpapier).
Der überwiegende Teil der Plot-Aufträge sind Belegarbeiten von Studenten der Fakultäten
Maschinenwesen, Architektur und Bauingenieurwesen. Zahlreiche Institute der TU Dresden
nutzen den Plot-Service, um ihre Forschungsergebnisse auf Tagungen und Konferenzen prä-
sentieren zu können. Die Plot-Kapazitäten werden in Spitzenzeiten zweischichtig ausge-
schöpft. Für Mitarbeiter besteht die Möglichkeit, die Plot-Dateien per FTP zu übertragen und
den Auftrag per Fax zu senden. Dabei beträgt die maximale Wartezeit einen Werktag.
Virtual Reality
Im Jahre 2003 konnten erste Geräte zur Arbeit im Bereich der Virtual Reality bzw. Augmented
Reality installiert werden.
Dabei handelt es sich um eine Powerwall (2 x 3 m) mit passiver Stereo-Projektion sowie das
AR-Gerät Cybercompanion der Firma accavia GmbH.
Während die Powerwall für die Präsentation auch größerer komplexer 3D-Geometrien geeig-
net ist, steht mit dem Cybercompanion ein tragbares System zur Verfügung, welches für die
Überlagerung virtueller Modelle mit realen Objekten auch außerhalb des Laborraumes ge-
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eignet ist. Dazu ist dieses neben dem tragbaren PC mit einem Headmounted Display sowie ei-
nem Tracking-System ausgerüstet (Bild 3).
Bild 3: AR-System Cybercompanion
Anforderungen der Fakultät Maschinenwesen an das URZ
-  Ausbau der Netzinfrastruktur (Gebäudeverkabelung, Bandbreite)
-  Bereitstellung und Absicherung zentraler Dienste
-  Software-Beschaffung, insbesondere Erhalt der Campuslizenzen
-  Ausbau der Beratungs- und Weiterbildungsangebote
-  Bereitstellung von Hochleistungsrechentechnik (z. B. für Simulationen)
-  Erhöhung der Datennetzsicherheit (Firewall, Zertifizierungsstelle)
-  technischer PC- und Peripherie-Service
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Fakultät Bauingenieurwesen
Die Fakultät Bauingenieurwesen umfasst 11 Institute sowie zentrale Einrichtungen, in denen
lokale Netze auf Institutsebene oder innerhalb der Professuren betrieben werden.
Da im Bauwesen vorrangig PC-Software verwendet wird, werden überwiegend PCs einge-
setzt. Nur in speziellen Forschungsgebieten mit hohem Bedarf an Rechenleistungen und als
File-Server werden UNIX-Systeme verwendet.
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DV-Versorgung der Fakultät ergeben sich aus den 
- Lehrveranstaltungen des Studienganges Bauingenieurwesen und
- Lehrveranstaltungen für die Fakultäten Architektur, Forst-, Geo- und Hydrowissenschaften
und Wirtschaftswissenschaften im Grund-, Grundfach- und Vertiefungsstudium. 
Im Einzelnen betrifft es die folgenden Lehrgebiete im Bauingenieurwesen:
- Bauinformatik (Grundlagen der IuK, CAD- und CAE-Software, Europäischer
Masterstudiengang ITC-Euromaster per Videokonferenz)
- Baumanagement und Baubetrieb (Kalkulation und Management-Software)
- Hydromechanik und Wasserbau (CAE und hydromechanische Berechnungen)
- Baukonstruktion und Holzbau (CAD-Software)
- Statik und Statik/FEM (CAE-Software)
- Massivbau (CAD- und CAE-Software)
- Stadtbauwesen und Straßenbau (CAD- und GIS-Software, Netzsimulationssoftware)
mit einem Stundenumfang von durchschnittlich 24 Rechnerstunden im SS und 40 Rechner-
stunden im WS pro Woche und pro Student im Rahmen des Studienplanes. Zudem besteht ein
erheblicher Bedarf an Rechnerstunden sowie Plot- und Druck-Kapazitäten im Rahmen der
Bearbeitung von Belegen und Diplomarbeiten. 
Den Studenten der Landschaftsarchitektur und der Wirtschaftswissenschaften werden die
Themen „Einführung in die Informationsverarbeitung“ und „Rechentechnik im Bauwesen“
angeboten.
Für die Übungen und Studienarbeiten stehen den Studenten die Kapazitäten des
Fakultätsrechenzentrums, mit dem CAD-Pool und dem neuen CIP-Pool, einige Workstations
und umfangreiche Peripherie, besonders A0-Plotter und A0-Scanner, sowie kleinere lokale
Pools in den Instituten zur Verfügung. 
In zunehmendem Maße, besonders im Rahmen des Projektes PORTIKO, wird multimediales
Lehrmaterial erstellt und von den Studenten zur Ergänzung der Lehrveranstaltungen und zur
Vorbereitung von Praktika genutzt. Dazu sind PCs mit Betriebssystemen mit multimedialer
Unterstützung und Audioausrüstung der Computer und Internetzugang erforderlich. Für die
Realisierung von Methoden des „collaborat learning“ sind Bereiche des Beyer-Baus und des
Nürnberger Ei mit Access-Points für WLAN-Betrieb ausgerüstet.
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Anforderungen aus der Forschung an die DV-Versorgung
Besondere Anforderungen an die Leistungsfähigkeit der DV-Versorgung ergeben sich aus der
Bearbeitung großer zentraler Forschungsthemen, wie
- Sonderforschungsbereich 528 der DFG
Forschung zur Verwendung von technischen Textilien im Bauwesen, wo neben den
Rechenleistungen der Computer auch leistungsfähige Versuchssteuerungs- und
Auswertungseinrichtungen benötigt werden.
- PORTIKO Multimediale Lehr- und Lernplattform für den Studiengang Bauingenieurwesen
im Rahmen des Förderprogramms „Neue Medien in der Bildung“ des BMBF 
Für die im Projekt erarbeiteten Lehr- und Lernmodule für darbietendes und projektorien-
tiertes Lernen werden eine leistungsfähige Infrastruktur zum Contentmanagement und zur
Verwaltung der Lehr- und Lernmodule benötigt. Die Benutzer- und Rechteverwaltung soll-
te als zentraler Service realisiert werden. Zur Inhaltserstellung sind entsprechende multi-
mediafähige Clients zwingend notwendig. 
Weitere Forschungsthemen mit besonderem Bedarf an die Computertechnik sind
- Computational Mechanics - theoretisch orientierte Themen der Kontinuumsmechanik,
Risikoanalyse, vernetztes kooperatives Arbeiten im konstruktiven Ingenieurbau und kolla-
borative Systeme in der Architektur
- Informationsmanagement im Bauwesen
- künstliche Intelligenz im Tragwerksentwurf 
- stadttechnische Infrastruktursysteme, Instandhaltung
- Mobile and Wireless Computing (Verbundprojekt IuK-System-Bau)
- Methoden und Technologien im Bereich Data Warehouse und OLAP sowie Content
Managementsysteme.
Zusammenfassend kann formuliert werden, dass sich die Anforderungen an die DV-
Ausstattung vorwiegend daraus ergeben, dass CAD- und CAE-Software für große mechani-
sche und hydromechanische Strukturen mit nichtlinearen Methoden, DBMS sowie GIS-
Systeme eingesetzt werden. Für vernetztes Arbeiten und kollaborative Systeme werden leistungs-
fähige Netzwerkstrukturen und CSCW-fähige Arbeitsplätze benötigt. Projekte auf dem Gebiet
von eLearning benötigt multimediale Unterstützung und schnellen Internetzugang. 
Zusätzlich werden leistungsfähige Geräte für die Versuchssteuerungs- und Auswertetechnik
benötigt. 
Erreichter Stand der DV-Ausstattung an der Fakultät Bauingenieurwesen
Die Versorgung der Fakultät besteht aus 369 PCs (91%) und 35 Workstations (9%).
Die Computer im Beyer-Bau/Neuffer-Bau sind in lokalen Netzen eingebunden, die über
Glasfasern mit dem PowerHub im Keller und damit mit dem Campusnetz verbunden sind. Es
werden zunehmend 10/100 MByte autosensing Switches in den lokalen Netzen eingesetzt.
Für die Gebäude am Nürnberger Ei und in der Eisenstuckstraße sind ISDN-Anschlüsse für die
lokalen Netze vorhanden.
Das Versuchslaboratorium „Otto Mohr“ am Zelleschen Weg und Teile der Professur für
Baustoffe sind über Modems erreichbar.
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Die DV-Ausstattung der Institute sowie die Planungen für 2003 sind in Tabelle 1 im Detail
dargestellt.
Leistungen und Angebote des zentralen Fakultätsrechenzentrums
Das Fakultätsrechenzentrum bietet folgende Dienste an:
- Drucken von speziellen Formaten, Plotten, Scannen
- Ausleihe von LCD-Projektoren einschließlich Computer
- Arbeitsplätze für umfangreichere Studienarbeiten an PCs und Workstations
- Videokonferenzen mit Raumkonferenzanlage (ISDN) und über LAN.
Für die Ausbildung steht der vernetzte (Fast  Ethernet/100 Mbit/s) CAD-Pool der Fakultät mit
folgender Ausstattung (Tabelle 2) im Beyer-Bau zur Verfügung:
Während des Semester stehen den Studenten der CAD-Pool und seit dem WS 2003/04 zu-
sätzlich der neue CIP-Pool täglich 12 Stunden zur Verfügung. Von dieser Zeit werden etwa
40% für Lehrveranstaltungen genutzt. In lehrveranstaltungsfreien Zeiten sind der CAD- und
der CIP-Pool vorrangig zur freien Nutzung verfügbar.
Die Videokonferenzanlage ermöglicht es, Teleteaching sowie Projektbesprechungen auch als
Mehrpunktkonferenzen durchzuführen.
Anforderungen der Fakultät Bauingenieurwesen an das URZ sowie externe
Ressourcen
Dienste
Backup-Service
- Nutzung des Sicherungssystemes für UNIX-Workstation
Datenkommunikation
- Nutzung der Netzdienste ( Mail-Server, WWW, News-Server, Time-Service, WiN-Zugang,
DSL).
- Für die Realisierung von Methoden des „collaborative learning“ sollten mehr WLAN-
Anschlüsse und eine ausreichende Anbindung an das Stromnetz vorhanden sein.
- Anschluss an das Campusnetz für das Gebäude Semperstr. 14 (Professur für Baustoffe) und
für das Otto-Mohr-Laboratorium. Vom Otto-Mohr-Laboratorium wird eine FTP Übertra-
gung ohne Secure Shell für die Messdatenübertragung gewünscht.
Compute-Service
- Bereitstellung von Ansys auf Origin 2000  
- parallele Verarbeitung auf einem Hochleistungsrechner zum Vergleich mit dem geplanten
Beo-Wulf-Cluster (PC-Cluster der Professur für Statik).
Software
- Bereitstellung leistungsfähiger Virenscanner für alle PC-Plattformen einschließlich NT-
Server
- Bereitstellung von Netzanalyse-Software
- Bereitstellung von Firewall-Software
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- aktuelle Tutorensysteme
- Mathtype
- Software für Video- und DVD-Bearbeitung
- XML-Editoren
- Unterstützung beim Kauf von Programmlizenzen aus dem Ausland, die nicht über deutsche
Händler vertrieben werden.
Hardware- und Software-Service
- Beratung und Unterstützung bei Hardware- und Software-Beschaffung
- Software-Schulungen
- leistungsfähige Infrastruktur zum Contentmanagement und zur Verwaltung der Lehr-
Lernmodule
- Lernplattform (SCORM-fähig), die Benutzer- und Rechteverwaltung sollte als zentraler
Service realisiert werden.
- Beratung bei Administration und Installationen.
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Fakultät Architektur
Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Tabelle 1
Anforderungen aus der Forschung
Institut für Bauklimatik
- numerische Simulation des gekoppelten Wärme-, Feuchte-, Luft- und Salztransportes in ka-
pillarporösen Baustoffen
- Auswertung von im Labor sowie in situ (Testhäuser) gewonnenen Messdaten
- Innenklimasimulationen in Gebäuden
- Anwendung computergestützter Messtechnik
Dozentur für Computeranwendung in der Architektur und Landschaftsarchitektur
- WLAN-Nutzung zur Evaluierung ubiquitärer Lehr- und Lernszenarien
- Anwendung von Optimierungsverfahren in regelbasierten, parametrisch-assoziativen
Modellierumgebungen
Lehrstuhl für Tragwerksplanung
Numerische Modellierung und nichtlineare Analyse von Mauerwerkskonstruktionen
- Mikromodellierung von Mauerwerk (diskrete Modellierung von Stein, Mörtel, Interface)
- Wirklichkeitsnahe Erfassung des Tragverhaltens von Mauerwerksbauten zur
Kosteneinsparung im Wohnungsbau
- Modellierung von Natursteinbrücken und Simulation des Tragverhaltens historischer
Mauerwerksbauten
- Untersuchungen zur Schubtragfähigkeit von Mauerwerk zur Ermittlung der tatsächlichen
Spannungsverteilung und Überprüfung der Tragfähigkeit von horizontal beanspruchtem
Mauerwerk
Verformungsgerechte Erfassung und 3D-Modellierung historischer Bauten
- dreidimensionale Vermessung, Dokumentation und Schadenskartierung an historischer
Lehrveranstaltung Teilnehmerzahl eines 
Jahres 
Lehrstunden in SWS DV-Nutzung pro Student in 
Wochenstunden 
Architektur 
   
Grundlagenfächer 486 102 6 
Hauptfächer 486 46 6 
Entwurf 486 36 8 
Ergänzungsfächer 486 6 1 
Seminararbeit 486 8 1 
Landschaftsarchitektur 
   
GS Pflichtfächer 247 100 4 
HS Pflichtfächer 247 87 5 
HS Wahlpflichtfach 247 20 5 
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Bausubstanz, Plastiken und kunsthandwerklichen Objekten 
- Simulation komplexer Interventions-/Ertüchtigungsmaßnahmen inkl. modellhafter
Variantenuntersuchungen zur substanzschonenden Instandsetzung historischer Bausubstanz
- Überwachung und Monitoring von ausgewählten Objekten unter statischem bzw. dynami-
schem Lasteintrag
- Texturierung komplexer Geometrien/Strukturen inkl. Renderings und Erstellung von Echt-
Zeit walk-throughs in 3D-Umgebungen
Tabelle2
Stand der DV-Ausstattung
Leistungen und Angebote der Fakultät Architektur mit den Studiengängen
Architektur und Landschaftsarchitektur
Die Fakultät betreibt drei große PC-Pools mit ca. 30 PCs und 10 Macintoshs im Studiengang
Architektur und 62 PCs im Studiengang Landschaftsarchitektur. Die Pools werden auch für
Veranstaltungen anderer Fakultäten (z. B. Mathematik) genutzt. Es stehen weiterhin ver-
schiedene Großformat-Plotter und -Scanner zur Verfügung, die von den Mitarbeitern der
Lehrstühle und Studenten benutzt werden können.
Anforderungen der Fakultät Architektur an das URZ sowie externe Ressourcen
Dienste
- Erweiterung zentraler Dienstleistungen wie Plot-, Druck-, und Backup-Services
- Beratung zu Fragen der Computersicherheit
- permanenter Zugriff auf die Ansys-Lizenz-Server beim URZ, wofür ein stabiles Netzwerk
unbedingt notwendig ist (bei Ausfall der Netzressourcen seitens des URZ kann weder mit
den Auswertungen der -  teilweise mit mehr als 20 h Berechnungszeit - sehr langwierigen
Berechnungen begonnen werden, noch lassen sich andere Rechnungen starten, da das
Programm ohne der Verbindung zum Lizenz-Server nicht einmal zu öffnen geht!)
Institut/Lehrstuhl PC-Ausstattung Server-
Ausstattung 
Vernetzung Spezial-
software 
Spezial-
hardware 
 Ist 12/03 neu 
geplant 
2004/05 
Ist 
12/03 
neu 
geplant 
2004/05 
   
Studiengang 
Architektur 
~ 310 PCs 
15 Mac 
~ 30 PCs 7 ~ 3 100 Mbit/s Photoplan 
Tachycad 
TRNSYS 
MATLAB 
ANSYS 7.1 
Maple 5.5 
FRILO 2002 
Nemetschek 
Totalstation 
Workstation 
Studiengang 
Landschafts-
architektur 
~ 95 PCs ~ 5 PCs 3 - 100 Mbit/s GIS A0-Scanner 
A0-Plotter 
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- temporäre Nutzung des Origin 2000-Großrechners
- stabile Verfügbarkeit von Mail- und Web-Diensten
Datenkommunikation
Ausbau des LAN/WLAN
- Erweiterung und ständiger Ausbau des WLAN im Bereich des BZW, des Tillich- und des
Hülsse-Baus
- Instandsetzung der Datenleitungen im Hülsse-Bau; Anschluss der Villa-Salzburg an das TU-
Netz
- Anbindung des Labors Stadtgutstraße und evtl. Otto Mohr Technikum
- Gewährleistung der kontinuierlichen Arbeitsfähigkeit im Netzwerk (auch über den
Jahreswechsel ein Havariedienst für Notfälle (z. B. bei Totalausfall des gesamten
Datennetzes) ist hier dringend notwendig!)
- Freischaltung von Netzwerkanschlüssen in Seminarräumen und Vorlesungssälen, um
Datentransfer aus den Fakultätsnetzwerken zu gewährleisten
Software
Bereitstellung von Campuslizenzen für
- Betriebssysteme, Office-Programme, MathCAD, CorelDraw, Compiler (Borland C++,
MS Visual C++), Adobe Programme (Acrobat, Photoshop), Fluent und Matlab,
Entzerrungsprogramme (PhotoPlan), Ansys Inc. - Ansys Faculty Research, Autodesk -
AutoCAD, Nemetschek - Allplan/Allplot, INUS Technology Inc. - Rapidform, Bentley -
Cloudworx
- Beratung bei Software-Beschaffung (z. B. Spezialsoftware für mathematische Probleme, wie
MathCAD, Maple usw.)
Hardware- und Software-Service
- PC-Wartungsservice (einschließlich Server)
- Beratung zu Netzwerkfragen
Weitere
Anwenderberatung
- Hilfestellung bei Anträgen (Finanzen, Ausstattungsberatung)
- Hilfestellung bei Problemen mit Netzzugängen, Übergangslösungen (aktuelles Problem in
der Villa Salzburg: bisher noch kein Zugang zum Internet, keine Übergangslösung …)
Anwenderunterstützung in infrastrukturellen Belangen
- Unterstützung gegenüber der Universitätsleitung zur Behebung personeller Defizite im
Bereich der Systemadministration
Innovationsförderung
Die Dozentur für Computeranwendung in der Architektur und Landschaftsarchitektur initiiert
ein Projekt, innerhalb dessen den Studierenden der Fakultät Dienste im WLAN der TU
Dresden zur Verfügung gestellt werden sollen. Diese Dienste sollen den Mehrwert der Nutzung
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mobiler DV-Infrastruktur verdeutlichen. Für dieses Vorhaben wird auf die technische und fach-
liche Unterstützung durch das URZ großer Wert gelegt.
Fakultät Verkehrswissenschaften „Friedrich List“
Wesentliche Anforderungen an Lehre und Forschung an die DV-Versorgung
Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DV-Versorgung der Fakultät Verkehrswissenschaften
„Friedrich List“ resultieren aus 
- Diplomstudiengang Verkehrsingenieurwesen
- Diplomstudiengang Verkehrswirtschaft
- Lehrveranstaltungen für andere Fakultäten.
Tabelle 1
Für die DV-Nutzung pro Student in Wochenstunden wurde jeweils das arithmetische Mittel
berechnet.
Die erhebliche DV-Nutzung, die in Studien- und Diplomarbeiten auftritt, ist nicht in der
Tabelle enthalten.
Anforderungen aus der Forschung
Institut für Verkehrsplanung und Straßenverkehr
- Simulation von Fahrverhalten
- Erstellung und Bearbeiten von Kartenmaterial
- Simulation von Straßenverkehr an Streckenmodellen
- Simulation von Straßenverkehr in Verkehrsgebieten
- repräsentative Verkehrsbefragungen
Lehrveranstaltung Teilnehmerzahl         Lehrstunden DV-Nutzung pro Student  
in Wochenstd. 
Diplomstudiengang 
Verkehrsingenieurwesen 
Pflichtfächer                         
Wahlpflichtfächer 
Wahlfächer 
Nebenfächer 
Fakultative Fächer 
 
 
479 
323 
 
 
69 
34 
 
 
 
3,2 
1,6 
Diplomstudiengang 
Verkehrswirtschaft 
Pflichtfächer 
Wahlpflichtfächer 
Wahlfächer 
Nebenfächer 
Fakultative Fächer 
 
 
54 
210 
 
 
6 
9 
 
 
0,5 
1 
Lehrveranstaltungen für 
andere Fakultäten 
Grundstudium 
Hauptstudium 
 
 
248 
552 
 
 
9 
28 
 
 
0,5 
1 
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Institut für Verkehrssystemtechnik
- Software-Entwicklung für Anwendung von Optimierungsmodellen
- Software-Entwicklung für Betriebsleit- und Steuerprogramme im Eisenbahnverkehr
- Simulation von Betriebsabläufen im spurgeführten Verkehr
- Auswertung von Unfalldatenbanken des Bahnverkehrs zur Ermittlung von Risiken und
Maßnahmen zu deren Reduzierung
- Simulation (diskret) von Bedienungsmodellen
- Simulation logistischer Systeme
- Software-Entwicklung für die Steuerung eisenbahnbetriebstechnischer Versuchsanlagen
- Steuerung der eisenbahnbetriebstechnischen Versuchsanlage der TU
- Simulation von Eisenbahnbetriebsprozessen
- Zugfahrtsimulation auf fahrdynamischer Basis
- Simulation von Tätigkeitsabläufen im Straßengüterverkehr zum Test der Software für den
„Euro-Fahrtenschreiber (EFS)“
Institut für Elektrische Verkehrssysteme
- Energie- und Leistungsbedarfsermittlung elektrischer Bahnen
- Simulation Zugfahrt und Fahrleitung/Stromabnehmer
- Antriebsdynamik
Institut für Verkehrsinformationssysteme
- Entwurf und Prüfung von Sicherungssystemen
- Simulation von Sicherheitsfunktionen elektronischer Stellwerke
- rechnergestützte Modellierung und Simulation von komplexen Verkehrssystemen
- Nutzung von künstlichen neuronalen Netzen zur Verkehrssituationsanalyse und -prognose
- Entwicklungsarbeiten für das operative Verkehrsmanagementsystem VAMOS für Dresden
- Rechentechnik zum permanenten Betrieb des VAMOS-Systems (mit Datenbank-Server,
Dienste-Servern, Kommunikationsrechnern, USV usw.)
- Verkehrsdatenpool der Stadt Dresden (mit Anbindung an das Parkleitsystem, das
Lichtsignal-Verkehrssteuerrechner-Netz, die Pegelzählstellen und das Vario-Tafel-
Anzeigesystem des Straßen- und Tiefbauamtes der Landeshauptstadt, die
Verkehrssteuerungssysteme des Autobahnamtes Sachsen (in Vorbereitung) und die Taxi-
Leitzentrale der Taxi-Genossenschaft Dresden)
- georeferenzierte Datenbank des Dynamischen Verkehrsmodells VAMOS-DVM für Dresden
(digitale 3D-Stadtkarte mit aktuellen Verkehrszustandsinformationen)
- Entwurf von Verkehrssteuerungs- und -leitsystemkomponenten
- Telematik-Einsatz Sächsische Schweiz
- Leitprojekt Intermobil Region Dresden 
- Multimedia-Kommunikation in verteilten Unternehmensstrukturen
- branchenspezifische Telematik-Lösungen und -Anwendungen
- satellitengestützte Ortung und Navigation
- integrierbarer multimodaler Empfänger für mobile Kommunikation (IMME)
- digitale durchstimmbare Frequenzsynthese, Teilthema: Systementwurf und Simulation
- HF-Frontends
- Signalverarbeitung für Multi-Sensor-Brandmeldetechniken
- Leitungsmodellierung
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- Multimedia-Organisation für die Lehre von Technologien in EU-Schulen
- Entwurf von Kommunikationsnetzen
- Fahrzeugkommunikation
- Informationstechnische Infrastruktur für Verkehrstelematik
- systemtheoretische Untersuchungen zu Verkehrsproblemen
- Ortung und Zielführung im Verkehr
- Feldstärkeprädiktion für mobile Kommunikation
- funkbasierte und satellitengestützte Verkehrsdatengewinnung
- Betrieb eines Fahrsimulators (Nachbildung des Führerstandes eines S-Bahn-Zuges) 
- dynamische Fahrzeitenregelung
Institut für Verkehrsanlagen
- Planung und Entwurf von Verkehrsanlagen
- Messwerterfassung, -verarbeitung und -auswertung
- Visualisierung von Verkehrsanlagen und Straßenentwürfen
- räumliche Linienführung (Trassierung) - Forschungsauftrag der BAST
- Perspektivbildberechnung (Fahrerperspektiven aus Entwurfsdaten)
- Bahnbetriebssimulation zur Anlagendimensionierung
- Aufnahme und Auswertung von Oberbaumessdaten
- Verkehrssicherheit und -ablauf an planfreien Knotenpunkten mit Fahrstreifensubtraktion -
Forschungsauftrag der BAST  
Institut für Theoretische Grundlagen der Fahrzeugtechnik
- Mehrkörpersysteme (MKS) Modellierung und Simulation von Schienenfahrzeugen
- Finite-Element-Modelle (FEM)
- Schwingungsberechnung in Antriebssystemen
- Fahrzeugakustik: statistische Energieanalyse; schalloptimiertes Rad
- Messwerterfassung, -verarbeitung und -auswertung
Institut für Schienenfahrzeugtechnik
- Berechnung des Laufverhaltens von Schienenfahrzeugen
- Modellierung und Simulation der Bremsen
- FEM-Rechnung an Tragwerken
- Programmentwicklung für Fahrzeuggeometrie
Institut für Luftfahrt
- Modellierung und Simulation von Abfertigungsprozessen
- Erfassung von Flugmotordaten
Institut für Wirtschaft und Verkehr
- demographische und ökonomische Simulation
- empirische Analyse von Daten zum Verkehrsverhalten, zum Innovationsverhalten, zur
Stadtregionentwicklung
- Qualitätsmanagement im Dienstleistungsbereich
- Auswirkungen neuer Verkehrstechnologien und Transeuropäischer Netze auf die
Regionalentwicklung in Europa
- langfristige Entwicklungsmuster deutscher Stadtregionen unter wechselnden
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Wirtschaftssystemen
- Entwicklung und Bewertung von Systemkonzepten für den intermodalen Gepäcktransport
- Gästebefragung in Sachsen
- Entwicklung des Kur- und Bäderwesens im Freistaat Sachsen
- Simulation von numerischen interregionalen Gleichgewichtsmodellen
Institut für Verbrennungsmotoren und Kraftfahrzeuge
- Testsysteme für Steuergeräte
- Steuer- und Messsysteme für Aktoren
- Hardware-in-the-Loop Echtzeitsimulation
- Kommunikation im Kraftfahrzeug über serielle Bussysteme
- Modellierung von elektrischen Fahrzeugkomponenten
- Diagnose von Steuergeräten mit Kraftfahrzeug
- Untersuchungen am Kraftfahrzeugboardnetz
- Fahrzeug- und Motorenmesstechnik
- Kraftstoffverbrauchsoptimierung
- Optimierung des Brennverfahrens
- neue elektronisch gesteuerte Einspritzsysteme
- Aufladung von Verbrennungsmotoren
- Optimierung des dynamischen Verhaltens
- Gesamtsystemoptimierung
- Regel- und Steuerstrategien für elektronisches Motor-Management
- Onboard Diagnose, Zustandsüberwachung (Gesundheit des Motors), Sicherheitskonzepte
- hydrostatische, mechanische und alternative Antriebssysteme
- Reibpaarungen für Radbremsen
- Bremskomfort
- innovative Bremssysteme
- Kraftübertragung, Energieverluste und Abrieb von Fahrzeugreifen
- dynamisches Verhalten von Radaufhängungen und Achsen
- Unfallforschung
- Freikolbenmaschine
- passive Sicherheit
- Untersuchungen von dynamischen Eigenschaften von Stoßdämpfern
- Rollgeräusche
Erreichter Stand der DV-Ausstattung an der Fakultät Verkehrswissenschaften
„Friedrich List“
Der Potthoff-Bau wurde komplett auf 100 Mbit/s  und Jante-Bau bis auf wenige 10 Mbit/s
(BNC) auch 100 Mbit/s bis zum Arbeitsplatz und 1 Gbit/s Backplane umgestellt. Die
Anbindung von Potthoff- und Jante-Bau an das URZ wurde auf 100 Mbit/s heraufgesetzt. 
Das A-Gebäude ist mit 100 Mbit/s an das URZ angebunden und die Arbeitsplätze mit
10/100 Mbit/s.
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Tabelle 2
Anforderungen der Fakultät Verkehrswissenschaften „Friedrich List“  an das
URZ sowie externe Ressourcen
Dienste
URZ Login
- zur Benutzerverwaltung der PC-Pools
eMail-Dienst
- zentrales Mailfiltering (SAM, Viren)
Web-Service
- soweit diese nicht über interne abgedeckt werden
File-Service
- Überlaufkapazität
Backup-Service
- Datensicherung insbesondere von Servern
Print- und Plot-Service
- nur High End
Scan-Service
- nur High End
Zugang zum Internet
- Beratung und Unterstützung bei Netzplanung und -betrieb (Anschluss an Uni-Backbone,
Routing, ...)
- Koordination Vernetzung - Staatshochbauamt
- Beratung und Unterstützung bei zentraler Servertechnik und Betriebssystem-Updates
- Beratung und Unterstützung, evtl. Bereitstellung bei/von Informationsdiensten: eMail,
Gopher, WWW, FTP
- Fortbildung (z. B. Erstellung von HTML-Files)
- Bereitstellung von Speicherplatz auf WWW-Server
Datenkommunikation
- zentrale Firewall
- Anschluss des Fakulät an Gbit-Backbone
Software
- Bereitstellung und Management von Campuslizenzen (z. B. Pro/ENG, ADAMS, SPSS für
Macintosh,ATLAS-GIS,ANSYS, START,ARC VIEW, Windows, Novell, Stata, MS Office
97/2000, Hot Metal Pro)
Hardware- und Software-Service
- Netzmanagement
- Service-Rahmenvertrag für Workstations
- PC-Service (Notfall)
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- Software-Service auf aktuellen Stand garantieren
- längerfristig (Projektpräsentation, Messe) ausleihbare PC-Videoprojektoren
Folgende Aufgaben stehen an:
-  Anbindung des Potthoff-Baus an das URZ mit 1 Gbit/s (sowohl über Haus 1 als auch Haus 2) 
-  direkte 1 Gbit/s-Verbindung zwischen A-Gebäude und Potthoff-Bau und Integration in das
Fakultätsnetz
-  Planung und Realisierung Sicherheitskonzeption für die Fakultät.
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Medizinische Fakultät Carl Gustav Carus 
Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung
Anforderungen aus der Lehre
Die Anforderungen aus der Lehre ergeben sich aus den Lehraufgaben der Studiengänge
Medizin, Zahnmedizin sowie Gesundheitswissenschaften/Public Health. Völlig neue quanti-
tative und qualitative Anforderungen an die DV-Nutzung entstehen zurzeit durch die im
Rahmen der Harvard-Dresden Medical Education Alliance stattfindenden umfassenden
Implementierung der Studienform des problemorientierten Lernens (POL), der Umgestaltung
der Lehre durch die neue Approbationsordnung für Ärzte und der Einbeziehung von
Elementen der Evidenzbasierten Medizin: z. B. individueller Zugang zu Web-Ressorcen in-
nerhalb der in Kleingruppen zu etwa jeweils 8 Studenten durchgeführten Tutorien.
Tabelle 1
Zentral von der Fakultät durch kooperativ zu nutzende DV unterstützte Lehrveranstaltungen:
- Praktikum „Grundlagen der PC-Anwendung“ 1. - 3. Studienjahr
- Übungen zur Vorlesung Biomathematik (3. Studienjahr)
- Seminare/Übungen im Rahmen des ökologischen Stoffgebietes (5. Studienjahr)
- Seminare und Übungen in den Fachgebieten Medizinische Informatik/
Biometrie/Epidemiologie im Aufbaustudiengang „Gesundheitswissenschaften/Public
Health“. Dieses Angebot wird auch von den Studenten der Studiengänge Medieninformatik
und Geografie, die das Nebenfach Medizin im Rahmen des Aufbaustudienganges belegen,
genutzt.
Dezentrale institutsbezogene Arbeitsplätze für die Lehre werden in Instituten und Kliniken der
Fakultät den Studenten mit speziellen Anwendungen bereitgestellt.
Lehrveranstaltung Teilnehmerzahl Lehrstunden DV-Nutzung pro Student 
in Wochenstunden 
Studiengang Medizin    
Pflichtfächer  1802 3446 3 
Wahlpflichtfächer 1802 38 0,5 
Wahlfächer 1802 - 0,5 
Nebenfächer - -  
Fakultative Fächer 1802 100 0,5 
    
Studiengang Zahnmedizin    
Pflichtfächer 249 3537 2,5 
Wahlpflichtfächer 249 17 0,3 
Wahlfächer 249 -  
Nebenfächer - -  
Fakultative Fächer 249 30 0,4 
 
   
Studiengang Public Health 
   
Pflichtfächer 25+15* 300 5 
Wahlpflichtfächer 15 60 4 
Nebenfächer    
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Erreichter Stand der DV-Ausstattung 
Für die kooperative DV-Versorgung in der Lehre stehen an zentralen Ressourcen der Fakultät
insgesamt drei PC-Pools sowie 8 Arbeitsplätze in Seminarräumen zur Verfügung.
PC-Pool 1 (Standort Institut für Medizinische Informatik und Biometrie (IMI) Löscherstraße):
- 10 Arbeitsplätzen (PC Celeron 800, Monitor, Windows 2000),
- 1 s/w-Laserdrucker (LAN). 
Dieser Pool wurde bezüglich der PC-Einheiten in 2001 durch Ersatzinvestitionen erneuert.
PC-Pool 2 (Standort IMI):
- 8 Stück iMACs (G3/350)
- 5 Power PCs (7200/90)
- 1 Scanner
Für beide Pools steht ein Beamer zur Verfügung. Die Pools werden über einen gemeinsamen
Windows 2000-Server versorgt. Am IMI existiert ein WLAN für experimentelle Aufgaben.
PC-Pool 3 (Standort Medizinisch Theoretisches Zentrum, MTZ):
- 10 Arbeitplätzen PC Celeron 800 
- 1 zentraler Drucker
Zusätzlich im MTZ jeweils ein PC Celeron 800 in acht Seminarräumen des MTZ. Versorgung
über einen gemeinsamen NT-Server.
WLAN im MTZ
Im Foyerbereich des Medizinische Theoretischen Zentrum wurde ein Funknetz auf der Basis
des Standards IEEE-802.11b aufgebaut. Studierende und Mitarbeiter können dort mit den per-
sonenbezogenen Benutzerkennungen der PC-Pools Zugang zum Internet erhalten.
Die genannten zentralen Ressourcen werden vom Institut für Medizinische Informatik und
Biometrie technisch betreut. Für experimentelle Zwecke im POL wurde am IMI Ende des
Jahres 2001 ein WLAN-Access-Point für die drahtlose Netzversorgung von Seminarräumen
installiert. 
Ausstattung mit Anwendungssoftware
Office-Software einschließlich Datenbankanwendungen, Webbrowser, Statistikanwendungen
(SPS), Arbeitsplatz für DTP-Anwendungen (Adobe), spezielle medizinische Anwendungen,
z. B. für die Kodierung von Diagnosen und Klassifikation von Patienten (DRG-Grouper),
Epidemiologie, Medical Decision Making, Lernsoftware für POL. Für die Unterstützung der
experimentellen und klinischen Forschung stehen die Statistiksoftware SAS7, für das mo-
derne Datenhandling umfangreicher multizentrischer klinischer und epidemiologischer Studien
das Software-Paket MACRO7 zur Verfügung
Nutzergruppen
- Studenten Medizin, Zahnmedizin, Gesundheitswissenschaften Public Health
- Mitarbeiter (betriebliche Weiterbildung für Institute, Kliniken, Verwaltung
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- Medizinische Bildungsstätte
- Medizinische Berufsfachschule
Erweitertes Informationsangebot
Auf der Basis der im Jahr 2003 abgeschlossenen flächendeckenden Vernetzung des
Universitätsklinikums und der Medizinischen Fakultät konnte sowohl das
Informationsangebot im Netz erweitert als auch eine bessere Kommunikation zwischen den
Einrichtungen erzielt werden. Hierzu zählen
- die Reorganisation und Erweiterung der Arbeitsplätze im Dekanat (Hardware, Software,
Netzbetrieb und Serveranbindung),
- der Ausbau des Intranetangebotes zur Verteilung von Stundenplänen und
Raumbelegungsinformationen sowie
- die Entwicklung und der Einsatz eines webbasierten Systems zur verteilten Erfassung der
Publikations- und Lehrleistungen und eingeworbenen Drittmittel aller Einrichtungen der
Medizinischen Fakultät.
Anforderungen der Medizinischen Fakultät an das URZ 
Datenkommunikation und Dienste
- Anschluss der Einrichtungen der Fakultät an das Gigabit-Backbone-Netz
Compute-Services
- Hochleistungsbereich (HPC)
- allgemeine Beratungsleistungen im Bereich Netze, Sicherheit, PC-Pools, HPC, Multimedia,
HBFG-Prozesse.
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Media Design Center (MDC)
Allgemeines
Das Media Design Center (MDC) hat sich als zentrale wissenschaftliche Einrichtung der
TU Dresden die Unterstützung einer nachhaltigen und sinnvollen Einbindung multimedialer
Lehr- und Lernangebote in der Aus- und Weiterbildung zur Aufgabe gestellt. Ein interdiszi-
plinäres Team mit didaktischen, informationstechnischen, psychologischen und gestalteri-
schen Kompetenzen realisiert Beratung und Service, Projektbegleitung, Prototyp-
Entwicklung, Weiterbildung und angewandte disziplinäre Forschung. Partner des MDC sind
zunächst Lehrende und Studierende der TUD. Durch die Kooperation und Mitarbeit in hoch-
schulübergreifenden Projekten wie dem „Bildungsmarktplatz Sachsen“ oder dem
„Bildungsportal Sachsen“ entwickelt das MDC in zunehmendem Maße Partnerschaften und
Beziehungen, die weit über das hochschulinterne Wirkungsfeld hinausgehen. 
Deshalb muss für die Erzeugung der unterschiedlichsten Medien, Module und Prototypen im
Rahmen von Weiterbildung, Forschung, Beratung und Projektarbeit eine den Erfordernissen
gerechte DV-Technik bereitstehen. Dabei spielt insbesondere die technische Unterstützung
beim Erstellen von Lehr- und Lernmodulen oder Prototypen sowie beim Testen und Evaluieren
von fertigen multimedialen Lehr- und Lerninhalten eine große Rolle. Hier ist sowohl im
Client- als auch im Server-Bereich dafür zu sorgen, dass moderne, stabile und effiziente
Entwicklungs-, Test- und Evaluationsumgebungen zur Verfügung stehen und betreut werden.
Primäres Ziel bei der DV-Konzeption des MDC war es deshalb, spezielle Rechner für unter-
schiedliche Einsatzzwecke bei der Bearbeitung von Medien im Hinblick auf die Erstellung,
den Test und die Evaluation multimedialer Lehr- und Lerninhalte bereitzustellen. 
Die am MDC angelagerten  Projekte, insbesondere das Verbundprojekt „Bildungsportal
Sachsen“ erfordern es, im MDC ausreichende DV-Kapazitäten zur Projektbearbeitung be-
reitzustellen. Ziel des Verbundprojektes „Bildungsportal Sachsen“, an dem insgesamt 15
Hochschulen beteiligt sind, ist die Schaffung eines Internetportals zur Information über die
Aus- und Weiterbildungsangebote der Hochschulen und gleichzeitig einer Plattform zur
Online-Nutzung von virtuellen Lernangeboten. 
Derzeitiger Stand der DV-Ausstattung
Das MDC befindet sich im Erdgeschoss des TU-Gebäudes am Weberplatz in den Räumen 41
bis 45 sowie 37a und 37b und ist über den Raum 48, welcher durch das Universitätsrechen-
zentrum betreut wird, an das TU-Campusnetz angebunden. Zu den Räumlichkeiten des MDC
zählen zwei Serverräume, ein Präsentationsraum, sowie mehrere Arbeitsräume, welche mit
PC-Arbeitsplätzen und PC-Servern ausgestattet sind. Aufgrund der engen Raumsituation im
TU-Gebäude am Weberplatz sind zwei Arbeitsräume des MDC vorübergehend in Räumen der
Fakultät Erziehungswissenschaften untergebracht. 
Ab Juni 2003 erfolgte der Ausbau des Serverraums 42, um den gängigen Anforderungen (z. B.
Sicherheitsstandards) zu genügen. Des Weiteren wurde dem MDC im August 2003 der
Raum 41 zur Verfügung gestellt, welcher als erweiterbarer Serverraum ausgerüstet wurde. Die
Räume 37a und 37b erhielt das MDC im September 2003 als zusätzliche Arbeitsräume. Dort
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musste die Netzwerkverkabelung erneuert werden, da diese Räume früher unzureichend an
das Netzwerk des Weberplatzgebäudes angeschlossen waren.
Durch diese Umbauten ist seit September 2003 die einheitliche Vernetzung des MDC auf
Domain-Ebene  durchgängig mit 100 Base-T realisiert. Aufgrund der Verteilung der PC-
Arbeitsplätze und -Server in vier Raumgruppen, wurden zusätzliche Netzwerkkomponenten
in den Räumen 37, 41, 42 sowie 62 notwendig. 
Im Oktober 2003 wurde der IP-Adressraum des MDC erweitert. Diese Erweiterung war
dringend notwendig, um im Rahmen von am MDC angelagerten Projekten zusätzliche Server
für Testumgebungen sowie weitere PC-Arbeitsplätze bereitzustellen.
Zur grundlegenden DV-Versorgung werden in den  Serverräumen 41 und 42 des MDC mehrere
Server betrieben, die unter den Betriebssystemen Windows 2000 und Linux laufen. Die mit
Windows 2000 betriebenen Server werden als Domain-Controller, Backup- und File-Server
verwendet. Für die Webpräsenz des MDC, für Testumgebungen und als Datenbank-Server sind
aus Sicherheits- und Stabilitätsgründen Linux-Server im Einsatz. Die Betreuung der Server
erfolgt eigenständig durch Mitarbeiter des MDC. 
Der Präsentationsraum des MDC ist mit einem fest installierten Rechner, einem SXGA-
Projektor, einer Video-Hifi-Anlage und einem zweiten Netzzugang ausgestattet und bietet da-
mit ideale Voraussetzungen für die Durchführung multimedialer Präsentationen. Er wird für
Beratungen, Projekt-Workshops und die Vortragsreihe des MDC „Lernen und Lehren mit
Multimedia“ genutzt. 
In den Arbeitsräumen des MDC sind insgesamt 17 PCs installiert, wovon 7 PCs mit speziell
angepassten Hard- und Software-Komponenten für verschiedene Einsatzzwecke ausgerüstet
sind. Darunter befinden sich PC-Arbeitsplätze für Designeraufgaben, für das Erstellen von 2D-
und 3D-Animationen, für die Audio-Nachbearbeitung, für Videoschnitt, für Digitalisierung
und für Programmentwicklung. Bei der Zusammenstellung der Hard- und Software wurde
darauf geachtet, dass verschiedenste Datenträgertypen und Medienformate eingelesen und er-
zeugt und erstellte Lehr- und Lernmodule sowie Prototypen unter den verschiedensten
Systemplattformen getestet werden können.
Teile der DV-Ausstattung des MDC werden zudem häufig von Mitarbeitern der im Gebäude
am Weberplatz ansässigen Fakultäten genutzt, insbesondere der Digitalisier- und
Videoschnittplatz und die im Präsentationsraum installierte Anlage. 
Geplante Entwicklung der DV-Ausstattung
Die am MDC angelagerten Projekte, machen es aufgrund der Projektzielstellungen notwen-
dig, zusätzliche Server für Testumgebungen sowie weitere PC-Arbeitsplätze bereitzustellen.
Durch die 2003 vorgenommenen Umbauarbeiten ist die Grundlage für den Aufbau einer ge-
eigneten Infrastruktur geschaffen worden.
Ab 2004 wird mit der Weiterentwicklung des Forschungsinformationssystems „Transfer
Direct“ der TU Dresden begonnen. Dazu werden Anfang 2004 die zurzeit im Rechenzentrum
betriebenen fünf Server in die MDC-Server-Räume verlagert, um einen schnelleren Zugang
zu den Systemen für Wartungs- und Weiterentwicklungsarbeiten zu gewährleisten.  Für die
Weiterentwicklung des Projektes ist es notwendig, zusätzliche Servertechnik anzuschaffen,
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welche ebenfalls in den MDC-Server-Räumen vorerst als Entwicklungsumgebung betrieben
werden soll.
Die zweite Phase des Projektes „Bildungsportal Sachsen“ beginnt ebenfalls im Jahr 2004 und
soll neben der Fortführung der Content-Entwicklung die Nachhaltigkeit der Projektergebnisse
in Form von Systemweiterentwicklungen und -verbesserungen sicherstellen. Dazu ist im
MDC die Bereitstellung von weiteren Testumgebungen sowie Delivery-Servern geplant, wel-
che sich in die bisherige Server-Infrastruktur einbetten lassen.
Weiterhin ist geplant, zusätzliche Arbeitsplatz-PCs zu installieren, um für die zunehmende
Anzahl der in den Projekten tätigen studentischen Hilfskräfte und Praktikanten neue
Arbeitsplätze zu schaffen. Für die bereits bestehenden Arbeitsplätze, welche teilweise seit 1998
im Betrieb sind, fallen dabei größere Ersatz- und Erweiterungsinvestitionen an, um diese in
einem verwendungsfähigen Zustand zu erhalten und das Einlesen und Erzeugen von
Medienformaten unterschiedlichster Arten für Projektarbeit, Prototypentwicklung und
Beratung sicherzustellen.
Anforderungen an das URZ
Das MDC nimmt mehrere Dienste des Universitätsrechenzentrums in Anspruch. Dazu zählen
die Bereitstellung allgemeiner Datennetz-Dienste, Backup-Dienste, die Bereitstellung von
Campuslizenzen, aktueller Software-Komponenten und Virenschutzprogramme. 
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