Abstract. In their celebrated paper On Siegel's Lemma, Bombieri and Vaaler found an upper bound on the height of integer solutions of systems of linear Diophantine equations. Calculating the bound directly, however, requires exponential time. In this paper, we present the bound in a different form that can be computed in polynomial time. We also give an elementary (and arguably simpler) proof for the bound.
Introduction
Solving Diophantine equations is at the heart of mathematics. It has applications in many branches of mathematics and computer science. The basic problem in the Diophantine theory is to solve a system of linear Diophantine equations.
Definition 1.1. The system of linear Diophantine equations with integer coefficient matrix A = (a i,j ) ∈ Z k×n (k < n) is (1.1.1)
where X T is the transpose of the vector X = (x 1 , · · · , x n ) of variables. The goal is to find solutions in the ring of integers.
The system obviously has the zero solution (0, 0, · · · , 0). The fundamental problem in the Diophantine approximation theory [Ca57] asks how small a nonzero integer solution can be. It is also related to the shortest vector problem (SVP) in computational lattice theory [MG02] . Siegel showed the following bound.
Theorem 1.2 ([Si29]
). System 1.1.1 has a nonzero integer solution X = (x 1 , · · · , x n ) ∈ Z n such that max
where a is an upper bound for absolute coefficients |a i,j | in A.
Working on the adèles, Bombieri and Vaaler applied the techniques from Geometry of Numbers, and improved Siegel's bound.
Theorem 1.3 ([BV83]).
Suppose that A has full row rank k. System 1.1.1 has a nonzero integer solution X = (x 1 , · · · , x n ) ∈ Z n such that
where D is the greatest common divisor (G.C.D.) of determinants of all k × k minors of A.
They also proved a stronger version of Theorem 1.3, similar to Minkowski's second theorem for successive minima.
Theorem 1.4 ([BV83]).
With the same hypotheses in Theorem 1.3, System 1.1.1 has n − k linear independent integer solutions X j = (
where D is the G.C.D. of determinants of all k × k minors of A.
To compute D directly, one has to find determinants of all n k square matrices which would take exponential time, e.g., when k = (1/2 + )n. In this paper, we will prove an efficient verison of Bombieri and Vaaler's bounds. We work on lattices generated by A and the corresponding kernel lattice, and resort only to the basic facts in linear algebra. Definition 1.5. An (integer) lattice Λ is an additive subgroup of Z n . A family of vectors v i ∈ Λ, i = 1, 2, · · · , k, is called a basis of the lattice Λ if every vector v ∈ Λ has the unique representation
Here, we call k and n the rank and the dimension of the lattice respectively. We also say that the lattice Λ is generated by v i ∈ Λ, i = 1, 2, · · · , k, and call the matrix V = (v
with rows v i a basis matrix for Λ.
The determinant of a lattice plays an important role in the lattice theory. It is an invariant of a lattice independently of the choices of basis matrices. Definition 1.6. Let Λ be a lattice with a basis matrix A. The determinant of the lattice Λ is defined to be det(Λ) = det(A · A T ).
It is also called the volume of the lattice.
Our results
We now define the kernel lattice. One can contrast it with the better-known dual lattice.
Definition 2.1. The integer solutions of System 1.1.1 forms an additive group. It is called the kernel lattice of Λ = L R (A), and it is denoted by Λ 0 .
It is well known that the determinant of the dual lattice equals to the inverse of the determinant of the original lattice. Furthermore if we take the dual of a dual lattice, we will get back to the original lattice. However, it is not true for kernel lattices. In the other words, Λ may not be equal to (Λ 0 ) 0 . For example, consider the lattice in R 2 generated by the vector (2, 2). Its kernel lattice is generated by the vector (1, −1), whose kernel lattice is generated by (1, 1). Nevertheless it is always true that for any integer lattice Λ,
First we introduce some notations:
Notation 2.2. Let A ∈ Z k×n be an integer matrix. Denote the lattices generated by rows and columns of A by L R (A) and L C (A), respectively.
So the basis matrix of the lattice L R (A) is A if rows of A are linear independent over R. To study the determinant of the kernel lattice, we define Definition 2.3. Let Λ be the lattice with a basis matrix A. The normalized determinant of Λ, denoted by NormDet(Λ), is defined to be
It is easy to see that the definition of normalized determination is independent of the choices of basis matrix A. Furthermore, the definition can be extended to A ∈ Q k×n with coefficients in rational numbers Q. The main contribution of this paper is to relate the determinant of kernel lattice with the normalized determinant.
Theorem 2.4. Let Λ be an integer lattice and Λ 0 be its kernel lattice. Then
So the normalized determinant can be viewed as the determinant of its kernel lattice. The following theorem shows that the normalized determinant is invariant under the kernel operation.
Theorem 2.5. Let A ∈ Z k×n and B ∈ Z (n−k)×n be two integer matrices of full row rank such that A · B T = 0. Then we have
Now applying Vaaler's cube slicing inequality [Va79] and Minkowski's theorems [Da39] on the integer solution lattice of Diophantine System 1.1.1, Theorem 2.6. Suppose that A ∈ Z k×n has full row rank k and Λ is the lattice generated by rows of A. System 1.1.1 has a nonzero integer solution X = (x 1 , · · · , x n ) ∈ Z n such that
Moreover, System 1.1.1 has n−k linear independent integer solutions X j = ( 
Proofs
In this section, we give proofs of Theorems 2.5 and 2.7. We first review the definition of the Hermite Normal Form and prove a simple technical lemma.
Definition 3.1. For any matrix M ∈ Z m×n , there is a square unimodular matrix U ∈ Z n×n such that H = M · U is of the form:
• H is lower triangle, i.e., h i,j = 0 for all i < j.
• The leading coefficient h i,i of a nonzero column is positive and h i,i > h j,i for all j > i.
• Zero columns are arranged on the right. We call H is the column Hermite Normal Form (HNF) of M .
Lemma 3.2. Let Λ be the lattice with a basis matrix A and Λ 0 be its kernel lattice. Suppose that columns of A has the HNF (H A |0 k×(n−k) ), i.e.,
Moreover, it is invariant under multiplication by an invertible integer matrix on the left of A. So, it is independent of the choices of basis matrices for Λ. (2) One proof uses dual lattice, which explains where H −1
A comes from. Since rows of A form an R-basis for the kernel space of B, the kernel lattice of B is
where Span(A) denotes the R-vector space generated by rows of A. To determine the kernel lattice of B, it only needs to decide which vector
The set of such vectors Y 's forms the dual lattice of column lattice L C (A). And we know that columns in H A is a basis for L C (A). So by the formula for basis of dual lattice [MG02] ,
A is a basis matrix for the dual lattice. Hence, H
−1
A · A is a basis matrix of the kernel lattice of Λ 0 , and
Another proof is more direct. Since A · U = (H A |0 k×(n−k) ), we have
where I k is the k × k identity matrix. As U −1 is unimodular, rows of H −1
A · A form a subset of a basis for lattice Z n , which is called primitive in [Ca57] . The lattice generated by rows of H 
Therefore, we get a R-basis matrix for the solution space of A
, where I n−k denotes the (n − k) × (n − k) identity matrix. Using the same argument in the proof of the statement (2), one can prove that
indeed form a basis matrix for the lattice Λ 0 . Now, we prove Theorems 2.4, 2.5 and 2.7.
Proof of Theorem 2.4. Without loss of generality, we may assume the first k columns A 1 of A = (A 1 , A 2 ) are linearly independent. Suppose that (H A |0 k×(n−k) ) is the column HNF of A and U = U 1,1 U 2,1 U 1,2 U 2,2 is the unimodular transformation matrix. That is,
By Lemma 3.2(3) we get a basis matrix for the kernel lattice Λ
. From the assumption that det(A 1 ) = 0, we have
Equality 3.3.1 follows from Sylvester's determinant identity (see Remark 3.4). Equality 3.3.2 follows from taking determinants of both sides of the equality:
,
is unimodular. And Equality 3.3.3 follows from the definition and 
On the other hand, we have already showed that NormDet(Λ) equals the determinant of the kernel lattice of Λ 0 by statements (1) and (2) For an integer matrix A ∈ Z k×n , after a sequence of invertible integer column operations, we can obtain of a matrix of form (H A |0 k×(n−k) ). We have D((H A |0 k×(n−k) )) = det(L C (A)), and D(A)|D((H A |0 k×(n−k) )) and D((H A |0 k×(n−k) ))|D(A). So D(A) = det(L C (A)).
