Abstract. A model for the generation of neural connections at birth led to the study of W, a random, symmetric, nonnegative definite" linear operator defined on a finite, but very large, dimensional Euclidean space ]. A limit law, as the dimension increases, on the eigenvalue spectrum of W was proven, implying that realizations of W (being identified with organisms in a species) appear totally different on the microscopic level and yet have almost identical spectral densities.
1. The conjecture. In [1] we presented neural networks constructed at birth. The connections between neurons are generated according to a controlled probability model, the assumptions being consistent with known limitations on genetic coding. This led to the study of W, a random, symmetric, nonnegative definite linear operator defined on n-dimensional space, where n is very large. Each realization of W can be viewed as describing the neural state of a particular organism from some population or species. A limit law (n ) on the eigenvalue spectrum was proven, which implies that the spectrum of W is close to a fixed one. Thus, realizations of W look totally different on the microscopic level, yet have almost identical spectral densities.
Let us briefly mention how W is constructed. For a given positive integer d, an n dn matrix P (P0) of probabilities which is formed under rather general conditions, is used to construct the random n dn matriJ V=(v0.). All elements of V are independent, and each vii is either 1 or -1 with equal probability, or zero, and Prob (v i 1) Pii. Each row of P is a rotation of the first row. Let C be the sum of the first row of P. Then The matrix V contains the connection characteristics between a group of n neurons synapsing onto another group of dn neurons. Thus, the synaptic strength between neuron in the first group and neuron/" in the second group is given by Vii. The structure of P allows the model to have a homogeneous behavior in the establishment of connections. A spatial consideration can also be imposed on the network by choosing the first row of P accordingly. However, the only condition needed for the limit law is to have C as n -.
In the theory developed for neural networks [2] , [3] patterns of the external world are represented as vectors, and become input to the network. The complete spectral decomposition of W reveals the initial response characteristics of the network on its environment. For example, at birth the network will be predisposed toward the eigenvectors of W with large eigenvalues. Since W is randomly generated, the assignment of eigenvectors to eigenvalues will vary from one realization of W to another. The manner in which the eigenvectors vary is the main topic of the paper.
We will provide evidence supporting the conjecture that the behavior of the eigenvectors is completely chaotic. An attempt at formalizing this conjecture is the following: Let O( O(n)) be a random n x n orthogonal matrix distributed according to the normalized uniform (Haar) measure on the orthogonal group n. Let Dn be a fixed n x n diagonal matrix with nonnegative diagonal elements arranged in nondecreasing order and such tb.at the spectrum of Dn approaches the limiting spectrum of W as n c. The conjecture is that for n large the distribution of W' =-ODnO r is close (in some sense) to the distribution of W.
In In relation to real biological systems, the reader is referred to the remarks made in 3 of [1] . The where F is the limiting spectral distribution function of W. This property of W is probably ot enough to prove the conjecture but it does help in strengthening our belief. It enables us to rule out possibilities. In particular, we can eliminate the case that at least one eigenvector is fixed but might be assigned to different eigenvalues from one realization of W to another. This is so since if x is one of these eigenvectors x rPWax is either 0 or 1. The mean and second moment of this quantity are then equal so that the only limiting values that can be reached in probability would be 0 or 1. (Since x rPWx is bounded between 0 and 1, convergence in probability to one value implies the variance approaches 0.) The distribution function F is continuous so that a continuum of values must be taken on. We then proceeded to establish a proof that H(paWl, paW2)---h(a) as nm.
This result is Theorem 4 in the next section.
Since the complete spectral decomposition of an operator in finite dimensional space can be gotten from its spectral family, we feel that the results characterize completely the spectral family of W, so that the conjecture is likely to be true. We are currently trying to prove this. Since the probability space of n x n matrices is changing for increasing n, it appears to be difficult to establish the result in terms of a limit theorem. However, there are ways of formalizing the conjecture without the need for an underlying space. Let /xn an d /x' be the Borel measures generating W and W' respectively. Let Bn be some class of Borel sets of n x n matrices whose description does not depend upon n, and which generates all Borel sets. For example, B, could be the compact sets, or perhaps the complete set of Borel sets. Then one could try to prove a statement such as the following: for any e > 0, there exists an N such that for all n -> N, It, (A) -/x ' , , (A)[ < e for all A Bn. In view of the current state of probability theory this is a strong statement concerning two measures which is usually difficult to prove. Nonetheless, in our case we remain optimistic.
2. The results. Theorems 3 and 4 rely heavily on the arguments used and the results established in 1]. We will refer back to this paper when necessary. Therefore it will be assumed that the reader is familiar with [1] . Theorems generated from the surface element on S,-1.
The first three properties follow almost directly from the invariant property of the Haar measure on ft,. The fourth one seems just as obvious but is not as easy to prove. We will give a proof using spherical harmonics and the associated addition theorem (a good reference for this topic is [4] 
Is 6(<OY' z2>) d(y) Is 6((Y, z2)) dtz(y).
The last equality is due to the fact that z is rotationally invariant. Therefore integrating (2.1) with respect to y will result in a linear combination of orthonormal spherical harmonics equalling a constant, which is also a spherical harmonic. Therefore for all b _-> 1, Cm,i 0, thus establishing the uniqueness of a Borel, rotationally invariant probability measure on Sn-1. +n(n-1)E(OxO2) (2.18) .E(O10222) n+l n(n-1)(n+2)" .,= n(n +2) (n+l) n (n 1)(n + 2) 2 -n( 72)1+ (m2" 1) (n_ 1) and finally, using (2.12), (2.14), and (2.19)
Therefore the variance of (2.12) goes to zero in the limit which implies the convergence of (2.12) to F(al)F(a2) in probability. This together with (2.10) gives the result. Proof. Let g be the density of F defined on [0, oo) (in 1] g was defined only on the support of F'). It is evident that the distribution of (wr)ii is independent of i.
E((1/n) tr wr)f(r) as n-oo we have E((Wr))f(r) also. Therefore
Since
We find that We can use the same reasoning as in 1]. We consider the constraints on the indices that contribute a nonnegligible amount in the limit. From Lemma 1 of [1] we find that each of these constraints will not pair a Vik with a Vi'k', which implies that the last two terms in (2.26) do not contribute anything in the limit. Therefore (2.27) 
We conclude that for r 1, 2, x --f(r) as n.
Since f(r)= 0 urg(bl) du we have for any polynomial P(x) (2.29) xTp(W)x
If the eigenvalues of W were known to be uniformly bounded for all n almost surely, then we can simply approximate the indicator function on [0, a by polynomials and obtain the result. However, we are unable to show this. The following argument therefore seems necessary. We have for all m, n ( From [1] we know that the first two terms on the right hand side of (2.44) converge in probability to F(al) and F(a2) respectively. The remaining two terms can be handled with the aid of methods similar to those used in Theorem 3. 
