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I. INTRODUCTION 
When a horizontal layer of fluid is heated from below, the system remains 
stable to infinitesimal disturbances for values of the Rayleigh number h 
less than a critical value h, . Here h = gol,fld4/kv, where g, ~yi , fi, d, k and Y 
are the acceleration due to gravity, the coefficient of volume expansion, the 
adverse (equilibrium) temperature gradient, the thickness of the layer, 
thermal diffusivity and kinematic viscosity, respectively. When X 3 he, the 
system becomes unstable and convection sets in the form of a cellular pattern 
leading to a distortion of the mean temperature profile. The critical value h, , 
of course, depends on the boundary conditions. The first quantitative experi- 
ments on the onset of thermal instability and the recognition of the role of 
viscosity are due to BCnard (cf. Chandrasekhar Cl]). The problem was first 
theoretically investigated by Rayleigh [2] and later by Jeffreys [3] and Pellew 
and Southwell [4]. This problem was theoretically extended to magneto- 
hydrodynamics by Thompson [5] and Chandrasekhar [6] and experimentally 
by Nakagawa [7], [8]. It is found that a transverse magnetic field tends to 
inhibit the onset of thermal convection in the fluid layer and during convec- 
tion the cells are elongated in the direction of the lines of force which tends 
to prevent motions across them. 
The effect of rotation on the onset of thermal instability has been investi- 
gated theoretically by Chandrasekhar [9], [lo] and experimentally by 
Nakagawa and Frenzen [ll] and by Fultz, Nakagawa and Frenzen [12]. It is 
found that the horizontal scale of the cells diminishes with rotation and the 
constraining effect of rotation manifests itself by rendering the system more 
stable i.e., by increasing h, . In a rotating fluid X, depends on the Taylor 
number 4Q2 d4/v2, and Q being the uniform angular velocity of the system and 
the Prandtl number v/k. It has further been found both theoretically and 
experimentally that for a suitable range of values of the parameters 4Q2d4/v2 
and v/k, instability may arise in the form of overstable oscillations i.e., 
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oscillations of increasing amplitude. In the greater part of the range this 
overstability takes place before steady convection. The combined effect of 
rotation and a magnetic field on the onset of thermal instability has been 
studied theoretically by Chandrasekhar [13], [14] and experimentally by 
Nakagawa [15], [16]. Although rotation and magnetic field acting separately 
produce comparable effects, they do not necessarily reinforce each other 
when they act conjointly. Rotation induces a component of vorticity in the 
direction of rotation but a magnetic field does not induce a similar component 
of vorticity. 
The stability problems mentioned above are all investigated within the 
framework of linearized theory wherein the disturbances are assumed to be 
small. Finite amplitude (to terms of the second order) cellular convection in a 
non-rotating fluid has been investigated by Malkus and Veronis [17]. The 
effect of disturbances of finite amplitude in a rotating fluid heated from below 
has been examined by Veronis [19] who has shown that viscosity plays a dual 
role here, similar effect being absent in a nonrotating system. His finite 
amplitude investigation centers round the linear stability problem and it is 
further shown that the system may exhibit subcritical instability i.e., the 
system becomes unstable to finite amplitude disturbances before it becomes 
unstable to infinitesimal perturbations. Finite amplitude effects on cellular 
convection in a nonrotating electrically conducting fluid layer have been 
studied by Nakagawa [19] and Lortz [20], when the layer is subject to a 
uniform transverse magnetic field. The investigation of Nakagawa is restricted 
to the study of the effect of a magnetic field on the rate of heat transfer in the 
fluid in the finite amplitude regime immediately after the marginal state. Since 
it is known from linear stability analysis that a magnetic field and rotation do 
not always reinforce each other in inhibiting thermal convection, it is of 
intrinsic interest to study the finite amplitude effects in a conducting layer 
when both rotation and magnetic field are present. This aspect forms the 
subject matter of the present paper and it is shown that subcritical instability 
is possible when either the magnetic field and rotation act conjointly or 
separately. 
2. MATHEMATICAL FORMULATION OF THE PROBLEM 
We consider a horizontal layer of an electrically conducting fluid of thick- 
ness d heated from below and subject to a uniform vertical magnetic field H,, . 
The basic equations of magnetohydrodynamics in the nonsteady state are, 
in a rotating frame of reference 
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-- ; +V.VVt~kxV=--Q**+YTk+VQ’Vt~H.QH, 
(2-l) 
Q-V=Q, (2.2) 
Q-H=O, (2.3) 
(2.4) 
aT* ___ - 
at kQ2T* = -V *VT” 9 (2.5) 
where the velocity V and the magnetic field H have the components (u, v, w) 
and (h, , h, , h, + HO) respectively. Here it is assumed that the basic state 
is one of quiescent equilibrium and the imposed magnetic field H,, acts in the 
z-direction taken to be vertical. In (2.1) y = 011 g, 01~ and g being already 
defined earlier and k is the unit vector (0, 0, I), 
and D is the angular velocity of the fluid layer. In writing (2.1), the usual 
Boussinesque approximation viz., the density is regarded constant everywhere 
in the equation except in the buoyancy force term is used. The density p 
is connected with the mean density pm by the equation 
p = pm(l - LY~T*). (2.6) 
Further p* in (2.1) includes the centrifugal and magnetic pressure term in 
addition to the hydrodynamic pressure, T* is the temperature at any point in 
the fluid and TV is the magnetic permeability. 
Let us consider an ensemble of systems with given fixed boundary condi- 
tions. These systems will have different phases in time and horizontal space. 
An ensemble average is an average over these phases and consequently any 
physical variable is divided into a part which is a function of the vertical 
coordinate only and a fluctuation which is a function of x, y, z and t. Thus 
T’ = T&) + T(x, y, z, t) (2.7) 
so that T,,(z) is the ensemble average temperature (cf. [18]). Using a bar 
over a quantity to denote ensemble average, we have 
T = To(z), T(x, y, z, t) = 0. cw 
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Substituting (2.7) in (2.5) we get 
3T -- 
at 
k d2To(4 ----kPT=@w-V.VT, 
dz? (2.9) 
where p = - dT,,/dz is the vertical gradient of mean temperature. Taking 
the ensemble average of (2.9), we obtain 
_ k d2Tt, -= 
dz2 (2.10) 
which upon integration gives 
kp + w-T = H, (2.11) 
where H, is the vertical heat flux in the fluid and is constant for an ensemble 
of systems with given boundary conditions. Using the subscript m to denote 
vertical average of a quantity e.g. pm = (l/d) Sf q dz, we have upon taking 
vertical average of (2.11) 
WL, + W% = H, 3 (2.12) 
where ( }m denotes both an ensemble and a vertical average. Equations 
(2.11) and (2.12) give 
* 
Substituting (2.10) in (2.9) and using (2.13), we have 
(2.13) 
aT 
at-kV2T-/3mw= WT>m - m _ h 
k 1 
where 
~=V.V~--~. 
(2.14) 
(2.15) 
Taking curl of the equations (2.1) and (2.4) and considering the z-compo- 
nents (cf. [l] p. 199), we have 
and 
$+Z,-Z,=H,,~+~V21. (2.17) 
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Here 5 and 6 are respectively the a-components of vorticity and current 
density given by 
Qp& ~+!!2$ (2.18) 
In (2.16) and (2.17), 2,) 2,) 2, and 2, are the nonlinear terms defined by 
z, = ; (V - VW) - 4 (V * Vu) 
+ 
Zz==;(hV+j-(h+zx) 
a a z, = 7& (V * Vh,) - & (V ' Vh,) 
and 
(2.19) 
with 
h = (h, , h, , A,). 
Again operating on (2.1) by curl curl and using (2.2) and (2.3), the z-com- 
ponent of the resulting equation can be written as 
$Vz~+251~-;~V4w~yV~~T+rHOa 
47rp %z 
V%h, + L, - LL, , 
47YJ 
(2.20) 
where 
L I =~fg(V.vu)+~(v.vv)~ -vlyv’vw), (2.21) 
L, = 2 I$ (h . Vh,) + $ (h . Oh,)\ - V,2(h . Vh,), (2.22) 
and 
Again the z-component of (2.4) gives 
(2.23) 
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Z,=h.Vw-V .Vh,. (2.24) 
We now take d, v/d, Ho, kvlyd3 and d2/k as units of length, velocity, 
magnetic field, temperature and time respectively and retain the same 
symbols for dimensionless quantities. Then the equations (2.14), (2.16) 
(2.17), (2.20) and (2.23) b ecome respectively (cf. Appendix I) 
( 
& - VI) T - UAW = u”[(wT}, - ii?] w - ah, (2.25) 
(2.26) 
( 
01 
a - 82) 4 = u1 [$ - 2, + z4] , _- 
u at 
(2.27) 
( 
i a 
--- 
u at V2 V2wfY~=~V~T+~~VPhz+L1-~L2 1 
(2.28) 
1 
and 
( “d it - V2) hz = 01 [g + zb] ,-_ (2.29) 
where h = gQm d4/k v is the Rayleigh number, Y = 2Qd2/v is the Taylor 
number, ur = v/q is the magnetic Prandtl number and 
pH$’ d2 
Q=---. 
4nPv?l 
BOUNDARY CONDITIONS 
In our analysis we shall assume that both boundaries of the fluid layer are 
free. Although this is somewhat unrealistic, it may be expected that such an 
assumption does not mask any qualitative feature of the flow. At free surfaces, 
the conditions are 
w = 0, av ati a2wzo at o &=G=Y@ 7 ax=* (2.30) 
Thermally, the boundaries are considered perfect conductors so that we take 
T=O (2.31) 
at a free surface. 
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In case the medium adjoining the boundary surface is electrically non- 
conducting, the component of the current density normal to the surface must 
vanish. Further the field hwt in the electrically nonconducting medium must 
be that appropriate to a vacuum and be derivable from a potential. Thus 
hext = V#, where Q2t+b = 0, (2.32) 
and on the interface between the fluid and the medium the field must be 
continuous. Hence the conditions on h and [ in this case are 
5 =o, h = hext. (2.33) 
If, on the other hand, the medium adjoining the boundary be perfectly 
conducting then no magnetic field can cross the boundary so that 
h, = 0, E, = E, = 0 (2.34) 
at the interface. 
3. STABILITY ANALYSIS 
Equations (2.25)-(2.29) along with the boundary conditions (2.30)-(2.34) 
constitute the basic equations of our finite amplitude stability problem. These 
equations being very complex due to their nonlinearities, we employ a 
perturbation method similar to that of Malkus and Veronis [17]. Thus we 
suppose that a physical variablefas well as the eigen function h can be expand- 
ed in powers of E (which is identified with the amplitude of the disturbance) as 
follows 
(3.1) 
Eliminating 5 between (2.26) and (2.27) we have 
Dc = (5 ; - v’) ( y g - 2, + $22) - Q ; (Z, - Z,), (3.2) 
where the operator D is defined by 
(3.3) 
40912911-9 
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Further eliminating 5, h, and T from (2.25), (2.28), (2.29) and (3.2) we obtain 
( -it at - VP) D372w + y2 (+ $ _ 92 ($ _ 9 $ 
=AVI'(%$ - V2) Dw + (+$-VP) DV12[o({wT), - a)w -h] 
+Q ($ - V2)DV2&) 
+ (; - V2) ($; - V2) D (L, - $1, 
+Y(~-v2)(~~-02) 
X 01 -- a 42)~(2,~$2,) u at 
Substituting (3.1), in (2.25), (2.29), (3.2) and (3.4) and equating terms involv- 
ing first power in l (which amounts to neglecting the nonlinear terms), we 
obtain 
( a --VP) at To -u&,wo =0, (3.5) 
( *1 a -- c at - VP) hzo = "12 ( 
D[,,=Y(++)$ 
and 
?--VP) at [D2V2wo + Y2(+; - V2)'$] 
= h,V12 ($ & - V2) Dw, . 
(3.6) 
(3.7) 
(3.8) 
In the above equations the subscript zero is included to identify the variables 
with the stability problem. We now assume that the convection takes place 
as a close packed cellular regime so that one may consider the separability 
of horizontal and vertical space coordinates together with a horizontal 
periodic structure. 
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Hence we take 
w. = ept * %t+ft~~ Y>> (3.9) 
where 
V,tf(x,r> = - ~vf(X,Y) (3.10) 
CL being the horizontal wave number. The time dependence in (3.9) is taken 
as ept in keeping with the linear stability theory. 
Since the equations (3.5)-(3.8) are the same as those derived in the linear 
stability theory, it can be shown (cf. Chandrasekhar [l]) that the proper 
solution appropriate to two free surfaces is 
w&i) = A, sin tl7rz. (3.11) 
When (3.9) and (3.11) are substituted in (3.8), using (3.10), the following 
equation results 
IP 4 n2(n2 + a”)} [My?22 + a’) 7r2 + YWa2 p&-p + Try?22 + 2)/“] 
= &,a2n2M [+ p + G(n2 + a~)] , 
where 
M = 1;~ + (n2 + a”) 7r2/ [+p + n2(tz2 + a2)\ + Qr%z2. 
For a stationary marginal state, p = 0 and the above equation yields 
h s = (n2 + a”) [(n” + a2j2 +Qp212 + Yl”n”(n” + a”)” 
a2[(n2 + a2)2 + Q1n2] , (3.12) 
where 
The lowest mode of instability is characterised by 71 = 1, and the critical 
value of h, corresponds to that value of OL for which d&,/da = 0. 
4. GEOMETRY OF THE FLUID MOTION 
It is known (cf. [l] Chapter 2) that the possible horizontal patterns of 
closely-packed (tesselated) cells are confined to two-dimensional rolls, 
hexaogns, and rectangles. Although rolls are less likely to occur in experiments, 
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it represents the simplest type of convection and are likely to reveal the quali- 
tative features of the flow. In what follows we deal with this type of motion. 
We assume that for these rolls the flow pattern is similar in all planes par- 
allel to the x - x plane and this implies that the physical variables are inde- 
pendent of y. 
The solution (3.9) which satisfies the symmetry condition aw,/ax = 0 at 
the walls of the rolls is 
w. = 2 cos mx . sin n.2, (4.1) 
where the factor 2 appears due to normalisation viz., {w,,~)~ = 1. Substituting 
(3.9) in (3.5) and (3.6) an d using the boundary conditions on T and h, , we 
have 
To = 2uAo 
7r2(1 + a”) 
* cos nax * sin 7rz, 
h,, = 2a1 
fl(l + a”) 
* cos 7nxv * cos 7rz. 
Now U, and v,, are to be calculated from 
x0 a2w, - V,%, = &- + a2 ax 
v,zvo = 2 - a2w, 
a.2 ay 
(4.2) 
and similar relations hold for the magnetic field components h, and h, with 
5, and w, replaced by to and hzo respectively. The vorticity component to 
and the current density component to can be obtained from (3.7) and (2.27) 
respectively. Equations (4.3) can then be solved to determine u. and w. as 
follows 
2 u. = - - sin 77olX * cos 7f.z 
a 
w. = 2Y,(l + 2) sin VEX . cos rrz 
a[(1 + 01~)~ + Ql] ’ 
Similarly, 
hzo = 2al 
7TCX(l + a”) 
- sin nail * sin 71x 
h 
Kl 
= _ 2alYl sin ?rti cos 7r2 
na[(l + a”>” +QJ 
(4.4) 
(4.5) 
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It may be noted from the second equation of (4.4) that o,, = 0 when Y, = 0 
so that the fluid moves in the x-direction when viewed from above the layer, 
and this motion is not affected by the vertical magnetic field. If, on the other 
hand, the system is rotated, the coriolis force introduces a velocity component 
in the y-direction. Further, it can be seen from the second equation of (4.4) 
that o0 decreases with increase in Q1 (i.e. with increase in the magnetic field) 
since the field lines which behave like stretched strings tend to prevent 
motions across them. 
5. FINITE AMPLITUDE STEADY CONVECTION 
We now proceed to the next approximation in E and equate terms involving 
c2 in (2.25), (2.29), (3.2) and (3.4) with a/at = 0 (for steady convection). Thus 
we obtain 
- V2T, = c&w, + uA,w,, - ahO”, (5.1) 
- V2hz1 = u1 [g + go] , 
( V”-Q ;; -+,:-v”[Y~-2~+$zy] 
and 
(5.2) 
(5.3) 
Fw, = h,V,2Dwo - V12Dhoo + QV”D ; (Zp) 
+ V2D (Ly - $A’, 
+Yv2[v2~(z,w-$zq 
-Q$Z~-Z;")]. (5.4) 
In (5.4) the operator F is defined by 
a2 F 3 D2V2 f Y2V4 - - hoV12D a22 , (5.5) 
where the operator D (defined by (3.3)) with a/at = 0 becomes V4 - Qa2/ax2. 
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In the above equations the two superscripts 00 refer to quantities obtained 
by substituting the zeroth order (i.e. to order cl) solutions in the correspond- 
ing expressions e.g., from (2.15) we have 
ho0 = v, - VT, - g (woTo). (54 
The method of solving the above equations follows closely that due to 
Malkus and Veronis [17]. We calculate first the nonlinear terms on the right 
hand side of these equations, which can be readily computed from the zeroth 
order solutions and then solve these equations for the first order approxima- 
tion. However, one encounters some difliculty at this stage. The non- 
homogeneous terms in (5.4) contain terms of the form w, as well as terms 
involving the parameter A, . Hence in finding the particular solution of 
(5.4) one gets secular terms in addition to terms which are spatially periodic. 
Further the homogeneous solution of wI contains the form of w, with an 
arbitrary amplitude. Since A1 is multiplied by a term of the form of w, in the 
inhomogeneous term in (5.4), we can determine A, to cancel the remaining 
amplitudes of w. . This removes the secular terms in (5.4) and the assumed 
periodicity of the solution is ensured. Further, we specify X such that it 
represents the amplitude of that part of w which contains w. . The system of 
equations can now be solved for ur , or , wr , Tl , hzI, hYl , hzl and A, . 
Now 
Lr = & [; (41. V&J + ; (ho - V&J] - V,2(h, -Vh,,) = 0, (5.8) 
Lp = g [& (V, * Vu,) + g (V, - Vwo)] - V,2(Vo * VW,) = 0, 
2,” = g (V, * VWJ - ; (V, * Vu,) = - [(14y2);;2; ] cos 27roIx, (5.9) 
1 
Z,m=;(h,Vh,,) -$(h,Vh,) = - 
4q2Yl cos 2ra 
(1 + a”) [(l + cX2)2 + Qr] ’ (5*10) 
zp = g (V, * Vh,) - g (V, - Vh,) = 0, 
z~=~(h,.Vwo)-~(h,.vuo)=o, 
~=~Vwo-VoVh,,=- (1 yc?, 
cos 2mx, 
(5.11) 
(5.12) 
(5.13) 
ho0 = V, a VT, - ; (w,T,) = 0. (5.14) 
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Substituting the expressions (5.7)-(5.14) in (5.4), we have 
Fw, = h,V,= Dw, . (5.15) 
Since the only term involving the form of w, contains AI, for the existence of 
a periodic solution we must have A, = 0. Hence from (4.13) and (5.1), we 
obtain 
w1 = Tl = 0. (5.16) 
Now (5.3) can be solved to obtain [r and consequently using equations similar 
to (4.3), or and or can be calculated as 
Similarly, 
241 = 0, 
Y,[(l + CX~)~ - QIuI] sin 27rax 
” = 2?rors[( 1 + a”)” + Q1] (1 + a”) * 
(5.17) 
h,, zz h,, = 0, hZl = ul2 cos 27rax 
77%s(l + CX”) *
(5.18) 
We now proceed to the second approximation. The governing equations 
are now obtained from (2.25), (2.29), (3.2) and (3.4) by neglecting the non- 
steady terms, by retaining terms of O(8). These are 
- V2T2 = 4~2 + &w, + ~~2~0 + ~[{w,,T&n - woTo] 
- u(h0” + NO), (5.19) 
- V2h,, =u1[2 + G’ + z:“] 
( V4 -Q ;;2 ~)~2~-v.[Y~-z,01-z~o+~(~1+z:o)] 
(5.20) 
- Q [& {zl + Z,‘” - Z,“’ - Z;‘}] , (5.21) 
Fw, = hIV12DwI + X,V,=Dw, 
+ V,2D[+q,To}, - wu,To) wo - (ho1 + hl”)] 
+ QV”D $ <e + Z:“) 
- V2D [L"1' - $L;' + L:' - CL;'] 
+ YV2 [vi [zy + zr" - $ zp - 5 zq 
-Q$z’+Z:“-g’-z:“,]. (5.22) 
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Again the right hand side of (5.22) can be directly computed since it contains 
terms of zeroth and first order approximations. 
Thus 
Lf’ = 0, 
L;O = 0, 
G1 = (12+“3”)2 [9 cos 3miv - cos 7rax] sin 7rz, 
L10 = - Cl3 2 CG(1 + .a)2 
[3 cos 3mx - cos 7rowc] sin 7rx 
- (1 ::a)2 
[9 cos 37m.x + cos mxv] sin 7r,z, 
zp=o, 
210 = 0 1, .zy =o, 
21o = - 
ur3Y,[3 cos 3lrCX.X - cos TKYX] cos 7r.z 
2 77a2(1 + cx”) [(I + .2)2 + QJ ’ 
201 3 = 0 9 
210 3 z.z 0 3 
2~1 = ~IYI[U + a2j2 - Q&l sin nz L3 cos 3varx _ cos vwl 
4 
a2(1 + a2j2 [(l + a2>2 + QJ 
2’0 zzz 4 ~~a[(1 ; F+ QJ [3 cos 3mx - cos 7raxJ sin 7rz, 
201 zz 5 na2t: ~“) [cos 37rm - cos ?rKc] cos 77% 
210 = 5 ,& ~“) [cos 37rLYx + cos 7rcxx] cos 7m, 
ho1 = 0 , 
@O = 0 , 
(5.23) 
(5.24) 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
(5.31) 
(5.32) 
(5.33) 
(5.34) 
(5.35) 
(5.36) 
(5.37) 
d{wo ~ >m - qo] V12wo = - & [sin 397s - sin 9rz] cos ?rolx. (5.38) 
Substituting (5.23)-(5.38) in the right hand side of (5.22) and collecting 
terms which are of the form w, and equating the sum of these terms to zero 
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to ensure periodicity of the solution, we obtain after a lengthy algebraic 
calculation (cf. Appendix II) 
02x, 
A2 = 27?(1 + a”) - 
2Qo1 Y2[(1 + a”)” - Qd” 
o?(l + G) - 2rr2a4(1 + a”) [(l + CL~)~ + QJ - (5’3g) 
When Q = 0, this agrees with the result of Veronis [18] who has shown that 
X2 may be negative in a rotating layer for a given range of wave number. Thus 
the system becomes unstable to finite amplitude disturbances before it 
becomes unstable to disturbances of small amplitude. As pointed out by 
Veronis, this subcritical instability arises due to the generation of non-linear 
vorticity which tends to counteract the vorticity caused by the constraining 
effect of rotation. It is interesting to note that X2 given by (5.39) will also be 
negative for a layer of an electrically conducting fluid in the presence of a 
very strong magnetic field (Q # 0) even when rotation is absent (Y = 0). 
This is to be expected on physical grounds since a magnetic field like rotation 
imposes a constraint on a non-rotating system in so far as the lines of force 
tend to prevent motions across them. It is conceivable that in an electrically 
conducting rotating liquid layer the magnetic disturbances grow so as to 
offset even further the constraining effect of rotation. It can be seen that in the 
presence of rotation (Y f 0), the term arising out of it (i.e. the last term in 
(5.39)) is essentially positive and hence its contribution to A2 is always negative. 
Thus we conclude that in the finite amplitude regime, the constraining effects 
of the magnetic field and rotation always reinforce each other. This result 
constitutes a significant departure from the result of thermal instability with 
regard to small disturbances where it is found (Chandrasekhar [I], Chapter 
IV) that rotation and magnetic field together may conflict with each other 
instead of reinforcing. 
It should be pointed out that our analysis is restricted to finite amplitude 
steady convection of a two-dimensional roll. However, it is known that 
overstable oscillations may sometimes be the preferred mode of convection 
in a rotating fluid layers with low Prandtl numbers since such oscillations 
tend to neutralise the constraining effect of rotation. Further, since Alfven 
waves may propagate in an electrically conducting fluid in the presence of a 
magnetic field, the possibility of overstability in such a system can not, there- 
fore, be ruled out. 
6. HEAT TRANSPORT 
The rate of convective heat transport can be calculated upto O(E~). In 
fact, from (2.12) we can write 
Ht 
KIs,= 1 + -+TJ, 
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and to O(8) we have 
-+T), = fe2{w,,To},. (6.2) 
Further, to the same order, we obtain from (3.1) 
so that from (6.2) 
e2-h-X0 
A2 ’ (6-3) 
where A,, and a: are the critical Rayleigh number and the corresponding wave 
number belonging to the steady marginal state according to stability theory 
based on infinitesimal disturbances. 
Thus from (6.4) it follows that the convective heat transport varies inversely 
=&A- 
The following tables give the values of u2A&r2Aa( 1 + a”) and A, for mercury 
with u = .025 and u1 = 1.5 x lo-’ corresponding to various values of Qr 
and Y. 
TABLE 1 
Q,=lOOO 
10 - a44844 - .0007889 
loo - &I47625 - JO07926 
500 -.0106156 -.0033716 
1000 - .0443089 -.0008155 
1500 - .0377783 - .0009665 
TABLE 2 
40 - .0008709 -.1088453 
loo -.0029151 - .0375885 
500 - .0214465 -.0110461 
1000 -.0106156 - JO33715 
10000 -.0383469 - JO03996 
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APPENDIX I 
Starting from eq. (2.5) ( i.e. the equation of heat transfer) and wrtiing T*, 
the deviation of temperature from its mean value in the form given by (2.7) 
as the sum of an ensemble average T,(z) and a fluctuation T(x, y, .s, t) we 
obtain eq. (2.9) (page 5). Upon taking ensemble average of (2.9), we get 
(2.10). Then the equations (2.11) to (2.14) follow in logical order. Finally, 
writing (2.14) in dimensionless form we arrive at (2.25). 
APPENDIX II 
Substituting (5.23) to (5.28) in the right hand side of (5.22), we get 
Fw, = - 27r6a2h2{(l + a”)” + Q1> + [ 
a2u22ho~4{(1 + a”)” + Qd 
(1 + a”) 
_ 4Q+rY(l + a212 + Q3 _ Y2?r4(1 + a”) ((1 + LY~)~ - Qrar} 
(1 + a”) a2{(l + a2J2 + Qd 
+ 
Y2~Q~d(l + a2j2 - QPII 
~~(1 + “2) ((1 + cx”)” + Qr} I ‘OS noz sin 7Tz 
-IQ 
1ux2+(9a2 + 1) + QJ (1 + 2c;J) 
G(l + a”)2 
+ Y2r4(9a2 + 1) {( 1 + 0~~)~ - Q1ul - Qlu12} 
a20 + a”) ((1 + a2j2 + &I> 
_ Y2~4Q~uA(1 + a”)” - Qm - cdl + a”)“) 
a2(1 + a”) {( 1 + a2j2 + 81) I 
X (3 * (9a2 + 1) cos 37r1x.x sin 7rz> 
a2u2~~‘{(a2 + 9)” + 9Q1> cos ~~ sin 3~2 
(1 + a”) 
Now equating to zero the coefficient of the term which is of the form w,, 
i.e. cos wx sin TCZ (in order to remove secular term in this equation to ensure 
the assumed periodicity of the solution), we obtain the following equation to 
determine A,: 
4Qur2ae 
2iT6A2 = ;yy$) - (1 + a2) ___ ___ 
Y2r4( 1 + a”) {( 1 + a2)2 - Qrur} - 
a2{(1 + a2j2 + QJ” 
Y2+Q~ud(l + a2Y - QPJ 
+ a2(1 + a”) ((1 + a2)’ + Q# * 
Upon simplification, the above-equation reduces to (5.39). 
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