Abstract-This paper develops a novel robust stability criterion for a class of uncertain neutral-type neural networks with discrete interval and distributed time-varying delays. By constructing a general form of LyapunovKrasovskii functional, using the linear matrix inequality (LMI) approach and introducing some free-weight matrices, the delay-dependent robust stability criteria are derived in terms of LMI. Number examples are given to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
As is well known, stability is one of the main properties of neural networks, which is a crucial feature in the design and hardware implementation of neural networks. However, in the process of information storage and transmission in neural networks, time delays as a source of oscillations, instability and other poor performance may occur. Therefore, a great number of results have been proposed to guarantee the global asymptotic or exponential stability of delayed neural networks, see [1] - [8] and references therein. Among theses, on the delay-dependent robust stability problems of neural networks with delays have received considerable attention. In addition, a special type of time delay in real systems as well as neural networks, i.e., interval time-varying delay is identified and investigated [9] [10] [11] [12] [13] [14] [15] [16] . Interval time-varying delay is a time delay that varies in an interval in which the lower bound is not restricted to be zero. Hence, stability analysis for neural networks with interval time-varying delays has been widely investigated in recent years.
On the other hand, owing to the complicated dynamic properties of the neural cells in practice, the existing neural network models cannot characterize the properties of a neural reaction process precisely [17] . In order to describe dynamics more precisely for some complicated neural networks, a new type of the neural networks is in need to be introduced. Neural networks of this new type are called neutral neural networks or neural networks of neutral type. However, to date, the problem of robust stability analysis for neural networks of neutral type has been investigated by a few investigators [17] - [20] . In [19] , the problem of global asymptotic stability for neural networks of neutral type time-varying delays has been investigated. In [20] , the global exponential stability problem has been considered for a class of neutral-type impulsive neural networks with discrete and distributed delays. However, it should be pointed out that in the existing literature, parameter uncertainties and distributed time-varying delays were not taken into account in real neutral neural networks. Up to now, the robust stability analysis problem for neutral neural networks with discrete interval and distributed time-varying delays has not been full studied. Therefore, it is important and challenging to get some new stability criteria for uncertain delayed neutral-type neural networks.
Motivated by the above statements, a class of uncertain neutral-type neural networks with discrete interval and distributed time-varying delays is considered in this paper. Based on the Lyapunov-Krasovskii functional approach and the free-weight matrices technique, new robust stability criteria are developed in terms of LMIs, which can be easily calculated by MATLAB LMI toolbox. Moreover, the proposed stability criteria do not require the monotonicity of the activation functions and the derivative of discrete time-varying delays being less than one, which generalize and improve those earlier methods. Finally, the validity and performance of the obtained results are illustrated by two examples.
Notations: Throughout this paper, for symmetric 
II. PROBLEM FORMULATION AND LEMMAS
Consider the following uncertain neutral-type neural networks with discrete interval and distributed timevarying delays: 
Note that since each function ( ) j g ⋅ satisfies the hypotheses Assumptions 1 and
where ,
In order to obtain our main results, the following basic lemmas are introduced: Lemma 1(Schur complement). Given constant 1 2 , S S and 
Lemma 2. For any real matrices , X Y and one positive definite matrix G , then following matrix inequality hold 1 . 
if and only if there exists a scalar 0
III. MAIN RESULTS
A. Stability Critera for Normial System
In this section, we will perform the robust stability analysis for delayed neutral-type neural networks given as follows:
.
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By constructing a Lyapunov-Krasovskill functional, we have the following theorem. Theorem 1. For given scalars 1 2 , , , ,
and r satisfy (3), the system (11) is globally asymptotically stable, if there exist matrices 0, 0, 1, 2,..., 6,
such that the following LMI holds:
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Calculating the derivative of ( ( ), ) V x t t along the solutions of system (11) 
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From (6), we know that
Then, for any 1 2 { , ,..., } 0, 1,2
follows that 1 1 
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Substituting (16)- (33) into (15), we can get thus, if 0 Ψ < , the system (11) is globally, asymptotically stable in the mean square. The proof is completed. Remark 1. This result does not require for the derivative of the discrete time-varying delay ( ) t τ to be less than one, which is needed in [20] . Hence, the new result here is less conservative.
B. Robust Stability Criteria for Uncertain System
It is well known that, parameter uncertainties often appear in modeled neural networks, it is necessary and important to consider the robust stability of system (4). Based on Theorem 1, we can derive the following theorem for the robust stability of system (4) with uncertainties satisfying (2). Theorem 2. For given scalars 1 2 , , , ,
and r satisfy (3), the system (4) is globally robustly asymptotically stable, if there exist matrices 0, 0, 
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T T ε ε − Ψ + Ω Ω + Ω Ω < (37) It follows from the Schur complement that (37) is equivalent to the LMI (35). Then, if the LMI given in (35) hold, the neutral system (4) is globally robustly asymptotically stable in the mean square. The proof is completed. Remark 2. As shown above, from Theorems 1 and 2, we can give stability criteria for neutral-type neural networks with time-varying delays, especially, the discrete delay is belong to a time-varying interval, which can include the fast and slow time-varying delays.
IV. ILLUSTRATIVE EXAMPLES
In this section, we present two numerical examples to illustrate the validity of our results. Example 1. Consider the following two-dimensional delayed neutral-type neural network o given in (11) with parameters 
where α is a positive scalar.
the problem is to determine the maximum allowable bound of α for guaranteeing the stability of the system (11) . By solving the LMI (12) given in Theorem 1, one can obtain the maximum bound M α of α and it is listed in Table 1 for different cases. 
