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Abstract: We find n(n − 3)/2-dimensional regions of the space of kinematic invariants,
where all the solutions to the scattering equations (the core of the CHY formulation of
amplitudes) for n massless particles are real. On these regions, the scattering equations are
equivalent to the problem of finding stationary points of n − 3 mutually repelling particles
on a finite real interval with appropriate boundary conditions. This identification directly
implies that for each of the (n− 3)! possible orderings of the n− 3 particles on the interval,
there exists one stable stationary point. Furthermore, restricting to four dimensions, we find
that the separation of the solutions into k ∈ {2, 3, . . . , n−2} sectors naturally matches that of
permutations of n−3 labels into those with k−2 descents. This leads to a physical realization
of the combinatorial meaning of the Eulerian numbers.
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1 Introduction
The space of kinematic invariants for the scattering of n massless particles has very striking
connections to the moduli space of n-punctured Riemann spheres [1–6]. One such connection
is independent of the spacetime dimension. This is given by the set of scattering equations
[7–17]
n∑
j=1
j 6=i
sij
σi − σj = 0 for i ∈ {1, 2, . . . , n}. (1.1)
These simple-looking equations possess a rich structure that has attracted considerable atten-
tion in the recent years [18–26]. Here sij is the matrix of two-particle Mandelstam invariants.
In general dimensions, the n× n real matrix sij is only required to be symmetric, have zeros
on the diagonal, i.e., sii = 0, and have the sum of its rows (columns) vanish. The space of
such matrices is n(n− 3)/2-dimensional and will be denoted by Kn. In dimensions d < n− 1
there are extra constraints on the minors of the matrix.
Unitarity and locality restrict the location of possible poles of scattering amplitudes to
subspaces of Kn where either a single sij = 0 (collinear singularities) or, for any subset
I ⊂ {1, 2, . . . , n} with at least three labels (and less than n− 2),∑
i,j ∈I
sij = 0 with sij 6= 0. (1.2)
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Figure 1. From CP1 to RP1. Left: Generic kinematics, Kn leads to configurations of punctures living
on a Riemann sphere. Right: Positive kinematics, K+n makes the punctures arrange themselves on a
real projective line. The black punctures σ1, σ2, . . . , σn−3 can be thought of as a system of mutually
repelling particles on the interval I = [σA, σB ]. Punctures σA, σB , σC can be fixed using SL(2,R)
invariance. The first two then provide repelling boundary conditions for the black particles.
These are called multi-particle singularities. The special property of the scattering equations
is that they connect the singularity structure of Kn to that of the boundaries of the moduli
space of n-punctured Riemann sphere [9, 16].
In this work we show that there are special subregions of Kn of dimension n(n − 3)/2
on which all the solutions to the scattering equations are real. These regions also have the
property that their co-dimension one boundaries are only collinear singularities. In order to
define one such region we start by selecting three labels, say {A,B,C}, and declaring that
the region is spanned by requiring the following n(n − 3)/2 variables: sab, saA, saB with
a, b not in {A,B,C} to be non-negative. From this point on, we use the notation in which
a, b ∈ {1, 2, . . . , n− 3} and i, j ∈ {1, 2, . . . , n} in order to distinguish between the two sets. In
section 2 we show that in such a region no multi-particle singularities, including those that
involve particles from the set {A,B,C}, are possible. We denote this “positive region” by
K+n .
The moduli space of n-punctured spheres also has special subregions. Consider the
subspace where all n points lie on a circle which can then be mapped to the real line. Using
SL(2,R) one can fix three punctures, say {σA, σB, σC}. Moreover, restricting the remaining
n − 3 points to be located in between σA and σB, one has the configuration space of n − 3
points on an interval I = [σA, σB]. Let us denote this space as Confn−3(I).
In this work we find an intimate relation between K+n and Confn−3(I) via the scattering
equations. In section 3 we show that the scattering equations for a point in K+n become the
equilibrium conditions for a system of n − 3 mutually repelling particles on a real interval,
where the end points also repel the n−3 particles, see figure 1. This picture makes it obvious
that for any of the (n − 3)! possible orderings of points on the interval, there exists at least
one stable equilibrium point. It is well-known that the scattering equations possess (n − 3)!
solutions [16] (we review this fact in appendix A) and therefore for any point on K+n one
can conclude that all solutions lie on Confn−3(I). This phenomenon was first observed by
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Kalousios [18] for a special two-dimensional subspace of Kn, which gives rise to a beauti-
ful connection to the Jacobi polynomials P
(α,β)
n−3 (z). In fact, the kinematic space found by
Kalousios is contained inside K+n . We briefly review the connection to the Jacobi polynomials
in appendix B.
In section 4 we specialize to four dimensions and start by showing that there are subspaces
of K+n that satisfy the extra constraints needed to represent n massless particles scattering in
four dimensions, although only in split signature. In this dimension, the (n− 3)! solutions to
the scattering equations are known [15] to separate into n− 3 sectors classified by a number
k ∈ {2, 3, . . . , n − 2}. When amplitudes of particles with non-zero helicity, say h = ±1,
are computed, one finds that n-particle amplitudes with k negative helicity particles can be
computed using solutions exclusively in the k-sector [1, 2, 17, 27, 28]. Moreover, it is also
known [29][15] that the number of solutions in the k sector is given by the Eulerian number〈
n−3
k−2
〉
. A well-known combinatorial interpretation of the Eulerian number
〈
n−3
k−2
〉
is that it
counts the number of permutations of (n− 3)! elements with exactly k− 2 descents. We find
that this picture is exactly realized in our map from K+n to Confn−3(I). More precisely, we
prove that if the unique solution corresponding to k = 2, where
〈
n−3
0
〉
= 1, is used to define
the identity permutation, then solutions corresponding to permuting punctures to get k − 2
descents are the ones in the k sector.
In section 5 we end with some applications and future directions. These include compu-
tation of amplitudes, efficient numerical algorithms, a vector space structure in K+n that leads
to a novel structure on Confn−3(I) and other interesting regions with physical kinematics and
applications.
2 The Geometry of K+n
The space K+n is a special n(n−3)/2-dimensional subregion of the space of kinematic invariants
sij for the scattering of n massless particles in which, as shown in the next section, the
scattering equations have all real solutions. In this section we give an explicit construction
and study some of its properties. Let us single out three particle labels, say n−2, n−1 and n
and call them A, B and C respectively. The property to be proven is that the space defined
by sab > 0, saA > 0 and saB > 0 with a ∈ {1, 2, . . . , n− 3} has no multi-particle singularities.
Let us start by writing all other kinematic invariants in terms of the basis {sab, saA, saB}.
Note that these are (n− 3)(n− 4)/2 + 2(n− 3) = n(n− 3)/2 independent variables. All the
remaining n Mandelstam invariants are given by
saC = −saA − saB −
n−3∑
b=1
sab, sAB = −
n−3∑
a=1
(saA + saB)−
∑
1≤a<b≤n−3
sab,
sAC =
n−3∑
a=1
saB +
∑
1≤a<b≤n−3
sab, sBC =
n−3∑
a=1
saA +
∑
1≤a<b≤n−3
sab. (2.1)
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Clearly, on K+n one has saC < 0, sAB < 0 while sAC > 0 and sBC > 0.
All this information can be neatly summarized in the structure of the matrix of Maldel-
stam invariants with entries sij ,
1 2 3 · · · n-3 A B C
0
0 + + + −
. . .
+ 0
0
+ 0 − +
+ − 0 +
− + + 0

1
2
3
.
.
.
n-3
A
B
C
, (2.2)
where the elements in the basis are encircled by dashed lines.
A multi-particle factorization is defined by a subset I of {1, 2, . . . , n − 3, A,B,C} with
at least three elements (and less than n− 2 elements by momentum conservation). We would
like to study the quantity ∑
i,j ∈I
sij (2.3)
and show that it can never be zero in the interior of K+n . There are only two classes to
consider, as all the other cases follow from momentum conservation. The first class is when
I ⊂ {1, 2, . . . , n− 3, A} or I ⊂ {1, 2, . . . , n− 3, B}, which are trivial since all the Mandelstam
invariants involved are a part of the positively-defined basis. The second class is when A,B ∈
I, but not C. Here we write (2.3) as∑
a,b∈I\{A,B}
sab + 2
∑
a∈I\{A,B}
(saA + saB) + 2sAB. (2.4)
Using (2.1) to write sAB in terms of the basis one finds
−
 n−3∑
a,b=1
sab −
∑
a,b∈I\{A,B}
sab
− 2
n−3∑
a=1
(saA + saB) −
∑
a∈I\{A,B}
(saA + saB)
 . (2.5)
Since in both brackets every element in the second sum appears in the first, one finds that
the answer is minus the sum of the elements of the basis, and thus can never vanish on K+n .
Given that all co-dimension one boundaries of K+n are collinear singularities, it is natural
to consider them in detail. We postpone this to appendix C, where the discussion also uses
results from the next sections.
Before ending this section it is important to mention that there are other subregions of
Kn with no multiparticle singularities that are not in K+n . In fact, some of them correspond to
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the physical region for the scattering of 2→ n−2 particles in Minkowski spacetime1 as shown
in [30]. One can show that the scattering equations generically possess complex solutions in
this region. However, in section 5 we discuss a special sub-region where solutions are real and
discuss some physical applications.
3 Scattering Equations on K+n
In this section we show that for any kinematic invariants belonging to K+n the scattering
equations have all (n − 3)! real solutions (the counting of solutions in the general case is
reviewed in appendix A). It is particularly convenient to use the SL(2,C) redundancy to fix
the punctures: σA = 0, σB = 1 and σC =∞. Of course, all the discussion below can be done
in any gauge choice.
The scattering equations can be thought of as determining the extrema of the following
potential:
V (σ) = −
∑
1≤a<b≤n−3
sab log |σa − σb| −
n−3∑
a=1
saA log |σa| −
n−3∑
a=1
saB log |1− σa|. (3.1)
Note that all dependence on σC has dropped out. Also, the term containing sAB is not
present since |σA− σB| = 1. Here the kinematic invariants are the coupling constants among
particles. We interpret V (σ) as the potential for n − 3 particles moving in the real interval
I = [0, 1]. In other words, we will be looking for solutions to the scattering equations that
have this property. If we can show that all (n− 3)! solutions to the scattering equations are
of this form then the proof of the reality of the solutions will be completed.
In order to prove that our picture is correct, note that all the coupling constants sab,
saA, saB appearing in the potential V (σ) are precisely the elements in the basis of K+n and
hence are positive. Since particles are restricted to be in the interval I, all terms of the form
log |σa − σb| are negative, including the interactions with the walls at 0 and 1.
The physical picture is then that of n−3 mutually repelling particles on an interval with
walls at 0 and 1 that also repel the n− 3 particles.
The last observation is that the potential blows up when two particles coalesce or a
particle approaches any of the two walls. This means that once the order of the n − 3
particles is chosen on the interval, they cannot change places. Therefore, it is clear that
for each of the possible orderings of particles there exists at least one equilibrium point of
V (σ). Moreover, each such point is stable. The number of possible arrangements is clearly
the number of permutations of n − 3 points, i.e., (n − 3)!. Since the scattering equations
are known to have exactly (n− 3)! solutions [16], this implies that for each ordering there is
exactly one equilibrium point and hence it concludes the proof.
1We thank Lance Dixon for pointing this out to us.
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4 Specializing to Four Dimensions
In this section we find all subspaces in the interior of K+n that can be obtained from the
scattering of n massless particles in four dimensions. Next, we study how the separation of
solutions to the scattering equations into sectors has an elegant realization for points in K+n .
When n > d + 1, the number of independent kinematic invariants is not n(n − 3)/2
anymore, but it is reduced. In four dimensions the number of independent variables is 3n−10.
This reduction happens because all 5× 5 minors of the matrix of Maldelstam invariants must
vanish. This is a set of highly non-linear polynomial equations. Luckily, there is a simpler
way of proceeding; we use spinor-helicity variables to explicitly construct kinematics that
lives in K+n .
Each particle is described by a pair of spinors λa, λ˜a. Here we take both spinors to be real
and independent and therefore the spacetime has split signature, R2,2. We comment on other
signatures below. The Lorentz group is SL(2,R) × SL(2,R) with each factor acting on only
one of the spinors. The set of all n spinors can be nicely arranged into two 2 × n matrices.
Using Lorentz transformations it is possible to bring the spinors to the form
Λ =
(
t1x1 t2x2 t3x3 · · · tn−3xn−3 0 tB tC
t1 t2 t3 · · · tn−3 tA tB 0
)
,
Λ˜ =
(
t˜1 t˜2 t˜3 · · · t˜n−3 t˜A t˜B 0
t˜1x˜1 t˜2x˜2 t˜3x˜3 · · · t˜n−3x˜n−3 0 t˜B t˜C
)
. (4.1)
Given that Mandelstam invariants do not transform under the little group, we are free to set
tA = tB = tC = 1 as well as ta = 1 for all a ∈ {1, 2, . . . , n− 3}.
One could proceed directly to study the constraints imposed by requiring the Mandelstam
invariants to belong to K+n . However, using the results of the previous section it is possible
to streamline the discussion. It is known [7] that the scattering equations possess two very
simple solutions2,
σ(1)a =
〈aA〉〈BC〉
〈aC〉〈BA〉 , σ
(2)
a =
[aA][BC]
[aC][BA]
. (4.2)
Using the parametrization (4.1) one finds that σ
(1)
a = xa while σ
(2)
a = x˜a. This immediately
means that 0 < xa < 1 and 0 < x˜a < 1. Moreover, a simple computation using (4.2) reveals
that
(xa − xb) (x˜a − x˜b) = sab sBC sAC
saC sbC sAB
< 0. (4.3)
The last inequality follows from the restriction to be in K+n . Therefore, whatever order the
x’s are on the interval [0, 1], the x˜’s must be in the reverse. Without loss of generality one
2Here we use the standard notation, where 〈ab〉 is the determinant of the 2 × 2 matrix constructed using
columns a and b of Λ. The definition of [ab] is analogous, but using Λ˜.
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can relabel the points so that
0 < x1 < x2 < . . . < xn−4 < xn−3 < 1, 0 < x˜n−3 < x˜n−4 < . . . < x˜2 < x˜1 < 1. (4.4)
Consider now the constraint that sab = 〈ab〉[ab] = t˜at˜b(xa−xb)(x˜b− x˜a) > 0. Using (4.3)
this leads to the requirement that t˜at˜b > 0 for all a, b (note the order of the labels in (4.3)).
This is achieved by asking all t˜a to have the same sign.
Before completing the analysis of the conditions, let us impose momentum conservation
on the data (4.1). It is simple to show that momentum conservation is equivalent to the
following four constraints
t˜A = −
n−3∑
a=1
t˜a(1−x˜a), t˜B = −
n−3∑
a=1
t˜axa, t˜C =
n−3∑
a=1
t˜axa(1−x˜a),
n−3∑
a=1
t˜a(xa−x˜a) = 0. (4.5)
Note that the equations for t˜A and t˜B, in combination with t˜at˜b > 0 for all a, b, imply the
conditions t˜at˜B < 0 and t˜at˜A < 0 for all a.
Finally, the remaining constraints saB = 〈aB〉[aB] = t˜at˜B(xa − 1)(1 − x˜a) > 0 and
saA = 〈aA〉[aA] = t˜at˜A(xa)(−x˜a) > 0 can be readily checked to be automatically satisfied.
One may wonder whether there are points in K+n with four-dimensional kinematics and
other signatures. In addition to split signature one has Euclidean and Lorentzian. The former
does not allow massless particles while the latter requires (λa)
∗ = ±λ˜a and it is easy to show
that the requirement is not compatible with positivity of the basis. However, in section 5 we
discuss regions outside of K+n which correspond to special physical scattering of 2 → n − 2
particles in Minkowski space which also lead to real solutions.
It is also important to mention that three dimensions is special in that there are no
points in K+n . One way to see this is by dimensional reduction of the four dimensional
points. The momenta for particles kµA, k
µ
B and k
µ
C define a three dimensional space of the
form (k0, k1, k2, 0). Imposing that the k3 components of all other particles vanish requires
λ1,aλ˜1,a = λ2,aλ˜2,a, or using (4.1) that xa = x˜a which is clearly impossible for n > 4 due to
the ordering constraint (4.4).
Lastly, let us briefly remark on a connection to the positive Grassmannian space [31]. For
this purpose, we need to rearrange the columns corresponding to the particle A in (4.1) to
lie before particle 1, i.e., we choose the ordering (A, 1, 2, . . . , n− 3, B,C). One can then show
that the momentum twistor Z evaluated on the positive kinematics K+n always belongs to
the positive Grassmannian, Z ∈ G+(4, n). In this regard, the space K+n is quite special, since
general positive Grassmannian data produces complex solutions. We leave a more in-depth
exploration of this connection for future research3.
3There is a numerical evidence for general momentum twistors in the positive Grassmannian G+(4, n) to
produce real solutions in the k = 3 sector [32] (in the notation of section 4.1).
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4.1 Separation into Sectors
Before continuing the discussion of points in K+n , let us review why the solutions to the scat-
tering equations are expected to separate into sectors for any kinematics in four dimensions.
The scattering equations can be obtained by requiring the Lorentz vector
Pµ(σ) =
n∑
i=1
kµi
σ − σi (4.6)
to be null for any value of σ [16]. Therefore, on the support of the scattering equations it
must be that
σµ,αα˙P
µ(σ) =
λα(σ)λ˜α˙(σ)∏n
i=1(σ − σ?i )
(4.7)
where σ?i denotes a specific solution, λα(σ)λ˜α˙(σ) is a polynomial of degree n − 2 and σµ,αα˙
is the 4-vector of Pauli matrices. This structure implies that solutions can be classified by
the degree of the polynomial λα(σ). A common notation is to denote deg λα(σ) = k− 1 with
k ∈ {2, 3, . . . , n− 2}. Note that this choice fixes deg λ˜α˙(σ) = n− k − 1.
It is also known [15, 29] that the (n − 3)! solutions to the scattering equations separate
so that
〈
n−3
k−2
〉
of them belong to the k-sector. Here
〈
n−3
k−2
〉
denotes an Eulerian number4. The
proof that Eulerian numbers appear in this problem proceeds by induction using the soft limit
of a given particle. In this process, one can show that all solutions, Nn,k, on sector k for n
particles become either solutions in the same sector k or in sector k − 1 for n − 1 particles.
More explicitly, the number Nn,k splits exactly as (k − 1)Nn−1,k and (n − k − 1)Nn−1,k−1.
It is easy to show that these are the recursion relations for the Eulerian numbers with the
correct boundary conditions, since N4,2 =
〈
1
0
〉
= 1.
Given the identification, the Eulerian numbers must satisfy
∑n−2
k=2
〈
n−3
k−2
〉
= (n − 3)!. In
fact, this equation has a combinatorial meaning; permutations of (n − 3) elements can be
classified according to the number of descents they possess. The Eulerian numbers
〈
n−3
k−2
〉
count permutations with exactly k− 2 descents. Next, we show how this is realized when the
kinematic data is taken to lie in K+n .
4.2 Physical Realization of Eulerian Numbers
Let us assume that a point in K+n corresponding to four dimensional kinematics has been
chosen. The claim to be proven is that the separations into sectors of the (n − 3)! solutions
to the scattering equations exactly coincides with the classification of permutations of n− 3
particles on the interval [0, 1] by the number of descents.
In order to make the claim precise, one has to make a choice of the identity permutation.
There are two canonical choices defined by the two special solutions presented in (4.2). In
4The definition of Eulerian numbers is given recursively
〈
p
q
〉
= (p− q)〈p−1
q−1
〉
+ (q+ 1)
〈
p−1
q
〉
with
〈
1
0
〉
= 1 and〈
p
q
〉
= 0 for p ≤ q.
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fact, these are the solutions corresponding to the k = 2 and k = n− 2 sectors:
σ(k=2)a =
〈aA〉〈BC〉
〈aC〉〈BA〉 , σ
(k=n−2)
a =
[aA][BC]
[aC][BA]
. (4.8)
We use the ordering given by the k = 2 solution as the identity permutation and therefore it
has, by definition, k − 2 = 0 descents. This means that k = n − 2 leads to the permutation
with k − 2 = n− 4 descents, which is maximal, as seen from (4.4).
In order to prove the claim for any sector k, we proceed again by induction assuming
that the claim is known to be true for n − 1 particles. Let us relabel the n − 3 particles, so
that the k = 2 sector has the canonical ordering 0 < σ
(k=2)
1 < σ
(k=2)
2 < . . . < σ
(k=2)
n−3 < 1. In
order to illustrate the task ahead consider the case n = 8. Here (12345) is the k = 2 solution,
(12354) has one descent 5→ 4 and therefore it must belong to the k = 3 sector, (15243) has
two descents 5→ 2, 4→ 3 so it must belong to the k = 4 sector, etc.
Consider the soft limit of a given particle, say m, in the set {1, 2, . . . , n − 3}. This
corresponds to switching off all of the couplings, smi → 0, between the soft particle and the
rest of the particles, thus effectively leading to a system of scattering equations with one less
particle. It is clear that a given solution of the (n − 3)-particle problem corresponding to
a given permutation with k − 2 descents now has only two possibilities after the soft limit,
it either becomes a permutation with k − 2 descents or one with k − 3 descents. In other
words, if a label is removed, the number of descents can never decrease by more than one or
increase. Of course, after any soft limit the identity permutation for n− 3 particles becomes
the identity permutation for n − 4 particles, and hence the reference permutation does not
change.
Note that even though in higher dimensions the permutations can still be classified into
sectors based on the number of descents, they no longer correspond to the factorization of
the scattering maps.
5 Future Directions
The most natural future step is the classification of all the other regions of Kn giving rise to
real solutions of the scattering equations. For instance, we can consider crossing one of the
collinear singularities of K+n . For this kinematics, there will exist multiple solutions with the
same permutations. The only way for them to become complex is when all of the punctures
align exactly in multiple solutions. Before this happens, the punctures must still lie on a real
line, thus defining a finite kinematic neighborhood of K+n in which the solutions are real. It
would be interesting to further characterize this space.
Let us now turn into other possible research directions.
5.1 Amplitudes in the CHY Formulation
One of the most immediate applications of the behavior of the scattering equations on K+n is
that the Cachazo-He-Yuan (CHY) [33–36] formulas for scattering amplitudes literally become
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integrals over real variables supported by distributions,
An =
∫
[0,1]n−3
n−3∏
a=1
dσa δ (Ea) IL(σ) IR(σ) (5.1)
with Ea = ∂V (σ)/∂σa with the potential defined in section 3. Moreover, the hypercube
[0, 1]n−3 can be separated into (n−3)! regions defined by orderings of the coordinates such as
0 < σ1 < σ2 < . . . < σn−3 < 1. Therefore, the evaluation of the amplitude splits into (n− 3)!
integrals each containing a single critical point of V (σ). Recall that the critical points are
all stable. This means that the Jacobian is positive and therefore there is no need for any
analytic continuation, as the delta functions can be taken to be true distributions.
These simple observations can have important consequences as one of the most obvious
obstacles for connecting the CHY formulation to standard string theory formulas is the fact
that in general CHY formulas had to be defined as multi-dimensional contour integrals which
compute residues at complex points in the moduli space M0,n. In contrast, open string
amplitudes are defined as integrals over real intervals. The new form (5.1) of the CHY
integrals is very reminiscent of string theory formulas. It would be interesting to explore the
connection to string theory formulas, when data is taken to be in K+n . Of course, as it is
also common practice in string theory, we can take the values of amplitudes obtained in K+n
as the basis for analytic continuation to any other region in Kn. Since the amplitudes are
rational functions of the kinematic invariants, the analytic continuation is simply obtained
by replacing the delta function distributions by their contour integral representation.
An interesting observation is that when the two half-integrands in the CHY formula are
the same, i.e., IL(σ) = IR(σ), the amplitude becomes a sum of (n− 3)! positive numbers for
any kinematics in K+n . Cases where this happens are amplitudes of gravitons and Galileons
[36]. It is tempting to suggest that these amplitudes can be interpreted as computing volume
of some sort.
5.2 Numerical Evaluations
The interpretation of the scattering equations as the equilibrium equations for a stable system
of particles on an interval immediately suggests that one can complete the dynamics by adding
a friction term, so that when the particles start in a given configuration (ordering) on the
interval, their positions evolve in time σa(t) according to
σ¨a =
n−3∑
b=1
b 6=a
sab
σa − σb +
saA
σa
+
saB
σa − 1 − γaσ˙a with γa > 0, (5.2)
until they reach the equilibrium point. The convergence rate to the equilibrium point depends
on the particular choice of γa. It would be interesting to explore efficient algorithms for these
evaluations. We have been able to find solutions for specific orderings for numbers of particles
as large as n = 60.
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Another use of this kind of algorithms is that in four dimensions one can hand-pick
the solutions corresponding to a given k sector by simply selecting the initial conditions
appropriately to permutations with k − 2 descents after the k = 2 configuration has been
identified.
The form of (5.2) is also similar to the ones appearing in the study of pseudospectra of
normal matrices [37], where the eigenvalues of a matrix repel each other under a deformation
of the matrix. It would be fascinating to investigate possible connections to the scattering
equations.
5.3 Vector Space Structure
The scattering equations provide a map from K+n to the space of n− 3 points on the interval,
Confn−3(I). One can arrange the r ≡ n(n−3)/2 elements in the basis as an element of (R+)r.
It is clear that any two points in (R+)r related by a global rescaling give rise to the same
point on Confn−3(I) and therefore instead of K+n it is more appropriate to use the equivalence
classes by thinking about it projectively. It is known that the collection of such points has the
following vector structure space, see, e.g., [38]. Addition of two vectors v1 = {s(1)ab , s(1)aA, s(1)aB}
and v2 = {s(2)ab , s(2)aA, s(2)aB} is defined as term-wise multiplication, i.e.,
v1 + v2 = { s(1)ab s(2)ab , s(1)aAs(2)aA, s(1)aBs(2)aB }. (5.3)
The zero element is clearly given by 0 = {1, 1, . . . , 1}. Finally, multiplication by a scalar
ρ ∈ R of v = {sab, saA, saB} is given by term-wise exponentiation, i.e., ρ v = {sρab, sρaA, sρaB}.
It would be interesting to explore how this structure induces a vector space on Confn−3(I)
and we leave this for future research. Here we simply note that the zero element is a point
in the family studied by Kalousios [18], which we briefly summarize in appendix B. In his
paper the following kinematics was considered: sab = 1, saA = (1+β)/2 and saB = (1+α)/2.
Kalousios found that the solutions to the scattering equations are related to the roots of the
Jacobi polynomials P
(α,β)
n−3 (z) of degree n− 3. The zero vector thus corresponds to the point
α = β = 1, which coincidentally can be mapped to a certain integrable Calogero-Moser model
[39].
5.4 Physical Kinematics and Applications
As mentioned at the end of section 2, there is a physical region of the space of kinematics
invariants which is bounded by only collinear limits. In other words, no multi-particle factor-
izations are present. This is the region for 2→ n− 2 scattering. While generic points in this
region lead to complex solutions to the scattering equations, there is an interesting subspace
where all solutions are real. Let the two incoming particles be A and B. The special region
is given by sab > 0, saA = saB < 0 and additional constraints we want to study. In order
to make the behavior of the solutions clear, it is useful to use SL(2,C) transformations to
set σA = i, σB = −i and σC = ∞. Here i2 = −1. It is easy to see from figure 2(a), that if
|saA|  |sab| then all particles a ∈ {1, 2, . . . , n−3} will be trapped on the real line in a region
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σA = i
σB = −i
Rd−1
Rd−2
kA kB
(a) (b)
Figure 2. (a) Configuration of particles for physical kinematics from section 5.4. The vertical forces
exerted on particles 1, 2, . . . , n − 3 due to A and B are equal and opposite, making them stay on
the real axis. (b) Corresponding 2 → n − 2 scattering process. Two massless particles of equal and
opposite spatial momenta collide to produce n− 2 particles confined to d− 2 dimensions of space.
around σ = 0, due to the attraction from particles A and B. Since particles a, b repel each
other, there clearly are (n − 3)! configurations corresponding to all ordering of the particles
on the line.
Let us construct explicit momentum vectors that realize this kinematics. This will also
hint at possible applications. For this part of the discussion we work in arbitrary number of
dimensions, Rd−1,1. One can always choose a frame where
kA = (−E, 0, 0, . . . , 0, E), kB = (−E, 0, 0, . . . , 0,−E). (5.4)
Here we take the momentum vectors of A and B to be ingoing and therefore E > 0. In order
to impose that saA = saB it must be that
ka = (k
0
a, k
1
a, . . . , k
d−2
a , 0) for a ∈ {1, 2, . . . , n− 3}. (5.5)
while kC = (k
0
C , k
1
C , . . . , k
d−2
C , 0) is determined by momentum conservation. Here saA = saB =
−2Ek0a. The fact that sab > 0 is a simple consequence of vectors being on-shell, i.e. k2a = 0,
future directed, i.e. k0a > 0, and of the triangle inequality for the spatial part of the vectors.
Starting from the region in which E  |ka| and lowering E, we can now ask what is the
critical value of E at which the solutions first become complex. Note that for large E the
kinematic invariants
saC = 4Ek
0
a −
n−3∑
b=1
sab (5.6)
are always positive. In fact, the inequalities saC > 0, a ∈ {1, 2, . . . , n − 3} define a natural
region of the kinematic space that shares many similarities with the positive kinematics K+n
studied in this work. This time, it is σC =∞ that provides repelling boundary conditions for
the remaining particles, while the interaction with σA = i and σB = −i keep them confined
to the real axis. These conditions guarantee the existence of (n−3)! stable equilibrium points
on the real axis. In similarity to K+n , the Jacobian is always positive.
However, we find that even if saC < 0, the solutions to the scattering equations can still
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be real. It would be interesting to further characterize the critical point of E at which the
solutions first start becoming complex.
This special region has particles A and B approaching each other along the (d − 1)th
direction and all other n− 2 particles being produced purely in the transverse directions, see
figure 2(b). There are several immediate applications. The first is to consider kA + kB =
(−2E, 0, 0, . . . , 0) as the momentum vector of a massive particle with mass M = 2E in its
center of mass frame in Rd−2,1 rather than Rd−1,1. This means that we can use the potential
function
V (σ) = −
∑
1≤a<b≤n−3
sab log |σa − σb| + M
n−3∑
a=1
k0a log |1 + σ2a|. (5.7)
to study the decay of a massive particle into n− 2 massless ones. Another application worth
mentioning is to the computation of form factors where Pµ = kµA + k
µ
B is defined as the
off-shell momentum.
Let us take an example for d = 4 in the special subregion saC > 0 discussed above. It
can be shown the most general parametrization of spinors is given by
Λ =
(
x1 x2 . . . xn−3 i −i i
1 1 . . . 1 1 1 0
)
,
Λ˜ =
(
t˜1x1 t˜2x2 . . . t˜n−3xn−3 −it˜A it˜B −itC
t˜1 t˜2 . . . t˜n−3 t˜A t˜B 0
)
. (5.8)
with
x1 < x2 < · · · < xn−3, t˜at˜b > 0, t˜at˜C > 0,
t˜A = t˜B = −1
2
n−3∑
a=1
t˜a, t˜C =
n−3∑
a=1
t˜a(1− x2a). (5.9)
Two solutions of the scattering equations are given by
σ(k=2)a = xa, σ
(k=n−2)
a = −xa. (5.10)
In fact, the potential (5.7) has a flip symmetry σa ↔ −σa for all particles at the same time.
Because of this fact, different branches of solutions are related to each other as σ
(k)
a = −σ(n−k)a .
When this process is thought of as a decay of a massive particle or a form factor in three
dimensions, the scattering equations inherit this structure.
It would be interesting to see how the case d = 5 fits with the recently-found connected
formulas for form factors in four dimensions [40, 41]. We leave this question for future research.
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Figure A.3. Example of the potential, V (σ7), for the soft particle with label 7. The minima of the
potential mark the positions of the puncture σ7 in different solutions.
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A Counting the Number of Solutions
In this appendix we review the derivation of the fact that the scattering equations have (n−3)!
solutions, originally found in [16].
Firstly, let us consider the boundary case, n = 4. Due to the SL(2,C) redundancy we
have only one independent scattering equation, which is linear and hence has a single solution.
We can now proceed with a proof by induction.
Let us take the nth particle to be soft, i.e., sin = τ sˆin with τ → 0 and i ∈ {1, 2, . . . , n−1}.
The first n− 1 scattering equations then become:
n−1∑
j=1
j 6=i
sij
σi − σj +O(τ) = 0 for i ∈ {1, 2, . . . , n− 1}. (A.1)
We know that in the soft limit these equations are identical to the ones for n − 1 particles.
By inductive assumptions there are exactly (n− 4)! of such solutions.
The last scattering equation becomes:
τ
n−1∑
i=1
sˆni
σn − σi = 0. (A.2)
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Hence for each solution of (A.1) we obtain a polynomial constraint of degree n − 3 for σn
(the leading order in σn vanishes due to momentum conservation). Hence the total number
of solutions is (n− 3)(n− 4)! = (n− 3)!, which concludes the proof.
The above construction has an easy interpretation in terms of the particles living on an
interval. Let us focus on a single solution of (A.1). The soft particle experiences the potential
created by the rest of the system through (A.2), see figure A.3. Since its contribution to
(A.1) is vanishing, it does not back-react on the environment. Hence the solutions of (A.2)
are given by the minima of the potential with all the other punctures σ?i fixed by (A.1). Each
minimum leads to a distinct permutation. It is interesting to observe how all the (n − 3)!
permutations can be constructed by taking consecutive soft limits.
B Special Kinematics and Orthogonal Polynomials
In this appendix we consider special cases of the positive scattering data K+n , where a given
number of particles are indistinguishable from each other from the perspective of the scattering
equations. It was originally found by Kalousios that in this special kinematics, the solutions
of the scattering equations are given by the roots of the Jacobi polynomials [18]. Here we
briefly summarize this finding.
In the gauge fixing (σA, σB, σC) = (−1, 1,∞) the scattering map (4.6) becomes,
Pµ(z) =
n−3∑
a=1
kµa
z − σa +
kµA
z + 1
+
kµB
z − 1 . (B.1)
In order to make the particles look the same to the scattering equations, we can set saA = sbA
and saB = sbB, as well as rescale all sab = 1 for a, b ∈ {1, 2, . . . , n − 3}. Such kinematics is
always possible to construct in high enough dimension. Let us now assume that there exists
a polynomial whose roots control the solutions of the scattering equations,
Q(z) =
n−3∏
a=1
(z − σa). (B.2)
All (n− 3)! solutions are then related by permutations of these roots. Along the lines of [18],
we can consider the combination
2(1− z2)Q(z)P 2(z) = (1− z2)
n−3∑
a=1
n−3∑
b=1
n−3∏
c=1
c 6=a,b
(z − σc)− 4(z − 1)
n−3∑
a=1
ka · kA
n−3∏
b=1
b6=a
(z − σb)
− 4(z + 1)
n−3∑
a=1
ka · kB
n−3∏
b=1
b 6=a
(z − σb)− 4kA · kB
n−3∏
a=1
(z − σa)
= (1− z2)Q′′(z) + 2 (saA − saB − (saA + saB)z)Q′(z)− 2sABQ(z) = 0,
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which vanishes by the requirement that the rational map is null everywhere. Since we already
have fixed (n − 3)2 kinematic invariants, we are left with 2(n − 3) degrees of freedom. The
additional requirement that the n− 3 particles need to be permutationally symmetric brings
us to only two free parameters. The parametrization chosen in [18] reads:
saA =
1 + β
2
, saB =
1 + α
2
for a ∈ {1, 2, . . . , n− 3}. (B.3)
Solving for the remaining kinematics leads to the constraint equation for the polynomial
Q(z) = P
(α,β)
n−3 (z),
(1−z2)P (α,β)′′n−3 (z)+(β − α− (2 + α+ β)z)P (α,β)′n−3 (z)+n(n+α+β+1)P (α,β)n−3 (z) = 0. (B.4)
This is the differential equation defining the Jacobi polynomials. It follows from (B.2) that the
roots of these polynomials correspond to the solutions of the scattering equations. Kalousios
showed that certain amplitudes evaluated on this kinematics can be obtained in a closed form
[18]. He also showed that in the special case α = β = 1, the system is equivalent to a certain
integrable Calogero-Moser model [39].
Let us comment on how the known results on the zeros of Jacobi polynomials fit nicely
into the picture of particles interacting on an interval. Firstly, Jacobi polynomials are defined
for α, β > −1, which agrees with our positivity constraint on the kinematics. The boundary
values correspond to the cases when one of the roots become 1 and −1 respectively [42],
which are the collinear limits. Secondly, the n− 3 real roots are guaranteed to lie in the open
interval [−1, 1] [42], precisely between the two fixed particles, σA and σB. Lastly, different
solutions of the scattering equations naturally arise from the permutations of the roots of the
Jacobi polynomials.
It is possible to generalize the above derivation to the case of less than n − 3 indistin-
guishable particles. One finds the answer can be expressed as the roots of Heine-Stieltjes
polynomials [42, 43].
C Collinear Factorization on K+n
It has been shown in section 2 that K+n does not have multi-particle singularities. In this
appendix we study how the solutions behave as we approach a collinear factorization, say
sab → 0.
The only time when particles are allowed to pinch in a given permutation is when they
are adjacent. There are 2(n − 4)! such distinct configurations. Let us consider pairs of such
solutions, in which all the remaining particles are in the same order, but one has σa < σb and
the other σb < σa. At the collinear point, i.e., sab = 0, the interactions between particles a and
b become vanishing, so nothing forbids the particles from meeting and passing through each
other. In this case the system would have a natural equilibrium at points, either σ
(eq)
a < σ
(eq)
b
or σ
(eq)
b < σ
(eq)
a . It is enough to consider the first option, see figure C.4.
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0 1
σ(eq)a σ
(eq)
b
0 1
σa σb
0 1
σaσb
Figure C.4. Determining which solution becomes degenerate. Top: Equilibrium positions that the
particles try to reach. Middle: In the case σa < σb the particles converge to distinct locations. Bottom:
In the case σb < σa the particles pinch at a common location creating a degenerate solution.
Let us start with finite sab and approach the collinear limit. We find that the particles in
the initial configuration σa < σb can safely approach their respective equilibrium points, and
thus stay finite in this limit. The opposite configuration however, σb < σa will necessarily
have particles pinching on their ways to σ
(eq)
a < σ
(eq)
b . For small but non-zero value of sab > 0,
the potential still blows up as they approach, so that they cannot cross and therefore coalesce.
Since this behavior is the same for all the (n − 4)! adjacent pairs, we conclude that exactly
(n− 4)! solutions will become degenerate on the collinear boundaries of K+n . This is precisely
the same answer one finds from the general analysis of the factorization properties of the
scattering equations [16].
C.1 Four Dimensions
In four dimensions, there are two ways of approaching the collinear limit, 〈ab〉 → 0 or [ab]→
0. We will see how different permutations react differently to those limits, allowing us to
distinguish between the two. As we have seen in section 4, one can classify subsectors of
K+n by a single ordering of x’s. Collinear factorization of the particles non-adjacent in this
ordering are not reachable within K+n , as it is evident from (4.4).
We can classify the solutions depending on how they approach the collinear limit [2], say
for particles a and b:
σa − σb = 〈ab〉F ({λ, λ˜}),
or σa − σb = [ab] G({λ, λ˜}), (C.1)
Taking consecutive soft limits of the remaining particles from {1, 2 . . . , n−3}\{a, b} can only
change the functions F , G, but cannot discretely jump between the two cases. In the end, we
are left with 5 particles, which lie either in the k = 2 or the k = 3 sector, providing a natural
identification with one of the two categories. We can thus conclude that for any permutation,
whenever two adjacent particles have the same ordering as in the k = 2 case, they become
degenerate in the holomorphic collinear limit and stay finite in the anti-holomorphic limit.
The opposite happens for the ordering not agreeing with k = 2.
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Let us illustrate this point with an example for n = 7. Given the k = 2 configuration
(1234), in the limit [23] → 0 the permutations (3214), (3241), (1324), (4321), (1432), (4132)
become degenerate, in the limit 〈34〉 → 0 we have (3412), (3421), (1342), (2341), (1234), (2134)
contribute, and the limit 〈13〉 → 0 is not reachable.
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