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INTRODUCCION 
El Análisis Wavelet se ha desarrollado vertiginosamente en los últimos 20 afl.os 
y sus aplicaciones han alcanzado campos de la ciencia de los mas diversos que 
van desde la Teoría De Aproximación en Matemática Pura hasta el 
Procesamiento de Seiiales en Ingeniería de Telecomunicaciones. 
La aparente extralimitada extensión de este trabajo, creo que se 
compensa con la carencia de un material (En nuestro idioma) de introducción al 
Análisis Wavelet en la Universidad Nacional de Piura. 
Espero que este intento sirva de apoyo a matemáticos e ingenieros 
interesados en iniciar un estudio serio en este campo. 
En el Capítulo I, analizamos las Bases Locales de Senos y Cosenos 
debido a su importancia en la construcción de las Wavelets de Lemarié-Meyer, 
la primera clase de Wavelets Ortononnales introducidas, tal que, estas y sus 
Transformadas de Fourier son suaves. 
En el Capitulo ll, desarrollaremos un método general que fue introducido 
por Mallat y Meyer para la construcción de Wavelets Ortononnales: El Análisis 
de Multirresolución (MRA), gracias a este método podremos estudiar las 
Wavelets de .Soporte Compacto. 
El Capítulo Ill, esta dedicado a las Wavelets de Banda Limitada 
(Aquellas cuyas Transformada de Fourier tiene Soporte Compacto), 
mostraremos algunas propiedades interesantes de estas, como que sus 
Transformadas de Fourier se anulan en una Vecindad del Origen, además las 
series involucradas tienen un número finito de términos no nulos, lo que evita que nos 
preocupemos por su convergencia 
En el Capitulo IV, desarrollaremos las Transformada de Fourier Discreta 
y Rápida, además descnbiremos los Algoritmos de Descomposición y 
Reconstrucción de Wavelets, finalmente presentaremos los programas 
computacionales descritos por los algoritmos de este capitulo. 
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CAPITULOI 
BASES PARAL2(~) 
El objetivo de este capitulo es el estudio de las bases locales de senos y 
cosenos para el espacio L2 (~). Veremos la relación de estos con los operadores 
básicos definidos sobre este espacio: Traslación, Dilatación y transformada de 
Fourier. Finalmente, usaremos estas bases para construir los Wavelets de Lemarié 
y Meyer, la primera clase de Wavelets ortonormales conocidas, tal que estas y sus 
transformadas de Fourier son suaves. 
1.1. PRELIMINARES 
Definición 1.1. "Espacios L2 (~)" 
Sea T el círculo unitario en el plano complejo, el cual puede ser 
identificado con el intervalo [-7r,7f), definamos: 
Donde fl,~ ~ o T y fa integral esta definida en el sentido de Lebesgue. 
'\ 
El producto interno de f, g E L2 (IR) sobre cualquiera de estos dos espacios 
es: 
(1.1) 
La desigualdad de Schwarz 
1 ( f,g )1 ~ ll!ll211g 112 (1.2) 
donde: 
( 
2 ) 112 111112 = L.111 (1.3) 
es la L 2 - norma de f La desigualdad de Schwarz nos permite probar la 
desigualdad de Minkowski: 
(1.4) 
Nota 1.1. 
Se dice que una sucesión de funciones {/"Lez es un sistema ortonormal 
(s.o.n) si y sólo sí 
Ejemplo 1.1. 
Sea T = [ -1r, 1r) y sea {!" Lz una sucesión de funciones donde 
2 
entonces se comprueba fácilmente que {f. L.z es un s.o.n 
Definición 1.2. "Coeficientes de Fourier" 
Dado un sistema ortogonal {/.},.z y una función f, definimos los 
Coeficientes de Fourier, con respecto a {J.},.z como 
c. =(/J.) ,VkE '11.. (1.5) 
Lema 1.1. "Desigualdad de Bessel" 
Sea {J.L.z un sistema ortonormal y jEL2 (ffi.), se llama Desigualdad de 
Bessel a la expresión: 
¿¡c. 12 ~11111~ 
kEZ 
(1.6) 
Nota 1.2. 
Si {f. Lz es una base ortonormal de L2 (ffi.) (b.o.n), tenemos la igualdad 
en (1.6). Recíprocamente, si un s.o.n {f.Lz satisface la igualdad en (1.6) para 
toda/E L2 (ffi.), dicho sistema será una b.o.n de L2 (ffi.). 
3 
Definición 1.3. "Transformada de Fourier" 
Sea jEL1 (1R)nL2 (~). entonces la Transformada de Fourier está 
definida por: 
(1.7) 
Recíprocamente definimos la Transformada Inversa de Fourier: 
(1.8) 
Nota 1.3. 
1\ 
Si hacemos g ~ f , obtenemos: 
(1.9) 
Teorema 1.1. "Teorema de Plancherel" 
Si f,gEL2 (1R), entonces: 
( ) 1 A A f,g = 27r (f,g) (1.10) 
Afirmación 1.1. 
Si f, f' E L2 (JR) entonces: 
A' 1\ 
f (~) = ¡~ /(~) (1.11) 
4 
Observación 1.1. "Operadores en L2 (~)" 
a. Traslación por h ( T,) 
f ~ (TJ)(•) = f(•-h) 
b. Dilatación por r ( p,) 
f ~ (pJ)(•)=f(r(•)) 
c. Modulación (!m) 
!m : Lz(~) ~ Lz(~) 
f ~ (!m/)(•) = /(•)e'"'<·J 
Definición 1.4. "Wavelets Ortonormales sobre~" 
Una Wavelet ortonormal sobre~ es una función lf/EL2 (~) tal que 
{lf/J,k ;j,kEZ}esunab.o.nde L2 (~). donde 
(1.12) 
Ejemplo 1.2. 
¡1, O:<=;x<l/2 Sea lf/(x)= -1, 1/2:<=;x<l 
O, en otro caso 
(1.13) 
5 
Entonces rp es una Wavelet ortononnal para L2 (JR). Esta Wavelet es la llamada 
Wavelet de Haar. 
Es sencillo probar que {'Pi..t ;j,k e z}es un s.o.n, el hecho de que sea base 
de L2 (lR) se obtendrá en el próximo capítulo. 
Ejemplo 1.3. 
Sea rpe L2 (1R) / r¡/(,g)=z1 (,g},donde l=[-2n-,-n]U[n-,2n-] 
Antes de probar que rp es una Wavelet ortonormal, probaremos una 
afirmación que será muy útil a nuestros propósitos. 
6 
Afirmación 1.2. 
Demostración: 
7 
1 
1 
(1.14) 
Demostración del Ejemplo 1.3. 
l. Ortonormalidad. 
Basta usar ( 1.14) y analizar la compatibilidad de los soportes de las 
funciones lf/. k . j, 
2. Completitud. 
Sea jEL2 (1) 
= ¿ ¿ __!_, flc~)Tj/2 ,Pcrj ~)e_,,_jk< d~ 
j,keZ 4Jr 
2 
2 
L L 2j2 J j(2ju),P(u)e-••• du 
j,keZ 4Jr 
2 
2 
8 
Aquí usaremos el hecho que el sistema { J;; ,k E Z} es una base de I! (!) 
21 1 1
2 
=L:-L !C21u) du 
jeZ 2:r 
dado que: 
LX1 (T1~)=1; ctp;EWI. 
jeZ 
9 
1.2. BASES ORTONORMALES GENERADAS 
POR UNA FUNCIÓN PARTICULAR 
Unas forma de construir una base ortonormal a partir de una función 
particular, es involucrar traslaciones y modulaciones. Por ejemplo una base para 
L2 (~)estádadapor {g,., ;m,nEZ} donde: 
no es dificil probar que {g,., ;m,n E Z}es una base ortonormal para L2 (~). 
Ahora, para una función particular g E J} (~), si el sistema 
{g,., ;m,nEZ}, es una b.o.n para L2 (~), el teorema siguiente brinda algunas 
condiciones importantes que este debe cumplir. 
Teorema 1.2. "Teorema de Balian-Low" 
una base ortonormal para L2 (~) entonces: 
Antes de la demostración del teorema probaremos algunos resultados 
necesarios para esta demostración. 
10 
Afirmación 1.3. 
Sean los operadores P y Q definidos sobre el espacio S de distribuciones 
temperadas, dados por: 
(Qf)(x)=if(x) y (Pf)(x)=-if'(x). 
Entonces: 
f ~ 2 J"' 2 2 a. J (Q g)(x) 1 dx = -oo x 1 g(x) 1 dx 
2 f ~ 1 (P g)(x) 12 dx = _1 J"' ~2 ~(~) áE, ~ 2x -oo 
b. (Qg,Pg) = L L(Qg,gm,n)(gm,n'Pg) 
m,neZ 
e. (Qg,Pg) = (Pg,Qg) 
Demostración: 
Las partes a y b son inmediatas, así que dejamos al lector su comprobación. 
Dada la ortonormalidad de la familia { gm.• ; m, n E Z} ; 
= [X g(x)gm_.(x)dx - n[g(x)gm,.(x)dx 
11 
= [g(x)gm,n(x)(x-n)dx 
= J~oo g(x) g(x- n)e - 2"¡ mr(x- n)dx 
Si x- n = u; tenemos: 
d. (Pg,gm,n)= (g_m,-n,Pg) 
(P g,gmn) = [ (P gXx)gm,n(x)dx 
aplicando integración por partes: 
= i r:g(x){-21time-2ximrg(x-n)+ g'(x-n)e-2ximr }ctx 
+ r: g(x)- ig'(x- n)e-2ximrdx 
haciendo x =y + n en la segunda integral, tenemos que es 
= 27rm(g,gm,n) + f~oog(y-n)-ig'(y)e-2xim(y+n)dy 
12 
e. (Qg,Pg) = L L(Qg,gm,n)(gm,n•Pg) 
m,neZ 
= L L(g_m,-n•Qg)(Pg,g_m,-n) 
m,neZ 
= L L(Pg,g_m-n)(g_m,-n•Qg) 
m,nEZ 
= (Pg,Qg) 
Demostración del teorema 1.2: 
Usando los resultados obtenidos en la afirmación 1.3, Supongamos que 
Qf, Pf é L2 (lR), entonces: 
(Qg,Pg) = [,, x g(x){-i g'(x)}dx 
= i [,, xg(x){g'(x)}dx =- i r:g(x){g(x)+ xg'(x)}dx 
=-i(g,g)+ r:{-ig'(x)}{g(x)}dx 
=-i+ (Pg,Qg) 
Lo cual constituye una contradicción, por lo demostrado en afirmación 1.3 
parte c. 
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Ejemplo 1.4. 
Sea g = X¡o,J); {g._m ;m,n E z}es una base ortonormal deL2 (R}. En este 
caso la primera integral es finita, pero la segunda infinita. 
En efecto: 
A ( J"" -i~x Ji -i~x a. X¡O,l) 1;) = _
00
X¡o,l)(x)e dx = 
0
e dx 
e-~ -1 .• 1 -l':IX e 
=-- = 
-il; 
o 
-il; 
~ 2 ~ 1\ (~)12 =~ 2 [Sen 21; (Cosl;-1) 2 ] 
"' X[O,I) "' "' ¡; 2 + ¡; 2 
= 2(1-cos(~}) 
entonces: 
14 
aún se cumple. Esto se verifica fácilmente, gracias a la siguiente afirmación 
Afirmación 1.4. 
Sea U un operador definido sobre L2 (m.) tal que 
(Ug)(x) = (21tw01)¡ 12 g(21tw01x), entonces afirmamos que 
Demostración: 
a. (Ug,Uf) = J: (Ug)(x)(Uf)(x)d.x 
= (gJ). 
15 
21tmix (2 -l)l/2 (2 -1 ) =e rrw0 g rrw0 x-nt0 
Nota 1.4. 
Sib(·)es una función suave y de soporte compacto, el teorema 1.3, nos 
dice que el sistema {bm(·)lm.z = {e2'""(·Jb(·)}~z no produce una b.o.n. Esto sucede 
por el decaimiento al infinito de la transformada de Fourier de b, que es una 
consecuencia de su suavidad. Sin embargo, si considerarnos una situación local, 
esto puede cambiar. 
Sea b una función definida sobre ~ con Sop(b) e [ -&,1 +e'], donde 
e+e' sl;e,e' >0 y b(x):?:O. 
Nuestra meta es encontrar condiciones sobre b, de modo que: 
{ b m ( •) L.z sea un sistema ortonormal. 
=(JO +J"' +Jl.-e +JI +Jl+e' ) {b2(x)e1xi(m-n)x dx} 
-& o & 1-& 1 
16 
si hacemos: x = u- 1 y x = u + 1 respectivamente tenemos que: 
JO b2(x)e2"i(m-n)x dx =JI b2(u-1)e2"i(m-n)(u-l)du 
-e l-e 
luego: 
st m =n, 
=JI b2(x+1)ehi(m-n)xdx, Y 
1-e 
esto es, si y solamente si: 
b2 (x)+b2 (x+1)=1 ,XE[O,t:'] 
b2 (x)=1 ,xe[t:',1-t:] 
b2 (x)+b2 (x-1)=1 ,xe[1-t:,1] 
. (1.15) 
Los resultados obtenidos en (1.15), nos brindan la condición necesaria y 
suficiente para que {e2''m(•Jb(·)}mez sea un s.o.n en L2 (JR ). 
17 
1.3. PROYECCIONES SUAVES SOBRE 
L2(~) 
Nosotros mostraremos que podemos construir una función "Campana" 
suave asociada con el intervalo [O, 1], de tal forma que el sistema 
(
2. 1 ) Jib(x-k)sen 1
2
+ 7r(x-k) j,kE7!.. 
es una b.o.n L2 (~),de hecho, mostraremos que para cada k E 71.. fijo, la familia 
es una b.o.n para un sub espacio cerrado H k e L2 (~),y L2 (~) es la suma 
directa de estos Hk. Mas generalmente, construiremos funciones "campana" 
suaves asociados con un intervalo general finito 1 = [ a,/3) que puede ser 
multiplicada por apropiados senos y cosenos para obtener una base ortonormal de 
un sub espacio H1 de L2 (~)deformaquesitenemos 
-oo< ... <ak-1 <ak <ak+1 < ... <oo 
los H 1, forman un sistema completo de sub espacios de L
2 (~) mutuamente 
ortogonales. Estas no tiene la forma de un sistema wavelet, pero esto puede ser 
usado para analizar funciones generales en L2 (JR) , además, veremos como estos 
pueden ser usados para la construcción de wavelets. 
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Iniciaremos con el caso especial 1 = [O, oo) y la meta es la construcción de 
una función campana suave que aproxime z ¡o,oo), Dado que cualquier proyección 
es idempotente, la multiplicación por una función nos da una proyección si y solo 
si la función toma los valores O y 1 casi en todo punto sobre ~ , esto muestra que 
la proyección que estarnos buscando no puede ser dada simplemente por la 
multiplicación por una función suave. 
Empezaremos por el problema de encontrar una función no negativa y 
acotada p( •}E coo tal que sop(p) ~ [-c,oo) para un & >O, como X¡o,oo), esta 
función debe satisfacer: 
p(x)+p(-x)=1 ; x;"O 
y una función de valores reales t( •) de modo que: 
(Pf)(x) = p(x)f(x)+t(x)f(-x) 
es una proyección. 
Usando el hecho que P es idempotente y autoadjunto, obtenemos: 
t(x) = ±.,) p(x)p( -x) 
Si considerarnos s( x) = .,) p( x) , el operador proyección tiene la representación 
( Pf)(x) = s2(x)f(x)±s(x)s( -x)f( -x) 
( Pf)(x) = s(x)[s(x)f(x)±s( -x)f(-x)] 
19 
En una forma más general, no es necesario suponer que s( •) es una 
función de valores reales. 
Definamos el operador P = Po.e , por: 
(P/)(x) = (P¡,_J)(x) = s(x)[s(x)f(x)±s(-x)f(-x)] 
con: 
La siguiente afirmación, mostrará que este operador es un operador 
proyección. 
Afirmación 1.5. 
a. P es idempotente. o.c 
b. Po.c es autoadjunto. 
Demostración: 
a. ( P 2 f)(x) = s(x)[s(x)(Pf)(x)±s( -x)(Pf)(-x)] 
= s(x){s(x)s(x)[ s(x)f(x)±s( -x)f(-x)± ]± 
s(x)s( -x )[s( -x )/( -x )±s(x )f(x )] 
- 2 2 
= s(x){l s(x) 1 s(x)f(x)±l s(x) 1 s(-x)f(-x)± 
1 s(-x) 1 2 s(-x)f( -x) + 1 s(x) 1 2 s(x)f(x)} 
20 
= s(x ){s(x)f(x)±s( -x)f( -x)} 
~ (Pf)(x). 
b. (r¡,g) ~ (f,Pg)~ J:f(x)(PgXx)dx 
~ J:f(x)s(x)[s(x)g(x)±s(-x)g(-x)]dx 
~ [,JCx)s(x)[s(x)g(x) ±s(-x)g(-x)]dx 
Si hacemos x =-u, en la segunda integral: 
~ [., s(x)[f(x)s(x)±f(-x)s(-x)]g(x)dx 
Por el momento supondremos que "s" es una función de valores reales. 
Entonces, construiremos una función suave que satisface: 
Sea !pE Cro(IR) par, tal que Sop(~p) e (-c,c] con & >O, tal que: 
Si consideramos .9(x)~ rro ~p(t)dt, observe que: 
21 
.9(x)+.9(-x) = [1{/(t)dt + cl{/(t)dt 
= e 1{/(t)dt + r 1{/(t)dt 
Joo JT = 1{/(t)dt =-~ 2 
Si consideramos: 
Luego: 
{
s(x) = S
8
(x) = sen(.9(x)) 
c(x) = C8 (x) = cos(.9(x)) 
JT 
s(-x) = sen(.9(x)) =sen(-- .9(x)) = cos(.9(x) 
2 
1 s(x) 12 +1 s(-x) 12 = 1 
Algunas características importantes de la función "s" son: 
lo , xE(-oo,-¡;] s(x)= -[2/2, x=O 1 , XE[E,+OO) 
Además s(•) es creciente sobre (-e,e) debido a que la función sen(•) lo es 
sobre el primer cuadrante. 
Similar análisis podemos hacer para "c(x)". 
22 
~-;~~J~-~~·~JLdt.ia~:~~~~.n~.·~,~~' 
<·. :_._-·-· . . . ·-.'~~11Pi/3Jitii": :- --."-<.~.; .-· .. 
Nota l.S. 
a. Hemos obtenido dos proyecciones ( P0~., P0~. ) asociada con el intervalo [O, +<x>) 
al escoger+ o-, respectivamente en el operador dado en(/). 
b. Similannente podemos considerar la función s(x)=c.-(x) asociada con el 
intervalo (-<X>, O] , donde e' > O . 
Ahora construiremos proyecciones suaves sobre un intervalo general 
I =[a,p], -oo<a,p <ro. 
Definamos: 
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Donde Po, P 0 son proyecciOnes ortononnales y hemos suprimidos por el 
momento, los superíndices 6,6\+,- donde: 
(PJ)(x) = (raf'or_J)(x) 
= (f'or_J)(x-a) 
= s, (x-a)[ s,(x-a)( r_J)(x-a )±s,(a-x)( r_J)(a-x )] 
= s, (x-a)[ s,(x-a)f(x)±s.(a-x)f(2a-x)J 
(PP f)(x)= ( rpP0r_p/)(x) 
= (P0r_p/)(x- fJ) 
= c¡(x- fJ)[ cc'(x- fJ)( r_p/)(x- fJ)±c, (/3 -x)( r_p/)(!3 -x) J 
= c,Jx- fJ)[c¡(x- fJ)f(x)±c,.(/3 -x)/(2/3 -x)] 
Afirmación 1.6. 
~ y pP son proyecciones ortononnales. 
Esta prueba se deja al lector, note que es necesario probar que son 
idempotentes ( P2 = P) y autoadjuntas ( p• = P). 
Definición 1.5. "Función Par respecto a y" 
Se dice que una fonción "g" es par respecto a YE IR si solo si: 
g(x)=g(2y-x); VxEIR 
24 
Afirmación l. 7. 
Si g es una función par respecto a "a ", entonces: 
Demostración: 
~(gf)(x} = s.(x-a)[s.(x-a)(g[}(x)±s6 (a-x)(g[}(2a-x)J 
= s.(x-a)[s.(x-a)g(x}f(x)±sc(a-x)g(2a-x)f(2a-x)J 
como g es par respecto a a, entonces g(x) = g(2a-x), luego 
= g(x){sc(x-a)[ s.(x-a)f(x)±s.(a-x)f(2a -x} ]} 
= g(x)(PJ}(x) 
= (g~f}(x} 
Similar resultado, se obtiene al considerar una función g par respecto a fJ . 
Para un intervalo general 1 = [a, fJ], escogemos &, e' >O, tal que 
a+ & :::; fJ +e' y observaremos que: 
ppP¡ = _z Pf+_z f+z¡ pP¡ 
a [a-e,a+&j a [ a+e,p-e'] [P-e' ,P+c'] 
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Afirmación 1.8. 
a. PI= 'V PI+" 1 a A(a-e,a+c] a A[a+e,a:l) 
b. P"l= v 1+"' pPI ""(~.p-&] ""[P-i,P+i] 
Demostración: 
Como X¡a-e,a+<J es par respecto a a y Pa ( X¡a-e,a+etal) = X¡a+e,oo)l 
(P;J)( x) = (X¡a-e,a+e]~l)(x )+(X[a+e,oo/)(x) 
b. Se obtiene de forma análoga a la parte a. 
c. Usando a tenemos: 
= pP ( X¡a-e,a+elal) + pP ( X[a+e,oo(l) 
= P"(X¡a-e,a+elal) + pP( X[a+e,p-&l) + pP( X[fl-e,fJ+el) + 
pP ( X[fl+e/) 
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• 
De forma similar, usando b obtenemos: 
P pP f = %!¡ ¡P f+ %![ ']/+ %![ · ']pP f · a a-E,a+e a a+e,p-e p-e ,P+e 
con lo cual hemos obtenido los resultados deseados. 
Por lo cual, podemos definir a: 
P¡ f = I[a,p¡/ = ~pP f = pP ~~ 
que es una proyección ortonormal sobre L2 (1~). 
Nota 1.6. 
P¡ =I[a,p¡ depende de a,/J,e,t:' y de los signos que se escojan en a y f3. 
Así la elección de los sigi:Jos nos brinda 4 proyecciones. 
Una expresión diferente para P¡ = I[a.P] que es diferente a la obtenida en la 
afirmación 1.8 parte e, se obtiene introduciendo la función: 
b(x)= s(x- a)c, (x- fJ) 
Gracias a las propiedades de s, y e,· podemos obtener la gráfica: 
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Es fácil probar algunas propiedades básicas sobre b, tales como: 
i. Sop(b)c[ a-c.P-c'] 
Sobre [a-c,a+c] . 
iL b(x)=s.(x-a) 
iii. b(2a-x)= s.(a-x)= c.( x-a) 
iv. b2(x)+b2(2a-x)=l 
v. Sop(b( • )b(2a -( •))) e [a -&,a+ e] 
vi. Sobre [ a+c,P-c'],b(x) = 1 
Sobre [P-c',P+c'] 
viL b(x)=c.(x-p) 
e 
viii. b(2fi-x)=c.(x-P)=s .(x-p) 
e e 
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No todas las propiedades son independientes, por ejemplo iv se sigue de ü 
y üi . Es constructivo que el lector analicé estas cpndíciones con ( 1.15) 
Definición 1.6. ~Funciones Campana Compatibles" 
Sean l=[a,p] y J=[P,r] adyacentes, se dice que tienenfimciones 
campanas compatibles b1 y b J si y solo si: 
y: 
b1 (x) = se(x-a)c .(x- P) e 
bAx)=s .(x- p)c .(x-y) 
e e 
¡ b(.)":s(.{a)c(.-b) b(.~s(.-b)c{.-.f¡ 
1 ···¡¡-:-)( ¡ ¡ ~'t~"'i""""'!' .. 
~ IJZ±J:j:tt 
! ¡ ¡ ! i ! ¡ 
I .. ···E_«apq~~. ,.~.-.--~.:·-'~ .. ~ . .-~.-.-._d. . -.. · .. ·-_ '.· .. J 
.. - -. ,- ---~~AU) .. '•, .. 
. · . :. - ·. -- :,· .· .- ' . 
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Usando las propiedades de ~ , pP y b( •) podemos ver que: 
b2(x)f(x)±b(x)b(2a-x)f(2a-x), x E [a-&,a+&] 
(P¡f)(x)= b2(x)f(x), XE [ a+&,p -&'] 
b(x)f(x)±b(x)b(2P-x)f(2P -x), XE [P -s',p +&'] 
Con lo que podemos concluir: 
(P¡f)(x) = b(x){b(x)f(x)±b(x)b(2a-x)±b(2P-x)f(2P- x )} 
Afirmación 1.9. 
Si l=[a,p] y J=[P,r] son intervalos con funciones campana 
compatible, tenemos: 
c. b/(x)+b/(x)= biuJ(x), XE ~ 
El siguiente resultado, establece la propiedad principal de las proyecciones 
ortogonales que hemos venido estudiando. 
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Teorema 1.3. 
Sean 1 =[a,,B] y J =[,B,y] intervalos adyacentes con funciones 
campanas compatibles y supongamos que P¡ y P¡ tienen polaridades opuestas 
con respecto a ,8, entonces: 
b. P¡P¡ =o= P¡P¡ 
Demostración: 
a. Sea 1 el operador identidad, entonces de la definición de P¡ , PJ tenemos: 
P. + P = X P + Z · 1 + v . pP + 1 J (a-&,a+&) a [ a+e,p-c] A-[P-c',P+&] 
X[ · .]PP +X[ · .]1 +X[ . "]pr p-e ,/J+c P+c .r-e r-e ,y +e 
queda para el lector probar que: 
Luego: 
P.1 +PJ=x1 1P +x[ .]1+x[ .. JI+ a-c,a+t: a a+e,/)-c - /)-&,/)+e 
X[ · .]1 +X[ · "]pr P+c .r-e r-e .r+c 
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b. Esta propiedad, es intrínsica de las proyecciones ortogonales sobre un espacio 
de Hilbert. 
Si P , Q proyecciones ortogonales, entonces P + Q lo es, por lo tanto: 
Por lo tanto: 
(P+ Qi= P + Q 
PQ =- QP 
p Q = p 2 Q = P((P Q)= P(- Q P)=- P(Q P) 
=(-P Q)P =(Q P)P = Q P 2 = Q P 
PQ = QP =O. 
Este teorema nos permite descomponer L\IR) como una suma directa 
ortogonal: 
donde: 
con: 
-oo < ... <aH< a. <a .. ,< ... < oo 
Además los intervalos adyacentes [a,, a .. ,] y [a.+,, a.+2 ] tienen funciones 
campana compatibles y .Jt , .Jt+1 tienen polaridades opuestas respecto a a,+, . 
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Nota 1.7. 
Tenemos cuatro elecciones para P¡ La alternativa de ± asociada con "a" 
esta referida a la Polaridad de l[a.PJ con respecto a a o La alternativa de ± 
asociada con "f3 " esta referida a la Polaridad de l[a,p] con respecto a f3 o 
Ejemplo 1.5. 
( P¡J)(x) = b(x){b(x)f(x) + b(2a-x)f(2a- x)± b(2f3- x)f(2f3-x)} 
tiene polaridad positiva en a . 
Definición l. 70 "Función Impar respecto a a .. 
U'Ulfunción g se dice que es Impar respecto a a sobre [a-&,a+c], si: 
g(2a-x) = -g(x), 'v'xE [a-&,a+c] 
Si consideramos: 
s(x) = b1 (x)f(x)±b¡(2a -x)f(2a- x)±b1 (2fJ -x)f(2b-x) 
Entonces 
(P¡f)(x) = b1 (x)s(x) 
Observe que hay cuatro opciones para s( •), dependiendo de los signos 
considerados, lo cual nos brinda cuatro funciones: 
donde cada cual tiene una característica particular, por ejemplo: 
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S:Cx) = b¡(x)f(x)+b1 (2a-x)f(2a-x)+b1 (2f3 -x)f(2b- x) 
a. Es par con respecto a a sobre [a- e, a+ e] 
b. Es par con respecto a f3 sobre [ f3- e', f3 +e'] 
Teorema 1.4. 
Sea 1 =[a,/3]. entonces fE H1 =P(L2 (JIP.)) si y solo si f =b¡s. donde 
sEL2 (JIP.), b1 (•) es la función campana asociada con 1 ys(•) es par o impar 
sobre [a-e, a+ e] de acuerdo a la elección de la polaridad de a y par o impar 
sobre [ f3- e', f3 +e' J de acuerdo a la elección de la polaridad de a . 
Demostración: 
=>] Si fE H1 , 3 g E L2 (JIP.) tal que: f = P¡g = b1s (debido a la definición de P¡ ). 
Donde s ( •) tiene la misma polaridad con respecto a a y f3 que P¡ , además 
<=] Seaf= bs, tal que sEL2 (11P.), supongamos que s es par con respecto a a e 
impar con respecto a fJ localmente, por lo tanto: 
• 
{ 
s(2a-x)=s(x), xE[a-e,a+e] 
s(2f3-x)=-s(x), xE[/3-e',fJ+e'] 
Si P¡ tiene la misma polaridad que s, entonces: 
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{lHbs)}(x)= b
1 
(x){b1 (x)b1 (x)s(x)+b1 (2a-x)b1 (2a-x)s(2a-x)-} 
b1 (2/l -x)b1 (2/J-x )s(2fJ -x) 
Dejamos al lector que verifique con las propiedades de b ( •), tenemos que: 
P¡(bs)=bs 
Por lo tanto: 
1.4. BASES LOCALES DE SENOS Y 
COSENOS Y LA CONSTRUCCIÓN 
DE ALGtJNOS W A VELETS 
En esta sección introduciremos bases ortonormales para los espacios 
H 1 = P¡ ( L2 ( lW.)) , donde P¡ es el operador proyección definido en la sección 
anterior. 
Consideremos 1 = [O, 1] y sea P¡ con polaridades '"-" y '"+" sobre O y 1 
respectivamente (asumimos que ti, ti, > O , ti +ti, ~ 1 . Como se hizo en la sección 
anterior, no se indicará la dependencia de P¡ sobre ti, ti) 
Sea f EL2 ([0,1]) y extendamos fa una función F sobre [~2,2], de modo 
que esta sea par con respecto a 1 e impar con respecto a O , esto es consistente con 
la elección de las polaridades de P¡ . 
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' '-Erte-~~-~abtuw~¡;¡-~~ · -: ~ 
.. -···· 
La gráfica, nos muestra la extensión de fa F sobre[ -2,2). 
Considerando la base trigonométrica usual: 
{ 1 1 (brx) 1 (brx) } 2 , ,fisen - 2- , ,ficoslT ; k,/=1,2, ... 
Dado que Fes impar, los cosenos desaparecen en la expansión de Fourier 
de esta. 
Además la siguiente afirmación, nos clasifica la representación de la 
funciónF(x). 
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Afirmación 1.10. 
a. {sen(2k2+
1¡rx) ; k=0,1,2, .. J son pares respecto a l. 
b. {sen(k¡rx) ; k= 1,2,3, ... } son impares respecto a l. 
esto es: 
donde: 
Por lo tanto, solo necesitarnos la familia del acápite a para representar F, 
00 
F(x) = L Cksen(2k2+1ltX} 
k~O 
Estas series convergen en la norma de Z:([-2,2]). En el intervalo [0,1], usando 
la normalización apropiada, encontramos que { .J2sen( 2k
2
+ 
1
1rx) ; k= 0,1,2, .. } 
es una base ortonormal para L2 ([O, 1]) con polaridades de estos elementos sobre O 
y 1 que marcan las polaridades de P¡ . 
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Teorema 1.5. 
Cada uno de los sistemas 
i) {h"sen( 2k
2
+
1
Hx); k=0,1,2, .. J 
ii) {sen(kHx); k=l,2, ... } 
iii) {h"cos(2k
2
+
1JZ"x); k=0,1,2, .. J 
iv) {l,cos(bx); k=1,2, ... } 
es una base ortonormal de L2 {[0,1]) y las polaridades son(-, +)para i, (-, -) 
para ii, (+,-)para iii y(+, +)para iv. 
La demostración de i, fue .establecida por el procedimiento antecedido al 
teorema, los otros pueden obtenerse de manera similar. 
Ahora usaremos estos resultados para obtener las deseadas bases 
ortonormales para H1 = P¡ (L2 (IR)} cuando 1 = [0,1]. 
Sean t:, e' > O, con t: + t:' :<::; 1 y consideremos la función campana asociada: 
b(x) = s, ( x )e,; (x-1) 
Además supongamos que las polaridades de P¡ son (-, +) sobre O y 1 
respectivamente, entonces: 
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(P¡f)(x) = b(x){b(x)f(x)-b( -x)f( -x)-b(2 -x)f(2- x)} 
= b(x)s(x) 
como era de esperarse, s es par con respecto a 1 e impar con respecto a O. 
Luego, usando el teorema 1.5, tenemos: 
(;;
00 2k+l 
s(x) = vL ~::Cksen(--Jrx) 
k=O 2 
donde: 
y la convergencia es en L2 ([O, 1]) 
. 2k+l SI /k= sen(--Jrx) 
2 
mostraremos que: 
() Jl+e 2 ¡.,¡; = 2 -E b (x)lk(x)l,(x)dx= sk./ 
En efecto: 
Como: 
tenemos: 
Como hes impar en "0", tenemos: 
= r: [b 2(x) + b2 ( -x)] lk(x)l¡(x)dx 
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(P¡f)(x) = b(x){b(x)f(x)-b(-x)f( -x)-b(2-x)f(2 -x)} 
=b(x)s(x) 
como era de esperarse, ses par con respecto a 1 e impar con respecto a O. 
Luego, usando el teorema 1.5, tenemos: 
¡;; ~ 2k+1 
s(x)= .,¡L ~::C.sen(--;rx) 
•~o 2 
donde: 
y la convergencia es en L2 ([o, 1]) 
. 2k+1 SI 1, = sen(--;rx) 
2 
mostraremos que: 
En efecto: 
Como: 
[ -c,l u']= [-c,c ]U[ c,l-c']U[1-c',1 u'] 
tenemos: 
Como hes impar en "0", tenemos: 
= r: [b 2(x) + b 2( -x)] lk(x)l¡(x)dx 
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gracias a las propiedades de b ( •) sobre [ -&, t:]. 
pues b2 (x)=l ; xE[t:,l-t:'] 
JI+&' JI 2 JI+&' 2 c. , b2(x)lk(x)l1(x)dx = ,b (x)lk(x)l1(x)dx + b (x)lk(x)l1(x)dx 1-& 1-& 1 
Si x = 2 - u en la segunda integral: 
gracias a: a, b y e. 
e 
El siguiente teorema generaliza los resultados obtenidos, para un intervalo 
arbitrario 1 = [a, f3] 
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Teorema 1.6. 
Si P¡ = l(a,p] tiene polaridad negativa respecto a a y positiva respecto a 
fJ, entonces: 
i) { Mb1 (x)sen( 2k2+1
1
;
1
(x-a.)} k=O,l, ... } es una base ortonormal 
para H1 =P¡(L2 (rnt)) si las polaridades son(-, -), (+, -)y(+, +) 
sobre a y fJ respectivamente, lo mismo es cierto para: 
Este teorema, junto con L2 (rnt) = ED H. , donde 
k=-oo 
con: 
-oo < .... < a,_, < a, < a k+, < .... < oo 
pueden ser usados para obtener bases para t! ( rnt) . 
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Escogiendo una sucesión estrictamente creciente de números reales {a1} JEZ 
de modo que: Iim a 1 = oo y lim a. = -oo, sea una sucesión de números reales J----"00 j-+-oo 1 
positivos, tales que 
Si elegimos la polaridad(-,+) para cada PJ =lka_,.,] obtenemos que el 
sistema: 
(
2k+17f J 
.9k 1 (x)= b.[ ] (x)sen ---(x-a) ;k =0,1,2, ... ;} E Z 
' aJ,aJ+! 2 J. 
. ) 
es una base ortonormal para L2 (m.). 
La convergencia de la expansión en series de una función fE L2 (m.) con 
respecto a la base anterior es válida en L2 (m.). 
Nota 1.8. 
La descomposición ortogonal de L2 (m.) dada por: 
puede ser usada para obtener una nueva base ortonormal de este espacio. 
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Teorema 1.7. 
{ 
2j/2 ,2k+~z~ < } 
El sistema r1A4)= .J28b(2'4)e 2 ;j,keZ es una base 
ortonorma/ para L2 {1R), donde b esta restringida a [0, oo) es una fimción 
campana para [tr,2tr] asociada con O< & 5 1t, &' = 2try bes par sobre lR. 
3 
Para la demostración, necesitamos los resultados dados por la siguiente 
afirmación. 
Afirmación 1.11. 
.. 2k+l( (2k+l ) 1i) cos(-
2
- 4+2tr))=-cos -
2
-4 
.. ,. (2k+l(¡: )) ( l)k (2k+l ¡:) 
"'-' cos -- ., - ff = - sen --., 2 2 
. . 2k+l (2k+l ) w) sm(-
2
-(;+2tr))=-sen -
2
-; 
Demostración del teorema l. 7. 
2j/2 (2k+I - ) Sean: c1 t(4)=-b(21q)cos --21 q y 
. 2tr 2 
zPl (2k+I ) 
s1.k(4)=-b(21q)sin --2'4 ;k?:.O,jeZ 2tr 2 
de modo que: 
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El lector fácilmente puede probar que las funciones cj,k ( •) y sj,k ( •) son 
par e impar respectivamente en IR . 
Sean: 
b-(f)= X(~,o¡(f)b(.;) 
b+(f) = X¡o,oo) (f)b(f) 
y definamos e 1~, e Jk, s 1~ y s Jk ; reemplazando por b + o b-, por ejemplo: 
y observe que: 
+ -
c .• = c.k + c.k ], J J 
+ -
s .• =s.k+s.k ], J J 
Probaremos que { 2c ;,. ; k ;o: O} es una base ortonormal para el espacio de 
usando las funciones trigonometricas de la afirmación 
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2c; .• (,;) =Ht' J~r (21 ,;)sen( 2k2+1 (21 ,;-1r)) 
= Ht' J~r(21 ,;')senCk2+ 1 21 (.;-; )J 
el cual gracias al teorema 1.6 parte i, es base de P¡
1 
+,- ( L2 (!R)). 
Similarmente {2s; .• ;k~O}, {2c7.• ;k~O} y {2s}.• ;k~O} son base para 
Por consiguiente, cada uno de los sistemas: { 2c;,. ; k ~ O, j E Z} y 
{ 2s ;,. ; k ~O, j E Z} son una base ortonormal para L2 ([O, oo)) y cada uno de los 
sistemas {2c7.• ;k~ O,j E z} y {2s7.k ;k~ O,j E z} son una base ortonormal para 
Para k ~ O, j E Z , se define: 
y 
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Por consiguiente, el teorema será probado, si mostramos que el sistema: 
es una base ortonormal de L2 ( lllt) . 
a. Ortononnalidad. 
= 4(c1 .• ,ck 1)+4(is. ,-is.,) , , J,n , 
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h. Completitud 
tal que: 
luego: 
Sea fE L2 (JR), y definamos las funciones par e impar: 
f (x}= f(x)+ f(-x) 
2 
y 
f"(x)= f(x)- f(-x) 
2 
l=f+J" 
= 4¿¿ {(f ,cJ,. )e;,.+(!' ,c;,k )e;,.+(/" ,s;,. )s;,. +(/" ,s],k )s;,.} 
jeZ k;::O 
Corolario 1.1. 
Sean r(~}= ¿_e''12b(~) y Yoo lafuncíóndelteoremaanterior, Sí 
v2JT , 
entonces lf/ es una wavelet ortononnaL 
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Por el teorema de Plancherel: 
El último paso es por el teorema 8. Además por la afirmación 2: 
por la definición de rj.k . 
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CAPITULOII 
ANÁLISIS DE 
MULTIRRESOLUCIÓN Y 
CONSTRUCCIÓN DE WA VELETS 
2.1. ANÁLISIS DE MUL TIRRESOLUCIÓN 
Definición 2.1. "Análisis de Multirresolución" 
Un Análisis de Multirresolución (MRA) consiste en una sucesión de subespacios 
cerrados {vi : j E z} de I! (IR); que satisfacen: 
(2.1) 
(2.2) 
(2.3) 
U V'_¡ =L2 (IR) 
JEZ 
(2.4) 
Existe una función qJ E v;,. tal que {IP(•-k) ,k E z} (2c5) 
es una b.o.n de V0 • 
Lafonción qJ de (2.5) es llamada unafonción escala del MRA. 
Definición 2.2. "Base de Riesz" 
Decimos que {~·-k) ,k E Z} es una base de Riesz para V, si para cada 
fE V,, :3! {a"}nez E L2(Z), tal que: f(x) = 2>nqJ(x-n), con convergencia en L2 (ffit) 
neZ 
y: 
2 
Al:JaJ ~ LanqJ(x-n) ~BLJaJ 
nEZ nEZ nEZ 
con O ~ A ~ B < oo, constantes independientes de f. 
Nota 2.1. 
a. Podemos relajar (2.5) suponiendo que {~·- k),k E Z} es una base de Riesz para 
V,. 
b. Usando (2.2) y (2.5) se puede comprobar que {\Z'j,k ;j,k E z}es una b.o.n de Vj. 
Ejemplo 2.1. 
comprobar que {Vj: j E z} es un MRA. 
Ahora analizaremos las relaciones que existen entre las condiciones que definen 
eiMRA. 
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Teorema 2.1. 
Las condiciones (2.1), (2.2) y (2.5) implican (2.3), esto es cierto aun si 
asumimos que {{O( •-k) , k E Z} es una base de Riesz. 
Demostración: 
(Ver bibliografia HW, página 45) 
Teorema 2.2. 
Sea {v;: j E z} una sucesión de subespacios cerrados de L2 (IRt) que satisfacen 
(2.1), (2.2) y (2.5) además, si asumimos que~~~ es continua en O entonces las siguientes 
afirmaciones son equivalentes: 
A 
i) tp(O) "'O 
ii) U¡;;, =L2 (1Rt) 
JEZ 
aun mas, si este es el caso,~~(O)I = 1 
51 
Demostración: 
( i) => ( ¡¡) 
Sea W = U V,. , afirmaremos que W es invariante por traslaciones 
j.Z 
diádicas. En efecto, sea f E W, 3 e > O , j 0 E íl y h E ~JII!- h!l < e . Gracias a 
(2.1), hE~,j?.j0 entonces: 
h(x)= :~::Cf¡p(2ix-k) 
keZ 
Aplicándole el operador traslación diádica a la última igualdad: 
h(x-2-1m) = L,ci1P(zix-2-1m-k) 
keZ 
Dado que e > O, es arbitrariamente pequeño, W es invariante por 
traslaciones diádicas. 
Además, para cada x E lR, se puede encontrar m,I E íl 1 z-1 m es 
arbitrariamente cercano a x y 
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lh-,mf -rJjj<e-
Esto me dice que W es invariante por traslaciones en general. Usando la hipótesis 
tenemos además: 
A VJ(~) ;t O ,~E (-u,u) con u >0. 
Ahora tomemos g E W.L, luego Vf E W y dado que W es invariante por 
traslaciones 
1 ( A A) (rJ,g)= 21f (rJ) ,g =0 
J e;¡;. [(;)g(~}i~ =O (2.6) 
R 
entonces 
A A 
f(~)g(~)=O, ctp~ElR 
tomando 
Reemplazando la última igualdad en (2.6) 
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pero 
entonces 
A 
Si tomamos j ~ oo obtenemos g =O, ctp sobre IR . 
Por lo tanto Wl. ={O}. 
(ii)=>(i) 
(Ver bibliografia HW, página 48) 
Lema2.1. 
Supongamos que rp E L2(1R) es tal que el conjunto de traslaciones 
{11'(•-k) ,k E Z}, forma una base de Riesz del subespacio cerrado de L2(Z) que 
ellos expanden, esto es: 
donde O < A ~ B < oo • son independientes de {c. } • .z que pertenece a / 2 (Z) . 
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Demostración: 
(Ver bibliografia HW. página 49) 
A 
A rp 1 
Definimos r tal que r =- donde - es acotada pues: 
u., u., 
0<-1-< 1 <-1_. }: IR 
_ Jij _ u,.(q) JA, ctp., E 
A 
Note que r y rE L2 (IR). De hecho dado que u., (.) es 2tr- periódica 
Aplicando Transformada de Fourier Discreta en ambas igualdades 
con convergencia en L2 (T). Asi 
yEexpansión{rp0_. ;kEZ} • rpEexpamión{ro.• ;kEZ} 
Además 
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La siguiente proposición nos afinna que la ultima igualdad es necesaria y 
suficiente pala que {y( •-k) ; k E Z} sea una b.o.n de V¡,. 
Proposición 2.1. 
Sea geL2 (lR), el conjunto {g(-k) ;keZ} es un sistema ortononnal 
(s.o.n) si y solo si 
L;lg(q+2k7r)l
2 
=1; ctpqelR 
keZ 
Demostración: 
1 (A A ) ~ Oo.• =(g,g(•-k)}= 2tr g,g(-k) 
=-1 (g,e-tk(·>g)=-1 Jlg(q)le'•<dq 
2tr 2tr R 
2 
1 "'J2(/+l)n 1\ ikl; 
= - L. g(l;) e df, 21t 1 2/n EZ 
l 21A 1
2 
=-:Lr g(q+2ltr) e'*'dq 
2 /eZ o 
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entonces: 
L i~c;+21Jr)l 2 =1; ctp;el!L 
/eZ 
<=: Este resultado se deja al lector. 
2.2. CONSTRUCCIÓN DE W A VELETS 
MEDIANTE EL ANÁLISIS DE 
MULTIRRESOLUCIÓN 
Sea W1 el complemento ortogonal de V1 con respecto 
a V1.,, luego: 
V,= V_, $W_, = V_2 $W_2 $W_, 
Note que por (2.1 ), (2.3) y (2.4) tenemos: 
57 
(2.8) 
(2.9) 
{ 
vj ~{o}, 1 ~-w 
~ ~ L2 (lR) , j ~ rr> 
Usando (2.10) en (2.8) y (2.9) tenemos que 
(2.10) 
(2.11) 
Para hallar una wave1et ortonormal, todo lo que necesitamos es encontrar 
una función 1p E w;, , {1?( •-k); k E z} sea una b.o.n de W0 • 
(2.12) 
con convergencia en L2 (R) y L 1 a. k 1 2 < rr>. 
Tomando Transformada de Fourier en (2.12) 
tP(2~) = tP(~) L ak e'< k 
keZ 
(2.13) 
donde 111o es 2tr- periódica en L2 (T) y es llamada Filtro pasa bajo asociado 
con la función escala ffJ . 
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Corolario 2.1. 
Si m0 es el filtro pasa bajo asociado a la función escala rp, entonces: 
Demostración: 
Gracias a la proposición 1, tenemos: 
L I/P(2;+2ktr)l
2 
=1; ctp;EI!. 
keZ 
Si separamos la suma para k pares e impares y usando la periodicidad de 
m0 tenemos 
1m.(;) 12 L 1 /P(;+2ktr) 12 +1m.(; +tr) 12 L 1 /P(;+tr+2ktr) 12 = 1 
keZ keZ 
Lema 2.2. 
Si rp es una función escala para un MRA {Y;; k E z} y m0 es su filtro 
pasa bajo asociado entonces: 
a. 
b. Vo = {t 1 f(;)=l(;)~(;), para algun/ E L2 (T)y 2tr- periódica} 
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Demostración: 
a. Sea fe V_, entonces: 
f(x)= L ~ rp(.!.x-k) 
keZ"'/2 2 
=-1 Lck(f rp(x)e-t<(2x)dx}-t;'(2k) 
,fi keZ R 
= ,fi.~(2~) Lcke-2tok 
keZ 
donde m( •) es 2n- periódica y pertenece a L2(T). 
A 
Sea h e L2 (T) y es 2n -periódica entonces h rp e L2 (T) . 
En efecto: 
fa Jh<~)i2lq;<~)l2 d~= f.; f:z ihWi2l¡p<~+2kn)r d~ 
= f:R ,h(~),2 (f.; ~~(~+2ktr)n d~ 
= f :" 1 h(~) 1 2 ~ 
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= 11 h IIL'(T). 
Dado que m0 es limitada y m E L2 (T), entonces 
b. Este resultado se logra de forma similar a la parte a y se deja al lector. 
Sea el operador U definido: 
U: V 0 --'; L2 (T) 
f -';U(f)=l 
donde 1 ( •) es la función definida en el lema 2.2. 
Afirmación 2.1. 
a. U es lineal. 
l b. Sean f,gEV0 -";(/,g)=-(U(f),U(g)) 27T 
Demostración: 
a. Es inmediata 
b. Sean f, g E V0 entonces : 
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1 1 
= -(/1,/z) = -(U(f),U(g)) 27! 2tr 
Si fe W_1 , la última igualdad y el lema 2.2, nos dicen que 1 ( •) debe ser 
ortogonal a m(2(•))111o(-) 
J" J2" O= 0 /@m(2~)m0(~)~ + " /(~)m(2~)m0(~)~ 
O= r: m(2~) {l@mo(~) +/(~+7t)m0(~+7!) }~. 
Esta igualdad nos permite ver que la función 1t - periódica entre llaves es 
ortogonal a toda función 1t- periódica de cuadrado integrable. 
para un .-1( •) apropiado 
Si q =u+ tr , entonces: 
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(t( u+ 1t ),!(u))= --t(u+ 2tt )(%{0,-m.( u+ 1t )} 
(!(~),!(~ +1t )) = -t(~ +1t )(m.(~ +1t ), -m.(~)) (2.15) 
Comparando (2.14) y (2.15) 
>t(~)=->l(~u); ctp~Ell~ 
Gracias a este resultado podemos decir que A EL 2 (T) y es 2tt-
periódica. Defmimos 1 como 
(2.16) 
donde sE L 2 (T) y es 2:r- periódica. 
Lema 2.3. 
Si qJ es una función escala en un MRA {~; j E z} y mo es el filtro pasa 
bajo asociado entonces: 
o. fVo = {1 1 /(2~)= e'<s(2~)m. (~+:r)'p(~)con sE L2 (T) y 2:r- periodica} 
JV.¡ = {! 1 f(21+' ~)=e'< s(2~)m0 (~ +1t )~(~)con sE L2 (T) y 2tt- periodica} 
Demostración: 
Este resultado es similar a la prueba del lema 2.2, se le pide al lector 
afianzar sus ideas e intentar la prueba. 
Ahora estamos listos para caracterizar las wavelets ortonormales. 
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Proposición 2.2. 
Supongamos que t:p es una función escala de un MRA {~ ; j E z} y 711{) el 
filtro pasa bajo asociado, entonces una función lf/ E w;, = v; n V: es un wavelet 
ortonormal para L2 (lR J si solo si: 
A A 
lf/(2q)=e'<v(2q)~no(qH)t:p(q); ctpqElR 
para alguna función v medible y periódica 
jv(;)j=l; qET. 
Demostración: 
a. Ortonormalidad 
Separando la suma para k par e impar y usando la periodicidad de m0 
tenemos: 
Entonces: 
¿lw(4+2k1r)l2 =1; ctpqElR 
keZ 
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o 
,, 
b. Completitud. 
Sea g E W0 , por nuestra caracterización de W0 , 3 sE L2 (T) y 2H-
periódica 
g(~)=e'<12s(~)~no(; +7! )~(;) 
. = s(~)w(~)=s(~)v(~)w(~) 
v(q) 
Dado que s~ E L2 (T), tenemos: 
Reemplazando esto en (2.18) 
(2.18) 
Lo que nos falta probar es que todos los wavelets ortonormales están 
bien definidos. 
Sea rp E W., una wavelet ortonormal, por el lema 2.3, 3vE L2 (T)y 27!-
periódica tal que: 
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(2.19) 
Como {v+-k) ; k E z} es una b.o.n de Wo . 
Iiw<~+2k7r)i2 =1; ctp~EIR 
keZ 
Reemplazando (2.19) en la última igualdad tenemos: 
jv(~)j=l; ctp~EIR 
Para simplificar nuestro trabajo, consideremos los wavelets construidos de 
la forma: 
(2.20) 
Como f// E Wo e W0 y usando la definición de mo tenemos: 
W(~)= 2~(-1}' a.( ~(;}-K(t-1) J 
f//(x)= 22;(-It a,¡p(2x-(k-1)) {2.21) 
keZ 
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Ejemplo 2.2. 
Considerando el ejemplo 2.1, note que: 
1 1 
=-.,. (x)+-" (x) 2 A-(-2.-1) 2 A-(-1,0) 
1 1 
= -q.~(x) + -q.~(x+ 1) 
2 2 
Usando (2.21) 
'1'( x) = X[-1,-112) ( x )- X¡-112.0) (x) (2.22) 
Esta función que hemos hallada es conocida como la Wavelet de Haar con 
filtro pasa bajo asociado: 
(2.23) 
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Afirmación 2.2. 
"Si '1/ es una wavelet ortonormal y (/J su función escala asociada entonces: 
números reales acotada en l su limite existe. Usando el Lema de Fatun 
= 
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Por lo tanto: 
entonces: 
(2.24) 
Ejemplo 2.3. 
A 
Por el ejemplo 1.3 tenemos que 'P(~)= ;r1 (~) con 1 =[-211",-11"]U[11",211"] es 
una wavelet ortonormal, entonces: 
Usando (2.24) y (2.25) tenemos: 
A 
tp(~) = %¡-•.•!(~) (2.26) 
Sea V¡= expansión{ll'i..t; k E z} luego tendremos que {V¡: j E Z} es un MRA 
si ~ {~o) E Vo, esto es equivalente a hallar mo que satisface (2.13) y este es : 
(2.27) 
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Usando (2.19) tenemos: 
(2.28) 
Esta función se le conoce con el nombre de la Wavelet de Shannon. 
t 
5 
-3 .. -1 o 
' 
2 3 
' 
5 S 
Ejemplo 2.4. "La Wavelet de Lemarié- Meyer" 
Hemos visto que la Wavelet de Lemarié - Meyer tiene la forma: 
Donde b( •) una función par sobre R , restringida a [O, oo) es una función 
campana para [tr,2tr] con O< & $ 8 y e'= 2&. 
3 
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Usando (2.24) tenemos: 
Tomando: 
l, q>"O ,j,;j:SJT-& 
s,(q + Jr),-Jr-&:S,; < -JT +& 
s,(JT-&), JT-&<q:SJT+& 
O, en otro caso 
11¡ = expansión{q~1_.; k E z} 
A 
"'o(q) = q~(2q), - JT :S,;< JT 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
Podemos ver que { V1 : j E z} es un MRA con función escala y filtro pasa ~jo 
asociado. 
Proposición 2.3. 
a. Si q~ es una función escala en un MRA y ~~~ es continua, entonces : 
A 
q~(2b) =0, \>'k E Z-{0} 
b. Si ~pes un wavelet ortonormal construida por la función escala (a) vía la 
proposición 2 , !mol y jvj son continuas, entonces : 
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A 
~p(4klr)=0 ,'tkeZ 
Demostración: 
a. Supongamos rp(2krJT) * O ,para algún k0 *O ( ~~(2k011' )1 = a > O), entonces 
gracias a la continuidad de ~~~ tendríamos 
para q e [-e,e] lo que es una contradicción. 
b. Note que por la proposición 2.2 
(2.33) 
Además m0(0) = 1 lo que implica que "'o(11') =O (Use el corolario 2.1). 
Reemplazando estos dos datos en (2.33) tenemos el resultado deseado. 
Uno podría esperar que todos los wavelets ortonormales se generen 
gracias a un MRA, pero esto desgraciadamente no es cierto como lo veremos en el 
siguiente ejemplo. 
Ejemplo 2.5. 
Sea (2.34) 
73 
Si asumimos que 1/1'(·) es una wavelet ortononnal (cosa que es cierta), veremos 
que esta no se desprende de un MRA. Usando (2.24) tenemos: 
~(/;) = { 1 ,O<¡;~ 4x/7 ó x ~ ¡¡;¡ ~ 8x 17 ó 2x ~ ¡¡;¡ ~ 16x/7 (2.35) 
O , en otro caso 
Sea 1 = (O, 2;) entonces ~~(~)~ = 1 , V~ e 1 . . Ademas si ~ E 1 tenemos 
1~( ~ + 211" )1 = 1 , esto implicarla que L jqJ( ~ + 2k11" )j2 2!: 2 lo que contradice la keZ 
proposición 2.1. 
Si usamos la proposición 2.1 y (2.24) tenemos: 
(2.36) 
Si 1/1'(·) es una wavelet ortonormal. 
Esto es solo una condición necesaria, la condición suficiente esta fuera de los 
alcances de la tesis pero se puede consultar la bibliografia (HW, Da). 
Definición 2.3. "Mayorante Radial" 
Dada una fimción qJ, definimos su fUnción Mayorante Radial (Mayorante Par) 
denotada por R., como: 
R.,(x) = sup.escjqJ(t)j 
M*l 
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Ejemplo 2.6. 
a. Considerando la función escala de la Wavelet de Haar, se puede ver que 
~(x)={ ~ 
además R., EL' (IR). 
,JxJ :2: 1 
,JxJ<l 
(2.37) 
A 
b. En el caso de la función escala de la Wavelet de Lemarié-Meyer, note que (/) 
tiene soporte compacto, entonces 3 R., y además R., E I! (IR). 
c. En el caso de la Wavelet de Shannon tenemos: 
R,(x) = Sup.esc lsen(nt)l 
teA, fJr 
A, =(-oo,-x]U[x,oo) 
se ve claramente que R., ~ L1 (IR) . 
Afirmación 2.3. 
a. R., es par. 
b. R., decrece sobre [O,oo) 
Proposición 2.4. 
Si rp es una función escala en un MRA, acotada y su mayorante radial 
R., E L' (IR), entonces el filtro pasa bajo "'o E C( T) . 
Demostración: 
Sabemos que Jrp(x)J!>R.,(x) ctpxEIR ,ademas: 
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iatl=_!. J rp(x/2)rp(x+k)dx + J rp(x/2)rp(x+k)dx 
2 ¡.j<jkl/2 Pl>li!l2 
1. Si lxl < lkl 12 entonces lx + kl > lkl 12 
R,.(ikil 2) <!: R.,(ix+ ki) <!: irp(x+ k)i 
n. lxl<!:lkl/2 entonces R.,(ikl14)<!:lrp(x/2)1 
Ademas como ~ EL' (IR), entonces rp E L1(IR) 
Entonces: 
® 
~]atl = c(rp)LR.,(ikil 4) = 2c(rp)L~(kl 4) 
kEZ keZ k=l 
® ® k 
Ilatl = 2c(rp)f ~(x/4)dx= 2c(rp)L J R.,(x/4)dx<oo 
keZ o k""l .t--1 
Proposición 2.5. 
Si rp es una función escala en un MRA, su función mayorante radial 
A 
~ E L1(IR) y rp(O) = 1, entonces : 
A ® 
rp( .;) = n "'o (2-j .;) 
j=l 
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Demostración: 
Iterando (2. 13) tenemos 
A N 
QJ{~)=QJ{TN~)flm,(T1~) ,N~1 
jcl 
Como R., E E(JR) , entonces lf' E E(R), luego es continua y por el teorema 2.2 
tenemos ~~(0)1 = 1, luego 
A 
m0(0) = lim lf'52~ = 1 y 
< lf'(~) 
A A 
lim ll m(T1 ~) = lim lf'(~) = lf'(~) 
N i=! N ~(2-N ~ ~(O) 
con esto termina lo que queríamos probar. 
Podemos obtener mas regularidad en los filtros pasa bajo asumiendo que existe 
m J (1 +lxl2)m dt =cm<«> 
lo que es igual a: 
Usando la desigualdad de Schwarz y la normalidad de rp se puede ver que: 
Si mE'Z/ ,m> 2, esta ultima desigualdad implica que el filtro pasa bajo 
m0 = _LaketkG" EC .... 2 (T). 
keZ 
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(2.39) 
(2.40) 
Definición 2.4. "Decaimiento Polimonial" 
Decimos que unafimción <pes de decaimiento infinito en L2(1R) si: 
Proposición 2.6. 
Si (/J es una función escala de un MRA y tiene decaimiento polinomial, el filtro 
A 
pasa bajo "'o E e~ (T). Si adicionalmente <p(O) = 1 tenemos: 
A ~ 
<p(tff> =TI m. <2-j ;) 
j==l 
Demostración: 
(Ver bibliografia HW, página 68) 
2.3. CONSTRUCCIÓN DE W A VELETS DE 
SOPORTE COMPACTO 
En esta sección asumiremos que m0 satisface: 
m0 E e' y es 21t periódica 
Hemos visto que iterando (2.13) tenemos 
78 
(2.41) 
A N 
rp(~)=rp(2-N ~)n m0 (T1 C:) 
I=I 
A A 
El teorema 2.2 nos permite esperar que(/) sea continua en O y además que (/)(0)=1. 
"' Además el producto infinito n mo(2-j ~) claramente converge para cada ~E lR. 
j=l 
Por otro lado: 
= ~(~)l111o(2-(N+I)~)-lj 
~~+I(C:)- ~(~)~ $lmo(2-(N+IJ~)-mo(O)I 
Gracias a esta desigualdad podemos ver que: 
esto demuestra que la sucesión (il. (C:) )..N no solo converge sino que lo hace 
uniformemente sobre un conjunto acotado. 
Ahora definimos (/) por: 
A "' 
rp(C:) = n 111o(T1 ~) ,.; E lR 
j=l 
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(2.42) 
Sabemos que 
111o(~) = ¿akelk< (2.43) 
keZ 
Si rp es de Soporte Compacto, solo un número finito de ak es diferente de cero. Así 
m0 debe ser un polinomio trigonométrico, el más sencillo ejemplo de esto lo constituye 
la Wavelet de Haar donde: 
1 "<" m0{~) = -(1 +e' ) 2 
Teorema 2.3. 
Sea r E z+. sea lf/ E C' (JR) tal que: 
Sí {lf/ik j,k E z} es un s.o.n de L2(JR), entonces todos los momentos de lf/ hasta el 
orden r serán nulos, es decir: 
Demostración: 
a. 
Jxmlf/(x}dx=O ,Vm=O, ... r 
R 
tal que lf/(a) *O, luego 
f lf/(x)p(2i x- k)dx =O {j,k) .. (0,0) 
R 
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J'l'(x)¡/(2i(x-a))dx= J'l'(a+riy)!f'(Y)dy =O 
R R 
Si j ~ oo entonces f !f'(X)dx = 0 
R 
X 
b. r=l,Sr=lea O(x)= Jlf'(y)dy noteque: 
"' "' 
J Xlf'(x)dx =- J O(x)dx 
entonces lo que nos basta probar es que la parte derecha de la última igualdad es cero. 
Dado que '1' no es constante y 1¡/ es continua, existe a= 2-i. k0 tal que lf/( a) *-O 
J !f'(x)'l'(2i(x-a))dx =O 
R 
integrando por partes tenemos: 
=> f'!''(x)0(2i(x-a))dx=0 
R 
=> J '1''(2y+a)O(y)dy=0 
R 
Aplicando el mismo procedimiento de la parte (a) obtenemos el resultado 
deseado. 
c. Supongamos que todos Jos momentos hasta r -1 son ceros, podemos integrar '1' 
r-veces y obtener funciones 01 =0,02 , ••• ,0, tal que 9í=91_1 y ej~o 
Vi= l, ... ,r. 
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Además existen constantes c1 tal que: 
1
6 (x)l < C¡ / = l, r 
t - (1 + lxlrl+l+e , 
Si integramos por partes podemos ver que J x'tp(x)dx =O es equivalente a 
R 
Entonces si tp no es un polinomio y tp<'> es continua, 3 a= T lo k0 con 
J tp(x)tp(21(x-a))dx =O. 
R 
integrando por partes: 
J tp'(x)8,(21(x-a))dx =O 
R 
Obtendremos el resultado deseado cambiando de variable y haciendo j ~ oo .o 
Proposición 2. 7. 
Sea tpeL~(lR) una función tal que ltp(x)l~ ~~ t+ ; clp;elR,E>O. Si (1+ ) e 
{ tp1_, : j, k e Z} es un s.o.n en L2 (lR), entonces: 
J lf/(x)dx =O 
IR 
Nota 2.2. 
Dado que :;m r#{o) = ( -i)m! ~lf/(x)dx bajo las hipótesis del teorema 2.3 
tenernos: 
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dm A 
d~mf//(0)=0, m=O, ... ,r 
Corolario 2.2. 
Sea f// E L2 (lR) una función en la Clase de Schwartz S tal que {f//1 ... j,k E z} es 
un s.o.n en L2 (1R) entonces: 
Demostración: 
dm A 
-f//(0)=0 , m=0,1,2, ... 
d~m 
(Ver bibliografía HW, página 75) 
Teorema 2.4. 
Sea f// E L2 (JR) una fimción de Soporte Compacto tal que f// E e~ entonces 
{f//1.1 j,k E z} no puede ser un s.o.n en L2 (lR) donde: 
Demostración: 
Si { f//¡.1: j,kE Z} es un s.o.n en L2 (1R) podemos aplicar el teorema 2.3 sobre 
f//, es decir todos los momentos de esta son nulos. Aun más: 
f p(x)f//(x)dx =O 
R 
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para todo polinomio p en la variable x. Dado que rp tiene soporte compacto el 
Teorema de Aproximación de Weierstrass nos asegura que dado un &>0, 3 p(x) tal 
que 
sup¡rp(x)- p(x)l < s 
zeK 
K= sop(rp) 
(2.44) 
Además: 
lllf/~ = f rp(x)rp(x)dx = f[rp(x)- p(x)] rp(x)dx 
R R 
~ flrp(x)-p(x)lj~ 
R 
Dado que lllf/~1 < oo y s > O es arbitrariamente pequeño, entonces lllf/~ = O lo 
que contradice la normalidad del sistema. 
Nota 2.3. 
a. Solo podemos esperar un wavelet de soporte compacto cuanto más de clase 
C'(lR),rEZ/. 
b. La proposición (7), nos dice que si rp es un wavelet de soporte compacto 
acotado entonces: 
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J lf.'(x)cú- =O o equivalentemente tP(O) =O 
R 
c. Si deseamos una wavelet ortonormal lf/ con soporte compacto, tal que 
lf/ E C" ( JR) debemos tener: 
Proposición 2.8. 
. J x1 lf.'(x)cú- =O , 1 = O, ... ,n 
R 
Sea m0 una función definida sobre lR que satisface (2.41) entonces la función 
A ~ 
escala rp definida por rp(~)= n~~~o(Tj~)eL2 (1R} y llrpll2 :Sl 
j=l 
Demostración: 
2"tt 2nt-l'Jt 
1n = f IIL (l;f di;= J IIL (1;)12 ~ 
-2"tt o 
dado que n. {.) es z•+I1T - periódica. 
2"tr 1!' tr 2 
= I in.<~)id~ + I in.<~+2N 11')1 d~ 
o o 
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Si repetimos este argumento tenemos: 
z, 
= 2 fimo<~;i áf. = 21t. 
o 
2 1\ l 
Dado que [Tin (!;)[ => <p(!;Í podemos aplicar el Lema de Fatuo a la 
1 1!'• 1 
=-lim f In (q)rdq=-limJ. =l. 2tr • • 2tr • 
-1!'. 
entonces QJ e L2 (lR) Y 11'1'1b ~ 1 
Ejemplo 2.7. 
Considerando la Wavelet de Haar sabemos que: 
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No es dificil comprobar que: 
que es equivalente a 
é-l 
¡~ 
rr~ ;z-H< ( 2-i-IJ<) ,.12 sen(~ /2) e cos ., =e o j=l ~ /2 
Es sencillo ver que (2.41) no son condiciones suficientes para aseguramos 
(2.38). Mostraremos que una condición suficiente esta dada por: 
(2.45) 
Entonces lo que necesitamos probar es que usando (2.41) y (2.45) tenemos 
G(~= Lltp(q+2k7r)!2 =1 
keZ 
De ahora en adelante asumiremos que m0 es un polinomial trigonométrico de la 
forma: 
M 
m0(~) = L a.e'k< 
k-;:;-M 
Lema 2.4. 
Sea m0 un polinomio trigonométrico que satisface (2.41) y rp definida por 
(2.38), entonces rp es una función de soporte compacto en L2 (R) y 
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G(~) =L.~~~+ 2ltr)l2 = L, c1eü< es un polinomio trigonométrico 
leZ finito 
Demostración: 
Si m0 es un polinomial trigonométrico, entonces fl es una combinación 
;{!:z~i¡+ 
lineal de términos de la forma e j=l donde -m :S 11 :S m. Aqui la transformada 
de Fourier de fl. (como una distribución) es una combinación lineal finita de 
funciones de Dirac, de la forma o., a= f2-1l1 ((o0 }"(1;) =e-ial;) donde a e [-m, m] 
J=l 
entonces la función «p definida en (2.38) es una función en L2 (lR) (Proposición 8) con 
soporte en [-m, m]. 
A 
Dado que rp e L2 (lR) entonces: 
G(~)= L~~~+2ktr)l2 
keZ 
es una función 2x-periód.ica en L1([0,2tr])aplicando el Teorema de Plancherel 
Como rp tiene soporte compacto, entonces solo hay un número finito de c1 
diferente de cero. 
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Teorema 2.5. 
Supongamos que mo un polinomio trigonométrico que satisface (2.41) y 
mo(l;) ;t O , \>'1; e [ -
2
n: , ~] , si tp esta definido por (2.38) luego {tp(·- k) : k e Z} es un 
s.o.n. 
Demostración: 
Lo que necesitamos probar es que G(l;) = 1 sobre [-n:, n:). Si 1 e Z, /;tO 
A 
entonces tp(2br) =O. 
En efecto: 1 = zP q con q impar de modo que el producto. 
Con este resultado G (O)= ~~(O )r = 1 
además: 
G(2~)= ~~~(2(~+hr))r 
= ~lmo(~+br)l'l~<~+ln)r 
Separando el sumando para 1 pares e impares podemos obtener: 
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a. Seam= min G(~)yescogemos~0 e[-tr,tr] <•[-•.•] 
111o (~)*O, reemplazando en (2.46) 
>m 
lo que es una contradicción, entonces 
de esto tenemos 1 =G(O)=m 
b. Sea m= sup G(~) y tomando ~1 e[-tr,tr] N-•.•1 
tal que G(~)=m. Si a(~ )<m 
Dado que m0 ( ~ ) *O tenemos 
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m=G(;t)= ~~~oG ;1 r aG;l)+ "'oG;l +1f r GG~ +7r) 
>mm.G;~r +mm.G;~u r 
>m 
Así aG; )=m. 
Iterando y tomando el límite G (O)= m . 
Así de (a) y (b) tenemos G(;)=1 
Si m0 es un filtro polinomio trigonométrico que satisface (2.41) y (2.38) 
podemos construir un MRA asociado a este: 
V0 = expansión{q>( -k), k e Z} 
Si (pf)(x)=/(2x) entonces 
Y¡=pi(Y,¡) , jeZ-{0} 
La propiedad (2.1) es equidistante a mostrar que V_1 e: V0 ; pero la definición de 
q> nos da ~(2;)=~~~o(;)~(;)GQ>(;)ef',¡ ). y dado que V0 es en variante por 
traslaciones enteras tenemos el resultado deseado; (2.2) se sigue de la definición de los 
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A 
~ ; (2.5) esta dada por el teorema 2.4; dado que rp es continua en cero, los teoremas 
2.1, 2.2 nos dan (2.3) y (2.4). 
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CAPITULO ID 
WA VELETS DE BANDA 
LIMITADA 
Definición 3.1. "Función de Banda Limitada" 
"Una ftmción fE L2 (lR) se dice que es de banda limitada si el soporte 
A 
de f esta contenido en un intervalo finito" 
3.1 ORTONORMALIDAD 
Supongamos que fJJ' es una wavelet ortononnal, luego {lf'i..t; j,k E z} es 
un s.o.n. donde: 
Decir que {wu ; k E z} es ortononnal es equivalente gracias a la 
proposición 2.1 a 
¿¡,;,(, + 2ktr >12 = 1 Clp' E JR 
keZ 
(3.1) 
Pero note que: 
(lf/j,k>lf/¡,1) = 21flf/(21x-k)lf/(21x-l)dx 
R 
= J lf/(x-k)lf/(x-l)dx 
R 
Esto nos dice que el sistema {lf/1.k;j,kEZ} es ortononnal pam cada 
j E Z cuando (3.1) se cumple. Además: 
j-n 
(lf/J.k•lf/•.m} = 2 2-j lf/(21 x-k )lf/(2" x-m}lx 
R 
j-n --
= z"""2 J lf/(21(z-"(x-m))-k )lf/(x)ix 
R 
j-n --
= 22 flf/(21-"x+21-"m-k)lf/(x)ix 
" 
Si j>n,tomandol=j-n y p=-21-"+k, tenemos: 
Esto nos dice que la ortononnalidad entre lf/¡.~< y lf/ •. m pam j > n y 
k,mEZ puede ser reducida alaortononnalidadentre lf/¡.1< y lf/ con j>O,kEZ. 
Por el teorema de Plancherel y si j ~ I,k E Z. 
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Entonces: 
esto es "i/ k E Z,j <:: 1 
Esto muestra que: 
A A L'P'(21 (~+2k7r))lp(~+2k7t)=0 ctp~ E lR (3.2) 
keZ 
Las condiciones (3.1) y (3.2) son condiciones necesarias y suficientes para 
analizar la ortononnalídad del sistema {'fi'J..t; j,k E z}. 
Definamos 
A A ri~)= L'P'(21(~+2k7r))'JI'(~+2k7r) ,fEZ (3.3) 
teZ 
Luego: 
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flri4*4 = f:Lw<2j(4+2k1r))w<4+2k1r) 4 
T T k.Z 
:;; :Lf w<2j(4+2ktr))w(4+2k1r) 4 
keZT 
Entonces r i E L2{T), Vj E Z y nos da la convergencia absoluta en casi todo punto 
de (3.1) y (3.2). 
Sea: 
donde W¡ = expansion{~pj.k ;j,k E z} entonces si f EJ!(JR) tenemos: 
(3.4) 
Dado que: 
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A 
tenemOS que {YJ..t ;k E z} es una b.o.n de (~) donde: 
(3.5) 
entonces podemos definir 
Consideremos las funciones 
A A 
giu)= f(u)llf(2-1u) (3.7) 
0(u)= 'f.gi(+21+1br) (3.8) 
/eZ 
Donde 0 es 21+17C periódica igual que lo son las funciones 
(3.9) 
de hecho, el Sistema {Ef ;k eZ} es una b.o.n. para L2([ 0,21+17C ]>,además: 
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(3.10) 
donde el producto interno de la derecha es el asociado al espacio L2<[ 0,21+111' ]> 
De (3.10) podemos deducir que: 
(3.11) 
con convergencia en L2<[ 0,2J+l1l' ]> 
Reemplazando (3.7) en (3.8) tenemos: 
(3.12) 
Teorema 3.1. 
Supongamos fE L2(JR) 
a. fes ortogonal a W¡ 
" " Lf(~ + 21+1 k1l')lf'(2-1 ~ + 2k1l')= O ,ctp ~E lR 
keZ 
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b. Para el operador proyección tenemos 
(Q1Jf <~> =;;,<2-1 ~>Lt<~ + 21+1 kn->;;,<2-j ~ + 2k.1r) ,ctp ~e IR 
keZ 
Demostración: 
a. Es inmediata 
b. Noteque 
A A 
rp(2-1 ~> ¿ J<q + 21+1 k1r )rp(2-1 q + 2ktt > 
keZ 
3.2. COMPLETITUD 
El resultado principal de esta sección será aprobar que las condiciones: 
¿¡;;,(21 q)r = 1 ctp en IR -{0} (3.13) 
1EZ 
® A A 
Lrp(T1q)rp(21(q+2hr))=0 ctpenJR ke2Z+1 (3.14) 
j=ll 
99 
Caracterizan la completitud de un s.o.n. {'I'J.k ;j,k e z}. Note que si es un 
wavelet de banda limitada podemos encontrar un entero J, tal que 
sop( ,P.) e ( -2J 1r,2J 1r ). (Asumiremos esta relación a lo largo de la sección.) 
Lema 3.1. 
A 
Supongamos que f eL2(lR) y f tiene soporte contenido en 1 =(a,b) 
donde b-a~rJn y 1n[-n,tr]=0,entonces 'V jeZ 
Demostración: 
i) Si k> O tenemos 
ii) Si k< O tenemos 
En ambos casos q + 21+1 k1r E 1. 
Entonces usando la parte (b) del teorema 3.1 se obtiene el resultado 
deseado. 
b. -j>J 
lOO 
De (a) y (b) se tiene el resultado buscado 
Teorema 3.2. 
Si lf' es Wlf1 wave/et ortonorma/ de banda limitada, entonces: 
Ll/¡,(21 .;)12 = 1 ctp.; e lR- {O}. 
JEZ 
Demostración: 
Sea W ( .;) = L ¡:;,(21 .;)12 
jeZ 
Note que "i/ne Z: 
W(2".;) = L¡:;,(2j+n .;)12 = Ll:;,(2j .;)12 = W(.;) 
jeZ JEZ 
entonces es suficiente que: 
W(.;)=l ctp.; e(-2H,-H)U(H,27r) 
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Note que el intervalo ( 71", 271") , excepto pam un número finito de puntos, 
puede ser expresado como la unión de :t intervalos con las propiedades descritas 
en el lema anterior; así, es suficiente probar la igualdad pam c.t.p. 1; E J, donde 1 
es el descrito en el lema 3.1. 
A 
'<:/ m E z+ con sop(f) e 1 
Además: 
(3.16) 
entonces de (3.15) y (3.16) tenemos 
M'A l esto muestra que la serie 1~ rp( 2-1.; 'l converge aún más: 
Si j ~ ao tenemos el resultado buscado. 
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Proposición 3.1. 
Si 1¡1 es de banda Jimitada,l,;.l es continua en cero y {~¡~1.k ;j,k e z} es 
" un s.o.n entonces 1¡1{0) =O. 
Demostración: 
Dado que 1¡1 es ortogonal a fV_; , Vj *O la parte (b) del teorema 3.1 nos 
dice: 
" " L"'(~ +21+1kJr)lf/(2-J ~ + 2kJr) =O ctp ~e IR,j *O (3.17) 
keZ 
Como sop(,;.) e ( -21 tr ,21 tr) tenemos: 
(3.17) tenemos 
Si j --. oo y usando la continuidad de ¡,;.¡en cero tenemos: 
" " ~¡~(~)~¡~(O) =0 ctp.;eJR. 
" ~¡~(0)=0 ctp~eJie. 
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ii) En este caso j < J la prueba es similar. 
Teorema 3.3. 
A 
Si 1fF es una wavelet ortonorma/ de banda limitada, tal que 1fF es continua 
A 
en cero, entonces 1fF = O c.t.p en una vecindad abierta del origen. 
Demostración: 
(Ver Bibliografia HW, página 109) 
Teorema 3.4. 
A 
Si 1fF es una wavelet ortonormal de banda limitada, tal que 1fF es continua 
en cero, entonces para q e 2Z + 1 tenemos: 
Demostración: 
Usando la parte ( b) del teorema 3.1 tenemos 
Dado que ~~~ es continua en cero, por el teorema 3.3 .podemos bailar un 
JeN,talque 
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Tomando k=2P-lq ;qe2Z+1 ;p?.j tenemos: 
Sumando Vj e Z y usando el teorema 3.1 
f(~)= }2(QJ/f(~) 
j.Z 
(Note que hemos podido intercambiar los sumandos ya que estos son finitos dado 
" que lf/ es de banda limitada). 
Así: 
ctp ~ e(-b.-a)U(a,b) 
Definamos: 
Tomando 1= p- j en(3.18)tenemos 
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0= L ¿J(~+2p+lqH)Lr?(2'-p~}Y(i-p~+21+1qH) 
qelZ+I peZ 1>0 
0= L Lf(~+2,.1qH)'I.(2-p:) cq,:E(-b,-a)U(a,b) 
qelZ+IpeZ 
Si fijamos un q0 E 2Z+ 1 y p0 =0; para cada ~ E(-b,-a)U(a,b) existe 
un j>O tal que U=(~+2qoJI"-o,~0 +2qoJI"+o) no contiene puntos de la 
forma .;.+2P•1qHsi (p,q)*(O,q.). (Esto podemos hacerlo ya que solo un 
número finito de p, q están involucrados). 
A 
Si f = Zu entonces 
cq,: E(:. -.s,:. +o)n{(-b,-a)U(a,b)} 
Dado que:. es un punto arbitrario de (-b,-a)U(a,b) la última igualdad 
es cierta para c. t. p. : E(-b,-a)U(a,b). Tomando a-+O,j -+oo vemos que: 
A 
Note que h .. (:)=O,si :=o yaque ~¡~(0)=0. 
Esto termina con la prueba ya que hemos tomado un q. arbitrario.o 
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Teorema 3.5. 
" Supongamos que lf/ E L2(JR) es una fimción de banda limitada. tal que lf/ 
es cero en una vecindad abierta de el origen y {lf/J,k ;j,k E z} es un s.o.n. que 
satisface (3.13) y (3./4) entonces lf/ es un wavelet ortonormal. 
Demostración: 
Es suficiente mostrar que L(QJ)"(q)=f(q) ctpqEJR., V/EL2(lR.), 
JeZ 
donde Q1 es la proyección ortogonal sobre ~. 
Sabemos: 
Fijando j y k'# O entonces 21 k= 212P q, p ;e: O y q E 2Z +l. Dado que lf/ 
" es de banda limitada y lf/ es cero en una vecindad del origen (abierta) cuando 
sumemos la última expresión sobre j podremos intercambiar el orden sumandos. 
Sea q=2"u,k=n- j 
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L,(Q1ff(~)= f(~)+ L, L,f(2"u+2".1qH )L,,P(2"-1u),P(2-1 (2"u+2"•1q7r )} 
jeZ qe2Z+l nEZ }5n 
= f(~)+ L, L,/(2"(~+2qlr ))L,,P(21~),P(21 ~+21•1 q¡r) 
qe2Z+lneZ k~ 
A 
=f(q) ctpqElR 
Teorema 3.6. 
A 
Si lf/ E L2 (JR) es WUl fimción de banda limitada, tal que lf/ es cero en WUl 
vecindad de el origen y {1?1,1 ;j,k E z} es un s.o.n. entonces el sistema es 
completo si y solo si 
f,P{21\!'),P(21 (\!'+2b))=0 ,kE2Z+l ctp\!'ElR. 
j:{) 
Demostración: 
Este resultado se obtiene como conclusión de toda la sección. 
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3.3 LA WA VELET JJ~ LEMARiE-MEY ~K 
En la sección 1.4 presentamos los wavelets de Lemarie---Meyer y 
mostramos como pueden ser construidas gracias a las bases locales de senos y 
cosenos. En esta sección daremos una completa caracteristica de ellos. 
Teorema 3.7. 
Supongamos que lf/EL2 (1R) y h=I,PI es unafonción par continua con 
soporte contenido en 
. A 
e,e' >O,e+e' 5.tr y e,e' son mínimos en el soporte de lf/, entonces lf/ es una 
wavelet ortonormal si y solo si 
i) b2 (~)+b2 (4tr-~)=1 , ~e[2tr-e',2tr+e'] 
ii) b2 (~)+b2 (2tr-~)=1 , ~ e(Jr-&,Jr+e] 
iv) e' =2& 
vi) ,P(~)=eia(<lb(~). donde a satisface 
a(~ +Jr )-2(a(~ +Jr ))-a(~-.11' )+a(2(~ -Jr ))=(2m(~)+ 1).1r 
para algún m(~)e.Z;V~e(-e,e] 
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Nota 3.1. 
a. Observe que (i), (ii), (iii) y (v) son condiciones que una función campana para 
[ JT, 2JT J debe cumplir si extendemos este intervalo por " E " a la izquierda de 
JT y E. a la derecha de 2JT . 
Note además que estas condiciones no son independientes. Veremos que (üj, 
(iv) y (v) implican (1} 
Para ne[-E,E} ,(v)nosdalasecuaciones 
Por(ii) 
b(JT+n)=b(2JT-2n) 
b(JT-n)=b(2JT+2n) 
(3.19) 
(3.20) 
b2 (JT +n)+b2 (JT-n) =b2 (JT+n)+b2 (2JT -(JT +n))= l (3.21) 
Sustituyendo (3.19) y (3.20) en (3.21). 
b2 (2JT-2n)+b2 (2JT+2n)=1 ; ne[-E,E} (3.22) 
Luego q = 2JT +2ne [211'- 2E,211' + 2E}= [ 2JT-é,2JT+E'] 
Entonces reformulando (3.22) tenemos: 
b2 (q)+b2 ( 4JT -q)= 1; q e[ 211' -E',2JT+E'] 
que es la condición (1} 
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A 
b. Este teorema caracteriza los wavelets para los cuales lf/ es continua y cuyo 
soporte que es cenado contiene al soporte de la Transformada de Fourier de la 
Wavelet de Sbannon. 
c. La más elemental solución de la ecuación funcional (vi) es a(~)=~~, esto 
puede ser fácilmente comprobado. 
Demostración del Teorema 3. 7. 
( =>) Si lf/ es un wavelet ortonormal, entonces 
A!(~)= Il~(~+2kn)l2 = Lb2 (~+2kn)=l (3.23) 
.tEZ teZ 
i) Si ~e [ 2n-e', 2n +e'] , entonces .; + 2b E sop( b) excepto k = O, k = -2, 
luego (3.23) se reduce a (í). 
ii) Si .; e[n-e,n+e] entonces q+2knE sop(b) excepto k= O ó k= -1 y en 
este caso al rescribir (3 .23) obtenemos (ú). 
iü) q e[n+e,2n-e'] entonces~ +2knEsop(b) excepto k= O, luego 
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A 
iv) Dado que lf/ es de bada limitada y lf/ = O en una vecindad de el origen, 
podemos aplicar el teorema 3.6 con k= -1, luego 
(3.24) 
luego (3.24) se reduce a: 
A A A A , 
lf/(q)lf/(q-2n-}+lf/(q)lf/(2(q-21r))=0; qelR 
b(q)b(2Jr -;) = b(2;)b( 4Jr-2;) (3.25) 
de vacío, luego la igualdad ( i) se mantiene para ; e ( 2Jr -e", 271" - 2&) es decir 
Como 
Entonces 
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(3.27) 
Además de (ih') 
Así b(~)>O en una vecindad de 2Jr-e·. Se sigue de (iv) y (v) que el 
vector unitario continuo (b(~),b(4s-~)) debe coincidir con (1,0) en esta 
vecindad Por continuidad debemos tener: 
Tomando u=4JT-~ luego: 
b(u )=O, u e(2n + 2e,2n +e') 
pero esto contradice la minimalidad de e', asi e' S 2& . 
Similar análisis se puede hacer para probar que e' ~ 2& . 
v) Por el teorema 3.1 parte (a) con f = r¡¡ ..LW_1 tenemos: 
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Si :e [-e, e], solo Jos términos correspondientes a k = -1 y k = 1 son 
diferentes de cero en la última igualdad (e' = 2e, e+ e' !> 1t) . 
Entonces: 
esto implica que: 
Usando (í), (üj y e' = 2e entonces: 
= b2 (2(: -tT ))[ b2(: -1t)+b2(: u)] 
=b2 (2(:-1t)) 
vi) Note que la ecuación (3.28) nos dice que Jos vectores 
son ortogonales. Además (1j y (ií) implican que son unitarios sobre [-e,e]. 
Así 
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Existe a(q)e[-c,c] talque: 
e0 {<) ( b(q +Jr )e*'<<+-<) ,b(q -tr )e*'<<-•)) = { b(2(q -1r )VIa{*-•l) ,b( 2(q +Jr) )e -la{2(<u))) 
Además por (v) 
b(q +n")= b(2(q -Jr )) 
b(q-Jr)=b(2(q +Jr )) 
y usando el hecho que b es par 
Siempre que q e[-c,c], de (3.29) y (3.30) 
a(q + 1r )+ 2(a(q-Jr ))-1r = a(q +Jr )+a(2(q +Jr )) 
En general 
-1 = e(2m{<)+l).o ,m(q)e Z. 
Con lo cual se obtiene el resultado deseado.o 
<= 
a. Ortonormalidad 
A 
(3.29) 
(3.30) 
Para probar la ortonormalidad necesitamos ver que 1.fF cumple (3.1) y 
(3.2). 
ll5 
i) Note que (3.1) es equivalente a (3.23) (Dejamos al lector esta prueba que es 
sencilla solo se necesita ( i), (ii), ( iii) 
ii) Para probar (3.2) mostraremos 
el> 1 (.;)= :¿,P(21 (,; +2kJI" )pY(,; + 2k!r )= 0, ctp,; E IR ,j;:: 1 
keZ 
Dado que el> 1 es 2x periódica solo necesitamos verificar esto en un 
intervalo de longitud 2x. 
Si: 
Asl 
Cuandoj =1 (3.2) es equivalente a: 
este a su vez es equivalente a: 
A A A A 
!V( 2(.; + 271" ))!V(.; +JI")+ !V( 2(.;- JI" ))!V(,; -JI")= 0,.; E [-71",71"] 
Pero cuando .; E [-K, -c]U[&,JI"] uno de Jos factores de cada término es 
cero. 
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Cuando q E [-c,c], podemos obtener nuestro resultado utilimdo ligando 
el procedimiento para probar (v) pero de forma invertida. 
Así {'1'1•1 ; j,k E z} es un s.o.n. Observe que en este argmnento no hemos 
utilimdo la minimalidad de e y e· = 2c. 
b. Completitud 
Una forma de probar esto sería mostrando que el sistema satisface (3.14) y 
(3.15). Pero, baremos una prueba diferente que nos permitirán hacer algunas 
observaciones concernientes a las hipótesis necesarias para probar la completitud. 
Supongamos que fE L2 (.IR) y f es ortogonal a todos los elementos del 
Sistema {lfl'¡.k ;j,kEZ}, entonces mostraremos que f=O o su equivalente 
A 
f=O, ctpqE.IR. 
- ~ '; 
Note que si para algún g, g ( q) = g( -q) es sencillo ver que g = g . 
A A A 
Entonces f l..lfl' J.k (esto es f l..lfl' J.k) es equivalente a probar que 
A A A 
f l.. V/j.k =V/J.-k . 
Dado que {lfl'j.k; j,k E z} es una b.o.n si y solo si {V/j.-k; j,k E z}, lo es, 
suficiente probar que: 
A 
f(q)=O, qE(O,oo) 
Mas aun, es suficiente probar que 
A 
f(q)= O, ctpq E [Jr-c,2(K-c)] 
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( o algún intervalo de la fonna ( a,2a), a> O), dado que parn cada m e Z, 
g = 1(2"'(-}).1 1?1.1 , 'f!j,k e Z es equivalente a 
1 .L rp1.k , 'f!j,k e Z 
(g,rpj,k) = 2-m/l (1,1//-m,k) 
Ahora usaremos la parte (a) del teorema 3.1 con j =O (f .L W.,) entonces 
A A Ll(~+2kn'}rp(~+2k1r)=0; ctp~elR 
keZ 
Si ~e[JT+e,2(JT-e)] todo los ténninos de la última igualdad son ceros 
excepto k= O, entonces: 
Dado que ¡;,(~~=1 en(iüjyusando(iv)tenemos: · 
Falta probar que: 
A 
1(~)= O.~ e [JT-&,JT+e) 
que es equivalente a: 
A A A A 1(~-n)rp(~-JT)+ 1(4+n)rp(4+n)=O,(e[-e,e) (3.31) 
Si usamos la parte (a) del teorema 3.1 con j =-1, (f .LW_1) obtenemos: 
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Note que (3.31) y (3.32) forman un sistema de ecuaciones lineales con 
A A 
variables 1 ( q + tr), 1 (q- tr), cuyo determinante es: 
A A A 1\ 
Aq = ¡p(q -tr )¡p(2(q +tr ))-¡p(q +tr )lf/(2(q -tr )) 
Dado que H es par y usando (v), (vi) y (ii) tenemos: 
Entonces: 
A 
l(q)=O, qe[-tr-&,tr+&) 
lo que completa la prueba. 
3.4 C~JUCTERIZACIÓN DE ALGUNOS 
WAVELETSD~BANDALDMTADA 
Teorema 3.8. 
Supongamos que ¡peL2 (lR) y b=l~l tiene soporte contenido en 
[-8x 2n] [27t 8n] - 3-,-3 u 3, 3 , entonces lf/ es una wavelet ortonormal si y solo si: 
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a(:)+a( 2(:- 2tr ))-a(2:)-a(:-2tr) = ( 2m(q)+ 1 )tr 
Demostración: 
=> La ortononnalidad del Sistema {lfl'j,k , j,k E z} implica 
r;(:)=Lh2(:+2ktr)=1, ctp:EJR. 
keZ 
dada la periodicidad de r; , es suficiente analizar la función sobre [ 231t, s; J. 
Si es decir 
q + 2kfT ~ sop ( b) para k ~ 1 y k :S; -3 entonces la condición r; ( q) = 1 , clp q E J!t 
es equivalente a: 
h2(:-4tr)+b(q-21T)+b2(q)=l, ctp:E[~, 8;] 
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(3.33) 
Sobre [ 2;, ~ J, (3.33) implica 
lo cual es la condición (ü} ya que bes par. 
Sobre [ ~7t, s; l (3.33) implica 
(3.34) 
Note que lfl tiene banda limitada entonces podemos usar el teorema 3.2, 
luego 
.. 
~)2 (21~)= 1, ctp~ e IR 
jeZ 
Luego 
que es la condición ( i) 
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2( ) 2 (;) [411' 811'] b q-411' =b Z , ctpqe 3 ,3 
Ahom usando (3 .34) y (•") 
b2 (9-4H)=b2 (;) , ctpq e [ 4;, 8; J 
b2 (9)=b2 (;+2H), ctpqe[-:11', -;11'] 
que es la condición ( iü") 
Falta probar (iv). La ortononnalidad del Sistema también implica (3.2), 
entonces pamj = 1 
A A 
L'1'(2(9+2b))li/(9+2b)=0, ctpqelR 
.tez 
• [211' 81!'] (A) S1 9 e 3 , 3 , luego 2(q+2b )E sop '1' cuando k< -1 y k> O. 
Entonces: 
Entonces el sistema de dos vectores: 
[ 211' 81!'] esuns.o.n ctpqe 3 ,3 . 
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La ortononnalidad se deduce de (3.35) y la normalidad de (ii). 
Así, existe un o(•), tal que ctp,; E[~, 4; J 
implica 
(3.36) 
P J: [27r 4HJ J: 2 [-47r -21f] (•i). 1 . ara!> E 3 , 3 , tenemos!>- HE - 3-, 3- y u unp.lca 
(3.37) 
Reemplazando 2,; en (2.34) 
(3.38) 
Estas ecuaciones y (3.34) implican 
Luego tenemos: 
~<~<<> •·!<> -ia(l{:-2•))+.... ctp,; [21r 4H]n (h) e e =e E - - SO'f' 
, 3 , 3 
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ta(<l ia{<-2w) -ia{><l 4 [2:tr 4:tr]n( 1 (b)) e e =e ctp E - - -sop 
, 3 , 3 2 
esto implica que 
a(q)+a(2(q -2:tr ))-a(q-2:tr )-a(2q)=(2m(q)+ 1):tr 
a. Ortonormalidad 
De (fJ, (ii) y (üi) tenemos 
a) b(2(q-2:tr))=b(q), ctpq'e[2;, ~ J 
b) b(q-2:tr)=b(24), ctpqe[2;, ~ J 
(Note que (a) es equivalente a (üi), mientras (b) se deduce de (i) y (ü)). 
i) Ahora probaremos (3.1 ), esto es: 
r!(q)= 1, c.t.p. sobre un intervalo de longitud 21t. 
Consideremos el intervalo [ 2
3
1t, s; J 
Recordemos que: 
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r;<~>= rl;<~+2kR')I2 = rb2 (~+2klZ') 
kEZ keZ 
Si ~e [ 2; , 4; J todo los términos de la swna son ceros excepto k = O y 
k = -1, entonces. 
, gracias a (ü') 
Si ~e [ 4;, 8; J solos los términos con k = -2 y k = O son diferentes de 
cero, entonces: 
(Esto es gracias a (/) y (üi)) 
ü) Sea 
r! (~) =I;,P(21 (~ + 2ktr )p(~+ 2b) 
keZ 
A 
Sij ~ 2, entonces 21 (~+2k1r) y ~+2k1r caen fuera del soporte de r¡¡, 
entonces solo tenemos que considerar j = l. 
Pero r! es 21t, periódica, de modo que solo necesitamos analizar la 
fim . . bre [21t 81t] CIOOSO - -3 , 3 
125 
En este caso 2(~ +2klr )eo sop(,P) cuando k< -1 y k> O, luego 
Si usamos(a)y(b)tenemos 
b(2~)=0 ,de modo que ~(~)=0 
Si ~e [ 2;, 4; JnG sop(b) )n(sop(b )) , usamos (iv) y obtenemos 
esto completa la prueba. 
b. Completitud 
i) Para probar (3.13), apresaremos W en términos de b. 
Observe que (O, co) es la unión disjunta de intervalos de la fonna 
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usamos(i) 
esto muestra que 
W(~)=l, cp~e(O,oo) 
Un similar argumento muestra que 
W(~)=l, ctp~e(-oo,O) 
ii) Debemos probar 
donde 
Si k~ 3 y k S: -3. Entonces solo necesitamos probar que: 
[2tr 4tr] Parak=-1 y ~e 3 ,3 ,usamos(a)y(b)obtenemos 
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Usando (iv) es simple ver que h_1 (~)=0. 
Además: 
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CAPITULO IV 
TRANSFORMADA DISCRETA 
Y ALGORITMOS 
4.1. LA TRANSFORMADA DISCRETA DE 
FOURIER (DFT) Y LA TRANSFORMADA 
RÁPIDA DE FOURIER (FFT) 
Sea T el grupo de los números complejos de módulo 1, sea T N el 
subgrupo de T que consiste en las N- enésimas raíces de la unidad, esto es: 
{ ~~ } TN= reT,r=e N;k=0,1,2 ... ,N-1 
Se denota por P (T N) la colección de todas las fimciones f: T N -+IC con 
norma 
y con producto interno asociado 
(/,g)= L f(r)g(r) 
TETN 
(4.1) 
(4.2) 
(4.3) 
El sub grupo T N tiende a T a medida que N tiende al infinito. en varias formas. 
por ejemplo: 
1 1 2' 
lim- L: f(r)=-f !(e")dx 
N-- N reTN 2:tr o 
(4.4) 
Cuando fes continua en T. existe un análisis de Fourier sobre T N que es 
análogo con el análisis armónico sobre T. 
Definimos las funciones E1 , donde E1 (r)=~ que son las análogas a las 
exponenciales fildl en el caso de las clásicas series de Fourier. 
Esto nos permite pensar que { Jv E0 : k= O,l, ... ,N -1} es una b.o.n para 
P(TN). 
Para ver esto solo tenemos que veóficar que este es un s.o.n para el espacio N-
dimensional P (T N). 
En efecto: 
j_l_E _l_E)-_!_ ~ •-1 \.JN •• .JN 1 - N¿_.Y 
Si k= 1 • ellado derecho de ( 4.5) es l. 
2.-ik-1 
(4.5) 
Si k * 1, sea z =e N es una raíz N- enésimo de la unidad diferente de l. 
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Dado que 0=(1-z•)=(l-z)(l+z+z2 + ... +?-') y como z*I 
entonces 
(4.6) 
Def'mición 4.1 "Transformada Discreta de Fourier" 
Dada fE /2 (T N) definimos la Transformada Discreta de Fourier (DFI) de f 
comolafunción f: {0,1,2, ... ,N-1}-+IC con valores: 
(4.6) 
A 
Donde f(k)esllamadoe/ k -enésimocoeficientedeFourierde f 
A partir de esta definición. podemos hallar su fórmula de inversión que esta dada 
por: 
N-l" 
f(r)= Lf(k)E¡(r) (4.7) 
k .O 
Lo cual se puede deducir de (4.6) y del hecho que { }¡¡ Et,k =0,1,2, ... ,N -1} 
es una b.o.n. para /2 (T N). 
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2.;.!._ 
Sea w=e N y w1 = w', j=O,I, ... ,N -1 
Entonces podemos expresar (4.6) en forma matricial por: 
A 1 1 1 
[(O) 1 f(l) A Wt WN-1 f(w,) f(l) 1 
= = N 
A f(wN_,) f(N-1) 1 N-1 N-l w, ... ... WN-l 
e r-~ f(k) koO = ~ eAr<w,>t;: (4.8) 
Donde eN es una matriz del orden NxN. Note que .!.eN es unitaria, luego 
N 
(4.6) 5e desprende al multipJicar(4.8) p<ITaJDOOs )adOS por el filctoT eN• =()N eN r 
En aplicaciones, cuando usamos un computador para estimar la DFT es 
primordial tratar de amplificar y reducir el numeral de operaciones necesarias. Veremos 
que cuando N= 2• , q E N, el número de multiplicaciones necesarias para calcular la 
DFTpuedeserreducidaa 2Nlog(N). 
Teorema 4.1. 
Si N= 2• ,q E N entonces eN = E1.E2 .. .E. donde cada E1 es una matriz 
N x N, tal que cada fila tiene precisamente 2 entradas no nulas. 
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Demostración: 
Probaremos este resultado por inducción. 
a. Si q = 1 tenemos c2 = G ~ J y el teorema se cumple 
b. Si q = 2, un simple cálculo nos muestra: 
1 1 1 l 1 1 o o 1 o 1 o 
1 -i 1 i o o 1 l o 1 o 1 
e = = 4 1 -1 1 -1 1 -1 o o 1 o -1 o 
1 i -1 -i o o 1 -1 o -i o i 
c. Supongamos que el resultado es cierto pam N= 2•. 
Introduciremos 2 operaciones de matrices de orden n. 
Sea A = (a.t=, una matriz de orden n, definimos A# como la matriz de orden 
2n como: 
a" a,2 a,. o o o 
o o o a" a,2 a,. 
a2I a22 a2n o o o 
A#= o o o a2I a22 a· 2n 
a, o o o 
o o a,.. 
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También si B es una matriz de orden n, definimos Ir como una matriz de 
orden 2" dada por: 
Afirmamos que: 
(4.9) 
para cualquier P,Q y T matrices de orden n x n tales que PQ =T. 
En efecto: 
Sean p, las filas de P, i = 1, 2, ... ,n 
Sean q1 las columnas de Q,j=I,2, ... ,n 
Entonces: 
T =PQ=((p,,q1))" t,jtl 
Por otro lado: 
PI o 
o PI [~ :.J P"Qd = q. o o qi P. o 
o P. 
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o 
o 
= 
(p.,q.) o o 
o o (p.,ql) 
Sea u = e 
2-{~) la raiz N-enésima principal de la unidad y 
u1 = u1 ,j = 0,1, ... ,2N -1 
Definamos la matriz {U N )2N•lN por: 
donde: 
1 o o UN o 
o ut o UN+l 
D1= u2 , n;= 
-o ... . .. UN-1 o 
Podemos comprobar fácilmente que 
(Usar w1 = rl, ). 
Supongamos que: 
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o 
o 
(4.10) 
Reemplazando esta última igualdad en (4.1 O) 
Donde cada uno de los q + 1 factores tienen precisamente dos entradas no nulas 
en cada fila. 
4.2. ALGORITMOS DE DESCOMPOSICIÓN Y 
RECONSTRUCCIÓN PARA WA VELETS. 
El análisis de multiresolución (MRA) está bien adaptado para el análisis de 
imágenes. Los espacios V1 , que aparecen en la definición de un MRA pueden ser 
interpretados como espacios donde se obtiene una aproximación al nivel j -enésimo, la 
aproximación produce una más clara imagen a medida que j crece. 
Los detalles producidos en el nivel J -enésimo (es decir que están en V1 pero 
que no están en Jj_, ). Son almacenados en el espacio W1_1 que satisface: 
Adicionalmente, los espacios V1 tienen una estructura de dilatación y traslación 
invariable dada por (2.2) y (2.5). La misma estructura es inherente a los complementos 
ortogonales wr 
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Sea f una función definida sobre IR (que podria ser una setial de sonido, por 
ejemplo). 
Escogemos un MRA una función escala rp y Wavelet 1f1 dado por la 
proposición 2 con v = 1 . El Operador Proyección Ortogonal P¡ E L2 (IR), j E Z sobre 
vj esta dada por: 
donde lim P¡f = f , en el sentido de la L2 - norma. 
j 
(4.11) 
Podemos escoger j E Z de modo que P¡f sea una buena aproximación 
de f, así tenemos los coeficientes: 
(4.12) 
y Jo que deseamos es descomponer la sucesión d = ( cj.k tz E P ( Z) 
Nota 4.1. 
La forma por la cnal Jos coeficientes son calculados no es un problema que 
concierna al algoritmo. Por otro lado, en aplicaciones numéricas la función f es dada 
por una sucesión (finita) de puntos en este caso los puntos pueden ser interpretados 
como los coeficientes de la proyección sobre un sub espacio V¡ asociado con el MRA 
tomado para la aplicación considerada. 
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Consideramos los filtros m0 ,111¡ tal que 111¡ (~) = e•< m,(~ +Jr) introducidos en el 
Capítuloll. 
Recordemos que ~tp(;)e V_, e V0 , de modo que: 
(4.13) 
donde: 
(4.14) 
(4.15) 
Recuerde que (4.13) es valida para los espacios v;, y V:.1 • Para los espacios ~-1 
y~ tenemos: 
( ) - 2~j-l) (2j-l -k) tpi-l.k X - tp X 
= .J2¿ a.2JI2 ¡p( 21 x- 2k + n) 
neZ 
Esto es: 
tp1_u(x)=.J2:La.tp1.u-.(x) ; j,ke Z (4.16) 
neZ 
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Similarmente ~ 1//(;) e w_, e: v;, y aquí: 
(4.17) 
entonces: 
l//1-u(x)=.J2LfJ.(}J1_21_.(x) ~ j,ke'll (4.18) 
neZ 
Además los coeficientes P. y a. están relacionados. Aplicando la 
Transformada de Fourier a (4.17) tenemos: 
donde: 
Además la elección de 1¡/nos da 
Así de (4.19) y(4.20) tenemos: 
LfJ.etnlf = e~,m.(~+n) 
neZ 
= e'<¿a.e-tn(<u) 
neZ 
~ n+l- ~· 
= 4...( -1) a,...., e""' 
... z 
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(4.19) 
(4.20) 
Por lo tanto: 
(4.21) 
De modo que encontrar los P. no requiere mayor esfuerzo de cálculo, además: 
(4.22) 
Esto muestra que los coeficientes c1_u de la aproximación en l-'¡_1 , pueden ser 
obtenidas de los coeficientes c1.1 de la aproximación en V1 y cuando el filtro para bajo. 
Note que si había N-puntos significativos de la sucesión e', (4.22) nos dice 
como calcular una resolución mas baja con solo .!_N puntos aproximadamente. 
2 
El resto de los términos, que constituyen los detalles en el paso de l-'¡_1 a l'¡ , 
están contenidos en W1_1 .Mas precisamente: 
( DJ)( X)= ( ~f)( X)-( ~-J)( X) 
donde: 
(4.23) 
además: 
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(4.24) 
Así hemos descompuesto d en las sucesiones ¿-1 y d1-1 • El proceso puede ser 
continuado con ¿-1 para obtener una descomposición algorítmica como muestra la 
figura. 
/' ¿ __ _ ¿-1 __ _ ¿-2 __ .. 
--- ¿-M+_I __ • ¿·M 
Ahora tratemos el problema de reconstruir d gracias a las sub sucesiones 
dJ-I ,d1-2 , ... ,di-M. 
Por inducción, es suficiente considerar la reconstrucción de d mediante d1- 1 y 
¿-1. 
Dado que: 
(4.25) 
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• 
Así 
(4.26) 
La ecuación (4.26) nos permite entrelazar di-ly ¿-1 para obtener d. Si el 
proceso se inicia con ¿-M y d1-M; y además se conoce dJ-M+1,d1-M+2, ... ,d1-1 tenemos 
la reconstrucción algoritmica dada por el gráfico. 
¿-M --+ ¿-M+I ¿-1 __ .. ¿ 
4.3. Wavelet de Haar 
Sabemos que 
rp(x) = %¡-1,-112) ( x)-Z[-112,o) ( x) 
De (4.l3)y(4.2l)tenemos 
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{
1/2 , n=Oón=1 
a= 
n o , en otro caso 
Pn =~~~22 : ::~ 
O , en otro caso 
Las fórmulas de descomposición son: 
_ r:;:{c¡.2k +c¡,2k-l} 
c1_1.t - v2 2 
d = ..ti{c¡.2k-I -cJ.2t} 
¡-l.k 2 
Similarmente las fórmulas de reconstrucción están dadas por: 
- ¡;:;:2 {CJ-I.k + dj-l.k } 
C¡.Ut-1 -V L. 2 
4.4. Wavelet de Shannon 
A 
Dado q¡(:)=X¡-~.~¡(:) podemos usar (2.12) para obtener los a1 . Un simple 
cálculo nos muestia que: 
143 
a= n 
1/2 n=O 
o ne2Z 
n-1 (-1)2 
ne2Z+I 
trn 
Usando ( 4.21) tenemos Jos coeficientes 
112 n=l 
/3. = o ne2Z+l 
(-lt~ 
ne2Z 
tr(I-n) , 
El lector puede comprobar las siguientes ecuaciones referentes a las funciones 
escala y wavelet: 
(IJ(x) sen(n) 
trx 
w(x) ( - 2 ) (sen(2trx)+cos(n)) 
2x+l tr 
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4.5. Wavelet de Daubechies 
Note que para una función rp de soporte compacto, la función 21r - periódica 
"'o dada por: 
se convierte en un polinomio trigonométrico. 
Si estamos interesados en hacer a rp ,lp razonablemente regalares no es 
descabellado obligar a m0 ser de la forma. 
(4.21) 
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con N~ 1 y L un polinomio trigonométrico. (Para un estudio óguroso de ( 4.27) ver 
Du, capítulo 3 ). 
Sea M 0 (q)=lm0 (q)Í (4.28) 
=(cos2 (;Jr L(q) 
donde L(q)=IL(q)j es un polinomio en cos(q), pero como 
sen 
2
(;)= 1 -~(q) tenemos: 
Similarmente: 
Usando el corolaóo (3), (4.28) y (4.29) 
Tenemos: 
Si y=sen2 (;) luego: 
1=(1-yt P(y)+(yt P(I-y), V'ye(O,l],P(y)~O (4.30) 
Fijando N eN 
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N 2N-l(2N -}) k 2N-l-K 
1=((1-y)+y) = :¿ (1-y) y 
kcO k 
Como 
(
2N-l) (2N-l)! ( 2N-l ) 
k = k!(2N-l-k)! 2N-l-k 
Donde PN-I es un polinomio de grado N -1 y esta definido por: 
( ) - ~(2N-l) 1 ( _ )N-l-k PN-l y -L.. y 1 y 
k=O k 
(4.31) 
a. Caso N= 1 
P.,(y)=l 
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luego 
{
!,n=O ó n=l 
a= 2 
" O,en otro caso 
b. Caso N=l 
P.(y)=1+2y 
Buscamos un polinomio de la forma: 
L(~)=a+be-'< ; a,beR 
Luego tenemos el sistema 
que es equivalente a 
I+../3 de donde a= 
2 
{ 
a+b=l 
a-b =.f3 
I-../3 b = -- entonces 
• 2 
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I+J3 3+J3 -i& 3-J3 -:ue I-J3 -lw 
=--+ e + e +--e 8 8 8 8 
"'"' -tne 
= ¿..a.e 
neZ 
Luego: 
I+J3 3+J3 3-J3 I-J3 
a,=-8-.n¡= 8 .~=-8-.~=-8-
~~~--~~~.~~n,$~~~~~~~~~~a5 
"'r---~---1 
_, 
-~~---- ---.--•m~ 
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.. 3$ 
.111 
c.CasoN=3 
P,(y)=I+3y+6y 
= I+2sen2 (;)+6sen•(;) 
19 9 3 
= ---cos(()+-cos(2() 
4 4 4 
Buscamos un polinomio de la forma 
Luego podemos formar el sistema 
rr+h2+¿ = 19 
4 
2ah+2hc= -9 
2 
3 2ac=-
4 
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Gracias, el Corolario 3 una ecuación adicional es: 
a+b+c=l 
Haciendo cálculos simples tenemos: 
(a-b+4 =(a+b+c-2bt =(1-2bt 
Así: 
Escogiendo la raíz positiva tenemos 
a= !{1+M±./5+2Ji0) 
b= ~(I±JiO) 
e= !{1+M+v'5+2Ji0) 
Sustituyendo en m0 , tenemos 
Luego: 
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4.5. PROGRAMAS EN MATLAB 
a. Función wavelet _ baar( ). 
> Inicializar tma señal (Se puede también definir o construirla uno 
mismo), en el ejemplo hemos llamado la seftal Leleccum que esta 
almacenada en Matlab. 
> Definimos tma variable" x""" de extensión 2" , n e N 
> Finalmente llamamos a la función wavelet_haar(x) 
,--p.::-
¡ /,\/,TI AB .=..J~¡~ . 
....... ___ ,. 
~~~~.! ~~ ~..,"' fi!_!Jo..._.m,.. .. _'~to.\." · '": 
- .. · ~~~ 
load! lelecam 
x•leLeccua(l:1024J: 
.av'f!.l.ee_Mar: (X) 
EJO =.,._.. -- ----·---~-
> La siguiente gráfica muestra la IeSpUesta de la función que muestra la 
señal original, la aproximación y detalles al primer nivel y la señal 
reconstruida. 
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·.:QJ 
.~'~·' ~· 
. --~ 
' 
b. Función wavelet_haar_nivel( ). 
La ventaja de esta nueva función radica en que uno puede descomponer la 
sellal basta el nivel que uno considere necesario. Por ejemplo, utilicemos la 
misma sellalleleccum definida en la parte a. con una longitud de 1024 
puntos. Deseamos obtener una descomposición y posterior reconstrucción al 
nivel3. 
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c. Función wavelet_ daubechies{ ). 
~ Esta función tiene como parámetros la seftal y el orden de la wavelet 
de daubecbies que se desea usar para hacer el análisis (En nuestro 
ejemplo hemos usado la wavelet de daubecbies de orden 3). 
MAllAB • ~ ~ 
Com~Hoitor~ 
----------
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d. Función wavelet'""daubechies _nivel( ). 
'_· r . ·~ ~· 
-2 
... 
-6 
-6 
Al: fdt .,.., Wlb \lllhdi::Mo ...., 
-[)~: :1- .""C;_III oc .:• '1¡ ? ~-~~V'B6J¡S at~ 
~~!3 ,., ------·····- .•.. 
gj: 'liil ' IJ ' '") llHk [o >> vneln_~~_D1ftl~1D~3,61 
... -mf~,.-¡¡;;w 
Rlt _ r · • ~~.-~ 
157 
IVQ 
11 :).)-·-·. 
e. Otras Funciones. 
En el disquette adjwrto hay una amplia variedad de programas desarrollados en 
Matlab, que incluyen los ejemplos que se visualizan en este trabajo, los 
algoritmos de descomposición y reconstrucción, la wavelet de Sbannon entre 
otros. Se invita al lector a introducirse en el fuscinante mundo de la 
programación en Matlab. Entre las funciones que encontnuas están: 
» smc(). 
»ame(). 
» descomposición_ haar( ). 
» reconstrucción_ baar( ). 
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ANEXOS 
o. wavelet _haar( ). 
% Esta .{um:ifm estima la descrnnposici6n al primer nivel de 1DIU señal 
% grrreiDs a la wavelet de haar, elllnico da1D necesariD es 1DIU señal con 
% 1DIU ctmlidDd par de datos. 
ftuu:tiDn [c,dj""W'lVelet]HUIT(signDJ); 
clf 
ele 
/1 4 pl ' aw:imr('Deswmpvsidtm y Jrewnsúul:t:i1m con la Wavelet de HODT') 
n~length(signal); 
if rrwd(n,2)'-•0,m-n; 
elsem•n-1 
end 
cezeros(l,m/2}; 
d=c; 
foriel:m/2 
c(i}=sqrt(2rfsignal(2"i)+signal(2"i-l}}/2; 
d(j)csqrt(2)>(signa1(2"i-1}-signa1(2"i)}/2; 
end 
fori=l:m/2 
signD1_1(2"i)=sqrt(2}'(c(ij+d(i}}/2; 
signD1_1(2"i-1)=sqrt(2)"(c(i)+d(i})/2; 
end 
axes('Positüm;[O.l O. 7 O. 75 0.2]); 
plot(signal,., 
title('Seflal Original; •.. 
'Calor' ,¡o o OJJ 
axistight 
axes('Position;[O.l 0.4 0.35 0.2/}; 
plat(d, '91 
'Colm',[O O OJ) 
axistight 
axes('Positüm;¡o.5 0.4 0.35 0.2]); 
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plot(c, 'y1 
title('AproximDcion', ... 
'Colm',[O O OJJ 
axis tight 
axes('Posilion',/0.1 0.1 0.75 0.2/J; 
plat(sígrw1_1, 'r1 
title{'Señnl ReamstruitkJ~ ... 
'Colar',[O O O)) 
axis tig1rt 
msgbwc(['Este es tm progrrmw que estimn la Ol!cion de la Wavelet de HDm,aplicandDie', ... 
1a desmmposicion y tl!aJnlrrJccion en primer nivel en tma seiiDI'j, 'Descripcion7; 
b. wavelet_haar..:_nivel( ). 
%Estafwu:úm descompone y reamstruye tma setlal aplicandD la wavelet de 
% Ham hasta el nivel que se pide 
jimJ:túm wavelet_hanrJlivel(sígrwl,p); 
cff 
ele 
n=size(signDJ,2); 
j=IDg2(nJ; 
'Jiozeros(p,n}; 
D=T; 
1'(1,:)~ 
awc=figure(1} 
ColordEj(aux, 'white1 
fork=1:p 
m=2"{j+ 1-k}; 
T(k+1,1:m}-~_hDm(T(k,1:m)}; 
T(k+ l,m+ 1:n}=T{k,m+ 1:11}; 
end 
D(l,:)=T(p+ 1,:}; 
fork=1:p 
m=2"(j-p+k); 
D(k+1,1~_1wm(D(k,1:m)}; 
D(k+ l,m+ J:n}=D(k,m+ 1 :n}; 
end 
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a~p+3; 
subp1Dt(p+3,1,1} 
plot(signDJ, 'r'} 
tit1e('Setta1 OriginD1'}; 
axis tight 
a=l; 
b=2"(jp}; 
fari=I:p+1 
subplat(p+3,1,1 +i) 
piDt(T(p+ l,a:b}, 'g'} 
axis tight 
a=b+l; 
b=2*b; 
end 
subplat(p+3,1.p+3} 
plot(D(p+ 1,:}, 'r'} 
xlDbeJfSet!Dl ReamstruidrJ1; 
axistight 
set(aux, ... 
'Posititm',[BO 80 620 470], ... 
'Colm',(O.S 0.5 1.0/, ••• 
c. wavelet _ daubechies( ). 
% Estafuncitm ~en rm nivel unasellal dodD, l1llRyandonos 
% dDs nuevas señales conocidas coJTW aproximocian y detaili!s 
%para estD utiJizamDs la wavelet de daubechies de cualquier onlen 
functWn WUJie1et_claubechies(signDJ,tipo}; 
ele 
f1.,.presenWcúm('Descomposicúm y Recanstruccion can la Wavelet de Daubechies1 
n=length(sigrrDJJ; 
ifmod(n,2J-O,mcn; 
elsem=n-1 
end 
switch tipo 
161 
cusel 
[ID_d,hi_d,ID_r,hi_rj ~ WFILTERS('dbl?; 
cuse2 
[ID_d,hi_d,ID_r,hi_rj e WFILTERS('db2?; 
cuse3 
[ID_d,hi_d,ID_r,hi_rj e WFILTERS('db31; 
cuse4 
[ID_d,hi_d,ID_r,hi_rj e WFILTERS('db41; 
caseS 
[ID_d,hi_d,ID_r,hi_rj- WFILTERS('dbS?; 
case6 
fiD~d,hi_d,ID_r,hi_rj ~ WFILTERS('db61; 
otherwise 
close 
end 
[c,dJ'"CJffll!(sigrwl,ID_d,hi_d,l}; 
axes(Position',[O.I O. 7 0.75 0.2]); 
plot(sigrwl, 'r? 
tit1e(SetiDI Origüwl', ... 
'C<Jlor;¡o o OJJ 
axistight 
axes('Position',[O.I OA 0.35 0.2]}; 
plot(d{I}, 'g1 
title('DetDIJes; __ _ 
'C<Jior;[O O 00 
axis tight 
axes(Position;[O.S OA 0.35 0.2/); 
plot(c{I},'y1 
titk('Aprwrimm:iDn; •.. 
·c..~or;¡o o OJJ 
axistight 
signal_Jcsmc(c,d,ID_r,hi_r,I); 
axes(Position',[O.I 0.1 0.75 0.2/); 
plot(signal_I, 'b1 
title(SeñD1 Reconstmida', __ _ 
'Color',[O O O]) 
axistight 
.msgbox(['Este es IDl programo. que est:imn la aeciDn de la Wavelet de 
Daubedries,apliamdDie', __ _ 
'la descomposidDn y recontruccion en primer nivel en una sef!D11, 'DescripciDn ?; 
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d. wavelet_ daubechies_ nivel(). 
% Esre fundtm reolizn el anaJjsjs de reconstnurim y síntesis 
% de CUIJ1quier nivel usando la waflelet de daubechies, usando CU1J1quier 
% rmlen en esta ultima 
jiuu:tiDn waflelet,.cdm.lbechies_nivel(signal,tipo,L} 
ele 
.fi!rpresentDJ:ian(TJescomppsicitm y Reconsbuccion con la Waflelet de Daubechies1; 
swikhtipo 
casel 
[ro_d,hi_d,lo_r,hi_tj = WFILTERS('dbl'}; 
case2 
[lo_d,hi_d,lo_r,hi_tj = WFILTERS('db2'}; 
case3 
[Co_d,hi_d,lo_r,hi_tj = WFILTERS('db3'}; 
case4 
[1o_d,hi_d,1D_r,hi_rj = WFILTERS('db41; 
caseS 
[Co_d,hi_d,1D_r,hi_rj = WFILTERS('db51; 
case6 
[lo_d,hi_d,lo_r,hi_rj = WFILTERS('db61; 
otherwise 
close 
end 
{A,D]=mnc(signal,lo_d,hi_d,LJ; 
signol_l•sm<!(A,D,lo_r,hi_r,L}; 
a=L+3; 
~+3,1,1} 
plotfsignnl, 'T'} 
title('Setlal Origüw1'); 
axis tight 
~V((.L+3,1,2} 
piDt(A{L}, '91 
aristight 
a=l; 
b=2"(jLJ; 
forP=l:L 
subplot(L+3,1,2+i} 
p1Dt(D{i}, 'y1 
aristight 
ac.b+l; 
b=2-b; 
end 
~+3,1.L+3} 
plotfsignol_l, 'r1 
x1abe1(Setlal Reconstntida'}; 
aristight 
set(fig, ... 
'Position',[BO 80 620 470}, •.• 
'Color',[0.5 0.5 1.0], .•. 
Menu~ 'None'}; 
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CONCLUSIONES 
1. No es posible definir un algoritmo "en general" de modo que una función 
particular, genere una fartulia de funciones wavelets la cual es una base 
ortonormal . 
. 2. En el caso .de los wavelets estudiados, se puede construir el algoritmo 
matemático y computacional asociado a estos wavelets. 
3. Los wavelets de .soporte compacto proveen una ventaja adicional en el proceso 
relativo a la convergencia. 
4. Es posible .gracias a una wavelet dada, reconstruir una función (seiial), mediante 
dos aproximaciones. definidas en subespacios •. cuya suma directa no es otra cosa 
que el espacio en el que se encuentra nuestra función original. 
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RECOMENDACIONES 
Con la experiencia de haber desarrollado el presente trabajo me permite hacer 
las siguientes recomendaciones: 
l. Es importante hacer un análisis comparativo entre el Análisis Wavelets y el 
Análisis de Fourier. 
2. Estudiar con detalle elgmdo de aproximación, y por ende el grado de error, 
que nos brindan las funciones wavelets y su ayuda en la reconstrucción de 
seiiales. 
3. Se sugiere desarrollar las características matemáticas del Análisis Wavelets a 
partir de su Transfonnada Continua. 
4. Con los antecedentes matemáticos expresados en este trablgo, se invita a los 
estudiantes y profesores de la Facultad de Ciencias de la Universidad 
Nacional de Piura a desarrollar metas multidisciplinarias en esta dirección. 
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