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Evaluation of the Distance Spectrum
of Variable-Length Finite-State Codes
Claudio Weidmann, Member, IEEE and Michel Kieffer, Senior Member, IEEE
Abstract—The class of variable-length finite-state joint source-
channel codes is defined and a polynomial complexity algorithm
for the evaluation of their distance spectrum presented. Issues
in truncating the spectrum to a finite number of (possibly
approximate) terms are discussed and illustrated by experimental
results.
Index Terms—Variable length codes, finite state machines,
source coding, channel coding, communication system perfor-
mance.
I. INTRODUCTION
JOINT source-channel (JSC) codes are being consideredas a means to provide robust communication systems,
e.g., with strict delay constraints under time-varying channel
conditions, or when no feedback channel is available for
performing ARQ. An important issue is the availability of
efficient performance evaluation tools that do not require
simulation. The union bound on the event error probability
is perhaps the most popular such tool and has been applied
to convolutional codes [1, Ch. 4.4], trellis codes [2], [3],
JSC variable-length codes (JSC-VLC) [4] and JSC arithmetic
coding (JSC-AC) [5], as well as serially concatenated source-
channel codes with iterative decoding in [6] and [7]. The union
bound is computed using the code distance spectrum, which
in the general case (of nonlinear, not geometrically uniform
codes) requires comparing all pairs of code sequences. An
exhaustive enumeration approach with exponential complexity
has been proposed for JSC-VLC in [4] and applied to JSC-AC
in [5].
Inspired by the polynomial algorithm for computing the
free distance presented in [5], this letter presents a polynomial
complexity algorithm for computing the spectrum of variable-
length finite-state codes, a class of codes which includes JSC-
VLC and finite-state implementations of JSC-AC. It is readily
implemented on a computer, without resorting to generating
functions. The main difference compared to previous work is
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that the rate (output bits per input symbol) is not assumed con-
stant per transition in the state diagram. Thus it is not possible
to enumerate the information (source) spectrum together with
the code spectrum; only the latter will be computed.
The contributions of this letter are as follows. Section II
introduces variable-length finite-state codes and computes sta-
tionary state probabilities adjusted for variable-length transi-
tions, which are needed to average the spectrum, improving
upon the approximate approach in [5]. Section III presents the
union bound and the spectrum, Section IV gives a recursive
spectrum evaluation algorithm, while Section V presents a
direct algorithm using numerical matrix inversion. Section VI
discusses the issues involved in bounding the error when
approximating the spectrum by a finite number of terms, which
are themselves approximations. Finally, Section VII provides
experimental results for an example JSC-AC.
II. VARIABLE-LENGTH FINITE STATE CODES
A binary finite-state encoder (FSE) may be represented as
a directed graph Γ defined by a set S of states (vertices)
and a set T of transitions (directed edges) between states,
where each transition u ∈ T is labeled with a vector of input
symbols I(u) and a vector of output bits O(u), whose lengths
are ℓ(I(u)) and ℓ(O(u)), respectively. In the variable-length
(VL) FSEs considered here, both input and output labels may
be of variable length, generalizing fixed-length (FL) in – FL
out FSEs [8] and FL in – VL out FSEs [9]. The starting
point is a FSE with nonempty input and output labels, e.g.,
a VLC for a K-ary source will be represented by the root
state and K VL-output transitions, while a JSC-AC will be
represented by a reduced finite-state automaton [5] with VL
input and VL output labels, all nonempty. Since these are JSC
encoders, each transition will also have an associated transition
probability P (u), which may be computed using the source
model. The sum of the outgoing transition probabilities of a
state must equal one. In the following, a discrete memoryless
source (DMS) is assumed, for which the transition probability
is simply the product of the probabilities of the input label
symbols. For a FSE to be a proper source encoder, for every
state, the input labels of the outgoing transitions have to form
a complete prefix set, which also implies that their transition
probabilities sum to one.
Given an initial state s0, the encoding of all possible (semi-)
infinite input sequences can be displayed by a trellis with
states aligned at equal output bit length connected by VL
transitions. The VL finite-state code (FSC) C(Γ, s0) is the
0000-0000/00$00.00 c© 2010 IEEE
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set of sequences of concatenated output labels corresponding
to all paths through the trellis. Let σ(u) be the originating
state of a transition u ∈ T and τ(u) its target state. A path
u = (u1 ◦ u2 ◦ . . . ◦ uk) ∈ T
k on the trellis is a concatenation
(denoted by ◦) of transitions that satisfy σ(ui+1) = τ(ui) for
1 ≤ i < k (this corresponds to a walk of length k on Γ). The
probability of a path is P (u) =
∏k
i=1 P (ui).
For the purpose of computing the code spectrum, it is advan-
tageous to consider a bit-clock trellis [5], where each transition
is labeled with exactly one output bit. The corresponding
bit-clock FSE Γb(Sb, Tb) is obtained by inserting additional
deterministic transitions and states in order to split up output
labels longer than one bit. A transition t with such a label is
replaced by a chain of l = ℓ(O(t)) transitions t(1), . . . , t(l)
(and l−1 deterministic intermediate states), each labeled with
the corresponding output bit, where t(1) “inherits” the input
label of t and the corresponding probability, while t(2), . . . , t(l)
have empty input labels and probability one. Define M = |S|,
then the state set Sb ⊃ S of Γb will be of size
Mb = |Sb| = M − |T |+
∑
t∈T
ℓ(O(t)).
The following definitions will be used in the sequel. The
set of transitions from x to y is Txy = {u ∈ Tb : σ(u) =
x, τ(u) = y}, while T ∗(y, z) = {(u, v) ∈ T 2b : σ(u) 6=
σ(v), τ(u) = y, τ(v) = z} is the set of all pairs of transitions
ending in y and z, respectively, and not starting from a
common state. The length of a path will exclusively denote its
output length in bits, which equals the number of transitions
on the bit-clock trellis. The Hamming distance between the
outputs of a pair of n-bit paths (u,v) is denoted by dH(u,v).
The set Pn(x, y, z) contains all pairs of paths of length n
bits starting from state x and ending in y and z, respectively,
without merging in between, i.e., pairs of paths that have no
state in common at bit indices 2, . . . , n−1. The set of all pairs
of paths diverging in the starting state x and converging for
the first time n bits later is
Cn(x) =
⋃
y∈S
Pn(x, y, y).
It will be assumed that the encoder graph is irreducible,1
i.e., that any state can be reached from any other in a finite
number of transitions, and that it is aperiodic,2 i.e., the
state recurrence times are not multiples of an integer period
m > 1. These assumptions imply that the FSE forms an
ergodic Markov chain, which has a unique stationary state
distribution. Thus the asymptotic steady-state performance for
long (unterminated) code sequences will be independent of
the initial state. It will be weighted with probabilities p˜(x),
x ∈ S, that the current code bit belongs to a transition leaving
x, since paths can only diverge in states x ∈ S. Hence the
1There is little practical interest in FSEs with multiple ergodic components,
however, all results apply if appropriately averaged over these components.
Transient components may be eliminated, since they do not affect steady-state
performance.
2The tools developed here can also be applied to periodic codes, either by
carrying out all computations for an entire period (bn, . . . , bn+m−1) at a
time, instead of a single bit bn, or by separate computations for each of the
m phases.
probabilities p˜(x) will depend on the lengths of the transition
labels in Γ.
Proposition 1: The stationary probability that the current
code bit belongs to a transition leaving x ∈ S is
p˜(x) =
p∗x
(
1 +
∑
y∈S
∑
l≥2(l − 1)p
l
xy
)
∑
x∈S p
∗
x
(
1 +
∑
y∈S
∑
l≥2(l − 1)p
l
xy
) , (1)
where p∗x is the stationary state probability on the FSE graph
Γ,
p∗x =
∑
y∈S
p∗y

∑
l≥1
plyx

 (x ∈ S),
and plxy =
∑
u∈Txy:ℓ(O(u))=l
P (u) is the probability of reach-
ing y ∈ S from x ∈ S by emitting an l-bit output label.
Proof: By its definition, p˜(x) is the sum of the stationary
probabilities (on the bit-clock graph Γb) of x and of all inter-
mediate states x′ ∈ Sb \S corresponding to transitions leaving
x. Let qx and q
l,k
xy , respectively, denote these probabilities,
where the latter stands for the k-th intermediate state of an l-bit
transition from x to y (parallel transitions of the same length
are merged and their probabilities added). The equations for
the stationary distribution on Γb are thus
qx =
∑
y∈S
qyp
1
yx +
∑
l≥2
∑
y∈S
ql,l−1yx (x ∈ S) (2)
ql,1yx = qyp
l
xy (x, y ∈ S) (3)
ql,kyx = q
l,k−1
yx (x, y ∈ S, 2 ≤ k < l).
(4)
Combining (3) and (4) yields ql,l−1yx = qyp
l
xy , which inserted
into (2) leads to (1) after normalization.
III. UNION BOUND AND DISTANCE SPECTRUM
Consider a ML decoder applied to a FSC transmitted over
a binary-input memoryless channel and let Pe be the event
error probability at any position in the code sequence. The
following union upper bound holds [1, Ch. 4.4]:
Pe ≤
∞∑
d=dfree
AdPd, (5)
where
dfree = min
n≥1,x∈S
min
(u,v)∈Cn(x)
dH(u,v) (6)
is the free distance of the code,
Ad =
∑
x∈S
p˜(x)
∞∑
n=d
∑
(u,v)∈Cn(x)
dH(u,v)=d
P (u) (7)
is the spectral coefficient that counts the average number of
paths at Hamming distance d from a given path, where p˜(x)
is the stationary probability of diverging in state x, and Pd
is the probability that the decoder selects an erroneous path
at distance d instead of the correct path. For BPSK signaling
with energy Eb per channel bit over an AWGN channel with
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zero-mean Gaussian noise of variance N0/2 this term is [1,
Ch. 2.9]
Pd =
1
2 erfc
(√
dEb
N0
)
≤ exp
(
−dEb
N0
)
(8)
An important fact is that the union bound (5) is also a bound
on the average bit error rate in the code domain, because an
event error causing d code bit errors has length at least d bits.
IV. RECURSIVE SPECTRUM EVALUATION
Let Axd,n(y, z) be the average number of pairs of n-bit paths
at Hamming distance d, starting in state x ∈ S and ending in
states y ∈ Sb and z ∈ Sb, respectively, without merging in
between,
Axd,n(y, z) =
∑
(u,v)∈Pn(x,y,z)
dH(u,v)=d
P (u). (9)
When z = y, paths merge for the first time at length n. Using
(9), one may rewrite (7) as
Ad =
∑
x∈S
p˜(x)
∞∑
n=d
∑
y∈S
Axd,n(y, y). (10)
Proposition 2: For any x ∈ S, y, z ∈ Sb, A
x
d,n+1(y, z) may
be evaluated recursively as
Axd,n+1(y, z) =
∑
(u,v)∈T ∗(y,z)
dH(u,v)=0
P (u)Axd,n(σ(u), σ(v))
+
∑
(u,v)∈T ∗(y,z)
dH(u,v)=1
P (u)Axd−1,n(σ(u), σ(v)),
(11)
for d ≥ 1 and n ≥ d. For d = 0 and n ≥ 1, only the first
sum in (11) is computed (i.e., Ax−1,n = 0 by definition). The
recursion is initialized with
Axd,1(y, z) =
∑
(u,v)∈Txy×Txz
dH(u,v)=d
P (u) (d = 0, 1), (12)
Proof: The initialization (12) is a simple reformulation of
(9) for d = 0, 1 and paths of length n = 1 bit. To prove (11),
one may write (9) for pairs of paths of length n+ 1,
Axd,n+1 (y, z) =
∑
(u,v)∈Pn+1(x,y,z)
dH(u,v)=d
P (u). (13)
Consider any pair of paths (u,v) ∈ Pn+1(x, y, z). Since the
two paths have not merged in between, there exist a pair of
states (y′, z′), y′ 6= z′, a pair of paths (u′,v′) ∈ Pn(x, y
′, z′),
and a pair of transitions (u, v) ∈ T ∗(y, z) such that u = u′◦u
and v = v′◦v. Two cases have to be considered. First, one may
have dH(u, v) = 1, in which case dH(u
′,v′) = d− 1. Second,
one may have dH(u, v) = 0 and dH(u
′,v′) = d. Hence (13)
may be rewritten as
Axd,n+1(y,z) =∑
(u,v)∈T ∗(y,z)
dH(u,v)=0
∑
(u′,v′)∈Pn(x,σ(u),σ(v))
dH(u′,v′)=d
P (u′)P (u)
+
∑
(u,v)∈T ∗(y,z)
dH(u,v)=1
∑
(u′,v′)∈Pn(x,σ(u),σ(v))
dH(u′,v′)=d−1
P (u′)P (u),
from which (11) is easily deduced.
Without loss of generality, one may assume that the states
in S are numbered 1, . . . ,M and the additional intermediate
states in Sb\S are numbered M+1, . . . ,Mb. Then A
x
d,n(y, z)
may be viewed as a matrix indexed by (y, z) ∈ S2b and the
recursion (11) written more compactly as
A¯xd,n+1 = P0A¯
x
d,n + P1A¯
x
d−1,n, (14)
where A¯xd,n = A
x
d,n(:) is the column vector obtained by
stacking the columns of Axd,n and
Ph = (Ph (z, z
′))1≤z≤Mb,1≤z′≤Mb (h = 0, 1), (15)
are two M2b ×M
2
b matrices. Each consists of Mb ×Mb sub-
matrices
Ph (z, z
′) = (Ph(z, z
′, y, y′))1≤y≤Mb,1≤y′≤Mb (16)
with
Ph (z, z
′, y, y′) =


0, if z′ = y′∑
(u,v)∈Ty′y×Tz′z
dH(u,v)=h
P (u), if z′ 6= y′. (17)
Finally, let IMb be the column vector obtained by stacking
the columns of the Mb ×Mb identity matrix. Then (10) may
be written as
Ad =
∑
x∈S
p˜(x)
∞∑
n=d
I
T
Mb
A¯xd,n
=
∑
x∈S
p˜(x)I
T
Mb
∞∑
n=d
A¯xd,n =
∑
x∈S
p˜(x)I
T
Mb
A¯xd .
(18)
V. DIRECT SPECTRUM EVALUATION
If the spectral radius ρ(P0) < 1, it is possible to compute the
coefficients Ad exactly by matrix inversion. This assumption
on P0 is not very restrictive, since if ρ(P0) > 1 there could be
an infinite number of non-converged pairs of paths at distance
dH = 0, which implies infinite decoding delay. Several JSC-
AC FSEs from [5] were tested and all had ρ(P0) < 1.
Proposition 3: The vectors A¯xd =
∑∞
n=d A¯
x
d,n, leading to
the spectral coefficients Ad via (18), may be computed as
A¯xd = [SP1]
d−1SA¯x1,1 + [SP1]
dSA¯x0,1 (d ≥ 1), (19)
where A¯x0,1 and A¯
x
1,1 are the initial values (12) in vector form,
and
S =
∞∑
k=0
P k0 , (20)
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which converges for ρ(P0) < 1 and may be evaluated as
S = (I − P0)
−1. (21)
Proof: The proof relies on the following.
Lemma 4:
A¯xd+1 = SP1A¯
x
d (d ≥ 1). (22)
To prove (22), expand the recursion (14) over k steps in the
variable n, from n = d + 1 to n = d + k + 1, and over one
step in d, yielding
A¯xd+1,d+k+1 =
k∑
i=0
P k−i0 P1A¯
x
d,d+i. (23)
In (23), the facts that A¯xd,n = 0 for n < d and P
0
0 = I have
been used. Then expand A¯xd+1 as
A¯xd+1 =
∞∑
k=0
A¯xd+1,d+1+k =
∞∑
k=0
k∑
i=0
P k−i0 P1A¯
x
d,d+i
=
∞∑
k=0
P k0 P1A¯
x
d,d +
∞∑
k=1
P k−10 P1A¯
x
d,d+1
+
∞∑
k=2
P k−20 P1A¯
x
d,d+2 + . . . (24)
The sum (24) may be rearranged into
A¯xd+1 =
(
∞∑
k=0
P k0
)
P1
(
∞∑
i=0
A¯xd,d+i
)
= SP1A¯
x
d ,
proving Lemma 4, thanks to which it is sufficient to show
A¯x1 = SA¯
x
1,1 + [SP1]SA¯
x
0,1 (25)
in order to prove (19). Using (20), the first term in (25) is
recognized as the recursive summation of the first term in (14).
For the second term in (25), first A¯x0 = SA¯
x
0,1 is obtained in
the same fashion as the first term, then the same steps as for
Lemma 4 are applied to get [SP1]A¯
x
0 .
VI. BOUNDING THE APPROXIMATION ERROR
In practice, the spectral coefficients Ad are only computed
up to a maximal distance dmax and, if recursion (11) is used
instead of matrix inversion (21), the number of terms in the
sum (10) is limited to some N > dmax. Hence Ad is only
approximated from below (because all terms are non-negative)
and so also (5) can only be approximated. Nevertheless, it
is possible to upper-bound the approximation error and thus
obtain a proper upper bound. For d ≤ dmax and N ≥ d, one
may rewrite (18) as Ad = αd(N) + εd(N), where
αd(N) =
∑
x
p˜(x)I
T
Mb
α¯xd(N) =
∑
x
p˜(x)I
T
Mb
N∑
n=d
A¯xd,n,
(26)
εd(N) =
∑
x
p˜(x)I
T
Mb
ε¯xd(N) =
∑
x
p˜(x)I
T
Mb
∞∑
n=N+1
A¯xd,n
(27)
are the N -term approximation and error, respectively. The
latter can be bounded with
εd(N) ≤
∑
x
p˜(x)‖ε¯xd(N)‖1, (28)
where the norm ‖A¯‖1 =
∑
i |A¯i| for vectors A¯ and ‖P‖1 =
maxj
∑
i |Pij | for matrices P . Using reasoning similar to that
leading to (25), one can show
ε¯xd(N) = SP0A¯
x
d,N + SP1
(
A¯xd−1,N + ε¯
x
d−1(N)
)
, (29)
where the factor P0 in the first term accounts for the fact that
the sum (27) starts with A¯xd,N+1.
Because dfree dominates the performance at high SNR, a key
issue in the recursive approximation of the spectrum via (11)
or (14) is to determine when dfree has been found, i.e., when
no unmerged pair of N -bit paths could lower the smallest d
such that Ad > 0. A sufficient condition was given in [5],
which adapted to the present framework states that when N
is such that Ad = 0 and ‖A¯
x
d,N‖1 = 0 for d = 0, . . . , d
∗−1,
x ∈ S, while Ad∗ > 0, then dfree = d
∗ has been found. Let N
satisfy these conditions in the following, implying εd(N) = 0
for d < dfree. Then (29) may be rewritten as
ε¯xd(N) = SP0A¯
x
d,N +
d−1∑
i=dfree
[SP1]
d−i
SA¯xi,N
(dfree ≤ d ≤ dmax). (30)
For d > dmax, the error may be computed using (22) as
ε¯xd(N) = A¯
x
d = [SP1]
d−dmax A¯xdmax
= [SP1]
d−dmax
(
α¯xdmax(N) + ε¯
x
dmax
(N)
)
(31)
Since the norm ‖ · ‖1 is sub-additive and sub-multiplicative,
(30) in conjunction with (28) suffices to bound the approx-
imation error for d = dfree, . . . , dmax using the quantities
‖P0‖1, ‖P1‖1, ‖S‖1, ‖A¯
x
d,N‖1 and ‖α¯
x
dmax
(N)‖1. These are
all readily computed during the recursive spectrum evaluation,
except for S, which may be upper bounded as follows.
Lemma 5: If the spectral radius of P0 satisfies ρ(P0) < 1,
then for any induced matrix norm ‖ · ‖ there exists n0 > 0
such that for all n ≥ n0, one has
‖S‖ ≤
∥∥∑n
i=0 P
i
0
∥∥
1−
∥∥Pn+10 ∥∥ . (32)
Proof: Since ρ(P0) < 1, for any induced matrix norm
there exists n0 > 0 such that ‖P
n
0 ‖ < 1 for any n ≥ n0. One
may write (20) as
S =
n∑
i=0
P i0 +
∞∑
i=n+1
P i0 =
n∑
i=0
P i0 + P
n+1
0
∞∑
i=0
P i0.
Then, for any n ≥ n0, the lemma follows from
‖S‖ ≤
∥∥∥∥∑Ni=0 P i0
∥∥∥∥+ ∥∥Pn+10 ∥∥∥∥∥∑∞i=0 P i0
∥∥∥
=
∥∥∥∥∑Ni=0 P i0
∥∥∥∥+ ∥∥Pn+10 ∥∥ ‖S‖ .
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Fig. 1. Graph of a finite-state joint-source channel arithmetic encoder for
a Bernoulli source with Pr(X =0) = 0.11. Average rate 1.01 bits/symbol,
dfree = 2, A2 = 0.44.
The tail sum for d > dmax in the union bound (5) may also
be bounded, since the error term (31) grows polynomially,
while the channel error probability (8) decays exponentially.
Let β ≥
∑
x∈S
(∥∥α¯xdmax(N)∥∥1 + ∥∥ε¯xdmax(N)∥∥1
)
and κ ≥
‖SP1‖1 be upper bounds obtained as outlined above, and let
γ = Eb
N0
− log κ. Then
∞∑
d=dmax+1
AdPd ≤ β
∞∑
d=dmax+1
κd−dmaxδe−d
Eb
N0
=
βδe−γdmax
κdmax (eγ − 1)
(γ > 0), (33)
where δ = 12 erfc
(√
dfree
Eb
N0
)
exp
(
dfree
Eb
N0
)
stems from
tightening the bound (8) as in [1, Ch. 4.5]. The tail bound
converges only if γ > 0, i.e., if the channel SNR is larger than
log κ. In many settings this turns out to be problematic, since
‖SP1‖1 and thus κ may be quite large (κ ≈ 30 for the example
FSC in Sec. VII), making it impossible to obtain a useful
(tight) bound at practical SNR levels. One may choose to
neglect the tail sum if dmax is large enough; a slightly preciser
method consists in reducing κ to a value that is closer to the
asymptotic growth rate κ∞ = limd→∞
Ad+1
Ad
. Empirically, this
was found to be close to the spectral radius ρ(SP1) already
for small values of d > dfree + 1 (κ∞ ≈ 2.6 for the FSC in
Section VII).
VII. EXPERIMENTAL RESULTS
Figure 1 shows the encoder graph of a JSC-AC for a
Bernoulli source with Pr(X=0) = 0.11, obtained as outlined
in [5]. Simulation results (for blocks of 1024 symbols, BPSK
over AWGN and ML sequence (Viterbi) decoding) are com-
pared with approximate and proper upper bounds in Figures 2
and 3, confirming the empirical “rule of thumb” that relatively
few terms are necessary to obtain usable approximate bounds
(notice that for large enough N the bound using recursive
approximation can be close to that using matrix inversion).
Unfortunately, the tail bound (33) provides rather gross over-
estimates even when using the empirical growth rate κ∞.
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