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This paper considers how partially observable Markov decision processes may be 
transformed into piecewise linear ones, which have many advantages in that they 
are easily represented in a computer. Also we specify how to find the products of 
simple partitions on which cost functions are piecewise linear. 
1. INTRODUCTION 
It is well known (see Sawaragi and Yoshikawa [8], Dynkin [4]) that 
partially observable Markov decision processes (abbreviated by POMP) with 
finite (or at most countable) states can be transformed into completely obser- 
vable Markov decision processes (abbreviated by MP) with continuous 
states. But the state space of transformed MP becomes the set of probability 
vectors which is no longer finite nor countable but continuous (continuum). 
Then it is almost impossible to compute an optimal cost and its 
corresponding policy of continuous state MP in the form of dynamic 
programming. Sawaki [6] recently discusses piecewise linear MP. In this 
paper it is shown that such POMP are actually piecewise linear MP with 
complete state observations. Since piecewise linear MP have many 
advantages for applications and implementation in a computer, it is 
important and of interest to provide a justification of the transformation of 
POMP to completely observable MP, which enables us to handle uncoun- 
table (continuous) state space MP and lightens a computational burden. Also 
it will be shown how to find the coefficients of piecewise linear functions and 
to handle the product of simple partitions for the purpose of computer 
implementation. 
2. PIECEWISE LINEAR MARKOV DECISION PROCESSES 
Piecewise linear MP are special cases of the general MP with finite actions 
which satisfy the monotone contradiction mapping assumption of Denardo 
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131. Under the setting of Blackwell [2] the general MP with finite actions are 
defined by the four objects (Q, A, q, c), where B is a linear vector state 
space, A is the finite set of actions (I E A, q(. 1 x, a) is the one step transition 
probability on Q for each pair (x, a) E Q X A, and c(-, .) is the bounded 
immediate cost on (Q, A). Define a policy 6: a + A. Our expected discounted 
total cost V’(x) at an initial state x under a stationary policy 6 is written as 
V”(x) = E c pn- ‘c(X,, S(X,)) / x, = x j . 
I, _ 1 
where (X,: n = 1, 2,...} is a Markov chain with transition probability 
$; 1;; J(x)) and P9 0 <P < 1, is the discount factor. Define the optimal cost 
v*(x) = hi V”(x) for all x E Sz, 
where A is a family of stationary policies. It is well known that there always 
exists an optimal policy 6* which is stationary, and V”‘ = V* satisfies 
V* = U:, V*, where 
for v E B(Q) the set of bounded functions on R. Also. define 
U, : B(Q) + B(Q) by 
(U, v)(x) = c(x, 6(x)) + p 1’ v(x’) q(dx’ / x. 6(x)). 
.a 
We write U, = U0 if 6(x) = a for x E R. 
A collection P = (E, , E, ,..., E,} of subsets of D is a partition of 0 if 
Ei CT E, = 0 for i # j and if IJ y= 1 E, = Q. Each member of a partition P is a 
cell. If each cell of a partition is a convex polyhedron, then the partition is 
called simple. A function v is piecewise linear if there exists a simple 
partition P = (E,, E, ,..., E,} of R such that v(x) = vi(x) for all x E E;. 
i = 1, 2,..., m and each ui is the restriction to E, of a linear functions on a. A 
policy 6 E A is piecewise constant if there is a simple partition 
{E, , E, ,.... E,} of a such that 6(x) = ai for all x E Ei. 
DEFINITION. MP are called piecewise linear if there exists a simple 
partition P = (E, , E, ,..., E,} of 0 such that (U,v)(x) is piecewise linear for 
1: piecewise linear and 6 piecewise constant. 
LEMMA 1. If MP is piecewise linear, then U, v is piecewise linear and 
there exists a piecewise cons&an& policy 6 such that U, ~3 = U, L’. 
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Prooj Suppose that U,v is piecewise linear with a simple partition 
W, 3 4 >..., E,} and that U,v = U,v for x E Ei an arbitrary but fixed cell. 
Therefore, there exists a simple partition P” for each a E A. Then we may 
suppose that U,v is piecewise linear with respect to the simple partition P”. 
Let P = n,,, Pa which is the product of the simple partitions. Since the 
product of simple partitions is again simple, P is simple and finer than each 
P”, and so each U,v is piecewise linear with respect to P. For this refined 
partition P, there is some linear functional a: such that for each FE P and 
UEA 
(U, v>(x) =4xX) for x E F. 
For each FE P, define the sets Gi., b E A, by Gi = {x E F: a:x = min, a;.~}. 
Then (GjZ : a E A } = PF is a partition of F. Put P E IJ,,, P’ and then P is a 
partition of fl with the property that 
VJ* W-4 = 4W if XEG,“EP. 
The policy 6 defined by 6(x) = a for x E Gp E j satisfies U, V= U, V. 
COROLLARY. Suppose that MP is piecewise linear with contraction 
mapping U which is either U, or U, . Let v” = UC’ for n = 1, 2,..., and v0 
be piecewise linear. Then v” is piecewise linear and the stationary policy 6,, , 
deJned by U8, = U, v”- ‘, is piecewise constant. Furthermore v” converges in 
norm to the fixed point V” or Vs corresponding to U* or U,, respectively. 
Remarks. The fixed points V* or V” need not to be piecewise linear and 
6* need not to be piecewise constant since the number of cells in the limiting 
partition is not necessarily finite. 
3. PARTIALLY OBSERVABLE MARKOV DECISION PROCESSES 
First, we shall introduce POMP and provide a lemma to be used for 
transformation of POMP into piecewise linear MP. 
Consider a Markov decision process (called the core process) with state 
set ( 1, 2 ,..., NJ, with action set A, with probability transition matrices [PTj] 
and with immediate cost vectors h”.Let Z, be the state at the nth transition. 
Assume that the process {Z,, n = 0, 1,2,...) cannot be observed, but at each 
transition a signal is transmitted to the decision maker. The set of possible 
signals 0 is assumed to be finite. For each n, given that Z, = j and that 
action a is to be implemented, the signal 8, is independent of the history of 
the signals and actions { 8,, a,, 19,) a, ,..., B,_ 1, a,- ,} prior to the nth tran- 
sition and has conditional probability denoted by y,;@ = Pie, = 8 1 Z, = j, a I. 
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Let 0 = (x = (x1,x2 ,..., xN): C3yz,xi= 1, xi>O, Vi}. Define the ith 
component of X,, the random variable of x, to be 
PlZ,=~180’a”,~1,...,8,~,,a, ,,8,,/. i = 1 . 2.. . . . N. 
It can be shown (see Dynkin (141) that 
PIZ,, 4 I =jI~,),a,~,B,~....H,,a,,~8,,+,j=P(Z,,.,=jlH ,,,,. a,,.X,,l. 
Thus X,, represents a sufficient statistic for the complete past history 
(4,. a,,. . . . . a,- , , Q,). It follows that (X,, : n = 0, 1, 2 ,... } is a Markov decision 
process (see Dynkin [4]), called the observed process. Its immediate cost is 
C-(-Y, a) = h”.~. Its action set is A. Its probability transition function is deter 
mined by the following calculation: For each measure subset B G R. s E R. 
and uEA, 
q(B ( x* a) = qx,, 1 , EB(X,=x,u,=ul 
=“PIX,+,EB/e,+,=8. x,,=x. a,,=al\‘;‘:;,“P;;Si 
-z I 7 
= 2: W’,, 1 E B I on+, = 8, x,, = .Y. a,, = a 1 IP”(H)X 6, 
where 1 = (1. l,..., 1) and P”(6) = [Pt.:&I’. Define the vector T(s 1 H. a) by 
T(x/O,u)= 
zye)x 
lP”(B)x . 
Note that 7(X, / B,,+ i, a,) = X,, , , and that 
PIXrz* I EBI~,., =O,X,=x,u]= 1, 
= 0. 
so, 
if T(x / 8, a) E B, 
if T(x 1 H. a) & B. 
q(B 1 x, a) = \‘ 
HEO”(HJ~ 
lP”(B).u. 
where W’(B, x) = (0: T(x ( 8, a) E B}. 
Next, we show that qa(B, x) s c, x’q(dx’ / x, a) is piecewise linear in x for 
each convex polyhedral set B 5 D and action a E A. Using the previously 
computed q(B ( x, a) we have 
q”(B, x) = (_ x’q(dx’ / x, a) = \‘ 7-1,~ ) 0, a 1 lP”(B)x 
.” f9EiG.X) 
= (1) 
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Thus it is sufficient to verify that the set valued function @“(B, a): a--) 2” is 
piecewise constant on R, where 2’ is the power set of 0. To do this we need 
LEMMA 2. For each signal 0, action a, and set B c Q, define 
Ei,” = {x E 0: T(x 1 8, a) E B). 
Then for any subset of signals w G 0, we have 
@‘“(B, x) = t,u ifand only f x E n Ez’” n n (EHqa)‘. 
BE* oe(u 
ProoJ: Note that EzVa = {x: 8 E @“(B, x)}. Thus if x E E;.” for BE’V, 
then BE @“(B, x). Consequently, vuc @“(B,x). On the other hand, if 
x E (E:Vu)c for B E @, then 8 E W(B, x). Consequently, I$ c (@“(B, x))“. It 
follows that w = @“(B, x). 
Conversely, suppose that @‘(B, 2) = w. Then i E Bi,a for each t? E I+V and 
2 E (Ei*a)C for each 8 E I$, which completes the proof. 
The next theorem shows that POMP is actually piecewise linear MP and 
provides a formula for computing the cost function which is convenient for 
computer implementation. 
THEOREM. Suppose v(x) = vix for x e Ei with a simple partition 
P, = {E, , Ez,..., E, } of f2. Then 
(U,V)(X)= h” +PT vi 1 P”(e) x 1 for x E fi Egi(Wih oeri i=l 
where E:(W) = (x E 0: @“(B, x) = w} and ny=, E~!(v/~) is a cell in the 
partition P of l2 defined by 
P= fi {E;;,(W): v/E 2@}. 
i= I 
That is, U, v is piecewise linear with the partition P. 
ProoJ First observe from Eq. (1) and Lemma 2, 
f xqdxf 1 X, a) = 2 T(x I 8, a) pa(e)x 
-8 BE* 
= \‘ pye)x 
z* 
for x E E;(v). 
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(U, v)(x) = h”x + p 1. 2(x’) q(dX / x, a) 
<> 
,,I 
h” +/i’ x c; \‘ p”(8) x 
I 
for x E E:,(v). 
i =I eTz* 
Lemma 2 gives an explicit representation of E:(W) and q”(B. x) is 
piecewise linear with respect to the partition {E;t(v): v E 2@ }, where it is 
assumed that q’(B, x) = 0 if E:(W) = d (empty) for all v/. Although this 
partition is not simple, it can easily be refined to a simple partition as in the 
next paragraph. 
Suppose that B c l2 is a convex polyhedral set. Since for 
x E R = {x: C xi = 1, xi > 0 Vi) an inequality ix < b can be rewritten as 
Ix - b = (I - bl)x < 0, we can without loss of generality assume that B has 
the representation 
B= (xER:Kx<O.Lx<O} 
for some matrices K and L, where 0 = (0, O,..., 0)‘. With this representation 
of B, 
P”(Q < o L P”(@ <o 1 
lP(B)x ’ lP”(8)x t 
= (x E R: KP”(@x < 0, LP”(@x < O} 
=(X~n:K”(B)x<O,L”(B)x~o}, 
where K”(B) = KP”(8) and L”(B) = LP’(8). So each Ez,” is a convex 
polyhedral set. Each (Ei3a)C can be represented as a union of disjoint convex 
polyhedral sets. It follows that E;f(v) is a union of disjoint polyhedral sets, 
say E;(W) = U;:, (,??j(~)}. Thus qa(B, x) is piecewise linear with respect to 
the simple partition (Ej(v): j = 1, 2 ,..., n,, v/ E 2@ I. 
Our motivation for studying piecewise linear MP which include POMP as 
special cases is that they are easily represented in a computer in terms of 
piecewise linear costs and piecewise constant policies as well as simple 
partitions. For example, a simple partition P = (E,. Ez,..., E,} can easily be 
stored in a computer as: 
E; = {x: K’x < b’, L’x < 8). i = I, 2...., II. 
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where each b’ and d’ is an N-dimensional vector and each K’ and L’ is a 
matrix with N-dimensional rows. A piecewise cost functionf(x) = fix and a 
piecewise constant policy 6(x) = ai on Ei. This situation will be denoted by 
f - ((fi; K’, b’; L’, d’), i = 1, 2 ,..., n}, 
6-{(ai;Ki,bi;Li,di),i= 1,2 ,..., n), 
Ei - (K’, b’; L’, d’). 
Our MP requires a performance of product of simple partitions. This can be 
performed by combining the corresponding lists of inequalities as the inter- 
section of two cells. Thus it is easy to form product partitions. 
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