technique using a single eye image that can be easily calibrated and mapped for Human Computer Interaction (HCI). The technique employs both geometric and trigonometric relationships to find a user's Point of Regard, followed by calculating user-dependent variables for final mapping onto a user interface (UI). Experimental results show acceptable accuracy with minimal focal errors.
I. INTRODUCTION
Eye Gaze Tracking (EGT) is the process of detecting gaze coordinates on a display or the point where a person is looking at. In recent years, considerable attention has been given to EGT due to its potential applications in fields such as HCI [1] [2] [3] [4] and human cognitive studies (HCS) [5] [6] [7] [8] [9] [10] . Tremendous efforts have been devoted to nonintrusive [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] as well as intrusive EGT techniques [21] [22] [23] in order to develop more accurate, faster, and easier-to-use systems. Nonintrusive methods have been much preferred over its intrusive counterpart due to the potential comfort when performing EGT. Compared to intrusive techniques, image/video processing lies at the core of nonintrusive methods where users are not prodded with electromechanical hardware (e.g. head-mounted cameras, lenses, etc.).
Generally, the process of EGT involves four main components, which is shown in Fig. 1 [24] . They are (1) head pose detection, (2) eye location detection, (3) 2D/3D gaze estimation (GE), and (4) area of interest analysis. In this paper, we focus on the step 3, as it being accurate is very crucial for the final point-of-regard estimation.
In the past, albeit being nonintrusive, several GE systems relied on the aid of specialized hardware. In [25] for example, two cameras and a light source were used. The works of [26] and [27] used more cameras with three and four, respectively. In [28] , two cameras were employed as a stereo pair, which was meant to extend the range on the horizontal axis of view.
Other nonintrusive works such as [11, 12, 14, 18 ] also report high accuracy, but with similar requirements of multiple physical and technical resources, which are normally expensive to acquire. Intrusive systems, understandably has the potential of giving high accuracy due to the various devices that need to be attached to the user (e.g [21, 22] ). However, their applications in real world situations might be limited and in some cases, impractical. In this paper, we propose a GE technique requiring minimal physical resources. The technique is nonintrusive, which would be more practical if to be deployed in any real-world applications. The technical specifications will be discussed in Section 2. Section 3 provides the experimental setup followed by Section 4 with a discussion of the results. We conclude this paper with remarks regarding future works.
II. PROPOSED TECHNIQUE
The main idea behind the proposed technique is to shorten the mapping procedure and improve the gaze estimation accuracy in both the vertical and horizontal axes. Fig. 1 shows the flow chart of the system.
The hardware requirements are minimal, requiring only a camera equipped with two Infra-Red (IR) lights. The general setup is shown in Fig. 3 . From this figure, is the vector representing the distance between (the right eye) and the camera, and is the vector representing the distance between (the left eye) and the UI. We use and to denote the UI's width and height, respectively. The eye image's pixel resolution is 640 X 480, taken by an IR camera located at the top-center of the screen display. The camera is directly in front of but at a slightly lower elevation, as shown in Fig.2 . This setup allows users to view the UI with no problems.
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A. Calibration
Calibration is performed to determine the coordinates of the UI corners and center points. These points serve as reference coordinates to calculate the viewing angle of the user's eye on the user interface.
The user is required to look at the four different points , , , and ( Fig. 5a ) for a short time period for each point. Instructions will be given to the user regarding this. Resultantly, four point coordinates are acquired. Based on these four point coordinates, the four corner coordinates of , , and , along with the UI center , can be obtained (Fig. 5b) . These can be written as: Equations (6) and (8) Fig. 4 . Consequently, the angles of , , , and can be calculated, which are illustrated in Figs. 6a and 6b. Since in this system, the user's eye is located at the center of the UI, it can be assumed that , and , as in (7) and (9), respectively. Note that the angle from Fig. 4 is the angle captured from the camera's position. In order to get the most accurate value for in Fig. 6 (i.e. to get the actual vertical degree captured by the camera), Equations (10) and (11) are applied. Note also that, since is not on the horizontal axis, the horizontal degree remains the same as . 
B. Eye-Gaze Tracking
We introduce the two-dimensional geometry-based EGT in this section. We also describe the concepts of the proposed technique based on the eye model shown in Fig. 7 . : The vector between LFP (left fixed point) and the leftmost point on the iris boundary . This can be calculated as:
, (12) : The vector between RFP (right fixed point) and the rightmost point on the iris boundary . This is written as:
: The vector between LFP and RFP, written as: ,
and : The left fixed-point and the right fixed-point:
The two different EGT tracking processes normally performed are tracking of (i) the horizontal axis ( -axis) and (ii) vertical axis ( -axis). We define the variables (17) , which is the horizontal movements of the eye gaze on the UI based on the changes in .
(18) on the other hand represents the vertical movement of the eye gaze on the UI based on the in . 
C. EGT on the x-axis
Based on the length of e and , three different states are possible while the pupil is moving on the -axis, as shown in Figs. 8a, 8b, and 8c. The he first state when indicates the user looking at the right side of the UI (Fig. 8a) . Consequently, thecoordinates of the eye gaze point is computed using (19) .
In the second state, , indicating the user looking at the left side of the UI (Fig. 8b) . Here, the -coordinates of the eye gaze point is computed using (20) .
In the third state when indicates the user looking at the center of the UI (Fig. 8c) . The -coordinates of the eye gaze point P x can be computed using (21) . (21) In the second case, we need to select one of the existing vectors ( or ) to compute the -coordinate of the eye gaze point . is preferred as it is more stable and consistent in most of the cases we tested on, mainly because users tend to look at the inner points of the UI compared to points around the UI edges.
Consequently, the following calculations are performed to obtain . The slope of is represented as .
In the first state when in Fig. 9a , (22) is used to calculate . (22) In the second state when in Fig. 9b , we use (23) to compute . (23) In the third state when as in Fig. 8c , (24) is used to calculate (24) 
III. EXPERIMENTAL RESULTS AND DISCUSSION
The screen size used in our experiments to display the UI was 24ʺ (53.13 cm width × 29.89 cm height) at 1920×1080 screen resolution. The camera used was the eye-tracker IR camera that has a resolution of 640×480 pixels. The camera was slightly elevated above the user's eye as shown in Fig. 10 . The value of α was set to 45. To start the EGT analysis, 10-subjects were asked to take part in experiment. Fig. 11 shows an example of the saved images after calibration. In all, forty images (10 users who looked at the four different points during calibration) were collected from users looking at the four directions.
To determine the accuracy of the proposed technique, users were asked to look at different points on the UI and then were asked to indicate by pointing out using their fingers the exact point on the screen where they were actually looking at. These points are subsequently defined as (i) the estimated gaze point -and (ii) the actual point users were looking at -. Both points are represented as blue and black dots in Figure 12 , respectively. The distances between these two points are measured on the UI in millimeters (using a ruler) to establish the horizontal and vertical errors of gaze estimation. An image of the dotted screen used in the experiments is shown in Fig.  13 . 1) Firstly, the angular error on the both axes was calculated using (25) and (26) , where the results are shown in Table. 1.
(25) (26) 2) Based on the results in Table 1 , and the user's degrees of freedoms for the -axis and for the -axis, we assume that , which is the maximum angle or user field of view. This value is then used in (27) to obtain a value at 50% based on the average horizontal error measurement from Table 1 :
The result is then multiplied by 2 to obtain a value out of 100%: (28) 3) A similar step is performed for the vertical axis. The angular accuracy on the vertical axis is . Therefore, taking the value of the average vertical error measurement from Table 1 , we get:
The result is then multiplied by 2.5 to obtain a value out of 100%:
According to the graph based on the data from Table 1 , the technique is able to detect the -coordinates of gaze points (horizontal axis) more accurately compared to thecoordinates (vertical axis). In summary, the average angular accuracy on X and Y axes are 98.144% and 96.795%, which is considered accurate to be applied in most EGT applications.
IV. CONCLUSION
A technique for EGT is proposed based on 2D geometry and trigonometry relations. The technique worked properly because of the simple yet accurate applied mathematical equations. A new calibration procedure also is proposed based on geometry relations in the presented EGT framework. Horizontal Error Vertical Error terms of horizontal and vertical degrees. Results indicate that the technique is an effective way to improve EGT systems.
Although the results might indicate that the proposed EGT technique is applicable for real world applications, accuracy is still not acceptable in certain cases such as when a user wears glasses or contact lenses. In future works, we plan to overcome these shortcomings. Results indicate that the proposed technique is effective for EGT to be applied in experimental researches and applications in different disciplines such as cognitive studies, medical research, computer usability, virtual reality, communication systems, and etc.
