Abstract. We derive a nonlinear partial differential equation for the convex envelope of a given function. The solution is interpreted as the value function of an optimal stochastic control problem. The equation is solved numerically using a convergent finite difference scheme.
Introduction
We derive a partial differential equation in the form of a nonlinear obstacle problem for the convex envelope. While convex functions and the convex envelope have been the subject of study for many years, this equation requires the newer theory of viscosity solutions [5] . Interestingly, the result was anticipated about fifteen years ago by Griewank and Rabier [8] , who observed that the convex envelope "appears [to be] a solution to a variant of the obstacle problem."
The equation for the convex envelope, u, of the function g : R n → R is (Ob) max {u(x) − g(x), −λ 1 [u](x)} = 0 (see Figure 1 ). Here λ 1 [u](x) is the smallest eigenvalue of the Hessian D 2 u(x). Convexity is important in part because it links local and global properties of functions. For example, convexity is sufficient to ensure that a local minimum of a function is global. While the convex envelope is defined globally (see (CE) below), the partial differential equation (Ob) provides an entirely local characterization. Indeed, the proof requires Theorem 1, a local characterization of continuous convex functions.
Furthermore, the equation (Ob) allows the convex envelope to be interpreted as the value function of a stochastic control problem (see §3). This equation is solved numerically using a convergent finite difference scheme (see §4). Compared to existing numerical methods [3, 4, 10, 15] , this scheme has the advantage that it is local and explicit. The local characterization is important for solving variational problems where convexity arises as a constraint (e.g., [14] ), one of the motivations for this work.
In dimensions larger than one, (Ob) is an obstacle problem involving a fully nonlinear partial differential equation. This equation is degenerate elliptic in the Known results regarding the regularity of the convex envelope apply to solutions of (Ob). While certainly convex functions need not be differentiable in general, whenever the function g is continuously differentiable, so too is the convex envelope [9] .
Derivation of the equation
Begin by recalling the characterization of the convex envelope of the function g(x) as the supremum of all the convex functions which are majorized by g,
Next recall the construction of viscosity solutions by Perron's method,
It is well known that twice differentiable convex functions are characterized by the property that the Hessian is everywhere positive semidefinite [2, Prop 1.2.6]. This result is generalized to continuous functions by the following theorem, whose proof is postponed to the end of the section. 
Theorem 1. The continuous function u : R n → R is convex if and only if it is a viscosity solution of
Next we define viscosity solutions of (Ob) in terms of sub-and supersolutions: a function is a viscosity solution of (Ob) if it is both a subsolution and a supersolution. The lower semicontinuous function u is a viscosity supersolution of (Ob) if for every twice-differentiable function φ(x),
Theorem 2. The convex envelope of the function g is a viscosity solution of (Ob).
Proof. By Theorem 1 and Definition 2, subsolutions of (Ob) consist precisely of those convex functions majorized by g. So the supremums in the definition of the convex envelope (CE) and the Perron formula (Pe) for the solution of (Ob) are over the same sets, and therefore the functions are equal.
Proof of Theorem 1. 1. Suppose u is convex. Let x 0 be a local maximum of u − φ for some twice-differentiable function φ. We can assume u(
is not convex. Then there are points w, y, z ∈ R n with w = θy + (1 − θ)z, for 0 < θ < 1, such that
Choose coordinates so that w, y, z lie on the x 1 axis, and
be the parabola which interpolates u at the points w, y, z. By assumption (2), a < 0.
(i) We begin with the case n = 1. If w is a local maximum of u − q, then we are done. If not, let
Then x * ∈ (y, z); therefore, x * is a local maximum of u − q, and we have obtained a contradition to (1) since
Thus q > u in a neighborhood of each of the points y, z. Choose > 0 so that
Finally, φ ≥ u on ∂C (I) since q ≥ u when x < and M ≥ u when x = . If w is a local maximum of u − φ, then we are done. If not, choose
Then x * is in the interior of C (I), so x * is a local maximum of u − φ and we have obtained a contradiction to (1).
Variational and stochastic control interpretations
The classical obstacle problem is a model for the equilibrium position of a membrane that is restricted to remain above (or below, in our case) the obstacle whose height is represented by the function g(x) . The solution, u, is the minimizer of the Dirichlet integral, |Du| 2 , subject to the pointwise constraints u ≤ g. It satisfies the following variational inequality (see [6, pp. 467-9] 
Notice that in one dimension, (3) and (Ob) coincide. The variational inequality (3) can be recast as the Hamilton-Jacobi-Bellman (HJB) equation for a stochastic optimal stopping problem. While a natural variational interpretation of (Ob) seems unlikely, it also has an interpretation as the value function of a stochastic control problem.
Next we will apply the Dynamic Programming Principle (DPP) to derive the HJB equations (3), (Ob). For clarity, our derivation is formal; we refer to [7] for a rigorous derivation of related equations.
3.1. Optimal stopping interpretation of the obstacle problem. Consider the diffusion corresponding to a particle undergoing Brownian motion in R n ,
(we use boldface to indicate a diffusion process in R n ). Suppose that at a time t we can stop the process and incur a cost of g(x(t)). The objective is to choose a stopping time, τ (·), to minimize the expected cost
The DPP begins by generalizing the problem to consider different starting points. It then relates the optimal cost at these different points. So define the value function,
where the minimization is over all stopping times. Next, assume the value function is known for points near x 0 and consider the following near-optimal strategy. One option is to stop immediately, which costs g(x 0 ). An alternative is to let the diffusion proceed for time t and thereafter follow the optimal strategy, which costs E x 0 [u(x(s))]. Choosing the least of these two alternatives gives
This part of the argument is formal: in fact we have only obtained an inequality. See [7] for the additional argument required to obtain the reverse inequality.
Subtract to obtain
The infinitesimal generator corresponding to the diffusion (4) is simply the Laplacian (see, e.g., [13] ), so we have
Using (5) and taking the limit t → 0 gives (3), since x 0 was arbitrary.
Stochastic control interpretation for the convex envelope.
Consider the diffusion
where now w is a one-dimensional Brownian motion, and the control, θ(·), is a mapping into unit vectors in R n . The objective is to minimize the expected cost
over all stopping times, τ (·), and direction paths θ(·). The value function is
As before, we formally apply the DPP. One strategy is to stop the process; this costs g(x 0 ). Another strategy is to fix θ(·) = θ to be constant, and let the diffusion proceed for time t, thereafter following the optimal strategy. This strategy costs
Minimizing over θ, and over the two strategies gives
Subtract to get
Using the definition of infinitesimal generator corresponding to the diffusion (4) with θ fixed (see, e.g., [13] ) gives
Using (7) in the preceding equation and taking the limit t → 0 yields
Finally, using the Courant-Hilbert characterization of the eigenvalues recovers (Ob).
Numerical solution of the equation
The following is a semi-discrete, monotone approximation of λ 1 [u](x):
This yields the natural approximation to (Ob), max {u(x) − g(x), −λ 1 [u](x)} = 0, which is monotone and consistent [12] , and therefore convergent [1] . The resulting nonlinear equation can be solved iteratively [12] .
To fully discretize λ 1 [u], replace the minimum over |v| = 1 by a minimum over a finite number of grid directions, using a wide stencil scheme [11] . A solution is displayed in Figure 2 . 
