Daunorubicin (DNR), discovered in the early 1960s, is an anthracycline antibiotic with antiblastic and anticancer activity, which is linked by the formation of intercalative complexes with DNA and the inhibition of both DNA and RNA synthesis. Although it still remains an important component for many current chemotherapy protocols of acute and myelogenous leukemia, cardiotoxicity is a serious problem, especially in the case of overdoses.
Introduction
Daunorubicin (DNR), discovered in the early 1960s, is an anthracycline antibiotic with antiblastic and anticancer activity, which is linked by the formation of intercalative complexes with DNA and the inhibition of both DNA and RNA synthesis. Although it still remains an important component for many current chemotherapy protocols of acute and myelogenous leukemia, cardiotoxicity is a serious problem, especially in the case of overdoses. 1 It is thus important for determining DNR in human plasma and urine. Various instrumental methods, such as polarography, 2 high-performance liquid chromatography, [3] [4] [5] the enzymatic immunological method, 6 voltammetry, 7 capillary electrophoresis, 8, 9 and electrospray ionization mass spectrometry 10 have been reported for DNR determination in biological fluids and in dosage forms. However, these methods are either troublesome or time-consuming.
With the development of modern analytical instrumentation that generate a multidimensional data array for each sample, multiway data arrays have been prominently useful for the quantitative analysis of complex multicomponent samples. Particularly, three-way data arrays following the trilinear model, such as excitation-emission fluorescence matrices, have been gaining widespread analytical acceptance. 11 Although, interestingly, there are many models for three-way data arrays, only the PARAFAC model ensures uniqueness in a straightforward way. 12 In addition, the decomposition of a three-way data array built with response matrices measured for many samples is often unique, allowing relative concentrations and spectral profiles of individual sample components to be extracted directly. That is, the analysis of several components of interest can be quantified even in the presence of unknown interferents, commonly called the "second-order advantage".
13,14
The different multiway methods used to resolve multicomponent mixtures belong to three main groups. The first group is direct solution. It is to resolve the data arrays by utilizing an eigenanalysis-based procedure, which typically works well when the signal-to-noise ratio is high. The generalized rank annihilation method (GRAM) [15] [16] [17] and the direct trilinear decomposition (DTLD) method [18] [19] [20] are wellknown examples. Unfortunately, GRAM is constrained to use only one standard and one mixture sample at a time. Although the DTLD method takes into account a direct solution through multiple samples, it is required to construct two pseudosamples, which unavoidably results in the loss of information in multiple samples. In addition, these methods may occasionally produce imaginary solutions and exhibit inflated variance. The second main group includes least-squares methods. Bilinear least squares (BLLS) is a recently introduced technique, based on a direct least-squares procedure. 21, 22 The third main group is an iterative one. 12, [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] Iterative algorithms have been widely employed. The PARAFAC algorithm proposed by Harshman 34 is a representative method of the third group. These have successfully solved many practical problems, such as environmental monitoring, 41 the analysis of biological samples, 42, 43 and the quantitation of drugs. 44 Several algorithms 18, 25, [35] [36] [37] [38] [39] [40] proposed recently were compared by Faber et al. 45 Their results showed that the developments of three-way data analysis and second-order calibration are still indispensable.
In the present work, an alternating fitting residue (AFR) method was developed for the trilinear analysis of excitationemission matrix fluorescence data. The results revealed that the determination of DNR can be conveniently achieved in plasma and urine samples by second-order fluorescence measurements, and that the performance of the newly introduced AFR method is similar or equal to that of PARAFAC.
Nomenclature
Throughout this paper, scalars are represented by lower-case italics; bold lower-case characters mean vectors; bold capitals designate two-way matrices; underlined bold capitals symbolize three-way arrays, and the superscript T denotes the transpose of a matrix. Before reading the following parts of this paper, readers are recommended to refer the nomenclature for detailed information. The details are as follows: X, three-way data array; I, J, K, the dimensions of three modes of X; AI×N, BJ×N, CK×N, the three underlying loading matrices of X with I × N, J × N, K × N, respectively (which will be simply represented by A, B and C, respectively, in this paper); xijk, the ijkth element of X; ain, bjn, ckn, the inth, jnth and knth elements of the three underlying loading matrices A, B and C, respectively; a(i), b(j), c(k), the ith, jth, kth row vectors of profile matrices A, B and C, respectively; diag(a(i)), diag(b(j)), diag(c(k)), diagonal matrices with elements equal to the elements of a(i), b(j) and c(k), respectively; Xi.., X.j., X..k, the ith horizontal, jth lateral and kth frontal slices of X respectively; Ei.., E.j., E..k, the ith horizontal, jth lateral and kth frontal slices of the three-way array residue E, respectively; eijk, the ijkth element of the three-way residue array E; A + , B + , C + , the Moore-Penrose generalized inverse of matrices A, B and C, respectively; || · ||F, the Frobenius matrix norm.
Theory

Trilinear model for second-order calibration
In the second-order calibration, the famous trilinear model proposed by Harshman 34 and Carroll and Chang 35 has been independently widely accepted, owing to its consistency with Beer's law in chemistry. According to the trilinear model, each element xijk of the data array X can be represented as follows:
The trilinear model can be expressed as three fully equivalent matrix forms owing to the cyclic symmetry of model, 25 as follows:
Regardless of scaling and permutation, the decomposition of the trilinear model proposed above will be a unique one, and no free rotations occur provided that k1 + k2 + k3 > 2N + 2, 46 where k1, k2 and k3 are the k-ranks of A, B and C, respectively. In the words, the loading matrices A, B and C will be obtained in a unique way.
Least squares-based AF error
For a trilinear model Xi.. = Bdiag(a(i))C T + Ei.. (i = 1, 2,·, I), one can obtain the following new residues:
Similarly,
The AFR method makes use of above residues, respectively, to construct three objective functions. One then decomposes the model by alternately minimizing the following three objective functions (AF error):
where p, q and r are the fitting factors. The function of the fitting factors is to optimize the model for different chemical systems. Generally, we can choose p = q = r = 1.
The AFR algorithm
According to the above-mentioned objective functions, an alternating fitting algorithm is used to exploit the solution. That is, one minimizes in an alternating manner the AF error Eq. (11) over C for fixed A and B, Eq. (12) over A for fixed B and C and Eq. (13) over B for fixed A and C. Since A, B and C can commonly satisfy full column rank, one can obtain three equations, simplified as follows:
and
Having mentioned the updating equations for these parameter matrices, we can present the general algorithm for the AFR method as follows:
1. Randomly initialize A and B, and choose three appropriate fitting factors p, q, r. In this paper, we choose p = q = r = 1. 2. Compute C using Eq. (14). 3. Compute A using Eq. (15). The number of responsive factors (N) can be estimated by several methods. A useful technique is to consider the PARAFAC model internal parameter, known as core consistency; typically, the latter one is computed for a number of trial components, and N is set as one less the number for which the core consistency value drops from 100 to less than 50. 47 A PARAFAC model constructed with the correct number of components is considered to be correct if reasonably low values of the least-squares errors are obtained compared with the instrumental noise level.
Figures of Merit
Figures of merit are frequently employed for comparing methods. They are best understood by resorting to the useful concept of net analyte signal (NAS), first developed by Lorber. 48 Different approaches have been discussed in the literature for computing the figures of merit for higher-order methodologies. [49] [50] [51] [52] As for the sensitivity (SEN), the following equation seems to apply to the presently studied case: [53] [54] [55] 
SEN = k{[(A T A)*(B T B)]
where nn designates the (n,n) element of a matrix, k is the total signal for component n at unit concentration, and * denotes the Hadamard product. In this paper, k is also the parameter converting scores to concentrations. Notice that the full sensitivities decrease in the presence of other sample constituents, by a degree that depends on the profile overlapping. The selectivity (SEL), in turn, is the ratio between the sensitivity and the total signal, and can be estimated as [53] [54] [55] 
SEL = {[(A T A)*(B T B)]
Note that when the second-order advantage is employed, Eqs. (17) and (18) imply that SEN and SEL are sample-specific and cannot be defined for the multivariate method as a whole. In such cases, average values for a set of samples can be estimated and reported.
The limit of detection (LOD) 56, 57 is calculated as LOD = 3.3s(0), where s(0) is the standard deviation in the concentration estimated for three different background blank samples, in the PARAFAC and AFR.
Experimental
Apparatus All of fluorometric measurements were carried out on an F-4500 fluorescence spectrophotometer (Hitachi) fitted with a Xenon lamp and interfaced to a 80486 personal computer. In all cases, a 1.00 cm quartz cell was used. All computer programs were in-house written in Matlab, and all calculations were carried out on a personal computer Pentium IV processor with 256 MB RAM under the Windows XP operating system.
Reagents and solution
DNR was purchased from Sigma-Aldrich (India). A stock solution with a concentration of 22 μg ml -1 was prepared by dissolving the DNR in water and stored in glass at 4˚C, protected from light, for a maximum period of one week. Deionized water (Millipore) was used in all experimental preparations. A phosphate buffer solution of pH 7.0 was prepared. The human plasma was purchased from the Blood Center in Changsha. The urine was taken from a healthy individual.
Analytical methodology
DNR is usually injected as a dose of 45 mg m -2 , giving an initial concentration of about 15 μg ml -1 in an adult male. Only a fraction of this injected drug will be present in the plasma. In addition, 5 -15% of the drug injected is excreted with urine. Therefore, we decided to work in concentrations not superior to 50% for plasma and 15% for urine of the initial dose. The first six samples only contained DNR and were used as concentration calibration samples. The concentrations are given in Table 1 . Samples No. 7 -11 contained not only DNR, but also human plasma diluted with water (1:5). The last four included DNR and urine diluted with water (1:4). All samples contained a phosphate buffer solution (pH 7.0). The excitationemission fluorescence spectra were recorded at excitation wavelengths from 413 to 527 nm at regular steps of 3 nm and the emission wavelengths from 533 to 650 nm at 3 nm steps. The slit width was 5.0/5.0 nm. The scan rate was 1200 nm/min. For each sample a matrix of fluorescence intensities with dimensions 41 × 41 (excitation wavelengths × emission wavelengths) was obtained.
Results and Discussion
Core consistency diagnostic (CORCONDIA)
All data sets were utilized for the core consistency evaluation, using one to four factors. While the core consistency values are negative, they are caused to equal zeros. The results are also shown in Fig. 1 . The analysis using CORCONDIA based on the traditional PARAFAC or the AFR algorithms indicates that two factors are necessary for plasma samples, because the utilization of more factors leads to a great decrease in the core consistency, and hence in the trilinearity of the data modeled. A possible explication for these results is that the chemical species in plasma samples is very similar, and PARAFAC and AFR did not resolve these into separated factors and considered one factor. 44 In addition, two factors are acquired using CORCONDIA based on PARAFAC for urine samples. However, three factors may also be chosen for AFR, because the AFR can solve nonlinear constituents by fitting more factors.
Plasma and urine sample results
The results obtained for spiked plasma and urine samples clearly illustrate the meaning and usefulness of the second-order 1191 ANALYTICAL SCIENCES SEPTEMBER 2006, VOL. 22 advantage. Both PARAFAC and AFR were able to produce acceptable results on plasma and urine samples. This is undoubtedly due to the presence of fluorescent plasma and urine components, whose influence has not been taken into account in the calibration set. These components not only exhibit emission analyzed using the AFR and PARAFAC in order to resolve the actual profiles of the component. The first six samples were used as concentration-calibrating samples, and the remaining were used as concentration-predicting samples. The calibration samples with No. 7 -11 samples compose one data array and the other with No. 12 -15. Figures 3 and 4 show the resolved DNR excitation-emission spectral profiles together with the actual ones, respectively, in plasma and urine using the AFR and traditional PARAFAC algorithms when the chosen factor number was two. Figure 5 reveals the resolved DNR excitation-emission spectral profiles together with the actual ones in urine using AFR when the chosen factor number was three. It can be appreciated that the resolved DNR spectral profiles is nearly the same as the actual ones. Tables 2 and 3 display resolved concentrations of prediction samples and the figures of merit, respectively, in plasma and urine using AFR and PARAFAC. These results indicate that both algorithms can give satisfactory resolutions not only for excitation-emission spectral profiles and concentrations of prediction samples, but also for analytical figures of merit.
However, the results in Table 2 demonstrate that the performance of AFR surpasses that of PARAFAC in plasma.
What is more, the results of the root-mean-squared error of prediction (RMSEP) and the concentrations of predictions samples 58 obtained using AFR when the chosen factor number was three exceeded that acquired using the traditional PARAFAC algorithm when the chosen factor number was two in urine. The reason for this is possibly that AFR can solve nonlinear constituents by fitting more factors. At the same time, it reveals the robustness of the estimated factor number using AFR.
Conclusions
A new algorithm, the AFR algorithm, has been developed as an iterative algorithm for the trilinear analysis of three-way data arrays. The results presented in this article demonstrate that the combination of fluorescence excitation-emission measurements and second-order calibration algorithms of three-way data is a powerful technique for the complex analysis of drugs in both plasma and urine, despite the serious interference from the plasma and urine background components. This is attributed to 1193 ANALYTICAL SCIENCES SEPTEMBER 2006, VOL. 22 second-order advantage. Although the determination of DNR in human plasma and urine is satisfyingly successful, it is only a limited example of the enormous potentiality of these means in biomedical analytical fields, such as pharmacokinetic investigations in cancer patients. Further work is undoubtedly required to involve samples of higher complexity and to exploit more potentialities of the newly introduced algorithm. 
