In this paper we have suggested difference-type estimator for estimation of population mean of the study variable y in the presence of measurement error using auxiliary information. The optimum estimator in the suggested estimator has been identified along with its mean square error formula. It has been shown that the suggested estimator performs more efficient then other existing estimators. An empirical study is also carried out to illustrate the merits of proposed method over other traditional methods.
PERFORMANCE OF SUGGESTED METHOD USING SIMPLE RANDOM

SAMPLING I IN NT TR RO OD DU UC CT TI I O ON N
The present study deals with the impact of measurement errors on estimating population mean of study variable (y) in simple random sampling using auxiliary information. In theory of survey sampling, the properties of estimators based on data are usually presupposed that the observations are the correct measurement on the characteristic being studied. When the measurement errors are negligible small, the statistical inference based on observed data continue to remain valid.
An important source of measurement error in survey data is the nature of variables (study and auxiliary). Here nature of variable signifies that the exact measurement on variables is not available. This may be due to the following three reasons:
1. The variable is clearly defined but it is hard to take correct observation at least with the currently available techniques or because of other types of practical difficulties. Eg: The level of blood sugar in a human being.
2. The variable is conceptually well defined but observation can obtain only on some closely related substitutes known as Surrogates. Eg: The measurement of economic status of a person.
3. The variable is fully comprehensible and well understood but it is not intrinsically defined.
Eg: Intelligence, aggressiveness etc.
Some authors including Karpe (2008, 2009 ), Shalabh(1997) , Allen et al. (2003) , Singh (2001, 2002) , Srivastava and Shalabh (2001) , Kumar et al. (2011 a,b) , , have paid their attention towards the estimation of population mean y  of study variable using auxiliary information in the presence of measurement errors. Fuller (1995) examined the importance of measurement errors in estimating parameters in sample surveys. His major concerns are estimation of population mean or total and its standard error, quantile estimation and estimation through regression model.
S SY YM M B BO OL LS S A AN ND D S SE ET TU UP P
Let, for a SRS scheme 
2. . E EX XI IS S T TI IN NG G E ES S T TI IM M A AT TO OR RS S A AN ND D T TH HE EI IR R P PR RO OP PE ER RT TI I E ES S
Usual mean estimator is given by
Up to the first order of approximation the variance of y is given by 2 y 2 y 2 u 2 y
The usual ratio estimator is given by
where x  is known population mean of x.
The bias and MSE ( R y ), to the first order of approximation, are respectively, given
The traditional difference estimator is given by
where, k is the constant whose value is to be determined.
Minimum mean square error of d y at optimum value of 
where, 1  is an arbitrary constant.
Up to the first of approximation, the bias and minimum mean square error of S y at optimum value of
Walsh (1970) suggested an estimator w y
where, 2  is an arbitrary constant.
Up to the first order of approximation, the bias and minimum mean square error of w y at optimum value of
Ray and Sahai (1979) suggested the following estimator
where, 3  is an arbitrary constant.
Up to the first order of approximation, the bias and mean square of RS y at optimum value of
SUGGESTED ESTIMATOR
Following Singh and Solanki (2013), we suggest the following difference-type class of estimators for estimating population mean Y of study variable y as 
, which is summarized in Table 1 . where,
We assume 1 e A 1  , so that the term 
Ae e      Theorem: 1.2 Bias of the estimator p t is given by
Proof: 
Squaring and then taking expectations of both sides, we get the MSE of the suggested estimator up to the first order of approximation as
Equation (22) can be written as:
Differentiating (23) 
EMPIRICAL STUDY Data statistics:
The data used for empirical study has been taken from Gujarati (2007) Where 
where, , C 
E EX XI IS S T TI IN NG G E ES S T TI IM M A AT TO OR RS S A AN ND D T TH HE EI IR R P PR RO OP PE ER RT TI I E ES S
st y is usual unbiased estimator in stratified random sampling scheme.
The usual combined ratio estimator in stratified random sampling in the presence of measurement error is defined as- Combined difference estimator in stratified random sampling is defined in the presence of measurement errors for a population mean, as
The variance and mean square term of above estimators, up to the first order of approximation, are respectively given by 
, which are summarized in Table 4 . 
Proof: With the help of these values, we get the minimum MSE of the suggested estimator T p .
DISCUSSION AND CONCLUSION
In the present study, we have proposed difference-type class of estimators of the population mean of a study variable when information on an auxiliary variable is known in advance. The asymptotic bias and mean square error formulae of suggested class of estimators have been obtained. The asymptotic optimum estimator in the suggested class has been identified with its properties. We have also studied some traditional methods of estimation of population mean in the presence of measurement error such as usual unbiased, ratio, usual difference estimators suggested by Srivastava(1967), dubey and , which are found to be particular members of suggested class of estimators. In addition, some new members of suggested class of estimators have also been generated in simple random sampling case. An empirical study is carried to throw light on the performance of suggested estimators over other existing estimators using simple random sampling scheme. From the Table 3 , we observe that suggested estimator t 3 performs better than the other estimators considered in the present study and which reflects the usefulness of suggested method in practice.
