ABSTRACT Given a pair of facial images, it is an interesting yet challenging problem to determine if there is a kin relation between them. Recent research on that topic has made encouraging progress by learning a kin similarity metric from kinship data. However, most of the existing metric learning algorithms cannot handle hard samples very well, i.e., some ambiguous test pairs cannot be well classified due to some compounding factors, such as the large age gap or gender difference between the parents and children. To address this, we propose an Adversarial Similarity Metric Learning (ASML) method in this paper. More specifically, ASML consists of two adversarial phases: confusion and discrimination. In confusion phase, ambiguous adversarial pairs are automatically generated to challenge the learned similarity metric; while in discrimination phase, the learned metric tries its best to adjust itself to distinguish both the original pairs and the generated adversarial pairs. Consequently, a robust and discriminative similarity metric can be learned by iteratively performing the two adversarial phases. Experiments on the two widely used kinship datasets demonstrate the efficacy of our proposed ASML method in comparison with the state-of-the-art metric learning solutions to kinship verification.
I. INTRODUCTION
Psychological research shows that individuals related by blood generally have more similar characteristics on their face appearance [1] - [5] . Enlightened by this, kinship verification via face images has become a novel and interesting research topic in the area of computer vision and biometric recognition [6] - [16] . In short, the aim of kinship verification is to judge whether there is any kin relationship between the two people on a given pair of facial images. Kinship measurements on facial images have broad prospects for practical applications, for example, reuniting lost children, and automated organization of family album [9] , [12] , [17] , [24] , [31] .
Conventional kinship verification approaches can typically be divided into two groups: featured-based [6] , [8] , [15] , The associate editor coordinating the review of this manuscript and approving it for publication was Shiqing Zhang. [17] , [31] , [40] , [47] , [48] and model-based [9] , [12] - [14] , [30] , [33] , [46] . Featured-based approaches generally extract genetic feature by hand-crafted descriptors or feature learning from facial images. In contrast, the goal of model-based methods is to learn a discriminative distance metric which can appropriately measure the genetic similarity between one pair of face images. In recent years, distance metric learning [9] , [13] , [16] , [23] , [34] , [41] has gradually become the mainstream research method in this domain, which has raised a number of important achievements. For example, in [9] , Lu et al. proposed the Neighborhood Repulsed Metric Learning (NRML) approach, which enforces the positive samples stay closer and the negative samples in their neighborhood regions are pulled away as much as possible. In [16] , [25] , [26] , multi-metric learning was presented for kinship verification, which can jointly utilize the complementary information from multiple different features of facial images to achieve better verification performance. Xia et al. [13] proposed a transfer metric learning method which extend the subspace learning by adding young parents between children and old parents such that the large divergence of their distribution can be radically reduced and a more discriminative metric can be obtained. More recently, supervised learning with deep neural networks [19] , [22] , [39] has received huge attraction in computer vision applications. Zhou et al. [22] presented a deep metric learning method combined with transfer learning for kinship verification, in which a coupled deep similarity metric was learned by imposing the intra-class diversity and inter-class consistency constraints.
As mentioned previously, encouraging progress has been achieved on the topic of kinship verification in the past years [6] - [11] , [13] - [16] , [22] , [30] - [33] , [37] , [38] . However, further research is still needed due to a series of challenges such as the difference of lighting, expressions, poses, gender and age gap between facial images from different identities. Existing methods learn the similarity metric by the linear or non-linear loss functions merely on the original training samples. Due to the distribution discrepancy existed between the training set and test set, some ambiguous test pairs are easy to be misclassified by the learned distance metric, thus causing degraded kinship verification performance.
To address the above mentioned issues, we propose in this paper the Adversarial Similarity Metric Learning (ASML) method to achieve a more robust metric for kinship verification, which is inspired by the idea of adversarial training [27] - [29] . Almost all traditional methods only use the given original training set to learn the similarity metric. However, we effectively expand our training set by automatically generating adversarial set, which consists of ambiguous but critical pairs, leading to improved verification performance. The proposed ASML is a two-stage iterative method which includes the confusion stage and discrimination stage. Firstly, a number of ambiguous adversarial pairs, that is, similar negative data pairs and dissimilar positive data pairs, are generated in confusion stage which will challenge the learned metric. And then in discrimination stage, the learned metric will use its best endeavors to distinguish the generated adversarial pairs in addition to the original given pairs. Hence, there is an adversarial relationship between the adversarial data pairs and the learned metric. With each iteration of the two stage, the robustness of the learned metric is improved gradually due to withstanding the challenge of adversarial data pairs. Therefore, the adversarial data pairs play a critical role in helping achieving an accurate metric for kinship verification.
We summarize our contributions of this paper as follow: 1) This paper explores the generative adversarial idea into metric learning method for kinship verification, which has enjoyed considerable improvement in performance evaluation. 2) We propose the Adversarial Similarity Metric Learning (ASML) method and develop an algorithm in a twostage iterative framework, which generates adversarial data pairs to facilitate learning a more robust and accurate kinship similarity metric. 3) We evaluate our ASML method on several kinship benchmark datasets, and the experimental results validate the effectiveness of our proposed method. 
II. OUR APPROACH
A. PRELIMINARIES Let X = { x i , y j , i, j = 1,
B. KINSHIP METRIC LEARNING
Supervised kinship metric learning methods usually aim to learn a Mahalanobis distance metric [41] - [45] , under which the distance between the data samples with the kinship relation will be encouraged as small as possible, while the large distance is being advocated between the samples without any kin relationship. The distance between any parent-child facial image pair (x i , y j ) can be defined as:
where M is symmetric and positive semi-definite [18] , and it can be decomposed into M = W T W . Therefore, the distance metric can be reformulated as:
From the above discussion, it can be deduced that the Mahalanobis distance metric seeks for a linear transformation W W ∈ R p×d , p < d which can project any data sample x ∈ R d into a low dimension subspace. Afterwards, we can compute the Euclidean distance of any two samples in the low dimension subspace that is equivalent to the Mahalanobis metric distance between them in the original space. As mentioned, the distances between positive pairs are expected to be smaller than the distances between negative pairs. To this end, we design an large margin framework under which the distances between positive pairs are supposed to be smaller than a pre-defined value µ 1 , and the distances between negative pairs are required to be larger than another pre-defined value µ 2 . In addition, it is also constrained that µ 2 is greater than µ 1 with a margin 1. And then we define a new predefined value µ, which replaces the above two pre-defined values µ 1 and µ 2 by setting µ = µ 1 + 1 = µ 2 − 1. Hence, we formulate them as the following constraint:
where ij = {1, −1}, indicating that x i , y j is a positive sample pair(i = j) or a negative sample pair(i = j). By applying the constraint in Eq.(3) to all kinship training pairs, the objective function L(M , X ) of kinship verification problem is formulated as:
where f (z) = 1 θ log (1 + exp (θ z)), θ is a sharpness parameter. There are two terms in our objective function, which represent the generalized logistic loss and a regularization term respectively. λ in Eq.(4) is a trade-off parameter that reflects the weight of the two terms.
C. ASML
In our proposed ASML method, the confusion stage and discrimination stage take turn to perform adversarial training as shown in Figure 1 , leading to an robust kinship distance metric. The confusion stage plays even more important role in our framework, which generates kinship adversarial data pairs to challenge but keep improving the learned metric. In confusion stage, the generated adversarial pairs try to confuse the similarity metric such that the similarity of these adversarial pairs measured by the model would be exactly opposite to the label of their corresponding original pairs. To achieve this goal, we search the adversarial pairs (i.e., similar negative pairs and dissimilar positive pairs) in the neighborhood of the original pairs to violate the similarity predicted by the learned metric. In discrimination stage, however, the learned metric struggles to correctly measure the similarity of the adversarial data pairs as well as the original data pairs. In this way, the robustness of the learned metric is improved gradually due to withstanding the challenge of adversarial data pairs.
1) CONFUSION STAGE
We now discuss how to generate the adversarial pair for each original data pair in the confusion stage. There are two constraints should be addressed during generating the adversarial pairs x i , y j . On one hand, the generated adversarial samples should be very close to its corresponding original ones so that the adversarial pair has the same label with its original pair. On the other hand, the similarity of adversarial pair should be deviated from that of its original pair. We set up two optimizers for training the positive and negative adversarial pairs separately. In particular, the constraint condition for the positive adversarial pair is that the Euclidean distance between the data pair should be larger than µ − 1. Similarly, the Euclidean distance between the negative adversarial pair is enforced to be smaller than µ + 1. Specifically, the loss function for the confusion stage is formulated as arg max
where regularizer parameter α is used to control the weights of the two loss terms, x i = Ax i , y j = Ay j , and A ∈ R d×d is a linear transformation. In order to obtain the optimal solution A to Eq.(5), we convert it to the following minimization optimization problem with M fixed in this stage.
arg min
2) DISCRIMINATION STAGE
After passing through the confusion stage, we have reaped the same amount of adversarial data pairs as the original training set, which is stored in the matrix X . As mentioned above, the adversarial data pairs are generated in the confusion stage to mislead the similarity metric. For purpose of achieving better recognition performance, in the discrimination stage, the metric M have to make adjustments so that it can correctly identify the similarity of these hard-to-measure adversarial pairs. By adding the generated adversarial pairs into the training set, the loss function in the discrimination stage is updated as arg min
where L M , X + , and L M , X − represent the kinship loss on the adversarial positive pairs and adversarial negative pairs, respectively. β and γ are the trade-off parameters, which control the weights of the generated adversarial pairs.
III. EXPERIMENTS
In this section, we conduct experiments to validate the effectiveness of our proposed ASML for Kinship verification VOLUME 7, 2019 on two widely used datasets: KinFaceW-I and KinFaceW-II [50] .
The two datasets and experimental settings are briefly introduced firstly, followed by analyzing the experimental results.
A. DATASETS AND EXPERIMENTAL SETTINGS
Both KinFaceW-I and KinFaceW-II are celebrity face images gleaned from the internet. The only difference between them is that the face image pair in KinFaceW-I is captured from the different photos, while that of KinFaceW-II comes from the same photo. There are four kinds of kin relationships in the two datasets: Mother-Daughter(M-D), Mother-Son(M-S), Father-Daughter(F-D) and Father-Son(F-S). More Specifically, there are 116, 127, 156 and 134 parentchild for the above four kin relationships in KinFaceW-I, respectively. For KinFaceW-II, it contains 250 facial image pairs in each kin relationship. All images in the two datasets are captured in uncontrolled condition with no restriction of illumination, facial expression, pose, age and race. Moreover, each facial image is aligned and cropped into 64×64 pixels according to the eye positions. Fig.1 shows some kinship sample pairs from the two datasets.
In our experiments, the LBP [20] and HOG [21] features are extracted for each facial image. For LBP, we first divide each face image into 8×8 non-overlapping blocks of size 8×8, and then extract a 59-dimensional uniform LBP feature for each block. Finally, these features are concatenated into a 3776-dimensional feature vector. As for HOG, each face image is firstly divided into 16×16 non-overlapping blocks using a 4×4 grid, and secondly divided into 8×8 nonoverlapping blocks with a 8×8 grid. Then, a 9-dimensional vector can be computed for each block. Finally, we concatenated all these vectors together into a 2880-dimensional vector.
We adopt the 5-fold cross-validation in our experiments. In each fold, we take all pairs of face images with kin relationship as the positive samples, and build the negative samples by combining each parent image and one child image which is not his/her offspring. We tune the parameters α, β and γ of ASML by crossvalidation in the grid {10 −3 , 10 −2 , · · · , 10 3 }. Furthermore, the parameters µ and λ are empirically set as 3 and 10 −2 , respectively.
B. RESULTS AND ANALYSIS 1) COMPARISON WITH STATE OF THE ART
To evaluate the verification performance of our proposed method, we choose six state-of-the-art kinship verification methods for comparison with our ASML, including SILD [35] , NRML [9] , ESL [30] , TSML [36] , SPML [37] and BIU [38] . We summarize the mean verification rate of all methods with LBP and HOG features on KinFaceW-I and KinFaceW-II datasets in Tables 1-4 , where the best results are shown in bold. As can be seen from the tables, our method obtains competitive performance to other compared kinship verification methods. More specifically, ASML achieves the best performance on KinFaceW-I and it outperforms SILD, NRML, ESL, TSML, SPML, BIU with accuracy gains of 5.35%, 3.2%, 2%, 2.2%, 1% and 0.85% in average, respectively. As for KinFaceW-II, the performance of our method is comparable to BIU, and it outperforms SILD, NRML, ESL, TSML 6.5%, 4.65%, 3.4%, 3.65% and 1.6% on average, respectively.
2) COMPARISON WITH SML BASELINES
In order to further validate the effectiveness of our adversarial strategy in ASML method, we perform experiments to compare our method with Similarity Metric Learning (SML) baselines without adversarial strategy. Tables 5 and 6 list the mean performance comparison of SML and ASML on KinFaceW-I and KinFaceW-II datasets, respectively. In addition, the receiver operating characteristic(ROC) curves of the two methods on KinFaceW-I and KinFaceW-II are shown in Figure 4 and 5 to enable a visual comparison. It can be seen clearly from the tables and figures that ASML outperforms SML on both features and datasets with a significant margin. The superiority of ASML can be attributed to the adversarial strategy in similarity metric learning.
There are a few parameters in our proposed model. We analyze the influences of the parameters β and γ to the loss function Eq.(7) on the KinfaceW-II dataset, and we can see from Figure 3 that the verification performance of our model could be more sensitive to the parameter β. This indicates that adversarial positive pairs would play more important role than adversarial negative pairs in our model learning.
IV. CONCLUSION
We propose in this paper a adversarial similarity metric learning method for kinship verification using facial images. Specifically, a robust and discriminative similarity metric is built by iteratively performing the two adversarial phases in our ASML framework. Experimental results on the two kin datasets have shown that our proposed method is highly competitive to the state-of-the-art metric learning methods.
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