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1. INTRODUCTION 
Among the few cases of explicit solubility of an n-dimensional first-order 
differential equation 
Y’ = 4% t 3 to, (l-1) 
are those in which the coefficient-matrix A(t) is constant, or is periodic with 
real positive period w. The solution is explicit in the former case in that it 
depends on the eigenvalues, and reduction to canonical form, of the constant 
matrix A,; in the periodic case, it depends on a similar reduction of a funda- 
mental matrix solution, taken over a period, the place of eigenvalues being 
taken by certain characteristic exponents. 
A great deal of work (see e.g., [l-5]) has been devoted to extending the 
explicit solution for the constant coefficient case to explicit approximate 
solutions for cases in which the coefficients are in some sense asymptotically 
constant. The simplest case is that in which there is a constant matrix A, 
such that St”, / A(t) -- A, / dt < CO; here we assume the entries in A(t) 
integrable over any finite interval, and indicate by / 1 any of the usual norms 
for square matrices. In this case we seek an approximation between the 
solutions of (1.1) and those of y’ = A,y. An important extension is due to 
Levinson [2, 3, 5, 61, who has considered the form 
A(t) = 4 + B(t) + C(t), (14 
where A, is constant, R(t) is of bounded variation over (to, co) with 
B(m) = 0, and jc 1 C(t) / dt < co. In this case we have to work in terms 
of the variable eigenvalues of A, + B(t), rather than those of A, . 
The investigation of certain special classes of differential equations shows 
that the condition that B(t) be of bounded variation can play an essential 
role. In particular, there are relevant phenomena of this kind in connection 
with the second-order scalar equation 
24” + (1 +f(t>) u = 0, t 3 to, (1.3) 
1 Research done partly during tenure of a Fellowship at the Summer Research 
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in which f(t) + 0 as t + + co, but in which the behavior of the solutions 
departs in some way or other from the behavior of U” + u = 0. It is a 
classical observation that the condition f(t) -+ 0 does not suffice to ensure 
the boundedness of solutions [7]. Here it is appropriate to cite investigations 
of (1.3) with f(t) = h(t) cos kt. If K = I,2 and h(t) tends to zero smoothly 
but not too rapidly, we get unbounded solutions as t - CO [4, 81, whereas 
the theory of (1.2), when applicable, predicts for (1.3) a pair of solutions 
asymptotic to 
cos IO (1 +f(s))l12 ds, 
s 
sin Ii0 (1 +f(s))“” ds. (1.4) 
For other values of K, and suitable conditions on h(t), we get bounded solu- 
tions, but with a phase differing from that given by (1.4). This has been 
discussed in [8, 91, and in a forthcoming paper by Kelman and Madsen [lo]. 
In equations such as (1.3) withf(t) = h(t) cos Kt, we have to deal with a 
perturbation of a constant coefficient system, in which the perturbing term 
h(t) cos Kt combines smallness at infinity, on account of the function h(t), 
with periodic variation, on account of the function cos kt. There is a rather 
obvious analogy with perturbation by periodic coefficients involving small 
parameters, and indeed some correspondence in respect of the results. Thus, 
for example, the equation u” + (1 + E cos kt) u = 0 also has unbounded 
solutions when k = I,2 for small nonzero E. The aim of the present paper is 
to make this connection explicit, at least for the stable case. 
We work in terms of a system (1.1) w h ere A(t) is asymptotic to a periodic 
function, which could of course be constant; the perturbation, or discrepancy 
between A(t) and this limiting periodic function will of course tend to zero, 
but will involve also periodically varying ingredients. As an example, we 
could have 
where w > 0 is the period, and the P,(t) are of bounded variation over 
(t,, , CO). With such a system we can associate a family of equations with 
periodic coefficients, namely 
Y’ = !$p&) exp (%)I Y, U-6) 
where v is a parameter. The idea is then to consider the characteristic expo- 
nents of this system, which are functions of v, in much the same way as one 
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considers the eigenvalues of the variable matrix A, + B(t) in the case of (1.2). 
Indeed, we shall proceed by reducing the problem to the case of (1.2), and 
appealing to Levinson’s result. 
2. THE MAIN RESULT 
We use a more general form that (1.5) setting 
4) = B(4 4, t 3 t, , (2.1) 
where the matrix-function B(u, v) is defined and continuous in the region 
-m<u<<, t, <v < co. (2.2) 
Furthermore, B(u, v) is to be periodic in U, so that for some w > 0 we have 
B(u + w, v) = B(u, v). (2.3) 
In addition, it is to be of bounded variation in v, in the following restrictive 
sense; it is to be absolutely continuous in v, and for some measurable function 
T(t) 2 0, with 
i 
cx2 
7(t) tit < a, (2.4) 
to 
we must have almost everywhere 
(2.5) 
Denoting by TZ the order of the matrices A(t), B(u, v), we denote by 
P&L I*&), to bv < co, (2.6) 
the characteristic exponents of the system, with periodic coefficients, 
y’ = B(t, v) y. (2.7) 
We wish to apply a result for (1.2) h’ h w tc re uires the distinctness of the q 
characteristic roots of A, . Accordingly, we will assume that the characteristic 
exponents (2.6) are distinct when v = co. If t, is taken sufficiently large, 
we may then suppose them distinct when to < v, and as continuous func- 
tions of v in t, < v < co; we return in more detail to the topic of depen- 
dence of (2.7) on v in the next section. We are interested in circumstances 
under which (1.1) has a set of 11 solutions of the form 
rW> = W /exp j~o~T(v) dv/ (1 + o(l)), 
for various periodic, nonzero vectors c,(t). 
r = I,..., n, (2.8) 
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For stable cases of (1.3), we have then 
THEOREM 1. In addition to the above assumptions, let all the p,.(v) have 
zero real part, t, < v < co. Then (1.1) has a set of solutions of the form (2.8). 
Levinson’s result for (1.2) [2, 5, 61 provides an assortment of conditions 
on the characteristic roots of A, + B(t) under which asymptotic integration 
is possible. The other extreme, from Theorem 1, is for example given by 
THEOREM 2. Let all the (2.6) have distinct real parts for v = co, (and so 
for large v) ; then the asymptotic integration (2.8) holds. 
3. THE FLOQUET THEORY WITH PARAMETER 
We start as usual with the fundamental matrix solution of (2.7), the matrix 
X(t, v) given by 
w, 4 ___ = qt, v) X(t, v), at X(0, v) = I, (3.1) 
where I is the unit matrix. Since X(t, v) is nonsingular, we may define 
D(v) = co-1 log X(w, v); (3.2) 
we give later a definition which makes D(v) a continuous function of v, not 
of course unique, but pass over this point for the moment. Following the 
course of the Floquet theory, we then observe that 
X(t, v) PD(V), -qt + WY v) 
must coincide, since they coincide when t = 0 and also satisfy the same 
differential equation in t; thus 
P(t, v) = X(t, v) emtDCV) (3.3) 
is periodic in t, with period w, and is nonsingular. We have the identity 
X(t, v) = P(t, v) etDfV). (3.4) 
We now consider dependence on v of these entities, for t subject to 
0 < t < w. We have first that X(t, V) is bounded. By the Gronwall-Bellman 
inequality we have from (3.1) that 
I 34 v> I < I I I exp SW I B(t, v) 1 dt, 
0 
(3.5) 
and a similar argument shows that {X(t, v)}-1 is bounded. 
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Next we must consider aX(t, v)/%. From the differentiated form of (3. lh 
the fundamental inequality gives 
1 x(4 v) 11 exp 1: I B(t, V) 1 dt, 
whence we derive 
Jqg / = 0(7](v)), 
uniformly for 0 < t < w, v 3 t, . 
We can now consider the variation of D(v). We make (3.2) more precise 
by specifying that 
D(v) = (2niw)-l/, (log h) (M - X(w, v))-” dA. (3.7) 
Here the contour L must encircle each eigenvalue of X(w, v) once positively, 
but must not encircle the origin; we may give log X any determination on L, 
subject to continuity. We choose L to satisfy these requirements in respect of 
X(w, co). Since the eigenvalues of the latter are the limits of those of X(w, v), 
as v -+ co, the contour L will then satisfy our requirements in respect of 
X(w, v) for v 2 t, , if we suppose to taken sufficiently large. 
We may then differentiate (3.7) under the integral sign with respect to v, 
to obtain the result that 
w4 = mw)~ (3.9) 
in view of (3.6). Of course, (3.7) shows immediately that D(v) is bounded, and 
a continuous function of o. In a similar way, we have that exp (;t D(v)) are 
bounded for 0 < t < w. As their differentiability, we have 
exp( - D(v)) = (274-l i, exp(- tw-l log X) (xl - X(w, ~))-a dh, 
and hence 
gq exP(- to(v)) = %(v)), (3.10) 
still for 0 < t < w. 
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Finally we must consider the dependence of P(t, V) on w. It follows from 
(3.3) that P(t, w) is bounded, uniformly for t,, < w and 0 < t < w. Since 
however P(t, w) is periodic in t, the last requirement may be dropped. 
Likewise, we have that {P(t, w)}-1 is bounded. As to differentiability, we note 
that, by (3.3), 
aqt, 4 ax(t, 4---= 
av 
___ p’w’ + qt, w) & &D(v) 
aw 
and so, by (3.6), (3.10), 
v = 0(7)(w)), 
for 0 < t < W, and so for all t by periodicity. 
Finally, we recall the differential equation satisfied by P(t, w) in t, on the 
basis that (3.4) satisfies (3.1). Substituting (3.4) in (3.1), we get, denoting 
qt, et by P&, w), 
P1(t, w) GJ(“’ + P(t, w) D(w) etD(u) = B(t, w) P(t, w) etD(“), 
whence we have 
P&, w) + P(t, w) D(w) = qt, w) P(4 w)* (3.12) 
4. REDUCTION TO THE CASE (1.2) 
We now take the equation (l.l), with the form (2.1). For a solution y(t) 
of (1.1) we define z(t) by 
r(t) = fyt, t) m, (4.1) 
and calculate the differential equation satisfied by x(t). We write P2(t, w) for 
aP(t, w)/aw. Differentiation of (4.1) gives 
y’(t) = P&, t) z(t) + P&9 t> 4t) + P(t, t> qt>, (4.2) 
while (1.1) gives 
y’(t) = A(t) y(t) = B(t, t) P(t, t) z(t). 
In addition, we have from (3.12) that 
P1(t, t> + P(t, t> D(t) = qt, t) qt, t). 
Taken together with (4.2-3), we deduce that 
P(t, t) Qt) Z(t) = P&, t) .Q) + P(t, t) q>, 
(4.3) 
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and so 
z’(t) = {D(t) - (P(t, t))-’ Pz(t, t)} z(t). (4.4) 
We thus reach the form (1.2), with 
A0 = ma), B(t) = D(t) - D(m), C(t) = (P(t, t))-l P& t). 
In justification of these statements, we have that B(t) so given tends to 
zero as t -+ co, and is of bounded variation over (t,, , co), by (3.9), (2.4), while 
C(t) so given is absolutely integrable over (to , co) by (3.1 l), and the bound- 
edness of {P(t, t)}-l. 
The theorems stated now follow from Levinson’s result, since the charac- 
teristic exponents (2.6) are none other than the eigenvalues of D(V). 
5. APPLICATION TO THE STABLE SECOND-ORDER CASE 
Consider now the equations 
U” + (1 + h(t) v(t)) = 0, (5-l) 
d + (1 + &)) u = 0, (5.2) 
where h(t), p)(t) are continuous for t > to , and q(t) is of period w > 0. For 
(5.2), with E = 0, the characteristic multipliers will be exp(f ~uJ), if (5.2) 
is considered as a linear system with coefficients of period w. Provided that w 
is not a multiple of r, these multipliers will not be equal to f 1, and will be 
distinct, lying on the unit circle. Thus, for small E, real, the characteristic 
multipliers will be complex conjugate, distinct, and on the unit circle. Fur- 
thermore, the characteristic exponents will be purely imaginary, and distinct, 
and expressible as power series 
5 IL(E) = It i f Yr ET, 
9-O 
(5.3) 
convergent for small c, where the yr are real. 
Let now h(t) in (5.1) be real-valued, absolutely continuous, and of bounded 
variation over (to , co), and furthermore tend to zero as t + co, though this is 
not essential. We may then conclude that (5.1) has solutions of the form 
(5.4) 
if to is taken sufficiently large. Th e case p(t) = cos kt is considered by 
iterative procedures by Kelman and Madsen (IO), in extension of earlier 
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work (8,9). The iteration has to be taken until we reach a power of h(t) 
which is absolutely integrable at co, if such a power exists. The same iterative 
procedures can of course be applied in the case of a small parameter E in 
place of h(t)--so that (5.2) is essentially the Mathieu equation-to show that 
the coefficients Y,. are the same as those arising in the expansion of the 
characteristic exponents, as in the cases (5.3) (5.4). 
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