where f (t,x,y) is bounded for bounded x andy and all t>0, and the following conditions on a Lyapunov function V (x,y then all solutions y(t) are bounded and all x(t)+O as r-co. Define a Lyapunov function candidate
where f(t,x,y) is bounded for bounded x andy and all t>0, and the following conditions on a Lyapunov function V(x,y).
1) V(x,y)
is positive definite and has continuous first partial derivatives.
2) V(X, and hence all the conditions of the theorem are satisfied. The conclusion is that the state (e l = 0, p, = +I = 0, p = $=O) is eventually stable and that for all initial conditions el+O as t+co and cp,,+,,@,$ remain bounded. Because of (2a) it immediately follows that e, is also bounded. When u(.) contains at least R distinct frequencies, we also have 'p I -fO, q I+O, p+O, and $-0. Thus the state (e -0, cp l = + I =0, p = $=0) is "eventually globally asymptotically stabld. ' 
CONCLUSIONS
Lyapunov's stability theory has been extensively used to prove convergence of adaptive control schemes. However, there are situations when Lyapunov's theory cannot be used, while it is natural to investigate their eventual stability properties. From a practical point of view, eventual stability is the kind of stability one would hope to achieve when the system is operating in a varying environment. In such cases, controllers designed by eventual stability methods will assure that the desired state behave more and more like an equilibrium state. In this note, the eventual stability of the adaptive observer [I] is proved.
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On Optimal Stationary Control of Systems with State Dependent Noise R. S. R4NA AND A. K. MAHALANABIS
Absh.act--This note proposes a simplified existence criterion for the hear quadratic optimal control law for systems wilh state dependent noise. INTRODUCTTON We consider the problem of finding a feedback control law for the following system:
such that it minimizes the following cost:
It is assumed that the initial state x(0) is a random variable with known moments and that w is a zero mean white Gaussian process independent of x(0). The matrix G(x) is assumed linear in x and satisfies the following condition:
and some positive definite symmetric matrix P. This problem has been studied in detail by Wonham [I] , [2] who has shown that a solution for the optimal control exists in the form
U=-B~N-~PX
where P is the solution of a Riccati-type equation
The term A(P) is derived from the matrix G (x) using the relation A computation of this control does not pose any numerical problem provided a certain existence condition is satisfied. The condition as given in [l] , [2] is not easy to verify, particularly in the case of higher order systems. The aim of this note is to suggest an easier test for the existence of the optimal control (4).
PROPOSED ~STENCE CONDITION
The existence condition proposed here is based on the fact that the stochastic control problem above can be converted into an equivalent deterministic control problem. This is achieved by making use of (3). Consider first the situation where the equality sign holds true in (3). In this case (5) can be rewritten as O= j + A;P-
(7)
where the matrix A, is given by In this case the question of existence of the control (4) is the same as that of the linear quadratic optimal control of a deterministic system having the plant matrix A,. The existence condition for this deterministic problem is well known and requires that the pair [A,,B] be completely controllable. To show the validity of this simpW~ed condition, let us consider the example in [2] . It is easy to check that the matrix A, in this case is simply (a+f&)Z (where u is negative). The system is completely controllable for all values of g. This is exactly the same condition as obtained by Wonham [2] . In the case where the equality in (3) cannot be satisfied, computation of the matrix K on the basis of (7) would imply that the control (4) is optimal for a system with larger noise intensity. Accordingly, we shall obtain only a suboptimal solution of the original control problem. However, the existence condition stated earlier is still a sufficient condition for the existence of the optimal control law. Further, the suboptimal control law may he easier to compute for higher order problems, since the evaluation of A(P) is avoided: the constant g 2 can be guessed from the matrix G(x) directly. In view of this a comparison between the results of the optimal and suboptimal control in specific cases would be of interest. The fact that we have replaced A(P) by a larger matrix g 2 1 indicates that the solution for P as obtained from (7) will always be larger than the solution of (5). The difference in the two solutions gives a measure of the performance degradation. A second-order system has been studied bv way of illustration. This corresponds to the following: The difference between the two solutions can be minimjzed by an appropriate choice of 2 .
CONCLUDING REMARKS
A method for converting a stochastic optimal control problem of systems with state dependent noise to an equivalent deterministic problem has been suggested. This permits a simplified test for the existence of the desired optimal control law. It also marginally simplifies the computations involved in the solution of the Riccati equations.
identical to the conditional maximum likelihood estimate (CML). The result is true for canonical form I11 but additional assumptions appear to be needed for canonical form 11.
We follow the argument presented in the proof of Theorem 4 of that paper.
The CML loss function is
>-i 2 [y{t)-Z(t-\m T p->[y(t)-Z(t-\)9].
(1)
