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Resumen
Esta l´ınea de investigacio´n tiene por ob-
jetivo conseguir una mejora en los Sistemas
Argumentativos Basados en Reglas (SABR)
mediante la incorporacio´n de elementos
presentes en formalismos de argumentacio´n
cla´sica. Una cr´ıtica usualmente realizada a los
SABR es que determinados patrones de razo-
namiento argumentativo estudiados en otras
a´reas, y que constituyen importantes aportes
a la argumentacio´n, no son considerados en
su definicio´n formal. Esta investigacio´n tiene
como objetivo incorporar dichos aportes
a los SABR, permitiendo as´ı mejorar los
SABR as´ı como tambie´n sus respectivas
implementaciones. Finalmente, estas mejoras
representara´n un avance significativo para
los Sistemas Argumentativos dentro del a´rea
de Inteligencia Artificial y Ciencias de la
Computacio´n.
Palabras Clave: Argumentacio´n, Razona-
miento Rebatible, Programacio´n en Lo´gica
Contexto
Esta l´ınea de investigacio´n es desarrollada
en el a´mbito del Laboratorio de Investiga-
cio´n y Desarrollo en Inteligencia Artificial
(LIDIA) del Departamento de Ciencias e
Ingenier´ıa de la Computacio´n (DCIC) en
la Universidad Nacional del Sur (UNS), y
esta´ asociada a los siguientes proyectos de
investigacio´n:
“Formalismos Argumentativos aplicados
a Sistemas Inteligentes para Toma de De-
cisiones”. Co´digo: PGI 24/ZN18. Director:
Alejandro Javier Garc´ıa. Co-director: Marcelo
Alejandro Falappa. Acreditado con evalua-
cio´n externa. Per´ıodo 01/2009 - 12/2012.
Financiamiento: Universidad Nacional del
Sur.
“Sistemas De Apoyo a la Decisio´n Basa-
dos en Argumentacio´n: formalizacio´n y apli-
caciones”. PIP-CONICET (PIP-112-200801-
02798). Director: Carlos Iva´n Chesn˜evar.
Per´ıodo 01/2009 - 12/2011. Financiamiento:
CONICET.
1. Introduccio´n
Argumentacio´n es una forma de razona-
miento en la cual una conclusio´n es aceptada
o rechazada de acuerdo del ana´lisis de los ar-
gumentos existentes a su favor y en su contra.
La forma en que estos argumentos son consi-
derados permite un mecanismo automatiza-
do capaz de razonar empleando informacio´n
incompleta o incierta. En las u´ltimas de´ca-
das, argumentacio´n ha evolucionado como un
atractivo paradigma para conceptualizar ra-
zonamiento de sentido comu´n [15]. En conse-
cuencia, se formalizaron diversos Sistemas Ar-
gumentativos Abstractos, as´ı como tambie´n
Sistemas Argumentativos Basados en Reglas
(SABR) (e. g. [7, 9, 3, 14, 12]).
Los SABR son formalismos de argumenta-
cio´n en los cuales el conocimiento incluye un
conjunto de reglas de inferencia que permi-
ten construir argumentos a favor o en con-
tra de una afirmacio´n. Estos sistemas son de
particular intere´s en el a´rea de Inteligencia
Artificial dado que este tipo de reglas de in-
ferencia permite representar conocimiento de
sentido comu´n, posibilitando la construccio´n
de argumentos de manera automa´tica. Los
SABR poseen caracter´ısticas que los hacen
especialmente aptos para su implementacio´n
computacional. En la actualidad, algunos de
los SABR propuestos en la literatura cuentan
con una implementacio´n [8, 9], permitiendo
as´ı su aplicacio´n concreta a otras a´reas de las
ciencias de la computacio´n. Por otra parte,
una cr´ıtica usual realizada a algunos SABR
es que ciertos patrones de razonamiento es-
tudiados en a´reas como razonamiento legal y
filosof´ıa, y que constituyen importantes con-
tribuciones a la comunidad de argumentacio´n,
fueron simplificados o no considerados en la
definicio´n formal de dichos sistemas.
Por ejemplo, Pollock [13] enuncio´ que el ra-
zonamiento opera en te´rminos de razones que
pueden combinarse para obtener argumentos,
distinguiendo entre razones rebatibles y no re-
batibles. Adicionalmente, indico´ que las ra-
zones rebatibles pueden ser derrotadas, dife-
renciando dos tipos de derrotadores: rebutting
defeaters y undercutting defeaters. El primer
tipo de derrotadores se corresponde con un
ataque a la conclusio´n de una inferencia, me-
diante el soporte a una conclusio´n contraria.
El segundo tipo, por el contrario, se corres-
ponde con un ataque a la conexio´n entre las
premisas y la conclusio´n de una inferencia, sin
atacar la conclusio´n directamente.
Otra importante contribucio´n fue realizada
por Toulmin [18], quien propuso que los ar-
gumentos deber´ıan ser analizados utilizando
un formato ma´s rico que el empleado por la
lo´gica formal. Mientras que la lo´gica formal
utiliza la dicotomı´a de premisas y conclusio-
nes, Toulmin propuso un esquema que invo-
lucra, adema´s de data (datos) y claim (con-
clusio´n), elementos adicionales como warrant
(garant´ıa), backing (sustento), rebuttal (de-
rrotador) y qualifier (calificador).
En esta l´ınea de investigacio´n proponemos
incorporar algunos de los elementos anterior-
mente mencionados a los SABR, concreta-
mente, utilizando un formalismo llamado De-
feasible Logic Programming (DeLP) [9]. Es-
te formalismo permitie identificar argumen-
tos cuyas conclusiones finales o intermedias
esta´n en contradiccio´n, capturando la nocio´n
de rebutting defeater propuesta por Pollock.
Sin embargo, en DeLP no es posible represen-
tar la nocio´n de undercutting defeater, as´ı co-
mo tampoco la nocio´n de backing propuesta
por Toulmin.
2. L´ınea de Investigacio´n
y Desarrollo
El objetivo de esta l´ınea de investigacio´n
es mejorar los Sistemas Argumentativos Ba-
sados en Reglas (SABR) incorporando ele-
mentos correspondientes a patrones de razo-
namiento argumentativo estudiados en otras
a´reas. Es decir, an˜adiendo elementos no con-
siderados en los SABR desarrollados hasta
el momento, y que constituyen importantes
aportes al a´rea de argumentacio´n. El propo´si-
to de esta investigacio´n es incorporar dichos
aportes a los SABR, permitiendo mejorar tan-
to los SABR como sus correspondientes im-
plementaciones. De este modo, se podr´ıa lo-
grar un avance significativo para los Sistemas
Argumentativos dentro del a´rea de Inteligen-
cia Artificial y Ciencias de la Computacio´n.
2.1. Agentes y Argumentacio´n
Un agente es una entidad computacional
auto´noma que obtiene percepciones de su en-
torno a trave´s de sensores y actu´a en dicho
entorno mediante efectores. Al ser una enti-
dad auto´noma, el agente cuenta con algu´n ti-
po de control sobre su propio comportamien-
to y puede actuar sin la intervencio´n de otros
agentes o humanos. Actualmente los agentes
tienen un campo de aplicacio´n muy amplio,
y existe una gran variedad de tipos de agen-
tes con distintos dominios de aplicacio´n. En
particular, los agentes inteligentes esta´n reco-
nocidos en la literatura por su importancia en
la resolucio´n de problemas complejos [19].
Desde los or´ıgenes en la investigacio´n so-
bre agentes inteligentes es reconocida la rele-
vancia de utilizar argumentacio´n como me-
canismo de razonamiento para la toma de
decisiones de los agentes. Diversos traba-
jos [1, 10, 11, 16, 17] presentan significativas
contribuciones en este a´rea, en particular, vin-
culando el uso de SABR con los mecanismos
de representacio´n para arquitecturas de agen-
tes. Sin embargo, los formalismos argumenta-
tivos utilizados en estos trabajos sufren las
cr´ıticas antes mencionadas para los SABR.
En consecuencia, estos formalismos podr´ıan
incorporar elementos de argumentacio´n cla´si-
ca, con el objetivo de beneficiar y mejorar el
razonamiento de los agentes que los emplean.
2.2. Sistemas Argumentativos
Dentro de la teor´ıa de representacio´n de
conocimiento los formalismos argumentativos
son reconocidos por la construccio´n y compa-
racio´n de argumentos para razonar con infor-
macio´n inconsistente [7]. En este tipo de for-
malismos, una afirmacio´n es aceptada o re-
chazada de acuerdo al ana´lisis de los argu-
mentos existentes a su favor y en su contra.
Diversos trabajos en la literatura reconocen la
importancia del uso de argumentacio´n como
un mecanismo de razonamiento en sistemas
inteligentes [2, 4].
En particular, esta l´ınea de investigacio´n
esta´ vinculada con un sistema argumentativo
concreto, llamado Defeasible Logic Program-
ming (DeLP) [9]. DeLP es un formalismo que
combina resultados de programacio´n en lo´gica
y argumentacio´n rebatible. Utilizando DeLP
es posible representar informacio´n tentativa
de forma declarativa, mediante el uso de re-
glas “de´biles”. Adicionalmente, dado que es
posible utilizar negacio´n estricta en la cabeza
de este tipo de reglas, es posible representar
informacio´n contradictoria. En este formalis-
mo se identifican aquellos elementos en con-
tradiccio´n, y posteriormente se lleva a cabo
un proceso argumentativo de diale´ctica para
determinar cua´l de estos elementos prevale-
cera´.
3. Resultados Obtenidos
y Esperados
Esta l´ınea de investigacio´n se centra en me-
jorar los Sistemas Argumentativos Basados
en Reglas (SABR) con elementos presentes
en formalismos de argumentacio´n cla´sica. En
particular, dentro del Laboratorio de Investi-
gacio´n y Desarrollo en Inteligencia Artificial
(LIDIA) se desarrollo´ una implementacio´n de
Defeasible Logic Programming (DeLP) [9].
Como se menciono´ anteriormente, para alcan-
zar el objetivo propuesto por esta l´ınea de in-
vestigacio´n se empleara´ se estudiara´n las me-
joras obtenidas en los SABR a partir de la in-
corporacio´n de elementos presentes en forma-
lismos de argumentacio´n cla´sica al formalismo
de DeLP [9]. En la actualidad se esta´ traba-
jando con la incorporacio´n de elementos que
permitan expresar ataque y soporte para las
reglas rebatibles (o reglas “de´biles”), con el
propo´sito de lograr una representacio´n para
los conceptos de undercutting defeater y ba-
cking introducidos por Pollock [13] y Toul-
min [18] respectivamente.
Un primer resultado fue obtenido en [6],
donde se propuso una extensio´n llama-
da Extended Defeasible Logic Programming
(E-DeLP). Un elemento clave en esta pro-
puesta fue en la incorporacio´n de etiquetas a
las reglas rebatibles. De este modo, median-
te la asignacio´n de etiquetas u´nicas se per-
mitio´ identificar a las rebatible a trave´s de
literales un´ıvocos. Por otra parte, se incor-
poro´ a un programa DeLP un conjunto es-
pecial de reglas rebatibles, llamadas defeasi-
ble meta-rules. Estas reglas permiten expresar
razones a favor o en contra del uso de reglas
rebatibles mediante la colocacio´n de una eti-
queta (o respectivamente su negacio´n) en la
cabeza de la regla. Adicionalmente, se exten-
dio´ la nocio´n de argumento (entre otras) para
considerar el uso de este nuevo tipo de reglas.
De esta manera, se obtuvo una extensio´n de
DeLP que permite la representacio´n de under-
cutting defeaters y backings, dos elementos de
gran relevancia en el a´rea de argumentacio´n
que se encontraban ausentes en el formalismo
propuesto en [9].
Recientemente [5] se presento´ un nuevo en-
foque para la obtencio´n de la extensio´n llama-
da Extended Defeasible Logic Programming
(E-DeLP). Esta propuesta fue construida so-
bre la base de DeLP y, en lugar de modifi-
car las reglas rebatibles incorpora´ndoles eti-
quetas, an˜ade dos nuevos tipos de reglas: ba-
cking rules y undercutting rules. El objetivo
de estos nuevos tipos de reglas es proveer un
mecanismo para expresar razones a favor y
en contra de una regla rebatible respectiva-
mente. Por otra parte, se extendio´ la nocio´n
de argumento para considerar la existencia de
estos tipos de reglas, distinguiendo entre tres
tipos de argumentos: claim, backing y under-
cuting argument. El primer tipo corresponde
a un argumento para una afirmacio´n, mien-
tras que los dos restantes corresponden a ar-
gumentos que proveen razones a favor o en
contra del uso de una regla rebatible respec-
tivamente. Finalmente, el formalismo resul-
tante es efectivamente una extensio´n del for-
malismo propuesto en [9], ya que incrementa
el poder expresivo de DeLP, a la vez mante-
niendo la estructura de los programas lo´gicos
rebatibles. Es decir, en caso de contar con un
programa E-DeLP con un conjunto vac´ıo de
backing y undercutting rules, estaremos ante
la presencia de un programa DeLP cla´sico.
El objetivo de esta l´ınea de investigacio´n es
mejorar los Sistemas Argumentativos Basa-
dos en Reglas (SABR) con elementos presen-
tes en formalismos de argumentacio´n cla´sica.
Es decir, an˜adir elementos que au´n no han
sido considerados en los SABR desarrollados
hasta el momento, los cuales corresponden a
patrones de razonamiento argumentativo es-
tudiados en otras a´reas y que constituyen im-
portantes aportes al a´rea de argumentacio´n.
El propo´sito de esta investigacio´n es incorpo-
rar dichos aportes a los SABR, permitiendo
mejorar tanto los SABR como sus correspon-
dientes implementaciones. De este modo, se
podr´ıa lograr un avance significativo para los
sistemas argumentativos dentro del a´rea de
Inteligencia Artificial y Ciencias de la Compu-
tacio´n.
Por u´ltimo, se esta´ analizando la posibili-
dad de abordar la problema´tica presentada en
esta l´ınea de investigacio´n en un a´mbito de
Sistemas Argumentativos Abstractos [7]. La
motivacio´n consiste en proveer un formalismo
de razonamiento argumentativo de ma´s alto
nivel que brinde soporte a las mejoras antes
mencionadas. De este modo, se podra´ estable-
cer una correspondencia entre los de distintos
niveles de abstraccio´n, brindando la posibili-
dad de seleccionar el formalismo que mejor se
adecue a las necesidades de representacio´n y
razonamiento en cada momento.
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