In this paper we consider the problem of estimating the state, and ident,ifying parameters of a diffusion process. when the only available information is the crossing times of a boundary. By using a partial differential equation approach related with the computation of boundary-crossing probabilities, we derive finite dimensional reconstructors (filters) for the state and Feynman Kac t,ype functionals of the state. These are then used to compute riiaximuni likelihood paranieter estimates of the drift coefficient of the diffusion.
Introduction
In this paper we consider the problem of estimating the state, and identifying pa.rameters of a diffusion process: when the only available information is the crossing times of a boundary. When the state process is stationary, with meail-square differentiable sample paths, t.his problem has been thoroughly investigated, see Kedein [SI. When the state process is a diffusion process, i.e. the solution of a stochastic differential equation driven by a Wiener process, the problem is more difficult to handle, and involves in principle the local time of the diffusion process. 
In this paper we will consider two questions. Note that because there is no observat,ion noise, the above problem is not a "standard" non-linear filtering problem. In the sequel, we will the use the term state reconstruction rather than state filtering to reflect the zero observation noise.
By using the reflection-principles of Brownian motion, Slepian [6] showed that the conditional density of the state X t given the observations until time t has the explicit form The explicit expressions that we compute do not have counterpZrts when the above problem is considered in discrete-time. Indeed, another motivation for the problem studied here, is that the explicit expressions available for continuous-time observations could be used as an approximation for the discret,e-t,ime case.
Preliiiiinaries
Let { St , t 2 0) denote a diffusion process in Rm which satisfies the st,ochastic differential equation 
Result 2.1 The solution
where p is a probability distribution on D , and where
Lemma 2.2
The two ~qziatzons (' 2) and ('3) are dual 271 the sense that 5, u t ( x ) p t ( x ) dx is andependent of 0 5
The following examples (which will be used in the sequel) show that t he above probabilistic interpretation can be applied to determine the evolution equation for the reconstructed st.ate density and for the conditional expectat.ion of functionals of the state. 
This identity holds for any test function 4, and for any
This is an unnornialized density, with normalizing factor
The resulting normalized probability density satisfies 
where r zs the first time that (St , t > 0) leaves D , i . e .
3955
for any test function 4. :in particular r r t
Normalization yields
Notice that { ( u t , t 2 O} solves the forward boundary-
where { p t , t 2 0) is the solution of ( 3 ) . + A~* , D~( E )
3 The Slepiaii problem (sign observation)
We now consider t.he problem of reconstructing a linear Gaussian diffusion froni its sign information.
Let the scalar diffusion process {S, , t 2 0} sat.isfy 
However, this would require the initial probability distribution p to be 60, the Dirac mass at the origin. This probability dist,ribution sits on the boundary set dD = {0}, which does not fit into the framework of Section 2. In other words, these conditional expectations cannot be handled directly, since they amount to conditioning by the event {,YO = 0, and .Y, > 0, 0 < s < t } , which has probability zero. Notice that This is worked out by letting the initial probability distribution p = pa depend on some sinall paramet.er
Tk

Conditional probability density of the state
We now derive Slepian's forniula [6] using the partial differential equation approach.
The proof the following follows from differentiation
+ E [ / T X : d~I t i = I n , T n
T"
< t < T ] , -Slepian's state reconstruction formula
and therefore it is sufficient to compute the following conditional expectations with respect to space and time. 
is well-defined, and coincides with the formula (11) 2u 2u
given by Slepian [6] , whereas the normalizing factor hence is given by the explicit formula 
and whereas the normalization constant Yt is given by Remark 3.9 Taking the limit as E J 0. yields Notice that, directly frorn (15) and it follows from the discussion of Example 2.4 that 
Conditional expectations for It6 integrals
We now present our second generalization of Slepian's forrnuia. We give an explicit finite dimensional formula for the conditional expectation of the stochastic integral of the state given sign observations. The conditional expectation is characterized by a two dimensional sufficient statistics. 
