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a b s t r a c t
Given an interval graph G, the interval count problem is that of computing the minimum
number IC(G) of interval lengths needed to represent G. Although the problem of deciding
whether IC(G) = 1 is equivalent to that of recognizing unit-interval graphs,which is awell-
known problem having several efficient recognition approaches, very little is known about
deciding efficiently whether IC(G) = k for fixed k ≥ 2. We provide efficient computations
of the interval count of generalizations of threshold graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A graph G is an interval graph if there exists a familyR = {Iv | v ∈ V (G)} of closed intervals of the real line such that,
for all distinct x, y ∈ V (G), Ix ∩ Iy ≠ ∅ precisely when (x, y) ∈ E(G). We call such a family R an interval model of G. An
order (X,≺) is a transitive and irreflexive binary relation ≺ on X . We denote by x ‖ y when neither x ≺ y, nor y ≺ x. An
order P = (X,≺) is an interval order if there exists a familyR = {Ix | x ∈ X} of intervals of the real line such that, for all
x, y ∈ X, x ≺ y precisely when Ix precedes (is entirely to the left of) Iy on the real line. Similarly, we callR an interval model
of P . IfR is an interval model of both the order P and the graph G, we say that P agrees with G. More about interval graphs
and orders can be found in [5].
Given an interval graph G or interval order P , the interval count problem is that of computing the smallest number IC(G)
or IC(P) for which there exists an interval model of it using such a number of distinct interval lengths. Denoting the number
of distinct interval lengths of an interval model R by IC(R), therefore IC(P) = min{IC(R) | R is an interval model of P}
and IC(G) = min{IC(R) | R is an interval model of G} = min{IC(P) | P agrees with G}. Such a problem was originally
suggested by Graham in the seventies and was studied more deeply by Leibowitz [7,8] and Fishburn [5]. The existence of
an efficient (polynomial time) computation of the interval count problem is an open problem [5]. A graph G is unit-interval
if it has an interval model in which all intervals are unit length (or, equivalently, if IC(G) = 1). For unit-interval graphs
there exist several efficient recognition algorithms, some of them having linear-time complexity. However, the complexity
of computing the decision problem IC(G) ≤ k or IC(P) ≤ k for fixed k ≥ 2 is open.
Since the interval count problem is defined only for interval graphs (orders), in this paper it is assumed that the graphs
(orders) have an interval model when this problem is considered.
∗ Corresponding author. Tel.: +55 21 9447 7887; fax: +55 21 2562 8676.
E-mail addresses: cerioli@cos.ufrj.br (M.R. Cerioli), fabianoo@gmail.com, fabsoliv@cos.ufrj.br (F.d.S. Oliveira), jayme@nce.ufrj.br (J.L. Szwarcfiter).
0166-218X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2010.07.006
M.R. Cerioli et al. / Discrete Applied Mathematics 159 (2011) 532–543 533
Leibowitz [7] proved that trees, threshold graphs and ‘‘almost’’ K1,3-free graphs (graphs which are K1,3-free except for
the removal of one vertex) have interval count at most two. Moreover, Leibowitz et al. [8] showed that if IC(G \ x) = 1 for
some vertex x of G, then IC(G) ≤ 2. On the other hand, they presented examples of graphs for which IC(G) > IC(G \ x)+ 1,
for IC(G) > 2. These results solved a conjecture of Graham: it is not the case that for all graphs the interval count decreases
by at most one unit when exactly one vertex is removed. Regarding the study of the interval count problem restricted to
certain classes of graphs (orders), Cerioli and Szwarcfiter [4] observed that starlike-threshold graphs have interval count at
most two, generalizing one of the results obtained by Leibowitz, namely that of threshold graphs having interval count at
most two. As far as we know, an efficient computation of the interval count problem is known only for graphs in some of the
previouslymentioned classes.We present efficient computation of the interval count problemwhen restricted to the classes
of generalized-threshold graphs and extended-bull-free graphs, both classes introduced in this paper. The latter generalizes
the class of the trivially perfect graphs defined by Golumbic [6].
Let R be an interval model of a graph (order) and I ∈ R. The left and the right extreme point of I are denoted by ℓ(I)
and r(I), respectively. We shall assume without loss of generality ℓ(I) > 0. For the sake of convenience, it may be used
interchangeably I and its corresponding vertex (element) when no ambiguity arises. Let P = (X,≺) be an order and x ∈ X .
The set of successors of x in P is the subset SP(x) = {y ∈ X | x ≺ y}. Let SP [x] denote {x} ∪ SP(x). Denote by Pd the order
(X,≺d) such that x≺d y ⇐⇒ y ≺ x. Let H(P) be the height of the order P , i.e. the cardinality of the maximum chain of P
and HP(x) be the height of the element x in the order P , i.e. the cardinality of the maximum chain whose maximal element
is x.
In Section 2, we prove that there exists an interval model realizing the interval count of a graph in which all the extreme
points are distinct integer numbers. In Section 3, we define the graph and order classes mentioned above and present
the inclusion diagram among them. We also show that generalized-threshold graphs have interval count at most two. In
Section 4, we address the efficient computation of the interval count of extended-bull-free orders, whereas in Sections 5 and
6, we present efficient computation of the interval count problem for the class of trivially perfect and extended-bull-free
graphs, respectively.
2. A basic property and the interval count
In this section it is shown that it can be assumed that interval models have distinct integer extreme points without
affecting the interval count of an order or graph. Such an assumption is in general quite natural for problems related to
interval graphs, but it is not so obvious for the interval count problem. In fact, moving extreme points, trying to transform a
given interval model with non-integer or non-distinct extreme points into another onewith distinct integer extreme points,
potentially modifies the number of distinct interval lengths.
LetR = {Ix | x ∈ X} be an interval model and p > 0 be a real number. DefineMR(p) as either the greatest extreme point
inR less than p if one exists, or 0 otherwise. Formally:
MR(p) = max{p′ ∈ ℜ, p′ < p | p′ = ℓ(Ix) or p′ = r(Ix) for some x ∈ X}
where it is defined as min{∅} = max{∅} = 0.
Furthermore, the small enough constant inR, denoted by ϵR , is the smallest difference between two consecutive extreme
points (considering the point 0 also as an extreme point). Formally, ϵR = min{ℓ(Ix)−MR(ℓ(Ix)), r(Ix)−MR(r(Ix)) | x ∈ X}.
Theorem 1. If P is an interval order, then there exists an interval modelR of P such that IC(R) = IC(P) in which all interval
extreme points are distinct integer numbers.
Proof. The proof is presented in four intermediate steps, each one claiming and proving a property that may be assumed
without loss of generality about interval models realizing the interval count of P .
Claim 1. There exists an interval modelR of P such that IC(R) = IC(P) in which all interval lengths are strictly positive.
Let R = {Ix | x ∈ X} be an interval model of P = (X,≺) such that IC(R) = IC(P). Let I ⊆ X be such that
x ∈ I ⇐⇒ |Ix| = 0. LetR′ = {I ′x | x ∈ X} be defined as follows:
ℓ(I ′x) = ℓ(Ix) and r(I ′x) = r(Ix), if x ∉ I
ℓ(I ′x) = ℓ(Ix) and r(I ′x) = r(Ix)+ ϵR/2, if x ∈ I.
Let x ∈ I. Since r(I ′x) = r(Ix)+ ϵR/2 < p for each extreme point p > r(Ix), intervals do not change their intersections in
R′. Therefore,R′ is an interval model of P in which all interval lengths are strictly positive and IC(R′) = IC(R) = IC(P).
Claim 2. There exists an interval modelR of P such that IC(R) = IC(P) in which all extreme points are distinct.
Let R be an interval model of P such that IC(R) = IC(P) in which all interval lengths are strictly positive. Let c(R) be
the number of pairs of extreme points ofR which are mutually coincident. Suppose c(R) > 0 and let Ir ∈ R be an interval
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such that one of its extreme points pr is not distinct and either (i) pr = ℓ(Ir); or (ii) pr = r(Ir) and all left extreme points are
distinct. Let I ⊆ X be (re)defined as follows:
y ∈ I ⇐⇒ y = r or (there exists z such that z ∈ I and r(Iz) = ℓ(Iy)).
Note that if y ∈ I, y ≠ r , then r(Ir) ≤ ℓ(Iy). LetR′ = {I ′x | x ∈ X} be (re)defined as follows:
ℓ(I ′x) = ℓ(Ix) and r(I ′x) = r(Ix), if x ∉ I
ℓ(I ′x) = ℓ(Ix)− ϵR/2 and r(I ′x) = r(Ix)− ϵR/2, if x ∈ I.
Let x ∈ I. Let px be an extreme point of Ix and p′x its corresponding extreme point of I ′x (that is, px = ℓ(Ix) ⇐⇒ p′x = ℓ(I ′x),
or equivalently px = r(Ix) ⇐⇒ p′x = r(I ′x)). Then, p′x = px − ϵR/2 > px − ϵR ≥ px − (px −MR(px)) = MR(px). Therefore,
intervals do not change their intersections andR′ is an interval model of P such that IC(R′) = IC(R) = IC(P). Besides, the
number of pairs of extreme points of R which are mutually coincident does not increase. Let py be an extreme point of Iy
such that y ≠ r and py = pr . If y ∈ I, then (i) if pr = ℓ(Ir), then pr = ℓ(Ir) < r(Ir) ≤ ℓ(Iy) ≤ py, which contradicts py = pr ;
(ii) if pr = r(Ir), then either py = r(Iy) and thus pr = r(Ir) = r(Iy) > ℓ(Iy)which contradicts r(Ir) ≤ ℓ(Iy), or py = ℓ(Iy) and
thus r(Ir) = ℓ(Iy), which contradicts the choice of Ir . Therefore, y ∉ I. As p′r = pr − ϵR/2 < pr = py = p′y, where p′r and
p′y are respectively the extreme points ofR′ which correspond to pr and py inR, therefore c(R′) < c(R). RenameR′ asR
and repeat such a procedure until c(R) = 0. As a consequence, the resultingR is such that IC(R) = IC(P) and all extreme
points are distinct.
Claim 3. There exists an interval modelR of P such that IC(R) = IC(P), all extreme points are distinct and all interval lengths
are integer numbers.
LetR be an interval model of P such that IC(R) = IC(P) in which all extreme points are distinct. Let L(R) be the number
of non-integer interval lengths inR. Suppose L(R) > 0. Let r ∈ X be such that r(Ir) − ℓ(Ir) be not an integer number. Let
I ⊆ X be (re)defined as follows:
I = {x ∈ X | r(Ix)− ℓ(Ix) = r(Ir)− ℓ(Ir)}.
Let ϵ′ be a real number such that 0 ≤ ϵ′ < ϵR and r(Ir) − ℓ(Ir) − ϵ′ is a rational number p/q, for some pair of integer
numbers p and q. Note that such an ϵ′ exists by the fact there exists a rational number (r(Ir) − ℓ(Ir) − ϵ′) less than a real
number (r(Ir)− ℓ(Ir)) arbitrarily close to it. LetR′ = {I ′x | x ∈ X} be (re)defined as follows:
ℓ(I ′x) = qℓ(Ix) and r(I ′x) = qr(Ix), if x ∉ I
ℓ(I ′x) = qℓ(Ix) and r(I ′x) = q(r(Ix)− ϵ′), if x ∈ I.
If x ∈ I, then:
r(I ′x) = q(r(Ix)− ϵ′) > q(r(Ix)− ϵR) ≥ q(r(Ix)− (r(Ix)−MR(r(Ix)))) = qMR(r(Ix)).
Therefore, intervals do not change their intersections andR′ is an interval model of P such that IC(R′) = IC(R) = IC(P).
Besides, L(R′) < L(R) because:
r(I ′r)− ℓ(I ′r) = q(r(Ir)− ϵ′)− qℓ(Ir) = q(r(Ir)− ϵ′ − ℓ(Ir)) = q(p/q) = p.
RenameR′ asR and repeat such a procedure until L(R) = 0. The resultingR is such that IC(R) = IC(P), all extreme
points are distinct and all interval lengths are integer numbers.
Claim 4. There exists an interval modelR of P such that IC(R) = IC(P) and all extreme points are distinct integer numbers.
Let R be an interval model of P such that IC(R) = IC(P), all extreme points are distinct and all interval lengths are
integer numbers. Let c ′(R) be the number of non-integer left extreme points ofR. Suppose c ′(R) > 0. Let r ∈ X be such
that ℓ(Ir) is not an integer number.
Let ϵ′ be (redefined as) a real number such that 0 ≤ ϵ′ < ϵR and ℓ(Ir) − ϵ′ is a rational number p/q, for some pair of
integer numbers p and q. LetR′ = {I ′x | x ∈ X} be (re)defined as follows:
ℓ(I ′x) = qℓ(Ix) and r(I ′x) = qr(Ix), if x ≠ r
ℓ(I ′x) = q(ℓ(Ix)− ϵ′) and r(I ′x) = q(r(Ix)− ϵ′), if x = r.
Let p be an extreme point of Ir and p′ its corresponding extreme point of I ′r . Therefore:
p′ = q(p− ϵ′) > q(p− ϵR) ≥ q(p− (p−MR(p))) = qMR(p).
Therefore, the intervals do not change their intersections andR′ is an interval model of P such that IC(R′) = IC(R) =
IC(P). Besides, c ′(R′) < c ′(R), since:
ℓ(I ′r) = q(ℓ(Ir)− ϵ′) = q(p/q) = p.
RenameR′ asR and repeat such a procedure until c ′(R) = 0. The resultingR is such that IC(R) = IC(P) and all extreme
points are distinct integer numbers. 
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Fig. 1. The extended-bull graph, for n ≥ 1.
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Fig. 2. Inclusion diagram.
Since every interval graph has an interval order that agrees with it, a similar result holds for graphs.
Corollary 2. If G is an interval graph, then there exists an interval model R of G with IC(R) = IC(G) in which all interval
extreme points are distinct integer numbers.
3. Definition of classes of graphs and orders
In this section, we define graph and order classes having close relation to the results to be presented.
LetG be a graph and v ∈ V (G). A Pn is an induced path on n vertices. The neighborhood of v is the setN(v) = {w | (v,w) ∈
E(G)}. The substitution of v by the graph G′ is the graph H obtained from the disjoint union (G \ v)∪G′ plus the edges (u, w)
such that u ∈ N(v) and w ∈ V (G′). In such a case, we say that H is obtained from G by substituting v by G′. Without loss of
generality, assume that the graphs are twin-free, i.e. for each (u, w) ∈ E(G),N(u) ∪ {u} ≠ N(w) ∪ {w}. Similarly, assume
that the orders are twin-free, i.e. for each u ‖ w such that u ≠ w in an order P, SP(u) ≠ SP(w) or SPd(u) ≠ SPd(w).
A graph is a tree if it is connected and acyclic. A graph is threshold if its vertex set can be partitioned into K ∪ I such that
K is a clique, I is an independent set and there exists an ordering v1, . . . , v|I| of the vertices of I such that N(vi) ⊆ N(vi+1),
for each 1 ≤ i < |I|. A graph G is almost-K1,3-free if there exists v ∈ V (G) such that G \ v is K1,3-free. A graph G is starlike-
threshold if it can be obtained from a threshold graph substituting each vertex of the independent set by a clique. An interval
graph is trivially perfect (TP) if it is P4-free [6].
A graph is generalized-threshold if it can be obtained froma threshold graphby substituting each vertex of the independent
set by a unit-interval graph. Clearly, the generalized-threshold graphs properly contain the starlike-threshold graphs. An
XF n1 (n ≥ 0) consists of a path P of length n and a vertex that is adjacent to every vertex of P . To both endpoints of P , a
pendant vertex is attached [2]. As examples, XF 01 = K1,3 and XF 11 is a bull. For convenience, we shall call an XF n1 for each
n ≥ 1 an extended-bull, depicted in Fig. 1. A graph is extended-bull-free if it has no extended-bull as an induced subgraph.
Fig. 2 presents the inclusion diagram among these graph classes, including separating examples. In such a figure, a graph
G having an edge (u, v) where v is represented by a white vertex labeled with G′ represents the graph obtained from G
substituting v by G′. The following observation supports the inclusion Starlike-Threshold⊂ TP.
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Observation 3. If G is a starlike-threshold graph, then G is TP.
Proof. Suppose there exists a P4 = u1, u2, u3, u4 in G. Let G′ be the threshold graph such that K ∪ I partitions V (G′) and G
is obtained from G′ substituting each vertex vi ∈ I by the clique Ki, for each 1 ≤ i ≤ |I|. If u1 ∈ K , then u3 ∈ Ki such that
(u1, vi) ∉ E(G′), for some 1 ≤ i ≤ |I|. Since (u1, u2), (u2, u3) ∈ E(G), then u2 ∈ K . Therefore, u4 ∈ Ki ∪ K , and consequently
(u2, u4) ∈ E(G), a contradiction. Thus, let u1 ∈ Ki for some 1 ≤ i ≤ |I|. Then, u2 ∈ K , since if u2 ∈ Ki, that would imply
(u1, u3) ∈ E(G). Therefore u3 ∈ K , or otherwise if u3 ∈ Kj for some 1 ≤ j ≤ |I| and j ≠ i, that would imply (u2, u4) ∈ E(G).
Thus, u4 ∈ Kj for some 1 ≤ j ≤ |I| and j ≠ i. Consequently, neither N(vi) ⊈ N(vj), nor N(vj) ⊈ N(vi) in G′, which is a
contradiction to the fact of G′ being a threshold graph. Therefore, G is P4-free. 
Trees, threshold graphs, almost-K1,3-free graphs [7] and starlike-threshold graphs [4] have interval count at most two.
The next theorem extends the property of having interval count at most two to the class of generalized-threshold graphs.
Theorem 4. If G is a generalized-threshold graph, then IC(G) ≤ 2.
Proof. Consider the following process of building an interval model R of G. Let G′ be the threshold graph such that K ∪ I
partitions V (G′) and G′ is obtained from G substituting each vertex vi ∈ I by the unit-interval graph Gi, for each 1 ≤ i ≤ |I|.
Without loss of generality, consider N(vi) ⊇ N(vi+1) for each 1 ≤ i < |I|. Let Ri be an interval model of Gi such that its
intervals have unit length, for each 1 ≤ i ≤ |I|. Let RK be an interval model of K such that its intervals also have unit length.
Take RK , R1, . . . , R|I| to build R by placing RK at left of R1 and Ri at left of Ri+1 for each 1 ≤ i < |I|. Then, for each v ∈ K ,
move r(Iv) to the right until all intervals which have to have intersection with Iv do. Such an enlargement of intervals is
possible since N(vi) ⊇ N(vi+1) for each 1 ≤ i < |I|. Finally, move the left extreme points of intervals in K to the left so that
all intervals in K have the same length. Clearly, IC(R) ≤ 2. 
On the other hand, the next observation states that TP graphs (and, therefore, extended-bull-free graphs) may have
arbitrary interval count.
Observation 5. Let k ≥ 1 be an integer number. There exists a TP graph G such that IC(G) = k.
Proof. Let G1 be the graph consisting of a single vertex u1. For each k ≥ 2, let Gk be the graph consisting of three disjoint
copies of Gk−1 plus a vertex uk adjacent to all others. Clearly, Gk is an interval graph. Besides, note that G1 is P4-free and,
assuming Gk−1 is P4-free for k ≥ 2, then clearly Gk is also P4-free by construction. Therefore, Gk is a TP graph, for each
k ≥ 1. Furthermore, obviously IC(G1) = 1. Suppose IC(Gi) = i, for each 1 ≤ i < k. Since the interval corresponding to
uk in any interval model covers completely all intervals corresponding to one of the copies of Gk−1 which are contained
in Gk, thus IC(Gk) ≥ IC(Gk−1) + 1. On the other hand, it is possible to build an interval model of Gk using precisely
IC(Gk−1)+ 1 distinct lengths as follows. For the three copies of Gk−1, it is used precisely the same IC(Gk−1) distinct lengths
and it is used an additional length to the interval corresponding to uk. Therefore, IC(Gk) ≤ IC(Gk−1) + 1. As a result,
IC(Gk) = IC(Gk−1)+ 1 = (k− 1)+ 1 = k. 
There also exist instances of extended-bull-free graphs which are not TP having arbitrary interval count values.
Since the interval count of extended-bull-free orders and graphs is themain concern in the following sections, it is worth
mentioning that the recognition of extended-bull-free graphs may be computed in polynomial time. This is formally stated
in the following observation.
Observation 6. The recognition problem of extended-bull-free graphs can be done in O(n5(m + n)), where m and n represent
respectively the number of edges and vertices of the input graph.
Proof. Let G be a graph. Let {v, a, b} ⊆ V (G) be an independent set and suppose there exist a′, b′ ∈ V (G) such that
a′ ∈ N(v)∩N(a) \N(b) and b′ ∈ N(v)∩N(b) \N(a). We check whether vmay assume, in a possibly existing extended-bull
B, the role of the vertex adjacent to all but two vertices, a, bmay assume the role of the 1-degree vertices of B, and a′, b′ may
correspond to the neighbors of the 1-degree vertices of B. We show that such an extended-bull exists if and only if a′ and b′
are in a same connected component of the graph G′, the graph G induced by (N(v) \ (N(a) ∪ N(b))) ∪ {a′, b′}, resulting in
the claimed complexity for recognition.
Clearly, if B exists then a′ and b′ are in a same connected component of G′. Conversely, suppose a′ and b′ are in a same
connected component of G′. Let P be a minimum path between a′ and b′ in G′. Therefore, P = {a′ = x1, . . . , xk = b′}
is an induced path of both G′ and G. By construction, each x ∈ P is adjacent to v, but to neither a nor b. Therefore,
{v, a, b, x1, . . . , xk} induces in G an extended-bull. 
4. Interval count of extended-bull-free orders
In this section, we show a lower bound on the interval count of an order and prove that this bound is actually the interval
count for extended-bull-free orders.
Let P = (X,≺) be an interval order. The order P⊂ = (X,≺⊂) is defined as follows: x≺⊂ y if there exists a, b ∈ X such
that a ≺ x ≺ b and y ‖ a, x, b. Note that if x≺⊂ y, then in any interval model of P the interval corresponding to x is properly
contained in the interval corresponding to y. When such a condition holds, we will say that y includes x in P . Therefore the
following lemma is clear.
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Lemma 7. If P is an interval order, then P⊂ is an order.
Given an order P , the height of P⊂, called the inclusion height of P , provides a lower bound for the interval count of P , as
established by the following lemma.
Lemma 8. IC(P) ≥ H(P⊂).
Proof. LetR = {Ix | x ∈ X} be an interval model of P . If x≺⊂ y, then |Ix| < |Iy|. Let x1≺⊂ · · · ≺⊂ xk be a maximum chain of
P⊂, where k = H(P⊂). Therefore, |Ix1 | < · · · < |Ixk |. 
A natural question which arises from Lemma 8 is that of asking for which class of orders the established lower bound
holds tightly. We prove in Theorem 10 that such a class includes that of extended-bull-free orders. Lemma 9 is a technical
lemma used in Theorem 10.
Lemma 9. Let P = (X,≺) be an extended-bull-free order having an interval model R = {Ix | x ∈ X} with distinct extreme
points, and let a, b ∈ X be such that |Ia| < |Ib| and a ⊀⊂ b. There exists an interval modelR′ = {I ′x | x ∈ X} of P with distinct
extreme points such that the following conditions hold:
1. |I ′a| = |Ib|.
2. |I ′x| ≥ |Ix|, for each x ∈ SP⊂ [a].
3. |I ′x| = |Ix|, for each x ∈ X \ SP⊂ [a].
Proof. Let P,R, a, b be respectively an interval order, an interval model and elements of X such that the conditions of the
theorem hold. Let initially R′ = {I ′x | x ∈ X} be an interval model of P such that I ′x = Ix for each x ∈ X . Transform R′ as
follows.
Move r(I ′a) to the right and ℓ(I ′a) to the left until either (1) |I ′a| = |Ib|, or (2) neither ℓ(I ′a) is possible to cross the previous
extreme point r(Iu), nor r(I ′a) is possible to cross the next extreme point ℓ(Iv), for some u, v ∈ X . If condition (1) holds, the
transformation is finished and the result follows. Suppose condition (2) holds.
Let G be the graph with which P agrees. If G \ a is connected, let W = v1, . . . , v|W | be a minimum path between u and
v in G \ a. If |W | ≥ 4, then the graph induced in G byW ∪ {a} is an extended-bull subgraph with n = |W | − 3, which is a
contradiction. Therefore, either G \ a is disconnected, or |W | = 3. Clearly, in both cases, there exists for some real numbers
p, β > 0 an open interval (p, p+ β) ⊂ I ′a which does not contain any extreme point and such that for each x ∈ X , it holds
(p, p+ β) ⊂ I ′x if and only if x ∈ SP⊂ [a]. EnlargeR′ by stretching it along the interval (p, p+ β) so that |I ′a| = |Ib|, obtaining
R′ as desired. 
Notice that the proof of Lemma 9 defines a procedure to obtain the model having the required properties 1–3 of the
lemma. In fact, such a procedure is used in Algorithm 1. The time complexity of such a procedure is given by the time
complexity of: (i) moving the extreme points of Ia to left and right until it is possible; (ii) choosing the right point to stretch
I ′a and those which include I ′a, and (iii) stretching the intervals. Steps (i) and (iii) are clearly carried out in linear time. Step
(ii) may also be carried out in linear time using the following strategy. Let Ga be the graph induced by the neighbors of a
(elements corresponding to intersecting intervals to I ′a). If Ga is connected, then either ℓ(I ′a) or r(I ′a) is a possible point for
stretching themodel. If Ga is disconnected and G1 and G2 are two consecutive connected components in themodel, then any
point in the interval (max{r(Ix) | x ∈ V (G1)},min{ℓ(Ix) | x ∈ V (G2)}) is a possible point for stretching themodel. Therefore,
the time complexity of the procedure defined in Lemma 9 is O(m + n), n and m being the number of vertices and edges of
the graph corresponding to the model, respectively.
Theorem 10. If P = (X,≺) is an extended-bull-free order, then IC(P) = H(P⊂).
Proof. LetR = {Ix | x ∈ X} be an interval model of P with distinct extreme points. For each 1 ≤ i ≤ H(P⊂), let Hi be the
set of elements in X having height i in P⊂. Consider the execution of Algorithm 1 taking P andR as input.
First, note that the transformation applied in Line 7, by Lemma 9, enlarges only the intervals corresponding to SP⊂ [a] and
such that |I(i,j+1)a | = βi. Since for each 1 ≤ i ≤ H(P⊂), x ‖P⊂ y holds for all x, y ∈ Hi, the following invariant holds when
entering Line 11: for each j, 1 ≤ j ≤ i, |I(j,0)k | = βj for each k ∈ Hj. Thus, the model produced in Line 12 has H(P⊂) distinct
interval lengths, namely β1, . . . , βH(P⊂). Consequently, IC(P) ≤ H(P⊂). Since by Lemma 8 holds that IC(P) ≥ H(P⊂), then
IC(P) = H(P⊂). 
Let n and m be respectively the number of vertices and edges of the graph with which P agrees. The time complexity
of Algorithm 1 is given by the maximum complexity over all the iterations of computing the interval having the maximum
length in each height (Line 4) and calling the procedure defined in the proof of Lemma 9 (Line 7). For the former, clearly that
can be accomplished in O(m+ n). For the latter, since each element may assume the role of b only once over all iterations,
its complexity is O(n(m+ n)), which is therefore the complexity of the algorithm.
The following are straightforward relevant consequences.
Corollary 11. If G is an extended-bull-free graph and P is an order which agrees with G, then IC(G) ≤ H(P⊂).
Corollary 12. If G is an extended-bull-free graph, then IC(G) is the minimum of {H(P⊂) | P agrees with G}.
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Algorithm 1Model
1: functionModel(P ,R) ◃ P is an extended-bull-free order
2: R(1,0) ← R
3: for i ← 1 to H(P⊂) do
4: Let b ∈ Hi be such that |I(i,0)b | = βi = max{|I(i,0)x | | x ∈ Hi}
5: j ← 0
6: for all a ∈ Hi such that |Ia| < |Ib| do
7: LetR(i,j+1) be the modelR′ produced by the transformation described in Lemma 9, considering P ,
R(i,j), a and b.
8: j ← j+ 1
9: end for
10: R(i+1,0) ← R(i,j)
11: end for
12: returnR(H(P⊂)+1,0)
13: end function
5. Interval count of TP graphs
In this section, we describe efficient algorithms for computing the interval count of extended-bull-free graphs whose
PQ-trees have only P-nodes as internal nodes. Such a class of graphs coincides with that of TP graphs [3].
Awell-knowncharacterization of interval graphs is based on a special data structure called PQ-tree [1,9]. Given an interval
modelR, the linear order on the maximal cliques obtained by reading them inR from the left to the right is the clique order
ofR. A PQ-tree of an interval graph G is an ordered tree which satisfies the following conditions. First, the set of its leaves is
the set of maximal cliques of G. Moreover, each internal node of it is either a P-node or a Q-node, P-nodes having at least two
child nodes and Q-nodes having at least three child nodes. If L is the linear order on themaximal cliques obtained by reading
the leaves of a given PQ-tree from left to right, then there exists an interval model of G whose clique order is precisely L.
Conversely, for any interval model R of G, the clique order L of R is possible to be obtained from a given PQ-tree after
iteratively applying a sequence of operations on the tree such that in the end the new linear order obtained reading the
leaves is precisely L. Each operation consists of either a permutation of the children of a P-node or a reversal of the children
of a Q-node. The resulting PQ-tree after such operations is said to be equivalent to the original one.
Note that a PQ-tree of a graph G defines an ordering of the maximal cliques from left to the right of an existing interval
model of G, whereas an interval order which agrees with G defines an ordering of the intervals of an existing interval model
of G. Since it is equivalent to define the ordering of the maximal cliques and to define the ordering of the intervals, there
exists a one-to-one correspondence between PQ-trees of an interval graphG and orderswhich agreewithG. When the graph
G is clear from the context, it will be convenient for what follows to use interchangeably the notation P for an order which
agrees with G and the notation T for the PQ-tree of Gwhich has the same clique order as P . As an example of such a notation
extension, we shall say Corollary 12 reduces the interval count problem of an extended-bull-free graph G to that of finding a
PQ-tree T of Gwhich minimizes H(T⊂). Another example is the notation HT⊂(v) used later on, T being a PQ-tree of a graph
G, which represents in fact HP⊂(v), where P is the order which agrees with G and has the same clique order as T .
Let T be a PQ-tree. We denote by T R the reversal of T , i.e. the equivalent PQ-tree to T obtained by the reversal of the
order of the child nodes of the root of T . Note that T d has another meaning: since the notations of PQ-trees T and orders
P corresponding to a same model may be used interchangeably, T d means in fact Pd, which is the reversal of all element
comparabilities in P , whereas in T R it does not necessarily hold that all comparabilities are reversed when compared to T .
For the sake of convenience, we shall use interchangeably T and the set of vertices which belong to leaf cliques of T , or
yet the set of cliques which are leaves of T , when no ambiguity arises. If v is in every clique in T , then v is said to be universal
in T . The following two observations are clear.
Observation 13. Let T be a PQ-tree of the graphG such that T1, . . . , Tω are child PQ-trees of the root of T . For each1 ≤ i < j ≤ ω,
if a vertex v ∈ Ti ∩ Tj, then v is universal in Tk, for each i ≤ k ≤ j.
Observation 14. Let T be a PQ-tree of the connected graph G such that the root of T is a P-node. There exists a universal vertex
in G.
We introduce the crucial notions of functions H(G) and u(G). The first function is defined as H(G) = min{H(P⊂) |
P agrees with G}, whose motivation is clear (H(G) ≤ IC(G)). The motivation for the second one is better illustrated by the
following example. Suppose that a given connected graph G whose PQ-trees are rooted by a P-node has G1,G2, and G3 as
connected components after the removal of the universal vertex u ∈ V (G) (whose existence is supported byObservation 14).
Moreover, suppose H(G1) > H(G2) = H(G3). Let Ti be the PQ-tree of Gi such that H(T⊂i ) = H(Gi), for each 1 ≤ i ≤ 3. If
T1 is placed as the middle child PQ-tree of the root of a PQ-tree T of G, then necessarily H(T⊂) = H(T⊂1 ) + 1. However,
H(T⊂) can be made equal to H(T⊂1 ) if it is possible to place T1 as the first child PQ-tree and to obtain such a T1 in which
all elements having the maximum height in T⊂1 belong to the first clique. In this case, since u does not include any element
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Fig. 3. Example of graphs G (defined by their models) having u(G) = 1 and u(G) = 0.
in the first clique, u will not include any element having the maximum height in T⊂1 and therefore H(T⊂) = H(T⊂1 ). This
property, i.e. the existence of an order P which agrees with a given graph such that its inclusion height is minimum over all
orders agreeing with G and in which all elements having themaximum height in P⊂ are in the first clique, is the information
conveyed by u(G). In other words, let u(T ) be an indicator function such that u(T ) = 0 if for each v ∈ T having themaximum
inclusion height in T , that is HT⊂(v) = H(T⊂), it holds that v is in the first clique of T ; otherwise, u(T ) = 1. Moreover, let
u(G) = min{u(T ) | T is a PQ-tree of G and H(T⊂) = H(G)}.
As examples of graphs G having distinct values of u(G), consider the graphs Ga and Gb defined by their interval models
depicted in Fig. 3(a) and (b), respectively. Let Ta and Tb be the PQ-trees corresponding to the interval models (a) and (b),
respectively. The set of elements having the maximum inclusion height is {e, f } in Ta and {d} in Tb. In both Ta and Tb, there
exists an element having the maximum inclusion height which is not in the first clique (f for Ta and d for Tb). Therefore,
u(Ta) = u(Tb) = 1. Moreover, it is clear that there exists a PQ-tree T ′b of Gb, in particular that obtained by reversing all
comparabilities from interval model (b), such that u(T ′b) = 0. Thus, u(Gb) = 0. However, it is easy to verify that the set of
elements having the maximum inclusion height is an invariant for Ga, i.e. for each PQ-tree T of Ga, u(T ) = 1, and elements
e and f cannot be both in the first clique of an interval model of Ga. Therefore, u(Ga) = 1.
In general, our approach to compute the interval count of a given extended-bull-free graph G is that of computing a PQ-
tree T of Gwhich minimizes H(T⊂). By Corollary 12, IC(G) is then given by H(T⊂). Such a computation relies in the process
of computing and combining the PQ-trees which minimizes H(T⊂i ), 1 ≤ i ≤ ω, where Ti denotes a child PQ-tree of the root
of T . The main function is namedModel, which given a graph G as input, returns a PQ-tree T of G such that H(T⊂) = H(G)
and u(T ) = u(G). In fact, we shall describeModel by two distinct functions,Model-P described by Algorithm 2 andModel-
Q described by Algorithm 3, which are called depending on whether the root of the PQ-trees of G are P-nodes or Q-nodes,
respectively.
We claim that Algorithm 2 outputs a PQ-tree T of a given graph G whose PQ-trees are rooted by a P-node such that
H(T⊂) = H(G). Theorem 15 addresses the correctness of Algorithm 2.
Algorithm 2 Produces a PQ-tree T of G such that H(T⊂) = H(G).
1: functionModel-P(G) ◃ G has its PQ-trees rooted by a P-node
2: if V (G) is a clique C then
3: Let T be C
4: else
5: if G is disconnected then
6: Let G1, . . . ,Gω be the connected components of G
7: else
8: Let u be the universal vertex in G
9: Let G1, . . . ,Gω be the connected components of G \ u
10: end if
11: Ti ←Model(Gi), for all 1 ≤ i ≤ ω
Assume that H(T⊂1 ) ≥ H(T⊂ω ) ≥ H(T⊂i ), for all 1 < i < ω
12: Let T be the PQ-tree having a P-node as the root and T1, . . . , Tω−1, T Rω as child PQ-trees of the root
13: T ← T R, if u(T R) < u(T )
14: end if
15: return T
16: end function
Theorem 15. Let G be a graph whose PQ-trees are rooted by a P-node. SupposeModel(G) outputs a PQ-tree T of a graph G such
that H(T
⊂
) = H(G) and u(T ) = u(G), for all graphs G having less vertices than G. Let T be the output of Model-P(G). Then,
H(T⊂) = H(G) and u(T ) = u(G).
Proof. We prove separately the three ‘‘if’’-conditions in which the algorithm is decomposed. First, if G is a complete graph,
then the result trivially holds.
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Fig. 4. Schematic example of an order P and its induced suborders P(1), . . . , P(ω).
Suppose G is disconnected. Note thatH(G) ≤ H(T⊂) = max{H(T⊂i ) | 1 ≤ i ≤ ω} = H(T⊂k ) for some 1 ≤ k ≤ ω = H(Gk)
by the hypothesis. Besides, clearly H(G) ≥ H(Gk). Therefore, the equality holds in the first inequality, and thus H(T⊂) =
H(G). Moreover, if H(T⊂1 ) = H(T⊂ω ) then since H(G1) = H(T⊂1 ) = H(T⊂ω ) = H(Gω) ≥ H(T⊂i ) = H(Gi) for each 1 < i < ω,
therefore u(G) = 1 = u(T ); otherwise, that is H(T⊂1 ) > H(T⊂ω ), then u(T ) = u(T1) = u(G1) = u(G).
Suppose G is connected. In this case, note that u(T R) ≥ u(T ) follows from Line 13. We analyze the following cases to
show that H(T⊂) ≤ H(G) and u(T ) = u(G). Since H(T⊂) ≥ H(G), it follows that H(T⊂) = H(G).
1. H(T⊂1 ) > H(T⊂ω ): If u(T1) = 0, then H(T⊂) = H(T⊂1 ) = H(G1) ≤ H(G). If u(T1) = 1, since u(T1) = u(G1), then u(T ′1) = 1
for each equivalent PQ-tree T ′1 to T1 such that H(T
′⊂
1 ) = H(T⊂1 ). Therefore, H(G) ≥ H(G1) + 1 = H(T⊂1 ) + 1 = H(T⊂).
Clearly, in both cases, u(T ) = 0 = u(G).
2. H(T⊂1 ) = H(T⊂ω ) = H(T⊂k ), for some 1 < k < ω: Since u has to ‘‘cover’’ completely T1, Tω or Tk for each PQ-tree of G, we
have H(G) ≥ min{H(G1),H(Gω),H(Gk)} + 1 = min{H(T⊂1 ),H(T⊂ω ),H(T⊂k )} + 1 = H(T⊂). Clearly, u(T ) = 0 = u(G).
3. H(T⊂1 ) = H(T⊂ω ) > H(T⊂i ), for each 1 < i < ω: If u(T1) = 1, since u(T1) = u(G1), then u(T ′1) = 1 for each
equivalent PQ-tree T ′1 to T1 such that H(T
′⊂
1 ) = H(T⊂1 ). Therefore, H(G) ≥ H(G1) + 1 = H(T⊂1 ) + 1 = H(T⊂).
Analogously, if u(Tω) = 1, then u(T ′ω) = 1 for each equivalent PQ-tree T ′ω to Tω such thatH(T ′⊂ω ) = H(T⊂ω ) and, therefore,
H(G) ≥ H(Gω) + 1 = H(T⊂ω ) + 1 = H(T⊂). Clearly, in both cases, u(T ) = 0 = u(G). Otherwise, if u(T1) = u(Tω) = 0,
then H(T⊂) = H(T⊂1 ) = H(T⊂ω ) = H(G1) = H(Gω) ≤ H(G) and u(T ) = 1. Since H(G1) = H(Gω) = H(G), any PQ-tree T ′
of G such that H(T ′⊂) = H(G) has an element x ∈ V (Gω) having HT ′⊂(x) = H(G). Therefore, u(G) = 1.
Therefore, H(T⊂) = H(G) and u(T ) = u(G). 
The time complexity of Algorithm 2 is O(m+ n), n andm being respectively the number of vertices and edges of G, since
(i) the realization of the assumption in Line 11may be computed bymaintaining the size of each PQ-tree in its data structure
and using bucket sort to orderH(T⊂i ), 1 ≤ i ≤ ω, and (ii) the decisionwhether u(T ) = 0may be computed analyzingH(T⊂i )
and u(Ti) for each 1 ≤ i ≤ ω in a similar way the proof of Theorem 15 does. Note, however, that if it is required to produce
an interval model for the resulting PQ-tree realizing the interval count, it is needed the use of Algorithm 1 from Section 4,
whose time complexity is O(n(m+ n)).
Therefore it is possible to compute efficiently the interval count of TP graphs, as remarked by the following corollary.
Corollary 16. If G is a TP graph, thenModel(G) outputs a PQ-tree T such that H(T⊂) = IC(G).
Proof. A graphG is a TP graph if and only ifG has noQ-nodes in its PQ-trees [3]. Therefore,Model(G) consists ofModel-P(G).
By Theorem 15 and Corollary 12, it follows H(T⊂) = H(G) = IC(G). 
6. Interval count of extended-bull-free graphs
In this section, we describe an efficient algorithm for computing the interval count of extended-bull-free graphs, defined
in Section 3. Due to the algorithm provided in the last section, we only address the computation of interval counts for PQ-
trees rooted by a Q-node.
LetG be a graphwhose PQ-trees are rooted by a Q-node, P = (X,≺) be an orderwhich agreeswithG and T be the PQ-tree
corresponding to P . Let T1, . . . , Tω be the child PQ-trees of the root of T . Let UP be the subset of elements of X belonging to
at least two child PQ-trees, that is UP = {u ∈ X | u ∈ Ti ∩ Ti+1 for some 1 ≤ i < ω}. For each 1 ≤ i ≤ ω, we define the
orders P(i), P1(i), and P2(i) as follows.
Let P(i) = (Xi,≺i) be the order induced in P by Ti ∩ (X \ UP). Moreover, define the order P1(i) as the order obtained
from P by substituting all elements in Xj by a unique new element xj, for each 1 ≤ j ≤ ω and j ≠ i. Finally, define P2(i)
as the order obtained from P1(i) by reversing the comparabilities among the intervals corresponding to those in Xi. Fig. 4
depicts a schematic example of an order P and its induced suborders P(1), . . . , P(ω), and Figs. 5 and 6 present corresponding
schematic interval models of orders P1(i) and P2(i), respectively.
Before establishing the main result, we need two auxiliary lemmas for Theorem 19.
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Fig. 5. Schematic example of P1(i) (P depicted in Fig. 4).
Fig. 6. Schematic example of P2(i) (P depicted in Fig. 4).
Lemma 17. If P = (X,≺) is an order and ω represents the number of child PQ-trees of the root of the PQ-tree corresponding to
P, then H(P⊂) = max{H(P1(i)⊂) | 1 ≤ i ≤ ω}.
Proof. Let x, y ∈ X be such that x≺⊂ y. Therefore, there exist a, b ∈ X such that a ≺ x ≺ b and y ‖ a, x, b. Let T1, . . . , Tω be
the child PQ-trees of the root of the PQ-tree T corresponding to P , and let Ti be such that x, y ∈ Ti for some 1 ≤ i ≤ ω. Let
T ′ correspond to the PQ-tree of P1(i) = (X ′,≺′) and T ′1, . . . , T ′ω be the child PQ-trees of the root of T ′. If a ∈ Ti, then a ∈ T ′,
implying a≺′ x and a ‖′ y. Otherwise, then a ∈ Tj for some 1 ≤ j < i. If a ∈ UP , then a ∈ T ′, and thus a≺′ x and a ‖′ y. If
a ∈ Xj, then since y is universal in Tj by Observation 13, xj ∈ T ′j plays the same role in T ′ as a does in T , that is xj≺′ x and
xj ‖′ y. By symmetric arguments, it follows that either x≺′ b and b ‖′ y, or x≺′ xj and xj ‖′ y for some i < j ≤ ω. Therefore,
x≺′⊂ y.
Let x1≺⊂ · · · ≺⊂ xk be a chain in P⊂. Let x1 ∈ Tj, for some 1 ≤ j ≤ ω. Therefore, xi ∈ Tj, for each 1 < i ≤ k. Consequently,
x1, . . . , xk is also a chain in P1(j)⊂. Therefore, H(P⊂) = max{H(P1(i)⊂) | 1 ≤ i ≤ ω}. 
Let P = (X,≺) be an order. Let UP(i) be the subset of UP corresponding to the elements that include one of those having
the maximum inclusion height in P(i). Formally, UP(i) = {u ∈ UP | x≺⊂ u, x ∈ {x ∈ Xi | HP(i)⊂(x) = H(P(i)⊂)}}. As
examples, UPa(1) = ∅,UPa(2) = {e, f }, and UPa(3) = ∅ for the order Pa defined by the interval model depicted in Fig. 3(a).
Recall that when a model of an interval graph G corresponds to both the PQ-tree T of G and the order P agreeing with G,
then for convenience we shall use notations P and T interchangeably. Therefore, we use the notations UT , T (i), T1(i), and
T2(i) intending to mean UP , P(i), P1(i), and P2(i), respectively.
Lemma 18. Let T and T be PQ-trees of a graph G whose PQ-trees are rooted by a Q-node and such that, if T1, . . . , Tω and
T 1, . . . , Tω are the child PQ-trees of the root of respectively T and T , Ti is equivalent to T i, 1 ≤ i ≤ ω. For each 1 ≤ i ≤ ω, if
H(T (i)⊂) ≤ H(T (i)⊂), then H(T1(i)⊂) > H(T 1(i)⊂) only if H(T (i)⊂) = H(T (i)⊂) and UT (i) \ UT (i) ≠ ∅.
Proof. Let 1 ≤ i ≤ ω and supposeH(T (i)⊂) ≤ H(T (i)⊂). Let T ′ and T ′ be the PQ-trees obtained from T and T respectively by
removing the elements which are in the set Ui = {x ∈ U | either x ∈ Ti−1 ∩ Ti or x ∈ Ti ∩ Ti+1}. Since H(T (i)⊂) ≤ H(T (i)⊂),
then clearly H(T ′(i)⊂) ≤ H(T ′(i)⊂). Note that by construction x ⊀⊂ y for any x, y ∈ U and that Ui ⊆ U . Therefore,
H(T1(i)⊂) − H(T ′1(i)⊂) ∈ {0, 1} and H(T 1(i)⊂) − H(T ′1(i)⊂) ∈ {0, 1}. Consequently, H(T 1(i)⊂) ≥ H(T ′1(i)⊂) ≥ H(T ′1(i)⊂).
If H(T1(i)⊂) > H(T 1(i)⊂), then H(T1(i)⊂) = H(T 1(i)⊂) + 1 = H(T ′1(i)⊂) + 1 = H(T ′1(i)⊂) + 1 = H . Suppose, by way
of contradiction, H(T (i)⊂) < H(T (i)⊂) = h, and let y1≺⊂ · · · ≺⊂yh be a maximum chain in T (i)⊂. Since H(T (i)⊂) <
H(T (i)⊂) = h and H(T1(i)⊂) = H , there exists x1≺⊂ · · · ≺⊂ xH in T1(i)⊂. Let k be the maximum integer for which
{x1, . . . , xk} ⊆ Xi. Clearly, k ≥ 1 or otherwise H(T 1(i)⊂) ≥ H . Therefore, it holds that y1≺⊂ · · · ≺⊂yh−1≺⊂xk+1≺⊂ · · · ≺⊂xH
in T 1(i)⊂. As k ≤ H(T (i)⊂) < H(T (i)⊂) = h, then k ≤ h−1 and consequentlyH(T 1(i)⊂) ≥ H , which is a contradiction. Thus,
H(T (i)⊂) = H(T (i)⊂). Moreover, sinceH(T ′1(i)⊂) = H(T ′1(i)⊂),H(T1(i)⊂)−H(T ′1(i)⊂) = 1, andH(T1(i)⊂)−H(T ′1(i)⊂) = 0,
then clearly UT (i) \ UT (i) ≠ ∅. 
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We claim that Algorithm 3 outputs a PQ-tree T of a given graph G whose PQ-trees are rooted by a Q-node such that
H(T⊂) = H(G). The next theorem addresses the question regarding the correctness of Algorithm 3.
Algorithm 3 Produces a PQ-tree T of G such that H(T⊂) = H(G).
1: functionModel-Q(G) ◃ G has its PQ-trees rooted by a Q-node
2: Let T ′ be a PQ-tree of G having T ′1, . . . , T ′ω as child PQ-trees
3: U ← {u ∈ T ′ | u ∈ T ′i ∩ T ′i+1 for some 1 ≤ i < ω}
4: Xi ← T ′i \ U and Gi ← G[Xi], 1 ≤ i ≤ ω
5: Ti ←Model(Gi), 1 ≤ i ≤ ω
6: Let T be the PQ-tree having a Q-node as the root and T1, . . . , Tω as child PQ-trees of the root
Assume H(T1(i)⊂) ≤ H(T2(i)⊂), 1 ≤ i ≤ ω
7: T ←Minimize-u(T )
8: return T
9: end function
Algorithm 4 For the input PQ-tree T , minimizes u(T )without increasing H(T⊂).
1: functionMinimize-u(T ) ◃ T is a PQ-tree
2: for all T ∈ {T , T R} do
3: for all child PQ-tree Ti of the root of T do
4: Let B(j, k) be the Boolean expression: ‘‘either H(T k(j)⊂) < H(T
⊂
), or u(T k(j)) = 0 and H(T k(j)⊂) = H(T⊂)’’
5: if B(i, 1) then
6: T ′i ← T i
7: else if B(i, 2) then
8: T ′i ← T di
9: else
10: T ′i ← ∅
11: end if
12: end for
13: if T ′i ≠ ∅ for each 1 ≤ i ≤ ω then
14: Let T ′ be the PQ-tree rooted by a Q-node and having T ′1, . . . , T ′ω as child PQ-trees
15: return T ′
16: end if
17: end for
18: return T
19: end function
Theorem 19. Let G be a connected graph whose PQ-trees are rooted by a Q-node. Suppose Model(G) outputs a PQ-tree T of a
graph G such that H(T
⊂
) = H(G) and u(T ) = u(G), for all graphs G having less vertices than G. Let T be the output of Model-
Q(G). Then H(T⊂) = H(G) and u(T ) = u(G).
Proof. First, note thatMinimize-u called in Line 7 can only reverse T itself or some child PQ-trees of the root of T in such a
manner that if T is the output ofMinimize-U(T ), then H(T
⊂
) ≤ H(T⊂). Therefore, it suffices to prove that H(T⊂) = H(G)
before being processed by Minimize-u in order to prove that H(T⊂) = H(G) after it. Besides, we show that u(T ) = u(G)
after being processed byMinimize-u, following the result.
Let T be a PQ-tree of G such that H(T
⊂
) = H(G). Let T be the PQ-tree of G before being processed by Minimize-u.
Assume without loss of generality, considering the operation of reversing T , that the child PQ-tree T i of T is equivalent
to the child PQ-tree Ti of T for each 1 ≤ i ≤ ω. By Lemma 17, H(T⊂) = max{H(T 1(i)⊂) | 1 ≤ i ≤ ω} and
H(T⊂) = max{H(T1(i)⊂) | 1 ≤ i ≤ ω}. We claim that H(T1(i)⊂) ≤ H(T 1(i)⊂) for each 1 ≤ i ≤ ω, following that
H(T⊂) ≤ H(T⊂). Since H(T⊂) ≥ H(G) = H(T⊂), then H(T⊂) = H(T⊂) = H(G). We prove the claim as follows.
Suppose H(T1(i)⊂) > H(T 1(i)⊂), for some 1 ≤ i ≤ ω. Note that H(T (i)⊂) ≤ H(T (i)⊂) by the hypothesis on the output of
Model. According to Lemma 18, H(T (i)⊂) = H(T (i)⊂) and UT (i) \ UT (i) ≠ ∅. Therefore, either u(T (i)) = 0, or u(T (i)d) = 0
(otherwise, UT (i) \ UT (i) = ∅). Since H(Gi) = H(T (i)⊂) = H(T (i)⊂) and either u(T (i)) = 0 or u(T (i)d) = 0, then u(Gi) = 0.
Thus, either u(T (i)) = 0, or u(T (i)d) = 0 follows by the hypothesis on the output of Model. Moreover, u(T (i)) = 0
(resp. u(T (i)d) = 0) precisely when u(T (i)d) = 0 (resp. u(T (i)) = 0), or else UT (i) \ UT (i) = ∅. Consequently, since
H(T (i)⊂) = H(T (i)⊂), it follows that H(T2(i)⊂) = H(T 1(i)⊂) < H(T1(i)⊂), which contradicts the assumption of Line 6 of
Model-Q.
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Finally, suppose u(T ) > u(G) after being processed by Minimize-u, that is, there exists a PQ-tree T of G having
H(T
⊂
) = H(T⊂) such that u(T ) = 0 and u(T ) = 1. Without loss of generality considering the operation of reversing T ,
let Ti be an equivalent PQ-tree to T i, for each 1 ≤ i ≤ ω. According to the previous claim, H(T1(i)⊂) ≤ H(T 1(i)⊂) for each
1 ≤ i ≤ ω. Let J ⊆ {1, . . . , ω} be such that for each i ∈ J, u(T1(i)) = 1 and H(T⊂) = H(T1(i)⊂) = H(T 1(i)⊂) = H(T⊂). For
each i ∈ J , clearly u(T 1(i)) = 0 (since u(T ) = 0). If u(T (i)) = 1, then because all intervals in U ∩ T (i) cover a maximum
inclusion height interval in T (i), u(T1(i)) ≤ u(T 1(i)), which is a contradiction. Therefore, u(T (i)) = 0 and, consequently,
u(Gi) = 0. Thus, either u(T (i)) = 0, or u(T (i)d) = 0. Since u(T1(i)) = 1 and u(T 1(i)) = 0, then u(T (i)d) = 0. Since
H(Gi) = H(T (i)⊂) = H((T (i)d)⊂) ≤ H(T 1(i)⊂), then H(T2(i)⊂) ≤ H(T 1(i)⊂) = H(T1(i)⊂). In order to not contradict
the choice of T by Line 6 of Model-Q, it follows H(T2(i)⊂) = H(T1(i)⊂). Since u(T (i)d) = 0, it follows that there exists a
contradiction with the choice of T byMinimize-u. 
Let n andm be respectively the number of vertices and edges of a graph G. The time complexity of computing P⊂ from P
is O(m2)whereas the evaluation of H(P⊂) and u(P) are carried out in linear time. SinceMinimize-u computes H(Pj(i)⊂) and
u(Pj(i)) for each child PQ-tree Ti and j ∈ {1, 2}, therefore it requires no more than O(m2n) time. Since the number of nodes
in a PQ-tree is O(n), the time complexity of Algorithm 3 is therefore O(m2n2).
7. Conclusion
The class of interval graphs is a well-known graph class. The interest in interval graphs comes from both their central role
in many applications and purely theoretical questions [5]. We have considered the problem of computing, for some given
graphG, the least amount of interval lengths for an intervalmodel ofG, named the interval count problem [5,8].We presented
polynomial-time algorithms for the interval count problem when restricted to the classes of generalized-threshold graphs
and extended-bull-free graphs. Both classes contain instances of arbitrary interval count values. In Sections 5 and 6, as a
result of the technique used to solve the interval count, we have shown how to produce a PQ-tree T of an interval graph
minimizing H(T⊂). Furthermore, we observed that requiring interval models to have all interval extreme points as distinct
integer numbers does not affect the interval count of a given graph. The complexity of the interval count problem remains
open for general graphs and orders.
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