Abstract. We provide an introduction of some basic facts of uniformly almost periodic functions, such as fourier series representations. A result is then proved about fourier coefficients which is a generalization of the purely periodic case. We then provide an application of our estimate to the Riemann-Zeta Function.
Introduction
In recent years there have been many applications for almost periodic functions. They have been studied in the context of signal processing algorithms for detection estimation and classification [4] , nonuniform sampling [3] , dynamical systems, and homogenization theory for elliptic partial differential equations. Our interest in this paper will be to study the order of magnitude of fourier coefficients for almost periodic functions. In this section we present basic results in the theory of uniformly almost periodic functions. In section 2 we recall the construction of the fourier series for almost periodic functions. In section 3 we present our proof in the almost periodic case. Finally in the last section we present an application to analytic number theory.
We start by defining the notion of a uniformly almost periodic function. Definition 1. We define the space of uniformly almost periodic functions to be the closure of the set of all trigonometric polynomials { n k=0 c k e ixλ k } under the sup norm . ∞ .
Here the λ k are arbitrary real numbers, instead of integral multiples of some base frequency.
One of the key theorems of uniformly almost periodic functions is that this definition is equivalent to the following definition:
Definition 2. A function f : R → C is uniformly almost periodic if and only if ∀ǫ > 0, there exists a number l(ǫ) and a set of translation numbers
We state some basic properties for uniformly almost periodic functions. All proofs can be found in [1] . We list them here for completeness. Our goal is to study the order of magnitude of fourier coefficients for almost periodic functions. Our inspiration are similar estimates for periodic functions. We turn to some definitions that will be useful later.
We say that a function f has bounded variation if V R (f ) < ∞. Furthermore we define the space of bounded variation (BV):
has finite total variation on R}
We modify the classical definition by imposing a growth estimate on the total variation in order to accomodate uniformly almost periodic functions: Definition 4. We define the average total variation of a function f : R → R to be the following limit:
where
We say that a function f has average bounded variation ifV R (f ) < ∞. Furthermore we define the space of average bounded variation (BV ):
BV (R) = {f : R → R : f has finite average total variation on R} We remark that average total variation agrees with the total variation of a 1-periodic function on compact domains. We now turn to the theorem we would like to generalize [6] , Then,
Fourier Series of Almost Periodic Functions
In this section, we discuss the construction of fourier series for almost periodic functions. The are three classical results we will describe which involve a notion of mean value of an almost periodic function, a theorem which states that any uniformaly almost periodic function may be represented by a fourier series and provides the construction of the series via a formula for the series coefficients, and finally a result about derivatives of uniformly almost periodic functions. We refer to the book by C. Corduneanu [2] for all of these results. We state them here for completeness.
Lemma 2. If f (x) is an almost periodic function, then
exists uniformly with respect to a. M {f (x)} is independent of a and is called the mean value of the almost periodic function f (x).
This result defines the mean values M {f (x)}, and we refer to Corduneanu [2] for the proof. Now define a(λ) = M {f (x)e −iλx }. This result is important because the numbers λ 1 , λ 2 , ..., λ n , ... for which a(λ k ) = 0 are called the fourier exponents of the function f (x), and a(λ k ) are the fourier coefficients of f (x). Now we will define A k = a(λ k ) and write the expansion of the function f as follows:
We may note here that if f (x) is a periodic function, then the fourier series defined this way will coincide with the usual fourier series from the theory of periodic functions.
Lemma 4. If the derivative (primitive) of an almost periodic function is almost periodic, then its fourier series can be obtained by formal differentiation (integration).
Proof. Let f (x) be an almost periodic function with an almost periodic derivative. Then the mean value M {f ′ (x)e −iλx } exists, and furthermore we claim that M {f ′ (x)e iλx } = iλM {f (x)}. To see this, we note that
and then take the limit T → ∞. Now from the claim we infer that f ′ (x) has the same fourier exponents as f (x) except for possibly λ = 0 if it appears as a fourier exponent of f . If we define A ′ k to be the fourier coefficients of f ′ (x), then the relation says that:
. From this it follows that the primitive F (x) is almost periodic and we have:
A careful remark from Corduneanu's book [2] points out that the λ = 0 cannot occur among the fourier exponents of an almost periodic function which is the derivative of another almost periodic function, which means this formula is valid even though λ k occur in the denominator. Note that it is necessary but not sufficient that λ = 0 does not occur to have that the primitive of an almost periodic function is almost periodic.
The main result
We now turn to our contribution. Theorem 2. Suppose f is a uniformly almost periodic function on R which is also of average bounded variation f B V < ∞. Given the fourier series representation for f (x),
Proof. We begin by writing
Fix ǫ > 0. Since f (x) and the exponential function e −iλj x are almost periodic, so is there product, which we denote by g(x). Hence we can find a set T g (ǫ) and a positive number l(ǫ) such that |g(x + τ ) − g(x)| < ǫ whenever τ ∈ T g (ǫ), and any interval of length l(ǫ) has non-empty intersection with T g (ǫ). This follows from taking a common element of T f ( ǫ 32M ) and T e −iλ j x ( ǫ 32M ) where M = f L ∞ . Furthermore, since we know that the above limit exists, we may take any sequence p k → ∞. For convenience, we take it so that each p k ∈ T g (ǫ) ∀k. We consider for a fixed m, Taking the absolute value of this and recalling that, | lim x→∞ f (x)| = lim x→∞ |f (x)|,
