Medical augmented reality has been actively studied for decades and many methods have been proposed to revolutionize clinical procedures. One example is the camera augmented mobile C-arm (CAMC), which provides a real-time video augmentation onto medical images by rigidly mounting and calibrating a camera to the imaging device. Since then, several CAMC variations have been suggested by calibrating 2D/3D cameras, trackers, and more recently a Microsoft HoloLens to the C-arm. Different calibration methods have been applied to establish the correspondence between the rigidly attached sensor and the imaging device. A crucial step for these methods is the acquisition of X-Ray images or 3D reconstruction volumes; therefore, requiring the emission of ionizing radiation. In this work, we analyze the mechanical motion of the device and propose an alternatative method to calibrate sensors to the C-arm without emitting any radiation. Given a sensor is rigidly attached to the device, we introduce an extended pivot calibration concept to compute the fixed translation from the sensor to the C-arm rotation center. The fixed relationship between the sensor and rotation center can be formulated as a pivot calibration problem with the pivot point moving on a locus. Our method exploits the rigid C-arm motion describing a Torus surface to solve this calibration problem. We explain the geometry of the C-arm motion and its relation to the attached sensor, propose a calibration algorithm and show its robustness against noise, as well as trajectory and observed pose density by computer simulations. We discuss this geometric-based formulation and its potential extensions to different C-arm applications.
INTRODUCTION
Intra-operative X-Ray has become an important tool in orthopedic surgery. Medical experts utilize imaging data acquired by mobile C-arm devices in everyday surgery to position implants, fixate bone fractures, and correct the physiological and mechanical alignment of the skeletal apparatus. Through motorization and calibration, mobile X-Ray systems have been developed to enable intra-operative Cone-Beam Computed Tomography (CBCT) -a reconstruction of 3D volumes from a sequence of X-Ray images along a predefined circular trajectory.
Even though intra-operatively acquired plain radiographs yield great benefits for surgery, the spatial localization and interpretation of 2D X-Ray images is not a trivial task, especially for inexperienced surgeons. For better mental alignment, surgeons often place a radio-opaque object, such as a surgical tool, in the image during its acquisition as an alignment reference. For example, during K-wire placement for a screw insertion in a typical orthopedic surgery, several X-Rays from different perspectives have to be taken to align the K-wire with the desired insertion trajectory. After alignment and insertion, a verification shot is taken to verify the screw position. If the position is not satisfactory, the screw is removed and reinserted which requires the surgeon to perform another mental alignment task. A typical workflow furthermore includes multiple re-positioning of the C-arm machine to restore previous views during surgery. These circumstances lead to high radiation exposure and extended procedure duration. 1 To leverage the benefits of 3D imaging, CBCT scans for obtaining intra-operative volume data of the patient's anatomy are used in planning and surgical navigation systems. These image guided navigation systems are used to identify anatomical structures intra-operatively and support the surgeon during operation. For conventional navigation systems, a registration step is crucial to align the patient anatomy with the medical data and the surgeon's tools in the tracking coordinate frame. It has been shown that image guided surgery systems have a positive impact on the surgery outcome but can also result in significantly higher operation time. 2 Augmented Reality (AR) has a great potential to close this gap by providing intuitive medical data visualizations without prolonging the total operation time. For example, the camera augmented mobile C-arm (CAMC) system, which provides intuitive 2D video and X-Ray overlay, has been proposed and showed its promising benefit for surgery. [3] [4] [5] In this paper, we focus on the most crucial step of building CAMC system -the calibration of the attached camera to the imaging device. In the following section we present an overview of the state-of-the-art calibration methods for sensors and medical imaging systems as applied in the CAMC system.
Literature Review
The idea of the CAMC system is to attach a camera rigidly to the frame of a mobile C-arm and co-calibrate the camera to the X-Ray source to precisely register both image modalities. The original concept proposed by Navab et al. utilized a monocular RGB camera attached to the source of a mobile X-Ray fluoroscopic system. They installed a radio-transparent double mirror construction mounted in the viewing frustum close to the X-Ray source in order to align the optical axes of X-Ray and RGB imaging systems. By modelling the X-Ray source as a pinhole camera and the calibration of both modalities by computing a homography transformation between the two image planes, an overlay of the live camera stream onto the X-Ray image could be accomplished. 3 As aforementioned, the system was showed to be an intuitive interface for down-the-beam instrument guidance in cadaver studies 4 and was used during over 40 orthopedic surgeries in 2012. 5 Further research on the doublemirror based CAMC system was conducted for projects such as parallax-free image stitching to achieve panoramic X-Ray views. 6 Pauly et al. proposed a learning-based paradigm to identify relevant objects in both X-Ray and optical images to generate a fused image with improved perception of the scene by adjusting the alpha values of the segmented objects in the view. 7
The CAMC system was extended by replacing the CCD camera with a depth camera to enable the visualization of X-Ray images projected onto the 3D surface reconstruction of the patient. For calibration, a two-planar calibration phantom was used to align the optical axes of X-Ray and depth camera. Once more, a homography was computed to warp the X-Ray image to the color image plane. 8 A similar concept was applied for trackers. Reaungamornrat et al. presented a system including a tracking camera mounted near the detector of the c-arm. The tracker is calibrated to the flat-panel detector of the mobile x-ray device by acquiring a CBCT scan of a calibration phantom and computing the position of the embedded steel ball bearings in relation to a reference marker. As a result of the calibration, they utilized the hexagonal reference marker to track the gantry during rotation and maintain registration for DRR generation, surgical tracking and video augmentation. 9 Albiol et al. calibrated an RGB camera to a conventional diagnostic X-Ray system to identify equivalent points of interest in both modalities using Epipolar geometry. The method enables measurements of real anatomic lengths and angles. It could serve as inexpensive alternative to CT imaging. 10 In further research projects, the focus shifted from augmenting plain radiographs to create intuitive 3D visualizations using CBCT volume data. A calibration method for the estimation of the transformation between a depth sensor mounted near the detector of the mobile c-arm was proposed by Lee et al. 11 This system enabled a common view of co-registered CBCT volume and real-time point cloud acquired with the depth camera. The calibration method performs the iterative-closest-point (ICP) algorithm to align the volume generated by CBCT with the reconstructed surface of a calibration phantom. An alternative approach utilized a multi-modal chessboard pattern visible in the camera frame and X-Ray image to calibrate the two modalities with a stereo calibration routine. 12 More recently, hand-eye calibration 13 was applied to calibrate a tracker rigidly mounted on the C-arm gantry for visualizing 3D medical imaging data superimposed on the patient's anatomy 14 and planar X-Ray images in the system's viewing frustum to facilitate the spatial understanding of image acquisition. 15 
Radiation Free Calibration by Analyzing the Geometry
The above described solutions for calibration use optical axis alignment together with a 2D homography estimation, marker based registration, 3, 8 CBCT acquisition with calibration phantoms, 9, 11 or hand-eye calibration with the acquisition of up to 160 pose pairs. 15 All presented systems establish correspondences between the two modalities, the attached sensor and the C-arm imaging device by acquiring color and/or depth images and X-Ray or CBCT scans, thus emitting radiation. In the second step, these correspondences are utilized to compute a calibration result, namely a homography or rigid transformation.
In practice, medical imaging devices are required to be routinely verified for accuracy, and re-calibrated if necessary. Time-consuming and radiation required calibration methods are not perfectly suitable. We observed that it is possible to simplify the calibration routine by taking the mechanical configuration of the device into account. In this paper, we propose a radiation free calibration method a trackable sensor to the rotation center of a mobile C-arm device. Our approach exploits the geometrical properties of the mobile C-arm design and the sensor trajectories observed by the tracking system to recover the relation of the sensor's world frame and the C-arm rotation center.
PROBLEM FORMULATION
The pivot calibration algorithm is applied to recover the translation to the pivot point from poses observed during a spherical motion. For example, it can be applied for tip position estimation of a tracked tool relative to the reference frame. The pivot point is the center of a sphere and poses are constrained to lie on the sphere surface. This problem can be either solved algebraically using least-square methods or geometrically by sphere fitting. The well-defined structure of the spherical motion leads to an efficient calibration algorithm. The observation that the typical movement of a mobile C-arm is characterized by a rotation around two different axes leads us to extend the pivot concept to calibrate a sensor to the mobile C-arm rotation center by carefully analyzing the geometry of the C-arm movement and the attached sensor movement. Figure 1 . a) illustrates the C-arm movement in terms of its translations and rotations, we denote the movement by rotating around c-arm-axis as c-circle (green), that by x-axis as x-circle (red) and the c-circle center as cc. b) demonstrates the c-circle rotates perpendicularly with cc on the x-circle. This forms a locus of a spindle Torus. For comparison, c) shows a standard Torus generated in the same way as in b) with the major radius rmaj larger than the minor radius rmin. When rmaj becomes smaller than rmin, the standard Torus shrinks into a spindle Torus.
Describing the Mobile C-arm Movement as a Torus
Consider a mobile C-arm in the coordinate system as illustrated in Fig. 1a ), its movement has six degrees of freedom, defined by the base movement in the xy plane, position adjustment in the yz plane, and rotations around three axes, namely x-axis, z-axis and c-arm-axis. If we fix the base movement, the position adjustment, and the z-axis rotation, the motion generated by the remaining two, characterized by an offset r maj describes a Torus.
To illustrate this, we denote the rotational motion of the c-arm-axis by "c-circle" and the one of x-axis by "x-circle", as depicted by the green and red circles/arrows in Fig. 1 . The c-circle has the C-arm center c c with radius r min and c c itself rotates around the x-axis (red arrows) with radius r maj that forms the x-circle. We can parameterize the movement of these two circles, f (α, β), naturally by α as the amount of rotation in the x-circle and β as in the c-circle. f (α, β) is then expressed as:
Eq. 1 describes the movement mathematically by rotating the point (0, 0, r min ) on the c-circle by α, then rotating on the x-circle by β and translating it by r maj along the rotated axis of the c-circle. After simplifying the equation to Eq. 2, it in fact is the parametric form of a Torus with a major radius r maj and a minor radius r min . The C-arm movement mentioned above is describing a Torus with the c-circle as its minor circle and the x-circle as its major circle. Note that c c always lies on the major circle of the Torus -the x-circle.
The surface generated by f (α, β) is illustrated in Fig. 1b ); however, it may not be obvious to perceive it as a Torus because r maj is considerably smaller than r min , which is in fact a special case -namely a "Spindle Torus". A standard Torus where r maj is larger than r min is plotted in Fig. 1c ) for reference. When r maj becomes smaller than r min , the standard Torus shrinks and forms a Spindle Torus like the one in Fig. 1b ). In addition, if r maj is zero, it is degenerated to a sphere with radius r min . In this particular case, c c is stationary.
Relations between the Attached Sensor and C-arm Movements
Given a sensor is rigidly attached to the C-arm (i.e. the c-circle), the distance between it and the center c c is constant. If we can pivot around c c directly and collect sensor poses, the offset of the sensor to c c is solvable by standard pivot calibration. However, we cannot directly pivot the sensor around c c , because the movement of the sensor is driven by the C-arm movements and as explained in the previous section, when r maj is non-zero, c c is not stationary but moving on the x-circle. Our goal is to recover the constant translation from the sensor coordinate system to the rotation center of the imaging system and the torus orientation. Therefore, we need to extend the pivot calibration concept for a moving c c in contrast to a stationary one as in standard pivot calibration. To accomplish this task, we analyzed the geometric relationship between the attached sensor and C-arm movements carefully. Since the distance between the sensor and c c is constant, the offset of the sensor to any given point on the c-circle is also constant. Take a reference point (0, 0, r min ) on the c-circle and define the offset of the sensor from this reference be t = (t x , t y , t z ). The sensor movement, g(α, β), can then be parametrized in the same way as f (α, β):
Using the fact that the linear combination of sine and cosine functions is the same as a single sine function with a phase shift and scaled amplitude, Eq. 4 can be re-written as:
Eq. 5 shows that the sensor movement describes a generalized Torus. An example of the C-arm Torus and the sensor Torus generated due to the positional offset t is visualized in Fig 2a) -b). Eq. 5 also explains the fact that both Tori share the same center and orientation because their rotation axes are the same. Furthermore, as depicted in Fig 2c) , considering how the sensor Torus is generated, its minor rotation axis coincides with the c-arm-axis. Therefore, the normal from the sensor Torus' minor center always tangents the x-circle at c c . These observations imply that the sensor movement due to the fixed offset t can be seen as pivoting on the x-circle. In a word, we extend the pivot calibration concept in the following way: the sensor (with a fixed offset) is not only pivoting around a stationary point as in the standard pivot calibration, but is pivoting around a point that is moving on a circle. We call this observed problem the C-arm pivot calibration problem.
C-arm Pivot Calibration
We define The observed problem as follow:
Input:
Observed poses of the rigidly attached sensor during C-arm movements {T i }, where i is the number of observed poses. Problem: Can we recover the offset t of the sensor to the pivot point c c and the pivot locus (x-circle)? Output:
The locus of c c (the x-circle) and the offset t.
Since we know the pivot point is moving on a circle, given observed sensor poses T i ∈ SE(3), a straightforward way to solve the problem is to solve for a center c, a normal n, a radius r maj , and an offset vector t algebraically by minimizing a 3D circle fitting energy: arg min c,n,rmaj ,t i
where c and n define the pose of the Torus, r maj is the major radius of the Torus and t is offset of the attached sensor to the locus. Eq. 6 can be solved using non-linear numerical methods such as the Levenberg-Marquardt algorithm. Yet, since pivot calibration is not only solvable in an algebraic way, but also geometrically by fitting a sphere, we believe that C-arm pivot calibration can also be solved in a geometric way.
Based on our analysis of the relation between the C-arm Tours and the sensor Tours in 2.2, we can also solve the C-arm pivot calibration problem by fitting the shape using the parametric form in Eq. 5. However, to apply the calibration result for advanced visualizations of the medical imaging data, we not only need to recover the center but also the orientation of the shape. Therefore, we propose an alternative solution to solve for translation and orientation simultaneously. We take advantage of the mechanical design of the mobile C-arm, which allows us to observe poses separately for each c-arm-axis and x-axis movements and in a defined order (e.g. along the x − axis). This enables us to decompose the problem into simpler 2D fitting problems on each observed pose set. Our problem is hence reformulated as follows:
C-arm Pivot Calibration Reformulated Input:
Observed poses of the rigidly attached sensor during c-arm-axis movements {T c n } m and x-axis movements {T x i } j , where i, n and j, m are the number of observed poses and observed sets. Problem: Can we recover the offset t of the sensor to the pivot point c c , the pivot locus (x-circle) and the orientation of the rotation center by fitting shapes in 2D instead of 3D? Output:
The locus of c c (the x-circle), the offset t and the orientation R.
METHOD
Our method decomposes the C-arm pivot calibration problem into multiple 2D geometry problems, which is based on three key observations: 1) the C-arm mechanical design allows us to observe poses separately for the c-arm-axis and x-axis movements in a defined order and each movement forms a circle; 2) both the C-arm and sensor Torus share the same center and normal; and 3) the normal line from the minor center of the sensor Torus tangents to x-circle at c c . Using these three observations, given input pose sets {T c i } j and {T x i } j observed during c-arm-axis and x-axis movements, we solve the problem in the following steps. These steps are summarized in Fig. 3 .
Step 0a: Observe poses in order during x-axis movements Step 0b: Observe poses with specific sets at = ± , during c-arm-axis movements
Step 1: Estimate the Torus Normal Step 2: Estimate the Torus Center
Step Step 1 performs circle fittings using {T x i }j to find the Torus normal n and an center c x , step 2 do the same using {T c n }m to find another center c c , and the average of c x and c c is the estimated Torus center c. The locus of the pivot point cc is defined by a circle centered at c with the Torus major radius R, which is solved by taking the average distance between normal line of the fitted circles in step 2 to c. In step 4, with {T c n }m at α = −90 • , 0 • , 0 • , the Torus orientation is deduced and the known cc at these axes are used together with the corresponding poses to estimate sensor offset t. At last, to increase the robustness to noise, the result is computed iteratively using RANSAC.
Estimate the Torus Normal n
By observation 1), {T x i } j are poses of x-axis movements and each set j observed poses on a circle at a fixed β. The center of this circle lies on the x-axis and the normal is parallel to it. During pose observations, we carefully ordered the sets in an ascending order of the x-axis so that the order defines the direction of the x-axis. As a result, we can fit a plane on each set to get normal n x j (with the same direction as the x-axis) and then fit a circle on this plane to get centers c x j . To increase robustness, we implemented the Random Sample Consensus (RANSAC) algorithm for both plane and circle fittings. The average of n x j is our estimated Torus normal n and the average of c x j provides an initial estimate of the center, denoted by c x .
Estimate the Torus Center c
Similarly, {T c i } j are poses of c-arm-axis movements and each set j contains poses on a circle at a fixed α. As explained earlier, the center and normal of this circle tangents to c c at the x-circle. For each {T c i } j , we fit a plane and a circle on the plane to get a center c c j and a normal n c j . The normal direction is deduced by pointing towards c x found in the previous step. Another circle is fitted to c c j with the constraint that the normal is n. This circle center c c is an estimation of the Torus center from {T c i } j . By projecting c x onto this circle gives another estimation of the Torus center mostly from {T x i } j . We take the average of c x and c c as the estimated Torus center c.
Compute the Pivot Locus of c c
By observation 2), the estimated c is also the center of the C-arm Torus, and by observation 3) we know n c j tangents to the x-circle at c c . Therefore, the perpendicular distance between c and the line from c c j in the direction n c j is the radius of the x-circle. We take their average as the C-arm Torus major radius r maj . The center c and the major radius r maj defines the locus of c c .
Compute the Local Translation t and the Orientation of the Rotation Center
To compute t, we need to deduce the C-arm Torus orientation. Note that by observation 2) the estimated normal n of the object Torus is the same as the C-arm Torus; therefore, we have estimated the C-arm x-axis in the pose observation coordinate system. To compute the remaining two axes, we take advantage of observation 1) to provide as three specific sets that are observed at α = −90 • , 0 • , 90 • . We project these poses onto the plane with normal n and fit lines to the projected points to recover the two axis directions under the constraint that they are orthogonal. The axis direction is deduced by pointing away from c. For these three sets, we also know their c c is on the x-circle intersecting with the computed axis. We use this information to compute t by averaging:
Refinement by RANSAC
At last, because we separate a 3D problem into several 2D sub-problems, the average of the average errors of all sub-problems may not be the same as the average error of the original problem. To overcome this problem, we apply RANSAC to improve the robustness against noises.
EVALUATION
To evaluate the performance of the proposed calibration method, we randomly generated two sets of simulated trajectories and poses with different object translations, torus centers and orientations using Eq. 4 and averaged our results. Each data set consists of simulated poses of the c-circle at α = −90 • , −80 • , ..., 80 • , 90 • and β = 0 • , 1 • , 2 • , ..., 359 • , and of the x-circle at α = 0 • , 1 • , 2 • , ..., 359 • and β = 0 • , 20 • , ..., 160 • , which results in a total number of 10080 simulated poses. We conducted three different experiments which showed the proposed method is invariant to the Torus centers and orientations, i.e. independent to the pose observing coordinate system, and examined its performance under noise and insufficient observed data. 
Performance with Respect to the Torus Pose and Noise Level
In the first experiment, we added white noise to the translation and rotation angles with standard deviations from 0 mm to 5 mm and from 0 • to 0.5 • , respectively. We estimated the object translation and orientation using our method with 500 RANSAC iterations and 1 mm inlier threshold, and then computed the error between the simulated and estimated translation and orientation. Note that for the orientation error, we compute the angle between rotations by θ = cos −1 ( tr(R)−1 2 ) where R = R sim R T est , R sim and R est are the simulated and estimated orientations. the translation noise to 1 mm and the orientation noise to 0.1 • and used the same parameters for RANSAC as in the first experiment.
Both plots in figure 5 show that the performance of the calibration method is not influenced by the number of observed vertical and horizontal trajectories as both rotation and orientation errors do not benefit from increasing the number of trajectories. Therefore, the method is able to give correct results with the minimal observable number of three c-circle and one x-circle trajectories.
Performance with Respect to Changing Density of Poses
In the last step, we varied the density of observed poses while maintaining the number of observed trajectories, translation and rotation noise, as well as RANSAC parameters equal to experiment 4.1. The result, illustrated in figure 6 , shows that decreasing the pose density does not decrease the performance of our algorithm. Furthermore, we investigated the performance with increasing density of poses. It can be observed that the averaged error stays within the bounds of 0 mm to 1 mm and 0 • to 1 • for translation and orientation, respectively. However, the trend line indicates a slight increase in averaged errors with decreasing pose density. This is due to the fact that by reducing the number of observed data points for c-and x-circles least square fits are becoming more imprecise. Note that the minimal number of points for fitting a plane or a circle is three. 
DISCUSSION AND CONCLUSION
In this work, we present a generic and radiation free approach for calibrating a rigidly mounted sensor to the rotation center of a C-arm device based on prior knowledge of the mechanical structure of the device and sensor tracking information using an extended pivot calibration concept. The proposed radiation-free approach can be applied to any C-arm system configurations as the calibration result defines the relation between the rotational center of the C-arm device and the attached sensor. Given the translation from the rotation center to the X-Ray image plane, the calibration result can be directly used for 2D-2D augmentation. For CBCT-camera augmentation, if the device has an isocentric design, the rotation center itself is the CBCT reconstruction center; therefore, the calibrated pose from sensor coordinates to C-arm rotation center can also be directly used for AR applications. However, for non-isocentric C-arm devices, the reconstruction center is a virtual scan center instead of the rotation center. During CBCT sequence acquisition, the position of the gantry is continually adjusted (i.e. the rotation center is moved) such that the center ray subtends the virtual scan center for each scan. In order to use the calibration result for AR applications, the relation between the calibrated rotation center and the virtual scan center has to be recovered. Note that the relation between the gantry moving trajectory and the virtual center is an essential part of the non-isocentric CBCT volume reconstruction algorithm. Using this relation, we can conduct similar analysis (by adding an offset to the given trajectory) to deduce the relation between the rotation center trajectory and the virtual scan center. Then, using the calibration result, we can observe rotation center poses during an acquisition and fit the trajectory so as to find its relation to the virtual center. In a word, the proposed calibration approach is generic and applicable to currently available C-arm devices, given that the X-Ray image or CBCT volume formation is related to the C-arm rotation center.
Instead of solving the C-arm pivot calibration problem using Eq. 5 or Eq. 6, we decomposed it into several 2D geometry fitting sub-problems and conducted experiments using simulated data. Our results show that the pose observing coordinate system does not influence the calibration result which supports the general applicability of the calibration method. The method is generally robust against noise and outliers in the pose measurements due to the application of RANSAC and is able to give correct results with a minimal set of observed trajectories and is therefore a fast and accurate method. In addition, the final experiment indicates that the algorithm's requirement for the density of observed poses is sufficient to be used with state-of-the-art tracking systems.
The proposed concept is not only useful for AR applications such as the overlay of the patient anatomy with the reconstructed 3D volume acquired by CBCT reconstruction for surgical guidance and navigation during orthopedic interventions, but also an important tool to parametrize the C-arm movement space. Eq. 5 describes the two rotation movements (generalized formula can be derived for the z-axis rotation, base movements, and position adjustment). It gives a better solution space for applications such as pose initialization for 2D/3D registration of intra-operatively acquired X-Ray images to the pre-operative CT volume including the plan of drill trajectories and cutting planes, or intra-operative panoramic X-Ray image stitching. For example, Eq. 5 can be used as a constraint when solving for a delta rotational changes. Furthermore, the Torus parametrization could potentially be used as a domain for interpolating X-Ray imaging intrinsic and extrinsic parameters in the whole movement range of the imaging system.
In future work, we will further evaluate this novel method with different real-world tracking systems and sensors, and show its robustness and applicability to different C-arm models including both isocentric and nonisocentric design. We furthermore remark that the proposed concept is not limited to C-arm pivot calibration where the pivot locus is a circle. By exploiting a known geometry for pivoting, the complexity of the problem can be reduced which leads to a more robust solution and better results.
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