We provide a complete characterization of rate region for the multistage successive refinement of Wyner-Ziv source coding problem with degraded side information at the decoder. This problem was left open in a recent work by Steinberg and Merhav (T-IT, 2004), where it was solved for the special case of two stages. Furthermore, we introduce the notion of generalized successively refinability with multiple side informations. This captures whether progressive encoding to satisfy the distortion constraints for different side information is as good as encoding without progressive requirement. For degraded side-information, we give necessary and sufficient conditions for generalized successive refinability. Using this, we show that for Gaussian source, the failure of being successively refinable with multiple side informations is only due to the inherent uncertainty on which side information will occur at the decoder, but not the progressive encoding requirement.
I. INTRODUCTION
The notion of successive refinement of information was introduced by Koshelev [5] and by Equitz and Cover [2] . They were interested in characterizing the rates required to describe sources in a scalable manner by encoding over multiple stages. A source was called successively refinable if encoding in multiple stages incurred no rate loss as compared to optimal rate-distortion coding at the separate distortion levels.
In another seminal paper, Wyner and Ziv [9] characterized the rate-distortion function for encoding a source if the decoder alone had access to a side-information (SI) correlated with the source. The notion of successive refinement was combined with the presence of side-information by Steinberg and Merhav [7] who formulated the question on successive refinement with side-information. Such a formulation was also independently studied in [6] . The notion of successive refinability with sideinformation as defined in [7] was studied in the context degraded side-information where the decoder receiving the higher rate bit-stream also has access to "better quality" side information 1 . Formally this meant that the source and side-informations arranged in descending order of rate of bit-stream, form a Markov chain. In this context, the main 1 The problem of multistage successive refinement with arbitrarily SIs is believed to be difficult. As a first step toward the solution to this general problem, in [10] we considered the reversely degraded SI case when X ↔ Y 1 ↔ Y 2 . The coding scheme given there for the reversely degraded case is different from what is considered here, and unfortunately the decomposition in the converse proof for the degraded SI case does not apply for that case. result in [7] was the characterization of the rate region and successively refinability of sources for two stages (i.e., when there are two decoders with degraded side-informations). The characterization for more than two stages was left open; an achievable region was indeed given, which provides the solution for the special case with identical side information at all the decoders, but the general converse was not found.
In this paper we extend these ideas in several ways. First, we resolve the question left open by Steinberg and Merhav on the characterization of sources which are successively refinable for arbitrary number of decoders with different (degraded) side-informations. We do so by an alternative representation of the rate region based on rate-sums, and show that such a characterization is sufficient. This characterization perhaps overcomes the difficulty encountered by Steinberg and Merhav in proving the converse for the general multistage achievable region they found.
The notion of successive refinability introduced by Steinberg and Merhav is quite restrictive. This can be understood in the context of work by Heegard and Berger [3] , as well as that by Kaspi [4] . They studied the problem of source coding when a correlated side-information may or may not be available at the decoder. In particular, Heegard and Berger [3] showed that when transmission was to multiple decoders with degraded side-informations, the rate distortion function could exceed the Wyner-Ziv rate needed for the decoder with the "stronger" side information, as well as that needed for the decoder with the "weaker" side information. As such, sources can fail to be successively refinable (with side-information) simply due to this reason. This motivates our definition of generalized successive refinability of sources when decoders have access to multiple side-informations. In this notion we only require the sumrate of the progressive encoding for the side-informations to match the Heegard-Berger rate for degraded side-informations. We give a characterization of sources with this property. This notion of generalized successive refinability is applied to Gaussian sources with jointly Gaussian side-informations and quadratic distortion measures. We show for such examples that the Gaussian source is actually successively refinable in the generalized sense, though it fails to be successively refinable in the Steinberg-Merhav sense.
The paper is organized as follows. In Section II we define the problem and establish the notation. In Section III, we give the characterization of the rate-distortion region for an arbitrary number of stages and therefore resolve the question left open by Steinberg and Merhav. Section IV introduces the notion of generalized successive refinability and characterizes sources with such a property. The Gaussian example is briefly explored in Section V and we conclude with a short discussion in Section VI. Some of the proof ideas are given in the appendix, and the complete proofs can be found in [8] .
II. NOTATION AND PROBLEM STATEMENT Given a finite number of decoders (stages) N , the problem description is as follows. Let X be a finite set and let X n be the set of all n-vectors with components in X . Denote an arbitrary member of X n as x n = (x 1 , x 2 , ..., x n ), or alternatively as x. Upper case is used for random variables and boldface for vectors. A discrete memoryless source (DMS) (X , P X ) is an
LetX be a finite reconstruction alphabet, and let d : X × X → [0, ∞) be a distortion measure. The per-letter distortion of a vector is defined as
.., N , and N decoding functions ψ i , i = 1, 2, ..., N :
where E is the expectation operation.
Denote the collection of all the D achievable rate vectors as R(D). As in [7] , we consider only the case with degraded side informations, which is given by the Markov condition
As mentioned in Section I, a complete characterization was given only for the case N = 2 in [7] ; one of our main results is the complete characterization of this region, which is given in the next section.
III. THE CHARACTERIZATION OF THE RATE REGION WITH
DEGRADED SIDE INFORMATION Define the region R * (D) to be the set of all rate vectors R = (R 1 , R 2 , ..., R N ) for which there exist N random variables (W 1 , W 2 , ..., W N ) in finite alphabets W 1 , W 2 , ..., W N such that the following conditions are satisfied.
3) The alphabet sizes satisfy (let i∈∅ |W i | = 1)
4) The non-negative rate vector satisfies for 1 ≤ j ≤ N :
Our main result is the following. Theorem 1: For any discrete memoryless stochastically de-
(6) The achievability of the region is quite straightforward. The stage i codebook of overall size 2 n(I(X;Wi|W1,W2,...,
..,w i−1 ]δ denotes the set of δ-typical sequences given lower-hierarchy codewords (w 1 , w 2 , ..., w i−1 ). These codewords are then binned uniform-randomly into 2 n(I(X;Wi|W1,W2,...,Wi−1,Yi)+2 i) bins. The decoder blockdecodes W i in each stage (using the side information), which is conditional on the codewords decoded from the previous stages; since the side informations are degraded, each higher hierarchy can always decode the lower-hierarchy codewords.
The main result in this paper is in establishing the converse and the proof is given in Appendix I.
The rate region given here is in a different form than the achievable region given in [7] . The achievable region in [7] denoted byR * (D), involves (N + 1)N/2 random variables, is given below in terms of individual rate R i at each stage. DefineR * (D) as the set of all rate vectors (R 1 , R 2 , ..., R N ) for which there exists a collection of (N + 1)N/2 random variables {V j,l , 1 ≤ j ≤ N, j ≤ l ≤ K}, where V k,l is taking values in a finite set V k,l , such that the following conditions are satisfied.
3) The rate vectors satisfies for 2 ≤ j ≤ N :
It can indeed be shown that these two regions are equivalent, and we establish this equivalence as a theorem. Fig. 1 . An example when the achievability of the two regions are equivalent, but the two regions are not the same. One region is the singleton point labeled by the star, and the other region is the shaded region including this singleton point.
Theorem 2: For any discrete memoryless stochastically de-
The second equality follows from Theorem 1. Theorem 2 (which is proved in [8] ) might be of interest for the following reasons. In [7] , for the case of N = 2, it was shown that the achievability ofR * (D) and R * (D) are equivalent. However, this does not directly imply that the two regions are equivalent; see Figure 1 for an example. In our proof, Theorem 1 is used, which gives trivially R * (D) ⊇R * (D), sinceR * (D) is an achievable region. However, without invoking R * (D) = R(D), it appears difficult to prove this inclusion. Interestingly, for N = 2, it is indeed possible to prove Theorem 2 without invoking R * (D) = R(D) (see [8] for details)
The following observation might shed some light on why a direct proof ofR * (D) = R(D) is difficult and therefore might have been the reason for this question to be left open in [7] . Consider the case N = 3, the random variable V 1,3 is the information that the first stage encoded for the third stage. However, if the second stage still has to encode V 2,2 with a non-zero rate, then V 2,2 will not be able to use the information V 1,3 . At the same time, the second stage decoder will not use V 1,3 either, thus the encoder might as well encode V 1,3 after V 2,2 is encoded which can then be conditioned on V 2,2 to reduce the rate. Thus the optimal scheme is to encode the first stage random variable V 1,1 ; if there is additional bit budget left in the first stage, then adjust and encode V 1,2 conditioned on V 1,1 until V 1,2 = V 2,2 ; and if there is still additional bit budget left, then adjust and encode V 1,3 conditioned on (V 1,1 , V 2,2 ) until V 1,3 = V 3,3 , etc.; this process carries for each stage sequentially. Thus the majority of the N (N + 1)/2 random variables are in fact null random variables, which reflect the change of the coding strategy at the boundary point. This inherent change of encoding strategy appears to pose difficulty in proving the converse using this characterization.
The example in Fig. 1 can also be explained by introducing the following useful property.
Property 1: A region K is said to be sum-incremental, if the following is true: if R ∈ K, then for any non-negative rate vector R that satisfies
It was shown in Lemma 3 (in pg. 1890 of [1] ) that for successive refinement without side information, the rate region is sum-incremental. It can be shown the same is true for the rate region R(D) of the successive refinement with side information, using a similar method as in [1] . It is however not immediately clear whetherR * (D) is sum-incremental. But since R * (D) is trivially sum-incremental, and R * (D) = R * (D) by Theorem 2, the following corollary follows.
Corollary 1: For any discrete memoryless stochastically
IV. STRICT AND GENERALIZED SUCCESSIVE REFINABILITY

Definition 3:
A source X is said to be N -step successively refinable along the distortion vector D = (D 1 , D 2 , ..., D N 
where R * X|Y denotes the Wyner-Ziv rate distortion function for source X with side information Y at the decoder.
This definition of successive refinability will be referred to as strict successive refinability, for reasons that will become clear shortly. The following theorem provides the conditions for N -stage strict successive refinability. D 2 , ..., D N ) , if and only if there exist random variables (W 1 , W 2 , ..., W N ) and deterministic functions f j : W j × Y j →X such that the following conditions hold:
There are a total of N (N − 1)/2 equalities in condition 4). Furthermore, notice that it reduces to the corresponding condition for the two stage cases in [7] . The proof can be found in [8] , and it is omitted here due to the limited space.
The problem considered in [3] , [4] can be understood in the framework that we are now treating as the projection of rate vector R(D) on the sum-rate N j=1 R j and ignoring the individual rate. In fact, the region R * (D) degenerates to the rate-distortion function derived by Heegard and Berger, when only the sum rate N j=1 R j is considered. Let us denote the sum-rate-distortion function to achieve distortion vector (D 1 , D 2 , ..., D j ) with degraded side information (Y 1 , Y 2 , ..., Y j ) as R HB (D 1 , D 2 , . .., D j ), which was given in [3] . In general it is always true R HB (D 1 , D 2 , . .., D j ) ≥ R * X|Yj (D j ). Since R HB (D 1 , D 2 , ..., D j ) is a lower bound to the sum-rate of
, then the source is trivially not successively refinable in the strict sense.
From the above discussion, it is seen that for a source to be strictly successively refinable, two conditions are necessary. The first is that R HB (D 1 , D 2 , ..., D j ) = R * X|Yj (D j ); and the second is that in achieving (D 1 , D 2 , ..., D j ) for side information (Y 1 , Y 2 , ..., Y j ), the encoding can be performed progressively. The first condition in fact provides a way to check whether a source is successive refinable without directly verifying the conditions in Theorem 3, which can be difficult to verify. We state this as a theorem.
Theorem 4: A necessary condition for a discrete mem-
A natural question arises as whether the aforementioned second condition can be satisfied separately, and for this purpose the notion of generalized successively refinable with side information is defined. This notion can be used to delineate these two conditions which result in the failure to be successively refinable. In fact the strict sense successive refinability can be quite restrictive since many sources fail the first condition as seen by the Gaussian example considered in Section V.
Definition 4: A source X is said to be N -step generalized successively refinable with degraded side information if
The definition is limited to the degraded side information case, since R HB (D 1 , D 2 , ..., D N ) is known for only this case. The notion of generalized successive refinability only considers whether in order to achieve distortion (D 1 , D 2 , ..., D N ) for side information (Y 1 , Y 2 , ..., Y N ), a progressive encoder is as good as any arbitrary encoder, but ignores the factor whether R HB (D 1 , D 2 , ..., D j ) = R * X|Yj is achievable. The next theorem is also straightforward as a consequence of Theorem 1 and the definition of generalized successive refinability, and the proof is omitted.
ized successively refinable if and only if there exist random variables (W 1 , W 2 , ..., W N ) satisfying the conditions given for R * (D 1 , D 2 
In contrast with strictly successive refinability with degraded side information [7] or the conventional successive refinablity without side information [2] , there is no Markov condition involved. Though somewhat surprising at the first sight, it is actually straightforward, because for degraded side information, the optimal coding scheme naturally employs a progressive order. However, since a random variable W * 1 optimal for the first stage, is not necessarily optimal together with any W 2 for the first two stages, not all sources are successively refinable in the generalized sense.
V. GAUSSIAN SOURCE WITH DIFFERENT SIDE INFORMATIONS
We will focus on two stage system in the section. The generalization for multistage can be carried out along the same lines.
Let X ∼ N(0, σ 2 x ), i.e., be a zero mean normal random variable with variance σ 2
x . Let Y 1 = X + N 1 + N 2 and Y 2 = X + N 2 , where N 1 ∼ N (0, σ 2 1 ), N 1 ∼ N (0, σ 2 2 ), and X, N 1 and N 2 are independent and jointly Gaussian.
For the first stage, we can lower bound the rate by the Wyner-Ziv rate distortion function. Assume that D 1 <
, because otherwise there is no need to encode at the first stage. We thus have
.
We can show the Gaussian optimality for the Heegard-Berger problem (see [8] for details), giving us an lower bound on R HB (D 1 , D 2 ) as
Not surprisingly, the following pair of random variable actually achieves the lower bounds on R 1 and R 1 +R 2 simultaneously.
where Z 1 , Z 2 are mutually independent zero-mean Gaussian random variable, and independent of (X, N 1 , N 2 ), with proper choice of variances determined by D 1 , D 2 , σ 2 1 , σ 2 2 , σ 2 x . From the above discussion, it is clear that this choice of W 1 and W 2 satisfies the condition of Theorem 5, and thus Gaussian source is indeed generalized successively refinable, though it has been shown that this example is not strictly successively refinable (see [8] ).
VI. CONCLUSION
We characterized the rate-distortion region for multistage successive refinement of Wyner-Ziv problem with degraded side information, which was left open in [7] . By defining the notion of generalized successively refinability we delineated the two causes which result in the failure of being strictly successively refinable. We showed that Gaussian source with different side information is in fact generalized successively refinable, while not strictly successively refinable.
APPENDIX I PROOF OF THE CONVERSE OF THEOREM 1
Assume the existence of (n, M 1 , ..., M N , D 1 , ..., D N ) SR code, then there exist encoding and decoding functions φ i and ψ i for 1 ≤ i ≤ N . Denote φ i (X n ) as T i . The vector (T i , T i+1 , ..., T j ) is denoted as T j i when i ≤ j. X − k will be used to denote the vector (X 1 , X 2 , ..., X k−1 ) and X + k for
