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ABSTRACT
In this paper, we consider the phase recovery problem, where
a complex signal vector has to be estimated from the knowl-
edge of the modulus of its linear projections, from a naive
variational Bayesian point of view. In particular, we de-
rive an iterative algorithm following the minimization of the
Kullback-Leibler divergence under the mean-field assump-
tion, and show on synthetic data with random projections that
this approach leads to an efficient and robust procedure, with
a reasonable computational cost.
Index Terms— Phase recovery, variational Bayesian ap-
proximations, mean-field approximation
1. INTRODUCTION
Reconstructing a complex vector given only the magnitude of
measurements, a problem known under the name of phase re-
covery problem, is at the heart of numerous applications, such
as crystallography [1], coherent diffractive [2] or optical [3]
imaging. Formally, the problem writes as follows: observing
y ∈ RM+ through a M ×N complex-measurement matrix D,
we aim at recovering the signal x ∈ CN , such that
y = |Dx|. (1)
It is a non-convex optimization problem notoriously difficult
to solve. Therefore, many algorithms have been devised in
the literature to deal with this problem. We can roughly divide
them into two main families.
1. The alternating-projection algorithms alternate projec-
tions on the span of the measurement matrix and on the
object domain. Among these approaches, we can men-
tion the works of Gerchberg & Saxton [4], Fienup [5]
and Griffin & Lim [6].
2. The algorithms based on convex relaxations propose
to approximate the phase recovery problem by relaxed
problems which can be solved efficiently by standard
optimization procedures. Two of the main approaches
of this type, namely PhaseLift [7, 8] and PhaseCut [9],
rely in particular on semidefinite programming.
In an attempt to circumvent the non-linearity of the modulus,
a Bayesian point of view was recently adopted in [10]. Focus-
ing on the particular context of compressive measurements,
the approach exploits sparse priors and resorts to a ”loopy-
belief-propagation” type algorithm [11, 12] in a continuation
of a line of works in compressive sensing [13, 14, 15].
Here instead, we release the compressive constraint and
consider the case where the vector of interest is a full, non-
sparse vector. We follow the naive variational Bayesian ap-
proach based on a mean-field approximation. We show that,
as long as our simulation setup is concerned, the proposed al-
gorithm is competitive with state-of-the-art procedures, while
emphasizing some desirable properties, namely an higher ro-
bustness to noise and a reasonable computational complexity.
2. BAYESIAN POINT OF VIEW
In this section, we recall the Bayesian modeling introduced in
[10], which we shall follow in the remaining of the paper, and
introduce the estimation problem we propose to solve.
2.1. Model
Reinterpreting problem (1) into a Bayesian framework, we in-
troduce new variables, modeling, on the one hand, the missing
phases of the observations, and on the other hand, some ac-
quisition noise. Thus, each absolute-valued measurement yµ,
µ ∈ {1 . . .M} of y is expressed as
yµ = e
jθµ
( N∑
i=1
xi dµi + nµ
)
, (2)
where θµ ∈ [0, 2pi) stands for its missing conjugate phase,
and nµ is a zero-mean circular Gaussian noise with variance
σ2n. We suppose moreover that
p(x) =
N∏
i=1
p(xi) with p(xi) = CN (0, σ2x), (3)
and
p(θ) =
M∏
µ=1
p(θµ) with p(θµ) =
1
2pi
. (4)
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Under these assumptions, the absence of phases in the ob-
servations is naturally taken into account in the model since
marginalizing on θµ leads to a distribution on yµ which only
depends on the moduli of yµ and
∑N
i=1 xi dµi.
2.2. Problem formulation
Within model (2)-(4), the recovery of the complex signal of
interest x can be expressed as the solution of the following
marginalized Maximum A Posteriori (MAP) estimation prob-
lem
xˆ = argmax
x
p(x|y), (5)
with p(x|y) =
∫
θ
p(x,θ|y). (6)
Because of the marginalization on the hidden variables θ, the
direct computation of p(x|y) is intractable. We can however
envisage different sub-optimal techniques to solve (5). In this
paper, we focus on the solutions brought by variational ap-
proaches and derive the procedure related to a particular one:
the mean-field approximation.
3. VARIATIONAL APPROXIMATIONS
3.1. General formulation
Keeping in mind our previous notations, the variational ap-
proximations aim at approximating the posterior joint dis-
tribution p(x,θ|y) by the distribution qˆ(x,θ) leading to the
minimum of the Kullback-Leibler (KL) divergence condition-
ally to a set of given constraints F :
qˆ(x,θ) = argmin
q∈F
∫
x
∫
θ
q(x,θ) log
( q(x,θ)
p(x,θ|y)
)
dx dθ. (7)
Depending on F , the minimization (7) gives raise to different
approximations [16]. We mention here two of them.
• With F = {q∣∣q = ∏Ni=1 qi(xi)∏Mµ=1 qµ(θµ)}, we de-
fine a Mean-Field (MF) approximation and problem (7)
can be efficiently solved using the “Variational Bayes
Expectation-Maximization” (VB-EM) algorithm [17].
• With F = {q∣∣q = ∏Aa=1 qa(xa)∏Bb=1 qb(θb)∏N
i=1 qi(xi)
αi−1
∏M
µ=1 qµ(θµ)
βµ−1
}
where [x1 . . .xA] (resp. [θ1 . . .θB ]) partitions the vari-
ables x (resp. θ) and αi (resp. βµ) is the degree of vari-
able node xi (resp. θµ), problem (7) refers to the mini-
mization of the Bethe free energy, which can be solved
by generalized approximate message passing (GAMP)
algorithms [14, 18]. This is the approach followed in
[10].
To the best of our knowledge, the MF approximation has
never been considered in a phase retrieval context, within
model (2)-(4). We detail the structure of the resulting algo-
rithm in the next subsection. With respect to the more in-
volved Bethe approach, the variational MF one has some clear
advantages: it is conceptually much simpler and leads imme-
diately to a fast iterative algorithm, without further approxi-
mation. It is also more mathematically grounded as it leads
to a provably convergent algorithm, and to a guaranteed prov-
able bound of the KL divergence (this is not the case of the
Bethe approach [19]), all that, we shall see, with very similar
performances (at least in the non-sparse cases we are consid-
ering here).
3.2. Variational Bayes EM algorithm
The VB-EM algorithm is an iterative procedure which suc-
cessively updates the factors of the considered MF approxi-
mation. Particularized to model (2)-(4) and the MF approxi-
mation defined above, it leads to the following update equa-
tions1:
q(θµ) =
1
2piI0(
2
σ2n
|y∗µ〈zµ〉|)
exp
(
2
σ2n
<(y∗µ〈zµ〉ejθµ)
)
,
(8)
q(xi) = CN (mi,Σi), (9)
where
Σi =
σ2nσ
2
x
σ2n + σ
2
xd
H
i di
, (10)
mi =
σ2x
σ2n + σ
2
xd
H
i di
〈ri〉Hdi, (11)
〈ri〉 = y¯ −
∑
k 6=i
mk dk, (12)
with
y¯ =
[
yµe
(j arg(y∗µ〈zµ〉))
I1(
2
σ2n
|y∗µ〈zµ〉|)
I0(
2
σ2n
|y∗µ〈zµ〉|)
]
µ={1...N}
(13)
〈zµ〉 =
N∑
i=1
mi dµi. (14)
In the equations above, I0 (resp. I1) stands for the modified
Bessel function of the first kind for order 0 (resp. 1), .H de-
notes the conjugate transpose and .∗ the scalar conjugate.
At this point of discussion, it can be interesting to com-
pare the proposed procedure and the sparse-decomposition
algorithm proposed in [20]. Although solving different prob-
lems (phase recovery for the one, sparse decomposition for
the other), the algorithms rely both on MF approximations,
and share indeed notable structural similarities.
1For a sake of clarity, we drop here the iteration indices.
i) In particular, (9) - (12) are identical in both algorithms.
The only difference lies in the definition of the vector
〈ri〉. More than a simple current residual, 〈ri〉 takes
here into account complex-valued observations y¯, in
which the “reconstructed” phase arg(y∗µ〈zµ〉), remind-
ing of the MAP estimate of θµ, is weighted by the ratio
of the two Bessel functions.
ii) Interestingly, model (2)-(4) can be straightforwardly
extended to the compressive framework, by replacing
the Gaussian prior model by a Bernoulli-Gaussian one.
Doing so, a compressive version of the procedure can
be simply obtained by adding an update equation of
the distribution on the sparse-representation support as
proposed in [20].
Coming back to problem (5), an approximation of p(x|y)
then simply follows from
p(x|y) ' q(x) =
∏
i
q(xi), (15)
resulting in the estimation xˆ such that, ∀i ∈ {1, . . . , N},
xˆi = argmax
xi
q(xi) = mi. (16)
In this way, the MF approximation leads finally to a solution
which tends to maximize the posterior probability of each xi
(rather than of the whole vector x). In fact (see [20, 18] for a
similar discussion) at each iterations, the KL divergence de-
cays, and since it is bounded, the algorithm must converge.
3.3. Noise estimation
As emphasized in [20], the estimation of model parameters,
and in particular the noise variance, can easily be embed-
ded within the VB-EM procedure (8)-(12). Particularized to
model (2)-(4), this leads to
σˆ2n= argmax
σ2n
∫
θ
∫
x
q(θ)q(x) log p(x,θ,y|σ2n)dx dθ, (17)
=
1
M
(
yHy − 2 <(y¯H
∑
i
midi) +
∑
i
Σi d
H
i di
+
∑
i
∑
j
m∗i mj d
H
i dj
 . (18)
Although it may not seem necessary if the noise is known,
the iterative estimation of the noise variance is in fact funda-
mental and improves the behavior of the algorithm that would
be, otherwise, trapped close to poor solutions. This point,
that was discussed in detail in [18] in the case of compressed
sensing, can be intuitively understood by noticing that σˆ2n is
a measure of the (mean) discrepancies between the observa-
tions and the assumed model.
4. EXPERIMENTS
In this section, we study the performance of the proposed
algorithm by extensive computer simulations. We evalu-
ate and compare the performance of 4 different algorithms:
Gerchberg-Saxton [4], PhaseCut [9] and the variational
Bayesian approaches: prGAMP introduced in [10] and con-
sidered here in its non-compressive version, and the proposed
MF-based one, denoted by prVBEM. The algorithms present
different complexities. The implementation of PhaseCut
relies on interior-point methods, with a complexity grow-
ing as O(M3.5 log(1/)) where  is the target precision
[9]. Gerchberg-Saxton, prGAMP and prVBEM share sim-
ilar complexities, of order O(M2) per iteration. We use
for PhaseCut and prGAMP the implementations proposed
by their authors on their webpages2. Within these imple-
mentations, the stopping criterium is set to its default value
for prGAMP; after preliminary testing and considering the
best tradeoff between recovery performance and computa-
tional time, Gerchberg-Saxton stops after 3000 iterations
and PhaseCut is run until the target precision drops below
10−2. Finally prVBEM iterates as long as the KL divergence
(7) decreases more than a difference of 10−8 between two
consecutive iterations.
In the sequel, we emphasize two desirable properties of
the proposed algorithm. To that end, we consider the fol-
lowing general experiment setup. Observations are generated
according to model (2)-(4) with the following parameters:
N = 64, M = αN with α ∈ {1, . . . , 6} and σ2x = 1. The
elements of the dictionary D are i.i.d. realizations of a zero-
mean circular Gaussian distribution with variance M−1. For
a fair comparison of the algorithms, prGAMP and prVBEM
are both not aware of the values of σ2n and σ
2
x used to generate
the observations.
We assess the performance in terms of the reconstruction
of the signal x. In particular, we consider the correlation be-
tween the estimated signal and the one used to generate the
data, as a function of the number of measurements M . This
figure of merit is evaluated from 100 trials for each simulation
points.
4.1. Robustness to noise
We first compare the performance of the algorithms in three
different contexts: the noiseless case, i.e., σ2n = 0 (Fig. 1(a)),
and two noisy cases where σ2n = 0.3 (Fig. 1(b)) and σ
2
n = 0.7
(Fig. 1(c)).
As we can see in Fig. 1(a), the noiseless case is an ideal
case: within the considered setup, as soon as M > 3N , al-
most all algorithms obtain a correlation higher than 0.9. Ex-
ception is made by the Gerchberg-Saxton algorithm, which
2resp. http://www.di.ens.fr/data/software/ (released June 18th, 2012) and
http://gampmatlab.wikia.com/wiki/Generalized Approximate Message Passing
(released May 21st, 2014)
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Fig. 1. Correlation between estimated and original signals, as a function of the number of measurements M (x-axis is M/N
with N = 64): noiseless case (a), σ2n = 0.3 (b) and σ
2
n = 0.7 (c).
requires in this setup at least 5N measurements to perform an
acceptable reconstruction.
Most of practical experimental schemes however lead to
very noisy measurements. In such scenarios, the phase re-
covery may become difficult. This is illustrated in Fig. 1(b)
and (c) where we can observe a general degradation of the
performance. Beyond this rough tendency, we note interest-
ingly that a gap seems to open up between the performance
obtained by prVBEM and the other algorithms. Although the
proposed algorithm does not reach a correlation equal to 1, it
appears relatively more robust and outperforms all other al-
gorithms.
4.2. Computational time
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
−4
−3
−2
−1
0
1
2
3
M/N
Ti
m
e 
pe
r t
ria
l (i
n l
og
−s
ca
le)
 
 
prVBEM
prGAMP
PhaseCut
Gerchberg−Saxton
Fig. 2. Average running time (log-scale) as a function of the
number of measurements M (x-axis is M/N with N = 64).
Considering the previous noiseless setup, we focus then
on the computational costs of the different algorithms. In Fig.
2, we see that prVBEM presents the lowest running time, in
particular lower than prGAMP while sharing a similar com-
plexity order per update step. It is of course difficult to com-
pare the running times of algorithms which do not have the
same stopping criteria. However, this comparison highlights
the general good convergence properties of the VB-EM algo-
rithm, which, in that phase-recovery case, requires less than
300 iterations to significantly decrease the KL divergence (7).
When dealing with high-dimensional data, this behavior may
be highly desirable.
We refer the interested reader to the author’s webpage3 for
the implementation of prVBEM.
5. CONCLUSION
Using the classical variational mean-field approach to
Bayesian inference, we have presented a new iterative algo-
rithm to estimate complex vectors from the moduli of their
linear projections (the so-called phase retrieval problem).
This leads to a principled, convergent, and efficient proce-
dure. As far as our simulations are concerned, we have shown
in particular that the algorithm performs very well, both in
terms of running time and stability with respect to the state-
of-art. A natural continuation would be to consider the sparse
compressive case, and to apply our approach to relevant ex-
perimental situations, such as, for instance, optical ones [21].
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