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A B S T R A C T
This thesis contains two examples of the use of perturbation theory in high 
energy electron diffraction (HEED). In both cases, information which is hid­
den in more conventional, fully dynamical calculations is obtained directly from 
electron micrographs.
Chapter 1 gives a brief introduction to the advantages and disadvantages of 
HEED as a crystallographic probe. Chapter 2 then contains a derivation of 
the usual starting equations for HEED, highlighting the approximations and 
assumptions generally made. These equations are in the form of a low-energy 
Schrodinger equation, which is then written in appropriate representations for 
both the numerical and approximate solutions given in Chapters 3 and 4.
Chapter 3 presents a solution to the phase problem of crystallography. A second- 
order Bom expansion of diffracted amplitudes in the three-beam geometry is 
inverted to give a simple prescription for the measurement of phase triplets 
in centrosymmetric and non-centrosymmetric crystals. The validity of the ap­
proximations made is discussed, and the method is tested for a known, simple 
non-centrosymmetric structure.
Chapter 4 contains a discussion of “surface resonance*'’ features observed in 
reflection-HEED (RHEED) patterns. The geometry of these patterns is ex­
plained for the first time, by comparison with off-axis transmission patterns 
from similar orientations. Much of this analysis centres around two-rod pertur­
bation theory, through which it is deduced that most features in 200kV RHEED 
patterns are not very surface sensitive. A study is also presented of the true na­
ture of the “resonance” and intensity-enhanced features seen in these patterns.
Chapter 5 is the conclusion.
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IN T R O D U C T IO N
The X-ray and the neutron are by far the most useful probes of the solid state 
available to the crystallographer. Almost all work in solving crystal structures 
makes use of one or both of them (see for example Bacon 1975, Ladd and Palmer 
1977). By contrast, the use of the electron as a crystallographic probe is not 
nearly so common. This is primarily because electrons, being charged, interact 
strongly with the crystal, so it is almost inevitable th a t an incident electron 
will be scattered more than once (and usually many times) before it leaves the 
specimen. Thus, although an electron diffraction pattern  will contain at least 
as much information as an X-ray pattern, that information will not be nearly so 
easy to recover.
There are, however, certain features of electron diffraction which make it a 
potentially useful crystallographic tool. The most im portant of these is that 
an electron beam can easily be focussed to form a very small probe, perhaps 
only a few tens of Angstroms across in a m odem  conventional transmission 
electron microscope (TEM). This means tha t electron diffraction patterns can 
be taken from small, local areas of a specimen. Further, since it is possible to 
image the region of interest in an electron microscope, these small areas can 
be chosen in a controlled manner. Thus it is possible to study single domains, 
small precipitates, defect-free single-crystal regions and so on. Such versatility 
is not possible using X-rays or neutrons, since bo th  tend to produce a probe
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which is physically rather large so the information will be averaged
over many grains, defects and so on, if the specimen is not a perfect single 
crystal. Also, since electrons do not penetrate very far into a solid, they may 
be a more useful tool for surface physics. Much work has been done using low 
energy electron diffraction (LEED) a t surfaces (see Pendry 1974 for an excellent 
account of LEED), and to a lesser extent using electrons a t kilovolt energies in 
reflection high energy electron diffraction (RHEED) [the papers in Larsen and 
Dobson (1988) give a good resume]. Finally, there may be situations in which 
electron diffraction simply offers a better m ethod of obtaining information that 
is either obscured or not available using other techniques.
In this thesis two topics of current interest in high energy electron diffraction 
(HEED) are approached; one in transmission (THEED) and one in reflection 
(RHEED). In bo th  cases perturbation theory is used to give a clear physical 
picture of the diffraction involved. Discussions on the applicability of the ap­
proach taken will be left until each example has been introduced, but it should be 
mentioned here tha t in both cases particularly appropriate experimental geome­
tries have been used to  advantage. In the  THEED example, the perturbation 
approach leads to new and useful crystallographic information which may be 
deduced directly and simply from an electron micrograph. This study forms 
the content of Chapter 3. In the reflection exiample, described in Chapter 4, 
perturbation theory is used to  gain a simple picture of the scattering processes
t Synchrotron sources of X-rays may produce micron-sized probes, but the lack 
of an imaging facility means that the position of the probe cannot be well 
controlled.
responsible for features in RHEED patterns, particularly those associated with 
“surface resonance”.
The experimental data  which will be analysed are all taken from convergent- 
beam electron diffraction (CBED) patterns. In CBED, the microscope lenses 
are adjusted so that a convergent cone of electrons, rather than  a parallel beam, 
is directed towards the specimen. Figure 1.1 shows a  schematic of this for the 
case where the incident beam is focussed on the top surface of a transmission 
specimen. It is usual (eg Carpenter and Spence 1984) to  assume th a t the probe 
consists of a  set of independent plane waves exp(ik.r). In tru th  these waves 
cannot be completely independent, or it would be impossible to form a  focussed 
probe a t all. Thus it is convenient to  consider the probe as consisting of a 
set of m utually independent “pencils” of coherent electrons (see figure 1.1), 
each associated with a small range of wavevectors about the plane wavevector 
k. Electrons pass through the specimen, undergoing both  coherent scattering 
events (such as Bragg diffraction) and incoherent events (such as most phonon 
scattering).
The principal coherent effect of the crystal on the incident plane waves is to 
Bragg diffract them by reciprocal lattice vectors g. Since each of the incident 
wavevectors k is independent of the others, a CBED p a tte rn  consists of a set of 
discs, separated by the vectors g, where similar points w ithin each disc (marked 
by crosses in figure 1.1) are associated with an individual incident orientation, 
determined by the direction of the wavevector k. These discs axe the CBED 
equivalent of diffraction spots in a parallel-illumination experiment.
In a sense, then, convergent-beam patterns are a mosaic of the Bragg spot pat-
3
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F i g u r e  1.1 S c h e m a t i c  o f  p e n c i l s  o f  c o h e r e n t  rad ia t io n  c o m b i n i n g  to  form a 
c o n v e r g e n t  b e a m  p r o b e ,  a n d  a c r y s t a l  s p e c i m e n  d i f f rac t ing  such  a p r o b e  in to  
di s c s .  N o t e  t h a t  th e  a n g u la r  w i d t h  o f  th e  in c i d e n t  c o n e  is t y p i c a l l y  l es s  t h a n ,  
or o f  t h e  order  o f  1 ° .
terns we might expect from each, nearly-parallel pencil of radiation, and as 
such contain a wealth of information. Indeed, many of the successes of elec­
tron diffraction in crystallography have been achieved using CBED techniques. 
Some of these successes in transm ission work have been in the determ ination of 
crystal point- and space-groups (B uxton et al. 1976), in local lattice strain  mea­
surements (eg Jones, Rackham and Steeds 1977, Steeds 1979), in the successful 
m easurement of electronic structure  factors (see Zuo, Spence and O ’Keeffe 1988, 
Zuo, Spence and Hpier 1989 and C hapter 3), and in the determ ination of one or
4
two crystal structures (Vincent, Bird and Steeds 1984a,b).
At first sight, the analysis of HEED would appear to be particularly difficult. 
A typical incident electron considered here will have kinetic energy ~ 200keV. 
Thus, since the electron rest mass is 511keV, the starting point of the analysis 
should be D irac’s relativistic wave equation (see eg Dirac 1958). In addition, 
the construction of the scattering potential is far from easy, since in principle it 
should account for the interaction of a single fast electron with all the individual 
constituents of the crystal specimen. It is therefore impractical to  try  and find 
exact solutions.
Fortunately, it has long been known that most of these difficulties can, to a 
good approximation, be overcome. As will be discussed in Chapter 2, the most 
im portant features of the scattering potential can be incorporated into a  local, 
periodic, single-particle optical potential V (r). Also, if it is assumed th a t all the 
scattering is through small angles (as it will be in our applications), the spin 
effects inherent in the Dirac equation may be ignored, to  leave a rather simple 
starting equation (Fujiwara 1961,1962) which is scalar and identical in form to 
the low-energy Schrodinger equation. This huge simplification means tha t all 
the familiar techniques of single-particle, low-energy quantum  mechanics will be 
at our disposal in the analysis of HEED. It also means that, quite apart from 
its practical uses, the electron microscope is a splendid environment in which 
to test the predictions and see the effects of quantum  mechanics. As a nice 
example, much interest has been shown in  the geometrical phase factor (Berry 
1984) by which a wavefunction is modified under the influence of a slowly varying 
Hamiltonian. This is a  quantum  mechanical effect which may be observed (Bird
and Preston 1988) in a diffraction pattern  as producing fringe-bending where 
the incident electrons have their trajectories varied slowly by the bent planes 
surrounding a dislocation.
As already stated, the m ajor difficulty that cannot normally be bypassed is that 
the fast electrons are likely to  be multiply scattered on their path  through a 
specimen. The quantities of main interest are the amplitudes Ag of the beams 
Bragg diffracted by the vectors g of the crystal’s reciprocal lattice, at the point 
of exit from the specimen. Due to multiple scattering, there is a dynamical in­
teraction between the states associated with the various g  involved (see Chapter 
2), so th a t in general the expressions for the diffracted intensities as a function 
of incident orientation k and crystal thickness t
7 ,( k ,0  =  M ,(k ,0 la ' (1 1 )
(which are of course the quantities observed in experiment) are a complicated 
mixture of many components. These expressions are therefore not invertible; 
although it is possible to construct a “forward going” theory which successfully 
predicts the intensities if all the relevant crystal param eters axe known, it is in 
general impossible to go “backwards” and deduce all those param eters from the 
measured intensities.
There are essentially two ways in which these parameters may be found from ex­
periment. The first is to treat them  as variables in a fitting procedure, whereby 
each is varied independently until the “forward going” intensities m atch the ex­
perimental ones. Unfortunately, it is rarely the case tha t the only fit param eter 
is the param eter of interest, so tha t in practice fitting methods can become
rather laborious to perform. For example, the successful determination of sur­
face structures using these forward-going fitting procedures in LEED is likely 
to require the numerical simulation of many thousands of possible structures 
(Pendry 1974).
The alternative approach to  this “inverse problem” is to invert approximate 
expressions for the diffracted intensities. Although this is not a possibility for 
the analysis of a whole diffraction pattern, it may be that certain features or 
areas can be chosen in which the diffraction conditions are simplified, so th a t 
a  completely rigorous approach is not necessary. Such selective analysis is at 
the heart of the CBED work mentioned earlier. For example, the symmetry  
of CBED patterns is directly related to the symmetry of the crystal, so tha t 
space and point groups may be deduced without reference to the intensity val­
ues themselves. Since a single CBED pattern contains information from many 
incident orientations, it has been found that this is one of the best methods 
there is for symmetry determination (eg Buxton et al. 1976). Similarly, the 
lattice strain measurements are based on an approximate relationship between 
the relative positions of lines in a CBED pattern  and the lattice param eters of 
the crystal. Although a fitting procedure is then required to deduce the strain, 
it is a positional rather than an intensity fit, and is therefore relatively easy to 
perform.
The method adopted in this thesis is to use perturbation theory to  derive ap­
proximations to the exact diffraction equations in local areas of a CBED p a t­
tern. In particular, we shall construct the total diffracted amplitudes using a 
Born expansion (eg Cowley 1981), considering first the kinematic, single scat­
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tering contribution, then the double scattering contributions and so on, until 
it is apparent th a t the effects caused by the param eter or feature of interest 
will be included (to lowest order) in the resulting intensity expression. In some 
cases, where only the cause of a diffraction feature is of interest (see especially 
Chapter 4), the derivation of such an expression may well lead to a physical 
understanding of the phenomenon which could not so easily be gleaned from a 
numerical forward-going technique. Where quantitative information is required, 
it is hoped th a t the approximate intensity expression may be inverted to yield 
explicit formulae for the desired param eter in terms of measurable quantities. 
These measured parameters may then be used as starting guesses in a fitting 
procedure, should refinement be required.
As all our analysis will be concerned with approximation methods, Chapter 2 
contains a discussion of the assumptions and approximations made in construct­
ing the optical potential V (r) and in deriving the HEED starting equations. 
Three well documented representations of these equations are then introduced; 
one of these (the many-beam equations) is not in general invertible, but is of 
considerable use in making numerical comparison with our approximations. The 
other two representations are both  amenable to perturbation expansion and axe 
appropriate for transmission (the Howie-Whelan equations) and reflection (the 
Kambe equations) respectively. The chapter is concluded with an introduc­
tion to the geometry and general features of the type of CBED patterns used 
throughout.
Chapter 3 contains an analysis of a  transmission diffraction situation in which 
only three independent beams make significant contributions to the diffracted
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amplitudes. It is shown that even this situation is non-invertible in its full dy­
namical form, but that an analysis based on a second order perturbation expan­
sion does lead to a prescription for the measurement of so-called crystallographic 
phase invariants. The measurement of such invariants constitutes the best pos­
sible solution to the “phase problem of crystallography” , as will be explained. 
The prescription derived for finding these invariants is tested experimentally for 
a  noncentrosymmetric crystal with a  known, simple structure.
Chapter 4 uses a distorted-wave Born approximation (eg SchifF 1968) to investi­
gate and explain the geometry and nature of surface resonance lines in conver­
gent beam RHEED patterns taken at an accelerating voltage of 200kV. In this 
case perturbation theory offers an explanation of the physical processes respon­
sible for the phenomenon which is masked in the numerical analysis of others. 
Much of the initial explanation of these RHEED features is in fact found by 
analogy with geometrically similar THEED patterns, which are rather easier 
to interpret. A comparison between equivalent THEED and RHEED patterns 
taken from the same (well-understood) materials then leads to a discussion of 
the surface-sensitivity of RHEED patterns.
Chapter 5 is the conclusion.
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C hapter 2
H IG H  E N E R G Y  EL EC T R O N  D IF F R A C T IO N
This chapter contains a derivation of the equations th a t have become the conven­
tional starting point for the dynamical theory of electron diffraction. Particular 
attention will be paid to the assumptions and approximations made in the deriva­
tion, and in the construction of the scattering potential. Having established the 
notation which will be used throughout the thesis, three representations of the 
diffraction equations will then be derived which are of particular use in the 
remaining chapters. Finally, an attem pt will be made to explain in rather gen­
eral terms the geometry of the type of CBED patterns analysed in these later 
chapters.
2.1 C O N ST R U C T IO N  OF T H E  S C A T T E R IN G  PO T E N T IA L
As mentioned in Chapter 1, the crystal potential seen by an incident electron 
should in principle include the effects from every crystal electron and nucleus, 
both as individual scatterers and as part of collective excitations. Fortunately, 
there are features of HEED which make the construction of a realistic and us­
able scattering potential somewhat easier than might at first be expected. The 
first of these is that the incident electron is distinguishable from the crystal elec­
trons, by virtue of its high kinetic energy (typically 200keV). This means that 
the probability of exchange between an incident electron and a crystal electron 
is negligible, so exchange effects can be ignored completely in our scattering po­
tential V  (eg Dederichs 1972). This is a particularly useful simplification since
10
exchange is non-local (eg Ashcroft and Mermin 1976).
The second useful feature of HEED is that the m ajority of scattering events are 
found to  be elastic and contribute to the intensity diffracted into Bragg beams. 
It is these Bragg beams which contain nearly all the information of interest in 
crystallography, so most of the im portant details may be incorporated by the 
construction of a fairly simple periodic potential. In so doing we shall ignore (for 
the present) the effect of the inelastic scattering events. Although they are less 
frequent than elastic events, their most im portant effect is to redistribute elec­
trons among the Bragg beams, and into a  “diffuse background” between beams. 
This redistribution, for which it is difficult to  establish a good model, distorts 
the useful information carried by the Bragg-diffracted electrons, and thus puts 
an effective limit on the accuracy which can be expected from quantitative elec­
tron crystallography. We shall return  to inelastic scattering at the end of this 
section.
Let us first construct the basic periodic potential responsible for Bragg diffrac­
tion. It will be assumed that the crystal is perfectly periodic, and to begin with, 
rigid and static. It is found in practice that the electrons involved in bonding are 
almost undetectable in HEED experiments (Zuo, Spence and O’Keeffe 1988), so 
an accurate static potential can be constructed from a  sum of the individual 
neutral atom potentials:
F w  =  E E < ( r - ‘ - r «)-  (2-1-1)
1 K
where the 1 are the lattice vectors, and r K is the position of the Kth atom in 
the unit cell. [Unless stated otherwise, 3-dimensional vectors will be w ritten in
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lower case script. Thus r  is a 3-dimensional position vector. Later we shall use 
upper case script to denote 2-dimensional vectors.] The potentials i>£(r) may 
be obtained from the electronic and nuclear charge densities of the individual 
atoms by solving Poisson’s equation (eg Ashcroft and Mermin 1976).
Since we are interested in Bragg diffraction, it is most natural to  express the 
periodic potential V  in reciprocal space. Thus V  is w ritten as the Fourier series
V(r) =  5 3 ys exp(8g'r) (2.1.2)
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with
v s  = 7T f  ^ ( r ) e x p ( - ig .r )d 3r , (2.1.3)
C J t t c
where the g are reciprocal lattice vectors and Q,c is the volume of the unit cell. 
Note tha t |g| =  2tt/(1 where d is the appropriate spacing between lattice planes. 
Bragg diffraction causes the wavevector k of an electron to be changed elastically 
by a  reciprocal lattice vector g:
k — >k +  g. (2.1.4)
The strength of these transitions is governed by the g th  “structure factor” Vs . 
From (2.1.1)-(2.1.3) it is found tha t
Ve =  ^ v ° ( g ) e x p ( - i g . r K) , (2.1.5)
K
where the “atomic form factors” v°(g)  are essentially the Fourier transform
of the atomic potentials u°(r), and are, apart from a few scaling factors, the
quantities tabulated by Doyle and Turner (1968), Smith and Burge (1962) and 
others. Most HEED calculations use these tabulated atomic form factors as the 
basis of a scattering potential.
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Of course it is not the case in practice that a crystalline specimen will be perfectly 
periodic and static. It will be assumed throughout tha t it is possible experimen­
tally to find defect-free regions, so non-periodicity in this sense will be of no 
concern. W hat cannot be ignored is that at finite tem peratures each ion will 
vibrate about its equilibrium position. O ther features which will also contribute 
are the collective excitation of the ions (phonons) and electrons (plasmons), and 
electronic transitions within individual atoms.
Most of these scattering processes contribute to the inelastically scattered flux; 
the exception is the contribution from averaged ionic vibrations (Radi 1970, 
Dederichs 1972). Let us assume that the mean equilibrium position of each ion 
is the same as for the static lattice, and that the deviation of the atom  k at 
lattice site 1 is u i^ t)  and is small compared with interionic spacings. We may 
then work within the harmonic approximation (Ashcroft and Mermin 1976) to 
produce a simple analytical correction to  the atomic form factors. W ith this 
additional displacement included, the incident electrons will see a thermally 
averaged elastic potential
Ve =  ^ u ° ( g ) e x p ( - ig .r K)(exp (-jg .u iK)>. (2.1.6)
K
If it is further assumed that the ionic vibrations are isotropic about the equi­
librium positions, then the thermal averaging term  () may be w ritten as (eg 
Dederichs 1972)
(exp(—tg.UiK)) =  exp { - M Kg2). (2.1.7)
This whole term  is referred to as the Debye-Waller factor. The tem perature- 
dependent part of the factor, M K, is usually not named, but will be referred to as
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the Debye-Waller figure in this thesis. In the notation used here, M K = \{u \K). 
Effective atomic form factors may then be w ritten as
v*(g) =  < ( g ) exP ( ~ M Kg2) (2.1.8)
and these can be used in an elastic scattering potential which takes into account 
the average therm al motion of the ions. It should be noted th a t the v°(g) 
axe themselves rapidly decreasing functions of <7, (oc g~2 a t large g - see Doyle 
and Turner 1968) so that the structure factors V& axe strongest for the shortest 
reciprocal lattice vectors, and diffraction through laxge angles is much weaker 
than through shallow angles.
So far, then, we have considered the elastic processes. These have been described 
using a real potential V (r), which contributes to an herm itian Hamiltonian. In 
§2.3 it will be shown that this leads to  flux conserving solutions of the diffraction 
equations. The other processes mentioned axe all inelastic and may cause flux 
to be lost from Bragg beams (and the experiment as a whole if electrons are 
scattered out of the microscope apertures). As in optics, these effects may 
be described using an imaginary part of the crystal potential tV ^ r)  (Yoshioka 
1957), which renders the Hamiltonian non-hermitian, and hence leads to a loss of 
flux. Because of this loss, iV r(r) is usually referred to as an absorptive potential, 
even though no electrons have physically been absorbed by the crystal.
Unfortunately, most of the absorptive contributions to the optical potential are 
extremely difficult to calculate (eg Dederichs 1972), because they tend to be 
non-local and cannot in general be constructed from individual atomic contri­
butions. Instead they must be found, for example, by first principles calculations
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of the electronic structure or the phonon spectrum of a particular material (Bird 
and King 1990). For this reason, it has become established practice to assume 
that the imaginary part of the potential is equal to one ten th  the real part 
(Hashimoto, Howie and W helan 1962), and to treat it as a perturbation in the 
electron wavefunction eigenvalues. Thus absorption is treated in a phenomeno­
logical manner, if at all, and the accuracy obtainable in quantitative electron 
crystallography is limited. Although it would be preferable to  include these ef­
fects, the pragmatic advantage of ignoring them  at this stage is th a t with a local 
scattering potential the Dirac equation remains manageable (see §2 .2).
It is convenient to discuss the inelastic scattering of HEED electrons in terms of 
two basic types of absorption; mean and anomalous. The first, described by the 
Fourier component VJJ, attenuates all the Bragg beams uniformly, and does not 
therefore cause unwanted redistribution. A large component of Vq arises from 
partially coherent plasmon scattering (Howie 1963) and is consequently rather 
difficult to calculate. In Chapter 4 it is shown that this can cause a major 
difficulty in RHEED, since different beams have a different path-length inside 
the crystal and are therefore attenuated by different amounts, even through 
“mean” absorption. By contrast, in the simplest THEED geometry, with a 
parallel-sided specimen, all paths through the specimen are approximately the 
same length, so only the absolute intensities in each beam, and not the relative 
intensities, are affected. For this reason, methods which rely on the measurement 
of absolute intensities should be avoided if possible.
It is generally accepted (Dederichs 1972) tha t the biggest contribution to anoma­
lous absorption, described by the components comes from therm al diffuse
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scattering (TDS). This arises from the unaveraged scattering of electrons from 
vibrating ions. In the simplest (Einstein) model, tha t of independently vibrating 
ions, the TDS contribution to can be described in terms of an integral (Hall 
and Hirsch 1965) for each atomic component. Although the integral must be 
evaluated numerically, it is general for all materials (in the limit of harmonic, 
isotropic vibrations). Humphreys and Hirsch (1968) and Radi (1970) have pro­
duced values of the integral for a  few specific cases. More recently, Bird and 
King (1990) have evaluated the integral as a function of the two parameters M K 
and |g| for all the neutral atoms treated elastically by Doyle and Turner (1968). 
Thus the atomic scattering may now be expressed in terms of a real, elastic form 
factor and an imaginary form factor due to TDS in the Einstein model. The 
results of Bird and King show that is not proportional to  Vs , and that in a 
noncentrosymmetric crystal, the two will not necessarily be in phase. The Bird 
and King form factors will be used in a semi-quantitative analysis of absorption 
in both the applications studied in la ter chapters. Of course, we cannot be fully 
quantitative due to the neglect of the correlated ionic (phonon) and core exci­
tation contributions to V'. We trust tha t these will be less im portant than the 
TDS included, and that the TDS calculations will give at least some idea of the 
effect of inelastic scattering in our analysis.
2.2 T H E  H EED  E Q U A T IO N S
The starting equations for the analysis of HEED patterns will now be derived. 
It will be assumed that the scattering of interest can be described using a local, 
elastic potential K (r), and th a t inelastic processes will only be treated after­
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wards to give a measure of the reliability of our results. The total energy E  
of the incident electrons is therefore a  conserved quantity, so it is a scattering 
problem which must be addressed, in which the aim is to find the effect of the 
potential V (r) on the (single particle) wavefunction rp(r). The m ethod used in 
the following derivation of the HEED starting equations is based upon that of 
Bird (1981).
2 .2.1 T h e  F u jiw ara  e q u a tio n
An electron with a kinetic energy of 200keV travels at about 70% the speed of 
light c, so its motion should be described using a relativistic wave equation. If 
it is assumed that a scattering potential can be inserted into the free-particle 
Dirac equation in much the same way as in the low-energy Schrodinger equation, 
then (eg Schiff 1968)
(—ifica.Vr +  flmoc2 +  V)  =  Eip (2.2.1)
where the potential V  = 0 outside the crystal, ft and m 0 have their usual mean­
ing, and V r is the 3-dimensional gradient operator. Note tha t the to tal energy 
E  of the incident electron is the sum of its rest mass energy and the kinetic 
energy given to it by acceleration in the electron microscope. If it is required 
tha t for a  free particle [V* =  0] (2 .2 .1) leads to the classical dispersion relation
E 2 =  p2c2 -f ra jc4, (2 .2 .2)
then for a spin half particle the smallest representation of a  and /? is as 4 by
4 matrices, which must have a square of unity, and must anticommute in pairs
(Schiff 1968). These matrices are most commonly expressed in the block form
* =  ( J  i ) ;  “ = ( l  o ) »  (2-2-3>
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where the <j  are the 2 by 2 Pauli spin matrices. We see here tha t spin is autom at­
ically included in a genuinely relativistic wave equation. Since these terms in the 
Hamiltonian are not scalar, if) itself is not a scalar, but a 4-component spinor. 
It is convenient for our purposes to  decompose xf> into its “positive energy” and 
“negative energy” parts tj)a and ipt,- [These 2-component spinors get their name 
from the two free-particle solutions to  (2 .2 .1), which each have a spin up and a 
spin down component, but opposite energy.] This may be done by multiplying 
out (2.2.1) with the matrices (2.2.3) entered in block form to yield
*■  -  (2 2 4 >
and
*  =  +  (2 -2 ‘5)
Substitution of either one of these in the other leads to separate equations for 
and ipi, which are an exact transform ation of the Dirac equation (2 .2 .1). For 
the positive energy solution this gives
( v *  +  *» -  ( 2 2 6 )
V -  n2 ) ^ a ~  E  — V  + m„c2 %2c ^ a' { ’
with a similar expression for apart from the small but crucial difference that
the denominator in the first term  on the right hand side is E  — V  — moc2. In 
this equation, 7  is the Lorentz factor E/moC2, and the relativistic wavenumber 
k (defined as 27r/A) is given by
Note th a t in the first step, k = p /h ,  consistent with the description of the 
wavefunction outside the crystal as the plane wave exp(ik .r). It is now useful
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to define a new, parameterised potential
U(r)  =  ^ V ( r ) .  (2 .2 .8)
We have then arrived at the Fujiwara equation (1961,1962), the traditional start­
ing point for HEED theory,
( y l  + k2 -  U(t ))  V’(r) =  0 , (2.2.9)
provided it can be dem onstrated tha t
(a) the right hand side of (2 .2 .6) can be neglected, and
(b) the negative energy spinor tpi, plays no significant role.
Note that if these provisos are satisfied, the wavefunction ip will revert to being
scalar, since all reference to spin will be lost. Note also that the Fujiwara
equation (2.2.9) is of the form of a Schrodinger equation, with U and k2 acting 
as the potential energy and to tal energy respectively. Since k is a wavenumber, 
it has become reasonably common practice to express HEED energies in units 
of A - 2 . These will be the standard units used in this thesis. It may also be 
noted in passing tha t the effective potential in (2 .2 .8) varies in strength with 
the incident electron energy, via the relativistic factor 7 .
2.2.2 The sm all-angle sca tter in g  approxim ation
The Fujiwara equation (2.2.9) may be derived from equation (2 .2 .6) by invoking 
just one more approximation. Figure 2 .2.1 shows a  simple schematic of the 
geometry and nomenclature tha t will be considered in the analysis of THEED 
and RHEED. In both cases, the incident cone of electrons is directed along or 
close to a crystallographic, or zone axis. It will be assumed throughout this
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thesis tha t the crystal surfaces are perfectly flat and infinitely long, and tha t we 
may work in the simplest possible specimen geometry, as shown in figure 2.2.1. 
In transmission, this geometry (referred to as the “symmetric Laue” geometry) 
assumes the surface normal of the crystal and the zone axis direction to be 
parallel. [It is perhaps more common to have the surface normal and the zone 
axis pointing in opposite directions.] The zone axis direction will be denoted by 
the coordinate z. The remaining two spatial coordinates will be denoted by the 
vector R , which is perpendicular to  z.
F ig u re  2 .2 .1 .  S c h e m a t i c  o f  th e  T H E E D  (a)  and  R H E E D  (b )  g e o m e t r i e s  
co n s i d e r e d  in th i s  the s i s .  N o t e  t h a t  Z  is a lw a y s  t a k e n  as th e  z o n e  a x i s  d i r e c ­
t i on .  U p p e r  ca se  l e t t er s  i n d i c a t e  2 - d i m e n s i o n a l  v e c t o r s  p e r p e n d i c u l a r  to th i s  
Z-d irec t i on .
All the 3 dimensional vectors may then  be decomposed into components parallel 
and perpendicular to z. For example, k —► (K,fcz), so th a t the incident orienta­
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tion of an electron will basically be given by the coordinate K  (see figure 2.2.1). 
Note th a t we have chosen to keep 2 as the zone axis in RHEED. It is more usual 
to keep the surface normal as the consistent direction in the two geometries, but 
since the common feature of interest here is tha t all the scattering is through 
small angles, the nomenclature introduced here is more appropriate. Note finally 
th a t by restricting attention to the symmetric Laue geometry in transmission, 
the boundary conditions needed for the solution of the diffraction equations will 
be in their simplest possible form.
Now, the range of incidence angles about the 2-axis is typically ~  1°, so clearly 
k K .  It is also known that the magnitude of the scattering potential U is 
small compared with the total “energy” k2, and gets smaller at large angles 
due to the fall-off of the atomic form factors. As a guide, the largest Fourier 
component of the potential for a strong scatterer such as gold is Uo ioA “ 2 
for 200kV electrons, whereas at this energy k2 ~  6 x 104A“ 2. Thus it might 
be expected (and experiment confirms) that the whole of a HEED pattern  is 
confined to diffraction through small angles. This is a statem ent of the small- 
angle scattering approximation (SASA). Mathematically, it may be expressed 
(for example) as
U <C k2; |K  +  G |< f c ,  (2 .2 .10)
where G  is the component of the reciprocal lattice vector g  in the plane of K .
It should be noted that the SASA is usually made with reference to transmission 
microscopy. In this case a result of considering only small angle scattering is 
th a t backscattering from the top face of the crystal slab may be neglected. Thus
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the “forward scattering approximation” (eg Bird 1989) is made, which is entirely 
equivalent to  the SASA in transmission, bu t which is so called because of the 
neglect of electrons reflected back from the entrance surface of the crystal. In 
order to  be consistent for both THEED and RHEED, though, it should be made 
clear tha t in both cases we ignore scattering events th a t in our nomenclature 
produce a negative kZl which is why the approximation has been given the name 
here th a t it has.
One of the consequences of the SASA is tha t the longitudinal (ie z) and trans­
verse (ie R ) motions will be very different in character. It is therefore convenient 
to factor out a  rapidly varying part exp(zfc.z), by writing the wavefunction as
ip(R.,z) =  exp(z&2:)<y?(R, z)  (2.2.11)
where the new wavefunction ip is expected to be slowly varying in z  and R . This 
representation will presently be used in applying the SASA to (2 .2 .6), and will 
later help simplify the Fujiwara equation (2.2.9) yet further.
The Fujiwara equation may now be derived, using the representation (2 .2 .11). 
Since in (2.2.6) the potential U = 2mojV/1i2 is by far the smallest term  on the 
left hand side, it need only be shown tha t the terms on the right hand side are
small compared to U , in order that (2 .2 .6) be a useful starting equation.
The second term  is easily compared to the potential. We obtain
V 2/ h 2c2 V
 L TT =  ^  (2 .2 .12)2mQ/yV /h  2 E
which is small by assumption in the SASA. The first term  is rather more tricky.
To analyse it, we take |<r| 1 and E  =  7 m Qc2 V  to  give
(g.VrV)(g.Vr)^a \VrVVAa\h2 |VrV V A |  (72 - 1 )  , .
U(E — V  +  moc2) 277207^(1 +  7)7720 c2 k 2 2 7 ( 1 + 7 )
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where the definition of U (2.2.8) and k (2.2.7) have been used.
W ith V  expressed as the Fourier series (2 .1.2), it is clear th a t |V rVj <  gmax \V \, 
where gmax is the length of the largest scattering vector under consideration. 
Since all scattering is through small angles the size of gmax is governed by the 
change in the transverse component of the wavevector; it therefore follows that 
|V ,V | K V .  Also, from (2.2.11) it is assumed that the greatest spatial variation 
in ip is in the z-direct ion and is contained within the extracted exponential term. 
We therefore write V r^  ~  dip/dz ~  kip, so tha t (2.2.13) becomes
„  *  (2.2.14)
U ( E - V  +  m 0c2) fc’ K ’
where the terms involving 7  are of order unity, and have been omitted. Thus 
the first term  in (2.2.6) may be neglected within the SASA. As an aside, a  cone 
angle of 1° implies k ~  lOfi/iT, so spin effects should be detectable in HEED 
experiments at a level of 1% of the “spinless” potential U. It would be an 
interesting exercise to treat spin as a perturbation on U, using methods similar 
to those of the later chapters of this thesis, to try  and predict some way in which 
spin effects might be seen in an electron microscope.
Proviso (a) has now been satisfied, but what of (b)? Using the same approxi­
mations as above, it is seen th a t (2.2.5) gives
*  -  ' v T ^  =  (2 .2 .1 5 )m o c ^ l-f-7 ) n 1 + 7
At 200keV, this yields ipb ~  0Aipa* Thus the spinor ipb is not negligible in terms 
of its size, but since (to the accuracy of our approximation) it is proportional to 
ipa , it contains no new information. As a consequence, the m ajor effects of both
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ipa and ipb can incorporated into a single scalar wavefunction ip which will satisfy
(2.2.9), and which must be properly normalised to allow for the amalgamation 
of ipa and ipi. In practice this may be done by choosing the amplitude of an 
incident plane wave as unity.
To summarise, then, the Fujiwara equation (2.2.9) has now been derived by 
neglecting terms (specifically those involving spin) which are of the order of 1% 
of the potential U. It is customary at this point (eg Bird 1989) to introduce the 
“forward scattering approximation” , by writing the wavefunction as in (2.2 .11). 
In tru th , however, this approximation has already been used in getting this far. 
It is therefore only a natural extension to substitute (2.2 .11) into (2.2.9) to give
[ - V r  +  U (R,  z)\ ^ (R , z)  =  2 i k ^  + 0 .  (2.2.16)
Now, for a plane wave solution with k K ,  ^  ~  ^h e  second of the
terms on the right-hand side of (2.2.16) is therefore ~  ( jp)2 smaller than the 
first, and is ignored, leaving
[—V |l +  U(K, z)\ vKR, z) =  2 i k ^ .  (2.2.17)
The major consequence of ignoring the ipn term  is that the free-space solution 
becomes
/  —i K 2z \
<p(K,z) =  exp(?K.R) exp ^ ^  - J  , (2.2.18)
so that the free electron sphere kz = yjk2 — K 2 is replaced by a parabola kz — 
k — K 2/2k,  and backwards travelling waves (kz < 0) are not perm itted. For 
these reasons, the approximation is known both as the parabolic and the forward 
scattering approximation.
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Equation (2.2.17) is the most useful for the analysis of HEED, as will be shown 
later. It is identical in form to the time-dependent low-energy Schrodinger equa­
tion
= ih —  (2.2.19)
2mo
except tha t the time variable t is replaced by the depth 2 of an electron in the 
specimen, and the remaining 2 space dimensions R  play the role of r. We are 
therefore able to  make use of the techniques of low-energy quantum  mechan­
ics in subsequent analysis of HEED, starting from (2.2.17). This is, of course, 
the reason why high-energy electrons appear to exhibit low-energy single-particle 
quantum  mechanics in the microscope, with the interesting quirk that the equiv­
alent of Planck’s constant is a  variable!
2.2.3 T h e  p ro je c tio n  a p p ro x im a tio n
The final approximation which will be of general use is the projection approxima­
tion. To see how it arises, let us first introduce a useful geometric construction for 
visualising diffraction geometry. As a note of caution, it should be realised that 
what follows is a kinematic or “zero-potential” argument. However, the general 
principles still apply in dynamical situations, so the construction is used to keep 
the explanation simple. At 200keV, the wavenumber of an incident electron is 
k =  250A_1, which is much larger th an  a typical spacing between reciprocal 
lattice points, g rsj 1A - 1. As stated in Chapter 1, Bragg diffraction changes the 
electron wavevector k to k ' =  k  +  g, and conserves energy, and hence the value 
of |k| =  k. Thus the locus of all possible final wavevectors k ' is a sphere of 
radius k , which passes through the reciprocal lattice origin and which is centred
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at a position — k from the origin. Appreciable diffraction will occur into those 
k +  g which lie close to the surface of the sphere. This spherical construction is 
usually referred to as the Ewald or reflecting sphere (see for example Hirsch et 
a1. 1965).
Now, most diffraction patterns are taken at a crystallographic or zone axis. Such 
an axis describes a direction in the crystal perpendicular to a  set of reciprocal 
lattice layers, as shown in figure 2.2.2.
F ig u re  2 .2 .2  T h e  s e p a r a t i o n  o f  the  r ec i p r o c a l  l a t t i c e  in to  layers  p e r p e n d i c u l a r  
to the  zo n e  axi s .  T h e  s t r o n g e s t  d i f f rac t io n  is o b s e r v e d  in the  ce n tr a l ,  zero-  
l ayer  reg ion.
The vectors G in the zeroth layer (containing the reciprocal lattice origin) satisfy 
G .u  =  0, where u is the direction vector of the zone axis. The upper layers are 
identical to the zeroth, (apart from a possible offset) and axe uniformly spaced 
by gz in the zone axis direction. The potential may therefore be w ritten
U( r) =  exp(m ^z2:)f/^n^(R), (2.2.20)
l a y e r s  n
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where the “conditional projected potentials” are given by (eg Bird 1989)
[/(n)(R ) =  i  f  dz exp(—ingzz)U(r). (2.2.21)
“ Jo
Here d is the spacing 2ir/gz between planes perpendicular to the zone axis. Since 
the Ewald sphere radius (k) is so much larger than  typical reciprocal lattice 
basis vectors, many zero layer reflections will be excited at a zone axis. Thus 
the zeroth layer will usually extend out to  a  region of the diffraction pattern 
where the rapid fall-off of the potential U with scattering angle will have taken 
effect. For this reason, it may be assumed th a t most of the im portant diffraction 
occurs in the zeroth layer (the so-called zeroth order Laue zone, or ZOLZ). It 
is therefore customary to make the projection approximation, in which only 
the n = 0 term is included in (2.2 .20), and the first and higher order Laue 
zones (FOLZ and HOLZ) are either ignored or treated as a perturbation to 
the ZOLZ diffraction (Buxton 1976). In the projection approximation, then, 
equation (2.2.17) becomes
- V r  +  y (0)(R)] *) =  2ik% -  (2 .2 .22)
This, finally, is our starting point for subsequent HEED analysis. In making 
the projection approximation, the “time” dependence of the potential U is lost 
(though of course it remains on the right hand side). For this reason (2 .2 .22) 
is now separable into R  and 2 parts, which will be of considerable use in the 
following section. From now on we shall work entirely in the projection ap­
proximation, so that our basic scattering potential will be the true projected 
potential




UG = —  (  f/(R ) exp(—iG.R)<iR. (2.2.24)
Ac JAe
Here A c is the area of the 2-dimensional projected unit cell. The incident beam 
impinging upon a specimen in this projected geometry is just the plane wave 
as given in (2.2.18).
2.3 R E P R E S E N T A T IO N S  O F T H E  H E E D  E Q U A T IO N S
The diffraction equation (2.2.22) is not in a  particularly useful form for the anal­
ysis which follows in Chapters 3 and 4. Since the incident and observed electrons 
axe well described using plane waves, and the periodic potential U lends itself 
to a plane wave expansion, it is natural tha t the wavefunction inside the crystal 
should itself be expanded using a plane wave basis. Thus the representations 
tha t will be given below are based on reciprocal space arguments. Each is used 
widely in HEED (the first two in transmission, and the third in reflection), 
though it should not be assumed that such arguments are always the most suit­
able. Indeed, at strong zone axes, where very many plane waves would have to 
be included in an accurate expansion of the wavefunction, it may be that only 
two or three Bloch states are of importance, so a real-space approach would be 
more illuminating (eg Bird 1989). In the work presented here, however, areas in 
the outer regions of zone-axis diffraction patterns are chosen for analysis, where 
it will prove appropriate to treat all or part of the potential U perturbatively. 
Hence in the following work the reciprocal space m ethods are found to be the 
more useful.
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2.3.1 The m any-beam  equations.
We begin with a commonly used THEED representation which is akin to the 
nearly free electron model of solid state theory (eg Ashcroft and Mermin 1976). 
Indeed, this model was invented and used for the analysis of HEED (Bethe 
1928) before it was applied in its now familiar role. Although it will be shown 
th a t the many-beam equations are not useful as a means of expressing U as 
a  perturbation term, they do lend themselves to a full numerical solution of 
the diffraction equations, in which all the dynamical interactions between the 
different diffracted beams are implicitly included. They are therefore useful for 
the purposes of comparison between our approximate results and a more exact 
theory. They are also in a convenient form to highlight the general processes of 
extracting diffracted amplitudes, treating absorptive potentials and so on.
Equation (2 .2 .22) is separable. Substituting </>(R, z) =  r (H ) .Z (z )  into (2.2 .22) 
gives (eg Howie 1966, Berry 1971)
[ _ v ^  +  f/(R )] T0 )(R ) =  jW r0 ) (R ) (2.3.1)
and
2 ik ^ r  =  s ° )z(J> ^  z U )  k  exp ( ~ i r * )  • (2-3-2)
In these equations s is the separation constant. From the form of (2.3.1), it is 
clear that s plays the role of an energy eigenvalue in a 2-dimensional eigenvalue 
equation. The variables s , r  and Z  are therefore given the label ( j)  to  indi­
cate that such an eigen-equation will have more than one solution. To be more 
specific, (2.3.1) is exactly in the form of the time-independent Schrodinger equa­
tion in two dimensions. Since the potential U(R ) in this equation is periodic,
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the solutions to (2.3.1) must be 2 dimensional Bloch waves, which we write as 
r (i)(K /,R ) . Here K ' is a 2-dimensional Bloch wavevector, and ( j)  labels the 
different bands, or branches as they axe termed in HEED. The 2-dimensional 
band-structure s ^ \ K ') forms the “dispersion surface” in HEED parlance, and 
is often referred to as the transverse energy (Buxton 1976). As in 3-dimensional 
band theory, the periodicity of V  means tha t we may work either in a reduced 
or extended zone scheme, as we wish. This point will be returned to  in Chapter 
4. Note th a t there will be frequent references in tha t chapter to “bound states” . 
W hat is actually meant is tha t a 2-dimensional state r  is localised by the 2- 
dimensional potential, though in 3 dimensions the overall sta te  is not bound 
within the crystal.
There axe of course many ways in which (2.3.1) can be solved (Ashcroft and 
Mermin 1976). In the many-beam representation, the Bloch states are expanded 
as a sum of plane waves
r ^ ( K ' , R )  =  Y  c o >(K ' ) exP W K ' +  G ).R } , (2.3.3)
G
where the G  are the ZOLZ vectors, and the C ^ \  which give the amount of each 
plane wave in the state (j) ,  are usually referred to as Bloch wave coefficients. 
Substitution of (2.3.3) into (2.3.1) gives
Y  [ ( « ' +  G )2 -  3 ^ ( K ')  +  U(R)] c g i K 1) exp {z(K; -f- G ).R } =  0 . (2.3.4)
G
We now apply a sifting technique familiar in all Fourier analysis (eg Riley 1974). 
Both sides of the equation are multiplied through to the left by the orthogonal 
plane wave ex p {—i(K ' +  G ').R }  and integrated over one period (in this case
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the projected unit cell area A c). This gives
{ [(K* +  G )2 -  , « ]  sG QI + 1 . J  cfRexp {i(G  -  G ').R }  tf (R )}  C&> =  0 .
(2.3.5)
From (2.2.24) it is seen that the integral in (2.3.5) is just the Fourier component 
(or structure factor) ? 7 g ' - g -  We choose to ignore the refractive component Uq 
in this transmission representation since it has only a uniform (on-diagonal) 
effect on all the solutions. Consequently, each eigenvalue will describe an 
energy relative to Uq rather than to the vacuum. P u tting  I / g ' - g  into (2.3.5) 
yields the many-beam equations (eg Humphreys 1979)
Y ,  { [(K ' +  G )2 -  s°>(K ')] SQ,G- +  K q '-q }  C q )(K ')  =  0 . (2.3.6)
G
This is a standard m atrix equation which may be solved for the and C^p 
by diagonalisation at any orientation vector K '. The size (n) of the many-beam 
m atrix is determined by the number of independent beams, n, considered. In 
principle, n —*• oo for a perfect representation, but good convergence of the 
solutions may be achieved in most situations by including a computationally 
manageable number of beams (typically ~  100 at a  strong zone axis.) The 
simplest diffraction, involving the incident beam and only one diffracted beam 
(ie n — 2) is exactly soluble (see §2.4). For n > 3, there is no general analytic 
solution, and the diagonalisation must be performed numerically.
The desired amplitudes A g  are found from the and C^p by matching the 
wavefunction at the crystal surfaces. As stated before, these surfaces are at 
z — 0 and z = t in the symmetric Laue transmission geometry. From the
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earlier separation of variables, the wavefunction p  in the crystal can be written 
V = E  E  e0 )(K > 0 )(K ', R) exp ( (2.3.7)
K' j  '  '
where the e ^  are just a set of expansion coefficients giving the excitation am­
plitudes of the different Bloch waves.
As the governing equation (2.2.22) is first order in z , only wavefunction ampli­
tudes need be matched. At z  =  0 , p  is just the incident plane wave, which for 
convenience is assumed to have unit amplitude. Only waves with K  =  K ' can 
be excited (Snell’s Law), so, using the plane wave expansion of the Bloch waves 
(2.3.3),
<p{z =  0) =  exp(tK .R ) =  ^ e W ( K ) c g , (K) exp {i(K +  G ).R ) . (2.3.8)
j ,G  '
The sifting procedure is this time performed with an orthogonal Bloch wave, to 
sift out an expression for the e0‘). Using the orthogonality of the coefficients 
this yields the particularly simple result s ^ ( K )  =  CoJ^ *(K), where the 
asterisk denotes complex conjugation. It should be noted here tha t since the 
Bloch wavevector K  is determined by the orier.tation of the incident electrons, 
and no restriction is imposed as to  which values this orientation may take, the 
excitation amplitudes CqJ^ *(K) are automatically expressed in an extended zone 
representation. However, the into which the incident electrons couple are 
periodic and can be expressed in either a reduced or an extended scheme, though 
to  ensure consistency with the Bloch wavevector K  the la tte r is more commonly 
used.
At the exit face z = t, only plane waves are produced, w ith amplitudes A q (K , t).
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Thus the wavefunction ip(z — t) is given by 
E  exp {i(K  +  G ).R } exp =  E j4q exP W K  +  G ) 'R > •
j ,  G  '  G
(2.3.9)
Again we sift, this time to find the diffracted amplitudes Aq . This gives
i la (K ,  <) =  E  Ci J> (K )C ^ (K )  exp . (2.3.10)
From these amplitudes the diffracted intensities may be calculated as Jq  =  
|A q |2 at any incident orientation K . Note tha t since the C form a complete, 
orthonormal set (Humphreys 1979), the total diffracted intensity I  =  |A q |2
can be shown from (2.3.10) to be unity. This confirms that for a real scattering 
potential, the diffraction equation (2.2.22) is flux conserving. Programs already 
exist which will diagonalise the many-beam equations, and calculate diffracted 
amplitudes and intensities. In our work the many-beam analysis is performed 
using programs based on those of Baker (1982).
It has been assumed thus far tha t U(R ) is real. If this is not the case, the 
above analysis must be performed with rather more care. Let us write the 
many-beam m atrix as H , such that H C ^  If U(R ) is real, then
H  is hermitian, since in this case C/q =  - see (2 .1.2). Since hermitian
matrices are self-adjoint, it makes no difference whether we multiply to the left 
or the right in manipulating the quantum  mechanical equations. However, if 
?7(R) is complex, the structure factors for G  and — G  are no longer conjugate 
to  one another, so H  becomes non-hermitian. The left-hand and right-hand 
eigenvectors of a non-hermitian m atrix are not in general the same (eg Wilkinson 
1965). Denoting the left-hand set of Bloch wave coefficients by it is found
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that C ^ H  = s ^ * C ^ \  In practice the C ^  may be found by diagonalisation 
of the adjoint matrix to the right. The outcome of all this is tha t C  rather 
than C  should be used each time our equations axe multiplied to the left by a 
Bloch wave.
The other im portant feature of a non-hermitian Hamiltonian is tha t the eigen­
values are no longer real. The imaginary potential U \ R ) will produce imagi­
nary components of the eigenvalues; if measured from the vacuum energy, these 
imaginary eigenvalues will give rise to  exponentially decaying (ie absorbed) am­
plitudes. Relative to the mean absorptive potential C/q, some of the imaginary 
parts of the eigenvalues will be negative and some positive. This is the redis­
tributive anomalous absorption referred to in §2.1. In the non-hermitian case, 
then, the diffracted amplitudes become
Ac3 =  ^ ^ ‘ (K JC ^^K Jexp  ^  ^ "* j  exP ^  gfc ^  ’ (2-311)
where and are the real and imaginary part of the j th  eigenvalue of the 
m atrix H . In this case the presence of non-zero imaginary eigenvalues means 
tha t the sum |A q |2 does not give unity. As expected, a complex scattering 
potential leads to solutions of the diffraction equations which do not conserve 
flux.
Since the Bloch waves have been w ritten as a sum of plane waves (2.3.3), the 
many-beam equations are a normal mode expansion of the diffraction equations, 
in which the only dependence of the wavefunction on the depth 2 in the crystal 
is found in the oscillatory component Z(z) .  Consequently, the expansion coeffi­
cients C  and C  do not vary with z, so an expression for the diffracted amplitudes
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cannot be built up from a single scattering contribution, double scattering and 
so on, but must be calculated all at once by diagonalisation of the whole matrix. 
In other words, the many-beam representation does not lend itself to a  Bom ex­
pansion solution of the diffraction equations. This is because a Bom  expansion 
requires there to be some “chronology” to the scattering events; in transmission, 
for example, we trace out the path of an incident beam from z  =  0 , then follow 
two wavefunctions (scattered and unscattered) after an event at some interme­
diary depth 2 =  z \  and so on, until the exit face z = t is reached. In order 
th a t this approach be possible, it is necessary th a t the excitation amplitudes of 
the various waves or beams have a depth dependence. Likewise in RHEED, a 
suitable m ethod for a series expansion must include excitation amplitudes which 
may be associated with individual states of the fast electron. Approximate total 
amplitudes may then be constructed by considering the the coupling between 
as many of these states as required. The next two sections introduce a rep­
resentation for each of the two geometries which can be used in Born series 
expansions.
2.3.2 T he H ow ie-W helan equations
The first geometry treated is that of transmission. The expansion of the wave­
function <p will therefore include excitation amplitudes which are ^-dependent. 
We shall of course work in projection, and for the present treat the scattering 
potential U(H)  as real, and perfectly periodic. The usual development of the 
diffraction equations in this case is in terms of the equations of Howie and Whe­
lan (1961). In their formalism, under the conditions outlined above, the electron
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wavefunction would be constructed as the sum
V?(R,z) =  clg,(z ) exp {i(K +  G ).R } . (2.3.12)
G
That is, the behaviour in the transverse (R ) directions is described using plane 
waves, with the potential U causing Bragg diffraction by the zero-layer reciprocal 
lattice vectors. All of the ^-dependence is absorbed into the wave amplitudes 
clg(z ). This z-dependence essentially consists of two components; the amplitude 
of the G th beam at height z, and a propagator giving the evolution of this beam 
as it passes through the remainder of the crystal.
In the particular application which follows in Chapter 3, it is appropriate to 
assume that the la tter (propagation) dependence can simply be w ritten down. 
To do this, note tha t the free-space solution (2.2.18) to the diffraction equation 
(2 .2 .22) has an oscillatory z-dependence exp(—i K 2z/2k) .  Since each diffracted 
beam propagates below the crystal in a similar way, the wavefunction is ex­
panded as
cp =  ^ T a G(2 )exp{i(K  +  G ).R }exp  ’ (2.3.13)
where the a o  are now just the amplitudes of each beam at height 2 . The 
desired amplitudes A q  at the bottom  of the crystal are then clearly given by 
aa(t) .  Note that the extraction of an oscillatory depth dependence is entirely 
equivalent to  the common practice in time-dependent quantum  mechanics of 
assuming an oscillatory time evolution exp(—iujt). Indeed, in this particular 
form, the representation we shall produce is exactly th a t used in time-dependent 
perturbation theory (eg Schiff 1968), for the case of a potential U perturbing the
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free-space stationary eigenstates exp{i(K  -f G ).R }. However, since the change 
in formalism from tha t of Howie and Whelan is only slight, it is still natural to 
refer to the final equations below as the Howie-Whelan equations.
To derive these equations, the wavefunction (2.3.13) is substituted into (2.2.22), 
and an orthogonal plane wave used to sift out the required variable, as in the 
last section. The result is
d “G 1 V -  rr ^ { ( K  +  G)2 - ( K  +  G')2} ^
- J T  =  2ik exP ( ----------------- Tk------------------)  ■ (2-3‘14)
These are the version of the Howie-Whelan equations which will be used in 
the analysis of three-beam diffraction (in which only three independent beams 
axe involved) in Chapter 3. As will be seen there, one of the attractions of 
these equations is tha t when applied in a perturbation framework, they provide 
a particularly simple picture of dynamical diffraction, which is completely ob­
scured in other approaches such as the many-beam representation. Note that 
the Howie-Whelan equations are first order in the amplitudes o q .
2.3 .3  T h e  K am b e  eq u a tio n s
We now turn  to the problem of finding a useful representation of the diffraction 
equations in the RHEED geometry. In doing so it will be necessary to highlight 
the crucial differences between RHEED and THEED. Most of these differences 
derive from the general relationship between spatial symmetry and momentum 
conservation (see for example Lax 1974). Referring to  figure 2 .2 .1(a), it is clear 
that in transmission, assuming an infinitely long, perfectly periodic crystal, there 
is translational symmetry in the R  direction. This implies th a t the momentum 
in this direction, K , must be conserved to within a reciprocal lattice vector G,
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as mentioned before. In the 2-direction, however, the translational symmetry is 
interrupted by the two crystal surfaces, so kz is not conserved. In projection k z is 
given by the difference between the to tal energy k2 and the (variable) transverse 
energy via k 2 = k2 — In the RHEED geometry [figure 2 .2 .1(b)], there 
are no interruptions in the 2-direction, so there m ust be kz conservation. O ut­
side the crystal there is perfect symmetry under infinitesimal z  displacements, 
implying absolute conservation of kz . Inside the crystal, periodicity gives trans­
lational symmetry, and conservation of kz to within a reciprocal lattice vector 
component gz. Since the projection approximation is still being used, within 
the RHEED geometry of figure 2 .2 .1, all vectors with gz 0 are ignored, so 
we can say without ambiguity th a t kz is completely conserved. Thus the 2- 
dependence of the wavefunction <£>(R, 2) can be w ritten down as the free-space 
solution exp(—i K 2z/2k) ,  and factored out to leave the ^-independent function 
V>(R) satisfying
[ - V r  +  U(K)] V>(R) =  RTV(R)- (2.3.15)
This equation is of the form of the time-independent Schrodinger equation, as 
should be expected since the depth dependence has been removed from the 
problem. Thus RHEED in projection is very much a 2-dimensional version of 
LEED (Pendry 1974), apart from a few details to which we return in Chapter 
4. Note that (2.3.15) is a true  scattering equation, in which the eigenvalue (K 2) 
is fixed, and the aim is to find the effect of the scattering potential U on the 
wavefunction tp.
There is just one more translational symmetry to  consider. If the transverse 
vector R  is broken down into a component x in the surface normal direction
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and y in the surface parallel direction (see figure 4.1.3), then clearly K y will 
be conserved to within a Gy. However, the presence of the surface in the re­
direction leads once again to  a relaxation of momentum conservation. Instead 
of the reciprocal lattice consisting of points w ith position vectors G , it now 
consists of rods perpendicular to the surface (see eg McRae 1979 and Chapter 
4). The natural way to expand the wavefunction xj) is therefore to assume plane- 
wave behaviour in the y-direction, as in the Howie-Whelan equations, and to 
put all the r-dependence in expansion coefficients for the wavefunction on each 
rod Gy. We therefore write
=  ^ ^ G y i ^ e x p l i i K y  + Gy)y} . (2.3.16)
G,
Having chosen to split the wavefunction in this way, it is natural to do the same 
with the potentials, which are therefore written as
u (x *y) =  ^ Z UG»(x ) exv( iGyy )• (2.3.17)
Gy
The Uay (z) will be referred to as rod potentials. Thus, unlike in the transmission 
cases above, Uq is not a constant, but a function describing the shape of the 
potential in the surface-normal direction in the crystal, as seen on the zeroth 
rod. The states ipGv(x)  are the eigenstates of the rod potentials, and need not 
therefore be plane waves.
If (2.3.16) is substituted into (2.3.15), and the same Fourier sifting is performed 
as before, this time over a y period, the resulting coupled equations are the 
Kambe equations (Kambe 1967):
dx2 +  ^*(<2y)^G1, =  ^ 2 U g ,-G'9(x )i/>G'9(x ) (2.3.18)
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where
Kl{ Gv) = K 2 -  (K y + Gy)2 . (2.3.19)
These equations are second order in the amplitudes xpGy ? and as such describe a 
genuine scattering problem. The treatm ent of RHEED (especially by perturba­
tion methods) is therefore suited to the use of Green’s functions (eg Economou 
1983). In the RHEED analysis of Chapter 4, the approximate wavefunction on 
a given rod will consist of contributions which started  on th a t rod, and others 
which have been scattered into and out of other rods, via the inter-rod poten­
tials Ucy-G^' As will be shown there, the physical features of interest can be 
explained by the inclusion of just two rod potentials, so the resulting amplitude 
expressions within this formalism are not difficult to  interpret.
2.4 T H E  B A SIC  G EO M E T R Y  OF C B E D  P A T T E R N S
This final section of the chapter contains a brief explanation of how the basic 
features in a CBED pattern  arise. The intention is to ease the explanation of 
the specific experimental geometries employed in later chapters. It should be 
emphasised, however, that the explanation which follows is not a conventional 
one for HEED, since it will be based upon the assum ption tha t the diffraction 
is weak. A measure of the strength of diffraction at which such an assumption 
will fail is outlined later.
2.4.1 The Bragg condition  and w eak diffraction
Let us first consider purely geometrical effects. In the weak diffraction limit, the 
only regions of reciprocal space associated with elastic scattering will be those 
lying on a Bragg condition. The loci of all the positions describing a Bragg (or,
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more exactly, a Laue) condition are the plane bisectors of the reciprocal lattice 
vectors g (eg Ashcroft and Mermin 1976). If an electron w ith wavevector k 
passes through this reciprocal lattice, its direction may be changed by Bragg 
scattering, but its wavenumber k =  |k| may not. Thus for a given k and g, the 
locus of all possible Bragg conditions is the circular intersection of the plane 
bisector of g  and a sphere of radius k centred on the reciprocal space origin. 
This is shown schematically in figure 2.4.1 for two reciprocal lattice vectors ± g . 
Note tha t the spherical construction in this figure is not a  conventional Ewald 
sphere, since its origin and tha t of the reciprocal lattice coincide.
The two circles inscribed on the sphere, corresponding to the Bragg conditions 
for diffraction by + g  (A in figure 2.4.1) and —g (B) form a  pair of “tramlines” 
in reciprocal space, separated by the distance AB= |g |. The pair is symmetrical 
about a great circle of the sphere, in a plane perpendicular to g and passing 
through O. A similar set of tramlines will be inscribed on the sphere for all other 
pairs of reflections. Since the reciprocal lattice vectors g  lie on a 3-dimensional 
lattice, these tramlines will inscribe the sphere in figure 2.4.1 at many well- 
defined angles and separations. Inevitably some sets of tramlines will intersect; 
the centres of regions at which this occurs are zone axes. Since in reality the 
sphere is so large, the tramline arcs around a zone axis are approximately straight 
lines. As will shortly be explained, these lines are seen as “Kikuchi” lines in 
experimental patterns, regardless of the incident electron illumination. A zone 
axis is associated with two or more intersecting pairs of Kikuchi lines.
Once a zone axis has been chosen (z  in figure 2.4.1), these straight lines may be 
described as forming the ZOLZ, FOLZ and so on. Note th a t since k varies with
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F i g u r e  2.4.1 D i a g r a m  s h o w i n g  t h a t  the  B r a g g  c o n d i t i o n  for t h e  pai r  o f  r ec ip ­
roca l  l a t t i c e  v e c t o r s  i g  d e s cr i b es  a pair o f  “ t r a m l i n e s ” in s c r ib e d  on a sp h er e  
o f  r ad iu s  k .  T h e  s p a c i n g  b e t w e e n  the  t r a m l i n e s  is A B =  | g | .
the incident electron energy, and the positions of the plane bisectors do not, 
the relative layout of the ZOLZ and HOLZ lines will change with energy. In 
projection, different positions in the 2-dimensional geometry may be described 
in term s of a 2-dimensional vector K.
Let us now introduce incident electrons into the system. In zone-axis
diffraction, the scattering close to the axis is usually so strong th a t the kine­
m atic tram lines described above are essentially irrelevant to  the structure of the
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pattern. However, if the diffraction is weak, as assumed, the elastically scattered 
electrons must lie on orientations along the tramlines. Figure 2.4.2 illustrates the 
most notable features observed when a convergent-beam probe is incident upon 
a pair of intersecting tramlines. [As an aside, it should be mentioned tha t in this 
weak-beam limit, there is no need to worry about whether the convergent-beam 
discs are overlapping; this will be returned to  in Chapter 3.] The incident probe 
shown is symmetric with respect to the tramlines A A ' and B B 1. Thus the Bragg 
scattering between the two (inside the circular incident probe) is symmetrical 
and superimposed each on the other, to produce no net effect. By contrast, 
electrons between F  and F'  will produce a “deficit” line in the “bright-field” 
disc as electrons axe diffracted by g onto the “excess line” E E 1 in the “dark 
field” .
If only weak, elastic scattering were possible, then, only the bold deficit and 
excess lines in figure 2.4.2. would appear in a pattern. In fact, intensity varia­
tions do appear as “Kikuchi” lines along other portions of the tramlines which 
are not excited directly. Kikuchi lines are caused by the Bragg diffraction of 
inelastically scattered electrons; an inelastic scattering event will cause a whole 
range of secondary orientations to be weakly excited, some of which will then 
be at a Bragg condition. Thus the diffuse background caused by inelastic scat­
tering will be highlighted by Kikuchi lines lying exactly on the tramlines. Since 
most of this diffuse scattering is in the forward direction, Kikuchi lines tend to 
be strongest close to the incident probe. Also, since the electrons responsible 
for Kikuchi lines may have come from many incident orientations, their effects 
are incoherent with direct Bragg diffraction. In regions such as E E '  where both
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Fig ur e  2 .4 .2 .  S c h e m a t i c  o f  s o m e  o f  th e  f ea t ur es  w h ic h  arise  in a w e a k - b e a m  
C B  ED p a t t e r n .  T h e  c i rc l e  r e p res en t s  th e  i n c i d e n t  p ro b e .  S e e  t e x t  for de ta i l s .
Bragg and Kikuchi lines contribute, the two should be added in intensity.
It should be noted tha t the shape of the intensity profile across a Kikuchi line 
will depend on whether the underlying tramlines are excited symmetrically or 
asymmetrically by the incident electron probe (eg Reimer 1984). Typical profiles 
for the two cases are sketched in figure 2.4.2. The Kikuchi “band” A A ', BB' is 
excited symmetrically, giving rise to a different intensity profile to th a t along the 
asymmetrically excited CC", DD' band. In practice, the sign of the intensity 
changes depends on the crystal thickness and the scattering angle. However, the 
cause of the profile is not im portant here (see eg Reimer 1984, Bird and Wright
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1989).
2.4.2 T w o -b e a m  d iffrac tio n
This section is concluded with a brief outline of the features governing the 
strength of Bragg diffraction in a given pattern. Let us consider a portion 
of the incident probe close to the Bragg condition K  =  —g /2  (at H  in figure 
2.4.2) for diffraction by g. If this orientation is situated in a part of the pat­
tern well away from the Bragg condition of other reflections, an analysis of the 
diffraction locally need consider only the beams 0 and g. The “two-beam the­
ory” which results is well documented (eg Humphreys 1979) and need not be 
repeated here. The im portant point to note is tha t even with only two beams 
to consider, the situation is not as simple as the familiar kinematic diffraction 
theory (see Cowley 1981) in which only one diffraction process is allowed to 
occur, after which the beams become forever separated. In a proper analysis (as 
can be performed analytically by expansion of the many-beam equations (2.3.6) 
in this two-beam case), electrons can be scattered back and forth between the 
0 and g beams. Thus multiple scattering produces a dynamical relationship be­
tween beams, leading to different distributions of intensity between the beams 
at different depths 0 . In two-beam theory the diffracted intensity for the g  beam 
(neglecting absorption) m ay be shown to be
r v 2 . 2 v u 2 +  w *  t
8 V 2 +  W i sm 2k ’ ( ' '
with Io =  1 — lg expressing flux conservation. In this equation, U is the modulus 
of the structure factor 27g , t is the crystal thickness, and W, the “deviation 
param eter” , is a measure of the deviation of the incident orientation from the
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exact Bragg condition. Explicitly, in the two-beam case, W  =  g.£K , where £K 
is the actual deviation in terms of the incident electron orientation.
From (2.4.1) it is seen tha t the tramlines introduced earlier have a width, de­
termined by the strength of the diffraction. A measure of this strength which 
will be used extensively in Chapter 3 is the dimensionless quantity
fi =  g .  (2.4.2)
which is just the argument in (2.4.1) at the exact Bragg condition W  =  0. If the 
width of each line becomes comparable with the tramline spacing |g |, or if there 
axe a sufficiently large number of excited reflections in the bright field that it 
is no longer clear tha t two-beam tramlines exist, then an approach based upon 
kinematic line constructions is no longer valid.
Due to the sinusoidal thickness dependence of the two-beam intensity (2.4.1), 
there will be depths z at which the diffracted intensity returns to zero. The first 
of these is termed the extinction distance, and plays the role of a mean free path  
in diffraction theory. It is usually denoted by £, and defined at the exact Bragg 
condition (W  =  0); from (2.4.1) and (2.4.2) it is then clear that
21* *  (2 .4 .3)
5 u p y J
For a “typical” crystal illuminated by 200keV electrons, (  is of the order of a few
100A for the shortest reciprocal lattice vectors. Since a “typical” transmission
specimen is perhaps 1000A thick, it is to  be expected th a t zone-axis diffraction 
produces multiple scattering, and must therefore be described using a dynamical 
theory. Since the drive behind the work in this thesis is to build up a picture
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of diffraction features starting from the simplest, kinematic arguments, it is 
clear that some care must be taken to  ensure a perturbative analysis is worth 
pursuing.
2.5 SU M M A R Y  OF TH E IM P O R T A N T  EQ U A TIO N S
A few of the equations derived in this chapter will frequently be referred to in 
later ones. They are therefore listed here for easy reference. The basic equation 
to be solved throughout is the “high-energy Schrodinger equation” in projection
[ -V i. +  t/(0,(R)] <p(R, z )  =  2 i k ^ .  (2.2.22)
In both transmission (Chapter 3) and reflection (Chapter 4), approximate solu­
tions to (2.2.22) will be found. In the former, the approximations are developed 
through the Howie-Whelan equations
1 f i { ( K  + G ) 2 - ( K  + G ' )2} z \  / o o i ^
- d T  =  2 i k y a G ' U a - G ' eXP { ------------------------------- 2k  )  ’ (2  3 - 1 4 )
and in the latter via the Kambe equations
* g h . + K H G , ) * a ,  =  $ > o ,- o < (* W a < ( * )  (2-3.18)
G• v
where
Kl{Gy)  = K 2 -  (I<y +  Gs)2 . (2.3.19)
In both cases, the transmission many-beam equations will be used to provide 
a fully dynamical solution with which to compare our approximations. In the 
hermitian case they are given by




A  M E T H O D  FO R  T H E  M E A S U R E M E N T  OF  
C R Y ST A LL O G R A PH IC  P H A S E  
3.1 IN T R O D U C T IO N
This chapter contains a perturbative solution to the THEED equation (2.2.22) 
starting from the Howie-Whelan representation (2.3.14). The solution will be 
constructed for the so-called three-beam geometry, in which only three indepen­
dent Bragg beams play a significant role. As will be discussed in due course, 
three-beam diffraction offers the simplest opportunity for the solution of the 
phase problem of crystallography, familiar in X-ray analysis (see eg Ladd and 
Palmer 1977). The chapter therefore begins with an explanation of how this 
problem arises, and of the ways in which it may be “solved” by deducing the 
value of combinations of crystallographic phase, known collectively as phase in­
variants. §3.2 then introduces an experimental technique which provides many 
examples of the three-beam geometry, all associated with rather weak Bragg 
reflections. It is the Fourier components of the scattering potential, or structure 
factors, associated with these weak beams which are then treated as a perturba­
tion in the Howie-Whelan equations. This enables the equations to be expanded 
as a Bom series which, when truncated, yields a surprisingly simple prescription 
for the measurement of three-beam phase invariants. Most of the other attem pts 
to extract these invariants from experiment, some of which will be mentioned 
later, are based upon dynamical analysis of a t least p art of the problem; these
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methods are non-invertible, even for three beams. The m ethod described here is 
therefore believed to be one of only two methods presently available which does 
not rely on fitting procedures for its success (see Shen and Collela 1988 for the 
other), and which is generally applicable to both centrosymmetric and noncen- 
trosymmetric crystals. Since the description of the diffraction is approximate, 
§3.3 contains a study of the likely effect of ignoring higher-order terms in the 
Born expansion, and of the way in which absorption will affect the features of 
interest. The m ethod is then tested experimentally for a noncentrosymmetric 
crystal of known, simple, structure. Much of the content of this chapter has been 
reported (somewhat briefly) in the papers by Bird, James and Preston (1987), 
James and Bird (1987) and Bird and James (1988).
3.1.1 The phase problem
For the moment, it will be convenient to exclude the  possible effects of absorp­
tion, a non-symmetric Laue geometry and so on, and work with the simplest 
possible model, in which the incident electrons impinge on an infinite, parallel- 
sided, perfectly periodic crystal. The influence of some of the neglected features 
on the final results of the analysis will be given in §3.3, though it should be men­
tioned here tha t no change in the structure of what follows will be necessary for 
those discussions. The 3-dimensional scattering potential seen by the incident 
electrons will therefore be taken as [see (2.1.2) and (2.2.8)]
U(r) = —jrf-v {r) = Y j ^ ex p (ig .r ) . (3.1.1)
g
Here the g are reciprocal lattice vectors and the structure factors Us  are complex 
quantities constructed by the coherent addition of the  form factor u K(g) of each
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atom k at position r K in the unit cell:
Ue = ^ 2 u“( s ) e x p ( - i g . r ls) = \Ug\exp(i<fig). (3.1.2)
K
These uK(g) are scaled from the quantities v«(g) of §2.1 as is U(r) from the crys­
tal potential V’(r), and may include a Debye-Waller factor. They are therefore 
real quantities (since absorption is ignored), so the phase <j>g of each structure 
factor t/g arises entirely from the geometrical phase difference between different 
atoms in the unit cell, though of course each contribution is weighted by the 
appropriate atomic form factor. If, as is usually the case for X-rays, the extinc­
tion distance for Bragg scattering is much greater than the specimen thickness, 
only single scattering is likely, so the amplitude A g scattered from the incident 
direction by g  is just proportional to Ug . Then the single scattering or kinematic 
intensity observed in experiment is
Ig =  |A g \2 oc |t/g |2. (3.1.3)
In solving a crystal structure the aim is to  reconstruct the potential U to de­
termine the nature (uK) and position ( r K) of each atom  in the unit cell. Under 
single scattering conditions, though, (3.1.3) indicates th a t observed intensities 
yield only structure factor amplitudes \US \ and all reference to the phase (f>g is 
lost. This is the phase problem of crystallography; it is a problem because it 
hinders the reconstruction of U(r), and arises because of the weak scattering of 
X-rays by a typical crystalline specimen. As an aside, it should be mentioned 
tha t the measurement of any structure factor phases would be useful. In the 
so-called direct methods of crystallography (see eg Woolfson 1971) the phase 
problem is tackled by permuting various phase relationships, each with a given
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probability distribution, until the most probable combination is found. It is 
therefore likely that if some of the phases or phase relationships could be input 
into the direct method programs, some of the levels of perm utation would be 
unnecessary, and a self-consistent set of phases would be found more quickly. 
Even very approximate phases (to within the correct quadrant) should be of 
some use in this respect.
3.1.2 Phase invariants and tliree-beam  diffraction
It is clear from the expressions (3.1.1) and (3.1.2) for the elastic scattering 
potential U(r)  that a shift of the real space origin A r  will cause a  change in the 
value of a single structure factor phase:
^5 — > 4s ~  S-A r - (3-1-4)
It is therefore not surprising th a t all reference to (f>s  is lost in kinematic or two- 
beam diffraction, since no measurable quantity in a periodic system can depend 
on the choice of origin. Of course, if the probe size were smaller than the size 
of the unit cell, the specimen would not be periodic with respect to the incident 
beam, so phase differences across the unit cell should be detectable. Such probe 
sizes have now been achieved, and their use in phase determination is being 
investigated (eg Rodenburg 1989), but they axe not available in conventional 
microscopes. Hence in the regime we shall consider, in which the probe covers 
many unit cells, absolute structure factor phase is a meaningless quantity. In 
order to glean any phase information at all from a diffraction pattern, com­
binations of phases must be considered which are origin independent. These 
combinations are referred to  as “phase invariants” .
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This requirement that combinations of beams m ust be considered for phase 
information to be preserved is more-or-less equivalent to requiring there to be 
beating between two coherent waves in the formation of a hologram. In the case 
of interest here, it turns out tha t the necessary “beating” is achieved by picking 
a geometry in which electrons axe diffracted into the same final orientation by 
more than one set of Bragg reflections. The simplest geometry which produces 
this situation is the three-beam geometry (Lipscomb 1949), sketched in figure
3.1.1. t The essence of the geometry is tha t there axe two sets of intersecting 
tramlines, associated with the Bragg reflections g and h. As in the two-beam 
geometry of §2.4, electrons with an incident wavevector terminating on or close 
to the g (h) “deficiency” tramline will be diffracted by g  (h), [and back again if
(h) is sufficiently strong].
However, at orientations of the incident wavevector on or close to A in figure
3.1.1, electrons may be diffracted both by g and h. Since reciprocal lattice 
vectors form a closed set, (g — h) is also a possible reflection, so some of the 
electrons diffracted by h  from A to B will be further diffracted by (g — h) from 
B to C. The flux arriving at C will therefore have come in part from direct 
diffraction by g, and part from double diffraction by g  and then (g — h). If 
the structure factors are sufficiently strong, there will also be contributions to 
the amplitude A g  from more complicated routes around the triangle ABC.
t In electron diffraction, a somewhat artificial distinction is made between elastic 
and absorptive potentials, so there are combinations of elastic and absorptive 
structure factor phases which are origin independent, in what appears to be a 
two-beam geometry (Taft0 1983, 1987; Bird and W right 1989).
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F igu re  3 .1 .1 .  P o r t io n  o f  r e c i pr oca l  sp a ce  w h er e  t h r e e  s e t s  o f  t r a m l i n e s  in t e r ­
s ec t .  An  in c i d e n t  p r o b e  m a y  be p laced  a n y w h e r e  on  th i s  “K i k u c h i ” p a t t ern  
( s ee  §2 .4 ) .  For e x a m p l e ,  i f  A is i l l u m i n a t e d  by  i n c i d e n t  e l e c t r o n s ,  b o t h  the  
g  and l l  r e f l e c t i ons  are e x c i t e d ,  and  t h r e e - b e a m  e f f ec t s  wi l l  be  o b se r v e d  at  
B and  C.  If D is in th e  in c i d e n t  b e a m ,  o n ly  t w o  b e a m  in t e r a c t i o n s  b e t w e e n  
D and  E wi l l  o cc u r .
Such routes will be neglected in the formation of our prescription, but will 
be considered again in §3.3. As all the incident electrons have come from or 
close to A, all this Bragg scattering is considered coherent, so the amplitudes 
arriving at C from the two different routes will add in am plitude, giving rise to 
beating between their phases. It will be seen later th a t if the combination of 
routes from A to C close the triangle ABC, then the intensity observed at C 
will contain phase information. This is a  general result; whenever two sets of 
tramlines intersect, these three-beam  interactions will occur.
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To see the form which the three-beam phase invariant, or “phase triplet” will 
take, it is instructive to take an informal look at the weak scattering limit, in 
which diffracted amplitudes are proportional to  structure factors. As has just 
been stated, the amplitude ag diffracted by g  in figure 3.1.1 will interfere at C 
with the two-step amplitude «hGg-h- Hence the to tal amplitude scattered by g 
will be of the form
A s  <x Ue +  a tfhP g-h  + ■■■ = UB ( l  + )  +  '•  • (3.1.5)
with a  some algebraic factor. This expression represents the first two terms in 
a Born expansion of the amplitude (eg Cowley 1981) diffracted from A to C in 
figure 3.1.1. The observed intensity (at C) is given by the modulus squared of 
the amplitude:
7g <x \US \2 ( l  +  2SR a Uhy e- h- + • • • ) .  (3.1.6)
This crude analysis shows that the first correction term  to  the basic kinematic 
result (3.1.3) contains a combination of the three basic structure factors of in­
terest. From the definition (3.1.2) of structure factor phase, it is seen that the 
overall phase of this first correction term  is
0 =  <t>h +  ^g -h  — <t>s - (3.1.7)
This combination of phases is not affected by a shift of the real-space origin, 
and is therefore a phase invariant, which will produce an anomaly of some sort 
in the observed intensity around the area C in figure 3.1.1. The aim of this 
chapter is to develop a technique which facilitates the measurement of phase
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triplets 6 directly from an electron micrograph. It is found tha t the method 
allows measurement of triplets to an accuracy of better than  ±15°.
It should be mentioned immediately that the  notion of determining phase triplets 
from a three-beam geometry is not new. The first attem pt to do so (using X-rays) 
was by Lipscomb (1949). Since X-rays are scattered so weakly by crystals, the 
intensity anomaly caused by a phase triplet tends to  be very small, so there have 
been considerable experimental difficulties encountered, even in the observation 
of these phase effects (eg Shen and Collela 1986). In addition, theoretical analysis 
(eg Juretschke 1982, 1984, 1986; Thorkildsen 1987) has been complicated by 
consideration of X-ray polarisation and the finite size of the specimen. The first 
of these makes the governing equation vectorial rather than scalar. The second 
complicates the boundary conditions as not all diffracted X-rays exit from the 
“bottom ” of the sample.
Kambe (1957) pointed out th a t since electrons are scattered much more strongly 
by a crystal than are X-rays, three-beam intensity anomalies should be more 
readily detectable in THEED patterns. He showed th a t for a centrosymmetric 
crystal the determination of phase triplets is rather simple, and also suggested 
ways to recognise (if not measure) values of 9 in noncentrosymmetric crystals. 
On the basis of this, several determinations have been made of centrosymmetric 
phase triplets using both X-rays and electrons (eg Hart and Lang 1961, Marthin- 
sen and H0ier 1986, Post and Ladell 1987).
In a centrosymmetric crystal, w ith the unit cell origin as the centre of symmetry, 
there is an atom of the same species at both + r K and —r K. Thus, if there are
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2N  atoms in the unit cell, the gth structure factor may be w ritten [see (3.1.2)]
N  N
K(g) [exp(—zg.r*) +  exp(ig.r«)] =  2uK(g) cos(g.rK). (3.1.8)
K=1 K=1
Since absorption is for the moment being ignored, this is a real quantity. Each 
structure phase <^>g , and each phase triplet 0, must therefore be either 0 or x in 
a centrosymmetric crystal. There are consequently only two types of intensity 
anomaly, which we shall see later are particularly easy to distinguish, in a weak- 
beam limit.
An extension of the m ethod to  the determination of general values of 0 requires 
rather more analysis. Unfortunately, there seems to have been a tendency to 
assume (both for electrons and X-rays) that since the production of three-beam 
anomalies requires more than  single scattering, the analysis must basically be 
dynamical. Thus at least two of the three beams are usually treated “exactly” , 
and only the third as a perturbation (see eg Kambe 1957, Juretschke 1982, 
H0ier and M arthinsen 1983, M arthinsen and H0ier 1986, 1988, Shen 1986). Al­
though it is quite natural (and usually necessary) to treat electron diffraction 
using dynamical theory, it is slightly surprising tha t only Thorkildsen (1987) 
seems to have given an entirely perturbative analysis of the three-beam  diffrac­
tion of X-rays. Although Thorkildsen presents a forward-going theory which 
produces almost identical anomalies to  those described below, the ex tra  com­
plications incurred by his treating X-rays means tha t inversion is not possible. 
As a consequence, none of the intensity expressions produced by these methods 
are invertible, in that a simple explicit expression for general 6 in terms of sim­
ple measurable quantities cannot be produced.. The best methods available all
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require the knowledge of other parameters, especially the structure factor am­
plitudes of the reflections involved (Shen and Collela 1986, 1988), and usually at 
least one fitting procedure (Marthinsen and H0ier 1988, Zuo Spence and H0ier 
1989).
The different approach given here derives from the simple result (3.1.6) that 
a second order Born expansion of the diffracted amplitude leads to  a  phase- 
preserving intensity. It is found that an expansion truncated at the second 
amplitude term  is invertible, leading to a simple prescription for phase triplet 
measurement in both noncentrosymmetric and centrosymmetric crystals. Since 
zone-axis electron diffraction will rarely be well described by a second order 
Born expansion, it will be necessary to choose the experimental geometry rather 
carefully in order th a t the m ethod be applicable. The next section begins with an 
introduction to  such a geometry, which is then analysed to produce the promised 
prescription.
3.2 A  P E R T U R B A T IV E  A N A L Y S IS  O F  3 -B E A M  D IF F R A C T IO N
3.2.1 T h e  e x p e r im e n ta l g e o m e try
The approximate diffracted amplitude Ag constructed in (3.1.5) by the addition 
of a single (g) and a double (h , g — h) diffraction route represents the first two 
terms in a Bom series expansion of the true Ag in three-beam diffraction. As 
has been said, this would not normally be considered a good approximation in 
zone axis THEED which (close to the axis at least) is generally far too strong 
for U to be treated as a perturbation of —V ^ , and involves too many strongly 
coupled beams to justify the inclusion of only three of them.
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One of the ways to avoid these objections to a perturbative analysis is to use 
an experimental geometry which provides weaker diffraction than  at zone axes, 
and with fewer beams involved. Weak diffraction may be achieved by working 
at large diffracting angles, since the potentials C/g fall off rapidly with g; from 
§2.1, the constituent w*(g) ~  exp(—M Kg2)/g2 (M K is the Debye-Waller figure) at 
large g. The local regions chosen for analysis will therefore be situated well away 
from a  strong zone axis. Although a conventional CBED technique could easily 
be used off-axis to excite the region around a three-beam point, the particular 
experimental technique used here is one developed in Bristol by Roger Vincent 
(Vincent and Bird 1986) which, as we shall see, provides many  weakly diffracting 
three-beam situations for analysis, some of which can be made genuinely three- 
beam (and not four or more) by adjustment of the microscope voltage.
A “Vincent pattern” is a large convergence-angle convergent beam electron 
diffraction pattern  taken parallel (usually) to a crystallographic axis. The con­
vergence semi-angle of the incident probe is adjusted to be equal to (or slightly 
less than, in practice) the angular radius fii of the first order Laue zone (FOLZ). 
Since the illumination is parallel to a zone axis, the reciprocal lattice may be 
thought of as split into layers. It turns out that a Vincent pattern, though it 
contains multiple overlapping discs in the zeroth layer, separates the diffraction 
associated with different layers n into annuli bounded by the higher order Laue 
zone (HOLZ) angles fin and /in+i* The deficit and excess lines of normal CBED 
patterns become chords of the FOLZ and HOLZ circles respectively. Vincent 
and Bird (1986) showed that the interaction between these deficit and excess 
lines is well approximated by kinematic theory, so our description of diffraction
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in terms of the tramlines of §2.4 is appropriate out in these regions.
Figure 3.2.1 shows a 200kV Vincent pattern  taken from the [653] axis of InP, 
and a simulation of the pattern  produced by assuming all lines to be in their 
kinematic positions (Preston 1987).
This particular pattern was taken with a convergence semi-angle of approx­
imately 60% of the FOLZ radius, though the simulation has a  rather larger 
probe so as to simulate those portions of tramlines excited by the strong dif­
fuse regions surrounding the elastic circular region. Note tha t the length of the 
upper-layer excess lines excited elastically is determined by the length of the 
deficit line chord in the zero-layer, incident probe region, and tha t along most 
of the excited length the intensity is approximately constant. The deficit lines 
are not visible in the experimental pattern due to overexposure of the negative. 
The width of the simulated excess lines is intended to give some indication of 
the strength of the two-beam interaction associated with each set of tramlines. 
The other lines shown in the simulations are zero-layer tramlines, which have 
no elastic excitation outside the incident probe, but are seen as Kikuchi bands 
in the diffuse background surrounding the probe.
The regions of the pattern  of interest here are those regions where an excess 
elastic line crosses such a diffuse Kikuchi line. At these points there is a notice­
able anomaly in the two-beam intensity along the excess line; if there are only 
three independent beams involved, it will be shown tha t the shape of these in­
tensity anomalies is governed by the  value of the relevant phase triplet 6 for the 
particular triangle of vectors considered. It is these anomalies, associated with 
rather weak diffraction routes which we shall analyse by perturbation theory.
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F ig u re  3 .2 .1 .  ( a )  2 0 0 k V  V i n c e n t  p a t t e r n  f rom InP[653] ( c o u r t e s y  A G
W r i g h t ) ,  (b )  K i n e m a t i c  s i m u l a t i o n  o f  th i s  p a t t e r n .  T h e  l ine s  ru n n in g  across  
the  w h o l e  p a t t er n  are ze ro - la yer  K i k u c h i  l ine s .  T h e  res t  are H O L Z  def i ci t  
and  e x c e s s  l ines .  E ach  o f  t h e  l a t t e r  is  g ive n  a w i d t h  r e p r e s e n t a t i v e  o f  i ts  
k i n e m a t i c  d i f fract ion s t r e n g t h .
Note from figure 3.1.1 tha t A is inside the  inner, circular region, and B and C 
lie at the intersection of two different HOLZ excess lines across a given Kikuchi 
band. Note also that by choosing g  — h  to  be a zero-layer Kikuchi band, there 
is no primary excitation between B and C in figure 3.1.1, so the only three-beam 
effect observed at C will be that caused by primary excitation at A. If g  — h  
were not chosen in this way, then three-beam effects originating from B would 
also be seen a t C.
The real advantage of using Vincent patterns is that there are so many three- 
beam anomalies excited in a single pattern; indeed the reason for choosing a 
relatively high-index axis such as [653] is to  avoid there being so many excess 
lines th a t a “clean” (in tha t three, and only three, beams are involved) inter­
section with a zero-layer Kikuchi band cannot be found. To an extent this can 
be made easier both by adjusting the microscope voltage and by tilting up the 
Kikuchi band of interest. The first of these measures will alter the electron 
wavenumber k , and so move the upper layers relative to the zero layer. The sec­
ond measure will reduce the number of extraneous lines in the region of interest. 
Of course, if these measures are used solely to produce one clean three-beam 
intersection, there is no longer any particular advantage over the use of off-axis 
conventional CBED patterns, except tha t these may prove harder to index.
Since the three-beam  geometry contains only three vectors, it must clearly be 
planar. Furtherm ore, the plane of these vectors is approximately perpendicu­
lar to  the incident beam direction. (Even a “large convergence-angle” CBED 
pattern  has electrons scattered by just two or three degrees at most, so even 
though g and h are in fact FOLZ vectors, there is little error in describing them
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as ZOLZ vectors of some other nearby, high-index axis.) Thus we simplify the 
analysis by using a 2-dimensional scattering potential U(R.) akin to the zero- 
layer projected potential of §2.2 and work in a symmetric Laue geometry, in 
which R  is assumed exactly parallel to the crystal surfaces and perpendicular to 
the zone axis direction z. Kastner (1987) has reported th a t the effect of working 
in a general, nonsymmetric Laue geometry is usually rather small. One simple 
correction which can be made for a nonsymmetric Laue geometry is if the crys­
tal is parallel-sided but tilted slightly. Then the effective depth of the specimen 
seen by the fast electrons will be increased.
Our starting equation will therefore be the separable THEED equation (2.2.22) 
with a real potential:
[ - V |.  +  U(R )] V> =  2 ( 3 . 2 . 1 )
with boundary conditions at the depths z =  0 and z = t.
3.2 .2  F u ll m an y -b e am  an a ly sis
It would appear that since only three independent beams are involved, the most 
sensible method for the solution of (3.2.1) would be to use the many-beam equa­
tions (2.3.6). These would produce a cubic expression in the eigenvalues s ^ ;  
cubic equations are exactly soluble, and the many-beam equations implicitly 
include all terms in any perturbation series, so it would seem strange not to use 
them  directly to solve the problem. In practice this is not possible, since the 
cubic polynomial is messy to solve, and leads to an intensity expression which, 
though correct, is prohibitively difficult to invert. However, the many-beam 
equations can be of considerable use in the analysis of the higher order terms
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which will inevitably be ignored in the perturbative analysis which will follow. 
In particular, the value of phase triplet predicted by approximate intensity ex­
pressions to any order may be compared with tha t from “idealised experimental 
data” provided by the many-beam equations, to deduce the systematic error 
incurred in truncating the series. It is convenient to  introduce the many-beam 
representation at this stage since it illustrates rather nicely how the problem 
may be parameterised using just six dimensionless terms.
W ith the potential U(R.) for the moment real, the herm itian version of the 
many-beam equations (2.3.6) is appropriate. Before expanding these equations 
to  produce the actual 3 x 3  secular equation which must be solved, there are 
considerable simplifications which can be made; for these we refer to the planar 
three-beam geometry sketched in figure 3.2.2.
As in the two-beam case of §2.4, the reciprocal space origin O is not nearly so 
convenient to use as is an origin at the exact Bragg condition orientation. We 
therefore define
K  =  K 0 +  SK  (3.2.2)
where Ko is the incident orientation of the exact three-beam  point (a t A in 
figure 3.2.2). Note now that &K also describes the deviation from the point 
of observation of three-beam effects, at either B or C in the figure. A certain 
amount of duplicity will therefore ensue, in describing A, B and C as “three- 
beam ” points, since the deviation from each may be described using the same 
coordinate; in tru th  A is the only genuine three-beam point, as it the only one 
inside the incident probe. W ith the incident orientation K  w ritten this way, the
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F igu re  3 . 2 .2 .  T h e  g e o m e t r y  o f  a V i n c e n t  p a t t e r n  t h r e e - b e a m  p o in t .  D a s h e d  
l ines  in d i c a t e  in c i d e n t  o r i e n t a t i o n s ,  ful l  l ine s  r ep r es en t  e x c e s s  d i f f rac ted  l ines ,  
and d o t - d a s h e d  l ines  r ep re se n t  z ero - layer  K i k u c h i  l ines .  O  is th e  rec iproca l  
sp a c e  or ig in .
diagonal terms in the many-beam equations become
(K  +  G ')2 =  [(K0 +  G ')  +  5K]2 =  (K 0 +  G ')2 +  2 (K 0 +  G').<5K +
(3.2.3)
where G ' is 0, G  or H . Now, from the definition of tramlines in §2.4, or by 
inspection of figure 3.2.2, it is seen tha t O A =O B=O C , so (Ko +  G ')2 =  K 02 
for all three G '. Thus the only variable term  down the diagonal of the many- 
beam  m atrix is 2G'.<!)K. All the other terms are constant, and are therefore 
irrelevant to the structure of the solution, as they can be absorbed into the 
overall z-dependent phase exp(—i s ^ z / 2 k ) ,  as was the refractive potential Uq
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in the derivation of the many-beam equations.
The diagonal terms axe now in a  form very similar to th a t of the two-beam 
deviation param eter W  =  G.<5K. In this three-beam case, it is convenient to 
express the deviation of the incident electron wavevector from the exact three- 
beam point, using the parameters
X =  H .* K ^  y =  G . 6 K ±  (3.2.4)
which are essentially the same as W ,  but with the slight difference that they 
are made dimensionless quantities by multiplication of the t / 2 k  factor. Here t 
is the crystal thickness and k the wavenumber of the incident electrons. As an 
aid to  interpretation, note that the line y = 0 defines the two-beam tramline 
for diffraction by G , and that along this fine, -fx points into the Kikuchi band 
G - H .
Having rendered the deviation param eters dimensionless, it is natural to do the 
same to the potentials Uq . Thus we define
o I^Q'I* ** / o o r N
=  ~ W  =  ^ 7  (3-2'5)
where G ' now takes the values G , H  and G  — H , and £ is the two-beam extinc­
tion distance of §2.4. These “diffraction strengths” (3 tu rn  out to be the most 
natural perturbation expansion parameters, so it is these which should be kept as 
small as possible for our approach to be valid. As we shall see, /? =  1 will repre­
sent the “turnover” value, above which a Bom expansion is inappropriate. [This 
clearly implies, not surprisingly, that another way to achieve weak diffraction is 
to  reduce t or increase fc, neither of which is particularly easy experimentally.]
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Expansion of the many-beam equations (2.3.5) using these dimensionless pa­
rameters x, y and P yields the secular equation for three-beam  diffraction
- s  Pg  exp(-i<j>G) y#Hexp(—z>H)
p G exp(i<j>G) 2 y - s  Pg - h  exp(«<£G_H)
Pn  exp(z^H) ^G -H ex p (-z^G -H ) 2x -  s
where the s is not the same as in (2.3.6) because of the absorption of extra 
terms into the leading diagonal. Expansion of this cubic equation in s would 
show th a t three-beam diffraction is described entirely, and generally, by the six 
param eters x, y, the three p  and the phase triplet
0 =  <^ H +  ^ G - H —^G- (3.2.7)
However, the intensity expression produced by such an expansion of the many- 
beam equations cannot be inverted to give an explicit expression for 6 in terms 
of some or all of the other five parameters.
Since each component of the determinant (3.2.6) has been scaled by the factor 
t /2k ,  and since the normalisation of the Bloch wave coefficients C  is not affected 
by this scaling, the resulting many-beam diffracted am plitude will be given by 
(see 2.3.10)
3
AG (x ,y )  = ^ ^ ‘ ( x ^ J C ^ C x jy J e x p l - i s ^ C x jy ) } ,  (3.2.8)
j =l
and may simply be scaled for another thickness t' (say) by multiplication of 
the term  in braces by t' j t .  Figure 3.2.3 shows a typical three-beam  intensity 
anomaly computed from the many-beam equations. This “exact” anomaly will 
later be compared with a perturbation approximation to it.
Note th a t in the plots of intensity as a function of orientation, x and y will be 
drawn as if they are orthogonal. This is in fact never the  case in the geometry
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=  0, (3.2.6)
F ig u r e  3 .2 .3 .  A ty p i c a l  V i n c e n t  p a t t e r n  th r e e - b e a m  i n t e n s i t y  a n o m a l y  c o m ­
p u t e d  f rom the  m a n y - b e a m  e q u a t i o n s .  T h e  i n p u t  p a r a m e t e r s  are =
0.4, flu =  0.6, / ? G - H  =  0.8 and 9 =  140°. X — 0, y — 0 is the  e x a c t  
t h r e e - b e a m  p o i n t ,  and  y =  0 de f ines  the  ex ce s s  l ine for d i f f rac t ion  by G.
we consider, bu t since the diffraction has been completely parameterised, and 
is therefore described in its most general terms, it is convenient to keep the 
interaxial angle constant. In practice a better simulation to experiment can 
easily be achieved by a simple shear of the axes. The fact tha t the plots are 
general means th a t, for example, the width of the basic excess line y =  0 appears 
to be independent of the strength  of the G  reflection. It is, of course, a relatively 
straightforward procedure to  convert the param eterised results back into the 
original variables and coordinates, if required.
3.2.3 D ev e lo p m en t o f th e  p e r tu rb a tio n  exp ressions
We now go on to derive a Born series expansion for three-beam  diffraction, based
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on the Howie-Whelan equations of §2.3.2. As was mentioned there, the particular 
form of expansion used is entirely analogous to tha t used in the time-dependent 
perturbation theory of low-energy quantum  mechanics (eg Schiff 1968), where 
the unperturbed Hamiltonian is here taken to be the kinetic energy term H 0 =  
— wi t h eigenstate
xj>Q =  exp(iK .R )exp(—i K 2z/2k)  (3.2.9)
and the perturbation is the (elastic) potential U{R ), causing changes in the 
transverse wavevectors K  —* K  +  G. Note that the perturbation is not itself 
depth-dependent, so what we shall derive is the depth evolution of the electron 
wavefunction as is passes through, and is scattered by, the crystal. As promised, 
the starting point for the analysis is the Howie-Whelan equations (2.3.14):
d(i 1
=  2ik aG'(z )UG-G' exp(tAGG'-z/2fc), (3.2.10)
z  1 G '
where
A g g < =  {(K  +  G) 2 - ( K  +  G ')2} . (3.2.11)
The sum in this three-beam case is over the vectors 0, G  and H , with the 
condition G ^ G ; imposed so tha t the refractive contribution Uq is ignored. 
The same parameterisation will presently be introduced here as was used in the 
many-beam representation, which will again simplify the equations considerably.
In keeping with time-dependent perturbation theory, the contributions to  oq 
(say) are now separated into different “orders” . In this case the order of a
contribution refers to the num ber of individual Bragg reflections which combine
to produce net reflection by G . Thus the zeroth order terms represent the initial
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or boundary conditions, the first order term s kinematic (ie single scattering) 
diffraction and so on. The separation is achieved by writing U —> XU and 
expressing
oo
aG =  Y l ^ ‘ aa -  (3.2.12)
8 = 0
This is assumed an analytic function of A for 0 <  A <  1. The series (3.2.12) 
is substituted in (3.2.10), the coefficients of corresponding powers of A equated, 
and finally A is set equal to  1. The substitution yields
da (o)G
dz
=  0 (3.2.13)
and
^ (s+ l)  *
— % —  =  2 f l  ^  UG-G'  exp(iA qq/ z /2k) .  (3.2.14)
G'
The “initial” condition in this “time”-dependent problem is just the amplitude 
of the wavefunction ip at the entrance surface of the crystal. In the symmetric 
Laue geometry, with the incident beam taken to be the plane wave ipQ of (3.2.9), 
this will give
a g )(z =  0) =  6a ,o (3.2.15)
where 6 is the Kronecker delta. Substitution of (3.2.15) into (3.2.14) leads to
an integral for in terms of a ^ .  Once is known, it may form the basis
(2)for a similar integral for the second order amplitude aG , and in general the 
(s +  l) th  term  may be found by integration from the s th  term. The approximate 
amplitude to any order n may then be found by truncating the series a = 
a +  • • * at the a ^  term. Such a  truncation will produce an amplitude 
correct to order n  in the diffraction strengths /?, and since from (3.2.15) only the
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straight-through beam has a zeroth order component, will lead to an intensity 
expression for (G  ^  0) correct to order n -f 1 (see §3.3.1).
Now, for the three-beam expansion of the Howie-Whelan equations, the same 
parameters may be used as were introduced for the many-beam representation, 
namely x,  y, /?, 0. However, because the production of the (s-f- l ) th  term  involves 
an integral over z  of the (s)th  term, and the parameterisation involves only the 
total thickness t, these parameters are easiest to  introduce at the last step of 
the calculation.
Attention will now be limited to net diffraction by G  rather than H; tha t is 
from A to C in figure 3.2.2. This choice is completely arbitrary. We begin by 
noting that with the origin shifted by Kq, A q g ' =  2(G  — G ').£K  [see (3.2.3)].t 
Using the initial condition (3.2.15) to remove the G ' summation for the s =  0 
term  in (3.2.14) leads to the integral for the first order amplitude diffracted by 
G
aG)(^) =  2Jk j  dz  exP (*2G '^K 5jfc) * (3.2.16)
W hen integrated, all the terms may be written in their parameterised form. It 
is convenient to define the function f ( X ) =  sin (X )/X , which frequently occurs 
in the resulting amplitudes. This occurrence is not surprising since f ( X )  is the 
basic slit-diffraction response function familiar in kinematic diffraction theory
t W ith this simplification, the Howie-Whelan equations (3.2.10) may be derived 
using the better approximation S K  <C k rather than K  <C k used in the small 
angle scattering approximation of Chapter 2, provided k is replaced by kz =
V & - K S .
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(eg Cowley 1981). The integrated first order amplitude is
=  -* 0 a e x p ( t^ G)exp(ty )/(y ). (3.2.17)
A similar process may be used to find the higher order amplitudes. The second 
order amplitude a ^ ( t )  arises from integration of the two first order terms a ^ \ z )  
and «h^(2)* The of these is zero, and the second identical in form to 
Oq^(^). It is therefore a straightforward process to derive a ^ ( t ) ,  which after 
parameterisation is
“ g W  =  - H- G~ H eXp^ H +  ^G- H )  { e x p ( i y ) f ( y )  -  e x p  i ( y  -  x ) f ( y  -  a;)} .
(3.2.18)
As expected, these expressions contain the dependence on the Ug  suggested in 
§3.1.2, plus a geometrical factor akin to the dynamical shape factor of Moodie 
(1972). Hence the resulting intensity expression found from these two amplitudes 
will introduce the desired phase triplet 0. We therefore choose to truncate the 
amplitude series at the second term so tha t the resulting (third order) intensity 
expression will be the simplest possible to invert. The implications for the 
practical application of the m ethod of ignoring all higher order terms is examined 
in §3.3.1. Combining the amplitudes (3.2.17) and (3.2.18) gives an approximate 
to tal amplitude
P u P g - H  exp(;0) f  f ( y - x )
Pg  ' 2x
(3.2.19)
The approximate intensity m ay then be calculated from the modulus squared 
of this amplitude. To third order in the param eters ft (the fourth order term
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|a*2) |2 is dropped) the intensity is found to be
I a ( x , y )  =  P h f i v )  +  A 3 /?H j9G -H /(* )/(y ) /(y -z )s in  
-  P g P u P g - h ^ - ^ -  c o sx ^ cos0-
(3.2.20)
Due to the param eterisation pursued throughout, this is a  general expression, 
applicable to all three-beam  diffraction. The same expression may be converted 
to describe the three-beam  anomaly to diffraction by H  (observable at B in 
figure 3.2.2), by interchanging all references to G  and H , including the x and y 
coordinates.
Figure 3.2.4 shows generic plots of the three geometrical factors involved in 
(3.2.20). The first is the kinematic approxim ation to the excess line profile, 
centred along the line y =  0.
-5 ^ -5
F ig u r e  3 .2 .4 .  T h e  th ree  t e r m s  ( k i n e m a t i c ,  sill 6  and  COS 6  r e s p e c t iv e l y )  of  
t h e  a p p r o x i m a t e  in t e n s i t y  e x p r e s s i o n  (3 . 2 . 2 0 ) .
The two phase-dependent term s are seen to produce an intensity anomaly to this 
excess line around the exact three-beam  point x =  0, y =  0. The shape of this 
anomaly will be shown to be a unique function of the desired phase triplet 0. As 
a specific example, note th a t for a centrosymm etric crystal, in which 0 is either 0 
or 7r, the (sin#) term  vanishes, and the sign of the  (cos6) term  will be different
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for 6 =  0 and 6 =  7r; the two cases are therefore easily distinguishable. This 
is consistent with the strong diffraction observations of Kam be (1957). Figure 
3.2.5 is the approximation to the “exact” anomaly of figure 3.2.3, for the same 
diffraction strengths /? and phase triplet 6.
F ig u r e  3 .2 .5 .  A p p r o x i m a t e  in t e n s i t y  a n o m a l y  for th e  s a m e  d i f f rac t ion  p a ­
r a m e t e r s  as f igure 3 .2 .3 .  N o t e  t h a t  the  zero l e ve l  is s o m e  w a y  up  th e  v er t i c a l  
ax i s ,  d u e  to the  a p p r o x i m a t i o n  p r o d u c in g  n e g a t i v e  i n t e n s i t i e s .
In general the exact and approximate intensity anomalies are found to be very 
similar up to ~  1. This point will be returned to in §3.3.1.
3.2.4 A sim ple p re sc rip tio n  for phase m easu rem en t
The task now is to invert (3.2.20) to express 6 in term s of simple measurable 
quantities. Since (3.2.20) contains so few param eters, it is clear th a t these 
m easurable quantities can only be intensity, diffraction strength , or values of the
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orientation coordinates x  and y. Of these, by far the most preferable to use in a 
measurement prescription are the orientations x and y, since they are manifested 
as displacements in a CBED pattern, and as such can easily be related to other 
known displacements in a pattern, such as the distance between an excess and 
deficiency line. Of the others, absolute intensities are unreliable due to the 
effects of absorption, and even relative intensities suffer from problems due to the 
nonlinear nature of photographic processes. [All the patterns taken in this thesis 
have been recorded on film.] Finally, it would be preferable not to  have to know 
structure-factor amplitudes before being able to measure structure-factor phases, 
so the (3 are not ideal as measurable quantities in a 9 prescription. As mentioned 
in the introduction to this chapter, all of the other techniques for phase invariant 
measurement published so far do require the structure amplitudes to be included 
in the analysis, usually as fitting parameters.
One of the more striking features of the approximate anomalies in figures 3.2.4 
and 3.2.5 is that all the strong maxima and minima lie along the ridge of the 
excess line, y =  0. If the diffraction strengths involved become large (J3 1),
this is no longer true, and the crossing Kikuchi and excess lines tend to “hy­
bridise” into two hyperbolically asymptotic lines (eg Kambe 1957, Marthinsen 
and H0ier 1986). In Vincent patterns, however, the principal features do appear 
to lie along the excess tramline ridge, y =  0. Setting y =  0 in (3.2.20), the phase 
dependent terms become
A I g ( x , 0 )  = P g P h P g - h  —  cos 6 +  f 2(x)  s in#^  . (3.2.21)
Figure 3.2.6 shows a series of plots of the term in braces in this ridge intensity 
anomaly for various values of 6.
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F ig u r e  3 .2 .6 .  E x c e s s  l ine  ( y  =  0) in t e n s i t y  a n o m a l i e s  a b o u t  t h e  e x a c t  three -  
b e a m  p o i n t  X  =  0, as a fun c t ion  o f  p h a s e  t r ip l e t  0. X  p o s i t i v e  g o e s  in to  th e  
K i k u c h i  b a n d .
As promised, the shape of each anomaly is uniquely determ ined by 0, so it should 
be possible to produce a one-to-one correspondence between some measurement 
of this shape and a value of 6. One possibility would be to look at the relative fall- 
off of the anomaly intensity either side of the three-beam  point, bu t this would 
of course require the measurement of relative intensities. The most striking 
feature of the ridge anomalies in figure 3.2.6 is th a t the positions of the principal
75
maximum and minimum are both monotonically increasing functions (mod 2ir) 
of #, suggesting that the positions of these extrema might lead to a “distance- 
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— (cos 2x — 1) +  sin 2x 
x
(3.2.22)
which is of course zero at maxima and minima. The trivial solution is for 
x —► ±oo; th a t is, the intensity profile well away from the three-beam point 
returns to th a t of a normal excess line. The right hand side of (3.2.22) is also 
zero when
sin2x , .  ____o~. i  |-2.s(^V,
----------s- — COS ZXe — 1
tan #  =  ■ . , Xe-----------  :-------  (3.2.23)
•—(cos 2xe — 1)4~ sin 2 xeXe ' '
where x e denotes an extremum value of x. Expansion of the double angle terms 
in this expression yields
ta n #  =  — co tx e =  tan ^x e — —^  , (3.2.24)
or, since the tangent function has period 7r,
# =  x e +  ^  7T (3.2.25)
(n  is an integer). This is a remarkably simple result, which is completely ob­
scured in the full many-beam analysis. W hat it implies is tha t of all the six 
param eters involved in three-beam diffraction, a simple approximate linear re­
lationship exists between the desired phase triplet and the single orientation 
param eter x. As a bonus, tha t param eter describes distances in an electron mi­
crograph. Thus a  value of # can in principle be measured without the knowledge
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of the structure factor amplitudes, crystal thickness or microscope voltage, and 
without the measurement of intensities. If attention is lim ited to the principal 
extrema, closest to the exact three-beam point, then it is found (see figure 3.2.6) 
that n = 0 for the minimum x mtn and n =  1 for the maximum x max. Thus the 
actual prescription for phase measurement is
0 =  Zmin X™ax +  (3.2.26)
That is, we need only find the position of either the maximum or minimum in
a three-beam anomaly relative to the exact three-beam point (the centre of the 
Kikuchi line in our case) to determine the value of a phase triplet. In addition, of 
course, we need to define a distance scale in the micrograph (x is a dimensionless 
coordinate). If the position of both the maximum and minimum is detectable, 
then this is done simply by observing that from (3.2.26)
\^max =  ^  • (3.2.27)
Defining the actual distance between the maximum and minimum as Ax, the 
measured value of B in radians will then be given as
+  i ) ' - ( i f f  " I ) "  (3-2.28)
where x m a I , x m jn  and A x  are now all in micrograph units. Note again from
figure 3.2.6 that the determination of phase triplets in centrosymmetric crystals 
is very easy in the weak-beam case, since the anomaly is bright either on the 
inside (B = 7r) or outside (B =  0) of the Kikuchi band.
In practice, figure 3.2.6 shows tha t either the maximum or the minimum may 
be rather weak. In this case it is wise to trust only the position of the stronger
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extremum (see §3.3), so the distance scale must be set by other means. One 
possibility is to use the two-beam rocking curve fringes of some other excess line 
in the pattern. Since the shape and spacing of these fringes is well understood, 
they may serve as a bridge between actual deviation parameters and measurable 
distances in the micrograph. Such a definition of distance constitutes an effective 
measurement of the crystal thickness [see (3.2.4) and §3.4].
To summarise, then, a prescription for the measurement of crystallographic 
phase invariants has been derived, based on a second order Born expansion of 
three-beam diffraction. The prescription (3.2.26, 3.2.28) requires only the mea­
surement of the position of the maximum and/or minimum in the three-beam 
intensity anomaly, relative to the exact three-beam point. As will discussed in 
§3.4, the most difficult task in practice is to  locate the position of the exact 
three-beam point x  =  0, as this lies in the “centre” of the diffusely scattered 
Kikuchi line, and this centre is not easy either to define or to  detect. Before go­
ing on to this, however, it is necessary to know the sensitivity of these extremal 
positions to the higher order terms in the Born expansion, and to absorption. 
The next section is therefore given to a study of this sensitivity.
3.3 FU R TH ER  ANALYSIS OF TH REE-BEAM  D IFFRA CTIO N
This section addresses some of the points raised earlier in the chapter but not 
discussed in any detail. In particular, an analysis is performed of the likely 
error induced in the prescription (3.2.26) by the neglect both of the higher order 
terms in the Born expansion, and of an absorptive contribution to the scattering 
potential.
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3.3.1 T he effect o f  higher order perturbation  term s
The prescription derived in §3.2 is so simple th a t the truncation of the amplitude 
series at the second term  is justifiable on the grounds tha t it leads to an interest­
ing result. It is necessary, however, th a t we know just how useful and applicable 
this result is in experimentally realisable situations. If all the (3 involved are 
very small then clearly the prescription as it stands will produce reliable values 
of 9. In practice, the necessity to be able to  detect both  the excess line over the 
diffuse background and the centre of the Kikuchi line requires that some of the 
(3 involved may be at least of order unity.
This first section discusses at some length the effect on the prescription of the 
higher order terms in the perturbation expansion. In particular, the effects on 
the diffracted excess fine intensity of the next amplitude term  aG is studied, 
and the idea of a mean diffraction strength /3 introduced, which makes possible 
a general systematic error analysis using the numerical many-beam intensities.
We begin with an aside on the nomenclature for the order of an an approxima­
tion. Since only the straight-through beam has a zeroth order amplitude term 
ao°\ the first order amplitude term  for diffraction into G  (say) will give intensi­
ties correct to second order in the (3. In general, if the amplitude is expanded to 
order m, the resulting dark-field intensity (ie I g ^ o) will be good to order m -f-1. 
Thus the prescription of §3.2 is based on the inversion of a third order intensity 
expression.
As already stated, aG gives the to tal amplitude diffracted into G  via all n-step 
routes, where for three-beam diffraction the possible steps are ± G , ± H  and
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± (G  — H). Since a ^  is the nth term  in a  series expansion, it may be written 
in the form
a<"> «  P(3 3 1 )
n!
where /? is some mean diffraction strength (to  be defined later), Zn is essentially 
the shape function of the diffraction feature (see Moodie 1972), and P n is the 
number of possible n-step routes starting at the three-beam  point (A in figure 
3.3.1), and term inating on the G  excess tram line (C). The n! term  comes from 
the repeated integration of the exponentials exp(zAGG'<z/2fc) in (3.2.14). It 
is reasonable to expect tha t Zn ~  1, and for experim ental reasons the mean 
diffraction strength will also be of order unity. Thus the rate  of convergence of 






F ig u r e  3 .3 .1 .  T h r e e - b e a m  g e o m e t r y .  E l e c t r o n s  in c i d e n t  a t  A have  Pn Tl-s t e p  
r o u t e s  by  w h ic h  the y  m a y  reach the  p o i n t  o f  o b s e r v a t i o n  C.
To find P n, note th a t at each node of the triangle ABC in figure 3.3.1 there are 
two possible steps to other nodes. Therefore, the to ta l num ber of n-step routes 
beginning at A (as each m ust) is 2n. Of these, P n term inate at C, and (2n — P n)
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at either A or B. Since the only way to produce an (n 4- l ) th  route terminating 
at C is to  have the first n steps term inating at A or B, it follows that
P n+1 =  2n -  Pn. (3.3.2)
This inductive definition (for which Po =  0) may be w ritten as a geometric 
progression in powers of (—2), yielding the explicit expression
Pn =  I[2" -  (-1 )" ] • (3.3.3)
F ig u r e  3 .3 .2 .  P o s s i b l e  72-step r o u t e s  from A to C in f i gure  3.3.1 for 72 equa l  
to  ( a ) l , ( b ) 2 ,  ( c )3  and  (d )4 .
Perhaps not surprisingly, Pn is the nearest integer to 2n/3 . Figure 3.3.2 shows 
the possible 72-step routes for 72 up to 4. It is clear th a t the higher order amplitude 
and intensity term s will quickly become difficult to  m anage analytically due to
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the large number of contributions, so truncation of the amplitude series at a 
higher term  would not lead to an invertible intensity expression.
Since these higher order terms cannot be incorporated into the prescription, 
it only remains to find what effect they will have on measured values of the 
phase triplet. Table 3.3.1 shows the values of Pn/n\ for different n, which for 
Zn — 1 and (3=1 represents the relative strength of the n th  order amplitudes. It 
is clear from this tha t the possible effects of at least the th ird  order amplitude 
term  on the prescription of §3.2 should be understood. Towards the end of this 
section the full many-beam solution to the three-beam diffraction equations will 
be used to investigate the effect of all higher order terms, but there is first some 
advantage in taking an analytical and pictorial look a t how such terms arise.
n 1 2 3 4 5 6 7
Pn 1 1 3 5 11 21 43
Pn/nl 1 0.5 0.5 0.208 0.092 0.029 0.009
T a b l e  3 . 3 .1 .  T h e  n u m b e r  o f  n t h  o rd er  a m p l i t u d e  r o u t e s  for  n e t  d i f f r a c t i o n  
b y  G, a nd  t h e  r e la t i v e  s t r e n g t h  o f  ea ch  for u n i t  (3 a n d  s h a p e  f u n c t i o n .
The first intensity term neglected in §3.2 is fourth order in (3. Just as the third 
order intensity was constructed from the and a ^  terms, so may the intensity 
term  I be constructed from combinations of a ^  and  a ^  for any s - f r  =  m. 
Thus the fourth order intensity 1 ^  is constructed by the combination of the 
second order route with itself (a^2\ a ^ )  and the first order route w ith the three 
third order routes ( a ^ . a ^ )  of figure 3.3.2.
Now, a  phase-dependent intensity expression must include the combination of
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phases +9 or —0, as defined in (3.2.7). This can only be achieved if all three re­
flections G , H  and G  — H  are excited, since the phase of each appears in (3.2.7). 
Consequently, phase-dependent intensities will always be associated with com­
binations of amplitude diagrams (figure 3.3.2) which give a closed triangle. For 
example, the and a f^  diagrams combine to give a single closed triangle. By 
contrast, none of the fourth order combinations closes the triangle, so none of 
the fourth order terms will be phase dependent. This means th a t the fourth 
order terms will have less effect on the shape of the three-beam anomaly, and 
hence on the position of the extrema, than at first expected. Similarly, from 
figure 3.3.2, it is clear th a t all the fifth order contributions are phase dependent, 
though these are considerably smaller than the th ird  order terms, even for p  ~  1. 
The sixth and higher order intensities are found to  contain mixtures of phase 
dependent and independent terms.
For the moment attention will be confined to the fourth order intensity term. 
From the pictorial arguments above, there will be four such terms. However, 
one of these is irrelevant to the discussion here; the combination of the first 
order term  and the first third order term  contains only the dbG reflections, 
producing an intensity term  proportional to /?q, which is just the second term 
in the expansion of the two-beam intensity (2.4.1) at the exact Bragg condition 
W  = 0:
I G =  sin2 pG =  /?q -  H  (3.3.4)
All two-beam terms must be constant along the excess line ridge y =  0, so they 
cannot alter the position of the extrema of interest, and are therefore of no 
further interest in this context.
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It is a  straightforward though messy process to integrate the aS2  ^ to produce the 
terms, and hence the relevant fourth order intensity anomalies 1^ .  The 
results are shown graphically in figure 3.3.3. These plots are generic shape func­
tions; they should be multiplied by Pu Pg - h  ^Pg Ph an<  ^ Pg Pg - h respectively 
to produce intensities.
F igu re  3 . 3 . 3 .  G e n e r i c  f our t h  order  in t en s i t y  a n o m a l i e s  a r o u n d  a t h r e e - b e a m  
p o i n t .  E a c h  is i n d e p e n d e n t  of  th e  p h a s e  t r ipl et  6.
As expected, the fourth order intensities are phase independent, and each pro­
duces an intensity “blip” , centred around the exact three-beam  point which is 
of different sign for the different terms. Algebraically, the fourth order ridge 
intensity (ignoring the  two-beam term) is
lL\x,0) — Pu Pg -h
1 -  / (2 s )  +  f \ x )  
4a;2 — Pg (Ph  +  Pg -u )
r l - / ( 2 * )
2a;2
(3.3.5)
where again f ( X )  =  s in (X ) /X .  The terms in braces are plotted in figure 3.3.4. 
Each is a positive even function w ith a maximum at x =  0 and a similar shape 
for all x.
The overall effect of the fourth order intensity is therefore to produce a sym­
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F igu re  3 .3 .4 .  T h e  g en er i c  s h a p e  fac t or s  for the  fourth  order  r idge  in t e n s i t y  
( 3 . 3 . 5 ) .  ( a)  and  (b )  are t h e  t e r m s  in br a ce s  in the  order th e y  a p p e a r  in t h e  
e q u a t i o n .
by taking the limit x —> 0 of (3.3.5):
° )  =  ^ P h P g - h  ~  g /? G  ( P h  +  P g - h )  • (3.3.6)
Since the width of the fourth order terms is comparable w ith the separation (7r) 
between the third order maximum and minimum, it is to be expected th a t the 
positions of these extrem a will be shifted. Assuming this fourth order shift to be 
the dominant source of system atic error due to truncation, then the im portant 
param eter is the size of the fourth order blip, (3.3.6). It is then clear th a t it 
is the combination of the /? (3.3.6), and not the individual (3 themselves which 
must be kept to manageable proportions. In practice, the Kikuchi-band vector 
G — H  tends to be ra ther short in order for the centre of the diffuse Kikuchi 
line to be detectable (see §3.4), so / ? g - h  may well be greater than  1, b u t this 
need not cause m ajor difficulties, unless the fifth order terms (which are again 
phase dependent) or higher also become large.
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We now wish to make a  numerical analysis of the systematic error incurred in 
the prescription of §3.2. To achieve this, x max and x min are computed as the 
maximum and minimum positions in the full numerical three-beam intensity 
profile along y  =  0, for various /? and true (or input) 0 values $in. From these 
a phase is determined 0out as would be measured in the ideal experiment. If 
all three (3 are known, this procedure will lead to  a correction to  the measured 
phase triplet, so producing a more accurate answer. If the (3 are not known, 
it would be desirable to have some notion of the expected size of error A0  for 
experimentally reasonable diffraction strengths. To this end we introduce a mean 
diffraction strength (3. A natural way to define such a mean is suggested by the 
result (3.3.6); if the fourth order terms dominate the error, then |/q^(0 , 0)| is the 
significant parameter. We therefore set all f3 — f3 in (3.3.6), giving 7q^(0, 0) =  
The right hand side of (3.3.6) is then multiplied by — 71 to produce a 
mean value of (3 which preserves the magnitude of the (supposedly dominant) 
fourth order blip:
P  — ( P n  + / ? g - h )  — ^ h ^ g - h I *  (3.3.7)
The following analysis is therefore performed with chosen values of /? and #tn in­
serted in the many-beam secular equation (3.2.6). The maximum and minimum 
ridge intensities are found numerically and a 6out value “measured” exactly using 
the prescription of §3.2. As mentioned in that section, there are basically two 
methods of determining phase from this prescription, corresponding to different 
methods of defining a distance scale in the micrograph. The first is to  use some 
feature other than  the three-beam anomaly to define distance scales. This yields 
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Figure  3 . 3 .5 .  Error  c u rv e  de r i v ed  us in g  t h r e e - b e a m  th eo r y  to pr o v i de  ide a l  
“e x p e r i m e n t a l ” d a t a ,  ( a)  to  ( e )  are for / ? = 0 . 1 ,  0 . 3 ,  0 .5 ,  0 .7  and  0.9 r e s p e c ­
t ive ly .
detectable. Therefore an error curve of A 6 =  0,„ — 6out against 0out will be two­
valued, and in any one quadrant the correct choice of extremum must be made 
to achieve the optim um  accuracy. The advantage of this m ethod is th a t only 
one extremum need be detected to produce a 0out value; in practice the stronger 
extrem um  will give the more reliable result. The second m ethod to determine 0 
is to  use the definition of distance (3.2.27), and let A x =  \xmax — x min|, whence
This prescription gives identical results from both  x inax and x mtn irrespective
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of higher order effects, so that the deduced error curve is single-valued and 
particularly easy to  use. Figure 3.3.5 shows error curves for (3 up to 0.9. Similar 
curves have been computed with /?g > Ph and /?g - h  allowed to be different; 
the size and sign of the error A 9  is found to be very similar to those for the 
corresponding mean strength (3 defined in (3.3.7), particularly for /3 < 1. This 
indicates that fourth order effects are the most im portant of those ignored, as 
expected, and justifies the use of the param eter (3. If the mean diffraction 
strength can be kept below unity, figure 3.3.5 shows that the systematic error 
should not exceed ±15° or so. Furthermore, as has been stated, a numerically 
corrected value of 9 may be produced if all three (3 are known, by adding A8 to 
experimentally measured values of 0out. Finally, it has also been found that if 
the more favourable extremum is chosen when using the first prescription the 
errors from the two methods are almost identical.
3.3 .2  A bsorption
As discussed in Chapter 2, the effects of absorption are introduced in HEED in 
terms of an imaginary potential iU '(r). For the most part, a rigorous determi­
nation of the form of U' is impossible, so that in practice absorption is treated 
“phenomenologically” (eg Humphreys 1979), if at all. This puts a limit on the 
accuracy of quantitative crystallography using electrons. Obviously, a measure­
m ent of crystallographic phase is quantitative, so we should have at least some 
feel for the effects on our prescription of the absorptive potential.
The usual approach to absorption is to assume U1 to be small compared with U 
and to  treat it as a perturbation (Hashimoto, Howie and Whelan 1962). Then
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in projection the first order change in the energy eigenvalue s ^  of the two- 
dimensional eigenstate r ^  [see (2.3.1) and (2.3.2)] is computed as (eg Schiff 
1968)
A sU) =  ? V j)(R )|tf'(R )k0 )(R)>- (3.3.9)
The eigenstate itself is also changed to first order (though this is usually ignored)
as
<— >
These equations can of course be transformed into reciprocal space if this is 
more convenient for calculation, by expanding the r ^  as the Bloch sum (2.3.3), 
for example.
Although the corrections As and A t contain within in them the effect of U* on 
the structure factor phases <^ , it is more illuminating in this case to study the 
effect rather more directly. As a first step, it is instructive to make the common 
assumption in HEED (eg Humphreys and Hirsch 1968) tha t U' =  0.1 U. Then 
each structure factor can be written
Ug  —► Ug  +  iU'G =  Z7g(1 +  «0.1) «  Ug  exp(iO.l). (3.3.11)
T hat is, the effect of the absorptive potential is to introduce a phase shift of 
about 6° to each structure factor, and hence to the phase triplet 6, since two of 
the (/) in the triplet are positive, and one negative.
There is, unfortunately, no reason why the absorptive part of the potential 
should be proportional to the elastic part. Thus the argument of the above 
paragraph is of no quantitative use at all. In general, U and U* will not be
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proportional, nor even in phase, in noncentrosymmetric crystals. This has been 
demonstrated nicely by Bird and King (1990) for the case of thermal diffuse 
scattering (TDS) using the Einstein independent atom approximation. The val­
ues obtained for 8 using our method must be those of the full electron structure 
factors including U' since ours is a measurement technique, leading to inversion 
of the problem. Were we to use the imaginary potentials as parameters in a 
fitting procedure, it should be possible to determine the phase triplet due to 
the elastic part of the potential only. This should be borne in mind since it is 
the elastic potential which is more readily related to  the crystal parameters of 
interest via (3.1.2), and U1 only obscures this relation in the general case where 
the two components are not in proportion or phase.
Let us define a total structure factor for a particular Bragg reflection as
Utot =  U exp(i<j>) -f iU* exp(z<^) (3.3.12)
and perform a rather better analysis of the first order m odulus and phase changes 
in U due to U This may be done by writing
-v A r u  S ' - '  4 A C“1
Utot =  U exp(i(f>) j l  -f exp i +  <j) — <^ ) j  , (3.3.13)
then expanding the second of the exponentials, truncating the series and re- 
exponentiating to yield, correct to order Ul/£ /, (Bird 1990)
Utot «  U exp(i^)
In this equation the term  outside brackets is the elastic structure factor, which 
is m odulated by the two terms in brackets; the first an  am plitude change, and
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U'
1 +  —  sm(<j> -  <j> ) exp (3.3.14)
the second a  phase change. In centrosymmetric crystals the real and imaginary 
parts of the potential are either in phase or anti-phase, for the same reasons 
that <j> =  0 or 7r (see §3.1.2). Hence </> — $  — 0 or 7r, and there is no first 
order structure amplitude change, and only a phase change of U' jU  radians, 
or ~  6° for U1 /U  = 0.1. This is just a restatem ent of the result of (3.3.11). 
For the general noncentrosymmetric case, however, there is a  first order change 
to both the phase and amplitude of a structure factor due to the absorptive 
contributions. This is the effect that Zuo Spence and H0ier (1989) overlooked 
in trying to  make precise measurements of phase triplets in CdS, by a fitting 
method (see Bird, James and King 1989). Only the modulus of U' is allowed 
to vary, so th a t their fitted phase triplet (claimed to  be accurate to 0.9°) would 
not give as good a fit on the set of vectors described by g  —> —g, as they claim 
it should. The authors miss this difference because they consider only the first 
order eigenvalue change A s, and ignore the eigenstate change A r. Note that 
in practice, the Doyle and Turner (1968) elastic form factors predict structure 
factor phases which are altered by up to 20° in some noncentrosymmetric crystals 
by the inclusion of the TDS form factors of Bird and King (1990).
D iffuse s c a t te r in g
As will be seen in the next section, one of the m ajor difficulties encountered 
in the actual measurement of phase invariants by the m ethod presented here is 
in locating the position of the exact three-beam point x  =  0. As the method 
stands, this m ust be achieved by finding the position of the Kikuchi line profile 
associated with G  — H  at which it crosses the three-beam point x  =  0. As an 
on-axis, zero-layer feature, this band is of the symmetrical variety discussed in
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§2.4, and therefore has a  profile [see figure 2.4.2] not dissimilar to  some of the 
three-beam intensity anomalies. The first problem is therefore th a t the Kikuchi 
band profile should be subtracted (incoherently) from the  measured anomaly. 
This may be achieved by scanning a line parallel and close to the excess line of 
interest, and assuming th a t the variation of the diffuse background between the 
two positions is small. Unfortunately, of course, this process assumes the film 
to have a linear response to  intensity.
It is found in practice (see §3.4) that a weak extrem um  in the three-beam 
anomaly may well become smeared by this subtraction, bu t th a t a strong ex­
tremum stays essentially where it is. The real problem comes in deciding where 
in the Kikuchi line profile one should draw the “centre” , giving the position 
x = 0, since the feature may be too weak to detect any appreciable profile at 
all. Even if it is detectable, there is usually no obvious and general prescription 
for deciding which part of the profile corresponds to the exact two-beam Bragg 
condition, as required. For this reason, the difficulty is minimised by choosing 
rather short vectors G  — H , with values of /?g - h  somewhat larger than  ideal. 
If this were not necessary, the method would be much more satisfactory since 
the effect of higher order terms would be much less noticeable. It is therefore 
suggested that a study be made of the possible ways to use an elastic feature to 
define the position of the exact three-beam point, since this would improve the 
m ethod on two counts; larger G  — H  vectors could be used, and x  =  0 could be 
found more accurately. Of course, the reason we chose G  — H  to be a Kikuchi 
band was so tha t only one three-beam anomaly, and not two, is observed. If 
the price to pay for the improvement of the method is th a t two anomalies m ust
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be investigated at once, it is no longer obvious that the intensity profile can 
be inverted in terms of just one parameter! As an aside, preliminary calcula­
tions (Wright 1989) indicate tha t the asymmetric Kikuchi lines underlying all 
the Vincent pattern  excess lines will have little or no effect on the prescription.
It should be said tha t these discussions do not constitute a quantitative analysis 
of absorption. No account is taken of the effects caused by plasmons or core 
excitations, and it is difficult to see how to do so. Even the TDS form factors used 
to determine the phase and amplitude changes to  the elastic structure factors are 
themselves axe based on the perturbation integrals of Hall and Hirsch (1965), 
and as such axe still only an approximation to  the true situation. However, 
as mentioned before, it is hoped that the results of an analysis based on TDS 
calculations will at least have given an indication of the overall effects of inelastic 
scattering.
3.4  M E A SU R E M E N T  O F P H A SE  T R IP L E T S IN  InP
It is not the intention in this thesis to use a derived prescription for phase 
measurement as tool in the determination of an unknown crystal structure; such 
work is about to be pursued elsewhere (Exelby and Vincent 1989). Instead, 
the aim is to show tha t a  simple prescription can be derived, and that (in 
principle) it may be applied for such a purpose. To this end, this section gives a 
“worked example” of how the prescription works (or does not work) in practice, 
w ith the intent of highlighting some of the subtleties involved. It should be 
stressed, however, that this is not a rigorously developed experimental analysis, 
but simply a preliminary study. It is believed that with some care the reliability
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of the results given here could be significantly improved upon.
The material chosen for study is InP. The III-V semiconductors tend to be 
relatively easy to  prepare for transmission microscopy, and all have the simple 
zincblende structure at room tem perature, which may be described as a face- 
centred cubic lattice with a two-point basis at (0 ,0 ,0) and ( i ,  i ) .  By choice
it is assumed th a t In is at (0,0 ,0 ), and P at (^ , ^). The particular attraction
of InP is th a t it is the “least centrosymmetric” of the common III-V materials, 
in that it exhibits phase triplets furthest from 0 or 7r. This is basically because 
of the large difference between the atomic numbers, and hence the scattering 
strength, of the two atomic species involved.
Figure 3.4.1 is a  long camera length portion of a 200kV Vincent pattern  taken 
from close to the [653] axis of InP, a t room tem perature.
Essentially this pattern  is a magnification of part of the Vincent pattern  in 
figure 3.2.1. This magnification is useful, since the prescription requires a scan 
to be made along the excess line y  =  0; in practice this scan must be of finite 
width, so it is desirable that a  given width corresponds to small deviations in 
the ^-direction.
The particular anomaly to be studied is where the G  =  (773) excess line crosses 
the G  — H  =  (204) Kikuchi band. The anomaly directly across the band from 
this one is due to  the crossing of the H  =  (571) excess line. Note tha t already 
we have assumed a certain polarity of the crystal in naming the pole as [653] 
and not [653], etc. It will become obvious whether this choice is correct once 
6 is measured, since the two polarities give quite different values in this case.
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F ig u r e  3 .4 .1 .  L o n g  c a m e r a  l e n g t h  m i cr og ra p h  s h o w i n g  a p o r t i o n  o f  a 2 0 0 k V  
InP  [653] V i n c e n t  p a t t e r n .  T h e  reg ion  c h o s e n  for a n a ly s i s  is w h e r e  th e  (773) 
e x c e s s  l ine  cro s se s  th e  (204) K i k u c h i  l ine .  T h i s  r eg ion  c o r r e s p o n d s  to  p o s i t i o n  
C in f i gure  3 .2 .2 .  B is d i rec t l y  a cro s s  th e  K i k u c h i  b a n d ,  w h e r e  th e  (571) 
e x c e s s  l ine  cros se s .  [P i c tu re  c o u r te s y  A G Wr igh t . ]
This difference is essentially the one exploited by Ishizuka and Taft0 (1984) in 
proposing a method to determine the polarity of zincblende crystals. Note also 
th a t in the notation used here, u =  [653] is parallel to the surface normal, and 
not anti-parallel. Thus G .u =  —2 for the HOLZ reflections studies.
To predict the value of 0 which should be measured, the Doyle and Turner 
(1968) and Bird and King (1990) form factors have been used, for the elastic 
and absorptive parts respectively. Table 3.4.1 shows the elastic (Doyle-Tumer) 
structure factors at an accelerating voltage of 200kV, in the chosen polarity. 
The form factors include a Debye-Waller correction exp(—M Kg2), taken from the 
calculations of Reid (1983). Note tha t bo th  the Doyle-Turner and the Reid data 
use s =  g/47T, and not #, as the amplitude of the scattering wavevector, so tha t,
for example, a Reid Debye-Waller figure is B  in the exponential exp(—B s2). M  
is given by M  = B /1 6 n 2. At 300K in InP, Reid gives B jn =  0.897, B p  =  0.587.
g  U * U* \US \ <f>s
773 -0 .167 -0.076 0.183 204.5
571 -0 .273 0.113 0.295 157.5
204 -0 .566 0.000 0.566 180.0
*  —2T a b le  3 .4 .1 .  C a lc u la te d  e la s t ic  s tru ctu r e  factors  in InP . U n i t s  are A and  
d egrees .  See t e x t  for sou rc es  and d e ta i ls .
The point to  notice about the potentials in table 3.4.1 is tha t, since the inter­
action between a fast electron and a crystal is basically attractive, the <f>s  tend 
to be centred about 180° and not 0°. The elastic structure factors of table 3.4.1 
predict a value of phase triplet measured at the G  =  (773) anomaly of
Oel =  <^ 571 — <^ 773 +  <t>204 = 133.0°. (3.4.1)
Table 3.4.2 shows the same structure factors, with the inclusion of the absorptive 
form factors of Bird and King (1990).
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T a b le  3 .4 .2 .  InP  s tru c tu r e  factors  in c lu d in g  a b so r p t iv e  form fa c to rs .  U n it s
9 9are A an d  d egrees .  See  t e x t  for sou rces  and d e ta i ls .
The phase triplet predicted by these data is
$ab =  140.1°. (3.4.2)
Note that each phase, and therefore the phase triplet, is shifted from its elastic 
value by some 7 —8°. In this case the TDS form factors suggest a correction very 
similar to the 6° correction for U =  10£7'! 6ab will serve as our best prediction 
of the phase triplet under investigation, since this is a measurement, and not a 
fitting, technique.
Before going on to  make a measurement of the phase triplet 0ab, it is first useful 
to determine the specimen thickness t y to  give an indication of the magnitude of 
the diffraction strengths /? in this case, t may be measured from the fringes of 
the excess line in the bottom  right-hand corner of figure 3.4.1 (see eg Kelly et 
si. 1975). This line may be indexed using the same kinematic simulation shown 
in §3.1, and is found to be (242). Now, from §2.4, the two-beam deviation 
param eter in the direction perpendicular to this excess line is W242 =  <j242<5.K, 
and well away from SK  =  0 the two-beam intensity (2.4.1) is given by
The separation A K  of two adjacent minima well away from the excess line is 
therefore equivalent to a change in the argument of this expression of 7r, so the 
thickness t  is given by
^ 2 4 2
G2 may be calculated for this known structure, and k =  250A-1 at 200kV [see 
(2.2.7)]. Thus only the ratio of the tramline separation to the fringe separation 
need be measured for a determination oft. In this case it is found that t 1040A. 
It should be noted tha t since Vincent patterns are taken from a rather large area 
of a specimen, the thickness may well vary over the pattern. Thus the actual 
thickness associated with the three-beam point of interest may be different to 
tha t measured at some other region. Clearly the best fringes to use would be 
those either side of a line originating from close to  the three-beam point; either 
the G  or the H  line would therefore be perfect. Unfortunately, such fringes 
are almost undetectable in the negatives used in this preliminary study. The 
other point to note is that the fringe determination of thickness relies on a 
defined distance in terms of deviation parameters, almost identical in form to 
the parameters x  and y. Thus it proves possible to define a distance scale only 
by comparison of two such deviations, thus circumventing the need for a direct 
measurement of t, though not necessarily avoiding the problem of t variation.
The diffraction strengths associated with the structure factors of table 3.4.2 are 
(assuming t = 1040A)
/?773 =  0.401 0571 =  0.579 (32q1 = 1.188 (3.4.5)
[see 3.2.5)]. Although the last of these is larger than ideal, the mean diffraction
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strength, defined via (3.3.5), is (3 =  0.49.
Figure 3 .4.2a is a positive intensity scan taken along the centre of the (773) excess 
line, using a digital microdensitometer. This work was performed courtesy of 
Bristol University, and with the help of I K Jordan. The scan is approximately 
100/Ltm wide, and is taken from the outside to the inside of the Kikuchi band 
(204); from the definition (3.2.4) the scan is seen to be in the +£-direction, along 
the line y  =  0. All the scans taken axe rather noisy, since the negative used was 
darker than  optimum for the microdensitometer.
Figure 3.4.2b is a scan taken inside and parallel to figure 3.4.2a, and shows the 
Kikuchi band profile close to the excess line. It is assumed th a t this is very 
similar to the Kikuchi profile underlying the excess line itself; care has therefore 
been taken to ensure that the centre of both scans is at the same distance from 
the Kikuchi band, so that the two may be subtracted to give a scan corrected 
for diffuse scattering. This corrected scan is shown in figure 3.4.2c.
Note th a t in figure 3.4.2c there is a  large maximum toward the inside of the 
band, and a weaker minimum outside. Now, the Kikuchi band G  — H  has 
indices /& +  & +  / =  4 n +  2 (n is an integer). The two crystal polarities in this 
case correspond to G  =  4n +  1 ,H  = 4n — 1 and G  =  4n — 1 ,H  =  4n +  1. 
The latter has been adopted so fax. If only elastic form factors are used, it is 
easily shown that in the opposite polarity, 9ei =  227° rather than  133°. As 
mentioned before, electron structure factor phases are centred about 180°, so 
the two polarities are in fact 9ei =  180° rt 47°. W ith the inclusion of absorptive 
form factors, this exact symmetry between polarities is lost. However, reference
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F ig u r e  3 .4 .2 .  D ig i t a l  m i c r o d e n s i t o m e t e r  l ine s c a n s  o f  th e  reg ion  c lo s e  to th e  
t h r e e - b e a m  a n o m a l y  b e i n g  s t u d i e d ,  ( a )  is the  raw d a t a ,  s c a n n e d  a lo n g  th e  
(773) e x c e s s  l ine ,  (b )  is t h e  (204) K i k u c h i  l ine prof i le  para l l e l  and  c lo s e  to  
( a ) ,  and  (c)  is ( a ) - ( b ) .  T h e  v er t i ca l  s c a l e s  in t h e s e  p lo t s  are i n c o n s i s t e n t .
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to figure 3.2.6 shows tha t the measured anomaly is much more like tha t for 
9 = 150° than for 0 =  210°. Since absorption is unlikely to  cause a large shift 
in the triplet, it is concluded tha t the polarity of the specimen is as given.
From now on it is possible to  work in the “densitometer units” (d.u.) along 
the ^-direction, as indicated on each of the plots in figure 3.4.2. The first task 
is to define the distance A x  in d.u. which is equivalent to n in the naturalised 
units of the prescription. Assuming the maximum and minimum to be in the 
positions indicated in figure 3.4.2c, this gives from (3.2.27)
A x  =  |16.6 — 7.9| =  8.7 d.u. (3.4.6)
The final piece of information required is the position x =  0 of the exact three- 
beam point. As already mentioned, this is situated in the “centre” of the under­
lying Kikuchi line. For a line such as (204) w ith h + k + l even, symmetric Kikuchi 
bands in the zincblende structure have their maximum gradient at x =  0 (Bird 
and Wright 1989). x =  0 is also the approximate position halfway between the 
maximum and minimum values in the Kikuchi profile intensity. As figure 3.4.2b 
shows, the selection of such a position in a noisy scan cannot be achieved with
any certainty, even for this rather strong band. The figure shows one possible
position of the origin, at x =  14.4d.u. From the prescription (3.2.28) this gives 
a measured value of the relevant phase triplet as
Oat «  ( | |  +  | )  * =  2.37° =  136°. (3.4.7)
Measured from 180°, 0a& ~  —44°. This apparently accurate agreement of the 
measured and predicted phase triplet (3.4.2) may well just be a coincidence. Of
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course, even the prediction itself is an approximation. From figure 3.3.5, the 
expected systematic error for j3 «  0.5 at 6out — 136° is ~  —7°, giving 0tn «  129°. 
As an indiction of the measurement error to expect, note th a t a shift of the origin 
x  =  0 of O.ld.u. in (3.4.7), keeping all else constant, changes $out by some 2.5°; 
a shift of the value of A x  is less drastic, but still has an effect.
Conclusions
The conclusion to be gained from this example is tha t, even with a set of noisy 
scans from a dark negative, the prescription of §3.2 gives a measurement of a 
phase triplet which is probably within 10 — 15° of the true answer. This is a very 
similar result to that found by Bird, James and Preston (1987) on a different 
sample, using an analogue microdensitometer. It is expected tha t with more 
analysis these errors could be reduced (or at least quoted with more certainty), 
and th a t if a better m ethod could be found of pinpointing x  =  0 (especially in 
terms of elastic features), this would certainly be so. Finally, it should be said 
th a t any determination of phase triplets, however accurate, must be of use in the 
direct methods of crystallography, where even a knowledge of the sign of some 
of the structure factors would be of benefit. At the very least this technique 
should provide a quick means of finding approximate phase triplets, especially 
in the trivial centrosymmetric crystal case.
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C hapter 4
R E SO N A N C E  E F F E C T S IN  R H E E D
4.1 IN T R O D U C T IO N
The aim of this chapter is to provide a  satisfactory explanation of the position 
and nature of features in convergent-beam RHEED patterns associated with 
so-called “surface resonance”. Figure 4.1.1 shows examples of such CB-RHEED 
patterns taken from the [231] axis of a  P latinum  (T il)  surface, and the [116] 
axis of a (110) Gallium Arsenide surface, both at an accelerating voltage of 
200kV. The features of particular interest in these patterns are marked in the 
figure. The parabolic curves, frequently referred to  as “resonance parabolas” , 
are associated with electrons travelling parallel to the specimen surface. These 
are the features of primary concern in this chapter; the straight-line envelopes 
surrounding these parabolas will also be studied, as will those regions where a 
parabola crosses an excess diffraction line running parallel to the shadow edge 
of the specimen. Such lines will be referred to  as “surface-parallel Bragg lines” . 
These features have all been studied before at some length (see later), but un­
der widely varying experimental conditions, most notably microscope voltage. 
Unfortunately, there has been a tendency to transport the language used to 
describe electron diffraction at crystal surfaces rather freely between different 
energy regimes. Thus work performed at microscope voltages (typically 100- 
200keV) has been described in terms of the “resonant” behaviour supposedly 
observed at conventional RHEED camera energies (10-20keV) and LEED ener-
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F ig u r e  4 .1 .1 .  20 0 k V  C B - R H E E D  p a t t e r n s  ( c o u r t e s y  A G W r i g h t ) ,  ( a )  is from 
c lo se  to  th e  [231] ax is  o f  a P t ( l l l )  sur f ac e ,  (b )  is f rom c lo s e  to  G a A s [ 1 1 6 ] ,  
from a ( 1 1 0 )  sur f ace .  T h e  p a r a b o l a s  (m a r k e d  A ) ,  the i r  e n v e l o p e s  ( B ) ,  the  
su r f a c e -p a r a l l e l  B ra g g  l ine s  ( C ) ,  an d  th e  b r ig h t  r eg io n s  ( D )  are al l  s t u d i e d .
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gies (O-lkeV).
Associated with this transfer of language is the assumption th a t if a feature is 
surface sensitive in LEED, say, in that only a few outermost atomic layers con­
tribute, then  the same is likely to be true of a geometrically similar feature in 
a RHEED pattern  at any energy. As will shortly be explained more fully, both 
LEED and conventional “low-voltage” RHEED can be used to obtain useful in­
formation from surfaces, but either phenomenologically or by means of laborious 
fitting procedures. It will be argued that “high-voltage” RHEED at microscope 
voltages should be easier to analyse, and is therefore potentially more useful. 
We therefore present an investigation of the possibilities of retrieving surface 
information from 200kV RHEED patterns of perfect surfaces. It is shown that 
(at this voltage), the incident electrons penetrate far enough into the specimen 
for most, if not all, of the resulting diffraction features to be more characteristic 
of the bulk than  of the surface. This means tha t surface and bulk information 
will be mixed in these patterns, which will tend to negate the analytical advan­
tages. It should be stressed at this point that the term “surface” may or may not 
include a few selvedge layers beneath the outermost layer of atoms, depending 
on the application.
The analysis is based upon a perturbation expansion of the Kambe equations 
(2.3.18) which is particularly appropriate at high energies. In this application 
perturbation theory leads to a simple physical picture of the scattering processes 
responsible for the features in figure 4.1.1, which is masked in the “black-box” 
numerical techniques required for LEED and low-voltage RHEED. This chapter 
therefore contains what is believed to be the first full explanation of the ZOLZ
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RHEED pattern  geometry, including the parabolas, their envelopes, and their 
intersections with surface-parallel Bragg lines. Also, this approach facilitates 
a discussion of the term  “resonance”, which been used in many papers (for 
references see later) to  describe features in RHEED patterns a t all energies, 
without explanation. Judgement is left until considerably later in the chapter 
as to which of the diffraction features mentioned, if any, are “resonant” , and 
which may be surface sensitive under the right experimental conditions, and 
therefore of potential use in quantitative surface crystallography. However, for 
the sake of consistency with other authors, the term  “surface resonance” will for 
the present be employed.
4.1.1 G eneral features o f R H E E D  analysis
Clearly, the attraction of performing RHEED experiments lies in the possibility 
of extracting information about a crystal surface. One of the m ajor uses of 
low-voltage RHEED is in the in-situ monotoring of crystal growth by molecular 
beam epitaxy (MBE), where oscillations of RHEED intensities have a period that 
nearly always corresponds to the growth of a single atomic or molecular layer 
(see eg Joyce et ai. 1988). RHEED is particularly suited to this application since 
its glancing-incidence, small-angle scattering geometry is complementary to the 
surface-normal geometry of the MBE equipment. This is clearly a case where 
surface information (from an imperfect surface) is deduced directly and simply 
from a RHEED pattern. However, this application is based upon an empirically 
established relationship between diffracted intensities and layer growth, and not 
on an ab initio study of RHEED.
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Other successes in low-voltage RHEED nearly all derive from fitting experiment 
to numerical simulation. As an early example, Maksym and Beeby (1981) have 
related surface-layer spacings to absolute intensities in RHEED rocking curves. 
Other examples include the observation at 12.5kV that RHEED intensities are 
different for various reconstructions of a GaAs(OOl) surface (Larsen et al. 1986). 
More recently, Horio and Ichimiya (1989) have made kinematic fits of RHEED 
rocking curves to those observed from the reconstructed S i( l l l)7  x 7 surface. 
Unfortunately it is difficult to find very many successful and simple applications 
of RHEED, so that interest in the subject has tended to wax and wane over the 
last 50 or 60 years.
One of the reasons for the conspicuous lack of success using RHEED by com­
parison with THEED is tha t the la tter is much easier to analyse. This is partly 
due to the differences in the starting equations, as highlighted in §2.3; RHEED 
presents a genuine scattering problem, governed by a set of coupled second- 
order differential equations. The THEED problem can be reduced to first-order 
equations, such as those of Howie and Whelan (1961, and see §2.3), and is there­
fore much easier to tackle, both analytically and numerically. Furthermore, the 
presence of the surface in one of the directions perpendicular to  the incident 
beam (see figure 2.2.1) interrupts the periodicity of the scattering potential in 
that direction. Thus a 2-dimensional projected potential cannot be considered 
periodic, so even the description of elastic scattering in RHEED is rather com­
plicated. In addition, the inelastic contributions to the scattering potential will 
be im portant, since they govern the absorption length, or penetration depth, of 
an electron in any given state. It therefore follows th a t if the absorptive poten­
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tials axe not well known, it will in general be fax from easy to  identify whether 
the features observed in a RHEED pattern  have come from the surface, from 
the bulk material beneath the surface, or from a mixture of the two. As will be 
discussed later, it is indeed difficult to  determine the components of the absorp­
tive potential which control penetration, so quantitative figures for the number 
of atomic layers over which a “surface” wave is spread are not easily found.
An additional factor which prevents the easy analysis of low-voltage RHEED is 
that the Ewald sphere is too small for the projection approximation to be used 
with anything like the same confidence as for typical microscope voltages (200kV, 
say). As a consequence, a realistic calculation of RHEED intensities at these 
energies must incorporate the effect of many HOLZ reflections (see eg Zhao and 
Tong 1988). The diffraction equations must remain 3-dimensional, and far too 
many beams must be included for anything other than a numerical simulation to 
be useful. The same problem exists in LEED theory, which is almost exclusively 
numerical. In principle, then, RHEED at microscope voltages should be easier 
to analyse since, to a good approximation, it is a two-dimensional problem and, 
as we shall see, more amenable to  treatm ent by perturbation theory.
Many of the early attem pts at producing a numerical dynamical theory of 
RHEED were based on a second-order version of the transmission multislice 
method (see eg Cowley 1981), in which the governing differential equations 
are solved by integration across thin slices of the specimen. The programs of 
Maksym and Beeby (1981), Ichimiya (1983) and others take these slices parallel 
to the crystal surface, while Peng and Cowley (1986) slice in the perpendicular 
direction, in an attem pt to  model surface steps. In this la tter case it is neces­
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sary to construct a supercell consisting of the specimen and the vacuum outside 
it. Programs based on a multislice method and applied to RHEED would all 
appear to  have problems with numerical instabilities. In an attem pt to  improve 
m atters, more complicated numerical algorithms have been conceived and im­
plemented (eg Zhao, Poon and Tong 1988), but these do nothing to improve 
the possibility of inversion or to aid an understanding of the basic physical pro­
cesses responsible for phenomena such as resonance; if anything these methods 
are even more “black-box” than earlier ones. Some progress would appear to 
have been made with Bloch-wave calculations (see eg Bleloch 1989 and references 
therein), though they have yet to produce much more insight into the causes 
of the principal RHEED features than  have other techniques. In addition, it 
is almost universal practice to produce only 1-dimensional scans or “rocking 
curves” of the diffracted intensities. This makes it rather difficult to establish 
whether the im portant features are well simulated or not, since in the cases we 
are considering they tend to be extended over the whole 2-dimensional pattern. 
Also, it is found tha t not all the diffracted lines can be described in terms of 
simple Bragg diffraction, so the indexing of the features will not be easy unless 
an overall simulation is available.
It is, of course, a logical step to make use of electron microscopes in the in­
vestigation of RHEED, and many have done so (see eg Ichimiya, Kambe and 
Lehmpfuhl 1980, Wang et aJ. 1989, Bleloch 1989). In addition to  the analytical 
advantages of using the projection approximation, the facility to rock the beam, 
or to  take convergent-beam patterns, may provide 2-dimensional intensity scans. 
However, it is to be expected that the penetration of the incident electrons will
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increase w ith energy, so there m ust be some trade-off between experimental 
and analytical elegance and surface sensitivity. A brief and far-from-rigorous 
investigation of this trade-off will be given later in the chapter.
4.1 .2  R H E E D  and surface resonance
The first report of enhanced intensity at certain orientations in RHEED patterns 
was made as long ago as 1933 by Kikuchi and Nagakawa. These effects were 
shown by Miyake, Kohra and Tagaki (1954) to be associated with the excitation 
of a diffracted wave parallel or nearly parallel to the crystal surface. “Resonance” 
in such a picture is due to  the surface-parallel waves having a long path-length, 
leading to strong, dynamical diffraction, and hence to an intensity enhance­
ment. The most appealing description of how a surface-parallel wave leads to a 
parabolic diffraction feature is given by Ichimiya, Kambe and Lehmpfuhl (1980), 
and is the description used in §4.1.3. As will be shown there, the basic geomet­
rical argum ent is a kinematic, zero-potential one, corresponding to a description 
of all electron states as plane waves. The parabolic equation produced by such 
an argument was extended by Bird (1987) to include Bloch-wave effects, in re­
sponse to the work of M arten and Meyer-Ehmsen (1985), who showed that the 
parabolas are associated with the coupling of the diffracted wave-field into the 
bound states of a 1-dimensional potential of the crystal. (This is the “rod” 
potential of §2.3.3. The single dimension is in the surface-normal direction x.)
Unfortunately, most of the attem pts to explain in detail the nature of these 
parabolic features, their envelopes and intersections have been contradictory 
and sometimes misleading. Although some authors have correctly identified
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the cause of parts of the geometrical make-up of patterns such as figure 4.1.1, 
(eg M arten and Meyer-Ehmsen 1985, Lehmpfuhl and Dowell 1986, Wang, Lu 
and Cowley 1987, Yao and Cowley 1989) it is suggested here th a t a complete 
description has never been given. For example, M arten and Meyer-Ehmsen 
(1985) interpret the parabola envelopes as simple Kikuchi lines, which is found 
not to be the case, and also make the false assumption th a t since a monolayer is 
sufficient to produce a parabola, the parabolas seen in experiment are therefore 
produced by a monolayer. In fact, of course, “surface parallel” and “surface 
localised” will be completely synonymous only if the incident electrons penetrate 
no further than the topmost layer; this is shown later to be much less likely at 
microscope voltages than at the RHEED camera voltages used by M arten and 
Meyer-Ehmsen. For their part, Yao and Cowley (1989) confuse the discussion 
of RHEED diffraction by describing it in terms of the channelling of electrons 
in different mean inner potentials, rather than the more elegant and obvious 
description in terms of the variations of electron dispersion as seen in the relevant 
branch structure.
It should be noted in passing th a t one of the features already of use in RHEED 
patterns are those regions, marked “D” in figure 4.1.1, where the parabola crosses 
one of the surface-parallel Bragg lines. These regions seem to have an enhanced 
intensity, which is investigated later in the chapter. The practical use of these 
enhancements, as pointed out by Uchida, Lehmpfuhl and Jaeger (1984) is th a t 
an image formed from such an orientation will have increased intensity and 
contrast. It has now become common practice for surface images to be taken 
from such orientations, and reflection electron microscopy (REM) is developing
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into a useful means of imaging features such as surface steps (see eg Larsen and 
Dobson 1988 and references therein). The appearance of surface-step contrast 
in high-voltage REM clearly shows th a t surface information is present, but not 
whether it is mixed with bulk information. It does not automatically follow that 
extractable surface information will be present in high-voltage RHEED patterns 
from the same surface.
The failure to produce a complete description of the RHEED geometry is not 
surprising, because of the exclusive use of numerical techniques. The aim of this 
chapter is to show that the features of high-voltage CB-RHEED patterns such 
as figure 4.1.1 can be explained in physical terms if the investigation is begun 
using perturbation theory to point the way. As expected, this means we must 
choose particular conditions which aid our approximations. The specimens are 
assumed perfectly flat and infinite in the surface-parallel directions. Unlike many 
authors, we also choose to investigate crystals with a large atomic number (and 
hence a strong surface-normal or “rod” potential), since it is found tha t these 
most clearly divide the diffraction into its basic constituent parts. Platinum  is 
used for this purpose; in addition, patterns from a “medium strength” scatterer, 
Gallium Arsenide, are used since they tend to be somewhat sharper. [A risk 
taken by working at higher energies is th a t the incident electrons will cause 
beam-damage to the specimen surface. However, the analysis of Bradley and 
Zaluzec (1987) of the beam-damage thresholds for elemental specimens suggests 
th a t for both P t and GaAs an accelerating voltage of more than 300kV is needed 
to sputter off the surface atoms. It is therefore hoped that 200kV electrons will 
cause minimal damage, if any, to  the surface.]
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Finally, and most importantly, we choose to explain the geometry of RHEED 
patterns by analogy with almost identical features observed in off-axis trans­
mission patterns (Lehmpfuhl and Dowell 1986, James, Bird and Wright 1989). 
It will be shown in due course that the geometry of nearly all the features in 
RHEED and off-axis THEED patterns is the same. Since THEED is well under­
stood and RHEED is not, the former will be used to determine which parts of 
RHEED patterns are truly surface specific, and need a surface-diffraction theory 
to model them, and which are produced by diffraction predominantly from the 
bulk beneath. §4.2 is therefore given in entirety to a study of such transmission 
patterns within a theoretical framework chosen for its compatibility with the 
rod description of RHEED. The rest of the chapter is then spent on an anal­
ysis of RHEED itself, using the similarity between the THEED and RHEED 
perturbation expansions to understand the geometry.
4.1 .3  R esonance geom etry  in th e projection  approxim ation
Before the analysis of off-axis transmission patterns is begun, it is necessary to 
explain in the simplest terms how the parabolic features in CB-RHEED patterns 
come about. This will then set the framework within which the THEED analysis 
of the next section will be performed.
As promised in Chapter 2, projection is taken down the ^-direction in both  the 
RHEED and THEED geometries. The two remaining directions are labelled x 
and y. t The y direction is taken to be parallel to the surface in RHEED, and is
thus perpendicular to the reciprocal lattice rods, which run  along the x direction 
t x  and y are real space coordinates, and should not be confused with the recip­
rocal space deviation parameters used in Chapter 3.
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(see figure 4.1.3). In THEED, the analogue of the rod is the systematic row, 
again perpendicular to y. In both geometries, then, the y-component of the 2-d 
orientation vector K, namely K y, is conserved to  within a 2-d reciprocal lattice 
vector component G y. The remaining r-direction is taken to point along the 
systematic row or rod. As mentioned earlier, the relaxation of periodicity in this 
surface-normal direction in RHEED leads to the “smearing” of the Bragg spots 
to form reciprocal lattice rods, labelled by G y. Some smearing will occur due 
to the presence of the surface. In addition, a finite penetration depth inside the 
crystal will further reduce the periodicity seen by an incident electron, causing 
greater smearing. RHEED is explained in terms of these rods on the assumption 
th a t the smearing is sufficient for there always to  be significant diffraction into 
any value of K x along each rod, subject to the constraints of energy conservation. 
It turns out that in a projected geometry the features associated with resonance 
can be explained with reference to just two rods.
In projection the governing equations will be those due to Kambe (1967) in the 
form derived in §2.3, viz.
- r ^  + Kl(Gy)4>G, =  (4.1.1)
g ;
where
I<l(Gy) =  K 2 -  (K y + Gs )2 . (4.1.2)
The form of the 1-dimensional surface-normal potential Uq(x ) is sketched in 
figure 4.1.2. The positions of the vacuum potential, the real part of the mean 
inner potential U and a possible bound state of the potential are all indicated. 
U is just the average elastic potential inside the crystal, given by the g =  0






F ig u r e  4 .1 .2 .  S c h e m a t i c  o f  th e  rod  p o t e n t i a l  Uo(x). T h e  l e ve l  o f  th e  v a c u u m  
zero,  th e  m e a n  inn er  p o t e n t i a l  and  a b o u n d  s t a t e  e i g e n v a l u e  O’ are al l  m a r k e d .
T h e  form o f  t h e  d e e p e s t  b o u n d  e i g e n s t a t e  is s h o w n  d a s h e d .  A l s o  s h o w n  is 
the  e n e r g y  K ^ .0 o f  an in c i d e n t  p l a n e  w av e .
structure factor;
(4.1.3)
where £lc is the  unit cell volume. If U(r) is allowed to become complex, a mean 
absorptive potential U' may be defined in exactly the same way. It is this mean 
absorptive potential which basically governs the penetration of incident electrons 
into a specimen. We return  to this later, but for the moment ignore U' (assumed 
small), for the sake of convenience.
The (zero-potential) construction for Bragg diffraction in projection (see figure 
4.1.3) is the intersection of the Ewald sphere w ith the plane of the zero-layer 
reciprocal lattice rods. This intersection describes what may be considered an 
Ewald circle, whose radius changes w ith incident orientation K , since in RHEED 
both  k and its ^-component kz are conserved quantities.
Figure 4.1.4 shows one such Ewald circle which cuts bo th  the inside and outside
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F ig u r e  4 . 1 .3 .  S c h e m a t i c  s h o w i n g  the  c i rcu lar  in t e r s e c t i o n  o f  an E w a l d  sp h er e  
w i t h  the  zero th  layer  o f  the  rec iproca l  l a t t i c e ,  l y i n g  in the  xy  p la n e .  (A f t e r  
I c h i m iy a ,  K a m b e  and  L e h m p f u h l  19 80 )  Each  rod ( o f  w h ic h  0, Gy an d  — Gy 
are l a b e l l e d )  is d r a w n  wi th  bulk re c iproca l  l a t t i c e  p o i n t s  m a r k e d  on it .
of the specimen. The centre of the circle lies at the projection of the centre of 
the Ewald sphere onto the ZOLZ plane.
For convenience the circle in figure 4.1.4 is made the same radius inside as ou t­
side, though in practice U has the (refractive) effect of changing the x-component 
of the wavevector K  from K xo outside, to I \xi inside the crystal, via
K l ,  =  K\„ -  77. (4.1.4)




F ig u r e  4 .1 .4 .  E w a l d  c irc le  for the  in c i d e n t  o r i e n t a t i o n  K .  T h e  ( r ea l - sp ac e )  
sur f ace  is s h o w n  s c h e m a t i c a l l y  to  in d i c a t e  t h a t  e l e c t r o n s  i n c i d e n t  at  O on the  
zero th  rod wi l l  be  ref l ect ed  to  A .  T r a n s i t i o n s  to  and  from p o s i t i o n s  such  as 
B and  C on rod Gy, are a lso p o s s ib l e .
energy component in the x direction, A”J0, is clearly positive, so it follows that 
all incident electrons are able to enter the crystal, bu t only those inside with 
K \ i  >  |Cf| are able to leave. If the Ewald circle is tangential to a rod nGy, 
where n is an integer, then a diffracted wave will be excited parallel to the 
crystal surface. It is this wave which is responsible for “surface resonance” . As 
figure 4.1.5 shows, (and see Ichimiya, Kambe and Lehmpfuhl 1980) the locus of 
the centres of the Ewald circles tangential to  a given rod describes a parabola, 
which is of course the parabola under discussion.
These parabolas come in pairs, corresponding to the  Ewald circle being tan ­
gential to the -\-nGy and —nGy rods. From now on, n is taken as a positive 
integer, and ± n G y describes a pair of rods giving rise to a pair of parabolas. 
In order to derive an equation for the locus of the parabolas, it is necessary 
only to write down an expression for energy conservation between the surface- 
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F igure  4 .1 .5 .  Z e r o - p o t e n t i a l  c o n s t r u c t i o n  s h o w i n g  t h a t  th e  l o c u s  o f  th e  cen tre  
o f  E w a l d  c irc les  t a n g e n t i a l  to a rod an d  p a s s in g  t h r o u g h  the  origin  d es cr ib es  a 
p a r a b o la  in rec ip r o ca l  s p a c e .  ( A f t e r  I c h i m i y a ,  K a i n b e  and  L e h m p f u h l  1980 . )
Unfortunately, in this plane wave description there is an ambiguity associated 
with whether the surface-parallel wave is treated as being inside or outside the 
crystal (eg Ichimiya, Kambe and Lehmpfuhl 19S0). Each possibility gives rise to 
a parabola, with a gap between the two, caused by U . Peng and Cowley (1986) 
suggest tha t this explains the gap between a parabola and its envelope, though 
this will be shown not to be the case. In fact, the ambiguity will disappear al­
together in a moment, when the surface-parallel state  is treated  more carefully. 
For now, it is assumed for the sake of argument th a t the surface-parallel wave 
is inside the crystal, so K x{ =  0 for this wave. Since in figure 4.1.5 O P=Q P,
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energy conservation then gives
( K y ± n G yf  =  + (4.1.5)
or, transforming K xi via (4.1.4) to represent an orientation outside the crystal,
K 2xo =  ±2nG yK y +  n2G2y + U. (4.1.6)
This is the equation of the parabolic locus of the Ewald circle centres, as derived 
by Ichimiya, Kambe and Lehmpfuhl (1980), Peng and Cowley (1987) and others. 
Of course, as has been stated, the Ewald circles are a zero-potential construction, 
yet the M arten and Meyer-Ehmsen (1985) explanation for resonance is in terms 
of the surface-diffracted wave coupling into the bound states of the surface- 
normal or rod potential U0(x). As pointed out by Bird (1987), the electrons 
coupled into any such state are unlikely to be well described using plane waves in 
both the x- and ^-directions. In the r-direction electrons will be in an eigenstate 
of the rod potential which may indeed be bound. This apparent loss of energy of 
the incident electrons is possible using the y-direction energy as a “sink” , since 
only the 2-dimensional energy K 2 need be conserved. Note that in all the 
examples studied below, the systematic row potential has only one bound state, 
which will be the 1-dimensional equivalent of a Is state. Although extra states 
may exist a t the surface (see later), their form and eigenvalue will essentially be 
the same. It is the coupling into any of these bound states, sketched in figure 
4.1.2, which is of interest in this chapter.
Since the surface-parallel wave is now an eigenstate of the whole potential, both 
inside and outside the crystal, it has a definite energy eigenvalue, without am­
biguity. Let the eigenvalue of such a bound state be a  relative to the mean
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inner potential, U =  U. Then the Ewald circle construction no longer expresses 
energy conservation; instead
a  +  (K ,  ±  nGvf  = K 2x o- U  + K 2y (4.1.7)
or
K 2a = ±2nG yI<y +  n2G] + a +  U. (4.1.8)
As will be discussed in much greater detail in later sections, the effect of this 
extra energy term  is to shift a parabola from its free-electron position (4.1.6). In 
this case, the parabolas may be pictured, if helpful, as being constructed from 
Ewald circles tangential to a line parallel to the ± n th  Gy rod. Note th a t all this 
may (and later will) be derived directly from the Kambe equations (4.1.1).
So far, then, consideration has been made of the conservation of energy and of 
crystal momentum in the K y direction. Much of the remaining physics of the 
problem lies in determining to what extent the momentum component K x is 
conserved in RHEED patterns. The framework within which this conservation 
is investigated will now be introduced.
4 .1 .4  T h e  tw o -ro d  m odel
The two-rod model will be at the heart of both the transmission and reflection 
analysis which follows. By definition, each incident wavevector K  terminates on 
the zeroth rod. Each of the parabolas, and indeed nearly all the other RHEED 
features, can be constructed geometrically by including just one more rod, la­
belled by nG y =  H , say. In this case, the Kambe equations (4.1.1) reduce to








+ U0(x) -  { Kl 0 ± 2 K yH  -  H 2) i>H =  —Uh *I> o- (4.1.10)
In the perturbation expansion of these equations, the potentials U±u will be 
treated as small. The basis states from which we expand axe the solutions to 
(4.1.9&10) with the right-hand sides set to zero; these are the eigenstates of 
the zeroth rod potential £7o(g). ipo and ^ H  are therefore just states of U q( x ) 
with different energies. Since these basis states need not be plane waves, what 
follows will be a distorted wave Born approximation (eg Schiff 1968), in which 
the intra-rod scattering will be incorporated into the unperturbed Hamiltonian, 
and the inter-rod contributions, governed in strength by U ±h , will be treated 
as a perturbation.
These two-rod equations are identical in form to those given by Ohtsuki (1968) 
and McRae (1979) for the analysis of surface resonance in low energy electron 
diffraction (LEED). McRae’s mechanism for resonance is very similar to that 
suggested by M arten and Meyer-Ehmsen (1985) for RHEED. However, the ki­
netic energy of a LEED electron (<  IkeV) is much more comparable with th a t of 
the specimen electrons, so scattering in LEED tends to  be very strong. At such 
energies there are further complications, since (for example) exchange effects 
between the incident and crystal electrons should^be ignored. It is therefore felt 
tha t if anything, the two-rod approximation should be more suited to RHEED 
than LEED. Finally, it should be said tha t there may be differences in the shape 
of the rod potential Uo(x) close to the surface (both in the real and the absorp­
tive imaginary parts) between the two energy regimes. These differences may
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play a vital role in determining both  the boundary conditions and the penetra­
tion depths of the incident electrons, and the states close to  the surface into 
which these electrons may couple. Thus it should not be assumed that surface 
effects in LEED automatically translate to surface effects in RHEED.
4.2 A N A LY SIS OF O FF-A X IS T R A N S M IS S IO N  P A T T E R N S
4.2.1 Introduction
This section deals with the analysis of off-axis transmission patterns, with a 
view to transcribing the results to  the RHEED case. The justification for this is 
that all the types of feature seen in CB-RHEED patterns at microscope voltages 
are observable in a transmission pattern  taken from the same orientation. It is 
therefore the geometry of the patterns which we wish to explain on physical 
grounds. No suggestion is made in this section th a t the relative intensities 
of features in RHEED patterns may be described by direct comparison with 
THEED. However, as will become clear, it is possible to eliminate some of the 
possible causes of the RHEED features, and to  deduce their possible surface- 
sensitivity, by first understanding off-axis transmission patterns.
The first detailed observation tha t the parabolic features of interest are present in 
equivalent transmission patterns was given by Lehmpfuhl and Dowell (1986), for 
the rather weak Silicon (111) surface. Similar observations have been reported 
by the Arizona group, notably Peng, Cowley and Yao (1988), and Yao and 
Cowley (1989). Although the patterns in these papers are taken from stronger 
scattering surfaces, namely GaAs(llO) and P t ( l l l ) ,  the analysis offered is rather 
confused, and some of the crucial points would appear to have been missed.
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One common feature of these papers is th a t the THEED patterns shown are 
all off-axis Kossel-Mollenstedt patterns, similar in construction to  the Vincent 
patterns of Chapter 3. Although the features of interest are certainly visible in 
such patterns (and just about any other pattern  taken a t the correct orientation), 
the geometry is not nearly so clear as in bright-field, large-angle convergent-beam 
(LACBED) patterns, as introduced by Tanaka et al. (1980). These patterns are 
produced by over- (or under-) focusing a  large-angle incident probe, and using 
the selected-area aperture to pick out the zeroth beam at a position where 
the (otherwise overlapping) discs are separated. The drawback of the over­
focusing is tha t a large, flat area of the specimen is required, perhaps thousands 
of Angstroms in diameter. However, the additional feature of the patterns, that 
both image and diffraction information axe present, makes the search for an 
acceptable area, and the interpretation of distortions incurred, somewhat easier.
One of the differences between the THEED and RHEED analyses which follow 
should now be outlined. “Resonance” is at least a second order effect in the inter­
rod potentials U±h \ it is necessary to scatter into and out of a bound state in 
order to observe intensity changes due to the resonance mechanism. However, as 
will become clearer, the geometry of the patterns is contained within first order 
expressions, either for scattering into or out of a  bound state. In RHEED, at 
least one scattering event ( “reflection”) must occur for there to be any observed 
flux. Thus in §4.1.3 attention was limited to the scattering from  a  state out into 
the vacuum, without much caring how the electrons first became surface-parallel. 
By contrast, the LACBED patterns of this section are all taken in the bright- 
field. In this case we look at the first scattering event, from  the incident beam
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into bound (and other) states, and there is no need to keep track of the scattered 
orientation of the electrons in order to determine the diffraction geometry.
Figure 4.2.1 shows 200kV bright-field LACBED patterns taken from close to 
the Pt[231] and the GaAs[116] axes. In order to mimic the reflection geometry, 
these patterns are centred about a position shifted from the band which plays 
the equivalent role to the surface planes in RHEED. These patterns are very 
similar to their RHEED equivalent; each line or curve in the RHEED patterns 
of  figure 4 .1.1 may be seen in the equivalent THEED pattern here. Although 
the converse is not true, the extra lines in the la tter are all HOLZ lines, which 
are assumed weak and therefore to have no effect on the positions of the ZOLZ 
lines. It should be stressed tha t the similarities are observed at all axes, and 
the ones exhibited are chosen only because they show the features clearly. It 
will be seen later that the two sets of patterns can be simulated geometrically 
by the same method, based on simple perturbation arguments, derived first for 
the transmission case.
It should be reiterated tha t the equivalent of a  “rod” potential in THEED is 
a systematic row potential, as formed for example by the Fourier components 
^±ng) n =  1 —> 0 0 . [In a transmission systematic Laue geometry, the component 
U0 =  U affects all beams uniformly, and need not, therefore, be included.] To 
ensure consistency with the RHEED description, the systematic rows used will 
be those through reciprocal lattice points of constant K y. Thus for the P t [231] 
patterns, the “rods” from the (111) surface become a ( l l l) - ty p e  systematic row. 
Of course, this potential is completely periodic in THEED, so it is necessary to 
satisfy the Bragg law when making “inter-rod” transitions (ie K x —► K x +  Gx);
124
F ig u re  4 .2 .1 .  20 0 k V  o f f -ax i s  L A C B E D  t r a n s m i s s i o n  p a t t e r n s  ( c o u r t e s y  A G 
W r i g h t ) .  T h e s e  p a t t e r n s  are tak e n  f rom th e  s a m e  m a t e r i a l s  and  o r i e n t a t io n s  
as th e  C B - R H E E D  p a t t e r n s  in f igure  4 .1 .1 .  ( a )  is f rom c lo s e  to  P t [2 31 ] ,  and  
( b )  f rom c lo se  to  G a A s [ 1 1 6 ] .
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in principle this condition is relaxed in the RHEED case. Once it has been shown 
in this section that RHEED and THEED patterns are geometrically similar, it 
will be seen in the next that many of the causes of dissimilarity between the 
two arise from the differences between the 1-dimensional potentials, and how in 
the RHEED case the electron wavefield is matched from the vacuum to the rod 
potential. Following the work of M arten and Meyer-Ehmsen (1985), the main 
thrust of this transmission study will be to understand the effects of coupling 
into the deepest (and, if appropriate, other) bound states of the systematic row 
potential, and to what features this coupling leads in a diffraction pattern.
4.2 .2  N um erical sim ulation o f L A C B E D  patterns
As in the three-beam analysis of Chapter 3, it will prove useful to have a full, 
numerical theory with which to compare our approximations. Again the many- 
beam equations are used to provide this. Since the HOLZ lines of the LACBED 
patterns are not observed in the RHEED patterns, and are assumed to be too 
weak; to  alter the line geometry, all the simulations will be performed in projec­
tion, so the potential and the Bloch-waves will be 2-dimensional. It is important 
to  note that the 2-dimensional eigenvalues and eigenvectors introduced in §2.3.1, 
and here labelled by the branch index (m), are not the same as those of the 1- 
dimensional systematic row, here labelled ( j) , to  which the discussion will later 
be confined. Absorption will also be ignored at this stage, again because the 
aim of this analysis is to understand only the position of the diffracted lines 
and curves. Therefore, the diffracted amplitudes at the exit face of a perfect 
transmission specimen in the symmetric Laue geometry, as a function of the
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2-dimensional orientation K , are given by (2.3.10):
A a ( K , t )  = £ c < m>*(K)4m)(K)exp , (4.2.1)
m
where t  is of course the specimen thickness. Since in a bright-field pattern  only 
the component G  =  0 is of interest, the diffracted intensity at any orientation 
K  is given by \z)7 e (fe
I o ( t )  =  I £  |C<m)f  exp I2 =  £  cos [(,<"*> -  ,<»>) JL].
m  '  m , n
(4.2.2)
The cosine term  in the second of these expressions is an interference term, and is 
responsible for the fringes seen parallel to, and either side of the main diffraction 
fines. For the purposes of finding only the positions of these main fines, the time- 
consuming double summation in (4.2.2) is unnecessary. The interference term 
between different branches is therefore ignored, by setting m  =  n, leaving as the 
quantity to  be calculated
I„(K ) »  £  |C<m,(K )|*, (4.2.3)
m
which is independent of the specimen thickness. Note tha t this simplified in­
tensity expression still contains all the ZOLZ pattern  geometry; for example, at 
orientations K  close to a Bragg condition, C0(K ) will be reduced (assuming weak 
diffraction), so (4.2.3) will give a reduced bright-field intensity, corresponding to 
a point close to a deficiency fine.
In principle, then, the LACBED patterns of figure 4.2.1 could be simulated 
by calculating the Bloch-wave coefficients Cq (via diagonalisation of the many- 
beam m atrix) and performing the sum (4.2.3) at as many orientations K  as
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required. It should be borne in mind that experimental LACBED patterns cover 
a large range of incident orientations, some of which may be well away from a 
zone axis. Unfortunately, the standard methods of performing a many-beam 
simulation of diffracted intensity are not really suited to analysis well away from 
the “centre” of a pattern. This is because it is customary to use the many-beam 
equations to  simulate zone-axis patterns, in which the strength of the structure 
amplitudes may be considered to fall off at the same rate in all directions. Hence 
all the ZOLZ reciprocal lattice points within a given radius of the zone centre are 
included in the calculation; the off-diagonal (potential) part of the many-beam 
m atrix is filled up once and stays the same throughout the calculation. The 
stronger the zone axis, the more beams N  must be included, and the longer it 
takes for the diagonalisation to be performed (oc N 3). This is bad enough at 
a zone axis, but is even worse for off-axis analysis of a strong scatterer such as 
P t. For an orientation vector K  well away from the origin O, the Ewald circle, 
centred on K  and passing through O, is rather large and extends to  a maximum 
distance 2K  from the origin. If all of the reciprocal lattice vectors inside all 
such Ewald circles were included in a single many-beam m atrix, it could become 
enormous. Diagonalisation at many orientations, as is necessary to  simulate the 
LACBED patterns, would then take a prohibitively long time.
One solution to this problem is to be selective about which beams to include in 
the many-beam matrix at any given orientation. As a guide to how to  perform 
this selection, it is again useful to look first at the zero-potential limit. In this 
limit, the only beams which will be excited are those for which the diagonal terms 
in the many-beam matrix match the diagonal term of the incident electrons; that
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is, only those G  for which (K  -f G )2 =  K 2 need be included. Geometrically, 
this is equivalent to  excluding all zero-layer reciprocal lattice points which do 
not lie exactly on the Ewald circle. If a weak potential is now “switched on”, 
there will be additional coupling of the incident beam into directions other than 
those exactly on the Ewald circle, though such a circle will still describe the 
locus of maximum coupling. The simplest and most natural way to  reduce the 
size of the many-beam m atrix at any one orientation K  is therefore to select 
only those beams G  for which
|(K  +  G )2 — K 2\ <  A, (4.2.4)
where A is a single param eter to be determined. Geometrically, the constraint
(4.2.4) is equivalent to putting a strip either side of the Ewald circle, of a width 
determined by the value of A. Because of the square dependence of K  on A, 
this strip gets narrower as the orientation gets further from the origin, so the 
number of beams required is more or less uniform over a whole pattern , for a 
given choice of A.
For the particular application under discussion here there is a perfectly natural 
way in which to determine the param eter A. Since the mechanism of most inter­
est is the coupling of electrons into the deepest bound state of the 1-dimensional 
systematic row potential, it is necessary that such a state be well approximated. 
Sufficient Fourier components of the systematic row potential m ust therefore be 
included for the deepest parts of the real-space potential to be well simulated. 
Since these deep regions have the fastest variation of potential w ith distance, 
a Fourier series expansion which produces accurate bound states will autom at­
ically simulate the higher energy states even better. One way to  monitor the
129
convergence of the potential is to look at the variation of the eigenvalue c r^  of 
the deepest bound state  of the row potential. If insufficient potential components 
are used, the sharp regions of the real-space potential will become smeared, and 
the solution of the diffraction equations will produce a less bound eigenvalue. 
As the number of beams (and hence the number of potential components) is 
increased, the value of a M gets deeper until it converges. A criterion for the 
choice of A for this application is therefore tha t, for an orientation whose Ewald 
sphere is tangential to a systematic row, the outer portion of the Ewald “ring” 
should intersect a length of the row containing sufficient reflections to produce 
a converged value of the deepest bound eigenvalue cr^K
F ig u re  4 .2 .2 .  S c h e m a t i c  o f  th e  c o n v e r g e n c e  cr i t er io n .  T h e  inner  E w a l d  c irc le  
is t a n g e n t i a l  to a s y s t e m a t i c  row .  T h e  chor d  A B  o f  the  o u te r  c irc le  m u s t  
c o n ta i n  e n o u g h  b e a m s  to p r o d u c e  a c o n v e r g e d  e i g e n v a l u e  o f  the  r o w ’s d e e p e s t  
b o u n d  s t a t e .  T h e  s e p a r a t i o n  o f  th e  c irc les  is d e t e r m i n e d  by the  p a r a m e t e r
A.
This criterion is illustrated schematically in figure 4.2.2. If the gap between
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reciprocal lattice points along the systematic row is Gx, and N c is the number 
of beams required for convergence, then from figure 4.2.2,
A B  =  (Nc -  1 )GX =  2 [(K +  G )2 -  K 2] * . (4.2.5)
Now, the outer circle in figure 4.2.2 represents an extreme value of the inequality
(4.2.4). The term in square braces is therefore just A, and (4.2.5) leads to the 
simple convergence criterion
A >  i  [(Nc -  l )G y 2 (4.2.6)
For the simulation of the Pt[231] pattern, the “surface” planes are (111). In this 
case 11 (T ll)-type beams are found to give a satisfactory convergence of c r^ , 
leading to the value A =  180 A-2 . This produces a  many-beam m atrix for the 
2-dimensional LACBED simulations which is up to 40x40 beams in size. On a 
SUN4 computer, using optimised diagonalising routines, this means a 101x101 
orientation 2-dimensional scan can be performed in about eight hours. The 
calculations are much quicker for weaker scatterers such as GaAs, since N c (and 
hence A) is smaller.
For the particular range of orientations shown in the P t simulation below, close 
to the [231] axis, this method is only slightly faster than a conventional zone-axis 
calculation. Should we wish to scan further out from the zone axis, the gain 
in time would soon become apparent. This selection process may be of use in 
other diffraction problems, in which case A must be chosen so tha t the real-space 
potential responsible for the features of interest is well simulated.
Figures 4.2.3 and 4.2.4 show experimental and simulated LACBED patterns 
from the [231] axis of P t and the [116] axis of GaAs. The “surface” systematic
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F ig u r e  4 .2 . 3 .  E x p e r i m e n t a l  2 0 0 k V  L A C B E D  p a t t e r n  ( c o u r t e s y  A G W rig h t )  
and  m a n y - b e a m  s i m u la t io n  from c l o se  to  P t [231] .  Se e  t e x t  for de t a i l s .
F ig u re  4 . 2 .4 .  E x p e r i m e n t a l  2 0 0 k V  L A C B E D  p a t t e r n  ( c o u r t e s y  A G WTright)  
an d  m a n y - b e a m  s i m u l a t i o n  from c l o s e  to  G a A s [ 1 1 6 ] .  S e e  t e x t  for de ta i l s .
row for GaAs[116] contains (220)-type reflections. This row is well simulated by 
a 7-beam calculation, leading to a strip-w idth A =  90A_1. In both cases, the 
orientation scan is for —4 <  K y / k -1 <  4 horizontally and 1 <  I \ x/ k ~ 2 <  9 
vertically. As a guide to  the area of the reciprocal lattice covered by these scans,
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=  2.77A-1 in P t, and G220 =  3.15A-1 in GaAs. In both simulations, the 
intensity given by (4.2.3) has been scaled to cover the range [0,1] to highlight 
the contrast between the deficit fines of interest and the background. The ex­
perimental patterns are similar to those in figure 4.2.1. Clearly, this method 
of orientation-dependent beam selection produces satisfactory agreement with 
experiment in terms of producing the correct positioning of the major zero- 
layer features. These simulations will provide the  full numerical back-up to the 
perturbation work which will now be introduced.
4.2 .3  A  perturbative tw o-rod th eory  in transm ission
This section contains a development of two-rod theory in transmission. The 
essential differences between what follows here and the RHEED two-rod theory 
outlined in §4.1 axe as follows:
(i) Rod potentials are replaced by systematic row potentials, so there is no 
relaxation of Bragg’s Law in the x-direction. T hat is, crystal momentum is 
conserved.
(ii) The boundary conditions axe at z  =  0 and z = t, not at x =  0.
(iii) The perturbation expressions will contain thickness-dependent terms, which 
contribute only a shape function to  the diffraction fines.
(iv) The mean inner potential will be ignored
(v) Absorption will be ignored.
(vi) Emphasis will be placed on scattering from the incident beam into other 
states.
As in RHEED two-rod theory, the basis states for expansion will be the states 
of the zeroth rod potential, and the coupling between rods will be treated as
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a perturbation. This rather artificial separation into scattering along the rods 
which may be strong, and in between rods, which is assumed weak, will clearly 
ignore the dynamical effects due to other sets of systematic rows. Such effects 
may be minimised by working at axes where the the “surface” systematic row 
gives the strongest diffraction, and are further reduced by the fact tha t the 
patterns are off-axis, so it is unlikely tha t a  significant portion of any other 
ZOLZ row will be excited.
As the potential will be split into systematic row contributions, it is convenient 
to write the starting diffraction equation (2.2.22) as
[ - ^ K  + U0(x) + U(x1y)](p(x1y , z )  =  (4.2.7)
where — E/oOO is treated as the unperturbed Hamiltonian, with eigenstates 
<po, and the perturbation is [compare with (2.2.23)]
u (x >y) = u G,(x)exp( iGyy). (4.2.8)
G y * 0
Since the potential for the basis states (po depends only on x, the diffraction 
equations are now separable into x ,y , and z  components, rather than just R  
and 2, as was the case in Chapter 2. Writing ipo =  ip(x)Y(y)Z(z)  and forcing 
the y dependence (giving inter-row scattering) to be plane-wave like, leaves the 
‘tp(x) as Bloch states of the 1-dimensional, zeroth systematic row, satisfying
^  +  U0( x ) \  I i x ) = a d \ K t ) ^ \ x ,  K t ). (4.2.9)
The 1-dimensional eigenvalues of are related to the 2-dimensional eigen­
values of via
o(> \Kz ) =  s (m\ K x , K y) -  I<1 (4.2.10)
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since a plane-wave K y dependence has been assumed. Denoting the excita­
tion amplitude of each 1-dimensional Bloch sta te  by e ^ ( K x), the unperturbed 
eigenstates may be written down by comparison with (2.3.7):
<Po =  ^ 2 e 0 ) ( K x) ^ 3\ x J < x)exp(iKyy)exp  { ^ 0 )  +  ^ y } )  * C4 -2 -1 1 )
j '
These basis states may now be perturbed by the potential t/(x ,y ), which, by 
analogy with the analysis in Chapter 3, will transform K y by a Gyy and cause 
intra-rod scattering between branches (j) ,  with an amplitude which must be 
depth-dependent. The perturbed wavefunction is therefore
V =  X )  ai,o,(z)i>0) exp [i(Ky + Gy)y] exp ( - ^  {<t0) +  ( K y +  Gj,)2} )  ,
j }Gy
(4.2.12)
with boundary conditions in this symmetric Laue geometry determined by com­
parison of (4.2.11) and (4.2.12):
ai,o»(°) =  £^f>o,Gy- (4.2.13)
Note that if the projected reciprocal lattice around the axis of interest is not 
rectangular, then a perpendicular transition between rods will not satisfy the 
Bragg condition K x —> K x -+- Gx. In this case, the eigenvalue on rod ±77 into 
which we must couple is related to the eigenvalue on rod 0 via
a ± H  = ~F A)> (4.2.14)
where A is the offset between rods 0 and H,  as defined in figure 4.2.5. The 
inclusion of this offset is largely a m atter of book-keeping; since it only lengthens 
the equations yet further, it will consequently be om itted until needed. Note 
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Figu re  4 .2 .5 .  S c h e m a t i c  s h o w i n g ,  and def ining the  se nse  of,  the  of fse t  A 
b et w e en  reciproca l  la t t i ce  rods for a po le  w i t h o u t  mirror s y m m e t r y  a b o u t  
rod 0.
The wavefunction (4.2.12) may now be substituted into the starting equation 
(4.2.7). The processing of the resulting expression to  produce the required form 
is entirely analogous to the derivation of the Howie-Whelan equations in §2.3, 
except that sifting integrals in the x-  and y-directions are performed separately. 
As might be expected, the (plane-wave) y-components are sifted out altogether, 
and the r-depen dent Bloch-states form a  1-dimensional m atrix element about 
the inter-rod potentials:
’ G’* 0 * (4.2.15)
exp ( i l  { a<;) “  ‘7° ,) +  +  ° ^ 2 ~  <'K y  +  G^ 2 } )  '
The m atrix element in this equation contains most of the physics of the problem; 
it is this term which governs the strength of inter-rod transitions, and from 
which the crucial K x conservation arises. Although the states and  ^
will both be Bloch states of the zeroth-rod potential, the m atrix element may 
be thought of as describing the transfer of flux from a Bloch state on one rod to 
a different state  on another rod Gy — G’y away, with a strength given by the inter- 
rod potential Ugv- g1 • Before splitting the equations (4.2.15) into perturbation
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orders as in §3.2, the two-rod equations for THEED may first be derived. 
In this case only 0 and H  need be included as possible values of G y and G'y. To 
keep the size of these equations manageable, it is convenient to write
<70) -  a (l"> -  2K yH  — H 2 =  Qjj ', (4.2.16)
though care m ust be taken to  ensure tha t the ordering of the labels ( j)  and ( j 1) 
is kept absolutely consistent. The resulting two-rod equations axe
=  ^ ' E ar M * Ui\U-H\4><'>),exp (4.2.17)
and
=  i E  ai M U') \u ll\4’U))I  exp • (4.2.18)
First order term s
The amplitude coefficients may be split up into orders aSn  ^ in precisely the same 
way as for the normal Howie-Whelan equations in Chapter 3. Again, the zeroth 
order terms are the initial conditions, this time given by (4.2.13). Since there is 
no incident excitation onto the H  rod, the first order term  on rod 0 is zero, and 
on rod H  is given by
df^ r  =  • (4-2.19)
Integration of this expression between the top surface z  =  0 and some interme­
diate thickness z\ yields
exP ( - * 32i r L)  - 1
jC. ~ W - - , V H \ V ~ l x  ------------ -------------------
J |_
It turns out th a t this expression already contains all the information required to 
determine the geometry of the LACBED patterns, within the denominator .
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(4.2.20)
The whole term  in square braces describes what may be considered a  modified 
Bragg condition', it is a maximum when fi-7-7 is zero, and gives an oscillating 
fall-off of intensity either side. Since the terms in SI**' are not necessarily plane- 
wave like, the condition £1**' =  0 is not a simple Bragg condition, bu t is a 
similar condition in which the 1-dimensional Bloch state eigenvalues play an 
im portant role. The locus of the ( K x, I \ y) satisfying this condition will give 
the positions of the various lines in LACBED patterns, even though there is no 
first order intensity change in the bright field. To produce an intensity change, 
the approximation is taken to one extra term; this will then put flux back onto 
the zeroth rod, and so introduces double scattering terms analogous to the two- 
rod LEED amplitudes of McRae (1979). As we shall see, though, the modified 
Bragg condition =  0 will not be altered, which is why first order expressions 
predict the geometry correctly.
Second order term s
The second order amplitude required is tha t on rod 0. It is found by integration 
of the first order term on rod H , (4.2.20). In the general case described first, 
( j n) labels states “on” rod 0 into which the incident beam couples, ( j r) labels 
states “on” H , and (j ) final states back on 0. [Of course each such state is 
actually a state of the zeroth rod potential, but this picture of propagation on 
a particular rod is useful.]
If the intent of this section were to simulate intensities, then the Bloch-waves 
\ ip^)  would need to be m atched to plane waves underneath the specimen. This 
is an unnecessary complication; instead only the second order amplitude inside
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the specimen need be calculated. Performing an iteration of the first order term  
(4.2.20) gives
W 7?{ ~ 1]  “  . o ' )  - „ o '" >  [ « p ( * (<r0> 2 / °  >}<)  - 1 ] }  •
(4.2.21)
The first line of this equation gives the basic strength of second-order diffraction 
associated w ith the zeroth rod, which is m odulated by the “shape function” of 
the second line. This shape function contains three inter-dependent Bragg-type 
conditions. The first of these is the first-order condition ft-7 J = 0 .  Noting from 
(4.2.16) th a t ft-7-7 =  ft-7 J -f ( c r^  — ^), these conditions may be expressed as
ft-7"-7' =  0, ft-7"-7' -f (aU) -  cr^ jn)) =  0, =  0. (4.2.22)
0.2
- 7 .5 - 2 . 5 2.5
F ig u re  4 . 2 . 6 .  P r o b a b i l i t y  s h a p e  fu n c t io n  for the  sa t i s f a c t i o n  o f  th ree  in t e r ­
d e p e n d e n t  m o d i f i e d  B r a g g  c o n d i t i o n s ,  g iv en  t h a t  on e  is sa t i s f i e d .  See  t e x t  
for d e t a i l s .
Let us assume th a t one of these conditions is satisfied, for example the first. 
Figure (4.2.6) is a plot of the m odulus squared of the second line of (4.2.21)
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as a function of (a ^  Essentially, this plot indicates the probability
shape function given tha t the first modified Bragg condition is satisfied. W hat 
it clearly shows is that the strongest intensity back on rod 0 will occur when an 
electron returns to a sta te  with the same 1-dimensional energy as the one from 
which it left. Thus it makes no difference whether we consider scattering into 
or out of the state of interest. We shall for the moment ignore the possibility of 
degeneracies and assume th a t if cr^  =  \  then the states and  ^ are
also the same. This simplifies (4.2.21), and as promised, leads to an amplitude 
with only one modified Bragg condition, identical to that in the first order term:
aj\o(0  ^  e(j) x
i'
1 f  1 r ( iQ” ' t \  , it 1
This expression will be compared with the second order RHEED amplitude in 
§4.3.
4 .2 .4  Branch-by-brancli sim ulation  o f  L A C B E D  patterns
As mentioned before, the geometry of LACBED patterns can be deduced by 
mapping out the loci of the orientations ( K x, K y) which satisfy the modified 
Bragg condition =  0. This may be achieved directly and simply by assuming 
the starting (and hence finishing) state to be the plane wave exp( iK xx)  on rod 
0, with eigenvalue =  K%. Note that by choosing the initial state to be a 
plane wave, those Bragg lines corresponding to the systematic row reflections 
Gx will not be simulated. For these to appear, the states t/^ -7 ) would need to 
be expressed as the sum of at least two plane waves, or in a full-blown Bloch- 
wave expansion. Also, therefore, this method will not simulate those positions
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of enhanced intensity in RHEED patterns where a parabola crosses a Gx line. 
The analysis of these regions will require a  “three-state” theory (though still 
two-rod), akin to that used in the three-beam work of Chapter 3; this is left 
until the section on RHEED, §4.3.
The equations to be solved for the line positions ( K x, K y) in this case, then, 
m ay be found from (4.2.22) and (4.2.16), and using (4.2.14), to be
K \  t  2K yH  - H 2 -  <j u ' \ K x =f A ) =  0, (4.2.24)
which, not surprisingly, bears a striking resemblance to  the RHEED parabola 
equation (4.1.8), apart from the insertion of K x as a good quantum  number for 
the eigenvalues \  the associated shift A between neighbouring rod potentials, 
and the omission of U. The most illuminating type of LACBED pattern  to 
simulate is one taken from the surface of a  strong scatterer, since then the 
features to be discussed are both prominent and distinct, and one in which the 
offset A is non-zero. Both requirements are satisfied by the Pt[231] pattern, 
figure 4.2.4. The reason for choosing such a pole is tha t with A =  0, the 
equations (4.2.24) must necessarily produce a pattern  with mirror symmetry 
about K y =  0. The only way to avoid the effects of A for an asymmetric pole is to 
have no variation of the energy ) with K x. This may be achieved in THEED 
only by coupling into a completely flat band of the dispersion curve; in RHEED 
it should also be possible if, for whatever reason, a bulk-like branch-structure is 
not seen by the electrons. It follows that there must be some correlation between 
the symmetry of a diffraction pattern  taken from a A ^ O  pole, and the degree 
of periodicity seen by incident electrons.
141
Figure 4.2.7 shows the first 7 branches of the dispersion surface of the P t ( l l l )  




F ig u r e  4 . 2 . 7 .  T h e  first s e ve n  br a n ch es  o f  th e  P t ( l l l )  s y s t e m a t i c  row d i s p e r ­
s ion  su r f ac e  a t  2 0 0 k V ,  g e n e r a te d  by  an 11 -b ea m  d y n a m i c a l  c a l c u l a t i o n .  T h e  
1-d e i g e n v a l u e s  are m e a s u r e d  re la t i ve  to th e  m e a n  inner  p o t e n t i a l  ZJ1.
This is the same number of beams as used to calculate the strip-w idth A in the 
numerical sim ulations of §4.2.2. The most notable feature of this figure is that 
the first branch is extremely flat, and well split off from the other branches. 
These values of cj^ \ K x) may be inserted numerically and branch-by-branch 
into (4.2.24), which is then solved for I \ y as a function of K x, using the appro­
priate value of H  for the particular pole. The loci (K x, K y) satisfying (4.2.24) are 
p lotted  in figure 4.2.8 for the same region close to  the Pt[231] pole as simulated 
before. A part from the expected absence of the “surface-parallel” ( l l l) - ty p e  
lines, these simulations bear a strong resemblance both to the experim ental and 
theoretical pa tterns of figure 4.2.3. Each line in figure 4.2.8 is in the same 
position as in the full dynamical simulation of figure 4.2.3.
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F igu re  4 . 2 .8 .  B r a n c h - b y - b r a n c h  s i m u l a t i o n  o f  2 0 0 k V  P t[23 l]  L A C B E D  p a t ­
tern us in g  tw o -r od  th eo r y .  Each  l ine  is l ab e l l ed  w i t h  th e  b r a n c h  o f  th e  d i s ­
pers ion  sur f ac e  ( f igure  4 .2 .7 )  wh ich  p r o d u c e s  it.  T h e  s ca l e  o f  th e  s i m u l a t i o n  
is the  s a m e  as in f i gure  4 .2 .3 .
The conclusion to  be drawn here is clearly tha t, for a strong scatterer such as P t, 
the  LACBED diffraction geometry may be understood in terms of a perturbative, 
two-rod, branch-by-branch analysis.
In  particular, it is concluded tha t the inner, smooth parabolas may be generated 
entirely from branch 1 contributions; note tha t this is the only flat band, and 
the resulting parabolas are the only features symmetrical about K y = 0 .  In 
addition, the envelope of the parabolas is seen to be a product of branch 2. This 
is also a strongly dynamical branch in the P t ( l l l )  system. It cannot, therefore, 
be assumed th a t such envelopes are normal Kikuchi lines, since Kikuchi lines 
are maps of plane-wave dispersion Bragg conditions. Instead, the envelopes are 
the loci of orientations satisfying the dynamically modified Bragg condition for 
branch 2. The higher branches become progressively weaker, displaying approx­
im ately parabolic dispersion and giving rise to straight lines in the diffraction
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pattern  at normal Bragg positions. Such features can only arise in any diffrac­
tion pattern  if the real-space potential is periodic, in which case the reciprocal 
space is periodic and I \x must be conserved. Thus a qualitative test of the pen­
etration of RHEED electrons is to look for features which rely on periodicity in
the z-direction.
How do these argum ents become changed for weaker scatterers? Figure 4.2.9 
shows the first 7 branches of the GaAs(220) system atic row dispersion curve, 
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F i g u r e  4 .2 .9 .  ( a )  G a A s ( 2 2 0 )  s y s t e m a t i c  r o w  d i s p e r s i o n  s u r f a c e  a t  2 0 0 k V .
( b )  B r a n c h - b y - b r a n c h  s i m u l a t i o n  o f  G a A s [ l l 6 ]  L A C B E D  p a t  t e r n ,  u s i n g  ( a ) .  
T h i s  s i m u l a t i o n  a n d  f i g u r e  4 .2 . 4  a r e  t o  t h e  s a m e  s c a l e .
It is clear here th a t, since the first branch is not quite flat, the inner curve is not 
quite parabolic, and th a t apart from the dynamical rearrangem ent of branches 1 
and 2, the whole p a tte rn  consists of straight lines, characteristic of a nearly-free 
electron branch structure. As may be expected, the dynamical effects exhibited 
by branches 1 and 2 become weaker for materials containing lighter elements.
144
This result will now be used to  suggest a straightforward and quick method 
of simulating both THEED and RHEED patterns. Before this, it should first 
be mentioned that the [116] pole on a  (220) surface has A  =  0. Were we to 
choose a pole with non-zero A, the parabolas for medium-strength and weak 
scatterers would themselves be asymmetric in THEED patterns, though not in 
the associated RHEED pattern  if the ^-direction periodicity is lost completely. 
This is the sort of THEED-RHEED difference which should be used in the 
investigation of surface-sensitivity in the latter.
4.2 .5  Sem i-kinem atic L A C B E D  sim ulations
As already mentioned, it is clear from figures 4.2.8 and 4.2.9 tha t the envelope 
of the inner parabolas consists of branch 2 contributions. For the higher index 
branches, the lines produced are approximately in their kinematic positions, so 
a simple method is suggested for a  semi-kinematic simulation of THEED pat­
terns which shows all lines, and is easily corrected for refraction for comparison 
between THEED and RHEED in §4.3.
Figure 4.2.10 is a series of two-rod, branch-by-branch simulations of the [231] 
pole LACBED patterns, in which the strength of the scattering potential in 
the (111) systematic row is artificially set to various fractions of the “true” 
potential for Platinum, Upt . Thus the first plot (which is the same as figure 
4.2.8) simulates the full P t potential, and the last gives the type of pattern  
expected from an imagined scatterer 100 times weaker. The dispersion surface 
produced by this la tter potential is virtually free-electron like, so the lines in the 
simulation are all in their kinematic positions.
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F ig u r e  4 . 2 .1 0 .  Ser ie s  o f  t w o - r o d ,  B r a n c h - b y - b r a n c h  s i m u l a t i o n s  o f  P t [ 23 1 ]  at  
2 0 0 k V ,  for v ar io u s  f r a c t io n s  C o f  th e  t ru e  s c a t t e r i n g  p o t e n t i a l  U p*.  ( a)  to ( f )  
co r r e s p o n d  to  C = 1 . 0 ,  0 . 8 ,  0 . 6 ,  0 . 4 ,  0 . 2  and  0 .01  r e s p e c t iv e l y .
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The points to observe from figure 4.2.10 as the potential is increased are
★ The position of the branch 1 contribution moves away from the branch 2 
envelope, and becomes more parabolic as the potential is increased.
★ The branch 2 envelope itself changes shape, producing a different set of 
straight-line segments to  those seen a t “zero” potential.
★ The other lines remain straight, and approximately in their kinematic po­
sitions. The slight adjustment to this at large potentials is tha t, close to 
the “surface” where the dynamical effects are strongest, and where two-rod 
theory is most likely to break down, the lines are shifted slightly. Each then 
makes a slightly different angle with the surface than  at zero potential.
These observations may also be made using the full 2-dimensional LACBED sim­
ulations, which show tha t the surface-parallel Bragg lines (jinn)  also remain in 
approximately the same place (especially for large n), regardless of the strength 
of the potential. In §4.3, much of the discussion of RHEED patterns will be cen­
tred around the similarities and differences with THEED patterns. It is therefore 
useful to have a simple m ethod of simulation which will prove to be applicable 
to either geometry. Such a method is suggested by the lack of movement of 
the high-branch diffraction lines from their kinematic positions. Figure 4.2.11 
shows a plot of all diffraction lines in their kinematic positions (which are of 
course the bisectors of each reciprocal lattice vector in the zero-layer), similar to 
those drawn by Lehmpfuhl and Dowell (1986) and others, for a [231] pole. The 
branch 1 contributions to these lines are shown dashed, as they are replaced by 
smooth parabolas, added in a position corresponding to  the eigenvalue cr^  of 
the P t ( l l l )  systematic row. This addition of a dynamical feature is somewhat
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artificial, but does help in the indexing of RHEED patterns later. The branch 
2 envelopes are not well simulated by these kinematic line diagrams, as can be 
seen in figure 4.2.10. Instead they consist of the dynam ical “hybridisation” of 
the free-electron Kikuchi envelope.
F ig u r e  4 .2 .1 1 .  S e m i - k i n e m a t i c  s i m u l a t i o n  o f  o f f -ax i s  2 0 0 k V  P t [ 23 1 ]  L A C B E D  
p a t t e r n .  See  t e x t  for d e ta i l s .
In order to apply such a simple simulation to the RHEED case, it is necessary 
only to  correct the I \x coordinate for refraction, via (4.1.4). This correction is 
a non-uniform one-way stretch, which is considerably easier to implement in a 
simulation where the lines have an analytic form than  in the grey-scaled plots 
produced from the numerical analysis, where each orientation contributes inten­
sity to  a fixed, square region. Since the THEED features best simulated are 
among those which are easiest to see in a RHEED patte rn , and the transform a­
tion from THEED to RHEED is so easjq these simulations are used as the first 
aid in comparing the transmission and reflection p a tte rn  geometries in §4.3.
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4.2 .6  Sum m ary
It has been shown that the ZOLZ geometry of off-axis bright-field LACBED 
patterns can be understood entirely in terms of the satisfaction of a modified 
Bragg condition, in which the branch structure of a 1-dimensional systematic 
row potential plays a crucial role. This systematic row potential is itself the 
transmission analogue of a rod potential in RHEED, so the methods of this 
section axe transferable to the RHEED case. Various simulation techniques have 
been introduced which illustrate how a  LACBED pattern  is formed, especially 
for a strong scatterer (Platinum), where the effects are most clear.
4 .3  A N A L Y SIS OF R H EE D  PA T T E R N S
This section begins with the application of semi-kinematic fits to 200kV RHEED 
patterns. It is found that these transmission-based simulations fit the reflection 
patterns well. On the basis of this, the main conclusions of the chapter axe 
drawn. From then on, attention will be confined to RHEED itself, in an a t­
tem pt to justify the use of the transmission arguments of §4.2, and to further 
understand the nature of the parabolic features, with reference to their surface- 
sensitivity and whether or not they are resonant. Finally, it is suggested that it 
may be possible to use the position of a parabola to determine surface Debye- 
Waller factors.
4.3 .1  A  sem i-k inem atic fit to  experim ent
The similaxity of the off-axis THEED and RHEED pattern  geometries may be 
established using the semi-kinematic plots introduced in §4.2.5. It is found that, 
w ith the application of a simple correction for the refractive mean inner potential
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U, these simulations fit the RHEED patterns rather well. Since all the electrons 
contributing to a RHEED pattern  have emerged from orientations inside the 
crystal, the 2-dimensional orientations outside (where the pattern  is observed) 
must be transformed via [see (4.1.4)]
Ayo =  Ryi (4.3.1)
and
K xo = y /K l i  -  \U\, (4.3.2)
where the subscripts 0 and again indicate a wavenumber outside or inside the 
crystal respectively. From (4.1.3) and (3.1.2) it is seen th a t U is given by
V = Vo =  £ M ° > .  (4-3.3)
K
where u K is the atomic form factor of the atom k in the unit cell. U could 
therefore be deduced simply by adding the appropriate atomic form factors. 
Unfortunately, the “straight through” form factors are the least reliable of all in 
the calculations of Doyle and Turner (1968) and others; in practice it is better 
to fit a value of U from the refracted positions of known features. The best fines 
to use for a U fit are those associated with reciprocal lattice vectors G  whose 
Gy component is zero; these are the “surface-parallel Bragg fines” , which for a 
(111) surface are just (nnn), with n a positive integer. Note tha t some of these 
surface-parallel reflections will have K xi too small for any reflected electrons to 
escape the surface.
A value of U has been fitted for the P t [231] pattern  of figure 4.1.1 by considering 
the position of the 7 surface-parallel fines (333) to (999). Let the distance
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between the (333) and the (nnn) line be K n. Then, since the Bragg condition 
for reflection by Gnnn is Kzi  =  —^ n n n /2 , it follows from (4.3.2) th a t
f a n n -  \v\ =  I (4.3.4)
U cannot be evaluated by direct solution of this equation, but may be found, 
for example, by minimisation of the error function
^  [Kn(calculated) — K n( m easured)]2
n
as a  function of U . It is found from figure 4.1.1 th a t at 200kV, the mean inner 
potential for P t is U =  —11.0 ±  0.2A-2 . This may be converted to  volts by 
application of (2.2.8), to give V =  —30.2 ±  0.6V, in good agreement with the 
value calculated by Radi (1970) [V =  —30.0V], and used by  M arten and Meyer- 
Ehmsen (1985) in their study of the P t ( l l l )  surface. Note th a t the Doyle-Turner 
calculations give U =  —12.1 A-2 .
F i g u r e  4 .3 .1 .  S e m i - k i n e m a t i c  s i m u l a t i o n  o f  2 0 0 k V  P t [2 31 ] R H E E D  p at t e rn .  
T h i s  is th e  p lo t  o f  f i gure  4 .2 .11  w i th  a re f r a c t iv e  c o rr e c t i o n  a p p l i e d .  See  t e x t  
for d e t a i l s .
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Figure 4.3.1 is a semi-kinematic simulation of the Pt[123] CB-RHEED pattern  
figure 4.1.1, with the identical parameters as for the THEED simulation in figure 
4.2.11, except for the inclusion of a  refraction correction, U =  — l lA -2 . The 
kinematic “branch 1” contribution is again dashed, and replaced by parabolas 
with the same bound-state eigenvalue as in transmission. Note that refraction 
causes some of the Bragg lines to  be bent close to the surface; however, these 
lines are still the analogue of the straight lines in the transmission case. This 
simulation provides as good a  fit of the experimental pattern  (especially on 
the negative, where more Kikuchi bands are detectable) as does the THEED 
simulation of the THEED patterns. A similar result is found at all poles in all 
the other materials investigated, a t an accelerating voltage of 200kV (Wright
1989).
4.3 .2  C onclusions
The main conclusion of this chapter may now be drawn. It is evident that 200kV 
RHEED patterns exhibit both straight lines and asymmetries about K y = 0 . 
Neither of these features is possible unless the electrons producing them have 
penetrated far enough into the crystal to see a bulk-like potential, since both are 
a product of K x being conserved to within a reciprocal lattice vector. The sim­
ilarity between the lines produced by 1-dimensional dispersion surface branches 
j  > 1 in THEED and those in RHEED suggest that any information from the 
outermost, surface layer will be averaged in these features with information from 
the selvedge and bulk layers beneath. As will be seen later, the number of layers 
over which this averaging occurs, and the weighting which should be given to 
the contribution from each layer are both rather difficult to quantify, so it is not
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reasonable to  expect these features to yield useful surface information. The only 
way in which this information could be extracted in principle is via a detailed 
simulation of diffracted intensity, in which case high-voltage RHEED would offer 
no advantage, and possibly some disadvantages, over LEED and other surface 
techniques.
These same conclusions cannot be made regarding the parabolas from strongly 
scattering surfaces. This is because in the transmission case, the deep bound 
states are associated with a flat band in the dispersion surface. W ith a flat 
band, K x conservation does not affect the position of diffracted features. Thus 
it is impossible to tell from the arguments given so far whether K x is being 
conserved, and therefore equally impossible to tell whether the parabolas come 
solely from the surface or from a mixture of surface and bulk. Both a single 
bound state at the surface and a bulk flat branch with the same eigenvalue 
would give the same pattern  geometry, As an aside to which we return  in §4.3.6, 
it would seem th a t the parabolas in RHEED patterns are in a position slightly 
further from their envelopes than in THEED, consistent with coupling into a 
slightly less deeply bound state. The existence of any difference at all would of 
course imply tha t the surface has some effect on these features. W hat the above 
does tell us about the parabolas is that they are associated with coupling into 
bound states, which may or may not resemble bulk Bloch states. The fact that 
the parabola-envelope gap is almost the same in RHEED and THEED disproves 
the suggestion (see eg Peng and Cowley 1987) that both are parabolas separated 
by an amount dependent upon U .
The next part of this chapter is now given to a study of some of the ways in which
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features (particularly parabolas) could be different in RHEED. The study will 
be based upon two-rod theory. In the process, the similarities between THEED 
and RHEED, and the conclusions drawn from these similarities, will be put on 
a firmer footing.
4.3 .3  T w o-rod theory in R H E E D
The two-rod equations in RHEED for the rods Gy =  0 and Gy = H  are those 
given in (4.1.9) and (4.1.10). W ith the energies K%(Gy) expanded as in (2.3.19), 
they are
, - £ f + *•(*>-*2:
and
+  V o(s) -  (,Kl -  2K yH  -  H 2)
These are second order equations, and therefore describe a scattering problem. 
The formal solutions will be w ritten in terms of Green’s functions, which are 
particularly suited to the perturbation treatm ent of the inter-rod transitions 
which will follow. The unperturbed Hamiltonian will be taken as
« °  =  +  U0(x), (4.3.7)
where the rod potential U q( x ) (see figure 4.1.2) is n o t  perfectly periodic, due to 
the presence of the surface. The Green’s functions are defined as (eg Economou 
1983)
Go =  (4.3.8)
and
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tpH =  —Vh ^  o, (4.3.6)
=  —U - h ^ h (4.3.5)
Gh  =  [ ( K l - 2 K yH - H 2) - H ° ]  1 . (4.3.9)
These Green’s functions may be thought of as electronic wavefunction propa­
gators on rods 0 and H  respectively. As with the transmission perturbation 
theory, however, the states of propagation are always those of the unperturbed 
Hamiltonian 7i°. The only difference between the Green’s functions Qq and Qjj 
is th a t they are associated with the propagation of electrons at different energies.
T he sta tes  o f  a single rod p oten tia l
It is instructive to  look first a t the form of the basis states, which are of course 
the eigenstates of H°.  The states of interest are those which satisfy (4.3.5) and 
(4.3.6) with the right-hand side set to  zero. The energies of these states are K% 
(which is positive since it represents the energy of the incident electrons) and 
K \  — 2K yH  — H 2 which may in principle take any value.
Let the initial state on rod 0 , with energy K \  determined by the incident beam, 
be ^oo- For the moment the potential Uo(x) is taken as real. Even without the 
presence of atomic modulation, the step potential of height U will cause i/>oo to 
contain both transm itted and reflected components. Perhaps more significantly, 
the incoming wave (with Uo(x) real) will see the periodicity of the atomic wells 
and will undergo diffraction, ipoo will therefore produce, for example, surface- 
parallel Bragg lines. As in the THEED case, iftoo should be expanded as a linear 
combination of many terms, but for ease will be represented by the single plane 
wave, without a reflected component,
V>oo =  exp ( + i K xx)  =  | K z ). 
155
(4.3.10)
Now, in transmission, the inclusion of absorption is largely a m atter of choice, 
yet it is necessary that it be included in any meaningful description of RHEED, 
at least to  some extent. The fact that only one surface of the crystal provides 
a boundary condition in a system governed by a second order equation may be 
justified on the grounds that no electrons ever reach the “back” surface of the 
specimen due to absorption. Since in RHEED the main direction of interest is 
the surface-normal ( r )  direction, a given U' will be relatively large compared 
with the incident kinetic energy K \ , so absorption is likely to  play a significant 
role.
If absorption is included in the zeroth rod potential, >^0o m ust still match to a 
real energy outside the crystal, so its energy must remain real inside. However, 
it may pick up an imaginary wavenumber, which gives rise to absorption, and 
therefore to finite penetration of the incident beam.
At the Bragg condition for surface-parallel lines the penetration depth of incident 
electrons will be affected both by anomalous absorption contributions, and by 
the size of the bandgap, governed by Uqx. However, by solving the many-beam 
equations “backwards” , for K x given the energy cr, Wright (1989) has shown 
th a t the penetration depth is basically governed by the mean absorption term 
U'. [At large Gx, U' exceeds both Uqx and Ugx and is therefore the dominant 
factor.] To see how U' causes absorption, extend (4.1.4) by writing
K t i  =  \ / K \ 0 +  \U\ +  i \W\ »  X ( l  +  ^ ? )  , (4.3.11)
where i\U'\ has been assumed smaller than the other terms, and where x  = 
s f x i  +  \U\ is the propagating part of the wavenumber K xi inside the crystal.
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From (4.3.11) the imaginary, absorptive, part of this wavenumber is
K'xi «  J g l  =  I ,  (4.3.12)
where the defined quantity S is the penetration depth. As a  useful guide, consider 
the penetration of incident plane waves at an orientation corresponding to the 
position of the n th  surface-parallel Bragg line. At the Bragg condition, |x | =  
ly ^x li where Gx = 2tt/d , and d is the spacing of the surface planes. The number 
of planes penetrated is then given by
6 2tt n
m  — — «  — . (4.3.13)
d d?\U'\ K J
T hat is, the number of layers penetrated is proportional to the angle of incidence 
(through n) and inversely proportional to the mean absorptive potential U1. 
This penetration of an incident plane wave does not necessarily determine the 
surface sensitivity of a RHEED feature, which may arise through coupling into 
other states which are not absorbed in a similar way. However, els will be 
shown, the penetration depth of the incident beam is a  contributory factor to 
this sensitivity. Ideally, of course, m «  1. Unfortunately, it is rather difficult in 
practice to determine accurate values of | U'\. The mean absorption is the least 
well modelled using thermal diffuse scattering calculations (eg Bird and King
1990), and may be difficult to predict by other means. On the measurement 
side, Howie, Milne and Walls (1985) have determined the penetration depth 
of lOOkV electrons at various incidence angles to  a GaAs(220) surface, using 
classical dielectric theory to fit the surface and bulk plasmon peaks found using 
reflection electron energy-loss spectroscopy (REELS). Similar work has been
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reported by Wang (1988), and produces values of penetration depth consistent 
with the crude analysis which follows:
Let us suppose that at 200kV, U =  1017'. In the negative used to  produce figure 
4.1.1a, the visible surface-parallel Bragg lines are for 3 <  n  <  9. At P t ( l l l ) ,  
\U\ =  l lA “ 2 and d =  2.26A, so (4.3.13) gives 3.3 <  m  <  10.0 over this range 
of n. It is generally accepted (eg Humphreys and Hirsch 1968) tha t U' scales 
w ith energy as 7 //?, where 7  is the ratio of the incident electron mass to its 
rest mass, and (3 is the ratio of the incident electron velocity to th a t of light. 
This scaling rule suggests that at a typical RHEED camera voltage of 20kV, we 
should expect 1.7 <  m  <  5.2 for the same range of orientations as used above. A 
similar analysis for a lighter material, GaAs, using 2 <  n  <  6 (see figure 4.1.1b) 
gives approximate penetration 5 <  m < 16 at 200kV, reducing to 3 <  m  <  8 at 
20kV.
The other states of Uq(x ) of interest are of course the deeply bound states. 
These are inaccessible to tpoo by virtue of its high energy. However, they may 
be accessed by means of inter-rod transitions, via the Green’s function Qh  of 
(4.3.9). These states will clearly look like tight-binding Bloch states well into the 
bulk of a strong scatterer such as Platinum, and must be matched to a decaying 
wave in the vacuum. At the surface, additional states are allowed ( “Tamm” 
states - see eg Appelbaum 1975) which are truly localised to the surface and 
which reside in the bandgaps of the bulk dispersion surface. For P t ( l l l ) ,  there 
is very little overlap between the deepest bound states of neighbouring wells. 
Thus the outermost well would have to be considerably different from the others 
for its energy to  be far from that in the band.
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If absorption is “switched on” for these states, it is likely tha t they will pick 
up a complex energy, though it is not obvious that they will in any sense be 
“absorbed” . That is, these states will continue to exist as perfectly good states 
into which an electron may couple, regardless of absorption. This point is re­
turned to later. First though, it is necessary to add a second rod, and derive 
the two-rod solution for RHEED, which will contain the m atrix element which 
does control the surface sensitivity of RHEED features.
C oupling b etw een  tw o rods
The right-hand sides of (4.3.5) and (4.3.6) are now re-introduced to  produce 
inter-rod transitions. The Green’s functions (4.3.8) and (4.3.9) axe substituted in 
these two-rod equations to provide the formal solution to the problem. The one 
addition which is made is to insert the initial wavefunction t/>oo- The resulting 
solutions on each rod axe
V’o =  V’OO +  QqU-h^h (4.3.14)
and
ipH =  QhUh^ o. (4.3.15)
The second of these may be substituted into the first to give the Lippman- 
Schwinger equation for the wavefunction on rod 0:
^0 =  ^oo + GqU-hGhUh'&o- (4.3.16)
This equation states that the contributions to the wavefunction on rod 0 are due 
to incident electrons, plus electrons which have at some stage been on rod 0 , 
been scattered onto H , propagated along H , and scattered back to 0 . Iteration
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of this equation leads to a perturbation expansion for ipo, namely
V>o =  V’oo +  GoU - h Gh Uh '&oo +  • * • • (4.3.17)
Truncated at the second term, this is the precise analogue to the second order 
transmission amplitude derived in §4.2. Since the scattering has been monitored 
from the incident beam, then into and out of another state, this second order 
term is the first which will display the features of interest. To make clearer the 
analogy between the scattering perturbation expressions and those of §4.2, it is 
necessary to expand the Green’s functions in terms of the eigenstates ip of the 
unperturbed Hamiltonian ?f°. We therefore write the G yth  Green’s function 
as (Economou 1983)
= + rd$l (4318)
* “  s'p — s J0 s ' - s  +  ir?
where the (1-dimensional) energy variable s is given by
s = K 2x -  2K yGy -  G\.  (4.3.19)
The zero energy point s =  0 is of course at vacuum zero. Hence the integral in 
(4.3.18) is over the continuum of states with energy s ' >  0 . The small imaginary 
quantity irj is included in the denominator to  facilitate the choice of direction 
( + K X or —K x)  of these waves. The summation is over the bound states of U q( x ).
This expansion of the Green’s function is now used in the formal solution, 
(4.3.17). ^oo will be restricted to the plane wave (4.3.10). Following McRae 
(1979) and §4.2, we pick out a single state from Qh  for analysis. This is a bound 
state r  w ith eigenvalue cr. The expression (4.3.17) for the wavefunction on rod
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0 then becomes
* ,  «  | K . )  +  (4-3.20)
To construct the equivalent of the THEED amplitude (4.2.23), we assume that 
the wavefunction back on rod 0 is again a plane wave. In terms of energy 
conservation, both  | — K x) and \KX) are accessible plane-wave states, as in 
THEED. Since in this case reflected waves are of interest, the former is chosen. 
W ith attention limited to  plane waves, Qo is just a free-particle propagator, so
£  -  IIC \  I I " * * *
^  ~  ]Kz) +  ~H k 7 '  ( K l  -  2 K SH  - m - a y  (4-3-21)
Not surprisingly, this is almost identical to the plane-wave version of the THEED 
result of §4.2, (4.2.23). The im portant similarity is th a t the denominator de­
scribes exactly the same modified Bragg condition, which in this case, with the 
single eigenvalue a  taken to  be constant, gives rise to smooth parabolas. In 
RHEED, however, the choice of constant a  need not imply a  flat branch, as 
a single bound state  (such as a Tamm state) would produce the same result. 
Equation (4.3.21) also shows tha t if all the terms were subject to K x conserva­
tion, the whole RHEED geometry would be the same as in the THEED case. 
This justifies the earlier arguments of the chapter, and will be returned to in a 
discussion of resonance mechanisms in §4.3.4.
Surface sen sitiv ity  o f  th e  parabolas
The m atrix element (t \Uh \Kx) is of course an integral over all x. In transmis­
sion, ignoring absorption, the integrand is finite and periodic for all x, so the 
integral limits may be reduced to cover a single layer spacing d. In RHEED,
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various features render the limits of this integral finite. In the vacuum, the 
exponential tail of the bound state |r) makes the integrand small. Inside the 
crystal, absorption must be applied to  the initial wavefunction ^005 represented 
here by |K x). This causes exponential decay into the specimen, and therefore 
reduces the range of x  making a significant contribution to  the m atrix element.
To determine the surface sensitivity of the parabolas in CB-RHEED patterns, 
it is also necessary to know the spatial extent of the bound state |r) . As men­
tioned before, if Tamm states are ignored, the bound states of Uo(x) will remain 
accessible states throughout the bulk, even when absorption is included. In this 
scenario the limiting factor on surface sensitivity must be the spatial extent of 
|K x), in which case parabolas in 200kV patterns cannot be considered to come 
from the surface alone (see §4.3.3).
By contrast, a Tamm state is truly localised at a surface. If only a Tamm 
state were excited, its own spatial extent, and not that of |K x) would be the 
limiting factor. However, for the P t ( l l l )  surface, the eigenvalue of a bulk state 
and a Tamm state would have to be very close unless the outermost well was 
significantly different from the bulk wells. Thus one could not be excited without 
the other, and both would produce parabolas at the same place. §4.3.5 contains 
a brief study of one feature which could cause the outermost well to differ. 
However, figure 4.1.1 only displays a single parabola, so the conclusion must 
be drawn th a t at 200kV the parabolas contain a mixture of surface and bulk 
information. Deconvolving this mixture would be extremely difficult, since it 
would require knowledge of I / ',  and a fitting procedure over all possible Tamm 
state contributions. On the other hand, low-voltage RHEED, in which the
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incident beam  penetration may be only a few monolayers, especially for strongly 
scattering materials, should produce parabolas which come from coupling into 
the surface layers alone.
4 .3 .4  R esonance, enhancem ent and m om entum  conservation
It is now time to  comment upon whether the parabolas seen in RHEED p a t­
terns are “resonant” , as seems to be assumed (without explanation) in most of 
the published papers dealing with the phenomenon. Resonance is of course a 
common feature in many branches of physics, and its occurrence in a given sys­
tem  may be explained in any number of equivalent descriptions. For example, 
resonance is associated with an extremal impedance of a system, with the exci­
tation of a  pole of the system’s governing equations, or as a state in which some 
phase difference becomes zero. The term resonance should not automatically be 
applied every time a system produces a strong response, though such a response 
is frequently a  feature of resonance.
For the application studied here, the excitation of a pole of the system has al­
ready been shown to give nothing more than a modified Bragg condition. Since 
the specimen in considered infinite in the z direction, a  surface-parallel wave in 
perturbation will have a divergent path  length when this condition is satisfied. 
This is similar to divergent amplitudes predicted in transmission kinematic the­
ory for an infinitely thick specimen. It is not clear from a perturbation theory 
w ritten in projection how to express the strength of diffraction expected from 
electrons w ith long path  lengths, though the fact th a t the a  for bound states 
are allowed to be complex prevents complete divergence.
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All this suggests tha t a modified Bragg condition is a  resonance, but not a 
particularly special one. However, the analysis does suggest th a t there will be 
an enhancement of amplitude, contained in the residue of the pole for coupling 
into a bound state. This residue contains the m atrix elements discussed in 
§4.3.3. The deepest bound state of a one dimensional potential well will be 
approximately as sketched in figure 4.1.2, with one antinode at each atomic 
position. Thus, independent of the number of wells excited, the wavefunction 
|r ( r ) )  will be at its strongest at the same positions as the potential U±h (x ). 
The m atrix elements (K x \U-h \t ) and (t \Uh \Kx) will therefore be larger than 
for plane-waves and for other states not centred on the atomic positions.
This effect is also observed in HOLZ reflections in transmission. In tha t case 
the 2-d ZOLZ branch structure dictates the position and strength of the HOLZ 
lines; if the states of a given branch and the relevant scattering potential both 
have a large amplitude at the same positions, the HOLZ amplitudes will be 
enhanced with respect to a plane-wave transition. This enhancement, known as 
a “concentration” factor, is typically 2-3 for a 2-dimensional Is  state (see Baker 
1982, Vincent, Bird and Steeds 1984b). Given that the amplitude diffracted into 
and out of rod H  is second order in these matrix elements, a similar amount of 
enhancement in this 1-d case could produce intensities in the parabola perhaps 
10 to  100 times larger than  in surrounding, plane-wave, features. This is precisely 
the sort of intensity anomaly reported by Marten and Meyer-Ehmsen (1985) and 
others. It should be concluded that “enhancement” is perhaps a better term  to 
describe the behaviour of surface-parallel electrons than is “resonance” .
Unfortunately, it is evident from figure 4.1.1 that the parabolas will not neces­
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sarily be anomalously strong diffraction features in a RHEED pattern. Indeed 
the portions of parabolas between the surface-parallel Bragg lines are all rather 
weak and diffuse at 200kV; this is in agreement with the experim ental and com­
putational results of Bleloch (1989) taken from GaAs at lOOkV. This result may 
be understood with reference to  the construction sketched in figure 4.3.2. This 
zero-potential picture is more useful than might at first seem likely.
rod H
rod 0
F ig u r e  4 .3 .2 .  C o n s t r u c t i o n  used  to in d i c a te  w h ic h  p ar t s  o f  a p a r a b o l a  wil l  
g ive  s t r o n g  d i f f rac t ion  if K x  is c o n s e r v e d .  See  t e x t  for d e ta i l s .
Figure 4.3.2 shows two incident orientations P  and Q which lie on a parabola. 
In the zero-potential limit, this means that their Ewald spheres are tangential 
to rod H ; in reality this is not the case, but the H  rod part of the construction 
is not necessary to the argument; instead we apply the algebraic condition that 
a t P  and Q the modified Bragg condition for scattering from |K x) on 0 to |r)  on 
H  is exactly satisfied. The sta te  coupled into on rod H  is nominally labelled by
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the position R , though in fact it may be completely delocalised along the rod. 
Note that the geometry is almost identical to tha t of the three-beam diffraction 
studied in Chapter 3, except that two of the transitions are governed by modified 
Bragg conditions; the situation may therefore be thought of in terms of “three- 
sta te” diffraction. As just discussed, the amplitude of the transition O R  is likely 
to be anomalously large.
Also shown in figure 4.3.2 axe the positions of reciprocal lattice points along rod 
0 , as would be seen by an electron penetrating into the bulk of the crystal. The 
states of interest on rod 0 axe well approximated by the plane waves \KX) and 
| — K x); these high-energy states axe likely to penetrate some distance into the 
crystal, and must therefore obey some degree of momentum conservation. In ad­
dition, energy conservation requires th a t the final state sits at the intersection of 
the Ewald circle and rod 0 . As a consequence, electrons incident at orientations 
such as P , whose K x component is away from a Gx Bragg condition, may scatter 
strongly onto rod H  but will then only have a route to the point of observation 
P ' (either O P ' or R P ') associated with a laxge deviation paxameter on rod 0. 
This means that the intensity at P'  will be rather weak, as observed, and that 
a significant contribution to this intensity may come from electrons whose mo­
m entum has been shifted by inelastic or diffuse scattering mechanisms, so that 
the other Bragg conditions become satisfied (see for example Peng and Cowley 
1988).
The orientation Q in figure 4.3.2 represents the intersection of a parabola and 
a surface-parallel Bragg line. At orientations such as this, all three Bragg- 
type conditions axe satisfied. Intensity therefore reaches Q1 not only via the
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normal Bragg transition OQ(, but also via the anomalously strong two-path 
route O R ,R Q ' . The intensity around these regions will therefore be large, as is 
observed at these enhancement orientations in high-voltage RHEED patterns. 
[In addition, three-beam effects are likely to  produce an anomaly in the shape 
of the intensity distribution in these regions.]
All this argument may be put on a slightly firmer footing by comparing the 
second order amplitudes in transmission (4.2.23) and reflection (4.3.21). In 
both, the denominators are the same, so the geometry predicted by each is the 
same. However, in the latter, the final state is | — K x). If K x conservation is 
imposed, then the difference in the momentum of the initial and final states for 
strong diffraction must be
- I< x =  K x +  Gx . (4.3.22)
In other words, the incident wave must be at the Bragg condition for a surface- 
parallel Bragg line. If K x conservation is not necessary, this condition will be 
relaxed.
Of course, the degree of smearing of the reciprocal lattice points along rod 0 
varies reciprocally with the penetration depth of the electrons. The inference of 
the above argument must therefore be tha t at lower incident energies, with less 
penetration, K x conservation is at least partially relaxed, so the transitions back 
from the bound state on rod H  will be more strongly excited. It is therefore 
predicted that the parabolas in a Pt[231] RHEED pattern  taken at 20kV, say, 
will be much brighter between the surface-parallel lines than at 200kV. This 
extra bright region should appear as a lengthening of the enhancement region
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along the parabola, but not across it. In addition, relaxation of K x conservation 
on rod 0 will smear out the surface-parallel lines themselves. Although only a 
few 1-dimensional rocking curves are given, the results of M arten and Meyer- 
Ehmsen (1985) show strong parabolas a t 20kV, at all orientations.
4.3.5 Surface D ebye-W aller factors
Much of this chapter has been concerned with proving tha t high-voltage RHEED 
patterns are unlikely to  contain much information which is not averaged with 
several layers of bulk m aterial below the surface. However, there does appear to 
be one geometrical difference between THEED and RHEED patterns taken from 
Pt[231] at 200kV which cannot be accounted for by a refractive correction. It is 
found th a t the separation of a parabola from its envelope is smaller in RHEED 
than in THEED, consistent with coupling into a less bound state. This section 
contains a brief outline of one possible cause of such a shift.
Unfortunately, many of the Bragg lines which are of most use in deducing the 
exact position of features are hard to pick out in the LACBED pattern  from 
Pt[231] in figure 4.2.1. Thus it is necessary to use a semi-kinematic fit to aid 
the eye. In addition, LACBED patterns are taken from rather large regions of 
a specimen, and are therefore susceptible to distortions. All of this means that 
the magnitude of the shift is difficult to  quantify. The effect is seen most easily 
at the point where the n =  1 parabolas from + H  and — H  cross. This is always 
at K y — 0 , and at a K x coordinate given by [see (4.1.8)]
J\ ^ (crossover) — H 2 =  cr, (4.3.23)
where the bound state energy a  is relative to  the vacuum. Although it is difficult
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to determine the exact value of K xo at this crossover, it does appear th a t there 
is at least some shift between THEED and RHEED patterns. While the position 
^ f  the parabolas in the former is well simulated using a systematic row Bloch- 
wave calculation, with a?  — —23.lA ~2, the RHEED parabolas are found to fit 
a value <j r  ~  —20 ±  2A-2 .
Now, the crude analysis of §4.3.3 gives that the penetration at crossover for 
Pt[231] is approximately 3-4 monolayers. Thus any difference between THEED 
and RHEED caused by the surface will be averaged with at least one or two 
layers beneath. As a consequence, the estim ated difference between <j t  and <jr  
may be rather large. As a preliminary source of investigation, the transmission 
many-beam equations have been solved numerically for a somewhat artificial 
systematic row, in which features of the whole row are varied to simulate the 
effect of a variation in a single atomic potential. It is found tha t absorption and 
simple surface relaxation have virtually no effect on Bleloch (1989) has
shown th a t the termination of Uo(x) with different exponential tails also has 
little effect. One variation which does produce some difference, however, is in 
the mean squared vibrational amplitude, or Debye-Waller figure.
The outermost atomic layer of a crystal may be expected to be less bound 
to its neighbour than is a typical bulk layer surrounded by two neighbours. 
Consequently, it is free to vibrate about its equilibrium position with greater 
amplitude. This will smear out the sharp variation in the atomic potential of 
this surface layer, making the potential well more shallow, and hence the bound 
state less bound. The LEED experiments of Lyon and Somorjai (1966) and 
Morabito, Steiger and Somorjai (1968) suggests tha t for transition metals at
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room tem perature, the root mean squared displacement a t the surface should 
be approximately twice that of the bulk. For P t ( l l l ) ,  this would produce a re- 
Thiction in c r ^  of some 2k ~ 2. Although this may not be as large a reduction as 
needed because of the averaging with non-surface layers, this is the only mech­
anism tried so far which could in principle shift the parabolas by such a large 
amount. It is hoped that further investigation, and more careful measurement 
of the position of the parabolas, will lead to  a clarification of this situation.
4.4 SU M M A R Y
In this chapter, 200kV RHEED has been shown to be remarkably similar to off- 
axis THEED. It must be inferred tha t genuine surface studies at such voltages 
will be ra ther difficult using RHEED. Apart from a refraction correction due 
to the mean inner potential £/, the geometry of the two types of pattern  is 
virtually identical. In terms of this geometry, both are well explained using two- 
rod theory, which enables us to explain the position of most diffracted features 
as contributions from different branches j  of a 1-dimensional, systematic row 
(or rod) dispersion curve. In both geometries the incident electron energy K 2, 
and the surface-parallel momentum K y are conserved quantities. The observed 
similarity between off-axis THEED and RHEED patterns indicates that for j  > 
1, the RHEED electrons are penetrating far enough into the crystal to see a bulk­
like branch structure. This argument is ambiguous as to  the depth of crystal 
contributing to the branch 1 smooth parabolas in RHEED patterns.
Although some suggestion has been made as to the probable solution to this 
problem, there is room for further work. A test of the model given will be the
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appearance or otherwise of bright portions of parabolas between surface-parallel 
Bragg lines at lower voltages. It will also be an advantage for future work 
Do use genuine RHEED “black-box” calculations for full a numerical back­
up to approximations. In this chapter, the only numerical back-up is for the 
transmission study in §4.2. Such a numerical calculation could then be compared 
with a  computation of the two-rod perturbation intensity, from (4.3.21). It would 
then be more reasonable to compare intensities as well as line geometry.
Finally, it should be said that the conclusions reached in this chapter all refer to 
high-voltage RHEED from perfect surfaces. It does not follow th a t the technique 
will be of little  use in the study of adsorbates, surface steps and so on. Neither 
does it follow tha t the associated techniques of REM and REELS are not capable 
of producing surface information (see eg Wang and Egerton 1988 and Wang and 
Cowley 1988), though care should be taken with these when they are used in 
conjunction with RHEED at microscope voltages.
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C h a p te r  5
CONCLUSION
The content of this thesis is two specific examples in which perturbation theory 
has been used to extract information from HEED patterns. In each case it has 
been all or part of the scattering potential U which has been the perturbation 
term  in the Hamiltonian. For this to  be a useful approach a certain amount of 
selection m ust occur, particularly in terms of the experimental geometry used. 
It is generally accepted that zone-axis diffraction is sufficiently strong always to 
warrant full dynamical theory for its explanation. In the two examples presented 
here, off-axis patterns have been studied, with some success.
There can be little doubt that in these specific examples a perturbative expansion 
of the electron wavefunction has lead to a quicker and better understanding of 
the physical processes occurring, and of the best way in which useful information 
may be extracted from the wavefunction, than was possible using numerical, fully 
dynamical techniques. It is equally apparent tha t confidence in the approximate 
solutions is much easier to achieve if such numerical techniques are available for 
comparison.
The most positive result of this approach is found in Chapter 3. In this case 
the experimental geometry has been reduced to one in which only three beams 
make significant contributions to the diffracted wavefunction intensity. While 
many others (see Chapter 3 for references) have tried to extract the crystallo- 
graphic phase information which must be present in this three-beam intensity,
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none have resorted to an entirely perturbative approach of the situation in its 
simplest form. In Chapter 3 it is shown that this approach leads to a prescription 
whereby crystallographic phase invariants (0) may be measured directly from a 
convergent-beam electron diffraction pattern. This prescription relies on the 
inversion of the simplest possible Bom expansion of the diffracted amplitudes 
which gives a phase-preserving three-beam intensity. Such a  truncation of a 
Born expansion would normally be considered too crude to  entertain, but with 
the aid of the full theory it is shown that the method may produce measured 
values of 9 to an accuracy of within ±15° in experimentally reasonable circum­
stances. It is hoped tha t the m ethod will shortly be tested more thoroughly on 
a m etastable alloy phase of unknown structure (see Exelby and Vincent 1989).
The RHEED example in Chapter 4 has not lead to such a positive result in 
terms of deducing quantitative information directly from a micrograph. How­
ever, RHEED is a considerably more difficult problem than THEED, and many 
authors have been confused as to the origin of more than  one of the features 
frequently observed in RHEED patterns (again, see the chapter for references). 
The main result of Chapter 4 is th a t these features may be understood if pertur­
bation theory is used to simplify the analysis. The selection used to  advantage 
in this case was to analyse a strongly scattering surface [P t( ll l) ]  so that the 
features of interest were well separated. The high voltage used in microscopes 
also made the analysis easier, but was found to produce RHEED patterns which 
were not particularly surface sensitive. However, it is believed tha t with better 
understanding of RHEED patterns produced by this high-voltage work, it may 
be easier to approach the truly interesting problem in low-voltage RHEED, of
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how to extract surface information directly from an experimental pattern.
In the broader view, one of the aims of HEED must be to become a more 
quantitative, and less visual science. As outlined in Chapter 1, the ability to 
form small probes in a controlled manner makes electrons potentially useful in 
this respect. Since HEED is a multi-parameter problem, in which many small, 
and some not-so-small effects are ignored or not treated properly (see Chapter 2), 
this movement towards quantification is not easy. Since the inversion of a whole 
pattern  is unlikely to be possible, selective analysis of parts of diffraction patterns 
would seem to the way to proceed. However, there seems to be a tendency to 
stick to a proper treatm ent of the multiple scattering part of the problem. This 
means tha t the starting point for most HEED analysis is numerical, and it 
is difficult to make any quantitative deduction without exclusive use of fitting 
procedures, in which forward-going theories are compared with experiment, as a 
function of however many parameters happen to be relevant. It is suggested here 
that there may often be some reward in pursuing approximation methods when 
tackling the multiple scattering problem. At the very least such an approach 
may lead to  a better understanding of which, parameters are relevant; more 
optimistically it may lead to approximate inversion of the problem, which should 
simplify subsequent fitting and refinement procedures considerably.
Finally, care should be taken when using approximation methods such as the 
ones presented here th a t the “small” effects included as a perturbation are indeed 
smaller than  other effects not included. In this respect it is of considerable use 
to have a dynamical forward-going theory for comparison which incorporates as 
many different effects as possible.
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