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We study the Landau-Zener (LZ) dynamics comprehensively in a setup of two Rydberg atoms with time-
dependent detuning, both linear and periodic, using both the exact numerical calculations as well as the method
of adiabatic impulse approximation (AIA). The atomic setup realizes different three-level LZ models, for in-
stance, for vanishingly small Rydberg-Rydberg interactions, it converges to a bow-tie model. For sufficiently
large interactions, we have a triangular LZ model. The latter is known to exhibit beats and step patterns in
the population dynamics. In general, the LZ dynamics show a non-trivial dependence on the initial state, the
quench rate of the detuning across avoided crossings, and the interaction strength. Under suitable criteria, the
dynamics are well captured by the AIA especially, at large interactions for which the distinct LZ transitions
can be isolated from each other by adiabatic regimes. Finally, we extend the analysis to the periodically driven
setup, and based on the driving amplitude, the initial states, and the number of avoided crossings driven across,
different scenarios are discussed.
I. INTRODUCTION
Landau-Zener transition (LZT) between two energy levels
occurs when a two-level system is driven across an avoided
level crossing. The paradigmatic example being the LZ model
in which the diabatic energy levels cross each other linearly in
time [1, 2]. The latter had been generalized to both multi-level
systems [3–17] and many-body setups [18–26]. If driven pe-
riodically across an avoided level crossing, the separate LZTs
interfere, leading to Landau-Zener-Stu¨ckelberg (LZS) inter-
ferometry [27]. The LZS interference patterns have been ana-
lyzed in various physical setups [16, 27–39]. The interference
is attributed to multiple exciting phenomena such as the co-
herent destruction of tunneling [40], dynamical localization in
quantum transport [41], and population trapping [42, 43]. On
the application side, the interference features can be utilized
to control the qubit states [36, 44, 45].
Different techniques have been employed to analyze the
complex dynamics in periodically driven quantum systems
[27, 46–48]. The most straight forward approach is to solve
the corresponding Schro¨dinger equation. Sometimes, specific
approximation methods can provide significant insights into
the mechanisms involved in quantum dynamics. One suc-
cessful approach is adiabatic impulse approximation (AIA).
While using AIA, the time evolution is discretized into adi-
abatic and non-adiabatic regimes. It has been employed to
study quantum systems undergoing a quench [49, 50] or pe-
riodically driven across an avoided level crossing or a transi-
tion point [46]. It is thereby analyzing the LZTs and quan-
tum phase transitions, including the Kibble-Zureck mecha-
nism [49, 51, 52]. At the impulse point, the transition prob-
ability obtained from the LZ model in which the system is
driven past the avoided level crossing linearly in time is used
[1, 2].
Interacting few or many-body periodically driven quantum
systems are known to exhibit a variety of new phenomena
[46–48, 53–55]. In this regard, Rydberg-excited atoms con-
stitute an ideal platform for such studies [56]. Strong interac-
tions between two Rydberg atoms can suppress further Ryd-
berg excitations within a finite volume and is called the Ryd-
berg blockade [57–60]. Rydberg blockade and the breaking of
the blockade (anti-blockades) [61–63] have been at the heart
of the Rydberg based quantum simulators and quantum infor-
mation applications [56]. For two atoms, it has been proposed
that through modulation induced resonances, one can engi-
neer the parameter space for both Rydberg-blockade and anti-
blockades [64]. Periodic modulation in detuning can suppress
Rabi couplings, which can lead to selective (state-dependent)
population trapping. Not only that, periodic driving in Ry-
dberg gases provides us insights into fundamental problems,
but also finds applications in developing robust quantum gates
[65, 66]. To implement periodic driving in a Rydberg chain,
one can modulate the light field, which drives the ground to
the Rydberg state transition. Another approach is to apply ad-
ditional radio-frequency or microwave fields, and they provide
off-resonant couplings to other Rydberg states. The two meth-
ods respectively create sidebands either in the driving field
or in the atomic levels [67, 68]. Rydberg atoms in oscillat-
ing electric fields [69] have been explored experimentally for
manipulating the dipole-dipole interactions via Fo¨rster reso-
nances [70–73]. Adiabatic LZTs across a Fo¨rster resonance
is probed in an experiment using a frozen pair of Rydberg
atoms in which the dipole-dipole interaction is vital [74]. But
most of the experiments involving LZTs using Rydberg atoms
are limited to either a single Rydberg excitation or conditions
in which the Rydberg-Rydberg interactions are non-relevant
[43, 75–82].
In this paper, we analyze the dynamics in two two-level
atoms in which the ground state is coupled to a Rydberg state
with a time-dependent detuning. We consider both linear and
periodic variation of detuning in time. Before indulging in the
two-atom case, we revisit the AIA for a single two-level atom
under both linear variation and periodic modulation of detun-
ing. The exact dynamics are in excellent agreement with the
results from the semi-analytical AIA under suitable criteria.
Also, we point out the striking similarity between the expres-
sion for the excitation probability obtained via AIA for the pe-
riodically driven case and the intensity distribution of the nar-
row, equal-amplitude, multi-slit (or a uniform antenna array)
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Figure 1. (a) The time-dependent detuning and the instantaneous en-
ergy eigenvalues for the linear quench. The dashed lines indicate
the diabatic energy levels. (b) shows the inverse of the energy-gap
between the adiabatic levels (top one), and based on that, we can ap-
proximately distinguish the impulse, and the adiabatic regimes, sep-
arated at ±t′. There is no strict definition for t′ is used, and while
implementing AIA, we take t′ → 0. The bottom plot shows the
population in the excited eigenstate (P+ = |a+|2) vs time t for an
atom initially prepared in the ground state |φ−〉 and is subject to a
linear ramp in detuning. Solid line is the numerical solution of the
Schro¨dinger equation and dashed line is the result from the Landau-
Zener model [Eq. (3)] showing the asymptotic population (t → ∞).
(c) The periodic time dependence of ∆(t). (d) The instantaneous en-
ergy eigenvalues E± for the ∆(t) in (c). At the avoided level cross-
ings, t = τ2n(τ2n+1) LZT takes-place and is described by the transition
matrix GˆLZ(GˆTLZ) and either side on it the adiabatic evolution occurs
provided by the matrices Uˆ1 (lower left side) and Uˆ2 (upper right
side). The shaded area indicates the accumulated phases (ζ±) during
the adiabatic evolution.
interference pattern and also the differences. The two-atom
setup features three distinct avoided level crossings as a func-
tion of the detuning. The avoided level crossings constitute
the impulse points at which the LZTs take place. The energy
gaps, as well as the separation between the avoided crossings,
are highly relevant in determining the population dynamics in
both diabatic and adiabatic states. Both the quantities can be
modified by varying the interaction strength between the Ry-
dberg excitations. More precisely, it is the ratio between the
interaction strength and the square root of the rate at which the
system quench across the avoided level crossing is the rele-
vant factor in deciding the nature of the dynamics. In the limit
of vanishing interactions, the avoided crossings merge at the
point of zero detuning leading to a bow-tie LZ model. In con-
trast, the strong Rydberg interactions can completely isolate
the three avoided crossings from each other, and we realize a
triangular LZ model. The latter is known to exhibit beats and
step patterns in the population dynamics of adiabatic states.
Using the two-atom model, first, we analyze the population
dynamics in a three-level LZ model, and the main features are:
• the LZ dynamics show a non-trivial dependence on
the initial state, the quench rate, and the strength of
Rydberg-Rydberg interactions.
• Rabi-like oscillations in diabatic states.
• Sharp LZ transitions between adiabatic states at large
Rydberg-Rydberg interactions.
• Analytical predictions are possible using scaling argu-
ments for small Rydberg interactions.
• At sufficiently large interactions, AIA is in excellent
agreement with the exact dynamics.
• Interaction independent final population in a doubly
ground or doubly excited state.
• Beats in the population dynamics of the singly excited
state for the triangular LZ model.
Finally, we extend the analysis to the case in which the detun-
ing is modulated periodically across the avoided level cross-
ings, for large interactions. The latter assures that all three
avoided crossings are well isolated, and only involves two
adiabatic levels in each of them. When the detuning is mod-
ulated across the first avoided crossing, at shorter periods, the
dynamics are found identical to that of a two-level atom. At
more extended periods, due to resonances, all the three levels
become relevant, which also results in the violation of AIA.
When the detuning is modulated across either two or all three
level crossings, more and more resonances emerge in the pop-
ulation dynamics. The latter also found to be depending on
the initial state. For the last case, involving all three avoided
crossings, the AIA entirely captures the resulting resonances,
whereas in other cases, it does only partially.
The paper is structured as follows. In Section I, we briefly
review the dynamics in a two-level atom subjected to time-
dependent detuning, both linear and periodic in time. We in-
troduce the concepts of AIA, and the exact numerical results
are compared to that of AIA. The validity criteria for AIA
is discussed. In Sec. II B results from AIA for a periodi-
cally driven atom is compared to the multi-slit interference
pattern. In Section III, we extend the studies to the two-atom
setup. The three-level LZ model is discussed in Sec. III A.
Different cases based on the initial states are considered, and
population dynamics in both adiabatic and diabatic basis are
discussed. The formation of beats in the population dynamics
of the singly excited state is analyzed in Sec. III A 4. In Sec.
III A 5, the results from exact numerics for the three-level LZ
model is compared to that of AIA. Finally, the periodically
driven two Rydberg atoms are considered in Sec. III B, and
based on the driving amplitude and the number of avoided
crossing are involved, various cases are studied. We summa-
rize in Sec. III C.
II. SINGLE TWO-LEVEL ATOM AND ADIABATIC
IMPULSE APPROXIMATION
In this section, we briefly summarize the LZ dynamics in a
single two-level atom under both a linear quench and the pe-
riodic driving across an avoided level crossing. AIA is then
3introduced as a technique to analyze the corresponding dy-
namics. The two-level atom constitutes of the ground state |g〉
and a Rydberg state |r〉, driven by a laser field with a Rabi fre-
quency Ω and a time-dependent detuning ∆(t). We neglect the
motional dynamics of the atom and the system is described by
the Hamiltonian (~ = 1),
Hˆ(t) =
Ω
2
σˆx − ∆(t)σˆrr, (1)
where σˆrr = |r〉 〈r| and σˆx = |g〉 〈r| + |r〉 〈g| are projection and
transition operators, respectively. The states {|g〉 , |r〉} form
the diabatic basis whereas the adiabatic basis consists of the
instantaneous eigenstates of the Hamiltonian, Hˆ(t) |φ±(t)〉 =
E±(t) |φ±(t)〉. The time-dependent energy eigenvalues are
E±(t) = ±Ω2 β∓(t) with β±(t) =
[
Ω¯(t) ± ∆(t)
]
/Ω and Ω¯(t) =√
∆(t)2 + Ω2. E±(t) in comparsion with the instantaneous de-
tuning is shown in Figs. 1(a) and 1(d) respectively for the
linear and the periodic variation of detuning in time. The adi-
abatic and diabatic bases are related to each other by the time-
dependent coefficients β±(t) via
|φ±(t)〉 =
√
Ω
2Ω¯
(
±√β± |g〉 + √β∓ |r〉) , (2)
Far away from the avoided level crossings (|∆| >> Ω), the
adiabatic levels converge to the diabatic states [see Fig. 1(a)].
The dynamics of the system is governed by the Schro¨dinger
equation: i∂/∂t|ψ(t)〉 = Hˆ|ψ(t)〉. Using the adiabatic basis,
|ψ(t)〉 = a+(t) |φ+(t)〉 + a−(t) |φ−(t)〉, where a±(t) is the time-
dependent probability amplitude for finding the atom in the
instantaneous adiabatic states |φ±(t)〉.
A. Adiabatic Impulse Approximation
The basic idea of AIA is to divide the time evolution into
adiabatic and non-adiabatic regimes as shown in Fig. 1(b)
[27, 83, 84]. In the adiabatic regime, the system remains in
the instantaneous eigenstate of the Hamiltonian, whereas in
the non-adiabatic or impulse regime, the LZT takes place.
In the LZ model, ∆(t) = vt, where v is the rate at which the
detuning is varied across the avoided level-crossing [1, 2]. As
seen in Fig. 1(a), the energy gap between the two levels (E+
and E−) is maximum in the limit t → ±∞ and is minimum at
t = 0 with a gap of Ω. The system evolves adiabatically if the
rate of change of detuning is lower than the relaxation rate and
non-adiabatically otherwise [85]. We approximately show the
adiabatic and diabatic regimes in Fig. 1(b) separated at the
time t′. The adiabatic region is where |vt|  Ω. Assuming
the atom is initially in the lowest energy state, the transition
probability from the ground to the excited state after a single-
sweep across the avoided level crossing is provided by
PLZ = exp
(
−piΩ
2
2|v|
)
. (3)
For slow quenches (v → 0), the transition probability to the
excited state is minimal (PLZ → 0). If the quench is very
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Figure 2. The transition probability to the excited state as a function
of ω when the atom is initially prepared in the ground state of Hˆ
for δ = 20Ω, ∆0 = 5Ω, ti = pi/2ω after (a) one cycle and (b) 10
cycles. The solid line is from the numerics, and the dashed line is
from the AIA. In (b), the peak at ω/Ω = 2.5 corresponds to the
resonance 2ω = ∆0 in the fast passage limit. The excellent agreement
between the exact dynamics and the AIA is apparent from (a) and
(b). (c) Interferometric pattern using AIA: the long-time averaged
population in the excited state (P¯+) as a function of ∆0/Ω and δ/Ω for
ω = 0.32Ω. The density peaks correspond to the resonance transition
between the adiabatic states, and the solid lines mark the validity of
AIA.
sudden (v → ∞), the system makes a complete transition to
the excited state (PLZ → 1). As shown in Fig. 1(d), in the
Schro¨dinger evolution, the dynamics are more involved, es-
pecially in the vicinity of the avoided level crossing. Note
that the transition mostly takes place across the avoided level
crossing, which constitutes the impulse region.
Now, we consider the detuning periodic in time: ∆(t) = ∆0+
δ sin(ωt), where δ and ω are the amplitude and the frequency
of the modulation, respectively. When ∆(t) = 0 the system is
at the avoided level crossings with an energy gap of Ω, i.e. at
times τ2n = [2npi + sin−1 (−∆0/δ)]/ω and τ2n+1 = [(2n + 1)pi −
sin−1 (−∆0/δ)]/ω where n = 0, 1, 2, .... The atom is taken past
the avoided level crossing periodically [see Fig. 1(d)], and
in that case, the relative phase of the two levels between the
LZTs becomes relevant, especially for the LZS interference
[27].
Adiabatic evolution. Between the avoided level crossings,
the system undergoes an adiabatic evolution according to
a(t2) = Uˆ(t2, t1)a(t1) where a(t) = (a+(t), a−(t))T and
Uˆ(t2, t1) =
(
e−iζ+ 0
0 e−iζ−
)
with ζ± =
∫ t2
t1
dtE±(t) being the dynamical phases acquired
during the time-evolution. In the case of a non-zero bias
(∆0 , 0), the phases acquired, and consequently, the evolu-
tion matrices Uˆ1 and Uˆ2, for the left and right sides of the
crossings are not identical.
Non-adiabatic evolution. In the vicinity of the avoided level
crossings, the detuning can be approximated as ∆(τn±t) ≈ ±vt
with v = ω
√
δ2 − ∆20 [27]. It makes the scenario identical to
that of the LZ model, and we can use the result given in Eq.
(3). Finally, one obtains the non-adiabatic LZT matrix in the
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Figure 3. The excitation probability after ten cycles (k = 10) as a
function of α for δ/Ω = 20, ∆0 = 0 and ω is varied. A given α is not
associated with a unique value of ω, leading to the scattered red dots,
but bounded by the maximum value of sin2 kα shown by the solid
line.
adiabatic basis {|φ+〉, |φ−〉} as,
GˆLZ =
(
e−iφ˜s
√
1 − PLZ −
√
PLZ√
PLZ eiφ˜s
√
1 − PLZ
)
(4)
where the Stokes phase, φ˜s = γ(ln γ − 1) + arg Γ(1 − iγ) + pi4
with γ = Ω2/4v being the adiabaticity parameter, and Γ is
the gamma function [27]. In terms of γ, the slow and sudden
quenches are indicated respectively by γ  1 and γ  1.
B. Comparison with Multi-slit interference Pattern
Over a half-cycle, say from ti = τ1−pi/2ω to t f = τ1+pi/2ω,
we can define the evolution matrix as Uˆ2(t f , τ1)GˆTLZUˆ1(τ1, ti).
In general, the order of the transition and adiabatic matrices
should be carefully chosen depending on the initial (ti) and
final (t f ) times, as well as the value of ∆0. Similarly, one
obtains the evolution matrix for one full cycle, say from ti =
0 to t f = 2pi/ω with ∆0 > 0 [see Figs. 1(c) and 1(d)] as
Fˆ = Uˆ1(2pi/ω, τ2)GˆLZUˆ2(τ2, τ1)GˆTLZUˆ1(τ1, 0), where the label
T stands for the transpose of the matrix. It is required due to
the change in sign of v when ∆(t) reverses. For the full cycle,
the LZTs take-place at two instants. Writing the full cycle
evolution matrix as:
Fˆ = eiφG
(
g11 −g∗21
g21 g∗11
)
(5)
where
g11 = e−iη0 (1 − PLZ) + e−iη1PLZ (6)
g21 = (e−iη3 − e−iη2 )eiφ˜s
√
(1 − PLZ)PLZ (7)
where φG = exp
(
i
∫ 2pi/ω
0 ∆(t)dt/2
)
, η0 = 12
∫ 2pi/ω
0 Ω¯dt + 2φ˜s,
η1 =
1
2
∫ 2pi/ω
0 Ω¯dt−
∫ τ2
τ1
Ω¯dt, η2 = 12
∫ 2pi/ω
0 Ω¯dt−
∫ 2pi/ω
τ2
Ω¯dt+2φ˜s
and η3 =
∫ τ1
0 Ω¯dt− 12
∫ 2pi/ω
0 Ω¯dt are the dynamical phases. As-
suming the system is initially prepared in the ground state, the
transition probability to the excited state after one full cycle is
given by,
P1+ = |g21|2 = 4(1 − PLZ)PLZ sin2 φs. (8)
Eq. (8) implies that the transition probability after one pe-
riod is the result of the quantum interference between the
two transition amplitudes at τ1 and τ2, as well as a peri-
odic function of the phase φs = 12
∫ τ2
τ1
Ω¯dt + φ˜s, called the
Stu¨ckelberg phase. Thus, the dynamical phase acquired be-
tween the LZTs at τ1 and τ2, and the phase change during
the LZTs (φ˜s) become highly relevant to characterize the full
cycle dynamics. We have constructive (destructive) interfer-
ence with |g21|2 = PLZ (|g21|2 = 0) when φs = (n + 1/2)pi
(φs = npi) where n = 0, 1, 2, .... As long as the LZT time
(the duration for which the LZT happens when the system
drives past an avoided crossing) is sufficiently shorter than
the duration of adiabatic evolution between the two transitions
[τLZ < (pi− 2 sin−1(−∆0/δ))/ω], AIA is valid. The upper limit
for LZT time, τLZ is given by
(√
γ/Ω
)
max(1, γ). It implies
that for sufficiently large values of δ, with small v (conse-
quently ω) subjected to the criteria δ − ∆0 > Ω and δω > Ω2,
AIA is valid [27, 83, 84]. In Fig. 2(a), we show the transi-
tion probability to the excited state after a single cycle with
δ = 20Ω, ti = pi/2ω, t f = 5pi/2ω and ∆0 = 5Ω when the atom
is initially prepared in the ground state. The results from AIA
are found to be in an excellent agreement with the exact nu-
merical results obtained by solving the Schro¨dinger equation.
It is straightforward to extend AIA for multiple cycles, and
we have Fˆk = (Uˆ1GˆLZUˆ2GˆTLZUˆ1)
k for k-cycles. Writing it in
the matrix form [27],
Fˆk = eikφG
(
u11 −u∗21
u21 u∗11
)
, (9)
where u11 = cos kα + iIm(g11) sin kα/ sinα and u21 =
g21 sin kα/ sinα with cosα = Re(g11). Therefore the tran-
sition probability from the ground to the excited state after
k-cycles is
Pk+ = |u21|2 = 4(1 − PLZ)PLZ sin2 φs
sin2 kα
sin2 α
(10)
The long-time (k  1) averaged occupation probability in the
excited state is
P¯+ =
2(1 − PLZ)PLZ sin2 φs√
[4(1 − PLZ)PLZ sin2 φs]2 + Im(g11)2
. (11)
Thus, a resonant transition between the adiabatic states (P¯+ =
P¯− = 1/2) occurs when Im(g11) = −[(PLZ) sin η1 + (1 −
PLZ) sin η0] = 0. In the fast passage limit (γ  1), (PLZ) ≈ 1,
the resonance condition reduces to ∆0 = nω. The peak at
ω/Ω = 2.5 in Fig. 2(b) can be attributed to the resonance
2ω = ∆0 at which the population is almost completely trans-
ferred from the ground to the excited state. In the slow passage
limit a simple relation for the resonances are not possible, but
can be identified from the density peaks of P¯+ [see Fig. 2(c)]
for smaller values of δ/Ω [86]. In the fast passage limit with
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Figure 4. Energy eigenvalues E j as a function of the instantaneous
detuning ∆(t) = vt for (a) V0 = 0.1Ω and (b) V0 = 5Ω. There exist
three avoided level crossings, and they are separated from each other
by V0/2. The dashed lines show the diabatic energy levels. Below
each plot, we show the linear variation of the detuning ∆(t). The
avoided crossings in (b) form a triangular LZ model. The inset of (b)
shows the zoomed-in version of the avoided crossing at V0/2. The
asymptotic states at t → ±∞ are shown in the left and right end of
the level diagrams. (c) shows the energy gaps ∆Eα = ∆Eα/Ω at the
avoided crossings as a function of V0. The inset shows the schematic
setup for the LZ interferometry, in which the first and the second
crossings acts as the beam splitter. The last crossing at O where the
mixing takes place, and any final population in |gg〉 is the leakage
from the interferometry.
δ  Ω, the resonance also implies complete Rabi oscillations
between the diabatic states |g〉 and |r〉 if initially prepared in
one of the states [83].
It is interesting to note the similarity in the form of the Eq.
(10) with the intensity distribution of an array of k narrow
equal amplitude slits (or an antenna array) interference pat-
tern. For the latter case, the intensity along the direction θ is
given by [87],
I(θ) = I0
sin2(kφ/2)
sin2(φ/2)
, (12)
where I0 is the intensity from a single slit. The angle, φ =
2pid sin θ/λ is the phase difference between the consecutive
slits where d is the spacing between the center of the adja-
cent slits, and λ is the wavelength of light. Neglecting the
slit widths (I0 becomes a constant), the intensity pattern has
principal maxima at φ = 2npi where n = 0, 1, 2, 3, ..., and be-
tween two principal maxima there are k − 1 minima located
at φ/2 = pi/N, 2pi/N, ..., (N − 1)pi/N. Also, there are N − 2
secondary maxima between two principal maxima. Though
the form of equations is the same, they exhibit significant dif-
ferences. For instance, I0 in Eq. (12) does not depend on
φ, whereas the corresponding term (|g21|2) in Eq. (10) and
α are not independent. In the latter case, a little algebra re-
veals us that the maxima in the transition probability occur at
cos kα = 0 or α = (2n + 1)pi/2k, and the minima occur at
sin kα = 0 or α = npi/k. Thus, α = 0 doesn’t correspond to
a maximum but a minimum, which is in contrast with the an-
tenna array intensity distribution for which φ = 0 represents
a principal maximum. The other difference is that there are
no secondary maxima in the excitation probability and conse-
quently, one minimum between the maxima. It can be seen
in Fig. 3, which shows the results from AIA for the excita-
tion probability after ten cycles (k = 10) as a function of α
for δ/Ω = 20, ∆0 = 0 and ω is varied (similar results can be
obtained if δ or ∆0 is varied). There is no one to one corre-
spondence between α and ω, leading to scattered red dots in
Fig. 3. For a fixed α, the maximum value of Pk+ is provided
by the condition =(g11) = 0, and we have (Pk+)MAX = sin2 kα,
which is shown by the solid line in Fig. 3. As the number of
cycles (k) increases, the number of peaks increases and also
gets sharper. These results imply that, by correctly choosing
the driving parameters, including the number of cycles k, we
can control the transition probability in a two-level atom or a
qubit. The same results also hold for the periodically driven
two-atom case, which will be discussed in Sec. III B 1.
III. TWO TWO-LEVEL ATOMS: RYDBERG-RYDBERG
INTERACTIONS
At this point, we extend the above analysis to that for two
atoms, and in particular, we include the inter-atomic interac-
tions when the atoms get excited to the Rydberg state. Note
that, the two-atom setup with Rydberg excitations has been
a usual scenario in many of the recent experimental studies
[59, 88–99]. The system is described by the Hamiltonian,
Hˆ = −∆(t)
2∑
i=1
σˆirr +
Ω
2
2∑
i=1
σˆix + V0σˆ
1
rrσˆ
2
rr, (13)
where V0 = C6/R6 is the Rydberg-Rydberg interaction be-
tween the atoms separated by a distance R and C6 is the van
der Waals coefficient which can be either positive or nega-
tive depending on the angular momenta of the atomic state
[100]. We restrict ourselves to V0 > 0. When V0 = 0, the two
atoms are completely decoupled, and each of them exhibits
independent but similar LZ dynamics. To analyze the inter-
acting case, we use the diabatic basis {|gg〉 , |s〉 , |rr〉} where
|s〉 = (|gr〉+ |rg〉)/√2 is the symmetric state and the asymmet-
ric state (|gr〉 − |rg〉)/√2 can be disregarded in our dynamics.
The instantaneous eigenstates of the Hamiltonian Hˆ in the di-
abatic basis are
| j〉 = 1
A

−V0−2∆(t)−E jE j
−
√
2(V0−2∆(t)−E j)
Ω
1
 (14)
where j ∈ {1, 2, 3}, A is the normalization constant and
they form the adiabatic basis. Thus, the two-atom setup ef-
fectively acts as a three-level system. Asymptotically the
6state | j〉 approaches the diabatic ones as lim∆→−∞ |1〉 = |gg〉,
lim∆→∞ |1〉 = |rr〉, lim∆→±∞ |2〉 = |s〉, lim∆→−∞ |3〉 = |rr〉 and
lim∆→∞ |3〉 = |gg〉. Upon diagonalizing the Hamiltonian, the
instantaneous eigenenergies E j are obtained as the roots of the
cubic polynomial: f (x) = −x3 + (V0 − 3∆)x2 + (V0∆ − 2∆2 +
Ω2)x − V0Ω2/2 + ∆Ω2 and we get
En =
1
3
[V0 − 3∆ + 2|C| cos(θn/3)] (15)
where θn = 3 arccos(<(C)/|C|) + λn with λn = 2(3 − n)pi, C =[(
D1 −
√
D21 − 4D30
)
/2
]1/3
, D0 = V20 −3V0∆(t)+3∆(t)2 +3Ω2,
and D1 = 2V30 − 9V20 ∆(t) + 9V0∆(t)2 − 9V0Ω2/2.
As a function of ∆, the system exhibits three distinct
avoided level crossings and are located at (i) ∆ = 0 (|1〉 ↔ |2〉),
(ii) ∆ = V0/2 (|2〉 ↔ |3〉) and (iii) ∆ = V0 (|1〉 ↔ |2〉) sepa-
rated from each other by V0/2. Figs. 4(a)-(b) show the in-
stantaneous energies E j for the case in which the detuning is
varied linearly in time and for two different V0. Since the di-
abatic state |s〉 couples to both |gg〉 and |rr〉, but the latter do
not couple to each other; for vanishing interactions our model
comes down to so-called the bow-tie model [3, 4, 101, 102]. A
four state bow-tie model can be implemented using the same
setup if an additional Rabi-offset is provided between the two
atoms [17, 103]. In the latter case, our two-atom setup then
consists of four energy levels. In terms of spin matrices, the
Hamiltonian in Eq. (13) becomes a SU(3) model, by mapping
{|gg〉 , |s〉 , |rr〉} → {|+1〉 , |0〉 , |−1〉} [8, 9]
Hˆs =
[
∆(t) − V0
2
]
Sˆ z + ΩSˆ x +
V0
2
Sˆ 2z , (16)
where Sˆ z and Sˆ x are the spin-1 matrices, and the last term is
generally known as the easy-axis single-ion anisotropy in the
context of magnetic systems. In the limit V0 → 0, the three
avoided level crossings merge and coincide at the point of zero
detuning [Fig. 4(a)], and we have a spin-1 SU(2) model [7].
The presence of interaction term V0 makes the model [Eq.
(16)] non-linear in SU(2) basis, but the nonlinearity can be
removed by expressing in terms of the generators (Gell-Mann
matrices) of the SU(3) group [9]. For sufficiently large V0
(blockade regime), the avoided level crossings are distinguish-
able, and they form a triangular geometry [see Fig. 4(b)]. A
similar triangle LZ model is analyzed in Ref. [9] and different
patterns like beats and steps in the LZ dynamics are predicted
depending on the system parameters [9, 16].
A necessary quantity for analyzing LZ dynamics is the en-
ergy gaps ∆Eα at the avoided crossings, and ∆Eα as a function
of V0 are shown in Fig. 4(c) where α ∈ {0,V0/2,V0} indicates
the value of ∆ at which the avoided crossing occurs. The gap
at the first (∆E0) and the last (∆EV0 ) avoided crossings in-
creases with V0 initially and eventually saturated to
√
2Ω at
sufficiently large values of V0, whereas ∆EV0/2 decreases in-
versely with V0, i.e., ∆EV0/2 ∼ 1/V0. The vanishingly small
∆EV0/2 at large V0 can be associated with the fact that |gg〉 and|rr〉 are not directly coupled. In short, V0 not only isolates the
different LZTs from each other but also modifies the energy
gaps at the avoided level crossings.
A. Three-level Landau-Zener Model
First, we discuss the three-level LZ model in which the de-
tuning varies linearly in time [3, 6, 7] and from that we extend
to the periodically driven case. In the LZ model, the Hamilto-
nian in the diabatic basis {|gg〉 , |s〉 , |rr〉} is given as
Hˆ =

0 Ω√
2
0
Ω√
2
−vt Ω√
2
0 Ω√
2
−2vt + V0
 .
Note that, the energy of |s〉 state varies at a rate v whereas that
of |rr〉 state is 2v compared to |gg〉. We consider one com-
plete sweep across all the three avoided level crossings from
far left to the far right and analyze the LZ dynamics as a func-
tion of both v and V0 for different initial conditions. The non-
adiabatic transition amplitudes depend on both V0 and v. To
be more explicit, by using simple scaling arguments (defining
t˜ = t/
√
v in the Schro¨dinger equation), we argue that the tran-
sition probabilities can only be a function of two parameters:
Ω/
√
v and V0/
√
v.
1. |ψ(ti)〉 = |1〉
Adiabatic basis. The population dynamics in the adiabatic
basis, for different v and V0 in which the system is initially
(t → −∞) prepared in the ground state |1〉 are shown in Figs. 5
and 6. The first LZT takes-place from |1〉 to |2〉 around t1 = 0,
the second one from |2〉 to |3〉 around t2 = V0/2v and the last
one is between |1〉 and |2〉 around t3 = V0/v. The state |3〉 is
involved only in one LZT (the second one), whereas |1〉 and
|2〉 are part of more than one LZTs. The latter implies that
the final population in the states |1〉 and |2〉, i.e., P1(t → ∞)
and P2(t → ∞), is determined by the interference of LZTs
at the different avoided crossings. For V0  Ω [Fig. 5(a)-
(c)], it is not possible to resolve the three different LZTs in
time since the avoided level crossings are so closely occurring
[Fig. 4(a)]. On the other hand, for any v, we can choose a
sufficiently large V0 such that different LZTs are resolved, as
shown in Figs. 5(d)-(i). The first and third transitions can be
identified with the two major dips in the population P1(t) of
the state |1〉, as seen in Figs. 5(d)-(i). The dips correspond
to the population transfer from |1〉 to |2〉. Once the LZTs are
temporally resolved, we have a basic setup for the LZ interfer-
ometer based on amplitude splitting. It is schematically shown
in the inset of Fig. 4(c). The (avoided) crossings play the role
of beam splitters [S 1 and S 2 in Fig. 4(c)], and the energy
gaps and the rate of quench can be related to the thickness of
the beam splitters. The last crossing at O is where the mix-
ing takes place, and any final population in |gg〉 is the leakage
from the interferometry.
Fig. 5 (along rows) and Fig. 6 reveal that for a given
V0, faster the linear quench larger the non-adiabatic transi-
tion probabilities. The latter results in a larger P3(t → ∞)
and a smaller P1(t → ∞), whereas P2(t → ∞) displays a
non-monotonous behavior. When the level crossings are well
separated and distinguishable in time, which requires V0/v to
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Figure 5. The dynamics of populations P j in the adiabatic states | j〉 for the initial state |ψ(t = 0)〉 = |1〉 with three different values of v and V0.
The magnitude of v is given in the top, and that of V0 is given in the left end. The dashed, solid, and dotted-dashed lines show the populations
in states |1〉, |2〉, and |3〉 respectively. The first LZT takes-place in the vicinity of t = 0. The thin arrows show the times around which the
second (t2) and the third (t3) LZTs occur. In (a)-(c), the LZTs are not resolvable, so a single arrow is shown.
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Figure 6. The final population [P j(t f )] in (a) |1〉, (b) |2〉 and (c) |3〉,
after the linear quench across avoided level crossings, as a function
of v and V0 for the initial state |ψ(t = 0)〉 = |1〉. We choose the
initial time ti such that ∆(ti) = −10Ω, and the final time is such that
the populations in the adiabatic states become steady. In the limit
t → ∞, P1, P2, and P3 are same as the populations in the diabatic
states, i.e., (a) Prr, (b) Ps and (c) Pgg respectively.
be sufficiently large, the channel through which the state |3〉 is
populated from |1〉 via |2〉 can be visualized. The first popu-
lation transfer from |1〉 to |2〉 takes place around t = 0. Since
∆E0 saturates to a maximum value of
√
2Ω as a function of V0
[see Fig. 4(c)], the magnitude of P2(t) after the first LZT be-
comes independent of V0 for large V0 and depends only on v.
At the same time, ∆EV0/2 decreases and becomes significantly
small (∆EV0/2  Ω) at large V0. The latter assures a complete
non-adiabatic transition from |2〉 to |3〉 at the second LZT for
sufficiently large v. Also, the transition becomes sharper and
sharper in time [see the dashed-dotted line in Figs. 5(h) and
5(i)]. All of the above features make P3(t → ∞) becomes in-
dependent of V0 at sufficiently large V0 and solely determined
by v [see Fig. 6(c)]. Counter-intuitively, even for small V0, we
find that P3(t → ∞) is independent of V0, and this feature can
be better explained using the dynamics in the diabatic basis
(see below).
The final populations P j(t → ∞) as a function of v and V0
are shown in Fig. 6. For v  Ω2 and independent of V0, we
have P1 ∼ 1 [Fig. 6(a)] and P2,3 ∼ 0 [Fig. 6(b) and 6(c)] due
to the adiabatic evolution, as mentioned before. In the other
extreme limit, v  Ω2, most of the population gets transferred
to |3〉 from |1〉. For intermediate v, we have patterns in P1
and P2, which are attributed to the interference of LZTs at
different instants. Note that, in the limit t → ∞, P1, P2, and
P3 are the same as the populations in the diabatic states, i.e.,
Prr, Ps, and Pgg respectively, and so the results in Fig. 6 also
show the population in the diabatic states.
Diabatic basis. Experimentally, it is more feasible to mea-
sure the populations Pα in the diabatic basis α ∈ {|gg〉, |s〉, |rr〉}
directly. In Fig. 7, we show the population dynamics in the
diabatic basis for the same dynamics shown in Fig. 5. Since
in the limit t → ±∞ both diabatic and adiabatic basis con-
verge, we have Pgg(t → −∞) ∼ 1. Unlike that of adiabatic
basis states, the populations in diabatic basis states exhibit
clear oscillations (akin to Rabi oscillations) with the ampli-
tude being damped over the relaxation time [see Fig. 7] [85].
The frequency of these oscillations increased over time since
the effective instantaneous Rabi frequency increases with an
increase in the detuning. For small values of V0 and v, the am-
plitude of oscillation is found to be larger. The reason is two-
fold, first, for small V0, the three LZTs are closely placed, and
second, at small v, the system spends more time in the impulse
regime. In the adiabatic limit (v  Ω2), all the population is
finally transferred to the |rr〉 state independent of the value of
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Figure 7. The dynamics of the population in the diabatic states for the initial state |ψ(ti)〉 = |1〉 with different values of v and V0. The dashed,
solid, and dotted-dashed lines show the populations in states |gg〉, |s〉 and |rr〉 respectively. The thin arrows indicate the times around which
the second (t2) and the third (t3) LZTs occur. In (a)-(c), the LZTs are not resolvable, so a single arrow is shown. The first LZT occurs in the
vicinity of t = 0. The dashed horizontal lines are the results of the non-interacting model (V0 = 0). For small V0, the latter works very well
with all the three states, especially for larger v. Interestingly, it still holds good for |gg〉 even at sufficiently large interaction strengths.
V0 [see Fig. 6]. For v ∼ Ω2, [along the first column in Fig.
7], independently the value of V0, the initial population in |gg〉
is almost completely transferred into both |s〉 and |rr〉, with
more population in |rr〉. As v gets larger and larger, the tran-
sition probabilities between the diabatic states get suppressed,
reducing the final population in |s〉 and |rr〉.
Small V0. For V0  Ω, independent of v, the population
transfer to states |s〉 and |rr〉 take place near ∆ ∼ 0 [or t ∼ 0,
see the first row in Fig. 7 for V0 = 0.1Ω]. The interaction (V0)
is only relevant when ∆ is comparable to or smaller than V0.
At large values of ∆ we can ignore the interaction, i.e., away
from the avoided crossings. Also, for sufficiently large val-
ues of v, the system does not spend significant time within the
region of avoided crossings making the effect of interactions
minimal. In short, when V0/
√
v  1, we can approximate
the atoms to be non-interacting and use the results from the
single atom case for PLZ given in Eq. (3). That gives us,
P3(t → ∞) = Pgg ∼ P2LZ , P2(t → ∞) = Ps ∼ 2PLZ(1 − PLZ)
and P1(t → ∞) = Prr ∼ (1 − PLZ)2 in the limit t → ∞ and
are shown by dashed horizontal lines in the first row of Fig.
7. They are found to be in good agreement with the numer-
ical results. As v becomes larger and larger, PLZ gets aug-
mented, making Prr(t → ∞) smaller and smaller compared to
Pgg(t → ∞) and Ps(t → ∞). Keeping V0 small, and for suffi-
ciently large values of V0/
√
v, based on scaling arguments and
the insights from the numerical results, we can approximately
write down the final populations as Pgg ∼ P2LZ [unchanged
from the non-interacting model, see Fig. 6(c)],
Ps ∼ 1 − P2LZ − (1 − QLZ)2, (17)
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Figure 8. (a) The final [P j(t → ∞)] population in the adiabatic states
as a function of v for V0 = 0.1Ω and the initial state |1〉. (b) The
same as in (a) but as a function of V0 and for v = 2Ω2. The solid
lines are from the exact numerical calculations, and the filled squares,
circles, and triangles are the theoretical prediction for small V0 given
in Eq. (17) for the states P1(t → ∞) = Prr, P2(t → ∞) = Ps, and
P3(t → ∞) = Pgg, respectively.
and Prr ∼ (1 − Q2LZ) where
QLZ = PLZ exp
(
−piΩ
2V0
4v3/2
)
. (18)
These results are in excellent agreement with the exact numer-
ical results [see Fig. 8] even for sufficiently large values of V0.
Also, Eqs. (17) and (18) reveal that there are no interference
effects on the final population from distinct LZTs for small V0
since the different LZTs are not separable.
Large V0. Using the population dynamics in the adiabatic
basis states, we have shown that when V0 is large, and for
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Figure 9. The dynamics of the population in the adiabatic states for the initial state |ψ(ti)〉 = |2〉 with different values of v and V0. The dashed,
solid, and dotted-dashed lines show the populations in states |1〉, |2〉, and |3〉 respectively. The thin arrows indicate the times around which
the second (t2) and the third (t3) LZTs occur. In (a)-(c), the LZTs are not resolvable, so a single arrow is shown. The first LZT occurs in the
vicinity of t = 0.
intermediate values of v, we can distinguish the three differ-
ent LZTs [see second and third rows in Fig. 5]. But this
is only partially possible using the dynamics of the diabatic
basis states. The reason is that |gg〉 is not directly coupled
to |rr〉 leaving no sign of second LZT (around t2) in the dy-
namics [see Figs. 7(d) and 7(g)]. In the vicinity of the first
LZT (t = 0), the states |gg〉 and |s〉 get admixed, resulting
in a decrease in Pgg(t), and an increment in Ps(t) as seen in
Fig. 7. If v is sufficiently small, almost a complete trans-
fer from |gg〉 to |s〉 takes place. As ∆(t) approaches the third
LZT at t3, we again have a population transfer, from state |s〉
to |rr〉. That means, for V0/v  1/Ω, essentially the system
evolves from an uncorrelated state (|gg〉), and pass through
an entangled state (|s〉) and eventually end up in an uncor-
related doubly excited state (|rr〉). Thus, an adiabatic evolu-
tion is guaranteed by the criteria V0/v  1/Ω if the initial
state is |gg〉 or |1〉. The duration in which the system stays
in each of these states can be controlled by the fine-tuning
of v and V0. From the above analysis, we could extract out
an interesting fact on Pgg(t → ∞). For small V0, we have
Pgg ∼ P2LZ from the non-interacting model, and at the same
time, we know that P3(t → ∞) = Pgg(t → ∞) is indepen-
dent of V0 [see Fig. 6]. That means, independent of the value
of V0, we have Pgg(t → ∞) = P2LZ a result from the non-
interacting model. But such a simplified result ceases to exist
for |s〉 and |rr〉 states at sufficiently large V0. A simple in-
spection based on the diabatic basis can be used to understand
why P3(t → ∞) or Pgg(t → ∞) is independent of V0 if the
initial state is |1〉 ∼ |gg〉. The state |gg〉 is coupled only to |s〉,
and V0 should play no role in determining how much popula-
tion transfer occurs from |gg〉 to |s〉 since two excitations are
not involved in the process. But V0 can affect the population
transfer from |s〉 to |gg〉 since |s〉 couple to |rr〉 also. Therefore,
for the single sweep across the avoided crossings, Pgg(t → ∞)
is independent of V0. As we see later, the same would be true
for P1(t → ∞) or Prr(t → ∞) if the initial state is |rr〉.
2. |ψ(ti)〉 = |2〉
At this point, we briefly comment on the adiabaticity of the
evolution with different initial states. When the initial state is
|1〉 and for sufficiently large V0, the gap ∆E0 ∼
√
2Ω (same
as ∆EV0 ) set the adiabatic limit, which becomes independent
of V0. But, if the initial state is either |2〉 or |3〉, the adia-
batic limit is set by the inverse of the gap, ∆EV0/2 (smallest
among the three gaps), which decreases monotonously with
an increase in V0 as seen in Fig. 4(c). Therefore, for large
V0, at ∆(t) = V0/2, there is a significant population trans-
fer between the states |2〉 and |3〉 unless v is negligibly small.
In short, a significantly large value of V0/v may not guaran-
tee an adiabatic evolution if the initial state is |2〉 or |3〉. For
V0  Ω, approximating each avoided level crossings com-
posed of only two levels and using the adiabatic theorem, we
require v  2Ω2 for an adiabatic evolution with the initial
state |1〉. Similarly, we need v  4Ω4/V20 for an adiabatic
evolution with the initial state |2〉 or |3〉.
Adiabatic basis. Fig. 9 shows the population dynamics in
the adiabatic basis for the initial state |2〉. For V0  Ω and suf-
ficiently large v, as we have shown before, the interaction V0
will be irrelevant in the dynamics. In that case, the population
dynamics of both |1〉 and |3〉 become identical [see Figs. 9(b)
and 9(c)]. When v is sufficiently small, V0 becomes relevant,
and that symmetry is lost in the dynamics as seen in Fig. 9(a),
i.e., P1(t) , P3(t). As we did before, when V0 is sufficiently
large, we understand the dynamics analyzing individual LZTs.
Near t = 0, the population in |2〉 gets transferred to |1〉, and
larger the value of v, stronger the non-adiabatic transition be-
tween them [see Figs. 9(d)-9(f)]. In the vicinity of the second
LZT (t2), almost a complete transfer from |2〉 to |3〉 occurs for
sufficiently large v due to the tiny energy gap. That leaves a
negligible or vanishing population in state |2〉 after the sec-
ond LZT. But, near t3 when the system crosses the third LZT,
the state |2〉 gains population from |1〉. The population mostly
transfer from |1〉 to |2〉 at the third LZT. That makes the final
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Figure 10. The dynamics of the population in the diabatic basis for different values of v and V0 for the initial state |ψ(ti)〉 = |2〉. The dashed,
solid, and dotted-dashed lines show the populations in states |gg〉, |s〉 and |rr〉 respectively. The horizontal lines in (a)-(c) show the results from
the non-interacting LZ model. The thin arrows indicate the times around which the second (t2) and the third (t3) LZTs occur. In (a)-(c), the
LZTs are not resolvable, so a single arrow is shown. The first LZT occurs in the vicinity of t = 0.
population in |2〉 becomes larger and larger with an increase
in v at large v whereas that of |1〉 and |3〉 decreases. Also, as
V0 becomes larger and larger, the second LZT at t2 becomes
sharper and sharper.
Diabatic basis. In Fig. 10, we show the population dynam-
ics in the diabatic basis for the same dynamics shown in Fig.
9. We have an initial state such that Ps ∼ 1. The population
in |s〉 gets transferred to |gg〉 and |rr〉 states symmetrically for
small V0 and large v, as seen in Figs. 10(b) and 10(c) be-
cause V0 is irrelevant at large velocities. This symmetry is
lost as v becomes smaller, identical to what we have discussed
regarding the populations in the adiabatic basis. For the ini-
tial state |2〉, the results obtained from the non-interacting LZ
model are Pgg(t → ∞) = Prr(t → ∞) ∼ 2PLZ(1 − PLZ), and
Ps(t → ∞) ∼ 1 − 4PLZ(1 − PLZ), which have been shown as
horizontal lines in Fig. 10(a)-10(c) that are valid at small V0
and sufficiently large v or when V0/
√
v  1. Incorporating
the finite V0, using the scaling arguments together with sym-
metry requirement of LZT matrix, we arrive at,
P1(t → ∞) = Prr ∼ 1 − P2LZ − (1 − RLZ)2, (19)
P3(t → ∞) = Pgg ∼ 1 − P2LZ − (1 − QLZ)2, (20)
where
RLZ = PLZ exp
(
− piΩ
2V0
25/2v3/2
)
,
and P2(t → ∞) = Ps = 1 − Prr − Pgg. These results are
found to be in excellent agreement with numerical results (not
shown). If V0 is sufficiently large, near t = 0, first, we have
a population transfer from |s〉 to |gg〉 [see Figs. 10(d)-10(f)].
Besides, if v is sufficiently small (provided by the adiabatic
criteria), we have almost a complete transfer of population to
|gg〉. The second LZT is inactive, as |gg〉 and |rr〉 are not cou-
pled. Therefore Pgg(t) remains unchanged as t → ∞, leaving
no sign of second and third LZTs in the dynamics. There is
an interesting catch, one would expect more excitations to be
created by sweeping detuning from negative to large positive
values [104–106], but as we explicitly show it indeed depends
on the initial conditions and the nature of the associated level
crossings. Here, we dynamically de-excited a two atom-setup
completely [see Fig. 10(d)] starting from a partially excited
state (a collective single excitation state). If both V0 and v
are sufficiently large, a transfer of population from |s〉 to |gg〉
occurs only partially. Across the third LZT point (t3), the pop-
ulation from |s〉 gets transferred to |rr〉.
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Figure 11. The final population in the adiabatic (diabatic) basis: (a)
|1〉 (|rr〉), (b) |2〉 (|s〉) and (c) |3〉 (|gg〉) as a function of v and V0 for
the initial state |ψ(ti)〉 = |2〉. We choose the initial time ti such that
∆(ti) = −10Ω, and the final time is such that the populations in the
adiabatic states become steady. In the limit t → ∞, P1, P2, and P3
are the same as the populations in the diabatic states, i.e., (a) Prr, (b)
Ps, and (c) Pgg, respectively.
The above dynamics have been summarized with density
plots for the final populations as a function of v, and V0 [see
Fig. 11] for the initial state |2〉. One of the main differences
from the results in Fig. 6(d) using the initial state |1〉 is that
of the initial condition |2〉, the final population P3(t → ∞) or
Pgg(t → ∞) is no longer independent of V0 [see Fig. 11(c)].
As it is clear, for small v and V0, the population almost remain
in state |2〉 indicating an adiabatic evolution. The adiabaticity
is quickly lost as soon as V0 gets larger due to the smallness
of ∆EV0/2. Therefore, at large V0, even for relatively small v,
across the second LZT (t2), the population gets mostly trans-
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Figure 12. The dynamics of population in the adiabatic (a)-(c) and diabatic (d)-(f) states for the initial state |ψ(ti)〉 = |3〉 with different values of
v and V0 = 10Ω. The dashed, solid, and dotted-dashed lines show the populations in states |1〉 (|gg〉), |2〉 (|s〉), and |3〉 (|rr〉) respectively. The
thin arrows show the times around which the second (t2) and the third (t3) LZTs occur.
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Figure 13. The final population in the adiabatic (diabatic) basis: (a)
|1〉 (|rr〉), (b) |2〉 (|s〉) and (c) |3〉 (|gg〉) as a function of v and V0 for
the initial state |ψ(ti)〉 = |3〉. The solid, dashed and dotted-dashed
lines show the populations in states |1〉, |2〉, and |3〉 respectively.
ferred to the state |3〉. That makes P3(t → ∞) or Pgg(t → ∞)
being different at small and large values of V0. Fixing V0 to
a large value, and varying v, we see that P3(t → ∞) first in-
creases reaches a maximum and then monotonously decreases
[see Fig. 11(c)]. The initial increase in P3(t → ∞) with v is
attributed to the smallness of ∆EV0/2, whereas at large values
of v, around the first avoided crossing the population P2(t)
increasingly gets transferred to |1〉 resulting in a decrease in
P3(t → ∞). The latter effectively increases the population
P2(t → ∞) across the third LZT at the cost of |1〉 and |3〉 at
large V0 and v. Note that, interference of different LZTs lead
to non-trivial patterns in P1(t → ∞) and P2(t → ∞) as a func-
tion of v and V0 [see Fig. 11(a) and 11(b)].
3. |ψ(ti)〉 = |3〉
Adiabatic basis. In contrary to the dynamics for which the
initial state is |1〉 or |2〉, here, the first avoided crossing be-
comes completely irrelevant at large V0. Hence, for large V0,
the population transfer first occurs in the vicinity of t2, from
|3〉 to |2〉. Since ∆EV0/2 is very small at large V0, a sufficiently
large v leads to a complete transfer from |3〉 to |2〉, as seen
in Figs. 12(a)-12(c). Then, near the third avoided crossing
(t ∼ t3), we have a population transfer from |2〉 to |1〉. And,
larger the value of v larger the non-adiabatic transition to |1〉.
Thus, for sufficiently large values of V0 and v, we do not find
any population in P3 at t → ∞ [see Figs. 12(c) and 13(c)].
Diabatic basis. The dynamics of the populations in the di-
abatic basis for the initial state |3〉 (or equivalently |rr〉 in the
limit t → −∞) are shown in Fig. 12(d)-12(f). Note that |rr〉
is not coupled to |gg〉, it implies that the population can only
transfer to |s〉. For large V0, the latter only occurs across the
third LZT (t ∼ t3). Therefore the dynamics in the diabatic
basis are characterized by only a single transition (popula-
tion transfer) over the entire time evolution. And, larger the
value of v, the weaker the transition between |rr〉 and |s〉. For
small V0 and large v, we can use the results from the non-
interacting LZ model: Prr ∼ P2LZ , Ps ∼ 2PLZ(1 − PLZ), and
Pgg ∼ (1 − PLZ)2 obtained for the initial state |3〉 ∼ |rr〉. By
including the effect of a finite and small V0, we have P3(t →
∞) = Pgg ∼ (1−RLZ)2, P2(t → ∞) = Ps ∼ 1−P2LZ−(1−RLZ)2,
and P1(t → ∞) = Prr ∼ P2LZ .
The final population in the adiabatic or diabatic basis as
a function of v and V0 for the initial state |3〉 is shown in
Fig. 13. As discussed above, for large V0 and v, we have
P3(t → ∞) = Pgg ∼ 0. In the adiabatic limit (both V0 and v
are very small), we have P3(t → ∞) ∼ 1. Fixing V0 to a large
value, and varying v, we see that P2(t → ∞) first increases
reaches a maximum and then monotonously decreases [see
Fig. 13(b)]. This non-monotonous behaviour of P2(t → ∞)
can be understood from the nature of the gaps ∆EV0/2 and
∆EV0 at large V0. Since ∆EV0/2  ∆EV0 , the time evolution
at the second avoided crossing is highly non-adiabatic com-
pared to that at the third. That results in the initial increase of
P2(t → ∞) as a function of v. At higher values of v, the evolu-
tion across the third avoided crossing as well become strongly
non-adiabatic, resulting in a decrease of P2(t → ∞) at the
cost of P1. Another feature is that P1(t → ∞) is independent
of V0, and again, we use the diabatic basis to explain it. The
initial |rr〉 state is only coupled to |s〉 state, and the population
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transfer between them mostly takes place in the impulsive re-
gion, i.e., in the vicinity of |V0 − ∆(t)| ∼ 0 irrespective of the
value of V0. The latter makes V0 becomes non-relevant in es-
timating the transition probability from |rr〉 to |s〉. After that,
|rr〉 is not involved in any non-adiabatic transitions, making
P1(t → ∞) ∼ Prr independent of V0.
Comparing the results from the three different initial condi-
tions, we found an interesting pattern that the probability dis-
tribution in the v−V0 plane for the final populations are repeat-
ing. Each initial state provides us three patterns and hence, a
total of nine. But out of which only six are distinct from each
other. The identical patterns are (i) P3(t → ∞) with initial
state |1〉 and P1(t → ∞) with initial state |3〉, (ii)P2(t → ∞)
with initial state |1〉 and P1(t → ∞) with initial state |2〉 and
(iii) P3(t → ∞) with initial state |2〉 and P2(t → ∞) with initial
state |3〉.
4. Beats
Two interesting features previously found in the study of a
triangular LZ model, depending on the geometric size of the
triangle formed by the three avoided crossings [see Fig. 4(b)],
are the beats and step patterns in the population dynamics of
the diabatic basis [9, 81]. These patterns arise due to the quan-
tum interference of distinct LZTs. We only briefly comment
on the beats pattern in our setup. The beats pattern is observed
only in the population of the Ps(t) and that for two different
initial conditions are shown in Fig. 14(a). Based on the cal-
culations discussed for the triangular LZ model in Ref. [9],
we would expect a beat pattern in Ps(t) if Ω2/4v  1 and
V20/4v < 1. The envelope frequency is found to be V0/2, and
the fast oscillation frequency changes over time as approxi-
mately vt/4.
5. AIA
In this section, we employ AIA for analyzing the dynamics
for the linear quench of the detuning across the three LZTs.
For sufficiently large values of interactions (V0 >
√
2Ω), the
three avoided level crossings can be made isolated [see Figs.
4(b) and 14(b)]. That helps us to identify adiabatic and im-
pulsive regimes. Further, we approximate that, across each
avoided crossings, only two adiabatic states are involved. The
latter allows us to use the results from the two-level LZ model
discussed in Sec. I. To implement AIA, we require LZT
time (τLZ) should be shorter than the duration (Ta = V0/2v)
in which the system undergoes adiabatic evolution between
two LZTs. Since ∆E0 = ∆EV0 > ∆EV0/2 for V0 , 0, we
only need to compare the LZT time across the first avoided
crossing with Ta. The former has an upper limit set by
τLZ ≈ (1/2√v)max(1,Ω2/2v) [84]. Therefore, for v > Ω2/2,
we require V20 > v and for v < Ω
2/2, we require 16V20/Ω
4 > v
for AIA to be valid. The adiabatic evolution matrix [see Fig.
14(b)] in the adiabatic basis {|3〉, |2〉, |1〉}, is given by
Uˆk =

e−iζ
{k}
3 0 0
0 e−iζ
{k}
2 0
0 0 e−iζ
{k}
1
 ,
where ζ{1}j =
∫ t1
ti
dtE j, ζ
{2}
j =
∫ t2
t1
dtE j, ζ
{3}
j =
∫ t3
t2
dtE j,
and ζ{4}j =
∫ t f
t3
dtE j are the phases acquired between differ-
ent avoided crossings. The non-adiabatic transition matrices
Gˆ1LZ , Gˆ2LZ , and Gˆ3LZ at the impulse points t1, t2, and t3, re-
spectively are found to be, in the adiabatic basis {|3〉, |2〉, |1〉}
Gˆ1LZ =

1 0 0
0
√
1 − P′LZe−iφ˜
′
s −√P′LZ
0
√
P′LZ
√
1 − P′LZeiφ˜
′
s
 (21)
where P′LZ = exp(−2piΩ′2/4v), and
φ˜′s = pi/4 + arg(Γ(1 − iγ′)) + γ′(ln γ′ − 1) (22)
with γ′ = Ω′2/4v and Ω′ = ∆E0 ∼
√
2Ω. The transition
matrix at t2 is
Gˆ2LZ =

√
1 − P′′LZe−iφ˜
′′
s −√P′′LZ 0√
P′′LZ
√
1 − P′′LZeiφ˜
′′
s 0
0 0 1
 (23)
with P′′LZ = exp(−2piΩ′′2/8v) and
φ˜′′s = pi/4 + arg(Γ(1 − iγ′′)) + γ′′(ln γ′′ − 1) (24)
with γ′′ = Ω′′2/8v and Ω′′ = ∆EV0/2. It can be easily seen
that we have Gˆ1LZ = Gˆ3LZ since at t3, again |1〉 and |2〉 are
only involved in the transition. Thus, for sufficiently large
values of V0 and within the AIA, the complete evolution ma-
trix for a linear quench across all the three LZTs is given by
FˆL = Uˆ4Gˆ3LZUˆ3Gˆ2LZUˆ2Gˆ1LZUˆ1. The results from AIA are
compared to that of exact numerics and are shown in Fig. 16,
for different initial conditions. They are in excellent agree-
ment even for parameter values beyond the criteria we have
discussed above. One of the reasons could be that τLZ only
sets the upper limit for the transition time, but the real tran-
sition time can be significantly shorter than τLZ especially, at
large values of v. As shown in Figs. 16(a) and 16(c), for a
fixed v, the final population in states |s〉 and |rr〉 exhibits os-
cillations as a function of V0, indicating the role of quantum
interference between the distinct LZTs. On the other hand,
for a fixed V0, and varying v, we do not observe any oscilla-
tions. It indicates that the Stokes phases (φ˜′s and φ˜′′s ) become
irrelevant in the final populations if the initial state is one of
the instantaneous eigenstates. We have verified this by setting
φ˜′s = φ˜′′s = 0 in the matrices Gˆ1LZ and Gˆ2LZ , and the results
are hardly affected by it. If the initial state is a superposition
of the adiabatic basis states, the Stokes phases become impor-
tant. In that case, we will be able to observe oscillations in the
populations [P j(t → ∞)] as a function of v keeping V0 fixed.
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Figure 14. (a) The formation of beats in the dynamics of Ps(t) for
different initial conditions with V0 = 2Ω and v = 5Ω2 under a lin-
ear quench of detuning from a far negative to a far positive value,
involving all three avoided crossings. (b) The adiabatic (Uˆ’s) and
non-adiabatic (Gˆ1LZ , Gˆ2LZ , Gˆ3LZ) regimes as a function of time for
∆(t) = vt and V0  Ω. The times t1, t2, and t3 are the times at which
the system crosses the first, second, and third avoided level crossings,
respectively. E1, E2, and E3 are the instantaneous eigenenergies.
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Figure 15. The final [P j(t → ∞)] population in the adiabatic (dia-
batic) states as a function of V0 for the initial state (a) |1〉, (c) |2〉, and
(e) |3〉 with v = 2Ω2. The same as a function of v for the initial state
(b) |1〉, (d) |2〉, and (f) |3〉with V0 = 2Ω. The solid lines are the results
from the exact numerics, and the filled squares, circles, and triangles
are from the AIA for the states P1(t → ∞) = Prr, P2(t → ∞) = Ps
and P3(t → ∞) = Pgg, respectively. As seen in (a), (c), and (e), for
sufficiently large V0, the results from AIA are in excellent agreement
with the exact numerical results.
B. Periodic modulation of detuning
Now, we consider the detuning is varying periodically in
time as ∆(t) = ∆0 + δ sin(ωt). We take V0  Ω and ∆0 << 0.
The first condition assures that the three avoided level cross-
ings are well separated, and we can implement AIA, as dis-
cussed in Sec. III A 5. The second condition guarantees us
that the adiabatic states converge to the diabatic ones far left
to the first avoided level crossing. The initial offset in de-
tuning (∆0) is crucial in determining the final populations in
the diabatic or adiabatic states. Because ∆0 affects the dy-
namical phases accumulated during the adiabatic evolutions
between the LZTs. Here, we analyze the dynamics as a func-
tion of δ and ω0 for the three different initial states. Hence-
forth, we set the initial time t = ti = 0. As we have men-
tioned before, the three distinct avoided crossings occur at
∆(t) = 0, ∆(t) = V0/2 and ∆(t) = V0. To determine the
quench rate of the detuning across the avoided crossings, we
linearize ∆(t) = ∆0 + δ sinωt in time within the vicinity of the
instants at which the avoided crossings take place. The first
avoided crossing (involving states |1〉 and |2〉) occurs when
∆(t) = 0, i.e., at times τ(1)2n = [2npi + sin
−1 (−∆0/δ)]/ω and
τ(1)2n+1 = [(2n+1)pi−sin−1 (−∆0/δ)]/ωwith n = 0, 1, 2, .... Now,
linearizing around τ(1)m , i.e., ∆(τ
(1)
m + t) = ∆0 +δ sinω(τ
(1)
m + t) ≈
δωt cosωτ(1)m = (−1)mω
√
δ2 − ∆20t, we obtain the quench rate
as v1 = ±ω
√
δ2 − ∆20. Similarly, the second avoided cross-
ing (involving states |2〉 and |3〉) occurs when ∆(t) = V0/2
or at τ(2)2n = [2npi + sin
−1 ((V0/2 − ∆0)/δ)]/ω and τ(2)2n+1 =
[(2n + 1)pi − sin−1 ((V0/2 − ∆0)/δ)]/ω, and the third avoided
crossing (again involving states |1〉 and |2〉) occurs when
∆(t) = V0 or at τ
(3)
2n = [2npi + sin
−1 ((V0 − ∆0)/δ)]/ω and
τ(3)2n+1 = [(2n + 1)pi − sin−1 ((V0 − ∆0)/δ)]/ω. The correspond-
ing quench rates are obtained as v2 = ±ω
√
δ2 − (∆0 − V0/2)2
and v3 = ±ω
√
δ2 − (∆0 − V0)2, respectively. Appropriately
replacing v by v1, v2, and v3, we can use the LZT matri-
ces Gˆ1LZ , Gˆ2LZ , and Gˆ3LZ to analyze the dynamics within
the AIA. Note that, v1 is different from v3 which makes
Gˆ1LZ , Gˆ3LZ , in contrary to the case of linear quench dis-
cussed in Sec. III A 5. Using the quench rates, we esti-
mate the upper limit for the LZT time across the LZTs at
τ(1)m , and τ
(3)
m as τLZ1 = 1/
√|v1|max
(
1,Ω′2/4|v1|
)
and τLZ3 =
1/
√|v3|max
(
1,Ω′′′2/4|v3|
)
, respectively. The LZT time for
the one at τ(2)m becomes extremely small (almost instant, as
evident from the results shown in Sec. III A) at large V0. Be-
tween two LZTs, the system undergoes an adiabatic evolution.
Based on the value of δ, we restrict the analysis to three
different cases. The case (i) is such that the maximum of ∆(t)
lies at the midway between the first (∆ = 0) and second (∆ =
V0/2) avoided crossings (see Fig. 16), i.e., δ = V0/4 − ∆0, (ii)
the midway between the second (∆ = V0/2) and third (∆ = V0)
avoided crossings (see Fig. 16), i.e., δ = 3V0/4−∆0. The third
one (iii) is with δ  V0 − ∆0. In the first case, the system is
periodically driven across only the first avoided crossing; in
second, both first and second avoided crossings are included,
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Figure 16. (a) the periodic time dependence of the detuning for
δ = V0/4−∆0. The durations in which adiabatic evolution takes place
in AIA is marked by Ta and T ′a. (b) shows the corresponding instan-
taneous energy eigenvalues. The instants (τ(1)0 , τ
(1)
1 , τ
(1)
2 ) at which the
LZTs occur between states |1〉 and |2〉 are shown by shaded stripes.
Between each of these LZTs, adiabatic evolution takes place. The
Uˆ j and Gˆ1LZ operators are the adiabatic evolution and non-adiabatic
transition matrices, respectively. Between the origin and the dashed
vertical line, we have one complete cycle.
and in third, all the three of the avoided crossings are involved
in the dynamics. As discussed in [64], the periodic driving
results in various resonances in the system. For instance, in
the high-frequency limit (ω  Ω) or the fast-passage limit(
ω
√
δ2 − ∆20  Ω
)
a resonant transition between |gg〉 and |s〉
takes place when nω = ∆0 with n = 0,±1,±2..., resulting in
coherent Rabi oscillations between the two states. Similarly,
for nω = 2∆0 − V0 and nω = ∆0 − V0, there exists a resonant
transition between |gg〉 and |rr〉, and |s〉 and |rr〉, respectively.
The resonant transition between |gg〉 and |rr〉 (antiblockades)
can takes place via two scenarios: with or without any signif-
icant population in |s〉 state. As one can see from resonance
criteria, to resolve different resonances in ω, one requires a
large V0.
1. δ = V0/4 − ∆0
In this case, the detuning varies periodically across the first
level crossing, and the maximum of ∆(t) is such that it is
in midway between the first and the second avoided cross-
ings [see Figs. 14(b) and 16]. The LZT at the first avoided
crossing is quantified by the transition matrix Gˆ1LZ in which
the rate v is replaced by v1 given above. The evolution ma-
trix for one cycle can be written as Fˆ = Uˆ3Gˆ1TLZUˆ2Gˆ1LZUˆ1
[see Fig. 16(b)]. There are three different time scales in-
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Figure 17. The numerical results (solid lines) for the populations
in the adiabatic states, and the same from the AIA (dashed lines)
after 10 (left column) and 100 (right column) cycles, as a function
of ω for the initial state |1〉 ∼ |gg〉, ∆0 = −15Ω, V0 = 40Ω and
δ = 25Ω. (a) and (b) show the population in |1〉, and (c) and (d) show
the population in |2〉.
volved in the quenching process; one is the LZT time τLZ1
across the avoided crossing. The two others: Ta = τ
(1)
1 −
τ(1)0 = (pi − 2 arcsin(−∆0/δ)) /ω and T ′a = τ(1)2 − τ(1)1 =
(pi + 2 arcsin(−∆0/δ)) /ω are the duration of adiabatic regimes
between the two LZTs [see Fig. 16(a)]. We have T ′a > Ta for
∆0 < 0, and the validity of AIA requires τLZ1  Ta. Keeping
δ, ∆0 and V0 fixed, and for sufficiently large values of ω, the
ratio τLZ1/Ta ∝ √ω indicating that AIA breaks down at large
ω.
The numerical results for the populations in the adiabatic
states {|1〉, |2〉, |3〉}, and the same from the AIA after 10 and
100 cycles, as a function of ω, are shown in Fig. 17 for the
initial state |ψ(t = 0)〉 = |1〉 ∼ |gg〉, ∆0 = −15Ω, V0 = 40Ω
and δ = 25Ω. For these cases, the population in the state |3〉
is not very significant hence, not shown. As one can see, the
interference between the LZTs at different times leads to non-
trivial oscillations in the final populations as a function of ω.
Higher the number of cycles, the more non-trivial the pattern
is. As expected, the numerical results are well captured by
AIA for lower frequencies and start to deviate at larger fre-
quencies. Fig. 18(a) shows the time average populations in
states (|1〉, |2〉) as a function of ω for a period of 100 cycles
with the initial state |1〉, and other parameters are the same as
that of Fig. 17. The resonances at nω = |∆0| are indicated
by dips (peaks) in the time-averaged population of the state
|1〉 (|2〉). At the resonances, the system exhibit coherent Rabi
oscillations between |gg〉 and |s〉 states [see Fig. 18(b)]. Since
only two states are involved in the dynamics for this case, res-
onant Rabi oscillations also take place between |1〉 and |2〉 [see
Fig. 18(c)], with no population in |3〉 or |rr〉 state. Thus, we
have dynamics identical to that of a fully blockaded two Ry-
dberg atoms under no periodic forcing. Following the similar
procedure given in Sec. II A for the single atom case, we ob-
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tain the transition probability to the state |2〉 after k-cycles is
Pk2 = 4(1 − P′LZ)P′LZ sin2 φs
sin2 kα
sinα
(25)
where P′LZ = exp(−2piΩ′2/4v1) with Ω′ = ∆E0, and cosα =
Re
(
(1 − P′LZ)e−iη0 + P′LZe−iη1
)
and φs =
∫ τ(1)1
τ(1)0
(E2 − E1)dt/2 +
φ˜′s. The phases η0 and η1 is a function of dynamical phases
acquired during the adiabatic evolution, and φ˜′s is given by Eq.
(22) but replacing v by v1. Note that Eq. (25) is identical to
that for a single two-level atom, and hence, all the discussions
followed in Secs. II A and II B are applicable here, assuming
AIA is valid. Also, as t → ∞, the resonances at nω = 2∆0−V0
become relevant. The later results in a significant population
in |3〉 or |rr〉 in the actual dynamics. But, the states |3〉 or |rr〉
is not involved in the LZT provided by the matrix Gˆ1LZ , and
it implies that AIA breaks down at those resonances.
Changing the initial state to |ψ(t = 0)〉 = |2〉 ∼ |s〉 the most
prominent resonances appear in the average populations are
again nω = |∆0| for 10 cycles (results are not shown). Thus,
obtaining similar dynamics as that for the initial state |1〉 ex-
cept that the role of |1〉 and |2〉 are interchanged. For 100
cycles, in the numerical results, we have seen the emergence
of resonances at nω = ∆0 − V0, which are comparatively nar-
rower than those at nω = |∆0| [see Fig. 19(a)]. The resonances
at nω = ∆0 − V0 indicate coherent Rabi oscillations between
the states |s〉 and |rr〉 and are not captured in the AIA. For the
initial state |ψ(t = 0)〉 = |3〉 ∼ |rr〉, as expected, we do not
observe any signature of resonances at nω = |∆0| in the time-
averaged population over 100 cycles [see Fig. 19(b)]. But,
those at nω = 2∆0 − V0 and nω = ∆0 − V0 are seen in the
exact numerics, with the latter being much more pronounced
than the former. The latter indicates that the resonances at
nω = 2∆0 − V0 much narrower than those at nω = ∆0 − V0.
Since |3〉 is not involved in the LZT matrix Gˆ1LZ , the results
from AIA do not show any dynamics. As a concluding remark
for this section, in a multi-level periodically driven system,
AIA might not capture the real dynamics due to resonances
that involve states which are not directly taking place in the
LZTs.
2. δ = 3V0/4 − ∆0
Here, we periodically drive across the first two LZTs, and
the maximum of ∆(t) comes in between the second and the
third avoided crossings [see Figs. 14(b) and 20]. In con-
trast to the previous case, here, all three states are involved
in the LZTs. There are two LZT times: τLZ1 and τLZ2 for
the transitions at ∆(t) = 0 and ∆(t) = V0/2, respectively.
The LZTs at τ(1)2n and τ
(2)
2n are characterized by the transition
matrices Gˆ1LZ and Gˆ2LZ with v being replaced by v1 and v2,
respectively. There are four different adiabatic intervals [see
Fig. 19], and as far as the validity of AIA is concerned, only
the shortest among them matters. Once we fix δ = 3V0/4 −
∆0, the shortest adiabatic duration in the AIA is given by
Ta = τ
(2)
0 − τ(1)0 =
[
sin−1(−[∆0 − V0/2]/δ) − sin−1(−∆0/δ)
]
/ω,
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Figure 18. (a) The numerical results (solid lines) for the time-
averaged populations (P¯1,2) in the adiabatic states, and the same from
the AIA (dashed lines) over a period of 100 cycles, as a function
of ω for the initial state |1〉 ∼ |gg〉, ∆0 = −15Ω, V0 = 40Ω and
δ = 25Ω. The dips (peaks) in P¯1 (P¯2) indicate the resonances at
nω = |∆0| at which the system exhibits coherent Rabi oscillations
between |gg〉 and |s〉 or equivalently between |1〉 and |2〉states. The
six resonances are seen at ω/Ω = 15, 7.5, 5, 3.75, 3, 2.5 corresponds
to n = 1, 2, 3, 4, 5, 6, respectively. (b) shows the coherent oscillation
between |gg〉 and |s〉 at the resonance ω/Ω = 7.5 and (c) shows the
same between |1〉 and |2〉 states.
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Figure 19. (a) The numerical results (solid lines) and the same from
the AIA (dashed lines) for P¯2 as a function of ω for the initial state
|2〉 ∼ |s〉. The dips indicate the resonances, and the five of them seen
are at ω/Ω = 15, 7.5, 5, 3.75, 3 correspond to nω = |∆0| with n =
1, 2, 3, 4, 5, respectively. The sharp ones at ω/Ω = 18.33, 13.75, 11
correspond to nω = |∆0 − V0| with n = 3, 4, 5, respectively. (b) The
same for P¯3 but with the initial state |3〉. For both plots the average
is taken over 100 cycles, ∆0 = −15Ω, V0 = 40Ω and δ = 25Ω. The
three dominant dips in P¯3 are at ω/Ω = 18.33, 13.75, 11 correspond
to nω = |∆0 − V0| with n = 3, 4, 5, respectively.
and the validity of AIA requires Ta  τLZ1, τLZ2. Again,
the latter implies that for large values ω, the AIA might
breaks down. With two avoided crossings, the evolution ma-
trix for one complete cycle [see Fig. 20(b)] becomes Fˆ =
Uˆ5Gˆ1
T
LZUˆ4Gˆ2
T
LZUˆ3Gˆ2LZUˆ2Gˆ1LZUˆ1 and for k-cycles it is Fˆ
k.
Fig. 21 shows the time average populations in the adiabatic
states as a function of ω for a period of 10 and 100 cycles for
the initial state |ψ(t = 0)〉 = |1〉 ∼ |gg〉, ∆0 = −15Ω, V0 = 40Ω
and δ = 45Ω. By comparing Fig. 21(a) and Fig. 21(b), we
can see that with more number of cycles, some of the sharper
resonances also got resolved. Also, the main difference from
the case discussed in Sec. III B 1 is that the population P¯3 also
captures resonances due to the presence of the second avoided
crossing. For k = 10, the dips (peaks) in P¯1 (P¯2) [see Fig.
21(a)] correspond to the resonances, nω = |∆0|, identical to
those in Fig. 18 (for k = 100 and δ/Ω = 25). Here, with
16
0
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Energy(b)
Figure 20. (a) The periodic time dependence of the detuning for δ =
3V0/4 − ∆0. The durations in which adiabatic evolution takes place
in AIA is marked by Ta1, Ta2, and T ′a1. (b) shows the corresponding
instantaneous energy eigenvalues. The instants (τ(1)0 , τ
(2)
0 , τ
(2)
1 , τ
(1)
1 ,
τ(1)2 , τ
(2)
2 ) at which the LZTs occur between different adiabatic states
are shown by shaded stripes. Between each of these LZTs, adiabatic
evolution takes place. The Uˆ and Gˆ operators represent the adiabatic
regime and non-adiabatic transition points, respectively. Between the
origin and the dashed vertical line, we have one complete cycle.
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Figure 21. The numerical results (solid lines) for the time-averaged
populations (P¯1,2,3) in the adiabatic states, and the same from the AIA
(dashed lines) for a period of (a) 10 and (b) 100 cycles, as a function
of ω for the initial state |1〉 ∼ |gg〉, ∆0 = −15Ω, V0 = 40Ω and δ =
45Ω. The dips (peaks) in P¯1 (P¯2) indicates the resonances nω = |∆0|
and are the same as that in Fig. 19(a). The sharper resonances in (b)
correspond to antiblockades occurring at nω = 2∆0 −V0, and the two
pronounced ones are seen at ω/Ω = 17.5, 10.
δ/Ω = 45 and making k = 100, we can resolve the narrow
resonances at nω = 2∆0 − V0 (between |gg〉 and |rr〉 states)
and the two pronounced ones are seen at ω/Ω = 17.5, 10 [see
Fig. 21(b)]. AIA does not capture the latter resonances since
the third avoided crossing in which the resonant transition be-
tween |s〉 and |rr〉 are missing. Therefore AIA misses any res-
onances in which |rr〉 is populated from |gg〉 via |s〉.
Figs. 22(a) and 22(b) show the time average populations
in the adiabatic states as a function of ω for a period of
100 cycles for the initial state |ψ(t = 0)〉 = |2〉 ∼ |s〉 and
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Figure 22. The numerical results (solid lines) for the time-averaged
populations (P¯1,2,3) in the adiabatic states, and the same from the AIA
(dashed lines) for a period of 100 cycles, as a function of ω for the
initial state (a) |2〉 ∼ |s〉 and (b) |3〉 ∼ |rr〉. Other parameters are ∆0 =
−15Ω, V0 = 40Ω and δ = 45Ω. In (a) we see resonances correspond
to nω = |∆0| (between |gg〉 and |s〉 states) and nω = |∆0−V0| (between
|rr〉 and |s〉 states) whereas in (b) the resonances appear are those
correspond to the transitions between |rr〉 and |s〉, and |rr〉 and |gg〉.
|ψ(t = 0)〉 = |3〉 ∼ |rr〉, respectively. The other parameters are
the same as that of Fig. 21. In contrast with the case of initial
state |1〉 [see Fig. 21(b)], more resonances are resolved by tak-
ing the initial state as either |s〉 [see Fig. 22(a)] or |rr〉 [see Fig.
22(b)]. For the initial state |s〉, the resonances correspond to
the transition between |s〉 and |gg〉 (nω = |∆0|), and |s〉 and |rr〉
(nω = |∆0 −V0|) signify in the average populations of all three
states. On the other hand, with the initial state |rr〉, the aver-
age populations did not capture the resonances at nω = |∆0|,
whereas those corresponding to the transitions between |rr〉
and |s〉, and |rr〉 and |gg〉 appear. Also, AIA completely failed
with the initial state |3〉 ∼ |rr〉, since no LZTs are involved.
3. δ = 5V0/4 − ∆0
For the last case, the modulation amplitude is such that the
system drives past all three avoided crossings. There are three
LZT times involved in the dynamics: τLZ1, τLZ2, and τLZ3 for
the transitions at ∆(t) = 0, ∆(t) = V0/2 and ∆(t) = V0, re-
spectively. Note that, τLZ2  τLZ1, τLZ3. As far as the validity
of AIA is concerned, the shortest duration of adiabatic evolu-
tion [Ta1 in Fig. 23(a)] should be larger than both τLZ1 and
τLZ3. Including all three avoided crossings, in the AIA, the
evolution matrix for one complete cycle [see Fig.23] becomes
Fˆ = Uˆ7Gˆ1
T
LZUˆ6Gˆ2
T
LZUˆ5Gˆ3
T
LZUˆ4Gˆ3LZUˆ3Gˆ2LZUˆ2Gˆ1LZUˆ1 and
for k-cycles it is Fˆk. The LZT matrices Gˆ1LZ and Gˆ2LZ are
provided by Eqs. (21) and (23), with v being replaced by v1
and v2, respectively. The third LZT matrix is,
Gˆ3LZ =

1 0 0
0
√
1 − P′′′LZe−iφ˜s3 −
√
P′′′LZ
0
√
P′′′LZ
√
1 − P′′′LZeiφ˜s3

where P′′′LZ = exp(−2piΩ′′′2/4v3) with Ω′′′ = ∆EV0 , φ˜s3 =
pi
4 + arg(Γ(1 − iγ′′′)) + γ′′′(ln γ′′′ − 1) with γ′′′ = Ω′′′2/4v3
and v3 = ω
√
δ2 − (∆0 − V0)2, and the Uˆs are the adiabatic
evolution matrices.
In Fig. 24 we show the time average populations in the adi-
abatic states as a function ofω for a period of 100 cycles, ∆0 =
17
Energy(b)
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Figure 23. (a) The periodic time dependence of the detuning for
δ = 5V0/4 − ∆0. The durations in which adiabatic evolution takes
place in AIA is marked by Ta1, Ta2, Ta3, and T ′a1. (b) shows the cor-
responding instantaneous energy eigenvalues. The instants (τ(1)0 , τ
(2)
0 ,
τ(3)0 , τ
(3)
1 , τ
(2)
1 , τ
(1)
1 , τ
(1)
2 , τ
(2)
2 , τ
(3)
2 ) at which the LZTs occur between dif-
ferent adiabatic states are shown by shaded stripes. Between each of
these LZTs, adiabatic evolution takes place. The Uˆ and Gˆ operators
represent the adiabatic regime and non-adiabatic transition points, re-
spectively. Between the origin and the dashed vertical line, we have
one complete cycle.
−15Ω, V0 = 40Ω, δ = 65Ω, and for all three initial states. In
Fig. 24(a), for the initial state |ψ(t = 0)〉 = |1〉 ∼ |gg〉, we ob-
serve major peaks corresponding to the resonances nω = |∆0|
(between |gg〉 and |s〉 states), and minor ones indicate the res-
onances at nω = |2∆0 − V0| (between |gg〉 and |rr〉 states). For
the initial state |ψ(t = 0)〉 = |2〉 ∼ |s〉 [see Fig. 24(b)] we
observe resonances at nω = |∆0| and nω = |∆0 − V0|, with no
traces on the resonances at nω = |2∆0 − V0|. Finally, for the
initial state |ψ(t = 0)〉 = |3〉 ∼ |rr〉, except the resonances at
nω = |∆0|, other two are captured. Note that, by including all
three avoided crossings, the results from AIA are in excellent
agreement with exact numerical results, and in particular, all
resonance features have been captured.
C. Summary
In summary, we analyzed the LZ dynamics comprehen-
sively in a setup of two Rydberg-atoms with a time-dependent
detuning, both linear and periodic, using both the exact nu-
merical calculations as well as the method of AIA. The
Rydberg-atom setup realizes different three-level LZ models,
for instance, for vanishingly small Rydberg interactions, it
converges to a bow-tie model. For sufficiently large interac-
tions, we have a triangular LZ model. The latter is known
to exhibit beats and step patterns in the population dynamics.
In general, the LZ dynamics show a non-trivial dependence on
the initial state, the quench rate of the detuning across avoided
crossings, and the interaction strength. Under suitable crite-
ria, the dynamics are well captured by the AIA especially, at
large interactions for which the distinct LZ transitions can be
isolated from each other by adiabatic regimes. Finally, we an-
alyzed the dynamics in the two-atom setup with periodically
modulated detuning, with sufficiently large Rydberg interac-
tions such that all level crossings are well separated. Based
on the driving amplitude, the initial states, and the number
of avoided crossings are driven across, different scenarios are
discussed. When the detuning is modulated across the first
avoided crossing, at shorter periods, the dynamics are found
identical to that of a two-level atom. At more extended peri-
ods, due to resonances, all the three levels become relevant,
which also results in the violation of AIA. When the detun-
ing is modulated across either two or all three level crossings,
more and more resonances emerge in the population dynam-
ics. The latter also found to be depending on the initial state.
For the last case, involving all three avoided crossings, the
AIA entirely captures the resulting resonances, whereas in
other cases it only did partially.
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