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This article is concerned with the problem of forecasting nonstationary 
time series when the data at hand are finite. One way to tackle this problem 
is to choose a deterministic linear model, however intuitive, and fit it to the 
data by generalized least squares. With some additional assumptions best 
linear unbiased predictors can be constructed. Here we do just that, in fitting 
an exponential polynomial, termed exponomial in [3], to a discrete nonsta- 
tionary time series, and show how to construct optimal predictors. 
Exponomials are particularly appealing, as the best linear unbiased one-step 
predictors are constructed in a most straightforward manner. 
The extrapolation of infinite time series when the underlying model is an 
exponomial was first considered in [3] and later in [l]. Although we consider 
essentially the same problem, we shall be concerned mainly with statistical 
aspects given a finite nonstationary discrete time series. 
For the paper to be self-contained we first give a brief account of generalized 
least squares. Next we consider the prediction problem followed by two 
important special cases. We also suggest a problem concerning the generalized 
Vandermonde matrix. 
By an exponomial we mean [3] a function p(x) such that 
where the /Ij are fixed and distinct and for simplicity assumed to be real. Now 
suppose we have n observations on a nonstationary stochastic process with 
finite second moments y’ = (yr , ys ,..., y,), yn being the first observation, 
ynel the second, etc., and y1 the last observation. Assume the series obeys 
the model 
Yt = p(t) + Et 9 t = 1) 2,. . . , n, n > m. 
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Let B be the generalized Iandermonde matrix 
and let a’ == (a, , us ,..., a,,), and E’ = (or , E? ,..., 6,). Then the model can 
be put into a convenient matrix notation 
y == Ba f E, 
where E(e) == 0 and Var(e) =: Era’ = dL 8-l. The covariance matrix is 
assumed positive definite. Also observe that B has full rank because the pj 
are distinct. To estimate the ai’s, one can use the usual least-squares proce- 
dure or the discounted least-squares procedure as described in [l, 31. How- 
ever, the estimates will not be optimal. If 8-l is not the identity matrix, then 
it is well known that a cannot be estimated simply by the usual least-squares 
technique. For the estimates so obtained will not in general have minimum 
variance among all unbiased linear estimates. To obtain the best linear 
unbiased estimator (BLUE) a weighted least-squares analysis is called for. 
Now it can be shown that there exists a nonsingular symmetric n x 71 
matris r such that 
r’r = rr == 8. 
Multiply y by r; then 
ry = rBa + rk 
But E(R) = 0 and Var(I’e) = E(I’eo’I”) = ~~1, and it follows (Gauss- 
Markov theorem) that the BLUE estimate of a is found by minimizing 
(re)‘Ik = (y - Ba)’ B(y - Ba) 
with respect to a. Denote the BLUE estimate by P. Then 
1 = (B’ eB)-l B’ Oy, 
where obviously the inverse exists since B has full rank and 0 is positive 
definite. Define P/e to be the positive definite square root of 8 and let C = 
W!‘B. Then we see at once that also 
f =c+em Y! 
where C+ is the generalized inverse of C. Later we shall touch upon this 
point again. We have 
P = a + (B’ OB)-l B’ fk, 
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whence E(A) = a and Var(i) = S(B 6B)-l. Let e = y - BP denote the 
vector of residuals. If y has a multivariate normal distribution then it can be 
shown that 1 and e’ 8e/n are the maximum likelihood estimates of a and 
2. In this case we can also perform the usual significance tests and 
construct confidence intervals for the aj . 
We are now in a position to construct the one-step predictor for y,, , 
Essentially we want the best (in the sense of minimum variance) linear 
unbiased one-step predictor of y0 , given the previous observations y1 , ys ,..., 
yn , First assume 
y. = l’a+6, 
where E(q,) = 0, Var(e,) = uo2, and 1’ = (1 1 a.* 1). Second, define a 
vector of expectations v by 
v = E(E($). 
Then it can be shown [4] that the best linear unbiased predictor of y,, , 
denoted by 5s , is 
so = l’i + v’ Be/o”. 
In the case when E,, is not correlated with E, j, reduces to the one-step forecast 
suggested in [ 1, 31, namely, 
yo* = 1’2. 
The loss in efficiency when usingy,* instead of & is discussed in [4]. We have 
E(y,“) = l’a, Var(y,*) = u21’(B’BB)-ll. 
In the same way we can construct the (K + l)th step forecast. Thus if it is 
assumed that 3’~~ = f3’a + E-~ , where p’ = (8;” ,..., &“), E(E-,) = 0, 
Var(E-,) = utk, then 
Tpk = p’i + w’Be/G, 
where w = E(Ec~E). In the following we consider two important special cases 
corresponding to two different choices of u2V. Before considering the first 
case we note that if the flj are complex, then f = (&OB)-l &by, where the 
bar denotes complex conjugate. 
Let the Bj be points on the unit circle so that pj = t+i. For t = 0, I,..., 
12 - 1, let our exponomial model be 
yt = 2 ujeiWjt + l t , 
j=l 
where l t is an autoregressive stationary process of order p. This means that 
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where the ut are uncorrelated random variables with mean zero and variance 
uU2, and where the +i are such that the zeros of 1 $- 4r.z -+ ..’ f +,,z” lie 
outside the unit circle. 
The covariance matrix is the Toeplitz matrix 
a+1 = (y!j--k,)r 
where ‘yj-!, = Ecjq.. It was shown in [5] that 
n-1 
ti, .w (l/n) 2 y,e-‘“J’. 
t-o 
A crude one-step forecast of T-r is then 
m n-1 
The second special case corresponds to 




i 0 l/B” 0 
. . @ > 0, . . 
0 0 ... l!fj” i* 
and we are in a discounted least-squares situation, as it is called in [I, 2, 31. 
For 2 is found by minimizing 
(y - Ba)‘B(y - Ba) = i F(J’, -p(t))“, 
t=1 
and 8 is called the discount factor. Because we deal with uncorrelated random 
variables !t , we see at once that the best linear unbiased onestep predictor 
of 2’ is -0 
Jfo” = j. = l’(B’OB)-1 B’ey. 
From a computational point of view it would be desirable to obtain an explicit 
formula for vo*; 
Of [3]. - 
i.e., we want an expression analogous to the “long formula” 
Define an m >: m matrix A by 
and let --Ii, be the cofactor of the ijth element of A. Let q be the exponomial 
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Then we finally obtain the formula 
yo* = Cl dy) @YT ’ 
However, this formula could be simplified, provided we find the generalized 
inverse of the generalized Vandermonde matrix B directly. This is so because, 
as we have shown above, 
yo* = l’Cir3Wy , 
where C+ is the generalized inverse of W2B, which in turn is itself a 
generalized Vandermonde matrix. The problem of finding this generalized 
inverse is suggested here as an open problem. In closing we note that usually 
the discount factor is not known but it is easy to see that for any 0, JJ@* will 
be unbiased. 
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