Network motifs play an important role in the qualitative analysis and quantitative characterization of networks. The feed-forward loop is a semantically important and statistically highly significant motif. In this paper, we extend the definition of the feed-forward loop to subgraphs of arbitrary size. To avoid the complexity of path enumeration, we define generalized feed-forward loops as pairs of source and target nodes that have two or more internally disjoint connecting paths. Based on this definition, we formally derive an approach for the detection of this generalized motif. Our quantitative analysis demonstrates that generalized feed-forward loops up to a certain path length are statistically significant. Loops of greater size are statistically underrepresented and hence an anti-motif.
Introduction
Motifs are semantically meaningful subgraphs that serve as building blocks for complex networks [1, 2, 3] . They are specific connectivity patterns that commonly occur in real networks. But unlike purely syntactic approaches, such as graphlets [4] , network motifs are associated with certain operational semantics. The feed-forward loop (FFL) motif has been studied very early [5, 6] . In its basic form, it consists of only three nodes: an input, moderator and output node. But even today, their functional analysis remains an active research issue [7] . They are encountered as a key functional component in gene transcription and regulation for mitosis [8] or in the neural olfactory system of locusts [9] . They can serve to provide foldchange detection [10] , i.e. respond to a relative change in an input, or to model non-monotonic transition functions [11] . Since the activation is typically delayed at every node, they can provide a delayed boost or inhibition of the output. Thus, feed-forward loops implement a range of operational semantics based on the delay and many other parameters that are not visible in the network representation alone. However, the structural detection of feed-forward loops in graphs is an important step in network analysis.
In this paper, we extend the classic feed-forward loop to encompass more than three nodes. To this end, we develop a formal definition of the problem and derive a detection algorithm. We analyze a number of real-world networks and show that generalized FFLs up to a certain length are statistically overrepresented with respect to random networks of identical edge density. We also show that without considering the path lengths, the generalized FFL is an anti-motif, which occurs very rarely compared to random networks. We conclude our investigation by analyzing potential causes for this phenomenon.
To motivate our generalization, we first turn our attention to another motif. The feed-back loop is a classical pattern in signal and control theory, as well as network motifs and systems biology. Moreover, it is the only motif that has already been generalized to large-scale variants. It thus serves as an outstanding example for what we are trying to accomplish.
A Motivating Example: The Generalized Feed-Back Loop
As a motivating example for the generalization of network motifs, let us consider the feed-back loop [12] . It continues to be a prominent subject for the study of network motifs in systems biology [13] . Since many networks in computational biology and cognitive neuroscience are signed, the literature distinguishes between coherent and incoherent feed-back loops. The importance of mixed signs in incoherent feedback cycles has been discussed in [14] . Coherent loops can produce multi-stationary behavior in all affected nodes [15] . For a discussion of the mathematical properties of feed-back loops in a wider sense see [16] .
Determining the paths of all feedback cycles in a graph is potentially problematic. If all feedback loops in a graph must be enumerated as paths, we inevitably risk a combinatorial escalation of the number of possible solutions because all adjacent edges on a shared source and target node may be combined to form a path. Due to this exponential explosion we must ask ourselves quite seriously if the problem of identifying all feedback loops, even though it is certainly well-formed, is well-posed from a computational standpoint. If the paths themselves cannot be enumerated, what is a meaningful definition of a feed-forward loop? Let us formalize the following three criteria for the set of nodes F participating in a feedback system: F1 Every feedback loop must contain a cycle. Without a cycle, it would not be a feedback system.
F2 Every node in a feedback loop must connect to the cycle. If there were no path from the node to the cycle, the note would not contribute to the feedback.
F3 Every node in the feedback loop must be reachable from the cycle. If there were no path from the cycle, the node would not be subjected to any feedback effects.
(∀f ∈ F ) (∃f ∈ {f 1 , ..., f n }) (f * → f ).
Theorem 1. As a formal consequence, a set of nodes F experiences feedback if every node can be reached from every other node in an arbitrary number of steps, i.e. (∀a ∈ F )(∀b ∈ F )(a * → b). A feedback set F is therefore a strongly connected component (SCC).
Proof. Let F be a feedback set with a cycle C = {f 1 , ..., f n } (according to [F1] ). The following holds:
The use of strongly connected components for feedback detection in digital circuitry is an established technique [17, 18] with a well understood background in graph theory providing serial algorithms [19] and a wealth of parallel algorithms [20, 21, 22] for large-scale problems. This background in computer science has been exploited for the detection of feed-back on a much larger scale than the basic feed-back loop involving only three nodes. Using existing algorithms for the detection of strongly connected components, we can determine all nodes involved in the loop. Relying on the thinly connected nature of contemporary, scale-free networks, it is possible to risk enumerating all paths for feed-forward loops. However, this search space for this enumeration may involve a high number of nodes. In [23] , the authors limit the search space by computing the SCCs of the underlying unsigned, directed graph. They then compute both exact and approximate feedback paths on the subgraphs induced by the nodes participating in SCCs. They report figures that demonstrate that they do not suffer a combinatorial explosion in the number of feed-forward loop paths for the networks used in their study.
This example illustrates the fundamental motivation for our work: To enable the detection of generalized, large-scale motifs on full-scale networks using the broad range of established algorithms for graphs and networks. With this goal in mind, let us turn to a very similar motif: the feed-forward loop.
The Generalized Feed-Forward Loop
The original definition of a feed-forward loop (FFL) involves only three nodes of the network: a source node s, a target node t and one additional participant q. But we can extend this notion to longer paths. The first key question is: What is a meaningful definition of a feed-forward loop for larger numbers of nodes in terms of general graph theory? We argue that a feed-forward loop is defined by the existence of two or more paths that do not share any common nodes other than the source and target node. In the language of graph theory, such paths are referred to as internally disjoint. This allows us to formally define a feed-forward loop. Definition 1. Let G = (N, E) be a directed graph, let s, t ∈ N be a source and target (sink) node in G and let p ∈ N * , q ∈ N + be two s-t connecting paths. If p and q are internally (node) disjoint, i.e. they only have the source and target node in common, then (p, q) is a (generalized) feed-forward loop (FFL) for s and t in G, formally (p, q) ∈ ffl(s, t) .
Unfortunately, counting all FFLs in a graph involves enumerating all simple paths, i.e. all paths which contain every node at most once, which cannot be done in polynomial time. Therefore, we need to find a formal view of generalized feed-forward loops based on nodes.
Definition 2. Let G = (N, E) be a directed graph and let s ∈ N be a starting node in G. A node t ∈ N , t = s, is a feed-forward loop target for s if and only if there exist two or more internally disjoint s − t connecting paths in G. Formally, we write
By considering source-target node pairs, we can simplify our problem of finding all paths for FFLs to a problem involving only pairs of nodes. When we discuss the detection algorithms we will see that this allows us to solve the problem in polynomial time. We can thus define the set of all feed-forward loops in a graph. Definition 3. Let G = (N, E) be a directed graph. The set of all feed-forward loops FFL(G) is defined to be the set of all pairs of nodes (s, t) ∈ N × N that satisfy t ∈ Targets(s), formally
For the remainder of this paper, we will regard feed-forward loops as pairs of nodes. Whenever we count FFLs in a graph G we consider FFL(G) or the cardinality of a subset of FFL(G).
To get a more fine-grained understanding of generalized FFLs, we will need to pay at least some attention to the paths they involve. One very simple notion is the shortest path from the source to the target node. Formally, we can define sets F F L k (G) that contain only those s − t pairs have a minimum distance of k.
Definition 4. For any directed graph G = (E, V ), we define the set F F L k (G) to be the set of generalized s − t-connecting feed-forward loops for all pairs (s, t) ∈ E 2 that are connected by a shortest path of length k, formally
Ideally, we would also consider the longest path. In graph theory, a path that does not visit any node more than once is referred to as simple. Unfortunately, the problem of computing the longest simple path between two nodes is in NP. As a computationally feasible alternative, we use a simple substitute: the longest path from s to t determined in a breadth-first search (BFS). This maximum BFS path length will be of indispensable help to understand the statistical significance of FFLs with respect to the longer (if not longest) paths involved.
The mathematician Karl Menger has provided us with a theorem that creates a bridge between our problem of internally disjoint paths and a combinatorial problem that leads us to an effective computational solution [24] .
Theorem 2 (Menger's Theorem). The number of internally disjoint s − t connecting paths is equal to the smallest s − t disconnecting cut (proven in [24] ).
An important corollary to
Proof. According to Menger's theorem and Definition 2, it holds that min-cut(s, t) = ffl(s, t) .
There is another formal equivalence that leads us to an algorithmic solution. In terms of network flow analysis [25] , the smallest s − t disconnecting cut is further equivalent to the maximum vertex-constrained flow from s to t. This means that this highly developed field of network analysis can supply us with a wealth of algorithms capable of solving our problem. In most forms, the algorithms are for edge-constrained problems, meaning that we have to adapt our network by splitting every node into an input and output module, hosting the ingoing and outgoing edges, which are connected by a single edge with a weight of one. The classic algorithm that is used to solve this problem is the Ford-Fulkerson algorithm [26] . There are some constraints on the convergence, but since all capacities are integers -in our case always 1 -we can use it to compute a solution in O( E f ) steps, where f is the maximum flow in the network. Since we have to run this algorithm for every possible source and target we have a complexity of O( N 2 E f ). The Edmonds-Karp algorithm [27] is an improved algorithm, which can be more efficient if the graph has few edges and the maximum flow is large, that runs in O( N E 2 ) for one source-target pair or O( N 3 E 2 ) for the entire graph. We can further improve the algorithmic complexity to O( N E log( N 2 E )) by using more advanced data structures, as discussed in [28] . A third algorithm, that was to play an important role in the further development is Dinitz' algorithm [29] , which has been extended to solve the problem in O( N E log( E )), which is attractive for the sparse networks we consider in modern network science [30] . For large problem sizes, it is possible to resort to parallel algorithms [31, 32] and fast, approximate solvers using randomization [33] . However, randomized algorithms can only be used for quantitative analysis and we presently cannot quantify the number of undetected FFL s − t pairs.
Statistical Significance
In this section, we show that generalized FFLs are statistically significant under certain conditions and occur significantly more often that they do in a GNP network of equal edge density. Under different conditions, they are an anti-motif, i.e., we observe fewer generalized FFLs in a meaningful network than in a random network. We have used some of the data sets kindly provided by Uri Alon on his website 1 , as summarized in Table 1 . We use transcription networks for Escherichia coli (E.coli.) as reported in [1] , and for Saccharomyces cerevisiae (S.ce.) [2, 34] . Two circuit networks from the ISCAS'89 Benchmark Circuits collection [35] , s208 and s420, serve as test cases for artificial signaling networks.
We have executed the detection algorithm outlined in the previous section and counted the number of generalized FFL source-target pairs we detected in the source networks, and for 50 random G(n, p) networks [37] with an equal number of nodes n and an edge probability p identical to the observed density for the source network. We have computed the number of observed FFL source-target pairs in the network in question o, the sampling mean µ for a population of random networks of equal size and density, and the sampling Network Reference Label Escherichia coli transcription network (version 1.0) [1] Escherichia coli (E.coli) Yeast transcription network [2, 34] Saccharomyces cerevisiae (S.ce.) Electronic circuit s208 [35, 36] s208 Electronic circuit s420 [35, 36] s420 Table 2 : Indiscriminate Count and Standard Score (z-score).
standard deviation σ. The independent runs with identical conditions can be interpreted as independent and identically distributed random variables. By the central limit theorem, their mean approximates a Gaussian distribution, and we can thus use the sample mean and variance to describe their distribution. From these quantities, we have derived the z-score (or standard score) z by taking z := (o − µ)/σ. To get an intuitive understanding of the relationship between z-scores and error probabilities, recall that z-scores can be converted to error probabilities (counter probabilities to the p-values) using the tail probability of the standard normal distribution Q, e.g. Q(3.09) ≈ 10 −3 , Q(4.26) ≈ 10 −5 , Q(6.36) ≈ 10 −10 , and Q(7.94) ≈ 10 −15 . Since we will show that FFLs of a certain length are highly significant, we will give the z-scores directly. Table 2 gives a brief overview of the raw data. This data indicates that if we analyze the generalized FFL independently of the path lengths, it is an anti-motif that is statistically underrepresented w.r.t. comparable random networks. However, we have also compute the shortest path and longest BFS path for every FFL s − t pair and constructed histograms. This allows us to take a closer look at the distribution of FFLs. In this analysis, it becomes apparent that generalized FFLs are in fact statistically overrepresented for a maximum breadth-first-search path length between five and ten nodes. Figures 1 and 2 depict FFL counts binned by maximum BFS path length for biological and artificial networks. Figure 3 depicts the scores binned by both shortest paths and maximum breadth-first search paths for all four networks.
This raises the question why we do not see a statistical significance for longer FFLs. First and foremost, we must note that we are using the maximum breadth-first search depth as a measure of maximum distance, which is an almost arbitrarily poor approximation of the actual longest simple s−t connecting path in an FFL. While the same restriction also applies to our analysis of the random networks, differences in structure may have various effects on the maximum BFS distance. Additionally, we have to bear in mind that an interaction network is always a rather static perspective on an ensemble of processes, and that actual activities need not even require paths to be simple. In practice, the sequence of node activations may involve cycles. However, a preliminary explanation for the statistically significant presence only up to a certain length is related to the fact that many of these networks are time-constrained information-processing networks, as discussed in [36] . There is a delay associated with every node. Since the organisms or systems in question must perform their operations within a limited amount of time, there is a very strict upper limit to the number of nodes involved in any activity.
Summary & Conclusions
To motivate the search for generalized feed-forward loops, we have presented a review for the detection and analysis of feed-back loops of arbitrary size. Then, we have developed a formal definition of a generalized feed-forward loop consisting of more than three nodes. Using Menger's theorem, we have connected the problem of detecting this motif to maximum flow problems, and derived an approach based on existing Min-Cut algorithms. Our statistical evaluation shows that the generalized feed-forward loop is statistically overrepresented with respect to random networks -but only up to a certain maximum breadth-first search Benchmark Collection. Depicted is the FFL count for the two benchmark networks and the average count in fifty comparable random networks. The black arrow marks the transition from the overrepresented to the underrepresented length of the FFLs. We observe two peaks for a maximum BFS path length of five and six (marked with white arrows). These fail to be statistically significant because random networks begin to achieve a far greater number of randomly generated FFLs at this path length. , and electronic circuit networks s208 and s420. The significance for the maximum BFS path (MBFSP) and shortest path (SP) is depicted as z-score relative to a random network of identical size and edge density.
depth. In terms of the overall occurrence of the generalized feed-forward loop, regardless of the minimum and maximum BFS path length, we can show that it appears to be an anti-motif at first sight. An aggregation based on the shortest path does not reveal the overrepresentation of the generalized feed-forward loop motif.
Overall, we can demonstrate that within a certain range of path lengths, our generalization does constitute a significant building block for protein transcription regulatory and circuit networks.
