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ABSTRACT 
In all living organisms, the “blueprints of life” are documented in the genetic material. This material is 
composed of genes, which are regions of DNA coding for proteins. To produce proteins, cells read the 
information on the DNA with the help of molecular machines, such as RNAp holoenzymes and ? factors. 
Proteins carry out the cellular functions required for survival and, as such, cells deal with challenging 
environments by adjusting their gene expression pattern. For this, cells constantly perform decision-
making processes of whether or not to actively express a protein, based on intracellular and environmental 
cues.  
In Escherichia coli, gene expression is mostly regulated at the stage of transcription initiation. Although most 
of its regulatory molecules have been identified, the dynamics and regulation of this step remain elusive. 
Due to a limited number of specific regulatory molecules in the cells, the stochastic fluctuations of these 
molecular numbers can result in a sizeable temporal change in the numbers of transcription outputs (RNA 
and proteins) and have consequences on the phenotype of the cells. To understand the dynamics of this 
process, one should study the activity of the gene by tracking mRNA and protein production events at a 
detailed level. 
Recent advancements in single-molecule detection techniques have been used to image and track 
individually labeled fluorescent macromolecules of living cells. This allows investigating the intermolecular 
dynamics under any given condition. In this thesis, by using in vivo, single-RNA time-lapse microscopy 
techniques along with stochastic modelling techniques, we studied the kinetics of multi-rate limiting steps 
in the transcription process of multiple promoters, in various conditions. 
Specifically, first, we established a novel method of dissecting transcription in Escherichia coli that combines 
state-of-the-art microscopy measurements and model fitting techniques to construct detailed models of 
the rate-limiting steps governing the in vivo transcription initiation of a synthetic Lac-ara-1 promoter. After 
that, we estimated the duration of the closed and open complex formation, accounting for the rate of 
reversibility of the first step. From this, we also estimated the duration of periods of promoter inactivity, 
from which we were able to determine the contribution from each step to the distribution of intervals 
between consecutive RNA productions in individual cells. 
Second, using the above method, we studied the ? factor selective mechanisms for indirect regulation of 
promoters whose transcription is primarily initiated by RNAp holoenzymes carrying ?70. From the analysis, 
we concluded that, in E. coli, a promoter’s responsiveness to indirect regulation by ? factor competition is 
determined by its sequence-dependent, dynamically regulated multi-step initiation kinetics. 
Third, we investigated the effects of extrinsic noise, arising from cell-to-cell variability in cellular 
components, on the single-cell distribution of RNA numbers, in the context of cell lineages. For this, first, 
we used stochastic models to predict the variability in the numbers of molecules involved in upstream 
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processes. The models account for the intake of inducers from the environment, which acts as a transient 
source of variability in RNA production numbers, as well as for the variability in the numbers of molecular 
species controlling transcription of an active promoter, which acts as a constant source of variability in 
RNA numbers. From measurement analysis, we demonstrated the existence of lineage-to-lineage 
variability in gene activation times and mean transcription rates. Finally, we provided evidence that this 
can be explained by differences in the kinetics of the rate-limiting steps in transcription and of the 
induction scheme, from which it is possible to conclude that these variabilities differ between promoters 
and inducers used. 
Finally, we studied how the multi-rate limiting steps in the transcription initiation are capable of tuning the 
asymmetry and tailedness of the distribution of time intervals between consecutive RNA production 
events in individual cells. For this, first, we considered a stochastic model of transcription initiation and 
predicted that the asymmetry and tailedness in the distribution of intervals between consecutive RNA 
production events can differ by tuning the rate-limiting steps in transcription. Second, we validated the 
model with measurements from single-molecule RNA microscopy of transcription kinetics of multiple 
promoters in multiple conditions. Finally, from our results, we concluded that the skewness and kurtosis 
in RNA and protein production kinetics are subject to regulation by the kinetics of the steps in 
transcription initiation and affect the single-cell distributions of RNAs and, thus, proteins. We further 
showed that this regulation can significantly affect the probability of RNA and protein numbers to cross 
specific thresholds.  
Overall, the studies conducted in this thesis are expected to contribute to a better understanding of the 
dynamic process of bacterial gene expression. The advanced data and image analysis techniques and novel 
stochastic modeling approaches that we developed during the course of these studies, will allow studying 
in detail the in vivo regulation of multi-rate limiting steps of transcription initiation of any given promoter. 
In addition, by tuning the kinetics of the rate-limiting steps in the transcription initiation as executed here 
should allow engineering new promoters, with predefined RNA and, thus, protein production dynamics 
in Escherichia coli.   
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1.1  Background and Motivation 
During the course of evolution, all living organisms, from lower to higher-order, have developed highly 
sophisticated mechanisms that allow them to survive in a wide range of environmental conditions 
(Yamanaka 1999; Sleator & Hill 2001; López-Maury et al. 2008). This robustness is essential for 
microorganisms, as they constantly face fluctuating environments (Ramos et al. 2001). Studying how 
organisms achieve this robustness contributes to a better understanding of biological systems. 
Several studies have shown that regulation of gene expression is the core process of adaptability to 
changing environments (Stoebel et al. 2009). Gene expression, a fundamental process of all living 
organisms, is the process by which the information on the genetic material (DNA) is, first, transcribed into 
RNA and, consequently, is translated from RNA into functional proteins (Crick 1970).  
Dynamically, gene expression is highly complex, even in prokaryotes, since it is multi-stepped, sequence-
dependent, and subject to regulation (Saecker et al. 2011; Muthukrishnan et al. 2012; Albert et al. 2014; 
McClure 1985). In Escherichia coli (E. coli), most regulation of gene expression dynamics occurs at the stage 
of transcription initiation (Shih & Gussin 1983; Golding & Cox 2004; Jones et al. 2014; Browning & Busby 
2016; Mäkelä et al. 2011; Gonçalves et al. 2016). Transcription initiation starts once an RNA polymerase 
holoenzyme finds and binds to a promoter region, so as to form a closed complex. Next, the RNA 
polymerase unwinds the double helix DNA to form an open complex. For this, the RNA polymerase 
undergoes several isomerization steps. These will eventually lead to the initiation of RNA synthesis, once 
promoter clearance is achieved.  
Evidence suggests that these two steps i.e. closed and open complex steps are rate-limiting, implying that 
they are amongst the slowest events in transcription, and thus, are the ones most affecting the rate of RNA 
production. Consequently, by regulating the kinetics of these steps, cells can fine-tune the production rate 
of transcripts. The RNA production is noisy due to intrinsic factors, such as the kinetics of the process 
(for example, the closed complex formation differs in time length between events) and due to extrinsic 
factors (for example, different cells might not have the same number of transcription factors). 
Most of our knowledge on transcription initiation derives from in vitro studies using techniques such as the 
abortive initiation method, DNA foot-printing, and gel-based assays, among others (McClure 1980; 
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Bertrand-Burggraf et al. 1984; McClure 1985; deHaseth et al. 1998). However, recent advancement in 
single-molecule imaging techniques has made possible to study the dynamics of gene expression in living 
cells with high details (Peabody 1993; Fusco et al. 2003; Yu et al. 2006; Golding et al. 2005). It was these 
new techniques that exposed the stochastic nature of transcription.  
One popular method for conducting in vivo studies of RNA production kinetics is the MS2-GFP tagging 
system since it allows monitoring the RNA molecules in real-time in individual cells with high spatial and 
temporal resolution (Fusco et al. 2003; Xie et al. 2008; Golding et al. 2005). Among others, these 
measurements made possible the quantification of the in vivo kinetics of the intermediate steps in 
transcription initiation, such as the closed and open complex (Muthukrishnan et al. 2012; Lloyd-Price et 
al. 2016; Kandavalli et al. 2016).  
Other methods, such as fluorescence in situ hybridization (FISH) have focused on the quantification of 
RNA numbers with single-molecule sensitivity in cell populations. This technique has also been widely 
used (Jones et al. 2014; Sanchez et al. 2013; Sanchez & Golding 2013), for showing, e.g., that promoter 
sequences can control not only the mean but also the variability of the kinetics of constitutive expression 
in E. coli (Jones et al. 2014). 
By observing the dynamics of transcription in various environmental conditions, much knowledge was 
obtained on the regulatory mechanisms used by cells to obtain single-gene, media-dependent expression 
patterns (Dong & Schellhorn 2009; Mäkelä et al. 2013). For example, when cells are in starvation, the 
expression of stress sigma factors is activated, changing the competition by sigma factors for the core 
RNA polymerase. As a result, not only some genes are upregulated, but there are also adverse expression 
regulations in genes recognized by other sigma factors (Farewell et al. 1998). 
Overall, present, state-of-the-art, time-lapse, in vivo single-cell measurements, when combined with tailored 
image and signal analysis tools, now allow dissecting the dynamics of gene expression, at the RNA and 
rate-limiting step levels (Golding & Cox 2004; Golding et al. 2005; Mäkelä et al. 2013). Meanwhile, 
stochastic models of gene expression can be used to predict/mimic these dynamics and test novel 
hypotheses of underlying mechanisms that can explain the experimental data (Arkin et al. 1998; Roussel 
& Zhu 2006; Ribeiro 2010; Ribeiro & Lloyd-Price 2007).  
This research is expected to assist in a better understanding of how cells regulate the kinetics of 
transcription and, consequently, the distributions of RNA numbers in cell populations. This knowledge is 
expected to assist in the engineering of robust and sensitive synthetic circuits. 
1.2 Aims of the Study 
This thesis aims to characterize the rate-limiting steps in transcription initiation and how their ki-
netics controls the RNA production kinetics of individual genes in E. coli, including its adaptability 
to various environmental conditions. 
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For this, we established five main objectives. 
Our first objective was to dissect the kinetics of the rate-limiting steps in transcription initiation of 
live E. coli cells. In vitro studies using abortive initiation assays  have shown that these steps kinetics 
can be dissected by measurements differing in the free RNA polymerase concentration (McClure 
1980). After showing that there is a range of media conditions for which the concentration of RNA 
polymerases differs between conditions, while the fraction of RNA polymerases free for transcrip-
tion remains approximately constant, we employed the same strategy, but to dissect the in vivo 
kinetics.  
In particular, we quantified the duration of the steps prior (closed complex formation) and after 
commitment to the open complex formation of E. coli promoters. For this, first, we produced media 
with different richness, such that the intracellular RNA polymerase concentration differed, without 
affecting the growth rates. Next, we perform measurements of the time intervals between RNA 
productions, at the single-molecule level, in different intracellular RNA polymerase concentrations. 
From the data, we applied a standard model-fitting procedure to fully characterize the in vivo kinet-
ics of the rate-limiting steps in transcription initiation of the E. coli promoters. The results were 
presented in Publication I. 
Second, since E. coli expresses ? factors following stresses, which results in the direct activation of 
specific genes, because there is a limited pool of RNA polymerase core enzymes (Grigorova et al. 
2006; Maeda et al. 2000), we hypothesized that this ought to cause indirect downregulation of genes 
expressed by other ? factors (Farewell et al. 1998). First, we showed by mathematical analysis and 
stochastic modelling that this hypothesis ought to be true, in accordance with standard stochastic 
models of transcription. In particular, the model showed that, by changing the concentration of a 
specific holoenzyme, one should affect the rate of transcription of promoters not directly affected 
by that holoenzyme. Next, to validate the model predictions, we performed measurements of RNA 
production at single-cell, single-molecule level, and qPCR in live E. coli cells in various growth phases. 
These showed that, when the levels of ?38 increased, the transcription rate of ?70-dependent pro-
moters decreased as predicted. Further, we showed that the degree of change by negative regulation 
differs with the kinetics of transcription initiation of the gene of interest, in that it’s higher the longer 
is the fraction of time spent prior to commitment to open complex formation, also as predicted by 
the model. These results are published in Publication II. 
Third, our objective was to demonstrate that cell-to-cell variability in transcription activation times 
(such as due to the intake of an activator for the media) introduces cell-to-cell variability in RNA 
numbers which propagate over time, resulting in lineage-to-lineage variability in gene expression 
products. In addition, we show that the amplitude of this phenomenon differs with the kinetics of 
transcription initiation of the promoter of interest. For this, we performed single-cell, single RNA 
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time-lapse microscopy, activating promoters in cells already under observation. Further, we tracked 
cells while replicating for several generations and quantified the inheritance of single MS2-GFP 
tagged RNAs. The empirical results, in agreement with our stochastic models, validate the hypoth-
eses that the effects of extrinsic noise are promoter initiation kinetics dependent and thus are evolv-
able and adaptable. These results were reported in Publication III. 
Finally, we focused on the study of to what level of detail gene expression in E. coli can be tuned by 
regulating the rate-limiting steps in transcription. In particular, having been established that mean 
and variability in RNA production can be tuned, we hypothesized that should also be possible to 
tune the probability of crossing thresholds by tuning the asymmetry (skewness) and tailedness (kur-
tosis) of the distribution of intervals between consecutive RNA production evens. To test this, we 
performed live, single-cell, single-RNA microscopy measurements of the asymmetries of time inter-
vals between consecutive RNA production events in individual cells in various conditions, including 
multiple promoters, single-point mutant promoters, stresses, induction schemes, and growth phases. 
These showed that it is possible to change skewness and kurtosis by regulation and by sequence. 
Next, using stochastic modelling and measurements, we showed that this tuning causes significant 
differences in the threshold crossing probabilities in protein numbers. The results were presented 
in Publications IV and V. 
1.3 Thesis Outline 
This thesis is organized as follows: Chapter 2 provides the biological background, which includes 
an overview of the gene expression process, followed by a more detailed description of the bacterial 
transcription process and regulatory mechanisms. Also, the concepts of noise in the transcription 
process are introduced. Chapter 3 presents the experimental and theoretical methods used in the 
Publications composing the thesis that are necessary to quantify transcription dynamics from meas-
urements of single RNAs in live cells and models and then infer the rate-limiting steps of the models 
of transcription initiation. Chapter 4 introduces the computational tools used to analyze the micros-
copy images, including cell segmentation, lineage construction, tracking of fluorescence spots, and 
quantification of single RNA molecules. Finally, the results summary, conclusions, and discussion 
are presented in Chapter 5 and 6. 
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This chapter provides an overview of the biological process on which this work focuses on. Briefly, it 
describes the central paradigm of molecular biology and introduces the model organism used in this study, 
E. coli.  This chapter also introduces the transcription and its regulatory mechanisms. Finally, the concept 
of noise in transcription is described. 
2.1 The Central Paradigm of Molecular Biology 
One of the greatest achievements of Molecular Biology is the discovery of the DNA (deoxyribonucleic 
acid) structure by Watson and Crick (Crick 1970). Several subsequent experiments proved that DNA is 
hereditary molecules that propagate the information from one generation to the next. Cells store hereditary 
information in the form of DNA, which is essential for controlling metabolism, growth, and reproduction. 
DNA alone cannot perform these tasks; it requires other biopolymers to decode its information (genetic 
material) and produce functional proteins. The central paradigm of molecular biology is a fundamental 
process that occurs in all living organisms to transfer of sequence information between the DNA, RNA, 
and Proteins (Crick 1970). In most cases, the flow of genetic information in cells is from DNA to RNA, 
to proteins (Figure 2.1). In rare cases, such as some viruses and in some specific laboratory conditions, 
reverse transcription (information flow from RNA to DNA), RNA replication, and direct translation of 
DNA into proteins have been observed. 
The DNA molecule consists of two long polypeptide chains that coil around each other to form a double 
helix-like structure. Each chain is made up of nucleotide subunits, composed of a deoxyribose sugar, a 
nucleobase, and a phosphate group. There are four types of nucleobases in the DNA molecule: adenine 
(A), thymine (T), cytosine (C) and guanine (G). Adenine always pairs with thymine while cytosine pairs 
with guanine. The fraction of A’s equals the fraction of T’s in the DNA. Likewise, the fractions of C and 
G are identical, as these nucleotides are joined to one another in a chain by a covalent bond between the 
sugar and phosphate groups, forming a backbone structure. The nucleobases of each strand are bound 
together by a hydrogen bond to form the double-strand DNA. The linear sequences of A, T, G, and C, 
on the DNA, encode all of the hereditary information of living cells. A cell has one or more copies of its 
DNA. DNA is replicated with the help of an enzyme, called DNA-dependent DNA polymerase, and 
passed on to progeny cells during the division process of a cell. 
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Figure 2.1: The central paradigm of molecular biology. This includes duplication of DNA to many copies by the process of 
Replication. Next, the information stored in DNA is transcribed into RNA by the process of transcription, and finally, 
the RNA is translated into proteins by the process of Translation. In rare cases, the information from the DNA 
directly flows to proteins and, the information on the RNA can be transferred to the DNA by a process called reverse 
transcription, which is represented by the orange arrow. 
The short-lived intermediate product of gene expression, the RNA (Ribonucleic acid) (Alberts et al. 2002) 
produced by the RNA polymerase, unlike the DNA, quickly degrades once formed (Bernstein et al. 2002). 
The RNA molecule is similar to a DNA molecule, except in structure and one nucleobase. In particular, 
unlike DNA, the RNA is a single strand, and it has an additional nucleobase, uracil (U), instead of thymine. 
RNA exists in three forms: mRNA (messenger RNA) which carries the information from DNA to 
ribosomes, tRNA (transfer RNA) that transfers the specific amino acid into a growing polypeptide chain 
and, rRNA (ribosomal RNA), which is a catalytic component of ribosomes. Another form of RNA that 
was discovered more recently is siRNA (small interfering RNA), which plays a role in the regulatory 
pathway, e.g. in gene silencing, unlike other forms of RNA, that do not have an active role in gene 
expression regulation.  
The final product of gene expression, Proteins, constitutes most of the cell’s dry mass. They are not only 
the building blocks of the cells but also perform all cellular functions required for the maintenance of life 
(Alberts et al. 2002). The wide range of functionalities, which includes performing biological reactions, 
controlling gene expression, and responding to cellular signals. Proteins are synthesized from RNA by the 
process of translation, which is performed by protein-RNA complexes, named ribosomes. From a 
structural point of view, proteins are polypeptides made up of a linear chain of amino acids. Each amino 
acid is made up of ?-carbon, an amino group, a carboxyl group, and a side chain. The two ends of 
polypeptide chains are chemically different: the end carrying the free amino group is the amino terminus 
or N-terminus, and the end carrying the free carboxyl group is named carboxy-terminal, or C-terminus. 
Proteins are brought together by the covalent interaction between two peptides, forming a three-
dimensional structure, which is necessary in order to become functional. In prokaryotes, such as E. coli, 
transcription and translation occur in parallel, allowing synthesis of proteins soon after the RNA 
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appearance (Conn et al. 2019; Mcgary & Nudler 2013). Meanwhile, in eukaryotes, there are additional steps, 
such as post-transcription regulation, including chaperon, intron, and exons modifications, which occur 
prior to protein synthesis. 
2.2 Escherichia coli as a model organism. 
E. coli is the most common bacterium found in the human gut and other warm-blooded organisms (Alberts 
et al. 2002). E. coli is a gram-negative, rod-shaped bacterium (Figure 2.2), that ranges between 2-4 ?m long 
and 0.5 to 0.8 ?m in diameter (Neidhardt 1987; Volkmer & Heinemann 2011) and has a cell volume of 
0.6-0.7 ?m (Kubitschek 1990; Murray et al. 2009). It can reproduce very rapidly, both in the presence and 
in the absence of oxygen: a single cell can divide into millions of cells that form a colony in half a day. 
Many researchers have long been extensively using E. coli in laboratory conditions, making it an important 
research organism for Molecular Biology for over a century. Due to that, it is arguably one of the best-
known prokaryotic organisms (Hufnagel et al. 2015).  
 
 
Figure 2.2: Phase contrast image of E. coli cells. This rod-shaped bacterium has served as a model organism as it is widely 
used by biologists for research purposes.  
Much is known about the physiology, genetics, biochemistry and molecular biology of E. coli  (Alberts et 
al. 2002; Sambrook J & D W Russell 2001). The standard laboratory E. coli strain K-12 has a genome of 
4.6 million base pairs of nucleotides, which is packed and condensed in a supercoiled single circular chro-
mosomal double-stranded DNA. It contains approximately 2600 clusters of genes called operons and 4288 
protein-coding sequences, (Blattner et al. 1997). Unlike in eukaryotes, E. coli has no nuclear envelope sur-
rounding the bacterial chromosome. While, in general, the genes required for basic survival and reproduc-
tion are found in a single chromosome, E. coli cells can also contain plasmids, which are smaller DNA 
molecules that usually carry genes for specialized functions, such as resistance to a specific drug (Russo & 
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Johnson 2003). Standard experimental methods for manipulating E. coli extensively used by researchers 
include the modification of chromosomal DNA and biochemical analyses (Miller 1992; Sambrook J & D 
W Russell 2001). Due to its fast-growth and easy manipulation, it is an ideal experimental platform for 
quantitative, single-cell studies of gene expression (Elowitz & Leibler 2000; Golding et al. 2005; Yu et al. 
2006; Alon 2007; Muthukrishnan et al. 2012). 
2.3 Gene expression in Escherichia coli 
Genes are the fundamental units of Biology. A gene is a storage of information in the form of DNA of 
how to code a protein. Gene expression regulation is made possible by a wide range of evolved 
mechanisms so that the cell can produce the specific amount of RNA and then proteins. The regulations 
also determine when the protein should be produced. Both how much and when are essential variables in 
determining the adaptability of organisms to a given environment. For example, E. coli might use different 
food sources at different times, implying that the cell will require different proteins in these conditions 
(F.C. Neidhardt et al. 1991).  
Structurally, each gene consists of three molecular elements: Promoter, Operator and structural genes. A 
promoter is an upstream part of the DNA sequence of a gene. It is a region containing a specific site (the 
consensus region) to which the RNA polymerase first binds to, thereby initiating transcription (Figure 2.3). 
Genes also have regulatory regions, called operators, which are upstream or downstream of the open 
reading frame (ORF) that alter the expression of the gene. For example, Activator molecules enhance 
transcription activity by recruiting the RNA polymerase to the promoter. Conversely, repressor molecules 
can make promoter regions less available for RNA polymerases (Alberts et al. 2002; Herna et al. 2009). 
Many prokaryotic structural genes are clustered and organized into operons, which are sets of genes under 
the control of a single promoter (Osbourn & Field 2009; Eugene V. Koonin 2009). The genes in an operon 
are transcribed as continuous mRNAs (Polycistronic mRNA) which encodes for two or more proteins 
(Jacob & Monod 1960).  
 
Figure 2.3: Schematic representation of typical E. coli operon. The mRNA synthesis begins with RNAp holoenzyme binding to the 
promoter region, followed by the formation of the elongation complex, produces the mRNA in a stem-loop structure 
called intrinsic termination. This picture is adopted from (Wade & Grainger 2014) and reprinted with permission 
from Macmillan Publishers Ltd: (Nature Reviews Microbiology). 
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Translation, the second step of the gene expression process, involves the synthesis of amino acids from 
the information encoded in the mRNA sequence and is performed by ribosomes. In E. coli, transcription 
and translation can occur simultaneously, since proteins can be assembled from RNAs that have not yet 
been completely assembled. This is accomplished by the ribosomes, which consist of ribosomal RNA 
(rRNA) molecules and many proteins components that are assembled by a tightly regulated process 
(Kaczanowska & Ryde 2007).   
E. coli ribosomes sediment of 70S particles that consist approximately two-thirds RNA and one-third 
protein (Schuwirth et al. 2005) and are formed by two unequal subunits, 50S, and 30S.  The larger subunit 
(the 50S) is composed of two rRNA (23S and 5S) and 33 ribosomal proteins involved in the catalysis of a 
peptide bond. The small subunit (the 30S) is made up of one rRNA (16S) and 21 ribosomal proteins, 
involved in decoding the mRNA sequence (Noller 2012; Horan & Noller 2007). 
 Each subunit has three binding sites for transfer RNA (tRNA). Namely, A (aminoacyl) site, P (peptidyl) 
site and E (exit) site. The A site is involved in the binding of incoming aminoacylated tRNA, the P site 
holds the tRNA with the nascent peptide chain, and the E site holds the deacylated tRNA before it leaves 
the ribosome. Both 50S and 30S subunits are involved in translocation, in which the tRNA and mRNA 
move through the ribosome, one codon at a time.  
 
 
Figure 2.4: The translation process in E. coli. Initiation begins with the formation of the initiation complex, which includes the 
initiator factor, an mRNA sequence, a small ribosomal subunit, and N – formyl-methionine, which is a special 
initiator.   
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In E. coli, the translation mechanism includes initiation, elongation, and termination (Figure 2.4). Initiation 
starts with the assembly of the initiation complex, which includes a small ribosomal subunit, an mRNA 
molecule, initiation factors, a special initiator tRNA carrying N – formyl-methionine (fMet-tRNAfMet) and 
a guanine triphosphate (GTP). This is followed by the interaction between the Schine-Dalgarno (SD) 
sequence (6 to 9 nucleotides sequence in the mRNA, upstream transcription initiation codon, AUG) and 
the anti-SD sequence, at the end of the 16S rRNA. Next, the 50S ribosomal subunit attaches to the 
initiation complex to form a fully assembled ribosome (70S), which leads to translation elongation. During 
elongation, peptide bonds form between A-site tRNA and the P-site tRNA. The amino acid bound to the 
P-site tRNA link to the growing polypeptide chain. As the ribosome moves along the mRNA, the former 
P-site tRNA enters the E site, detaches from the amino acid, and is expelled. Several of the steps during 
elongation, including binding of a charged aminoacyl tRNA to the A site and translocation, require energy 
derived from GTP hydrolysis, which is catalyzed by specific elongation factors. Termination occurs when 
a stop codon (UAA, UAG, or UGA) is encountered and translocated into the A site. For this, termination 
factors bind to the ribosome, releasing both the ribosome and a new polypeptide chain. In E. coli, 
approximately 12-17 amino acids are translated per second in optimal conditions. 
2.4 Bacterial Transcription 
Bacteria can adapt to a wide range of different environmental conditions by changing their gene expression 
patterns (López-Maury et al. 2008), and, consequently, their proteome, making use of its molecular 
machinery for gene expression. However, since biosynthesis is expensive, the cell needs to be careful into 
produce the right amount (and solely this amount) of molecular species required to cope with the external 
conditions. Even though regulations in gene expression can take place at any stage, transcription is the 
primary step when cellular decisions are implemented by E. coli cells. In particular, most known gene 
expression regulatory molecules of E. coli interact with the promoter so as to modulate the transcription 
initiation process, rather than at other stages. Further, while different RNA molecules exhibit different 
degradation rates (Bernstein et al. 2002; Chen et al. 2015), these do not seem to be correlated with increases 
or decreases of RNA numbers, neither do they change significantly with other factors such as transcript 
length, operon length, codon composition, and G/C content.  
2.4.1 Transcription mechanism 
The enzyme that executes bacterial transcription is the DNA-dependent RNA polymerase (RNAp). This 
multisubunit enzyme complex has a core and a holoenzyme. The core enzyme consists of two ? subunits, 
? and ??subunit, and a ? subunit, with a molecular mass of ~400 kDa (Murakami & Darst 2003).  Each 
subunit has the following size: the ?' subunit is ~155 kDa; the ? subunit is ~151 kDa; the ? subunits are 
~37 kDa and the ? subunit is ~6 kDa. Structural studies of the RNAp have revealed that it resembles a 
“crab- claw” (Tagami et al. 2011; Duchi et al. 2018; Browning et al. 2004) with an internal channel of 27 
?  in diameter. The “two pincers of the claw” are made up of the ? subunit and ?' subunit and resemble a 
cleft. Between them, there is an active site located on the base of the channel where the Mg+2 ion is bound 
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(Figure 2.5). The two ? subunits are located distal to the cleft and contain two domains: the C-terminal 
domain (?CTD) and the N-terminal domain (?NTD), that play distinct roles in transcription. These two 
domains are connected through a long flexible linker. The two ? subunits interact with two large subunits, 
triggering the formation of the core enzyme. The main function of the C-terminal domain is to interact 
with the upstream promoter element (Figure 2.5) and help in promoter recognition and binding, while the 
main function of the N-terminal domain is to gather the two large subunits together (Murakami et al. 1997). 
Meanwhile, the small subunit (?) has no direct role in transcription, but it helps maintaining the correct 
formation of ?' subunit and assists in promoting RNAp assembly (Ghosh et al. 2001; Chatterji et al. 2007; 
Weiss et al. 2017; Browning et al. 2004).  
 
 
Figure 2.5: Structure of RNA polymerase and its interaction with a promoter region. A. The RNA polymerase holoenzyme complex 
consisting the ? and ?' subunits represented in blue and pink, ? subunits are in grey and different domains of ? 
factors are represented in red. The grey balls labeled I and II, represent the domains of ?CTD that interact with the 
promoter region. The DNA is represented in green and the -35 and -10 regions are represented in yellow. The 
active site of RNA polymerase is denoted by Mg+2. B. Schematic representation of the RNAp holoenzyme 
interaction with a promoter region shown in A: ?CTDs interaction with UP element; the -35 element and the -10 
element recognized by ?70 subdomains 4.2 and 2.4. The extended region of -10 elements is recognized by the ?70 
domain 3.0. (Adapted from (Browning et al. 2004)). 
Although the different subunits form a stable core enzyme, which is capable of carrying out transcript 
elongation, it cannot recognize the promoter sequence to initiate the transcription process. This can be 
achieved by binding the core enzyme with a specific factor, known as a sigma (?) factor, to form a 
holoenzyme form. The ? factors not only recognize the promoter sequence but also ensure that the binding 
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of the RNAp holoenzyme to the promoter is at a specific site. In E. coli, the most common ? factor that 
docks with the core enzyme and transcribes genes during the exponential growth phase is ?70 and belongs 
to the house-keeping ?70 family. The ?70 family have four different conserved domains (? 1, ? 2, ? 3 and ? 
4). Each domain has subdomains that interact with ?' subunit of core RNAp and recognize the -35 region 
and -10 regions of the promoter sequence (Figure 2.5). The resulting holoenzyme complex binds to the 
different promoters with different higher affinities and regulates transcription.  
 
Figure 2.6: Transcription cycle in E. coli. This cycle includes mainly three steps. First, the sigma factor (pink) binds to the core 
RNAp (red) to form a holoenzyme and finds the promoter region (blue). Next, after forming the closed complex, it 
forms an open complex and enters into elongation, where the sigma factor is released. Finally, when the elongation 
complex reaches the termination sequence, the new RNA, and the RNAp detaches from the DNA. The RNAp then 
binds to a sigma factor to start a new transcription event. Picture adapted from (Stracy & Kapanidis 2017).  
In E. coli, the transcription cycle is a three steps process: Initiation, elongation, and termination (Figure 
2.6). During initiation, the RNAp holoenzyme recognizes and binds to the promoter region, unwinds the 
double-strand DNA to form the transcription bubble (Browning & Busby 2016). Once the RNAp 
holoenzyme successfully escapes from the promoter region the elongation process starts, where the sigma 
subunit detaches from the core RNAp (Stracy & Kapanidis 2017). In elongation, the core RNAp moves 
along the DNA in the 3’ to 5’ direction, to read out the information on the DNA and to synthesize the 
mRNA until it reaches the termination sequence. In termination, the elongation complex disassociates into 
the new mRNA molecule, the DNA template and the core RNAp, which can then bind to a free sigma 
factor to form a holoenzyme, so as to once again start a transcription process (Nudler & Gottesman 2002). 
 
 13 
 
2.4.2 Rate-Limiting steps in transcription initiation 
Several in vitro and in vivo studies on E. coli suggest that the transcription initiation is a complex, multi-step 
process (deHaseth et al. 1998; McClure 1985; Saecker et al. 2011; Bertrand-Burggraf et al. 1984; Browning 
& Busby 2016; Lloyd-Price et al. 2016; Duchi et al. 2018)(Chamberlin 1974). The multi-step nature of this 
process is represented in reaction 2.1. It contains three steps: promoter recognition and binding, 
isomerization and promoter clearance. 
? ? ?
? ???????????
? ????????????
? ??
???????                                                       (2.1) 
Reactions (2.1), include the binding and unbinding of an RNA polymerase holoenzyme complex (R) to a 
promoter (P) with an equilibrium rate constant (Ka). The forward step forms a closed complex (RPcc). Due 
to the reversibility, these events can occur several times before the process successfully reaches the next 
step. The subsequent step is the formation of a stable open complex (RPoc), which is isomerized from the 
closed complex with a rate constant (Kb). This step is irreversible, thus ensuring the stability of the 
transcription event from here onwards. Once the open complex is completed, it follows the promoter 
escape. In detail, the RNAp attempts to synthesize short nucleotide portions of the DNA template strand 
by a scrunching mechanism (that pulls off the downstream DNA into the active site, while on the promoter 
region (Revyakin et al. 2006; Kapanidis et al. 2006). After an initial RNA synthesis (6-8 nucleotides), the 
RNA polymerase holoenzyme moves forward and attempts to break contact within the promoter region 
and enter the elongation phase. It can do so via the unbranched or the branched mechanism (Henderson et 
al. 2017) (see Figure 2.7). 
Most in vitro studies of transcription initiation focused on the unbranched mechanism (Hsu 2002; Gralla et 
al. 1980; Carpousis & Gralla 1985). In this mechanism, during the formation of the elongation complex 
(EC), the open complexes (OCs) undergo several cycles of synthesis of short RNA (abortive RNA) in the 
initial transcribing complex (ITCs) region, until a productive initiation is achieved (Straneyt & Crothers 
1987; Goldman et al. 2009). This creates a stress in the initiation of transcription, which leads to release of 
the RNAp holoenzyme from the promoter region and begins the elongation process. The rate formation 
of this elongation process is expected to be much higher than the rates of other steps (CCs and OCs). 
Thus, in reactions 2.1, it is assumed as “negligible” for the rate of the whole process. As such, in reactions 
2.1, as the time-length is much smaller than the CCs and OCs, the rate constant of this process is set to 
near-infinite.  
Alternatively, in the branched mechanism, based on the transcription initiation kinetics of two promoters 
namely T7A1 and ?PR (Susa et al. 2006), the initiation has been divided into two pathways: Productive 
initiation and non-productive initiation (Figure 2.7). In the productive initiation pathway, the RNAp 
escapes from the promoter region and enters into the elongation complex for the synthesis of long mRNA 
molecule, without releasing the abortive RNA. Meanwhile, in the other pathway, non-productive initiation 
complexes cannot escape from the promoter region and undergo several abortive cycles for the synthesis 
of only short RNAs (abortive RNA).  
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Figure 2.7: Depiction of the transcription initiation mechanisms in E. coli. In mechanism 1 (unbranched), the RNAp holoenzyme 
binds with the promoter region and forms a closed complex, followed by the formation of the open complex. During 
this step, a transcription bubble is formed, which is exposed to a short sequence of DNA. Next, a release of a short 
RNA synthesis (abortive RNA) occurs on the pathway to RNAp promoter escape, during the formation of the initial 
transcribing complex (ITC). Following an abortive initiation cycle, the RNAp enters into the transcription elongation 
complex (EC) to synthesize the mRNA. Meanwhile, in the branched mechanism (mechanisms 2), two classes of 
initiation complexes are proposed: productive complex and nonproductive complexes. Productive complexes (OCp) 
that are those that escape from the promoter region without releasing any short RNA sequence (abortive RNA). 
Nonproductive complexes cannot escape the promoter and only synthesize and release a short RNA. This picture 
is adapted from (Henderson et al. 2017) and reprinted with permission from PNAS. 
Regulation of the rate-limiting steps of the transcription initiation process has been studied with both in 
vivo and in vitro methods (McClure 1980; McClure 1985; Lloyd-Price et al. 2016; Kandavalli et al. 
2016)(Mcclure et al. 1978). For instance, from in vitro studies, it has been proposed that the rate of the 
open complex formation is derived from the time taken to reach the steady-state production of the abortive 
initiation products (Mcclure et al. 1978). Another study proposed that the rate of the closed complex 
formation is based on the different concentration of RNA polymerases (McClure 1985). This dependence 
of the closed complex formation on the concentration of RNA polymerase allows it to be distinguished, 
from a dynamical point of view, from the open complex formation (McClure 1980; McClure 1985). 
Specifically, from the direct relationship between the lag times of RNA productions and the reciprocal of 
RNA polymerase concentrations, it is possible to draw a Lineweaver-Burk plot (Lineweaver & Burk 1934), 
named as ‘tau (?)-plots’ (McClure 1980; Patrick et al. 2015). 
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From ?-plots, the mean duration of the closed complex formation is obtained from its slope and the mean 
duration of the open complex formation is obtained from its intercept with the y-axis. This is possible 
because the duration of these steps is much longer than the time required for elementary steps to catalyze 
in the enzymatic reaction (McClure 1980; McClure 1985), and thus, they can be considered to be rate-
limiting steps in the transcription initiation of E. coli genes (McClure 1980; Bertrand-Burggraf et al. 1984; 
Lutz et al. 2001; Buc & Mcclure 1985). In addition, these steps kinetics are sequence-dependent as they 
differ between promoters (Saecker et al. 2011). 
Recently, the underlying concept of in vitro ?-plots has been applied to be in vivo measurements to 
characterize the rate-limiting steps in the transcription initiation (Lloyd-Price et al. 2016; Kandavalli et al. 
2016; Mäkelä et al. 2017; Startceva et al. 2019). It is worthwhile to mention that, compared with in vitro 
methods, performing these measurements in the live cells is more complex, because of limitations in the 
in vivo RNAp concentrations, as it affects cell functionality.  
This method is based on the extracting the time intervals between the two consecutive RNA production 
events in individual cells using the MS2-GFP tagging system and then performing the statistical analysis of 
these distributions to infer the duration of rate-limiting steps in the transcription initiation. This approach 
has been used in several recent studies to characterize the underlying steps of transcription initiation of 
various promoters in different environmental conditions (Lloyd-Price et al. 2016; Kandavalli et al. 2016; 
Mäkelä et al. 2017; Startceva et al. 2019)(Oliveira et al. 2016). For example, when studies are conducted at 
an optimal temperature, the model that best fits the empirical data contains two main rate-limiting steps 
(associated with the closed and open complex formation), while lowering the temperature to 24?C, it has 
been reported the emergence of a third rate-limiting step. It has been hypothesized that it due to increased 
duration of an isomerization step that occurs before the completion of the open complex (Muthukrishnan 
et al. 2012). The results of this study suggest that the dynamics of transcription initiation could be explained 
by its multi-rate limiting steps, in agreement with the in vitro studies (Buc & Mcclure 1985). 
Another in vivo technique, fluorescence in situ hybridization (FISH), has also been used to measure 
quantitatively the kinetics of transcription. Studies using this technique reported that the mean and 
variability of mRNA numbers in cell populations is dictated by transcription initiation (Jones et al. 2014; 
So et al. 2011).  
Overall, the above-mentioned studies suggest that the mean rate and variability in transcription are 
promoter sequence-dependent and, thus are evolvable and that the regulatory molecules in the promoter 
region can accelerate or hinder the durations of underlying steps and, thus, they are adaptive. Furthermore, 
the kinetics of these steps are influenced by DNA supercoiling and other environmental factors, such as 
temperature. In all Publications, to characterize the rate-limiting steps in the transcription initiation process, 
we conducted measurements of time intervals between the two consecutive RNA production events in 
individual cells and applied best-fitting stochastic models. 
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2.4.3 Transcription elongation 
Transcription elongation is the second step in the transcription process. This phase starts as soon as the 
RNAp clears the promoter region. During this phase, the ? factor detaches from the RNAp holoenzyme. 
The core RNAp, the template DNA strand, and the nascent mRNA forms the elongation complexes. This 
Elongation complex has no specific affinity towards the DNA template strand and advances on the tem-
plate strand in a slide-like movement (Gusarov & Nudler 1999). Studies suggest that, on average, genes 
producing mRNA have a transcription elongation rate of 30 to 50 nucleotides per second (Murakawa et 
al. 1991; Vogel & Jensen 1994; Greive et al. 2005; Proshkin et al. 2010; Larson et al. 2011). This rate is 
higher (approximately 80 nucleotides per second) in genes producing ribosomal RNA (rRNA) (Dennis et 
al. 2009).  
The movement of the elongation complex along the DNA template is not a continuous process, instead, 
it exhibits transcription pauses (Gabizon et al. 2018; Kireeva & Kashlev 2009) or arrest or backward dif-
fusion on the DNA (known as backtracking) (Greive & Hippel 2005). It was shown that the pausing can 
significantly affect transcription elongation rates (Gabizon et al. 2018) as pauses can last from seconds to 
minutes (Herbert et al. 2010; Landick 2009). These pauses can be categorized as short and long-lived 
pauses, that can be further stabilized by RNAp backtracking (Komissarova & Kashlev 1997; Artsimovitch 
& Landick 2000) or by the formation of a nascent RNA hairpin structure (Wilsont 1995; Artsimovitch & 
Landick 2000)(Landick 2006). In addition, transcription elongation factors and other DNA sequences are 
known to bound the DNA and obstruct the movement of RNAp, as such affect the dynamics of pausing 
(Uptain & Kane 1997). For example, NusA and NusG are transcription elongation factors that can increase 
(Yakhnin et al. 2016) and decrease (Herbert et al. 2010; Burmann et al. 2010) the transcription elongation 
rate and pause states. 
Overall, in transcription pausing, the RNAp halts synthesis of RNA transcripts, but not release them nei-
ther it aborts synthesis of RNA. Aside from pauses, other pathways such as pyrophosphorolysis, editing, 
and premature termination can also occur in transcription elongation (Arndt & Chamberlin 1988; Erie et 
al. 1993; Kane et al. 1991). 
2.4.4 Transcription termination 
Transcription termination is the final step in the transcription process. Their location in the sequence 
demarcates gene boundaries and can be targets for regulation (Santangelo & Artsimovitch 2011). At the 
end of this process, newly formed mRNAs disassociate from the template DNA and the RNAp detaches 
from the DNA. In E. coli, transcription termination is carried out by one of the two mechanisms: intrinsic 
termination or Rho-dependent termination (Santangelo & Artsimovitch 2011; John P Richardson 1991). 
Intrinsic termination occurs when the emerging RNA forms a hairpin loop stimulated by signals encoded 
within the nascent RNA. These signals are generated in the guanine – cytosine-rich region followed by 
approximately eight uridines (U stretch) at the 3?terminus (Gusarov & Nudler 1999). When the RNAp 
reaches the U stretch, it halts transcription and the nascent RNA folds and forms a stem-loop structure. 
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The formation ‘RNA-DNA duplex’ in the U stretch region is not stable as the bond between the uracil 
and adenine is weak. The weak adenine-uracil bond lowers the DNA-RNA stabilization energy and allows 
it to unwind and detach the nascent RNA and RNAp from the transcription elongation complex (Martin 
& Tinoco 1980; Arndt & Chamberlin 1988). 
In Rho-dependent termination, the Rho protein, which belongs to the helicase family, unwinds the DNA-
RNA duplex at the 5’ end of the nascent RNA strand (Koslover1 et al. 2012; Hollands et al. 2014). The 
Rho termination factor has two main domains: RNA-binding domain and ATP binding domain. The Rho 
factor employed by a part of nascent RNA, which is rich in cytidine residues, moves along the nascent 
RNA in 5’ to 3’ direction following RNAp. This energy movement process involves ATP hydrolysis of 
the ATP binding domains of the Rho factor. Once the RNAp reaches the terminator, the Rho factor binds 
to it and unwinds the DNA-RNA duplex, followed by the release of the RNAp, nascent RNA and the 
Rho factor from the DNA template strand (Richardson 2002). 
2.5 Gene Regulation at the Transcription Level 
Bacterial cells constantly face challenging environmental conditions such as stress, temperature shifts, etc. 
To survive, they regulate gene expression to produce a specific amount of essential and functional proteins, 
at specific moments during their lifetime (López-Maury et al. 2008).  
In E. coli,  transcription is the step where more control is exerted (McClure 1985; Chamberlin 1974; 
Browning & Busby 2016; Browning et al. 2004; Rosenberg & Court 1979), while the degradation of RNA 
and proteins are kept nearly constant rates (Bernstein et al. 2002; Chen et al. 2015; Goldberg 1972). E. coli 
evolved several mechanisms to control the steps in the transcription initiation (William S Reznikoff et al. 
1985; Browning & Busby 2016). 
2.5.1 Promoter region 
In E. coli, a promoter region is defined by a highly conserved consensus sequence (-10 and -35 position) 
which is upstream of the transcription start site (Harley & Reynolds 1987). This sequence is recognized by 
an RNAp holoenzyme, which binds to it and starts transcription initiation (Hippe et al. 1984; William S 
Reznikoff et al. 1985). In this region, transcription factors such as activators, repressors, etc., can bind and 
up-regulate or downregulate transcription either by interacting with the RNAp or by binding to the DNA 
and change DNA conformation. Also, the affinity of RNAp binding is affected by the promoter sequence 
itself (Brewster et al. 2012), thus affecting the rate of formation of the closed complex. Since the DNA 
conformation is also sequence-dependent, the promoter sequence also affects the rate of open complex 
formation. Thus, the promoter region plays a crucial role in the regulation of transcription initiation 
(William S Reznikoff et al. 1985). 
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Although such sequence-specific regulation is relevant for transcription, it only provides static regulation, 
as it cannot be tuned according to, among other, environmental conditions. Dynamic regulation, e.g. based 
on the environmental condition, requires, e.g. small ligands (e.g. ppGpp), ? factors (Kandavalli et al. 2016; 
Mauri & Klumpp 2014), the intracellular concentration of RNAp, all of which interacting with the pro-
moter region as well, providing additional adaptability to E. coli.  
2.5.2 Regulation by transcription factors 
The concept of regulating transcription initiation by transcription factors (TFs) was originally proposed in 
1961 with the introduction of the Jacob and Monad operon model. An operon consists of a promoter, an 
operator and, structural genes. In addition, there are associated regulatory genes, located at some distance 
from the operon. These regulatory genes encode for the activator or repressor proteins that bind to an 
operator and serve as on-off switches of the gene activity. Usually, transcription factors are expressed in 
response to changes in, e.g., environmental conditions. It has been reported that, in E. coli, there are more 
than 300 genes encoding for transcription factors (Pérez-rueda & Collado-vides 2000). Most for transcrip-
tion factors target specific sequences located in the promoter-operator region. However, a few TFs act as 
global regulators, by recognizing and interacting with many promoters. In E. coli, there are at least seven 
TFs that act as global regulators: CRP, FNR, IHF, Fis, ArcA, Narl, and Lrp. Combined, they affect the 
activity of more than 50 % of all promoters (Agustino Mart?nez-Antonio & Collado-vides 2003).  
In general, TFs have two domains. One receives an internal/external signal, while the other directly 
interacts with the DNA (Babu & Teichmann 2003), leading to a modification of a gene’s expression rate. 
This modification consists of accelerating or decreasing RNAp affinity with the promoter region. This 
effect depends on the promoter’s architecture, i.e. the location of its binding sites and their affinities. In 
some cases, the TF action can change from activator to repressor, or the opposite, following a change in 
architecture (Pérez-rueda & Collado-vides 2000). For example, in the gal operon, CRP acts as an activator 
of the gal P1 promoter and as a repressor of the gal P2 promoter (E.Mussoa et al. 1977; Lewis & Adhya 
2015).  
In E. coli, the most common means of control of promoter activity is repression (Garcia et al. 2010). Several 
repression mechanisms have been found (Figure 2.8 a). In some promoters, repression occurs by steric 
hindrance, as the operator region overlaps with the consensus sequence (-35 and -10 element region) which 
the RNAp recognizes and binds to. Repressor binding to that region prevents RNAp recruitment. A classic 
example of this mechanism is the binding of the lacI repressor to the lac promoter, as it blocks the 
interaction of RNAp with the promoter region (Muller-Hill 1998). In some cases, the operator region is 
located upstream and/or downstream of the promoter region. It acts upon binding of the repressor to the 
operator sit, by formation of a DNA loop (known as DNA looping mechanism), which blocks access of 
the RNAp to that region (Schleif 2010; Choy et al. 1995; Browning & Busby 2016). In some promoters, 
repressor proteins (acting as anti-activators) act by preventing the binding of activators (Browning & Busby 
2016). 
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Activators act as positive regulators of transcription by actively recruiting RNAp to the promoter region, 
enhancing the transcription process. Similar to repression, there are many mechanisms of activation of 
transcription initiation (Lee et al. 2012; Browning & Busby 2016; Browning et al. 2004). They are divided 
into 3 categories: Class I activation, Class II activation and, activation by a promoter conformational 
change.  
 
 
 
Figure 2.8: Schematic representation of repression (a) and activation (b) mechanisms of promoter activity using transcription 
factors. This image is adapted from (Browning and Busby, 2016) and reprinted with permission from Macmillan 
Publishers Ltd: [Nature Reviews Microbiology] 
In class I activation, the activator binds to an operator site located upstream of the -35 element region of 
the promoter and then recruits the RNAp by interacting with the RNAp subunits. For example, in the E. 
coli lac operon, the cyclic adenosine monophosphate (cAMP) receptor protein (CRP) act as an activator, 
as it recruits RNAp by direct interaction with the C-terminal domain of the ?-subunit (Figure 2.8 b) 
(Ebright 1993)(Browning et al. 2004). In class II activation, the operator site overlaps with the -35 element 
region of the promoter. Once the activator binds to the target site, it recruits the RNAp by interacting with 
the domain four of the RNAp ? subunit (Ebright & Busby 1995; Lee et al. 2012), such as MarA and SoxS 
(Martin et al. 2002).  Finally, some activators assist transcription without directly interacting with the RNAp. 
These activators bind to the DNA and alter promoter conformation, which increases the binding affinity 
of RNAp, thus increasing the rate at which the transcription process initiates (Sheridan et al. 1998).  
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The functionality of the TFs can also be altered by specific molecules, known as the inducers. These alter 
the expression rate of inducible genes by binding to its repressor, rendering them inactive. For example, 
in lac operon, the action of LacI as a repressor can be rendered ineffective by Lactose, as its binding 
reduces the binding affinity of LacI to the operator site, thus indirectly enhancing recruitment of RNAp 
to the promoter region (Lewis 2005). Studies show that, instead of lactose, Isopropyl ?-D-1-
thiogalactopyranoside (IPTG), a molecular mimic of lactose, can be used instead. This molecule is 
preferred in laboratory studies as it is a synthetic substrate and cannot be metabolized. Due to this, its 
concentration remains constant during the course of the experiments (Lutz & Bujard 1997; Marbach & 
Bettenbrock 2012). 
2.5.3 Regulation by ? factors 
? factors play a crucial role in the kinetics of transcription initiation (Mauri & Klumpp 2014; Kandavalli et 
al. 2016). ? factors can recognize specific promoter sequences and, once doing so, start transcription, e.g. 
following environmental shifts (Hengge-aronis 2002b; Hengge-aronis 2002a). In E. coli there are seven ? 
factors, namely ?70, ?38, ?54, ?24, ?32, ?19, and ?28 named in accordance with the molecular weight (kDa) of 
the proteins. The primary ? factor is ?70, as it control most active genes during the exponential phase 
(Tripathi et al. 2014). The expression of other ? factors occurs in unfavorable environmental conditions 
(Hengge-aronis 2002b). For example, upon heat shock, ?32 is expressed to control a specific set of 
otherwise largely inactive genes (Hengge-aronis 2002a; Arsene et al. 2000). Another ? factor, ?38, also 
known as RpoS, is a master up regulator of stress response genes (Battesti et al. 2011; Ishihama 2000). The 
main functions of each ? factor in E. coli are listed in Table 1. 
Table 1: List of E. coli ? factors, genes responsible to produce it, and function in the cell. 
? factor Gene producing the ? factor Functions or regulation 
?70 rpoD Housekeeping genes 
?38 rpoS Stress response and stationary phase genes 
?54 rpoN Nitrogen response genes 
?32 rpoH Heat shock response genes 
?19 fecI Ferric citrate uptake 
?24 rpoE Extracytoplasmic function 
?28 fliA Flagellar genes 
Recent studies suggest that ? factors compete for a limited pool of RNAp core enzymes. This causes 
variability in RNAp holoenzyme distributions and, thus, modulates genome-wide transcription kinetics 
(Mauri & Klumpp 2014; Grigorova et al. 2006; Kandavalli et al. 2016). Specially, the number of core RNAp 
enzymes is limited, as it ranges from 3000 to 13000, depending on the growth conditions (Grigorova et al. 
2006; Klumpp & Hwa 2008). Similarly, the intracellular numbers of the housekeeping ?70 ranges from 
5000 to 17000 molecules in an exponential growth phase, while alternative ? factors vary in their number, 
based on the type of stress it responds to (see Table 1). In general, the number of core RNAp is always 
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smaller than the number of ? factors in a cell. When there are two or more species of ? factors present, 
they need to compete for binding with core RNAp to form an RNAp holoenzyme complex. 
Aside from the numbers of ? factors, another variable that determines the holoenzyme formation is 
binding affinities of ? factors to core enzymes. Each ? factor has a specific binding affinity to the core 
RNAp and each holoenzyme has specific recognition of promoter sequences. For example, evidence from 
transcription assays suggests that the promoter with consensus sequences (TATAAT) on the -10 element 
region are recognized by holoenzymes carrying ?70 or ?38 (Gaal et al. 2001; Tanaka et al. 1995). Likewise, 
holoenzymes carrying ?54 can only recognize the promoter consensus sequence at -12 and -24 element 
region ((Zhao et al. 2010). Due to this diversity of promoter recognition by ? factors, any changes in the 
number of holoenzymes will lead to genome-wide modulation in gene expression. For instance, while most 
genes in E. coli are transcribed by the RNAp holoenzyme carrying ?70, in the stationary phase the expression 
of these genes is downregulated, due to the appearance of other ? factors (Farewell et al. 1998; Dong & 
Schellhorn 2009). In Publication II, we identified mechanisms explaining how these genes are 
downregulated in this fashion, by studying the dynamics of the transcription initiation as a function of ? 
factor numbers. 
Aside from the role of ? factors in transcription initiation, studies have shown that ? factors can also 
influence the rate of elongation by interacting with the elongation complex (Kapanidis et al. 2005; Harden 
et al. 2016).  
2.5.4 Other regulatory factors 
In E. coli, aside from the TFs and ? factors, there are many more factors regulating the activity of genes in 
the chromosome, such as ligands, nucleoid-associated proteins (NAPs), DNA supercoiling, etc (Holmes 
& Cozzarelli 2000; Browning et al. 2004). For instance, small ligands such as guanosine 3', 5'-diphosphate 
(ppGpp), an alarmone to stringent response, interacts with the RNAp and down-regulates the expression 
of genes responsible for stress (Ross et al. 2013). Also, structural analysis on a ppGpp-RNAp complex 
shows that ppGpp binds close to the active site of the RNAp and inhibits transcription initiation (Ross et 
al. 2013; Artsimovitch et al. 2004). Aside from inhibition, ppGpp also enhances the expression of genes 
responsible for proteins are required for amino acid biosynthesis and transport (Ross et al. 2013; Paul et 
al. 2005). 
Meanwhile, NAPs including H-NS, Fis, and HU proteins, are responsible for DNA compaction in E. coli 
(Dillion and Dorman 2010). The folding of DNA by NAPs affects the distribution of RNAp on promoters. 
These proteins can also act as the regulators in transcription. For example, H-NS acts as a global repressor 
by binding to AT-rich region of DNA sequence, irrespective of the sequence, and silencing transcription 
activity (Navarre et al. 2006; Browning et al. 2009). In other cases, NAPs also act as activators, e.g., Fis 
proteins (Dillon & Dorman 2010). Further, DNA compaction is also affected by topological constraints 
in the structure of the chromosome (Rovinskiy et al. 2012).   
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2.6 Transcription Noise 
In E. coli, the transcription process is a series of biochemical reactions, where reactant molecules exist in 
very few copies in a cell (Xie et al. 2008). Thus, fluctuations in their numbers due to random biochemical 
processes cause noise that can significantly impact transcripts numbers (Kærn et al. 2005). This acts as a 
source of phenotypic variability, even in genetically identical cells with the same histories of environmental 
exposure (Elowitz et al. 2002; Eldar & Elowitz 2010; Bury-Mone & Sclavi 2017). Noise in gene expression 
can be advantageous in fluctuating environmental conditions (Acar et al. 2008; Raser & O’Shea 2005). 
To identify sources of noise-generating variability in gene expression products, studies have classified noise 
as Intrinsic or Extrinsic noise (Elowitz & Leibler 2000; Elowitz et al. 2002). In one study, to measure the 
intrinsic and extrinsic noise, the authors constructed a dual reporter system (YFP and CFP) under the 
control of identical promoters (Elowitz & Leibler 2000). The measured relative difference in fluorescence 
intensity between cells is termed as intrinsic noise and the measured correlation between the two fluores-
cence intensities in individual cells is termed as extrinsic noise (Elowitz & Leibler 2000). 
 
Figure 2.9: Schematic representation of how various sources of noise affect the stochastic gene expression in a clonal population 
of bacteria. This image is obtained from (Engl 2018) and reprinted with permission from by Portland Press Limited: 
[Biochemical Society Transactions].  
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In general, intrinsic noise is gene-specific and arises from the inherent randomness of chemical processes 
between small numbers of molecules. Extrinsic noise affects gene expression product numbers in a non-
specific manner and arises from cell to cell variability in RNAp, ribosomes, and gene copy numbers, etc., 
(Figure 2.9).  
Using single-molecule sensitivity techniques, researchers have quantified cell-to-cell variability in mRNA 
and protein numbers (Golding et al. 2005; Yu et al. 2006; So et al. 2011; Jones et al. 2014; Skinner et al. 
2013). One study measured the real-time mRNA kinetics of a synthetic Plac/ara-1 promoter in individual E. 
coli cells and proposed that transcription occurs in bursts, even in fully active genes (Golding et al. 2005). 
Other studies also observed the dynamics of protein production and suggested that it also occurs in bursts 
of different sizes (Yu et al. 2006). These bursts contribute to noise in gene expression (Sanchez & Golding 
2013).  
 Additionally, studies proposed that the diversity in mRNAs and proteins is also due to fluctuations in 
molecular species, such as ribosomes, RNAp, TFs, ? factors, among others, involved in transcription and 
translation (Engl 2018; Jones et al. 2014; Brewster et al. 2014; Yang et al. 2014). Other studies suggested 
that other mechanisms not directly involved in gene expression can also contribute to observable 
variabilities, such as from DNA replication, DNA supercoiling, and condensation, partitioning cell division, 
etc. (Peterson et al. 2015; Chong et al. 2014; Huh & Paulsson 2011).   
In Publication III, we investigated how the variability in intrinsic and extrinsic sources affect the kinetics 
of transcripts production in individual E. coli cells and cell lineages.  
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This chapter provides an overview of the experimental and theoretical approaches for studying transcrip-
tion initiation dynamics, with emphasis on the ones used in this thesis. These include the fluorescent pro-
teins and microscopy, single-molecule techniques for RNA detection, and alternative methods of valida-
tion. Finally, we present theoretical approaches used to model and simulate the biological systems, with 
emphasis on stochastic simulation methods. 
3.1 Basics of Microscopy and Fluorescent proteins 
The discovery of a green fluorescent protein (GFP), which was isolated from the jellyfish Aequorea victoria 
(Shimomura 1962), along with its gene fusion (C. Prashera et al. 1992; Tsien 1998) has revolutionized the 
field of cell biology. Due to their versatility, specificity and quantitative capabilities for the live-cell imaging, 
fluorescent proteins fused to their target proteins have become crucial tools in cell biology experiments 
and have allowed the emergence of single-cell studies of gene expression. 
Molecular cloning methods of fusing the fluorophore moiety to a protein of interest (e.g. an enzyme or an 
RNA polymerase subunit), have helped researchers to monitor cellular processes in living systems. Due to 
rapid evolution, fluorescent proteins can now cover the visible spectral wavelengths. Also enhanced were 
properties such as maturation and degradation times, folding, oligomerization, brightness, and 
photostability. Also, these improvements have helped to perform multicolor imaging of any protein 
(Shaner et al. 2004) and allow us to study the subcellular architecture at the sub-nano second-time 
resolution (Tsien 1998). Overall, fluorescent proteins have become essential tools in areas ranging from 
studies of the complex behavior of single-molecules, of the internal dynamics of the molecular process, 
quantitative studies of gene expression dynamics, etc. (Yu et al. 2006; Stracy & Kapanidis 2017; Golding 
et al. 2005).  
During the last two decades, this field also has produced advanced fluorescent probes with unique 
characteristics, such as photoactivation and photoconversion (Daya & Davidson 2009; Wu et al. 2011). 
These modified fluorescent proteins can be switched on and off or, be converted from the non-fluorescent 
state to the stable fluorescent state in response to light at an appropriate wavelength. These works have 
motivated many advances in microscopy imaging techniques, e.g., super-resolution microscopy, that 
enables the monitoring of inner components of cells in great detail.  
3 MATERIALS AND METHODS 
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Some factors have to be carefully considered when conducting imaging experiments. For example, the 
brightness of fluorescent proteins should be above the cellular background level, their photostability needs 
to be robust, and there should be minimum cross-talk between the emission and excitation spectra. Also, 
when fused with the target protein, the effect of the fluorescent protein on the native protein functionality 
should be as weak as possible (Shaner et al. 2004). 
Although fluorescent proteins have several advantages, drawbacks of using them include fluctuations in 
the fluorescent intensity (Ha & Tinnefeld 2012) due to changes in the environmental conditions and 
photostability. For example, some wild-type GFP is sensitive to temperature, while Yellow fluorescent 
proteins (YFP) are sensitive to pH and chloride (Wachter & Remington 1999). To overcome this situation, 
several altered or mutated versions of fluorescent proteins (Shaner et al. 2004) ( see Figure 3.1) has been 
developed, in order to improve stability, folding and sensitivity to environmental conditions.  
 
 
Figure 3.1:  Purified fluorescent proteins shown in visible light. These fluorescent proteins from left to right (mHoneydew, mBanana, 
mOrange, tdTomato, mTangerine, mStrawberry, and mCherry) were derived from the Discosoma sp. red fluores-
cent protein. This image is extracted from (Shanner et al. 2004) with permission from the Nature publishing group. 
In addition, when performing live-cell imaging, one common goal is to monitor cellular dynamics, which 
requires fast image acquisition. This demands short exposure times, meaning that fluorescent proteins that 
absorb and emit light have to be significantly bright than the cellular background (Ha & Tinnefeld 2012). 
This requests a highly sensitive detector and a bright light source. Further, the numerical aperture needs 
to pay attention when choosing the objective. 
The most common optic system used in the illumination of fluorescence microscopy is a wide-field epi-
illumination. In this optic system, the entire area of the sample is exposed to light either from above (in a 
standard upright microscope) or from below (in an inverted configuration). It excites the incident lamp 
excitation light of an area of ?10 x 10 ?m2 (Webb & Brown 2012). Thus, the volume illuminated is quite 
large, causing out-of-focus fluorescent molecules to contribute to the background fluorescence signal. 
Wide-field epi-illumination has a wide range of applications in bacterial studies, such as monitoring the 
dynamics of fluorescently tagged RNA molecules (Golding et al. 2005) and protein molecules (Yu et al. 
2006). On the other hand, there are several limitations such as low resolution, excess of out of focus 
fluorescent signal and, photobleaching of the sample. 
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Figure 3.2: Lightpath illustration of wide-field epi-illumination and confocal microscopy. In confocal microscopy (B), light from the 
light source (Ls) is focused through a pinhole for illumination (Pi) and subsequently passes through a sample (S), 
resulting in a small focal volume. In wide-field epifluorescence microscopy (A), the entire sample volume is exposed 
to light.  
To avoid such limitation, several other methods have been developed, including Confocal microscopy 
(Pawley 2006), Total Internal Reflection (TIRF) microscopy (Fish 2015), and Highly Inclined and 
Laminated Optical (HILO) sheet microscopy (Tokunaga et al. 2008). The primary goal of this microscopy 
is to eliminate excess of out of focus fluorescent light during the imaging process by restricting the 
illumination volume of the sample.  
In confocal laser scanning microscopy, the light source for exciting the fluorescence molecule comes from 
the laser unit, and it is targeted to a region of interest. It can be used to obtain optical sections through a 
sample to exclude out of focus and background fluorescence (Figure 3.2). This is achieved with a pinhole 
aperture where excited light passes through a focal volume of a sample (Pawley 2006).  The drawback of 
this optical system is the slowness of point scanning image acquisition, which restricts the area of the image. 
This speed can be increased by using spinning disc confocal microscopy that illuminates multiple regions 
of the sample and minimizes photobleaching or phototoxicity (Frigault et al. 2009; Nakano 2002). 
When comparing TIRF microscopy with confocal microscopy, a better optical section of the sample is 
illuminated. TIRF uses an evanescent wave, which is generated when the incident light is reflected at the 
interface of two transparent media with different refractive indices. TIRF allows to selectively illuminate 
and excite the fluorophores in a restricted region of the sample. As the energy of the evanescent wave field 
decreases exponentially with distance from the interface, the only fluorophore at a certain distance from 
coverslip is excited, which allows creating images with an outstanding signal-to-noise ratio. Also, TIRF 
can illuminate the region of the sample with an outstandingly high axial resolution, below 100nm. As a 
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result, it can only probe molecules close to coverglass surfaces, e.g., membrane-associated molecules. To 
illuminate the region deeper than the TIRF range, HILO microscopy was developed (Tokunaga et al. 2008). 
HILO is generated by intense laser illumination, angled through a high numerical aperture objective to a 
sample, resulting in lower out-of-focus light signal (Tokunaga et al. 2008). 
The methodologies above allow monitoring of fluorescent molecules in-vivo and in-vitro. Some of our 
studies also require the visualization of high contrast images of transparent live cells. Such images were 
acquired by phase-contrast microscopy. It employs an optical mechanism that converts minute differences 
in a phase into corresponding variations in amplitude, which can be seen as a difference in image contrast 
(Zernike F 1942). Phase-contrast microscopy enables to examine live cells, without exposing them to laser 
or staining dyes. It is one of the few methods available to quantify cell structure, shape, and size. 
3.2 Single-molecule methods for quantifying transcription dynamics 
Most knowledge of transcription was gathered from biochemical and biophysical studies conducted using 
in vitro techniques (McClure 1985; deHaseth et al. 1998). One classic example is the study to identify the 
binding region of RNAp to the sequence of DNA (Ishihama 2000). Another is the study that identified 
DNA-protein binding interactions, both studies used foot printing, a method based on gel electrophoresis.  
However, during the last decade, the development of in vivo techniques with real-time observation has 
allowed to characterize and dissect transcription in the context of a living cell. In that sense, single-mole-
cule studies have remarkably provided more advanced biological information. Also, they allow monitoring 
the spatial localization of macromolecules and other cellular components in live cells. These includes RNA 
(Golding & Cox 2004; So et al. 2011; Muthukrishnan et al. 2012; Pitchiaya et al. 2014; Lenstra et al. 2016), 
proteins (Yu et al. 2006; Taniguchi et al. 2010), RNAp (Bakshi et al. 2012; Stracy et al. 2015), ribosomal 
subunits (Sanamrad et al. 2014), transcription factors (Leon et al. 2017),  plasmids (Reyes-lamothe et al. 
2014), etc. This is made possible by the usage of photoactivatable or photoconvertible fluorophores fused 
to the target molecule. To detect accurately the fluorescent molecule, the target molecule must express at 
low concentration. Various strategies have been employed to lower the target molecules (Pitchiaya et al. 
2014; Yu et al. 2006; Santangelo et al. 2009; Huang et al. 2009). This involves the use of super-resolution 
microscopy techniques, such as Photo-activation localization microscopy (PALM) and Stochastic optical 
reconstruction microscopy (STORM) which can achieve up to 20 nm spatial resolution (Xu & Liu 2018).  
In recent years, several methods have been developed to probe RNA molecules with fluorescent proteins. 
RNA labeling can be done in two ways: direct and indirect. Direct RNA labeling involves the usage of a 
chemically reactive functional group or structural motifs present in RNA and RNA modifying proteins, 
for fluorophore conjugation (Pitchiaya et al. 2014). Conversely, indirect labeling methods involve se-
quence-based complementary hybridization of RNA labels carrying a fluorescent protein with multiple 
specific RNA motifs (Pitchiaya et al. 2014; Raj & Oudenaarden 2008)(Levsky & Singer 2003). Indirect 
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RNA labeling is more popular due to the ability to tag and detect different endogenous RNAs, as well as 
exogenous RNA (Raj & Oudenaarden 2008). 
One method using indirect labeling of RNA is fluorescence in situ hybridization (FISH). This method uses 
fluorescent probes that specifically bind to parts of nucleic acid with a high degree of complementary 
sequence (Raj & Oudenaarden 2008). Advantages of FISH allows to detect multiple RNAs at the same 
time and measure their spatial localization. In addition, it can quantify cell-to-cell variability in endogenous 
RNAs (Raj & Oudenaarden 2008; Llopis et al. 2010), which is not possible with methods such as qPCR 
and RNA-Seq. 
Although this method provides single-molecule sensitivity in individual cells, it lacks information on spatial 
and temporal resolution. For example, as it involves the fixation of cells, probe hybridization to the target 
RNA sequence, permeabilization of the cell membrane and extensive washing of cells to remove the un-
bound probes (Gasnier et al. 2013), it cannot monitor individual transcription events (Huber et al. 2018), 
which assists in the study of the in vivo dynamics of transcription, in real-time.  
3.2.1 MS2-GFP tagging system 
The MS2-GFP system is one of the most sensitive real-time single-molecule methods that allow studying 
the in vivo dynamics of the transcription process at the single-cell level. This method was initially developed 
by Robert Singer and co-workers to visualize RNA in higher eukaryotic cells (Bertrand et al. 1998). Later 
modifications allowed its use in bacteria (Golding et al. 2005; Golding & Cox 2004). This method allows 
tracking RNA molecules inside live cells, as soon as they appear.  
The MS2-GFP system involves the expression of two components: (i) fusion of the RNA bacteriophage 
MS2 coat protein to a fluorescent protein, which allows it to bind specifically and (ii) a target RNA 
containing tandem repeats of the MS2 stem-loop sequences. These components can be genetically 
engineered either into a plasmid and transformed into cells or, it can be integrated into the genome of host 
cells. The two components are illustrated in Figure 3.3.  
In detail, the MS2 coat protein is derived from the native bacteriophage, which binds with high specificity 
to 19 to 21 nucleotides of RNA stem-loop structure containing the initiation codon of the phage replicase 
gene (Bernardi & Spahr 1972). Upon binding to a unique site in the RNA genome of the phage, the coat 
protein represses translation of the RNA replicase gene and guides packaging into phage particles (Peabody 
1993; Querido & Chartrand 2008). Over the years, the MS2 coat protein has been engineered to fluorescent 
fusion proteins and bind to any RNA that has specific stem-loop sequences or motifs. Such RNAs can be 
used for the study of various cellular process in different organisms (Golding et al. 2005; Lenstra et al. 
2016a; Fusco et al. 2003).  
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Figure 3.3: Schematic overview of the MS2-GFP component system. (A) The target construct carrying mRFP1 fluorescent proteins 
followed by the 96 binding sites for the detection of the RNA by MS2-GFP proteins. The target construct is under 
the control of the PBAD promoter, which is inducible by Arabinose. (B) A reporter construct is responsible for the 
expression of MS2 GFP molecules (green balls), which is under the control of promoter PLaco3o1. Once the target 
constructs producing the RNAs, the MS2-GFP molecules bind to it, allowing it to visualize as a cluster of GFPs. (C) 
Example confocal image of E. coli cells expressing both target RNAs and reporter MS2-GFP molecules. Individual 
RNA molecules appear as bright spots when visualized by confocal microscopy. The background of the cells is 
due to the unbound distribution of MS2-GFP molecules in the cells’ cytoplasm. 
The use of the MS2-GFP system in live E. coli cells allows to monitor the patterns of  RNA localization 
and to study the transcription events inside the cells with single-molecule sensitivity (Golding & Cox 2004; 
Muthukrishnan et al. 2012; Mäkelä et al. 2013). To determine the transcription dynamics of a target gene, 
the reporter constructs containing the MS2 coat protein fused with GFP has to be highly expressed before 
the target RNA is produced. The high intracellular concentration of MS2-GFP protein guarantees that 
enough will bind to the target RNA containing the binding motifs, as soon as they produced. The specific 
binding of multiple MS2-GFP proteins to the same target RNA, create brighter fluorescent than the 
unbound MS2-GFP, freely diffusing inside the cell.  
When visualizing the cells containing the MS2-GFP system under the confocal microscope, the target 
RNA bound by multiple MS2-GFP fused proteins appear as a bright spot (See Figure 3.3 C), that moves 
slowly inside the cells (Golding & Cox 2004; Muthukrishnan et al. 2012; Mäkelä et al. 2013). Since the 
target RNA is coated by MS2-GFP proteins, it is protected from natural degradation (Fusco et al. 2003).  
Also, the intensity of the fluorescent spots does not decrease during the measurement time (Tran et al. 
2015; Kandavalli et al. 2016; Muthukrishnan et al. 2012). 
Apart from the MS2-GFP system, other viral proteins have been used to tag and detect the target RNA, 
such as PP7 proteins, derived from PP7 bacteriophage (Larson et al. 2011; Lenstra et al. 2016b), and the 
?N peptide, derived from the ? bacteriophage (Daigle & Ellenberg 2007). All the above-mentioned systems 
are orthogonal to each other, meaning that the MS2 coat proteins do not bind to PP7 binding site or vice 
versa (Lim & Peabody 2002). This orthogonal functionality aids in detecting the three different RNA at 
the same time or three different regions of single RNA (Hocine et al. 2013).  
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The advantage of using the MS2-GFP system over the expression of fluorescent-tagged endogenous RNA 
binding proteins is that the MS2-GFP system is highly specific to RNA containing the MS2 stem-loop 
structure, while the other may bind to several mRNAs and reflect the behavior of all of them. Therefore 
this system provides two benefits: detection of specific RNA molecules under the microscope and study 
the dynamics of tagged RNA in live cells.  
In this thesis, we made use of the MS2-GFP tagging system to study intervals between consecutive RNA 
production events of multiple E. coli promoters, under different inductions, and conditions in live cells. In 
all Publications, target genes are inserted in the single copy F- plasmid.  
3.2.2 Engineering of Synthetic Genetic Constructs 
A decade ago it was reported that using advanced molecular techniques like DNA assembly and de novo 
synthesis, it is possible to construct functional synthetic genomes (Gibson et al. 2009). This is achieved by 
synthesizing multiple small DNA fragments separately and assembling them to a larger piece of DNA, 
which is transferred into the genome-free host cell. These advancements have contributed to creating 
synthetic organisms with engineered genomes, with pre-defined specifications and functions. DNA as-
sembly methods have become essential tools in synthetic biology to engineer complex systems with stand-
ardized and specific genetic parts. Also, it is reliable, cheap and fast. Thus, most researchers use these 
methods, instead of traditional methodologies such as molecular cloning using restriction enzymes, etc.  
Several techniques made possible to construct genetic parts; one such technology is the Gibson Assembly® 
method. This method has proven its value by synthesizing the complete genome and transfer it into ge-
nome-free host cells (Gibson et al. 2010). It is a cloning method that allows assembling the multiple over-
lapping regions of DNA fragments in a single reaction mixture. In detailed, the Gibson assembly® master 
mix consists of three components: (i) T5 exonuclease enzyme, that cleaves the 5’ ends of double-stranded 
DNA generating single-stranded complementary DNA overhangs, (ii) a DNA polymerase enzyme, which 
fills in the gaps of the annealed sequence, and (iii) a Taq ligase enzyme that joins the ends of the two DNA 
strand nicks (See Figure 3.4). 
When performing the Gibson Assembly® method, the following steps have to be considered for success-
ful construct. When designing primers for the DNA fragments, one must consider adding the overlapping 
sequences, such that when amplifying the DNA fragments, it contains at least 40 bp overlapping regions 
with the adjacent DNA fragment. Considering that these DNA fragments are assembled with a vector to 
form a circular product, this vector should also have the overlapping region at the terminal ends with the 
DNA fragments, which they will ligate with. When combining all fragments and the vector, the concen-
tration must be in the ratio of 3:1. Gibson Assembly® method can be performed by a single isothermal 
reaction, by adding DNA fragments, Vector and Gibson Assembly® master mix. 
 31 
 
 
Figure 3.4: Overview of the single-step reaction of the Gibson Assembly® method. The reaction mixture consists of multiple DNA 
fragments with overlapping regions, DNA polymerase, T5 exonuclease and ligase enzymes that are needed to 
ligate these fragments. In this picture, the two DNA fragments (green and pink coloured) are treated with T5 exo-
nuclease at 50o C. Next, the products are treated with Phusion polymerase and Taq ligase to fill the gap of the final 
ligated DNA products. This picture is adopted and reprinted with permission from Macmillan Publishers Ltd: [Nature 
Methods] (Gibson et al. 2009), copyright (2009). 
In this thesis, for studying the in vivo production of RNA molecules using the MS2 GFP system, we have 
constructed single-copy plasmids using the Gibson Assembly® method. Particularly in Publication II 
and V, using a computer-based simulator and the Gibson Assembly® method, we have built a DNA 
fragment containing multiple repeats of MS2-GFP binding sites for individual RNA detection and 
integrated them into single copy F-plasmids. 
3.2.3 Time-lapse microscopy 
As mentioned in section 3.2.1, MS2 GFP tagging allows monitoring individual RNAs by time-lapse 
fluorescence microscopy at the single-molecule level (Muthukrishnan et al. 2012; Mäkelä et al. 2013; Lloyd-
Price et al. 2016; Startceva et al. 2019). To perform such experiments, cells containing the target and 
reporter system must be placed on the 2.5% agarose gel pad, which is sandwiched between the microscopic 
slide and the glass cover-slip. The agarose gel pad consists of necessary nutrients requires for cell growth, 
the inducers to activate the reporter and target systems, and the respective antibiotics (Golding et al. 2005; 
Muthukrishnan et al. 2012; Mäkelä et al. 2013; Lloyd-Price et al. 2016; Startceva et al. 2019). Also, there is 
a continuous supply of nutrient medium to the cells, done with the help of a peristaltic pump. This allows 
steady-state growth for many hours under the microscope. In addition, a temperature-controlled chamber 
was used to ensure that a specific temperature is maintained during the measurements. 
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The time-lapse images were acquired by a Nikon Eclipse inverted microscope (Ti-E, Nikon, Japan) with 
confocal laser scanning with a 100x Apo TIRF (1.49 NA, oil) objective. Confocal images were taken at 
specific time intervals with a Nikon C2 camera and respective phase-contrast images were captured with 
a DS-Fi2 CCD camera. GFP fluorescence measured by using a 488 nm argon ion laser (Melles-Griot) and 
a 515/30 nm emission detection filter. For image acquisition, we used the NIS-Elements software (Nikon). 
In this thesis, we used this experimental approach for studying the in vivo transcription activation kinetics 
and subsequent RNA production of E. coli genes. Particularly in Publication II, to investigate the 
transcription dynamics of multiple genes in different growth phase conditions, cells (when under the 
microscope) were continuously supplied with respective growth phase medium and all the inducers by a 
peristaltic pump and maintained at a specific temperature during the measurement times. In Publication 
III, to study how the variability in gene activation times and RNA production intervals contribute to 
variability in RNA numbers between cell lineages, cells were placed under the microscope with a constant 
supply of fresh medium containing the inducers for the target and reporter genes. Here, the target gene 
was activated under the microscope to determine the time taken to produce the first RNA. Next, we 
captured fluorescence images every 2 min for 2 hours, and phase-contrast images every 5 min. During the 
two hours, we maintained a specific temperature using the temperature chamber (Bioptechs, FCS2). The 
tools used to analyze images are described in chapter 4. 
3.3 Validation methods 
3.3.1 Quantitative polymerase chain reaction. 
The MS2 GFP system is more sensitive and informative than any other method to extract time intervals 
between RNA production events. Currently, there is no independent validation method with this level of 
precision and sensitivity. However, other techniques can partially validate these measurements. One such 
technique is quantitative polymerase chain reaction (qPCR). It allows measuring of RNA production rates 
(Schmittgen & Livak 2008). 
In the traditional PCR method, the critical result is the end product generated at the final cycle of the PCR 
reaction. In qPCR, the detection of the sample is monitored at each cycle of PCR reaction. It quantifies 
the relative or absolute amount of the amplified product between the samples. In detail, to perform qPCR, 
a total RNA has to be extracted from the cells, then converted into complementary DNA (cDNA) using 
the reverse transcriptase enzyme. Next, using the modified version of the standard PCR reaction cycle, 
specific primers are used to amplify the coding region of interest that have an amplicon size of 150-200 
bp. The amplified product can be detected in real-time in each cycle by fluorescent probes or fluorescent 
DNA binding dyes. These probes or dyes should be sequence-specific to an amplified region of the target. 
Considering when the DNA amplifies exponentially, the fluorescence amount should increase gradually 
above the background level. It is important to account for this background signal to generate meaningful 
information about the target, which is addressed by threshold cycle value (CT).  
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The threshold cycle value (CT), is the point at which the fluorescence signal is above the background level.  
This value tells the number of cycles it took to detect the signal from the sample. CT values are inverse to 
the amount of target product in the sample and correlate the number of target copies in the sample. Lower 
CT values indicate higher expression of the target product or vice versa (Schmittgen & Livak 2008). It is 
possible to determine the relative or absolute fold change in mRNA level between samples from CT values. 
One such method to determine the mRNA fold chain is “Delta–Delta CT” or the livak’s method (Livak & 
Schmittgen 2001). In this, reference (housekeeping) genes such as 16s rRNA or 23s rRNA, were used as 
internal controls for the relative quantification of the target mRNA levels and production rates. 
 
 
Figure 3.5: An example of qPCR results. Relative mRNA levels under the control of promoters PBAD and PtetA measured and 
compared in the exponential growth phase (Exp) and stationary growth phase (Stat) in different E. coli strains 
(rpoS+ and rpoS-). The error bars are based on three technical replicates from each sample. This image is used in 
Publication II and reprinted with permission from Elsevier. 
In this thesis, particularly in Publication II, using this method, we quantified the relative fold change in 
the mRNA expression of two promoters (PBAD and PtetA), under different growth phases (exponential and 
stationary), between two E. coli strains (Figure 3.5). The genes not affected by the experimental condition 
as used as internal reference genes (16s rRNA) for relative quantification of target mRNA expression levels 
(Livak & Schmittgen 2001). Apart from that, we also use this method to measure the induction curve of 
multiple promoters. In Publications III, IV and V, we also used qPCR to measure the mean transcription 
rates of various promoters in different media richness (discussed in detail in subsequent sections). 
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3.3.2 Western blotting 
Western blotting is one of the traditional analytical techniques in molecular biology, used to separate and 
detect the specific protein from a total mixture of proteins extracted from the cells. The following steps 
achieve this: Extraction of total proteins from the cell lysate, followed by proteins separation based on 
molecular weight using gel electrophoresis. Then, the separated protein is transferred on to a nitrocellulose 
or PVDF membrane to produce a band of each protein. Next, the proteins are blocked on the membrane, 
using the blocking buffer of 5% BSA or nonfat dried milk. Next, they are treated with a primary antibody 
specific to a target protein. Before the unbound antibody is washed off, a secondary antibody treatment is 
done to recognize and bind to the primary antibody. The bound antibody is then chemically treated to 
detect them as a single band under the chemiluminescence doc, which implies that the antibodies bind to 
a specific target of interest. The thickness of the band determines the quantity of target protein present. 
 
Figure 3.6: RNAp subunits quantification by the western blot method. Relative protein levels of RpoC ( a ?’ prime subunit of RNAp) 
and two sigma subunits namely, ?70 (RpoD) and ?38 (RpoS), measured in the exponential growth phase (exp) and 
stationary growth phase (stat) in  E. coli wild type (rpoS+) and deletion mutation (rpoS-) strains. This image is used 
in Publication II and reprinted with permission from Elsevier. 
In this thesis, in Publications II, III and V, to alter RNAp concentrations in live E. coli cells, we modified 
the Lauri broth medium ingredients with various concentrations. We then grew the cells in these tailored 
media so that the RNAp levels differed. By using the western blot technique, we measured the relative 
RpoC levels (one of the subunits of an RNAp enzyme complex) in different strains, for varying media 
richness. Additionally, in Publication II we also quantified the amount of the ?70 (RpoD) and ?38 (RpoS) 
concentrations in exponential and stationary growth phases (Figure 3.6).  
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3.3.3 Flow Cytometry 
Flow cytometry is an optical technique, used to detect and characterize the properties of an individual cell 
in heterogeneous populations. In real-time, it is able to analyze thousands of particles per second and 
perform multiple quantitative measurements with specified optical properties at a similar rate. It has three 
main components: Fluidics system, optical system, and workstation.  
 
 
Figure 3.7: Schematics of a flow cytometer. A single-cell suspension is focused on the light source (lasers). The signals are 
collected by the Forward light scatter detector and amplified, to convert them to digital form for further analysis. 
This picture is adopted from (Brown & Wittwer 2000). 
The fluidic system consists of sheath fluid, where cells are suspended and passed through the center of the 
laser beam, to measure their optical properties (Figure 3.7). The optics systems consist of lasers, beam 
optics, light-collecting optics, dichroic mirrors/filters, and detectors. The laser is used to excite molecules 
of cells, where the beam optics shape the laser beam into an elliptical spot at the center of the flow cell. 
The light collecting optics collects the light information (including forward scatter light, side scatter light, 
and fluorescence) from the cells. The collected light is separated by the dichroic mirrors and filtered by 
bandpass filters. The optical detectors are used to convert the light into electronic signals. The information 
from the cells that are processed by the optical system is further converted into digital signals with the help 
of the workstation. The process of collecting data from the cells using the flow cytometer is called acqui-
sition.  
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In this thesis, particularly in Publication V, we make use of the flow cytometer to study the single-cell 
distribution of protein expression levels in E. coli. Briefly, cells carrying plasmids having the target gene 
followed by mCherry fluorescence protein, under the control of the inducible promoter, were grown and 
induced with various concentrations of inducers. Using the flow cytometer, we measured the mCherry 
protein expression levels at various inductions. From these measurements, we obtained the single-cell 
distributions and extracted their mean, coefficient of variation, skewness, and kurtosis.   
3.4 Stochastic Simulation Algorithm and Stochastic Simulators 
Cellular functioning involves biochemical reactions between molecular species. As some of these molecu-
lar species are present in very low number, e.g. DNA, RNA and regulatory proteins in a cell, the simulation 
of the dynamics of such interactions needs a discrete model. In theory, using the Chemical masters equa-
tion (CME) it is possible, from knowing the current state of a chemical system, predict all possible future 
states of that system. However, for complex systems, one cannot solve this equation. Instead one can opt 
to simulate the dynamics of the model by sampling trajectories from the distribution described by the 
CME. This is the approach of the stochastic simulation algorithm (Gillespie 1976; Gillesple 1977; Gillespie 
1992; Gillespie 2007). 
The Stochastic Simulation Algorithm (SSA) of the chemical master equation, is an exact procedure for 
numerically simulating the time evolution of a well-stirred reacting system.  
The propensity function (a?) is defined as follows: 
??(?)??= the probability of the one reaction R? that occurs in volume V in the next infinite time intervals 
(t, t+dt).         
The propensity of the reaction indicates the system’s state and temporal evolution. The propensity func-
tion depends on the type of reacting species. For example, in unimolecular reactions, the constant c? is 
the probability of particular molecules X will spontaneously react via reaction R? in the next infinitesimal 
time interval dt. The propensity function of this reaction is: 
??(?) = c? X 
Similarly, for bimolecular reactions between two molecular species X1 and X2, the constant c? is the prob-
ability that a random pair of a molecule from X1 and X2 react with reaction R? in the next infinitesimal 
time interval dt. For this, the propensity function will be: 
??(?) = c? X1X2 
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Instead, if the reaction is between to identical molecules, e.g. of species X, and c? is the probability they 
will react in reaction R? after a dt infinitesimal time moment, the propensity will instead be:  
??(?) = c? X(X-1)/2 
In order to simulate the dynamics of a chemical system, at each moment, one needs to generate two 
random variables: i) the time that will take for the next reaction to occur (?) and what reaction will occur 
(?). These are given by (Gillespie 1976; Gillesple 1977):  
????? ???? ?? ? ?????????????????, 
where,   ????? ? ? ?????????  
One implementation of the stochastic simulation algorithm (SSA) is described below: 
Step 1: Initialize the step by setting t = 0 and x = x0. Where x is the vector state that consists of all molecular 
species in a system at a given time t and x0 is the state vector consisting of the initial concentration of 
molecular species. 
Step 2: Evaluate all propensity functions ??(?) and their sum a0(x). 
Step 3: Using a sampling procedure calculate the time taken for the next reaction to occur (?) and the index 
of this reaction (?). 
Step 4: If t + ? ? tstop terminate the simulation. 
Step 5: Set t = t + ? and x = x + v? 
Step 6: Go to step 2 or else end the simulation. 
3.5 Models of Transcription  
We produced several models of gene expression, with the aim of being able to make use of computer 
simulations in order to predict, mimic, or better visualize the cellular process. Once validated with empir-
ical data, the model serves as a framework to test new hypotheses. The models used here were essential in 
generating new hypotheses and find the key underlying mechanism responsible for the empirical observa-
tions. 
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In general, the models built using the stochastic formulation are described as a set of chemical reactions. 
A basic process is represented in reactions 3.1. 
A B  Ck? ??   (3.1) 
In reaction 3.1, A and B are two reactant molecules that, when reacting, form a product called C. This 
reaction has a stochastic rate constant k, which, along with the amount of A and B, define the propensity 
of the reaction. 
When modeling the transcription process, one can simplify it by considering only the most “rate-limiting” 
steps affecting the kinetics of the process (i.e the dynamics of RNA production) (Ribeiro et al. 2006). For 
example, the process of transcription can be modeled as a single-step reaction. 
 + +  +  kRNAp Pro Pro RNAp RNA??                                                              (3.2) 
Here, RNAp represents the RNA polymerase holoenzyme, Pro is the promoter and RNA is the end prod-
uct of this reaction. As neither RNAp nor Pro are consumed, they must also be products of the reaction. 
Meanwhile, k is the stochastic rate constant of this reaction. Note that, it assumed that there are no regu-
latory proteins (e.g. repressors) that could block transcription. As such, the gene would be continuously 
producing the RNA in a constitutive fashion. 
The model above is a much-simplified version of the transcription process, it does not consider any re-
versible steps or other rate-limiting steps in the transcription process, such as the open complex formation. 
For this, the model needs to be more complex. 
In E. coli, transcription initiation is a complex multi rate-limiting step process (McClure 1985; Saecker et 
al. 2011; Browning & Busby 2016), and it can be represented as follows: 
Pr x iK KCC OCRNAp o RP RP RNA
?? ??? ??? ???                                                          (3.3) 
Reaction 3.3 involves the binding of the RNA polymerase holoenzyme (RNAp), to the free Promoter (Pro) 
with a rate constant (Kx) to form a closed complex (RPcc). Following this, the closed complex undergoes 
isomerization to form an open complex step (RPoc) with rate constant (Ki). Next, RNAp enters into elon-
gation steps via scrunching, promoter escape, reaches termination point, and release RNA. The rate of 
formation this step is much faster than the other rate-limiting steps, and so it is represented as negligible 
or infinitely-fast the reaction. Note that the first step is reversible. As such, Kx depends on the forward and 
backward reactions. This accounts for the chemical instability of the closed complex. This model repre-
sentation was first proposed by Walter, Zillig, and colleagues (Walter et al. 1967). 
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Studies reported that in E. coli, at a given condition, transcription of highly expressed operons occurs in 
bursts, because of positive supercoiling buildup (PSB) (Chong et al. 2014). The PSB arises due to the 
presence of segments of topological constraints in the chromosomal DNA (Hardy & Cozzarelli 2005; 
Rovinskiy et al. 2012). Meanwhile, plasmids DNA only has transient topological constraints (Leng et al. 
2011), except plasmids encoding for membrane-associated proteins, carrying tandem copies of multiple 
binding sites or when expressed in E. coli strains lacking topA gene. In these, the segments of topological 
constraints are more efficient than the transient ones which lead to PSB (Deng et al. 2006). Recently, in 
vitro measurements showed that in the plasmids having only transient topological constraints, when 
buildup arise, they freely diffusive in the opposite direction leading to their annihilation (Chong et al. 2014). 
In this thesis, all promoters considered were inserted in a single-copy plasmid that lacks such segments of 
topological constraints. Due to this, the model for transcription initiation does not account PSB that could 
generate transcription bursts. 
In the Publication I, based on the empirical data and model assumed, we characterized the rate-limiting 
steps (particularly duration of closed and open complex formation) in transcription initiation of Promoter 
Plac/ara-1 in live E. coli cells. 
The transcription initiation model that best fitted the empirical data is  
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Reaction 3.4, represents the multi-step process of transcription initiation of an active promoter. It begins 
with the formation of the closed complex (RPc), i.e. the binding of the RNA polymerase holoenzyme (R) 
to an active promoter (PON). Once polymerase reaches the start site, it opens the DNA double helix, 
leading to the formation of the open complex (RPo). Next, the polymerase enters in elongation, clearing 
the promoter region. Here 1k  represents the rate at which polymerases find and bind to the promoter 
region. 2k and 1k?  are interpreted as the product of the rates of the elementary reactions. 
Reaction 3.5, represents the transitions between active (PON) and inactive states (POFF) of the promoter. 
In the context of our constructs, this is due to the binding and unbinding of regulatory molecules such as 
activator or repressor to the promoter region (Lutz et al. 2001), not an accumulation of positive 
supercoiling in the DNA (Chong et al. 2014). 
From the empirical data and model, we concluded that the time spent by the promoter in OFF state is ~ 
87s, while the time in closed complex formation is ~788 s and the time in open complex formation is 
~193 s. 
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In Publication II, we assumed a transcription model proposed in (Ribeiro et al. 2006). In addition to this 
model, we also considered the ? factors competition towards the core RNA polymerase, as these are a 
limited number in E. coli. We studied genes that are primarily transcribed by ?70 thus, binding of ?70 to 
core RNAp is represented as in reaction (3.6). E. coli has other ? factors and binding of core RNAp, as 
represented in reaction 3.7. 
7070 70.KRNAP RNAP? ?? ???                                                            (3.6) 
.iKi iRNAP RNAP? ?? ???                                                                                                                  (3.7) 
In the reactions 3.6 and 3.7, RNAP stands for the core RNA polymerase, ?70 is the primary sigma factor, 
and ?i stands for the other sigma factors. K70 and Ki are the rate constants of association and disassociation 
of sigma factor to core RNA polymerase to form RNAP holoenzyme (RNAP.?70 or RNAP.?i). From 
these reactions, one can estimate the approximate number of RNA holoenzyme carrying ?70. At 
equilibrium, the approximate number of RNAP.?70 is given by 
70
70 70
70
70
[ ][ . ] ~ [ ]
[ ] [ ]i i
KRNAP RNAP
K K
?? ? ??                                                                                            (3.8) 
In this equation 3.8, [RNAP] stands for the number of free-floating RNAP core enzymes, [?70] and [?i] 
are the number of ?70 and other ? factors, that are freely floating or in the holoenzyme form. 
Based on the transcription initiation model (including sigma factors interaction with RNAp, and multi 
rate-limiting steps) and empirical data, we measured the time intervals between the consecutive RNA 
productions along with the mean duration of the open complex formation of several genes. 
In Publication III, along with the transcription initiation model as described in reaction 3.3, we also 
model the gene activation times as follows, 
021 SII 21 ?? ???? ?? ?? kUptkUpt                                                                                         (3.9) 
Here, I1 is an uninduced state, I2 is an intermediate state, and S0 is the induced state, in which the promoter 
is available for transcription. The reactions occur at rates 1k and 2k , and are catalyzed by an uptake protein 
(Upt). The number of uptake proteins is expected to affect the rates of both steps, as the shape of the 
distribution did not change with inducer concentration. The process of activating transcription with an 
external inducer contains molecular events, such as the inducer being imported into the cytoplasm, 
binding to a transcription factor, releasing DNA repression loop, etc. (Megerle et al. 2008; Fritz et al. 2014; 
Choi et al. 2008; Schleif 2000). Also, these molecular level details differ between induction systems. 
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3.6 Tau (?) plots  
The kinetics of rate-limiting steps of transcription initiation have been measured making use of in vitro 
transcription assays and abortive initiation techniques (Buc & Mcclure 1985; McClure 1985).  
It was shown that there is a lag time before reaching a steady-state rate of abortive initiation products. This 
is the time taken by RNAp to find and bind to the promoter region to form the closed complex, and 
therefore it depends on the concentration of RNAp. Meanwhile, the next step, the open complex for-
mation, does not depend on this concentration (McClure 1985). Therefore, measuring the times for RNA 
production, at increasing high RNAp concentrations, it should make the first step ever faster, while not 
altering the time length of the second step. 
From this direct relationship between the lag times and the inverse of RNA polymerase concentrations, it 
is possible to draw a Lineweaver-Burk plot (Lineweaver & Burk 1934), named ‘tau (?)-plots’ (McClure 
1980). In these, the point where the line intercepts with the y-axis should correspond to the mean duration 
of the open complex formation, since that height should correspond to the lag time if the closed complex 
was infinitely fast. Meanwhile, the difference in height between this point, and the height of the original 
inverse of the rate of RNA production in the control condition should correspond to the closed complex 
formation, as it is the remainder between open complex formation and total time to produce one RNA. 
These measurements are relatively easy to perform in vitro using a transcription abortive assay because the 
concentrations of the components can be precisely controlled, no unknown components exist, and wide 
changes in concentrations are possible. Meanwhile, it is challenging to achieve this in vivo. For example, it 
is complex to determine how many RNAp molecules are, at a given moment, free for transcription, as 
there is a large amount of these molecules committed to transcription of various genes, at any given time. 
Further, changing RNA polymerases concentration in live cells is expected to disturb significantly their 
functionality (Gummesson et al. 2009).  
To address this, in Publication I, we established a method to change the RNA polymerase concentration 
in live E. coli cells (by changing media richness) that overcomes two major impediments. First, it is shown 
that the changes in media richness did not tangibly affect cell growth rates. Also, the RNA production 
rates were shown to change linearly with RNAp concentration, which is evidence that the fraction of RNA 
polymerases free for transcription was kept approximately constant within this range of conditions. This 
implies that it is possible to recreate, in vivo, the conditions met by the in vitro measurements. 
Given this, by altering media richness with the method proposed in Publication I, we dissected the mean 
duration of the steps prior and after commitment to open complex formation from measurements of the 
RNA production rate at different RNAp concentrations. Finally, assuming current models of transcription, 
we interpreted these times as estimates of the closed complex and open complex formations. 
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Figure 3.8: Absolute ?-plot. Estimating the duration of open complex formation of Plac/ara -1, by plotting the mean intervals be-
tween the transcription events on X-axis versus the inverse of RNAp concentration on Y-axis. This picture is 
adopted from a Publication I. 
In this thesis, ?-plots (absolute and relative) have been used in all Publications. For absolute ?-plots, the 
mean time-scale of intervals between two consecutive RNA production events is obtained from time-lapse 
microscopy data of time intervals between consecutive RNA production events in individual cells. These 
intervals duration is then plotted against the inverse of the concentration of RNAp on the x-axis (Figure 
3.8). In relative ?-plots, the rate of RNA production in each condition is obtained from qPCR data, which 
is also plotted against the inverse of the RNAp concentration. With this data, one can only measure the 
rate of RNA production relative to the control. Thus, one can also only estimate the relative duration of 
open complex formation.  
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This chapter presents computational tools implemented for image analysis in the works composing this 
thesis. These tools are used in cell segmentation and RNA spot detection and quantification from time-
lapse microscopy images. The quantification of the time intervals is discussed in the final section of this 
chapter. 
4.1 Cell Segmentation and Lineage Construction 
Many genes in E. coli are expressed in a rare and stochastic fashion, meaning that few transcripts are pro-
duced during the cells lifetime (So et al. 2011). Therefore, to characterize the kinetics of this process, one 
needs to observe many cells, sometimes for several generations. Performing such experiments requires 
multi-modal microscopy (e.g. fluorescence and phase contrast) and single-molecule fluorescent probes.  
Manual extraction of the data from the microscope images is inappropriate due to being laborious, but 
also because it may lead to the introduction of errors (usually biased and differing between people collect-
ing the data). Thus, robust image analysis and signal processing tools provide much support for performing 
accurate and unbiased extraction and quantification of the desired measure/variable of the study. 
The first step in microscopy image analysis is cell segmentation, where cells are detected and automatically 
segmented from the image. The location, orientation, and size of the cells are measured using principal 
component analysis (PCA). The segmentation methods require the cells to be spatially sparse. In case of 
cell clusters, more sophisticated methods of cell segmentation are required, e.g. employing multi-scale 
morphological edge detection with denoising filters to segment the clusters into an initial set of candidate 
segments (Hakkinen et al. 2013). The level of accuracy obtained by this tool is therefore very high. Next, 
to analyze time-series microscopy images, consecutive images are aligned using cross-correlation. This 
alignment removes possible drifts occurred during image acquisition. The sources of drift include move-
ment of the stage, temperature change, media inflow, etc. which hamper the tracking of cells over genera-
tions.  Once individual cells are segmented in one image, it is possible to construct cell lineages, provided 
that there is no drift larger than, e.g. a cell’s size. 
4 IMAGE AND DATA ANALYSIS 
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Figure 4.1: Phase-contrast and confocal images of E. coli cells. In the phase-contrast image (A) the cells were segmented and 
corresponding confocal image (B), cells with MS2-GFP-RNA spots, which were detected and segmented as well.  
To perform multi-modal cell segmentation in acquired microscopic images, we made use of software 
“MAMLE” (multi-resolution analysis and maximum likelihood estimation) (Chowdhury et al. 2013). It 
performs automatic segmentation of the cells but allows the results to be manually corrected, if necessary. 
An example image of how the cells are segmented is shown in Figure 4.1a. To establish the relationships 
between the cells in sequential frames, we also use the software “CellAging” (Hakkinen et al. 2013). It is 
established as follows: a segment overlapping is most associated with each segment in the next frame. If 
the association is one to one, it is assumed that it is the same cell (no cell division occurred). Else, if the 
association is more than one, it is interpreted as a cell division. For one to zero or zero to one association, 
no relation between the segments is established. 
In all Publications I-V, we made use of this software to perform cell and spots segmentation and tracking. 
4.2 Spot Detection  
Once the segmentation is concluded, the next step is to extract the information on the confocal images, 
i.e. to quantify the RNA molecules in each cell. For that, the alignment of the segmented mask cells of 
phase-contrast images to corresponding confocal images is required (Figure 4.1b). The confocal images 
contain the cells with RNA spots trapped inside the MS2 GFP complex (Figure 4.1b) (Golding et al. 2005; 
Golding & Cox 2004). In order to estimate the spot intensity inside the cells, it has to be segmented as in 
Figure 4.1b and the fluorescence intensity distribution of a spot is detected by Kernel density estimation 
(KDE) method using a Gaussian Kernel (Ruusuvuori et al. 2010) and Otsu’s Threshold (Otsu 1979).  
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Figure 4.2: Single-cell distribution of RNA spot and cell intensities. Spot intensities (Top), cell intensities (bottom). The solid black 
lines show the overall estimated distributions, the dashed black lines their components and the dashed gray lines 
the decision boundaries. Adapted and modified with permission from (Hakkinen et al. 2014). 
Once the spot is detected, more features of the spot, such as position, total fluorescence intensities, and 
area are extracted. Then the spot intensity is corrected to background fluorescence by multiplying the area 
of the spot with the average intensity outside the spot and then subtracting that from the total intensity of 
each spot. From the histogram of all spots intensity, the number of RNA molecules of the cells can be 
extracted by normalizing it with the intensity of a single tagged RNA molecule (Golding et al. 2005). The 
peaks correspond to the integer-valued number of RNAs. An example image of RNA number detection 
is shown in Figure 4.2. 
In general, the best estimations of the intensity of a single RNA are obtained by using the first peak of the 
distribution of spots intensity. This can be further improved by, e.g., measuring spots intensity in cells with 
very weak induction, with most cells not having a spot, thus implying that the existing spots are very likely 
to be a single RNA. 
In this thesis, cell segmentation, spot detection, and RNA counting methods were used in all Publications. 
4.3 Extraction of Time intervals from Total Spot Fluorescence over time 
In all Publications I -V, we used time-lapse images to monitor the dynamics of transcription events in 
live cells. The information from these images can be used to build detailed models of transcription at a 
single-cell level. 
Time-series images have significantly more information on RNA production dynamics than single time 
point images. E.g. many production dynamics could generate the same RNA numbers in a given 
population. Time-lapse images allow identifying with precision the production dynamics. 
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Since the lifetime of RNA molecules trapped inside the MS2-GFP system is much longer than the cell 
division time (Peabody 1993; Golding & Cox 2004), the total spot intensity in the cell tends to increase 
over time, as new RNA molecules are produced (Tran et al. 2015). Only cell divisions are able to decrease 
RNA numbers in the cells. 
Due to the high fluorescence of each spot, provided that the cells and cells are clearly visible and that 
detailed segmentation is performed, the moments when novel target RNAs appear are visible as a discrete 
“jump” in the total spot fluorescence intensity of the cell over time. In general, each jump corresponds to 
the production of a single RNA molecule. Figure 4.3b depicts an example of the usage of the jump 
detection method when applied to a time-lapse graph of the scaled intensity of spots in one.  
 
Figure 4.3: Quantification of integer-value RNA molecules in individual cells. A) Top: An example confocal image over time, with 
a cell expressing MS2 GFP along with two target RNA spots. Bottom: segmentation of the example cell and the 
RNA spots within, white circles. B) Scaled spot intensities over time along with the best-fitting monotonic piecewise-
constant curve (black line) from which ?t intervals are estimated by measuring the times between jumps. C) Dis-
tributions of time intervals between consecutive RNA productions in individual cells under the control of promoter 
PtetA (Left) and PBAD (Right). The dark gray bars show the distribution of RNA intervals from cells measured in 
the exponential phase, while light gray is data from cells in the stationary phase. Images were obtained and mod-
ified from Publication II. 
This method is used to extract the time intervals between two consecutive RNA production events in each 
cell (Figure 4.3c). From these distributions of time intervals, a stochastic model of transcription was built 
with a specific number of rate-limiting steps using the maximum likelihood ratio test, which evaluates the 
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best-fitted models to the data (Hakkinen & Ribeiro 2015). In particular, assuming the model in reactions 
3.4 and 3.5, the data allows estimating the values of the rate constants. 
In all Publications, we used this method to obtained time intervals between RNA production events from 
many promoters, under various growth conditions and induction schemes. Particularly, in Publication II, 
we extracted the transcription time intervals from wild type (WT) and deletion mutant E. coli cells, when 
growing in an exponential growth phase and stationary growth phase. Later, based on these distributions, 
we estimated a two-step model of transcription initiation which best-fits the data. 
 
Figure 4.4: Cartoon of RNAs spot appearance in the cells. A) Cells containing the reporter (MS2-GFP system) and target plasmids 
(MS2-96BS) placed under the microscope and continuously supplied with media and inducers. At t =0, cells are 
induced with the target plasmid inducers. B) Illustration of RNA production events in individual cells and their re-
spective lineages (shown in circles). The dotted line represents the time when inducers were added. t0 represents 
the waiting time to produce the first RNA, and ?t represents the time intervals between the consecutive RNA 
production events in the cells. This image was obtained from Publication III and modified.  
It is worth noting that, the “jump” detection method can also be used to determine the appearance of the 
first RNA production event inside the cells, following induction. In Publication III, we measured the 
time taken for the first RNA to appear in the cells, when under the control of Lac/ara-1 in individual cells 
and their subsequent lineages. This promoter is regulated by two transcription factors; AraC is the activator 
molecule, inducible by Arabinose and the repressor of LacI, i.e.,  isopropyl ?-D-1-thiogalactopyranoside 
(IPTG) (Lutz & Bujard 1997; Mäkelä et al. 2017). To set up such experiments, we used a peristaltic pump, 
which allows supplying the media with the respective inducers to the cells, while monitoring under the 
microscope. From the time series images, we estimated the time for the appearance of the first RNA in 
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each cell after induction, which is denoted as t0. Subsequent production events allowed measuring RNA 
production intervals, which are denoted as ?t. An example image is depicted in Figure 4.4. 
4.4 Asymmetry and Tailedness of the Distribution of Transcription Intervals 
Most of the knowledge of E. coli gene expression is limited to mean and noise level. It is worth noting that, 
from the distributions of time intervals between the RNA productions, it is possible to measure the 
asymmetry and tailedness in the dynamics of RNA production, which ought to contribute to phenotypic 
changes in the cells, particularly in the occurrence of threshold crossing in protein and/or RNA numbers. 
In Publication IV and V, we measured the asymmetry and tailedness of distributions of time intervals 
between consecutive RNA production (?t ) in individual cells. For this, we obtained the Skewness (S) and 
Kurtosis (K) of those distributions, as a means to quantify skewness and kurtosis, respectively.  
Skewness equals the third moment of the distribution to the cube of standard deviation: 
? ?
??
3
3
?t
?t- ?t
S                                  (1) 
Whereas kurtosis is the fourth moment of the distribution to the power of four to the standard deviation: 
? ?
??
4
4
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?t- ?t
K                    (2) 
To estimate the sample skewness (Ss) and kurtosis (Ks) of experimentally measured and simulated data, we 
apply a correction to increase the precision of the estimates for samples from asymmetric distributions in 
the above equations (D. N. Joanes & C. A. Gill 1998). This correction does not affect significantly 
distributions with a large sample size (>100) (D. N. Joanes & C. A. Gill 1998). 
?? ?
???????
??? ? ?                                             (3)               
? ?
? ?? ? ? ? ? ?? ?K
?? ? ? ?? ?
n 1
n 1 - 3 n 1 3
n 2 n 3S
K                                                                                               (4) 
To obtain confidence boundaries on sample skewness and kurtosis, we performed non-parametric 
bootstrap as in (DiCiccio & Efron 1996; Carpenter & Bithell 2000). Namely, for each data set, we 
resampled the data randomly with replacement (using the original amount of samples) 105 times, and 
calculated the bootstrap sample skewness (Ssb), and kurtosis (Ksb). As the obtained Ssb and Ksb distributions 
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were well-approximated by a normal distribution, we estimated the standard uncertainty as to the 68% 
percentile confidence interval of the obtained Ssb and Ksb distribution.  
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One of the key achievements of Molecular Biology is the unraveling of the mechanisms used by cells to 
perform transcription, including the complex process of initiation and its regulation apparatus. Most of 
these achievements were accomplished by making use of in vitro techniques (McClure 1985) that were able 
to dissect the apparatus and, from there, measure the kinetics and identify the parts composing the core 
machinery. From the results, it was possible to design detailed models that capture the rate-limiting, multi-
step nature of transcription initiation (deHaseth et al. 1998). 
With the advent of microscopy imaging of fluorescent molecules (Shimomura 1962; Tsien 1998), two new, 
main advances were made possible. First, it was observed that gene expression dynamics is stochastic in 
nature (McAdams & Arkin 1997; Arkin et al. 1998; Elowitz & Leibler 2000). Interestingly, previous evi-
dence was presented in, e.g. (Neunauer & Calef 1970). Second, in vivo measurements of RNA numbers in 
individual cells identify an ON/OFF mechanism, preceding transcription initiation (Golding et al. 2005; 
Yu et al. 2006; Muthukrishnan et al. 2012), later explained to be the result of positive supercoiling buildup 
(Chong et al. 2014). 
These, and several other findings, e.g. on the mechanics of promoter escape (Margeat et al. 2006), have 
allowed a better understanding of how core mechanics and regulatory mechanisms allow fine-tuning of 
gene expression in Escherichia coli. 
Our work has focused on one such mechanism, namely, on the two-step nature of active transcription 
initiation and E. coli’s ability to regulate these steps independently. In particular, the five Publications com-
posing the thesis contribute by, ?rst, proposing a method to dissect and measure the in vivo dynamics of 
the rate-limiting steps of transcription initiation using time-lapse microscopy and stochastic modelling 
(Publication I). Next, we quantified the effects of selectivity and sensitivity of indirect regulation by global 
changes in ? factor numbers on promoters primarily transcribed by RNAp.?70 holoenzymes (Publication 
II). Afterward, we identified and quantified, at the RNA level, the effects of intake time of inducers on 
single-cell phenotypic variability. One interesting aspect of the effects of this phenomena is that, while 
long-lasting (several generations), they are, nevertheless, transient, unlike noise in transcription (Publica-
tion III). The results of the final work contribute to better profiling of the effects of the stochastic nature 
of gene expression, by providing evidence that there is regulation and evolvability in the asymmetry and 
5 RESULTS: SUMMARY AND CONCLUSIONS  
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tailedness of single-cell distributions of RNA and protein numbers. Further, we identified one of the reg-
ulatory mechanisms of these noise components to be the relative durations of the steps prior and after 
commitment to open complex formation (Publications IV and V). 
In detail, in Publication I, following similar principles as in vitro techniques, we proposed a method to 
dissect the kinetics of the rate-limiting steps in transcription, along with possible ON/OFF processes, 
from in vivo measurements of distributions of time intervals between consecutive transcription events in 
individual cells. Then, by applying a model-fitting procedure to the empirical data, we quantified the con-
tribution of each rate-limiting step to those intervals.  
We found that, in live, individual cells, under full IPTG and Arabinose induction, the closed complex for-
mation of this promoter lasts ~788 s, while subsequent steps last ~192 s, on average. We also found 
evidence that the closed complex formation usually occurs multiple times prior to each successful com-
mitment to open complex formation. Further, the promoter intermittently switches to an inactive state 
that, on average, lasts ~87 s, consistent with the effects of intermittent repression of the promoter by LacI, 
even in the presence of inducers. 
We expect the methodology proposed to be applicable to any gene whose changes in transcripts produc-
tion rates are linear with changing RNAp concentrations. One interesting application of this methodology 
would be in quantifying the effects of changing environments on the dynamics of transcription, at the rate-
limiting step level.  
In Publication II, we studied the selectivity and sensitivity to indirect regulation by changes in ? factor 
numbers, in promoters primarily transcribed by RNAp.?70 holoenzymes.  
First, from the mathematical analysis of a 2-step model of transcription initiation, we argued that the sen-
sitivity of a promoter preferentially transcribed by RNAp.?70 holoenzymes to changes in ? factors numbers 
(other than ?70) should mainly depend on two factors. The first is the ratio between the duration of the 
closed and the open complex formation, which is sequence-dependent and subject to regulation. The sec-
ond is the degree of change in ? factors numbers. To validate the model-based predictions, we used qPCR 
to compare RNA production rates of several promoters, under various induction schemes, and various 
growth phases, prior and after increases in ?38 numbers.  
The measurements were found to be in agreement with the model predictions in a statistical sense, con-
firming that the response of a promoter to changes in ?38 numbers increases with the ratio between the 
duration of the closed and open complex formations.  
For validation, we performed single-RNA in vivo microscopy in rpoS? and rpoS? cells of the transcriptional 
activity of the promoters used, with the highest and the lowest ratio between the duration of the closed 
and open complex formation. As predicted, only in the former is the transcriptional activity affected. By 
showing that this does not occur in the deletion mutant cells for ?38, we concluded that the cause for the 
changes in transcription activity was the increase in ?38 numbers. 
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We conclude that, in E. coli, a promoter’s responsiveness to indirect regulation by ? factor competition is 
determined by its sequence-dependent, dynamically regulated ratio between the duration of the closed and 
the open-complex formation.  
In Publication III, we investigated the effects of noise in inducer intake times on cell-to-cell variability 
in RNA numbers of the target gene. Further, we investigated whether the effects of this extrinsic noise are 
promoter initiation kinetics dependent. Based on the multi-step nature of transcription, we hypothesized 
that, if the source of extrinsic noise (the inducer) only affects one of the rate-limiting steps (e.g. increases 
the rate of the open complex formation alone), then it would affect more strongly genes whose initiation 
kinetics is mostly rate-limited by that step. Further, we considered that there is significant variability be-
tween cell lineages, which should also be accounted for. 
To study this, we followed by time-lapse microscopy independent cell lineages generated from individual 
cells for several generations. We then measured single-cell activation times and transcription intervals for 
different promoters induced by IPTG (Plac/ara-1 and Plac), and for different inducers on the same promoter 
(Plac/ara-1 induced by IPTG and by Arabinose).  
Our results indicate that extrinsic noise from upstream processes, such as the intake time of external in-
ducers, has a significant, but transient influence. As the mean and variability of these times differ with the 
inducer, lineage-to-lineage variability in RNA numbers also differs with the inducer. Meanwhile, we ob-
served that lineage-to-lineage variability in RNA numbers also differ with the promoter. 
In search of the mechanisms that could explain the latter, we considered that, depending on the source of 
extrinsic noise, different steps of transcription are expected to be affected (e.g. different transcription fac-
tors act at different steps, and thus the variability in their numbers will affect mostly the variability in the 
kinetics of those steps alone). For that, we considered the effects on RNA production should depend on 
the relative duration of the step affected (relative to the overall duration of the multistep transcription 
initiation process). I.e. if the steps affected are relative short time-lengthed, the effects ought to be weak, 
and vice versa. This explanation was found to be in agreement with the empirical data. We thus concluded 
that a promoter’s susceptibility to external noise in activation times is both sequence-dependent and sub-
ject to regulation.  
Finally, from the literature, the probability with which RNA and/or protein numbers of a gene cross a 
threshold is quantified from the mean and variance of protein numbers (Eldar & Elowitz 2010; Leibler & 
Kussell 2010; Raj & Oudenaarden 2008; Thattai & van Oudenaarden 2001; Thattai & Oudenaarden 2004). 
However, this probability would differ if the single-cell distribution of these numbers could change its 
asymmetry and tailedness. In Publication IV and V, we investigated whether there are asymmetry and 
tailedness in the distributions of time intervals between two consecutive RNA productions in individual 
cells and whether (and by which degree) the rate-limiting steps of transcription initiation can control these 
parameters. 
To study this, first, we considered the stochastic model of transcription initiation and investigated how the 
asymmetry in the distribution of RNA and protein numbers differ within realistic ranges of parameter 
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values. Second, we performed live, single-cell, single-RNA microscopy measurements (time series and cell 
populations) and qPCR in live individual cells, in various conditions, including multiple promoters and 
induction schemes.  
From the data, we measured the asymmetry (assessed by skewness) and tailedness (assessed by kurtosis) 
and showed that it differs between the conditions. In addition, we showed that it is independent of the 
mean and that they are sequence-dependent (by comparing the kinetics of multiple promoters) and subject 
to regulation (by comparing the kinetics of genes subject to various induction schemes and regulatory 
molecules). Next, we dissected how skewness and kurtosis in RNA and protein number distribution can 
be regulated by tuning the kinetics of the rate-limiting steps in transcription initiation. In particular, we 
showed that by tuning the skewness of the transcription initiation kinetics, within realistic parameter values, 
one observes modifications in protein numbers dynamics strong enough to, likely, affect the behavior of 
small genetic circuits.  
Overall, we concluded that skewness and kurtosis are tunable via the regulation of rate-limiting which is 
both evolvable and adaptable. As such, the study should be of interest to a wide audience of researchers 
using experimental and/or theoretical methods to study gene regulatory mechanisms and genetic circuits, 
as it introduces another parameter of relevance in the regulation of threshold crossing dynamics. 
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Over the last few decades, the regulation of gene expression at the transcription level has been a major 
goal of Molecular Biology. The work presented in this thesis adds to this effort with new findings on how 
to dissect the different steps in transcription initiation and how to make use of the kinetics of these steps 
to better fine-regulate regulate gene expression in E. coli. 
So far, our methodology to dissect transcription initiation as only be applied to synthetic promoters, whose 
expression is under control of an inducible promoter. It would be of interest in the future to study how 
this methodology works when applied to natural genes, e.g. genes associated to cold-shock response in E. 
coli. For example, when cells are subjected to such temperatures, what is different in the kinetics of initiation 
of cold-shock genes compared to general responses? This can be answered by using the strategy proposed 
in this thesis. Answers to this question will inform on whether fine-tuning of the kinetics of rate-limiting 
steps in transcription initiation is used as a means to provide robustness to cold-shock genes, or a means 
to ensure that they have a fast response. One interesting question in this regard is how have such genes 
evolved so that some cold-shock genes have a short-term, while others have a long-term response? Do 
they have opposing patterns of transcription initiation dynamics (e.g. the former have fast while the latter 
have slow close complex formation?). 
Similarly, we expect that rate-limiting steps of closely space promoters will be significantly different, when 
compared to isolated promoters, e.g., to reduce transcription interference. Also, do these cells implement 
different kinetics of initiation in genes with one copy number and genes with multiple copies? Or, are these 
means of regulation to control cases where the gene becomes multi-copy?  
Further, having observed that changes in gene expression in response to other ? factors populations differ 
from gene to gene, due to their distinctive kinetics of transcription initiations combined with the ? factors 
selectivity process. To what extent does this affect small genetic networks e.g. toggle switch, oscillator, 
genetic clocks, etc.? One can argue that, if the components genes in the network respond in opposite 
manner to sigma factor fluctuations, depending on their initiation kinetics, these networks may have a 
wider range of dynamic responses than previously suggested. It also opens new possibility in the field of 
synthetic engineering of circuits. We hypothesize that cells may have evolved the initiation kinetics of some 
component genes as a means to govern reactivity to stress conditions, as a means to enhance robustness. 
6 DISCUSSION  
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Overall, we expect our studies to contribute to the development of more sophisticated synthetic genes and 
circuits with tailored RNA and protein production dynamics, by making use of fine-tuning of the dynamics 
of the rate-limiting steps in transcription initiation. We expect this to be a key strategy that will assist 
biomedicine and biotechnology in the effort of regulating cellular behavior for pharmaceutical purposes, 
industrial output enhancement, etc. 
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Abstract
We investigate the hypothesis that, in Escherichia coli, while the concentration of RNA polymerases
differs in different growth conditions, the fraction of RNA polymerases free for transcription remains
approximately constant within a certain range of these conditions. After establishing this, we apply a
standard model-ﬁtting procedure to fully characterize the in vivo kinetics of the rate-limiting steps in
transcription initiation of the Plac/ara-1 promoter from distributions of intervals between transcription
events in cells with different RNA polymerase concentrations. We ﬁnd that, under full induction, the
closed complex lasts ∼788 s while subsequent steps last ∼193 s, on average. We then establish that
the closed complex formation usually occurs multiple times prior to each successful initiation event.
Furthermore, the promoter intermittently switches to an inactive state that, on average, lasts ∼87 s.
This is shown to arise from the intermittent repression of the promoter by LacI. The methods em-
ployed here should be of use to resolve the rate-limiting steps governing the in vivo dynamics of ini-
tiation of prokaryotic promoters, similar to established steady-state assays to resolve the in vitro
dynamics.
Key words: free RNA polymerase, in vivo transcription dynamics, rate-limiting steps, reversible closed complex formation, repressor
binding dynamics
1. Introduction
Gene expression has been intensively studied with the relatively new
tools provided by ﬂuorescent proteins and microscopy techniques
with single-molecule resolution, in both prokaryotic1–5 and eukaryot-
ic6,7 systems. These studies have established that this process cannot be
fully characterized by the mean protein production rate,8–12 since cells
exhibit ﬂuctuations (i.e. noise) over time and diversity in numbers
across populations,13 which, among other things, generates phenotyp-
ic diversity.8 The noise has generally been investigated through indir-
ect means, such as by observing the diversity in RNA and protein
numbers in cell populations.2,3,10,11,14 Other, more direct means
consist of observing the distribution of intervals between RNA pro-
ductions2,4,5 and between protein bursts in individual cells.3,15
From these observations, a wide range of gene expression beha-
viours have been reported and, therefore, signiﬁcantly different prob-
abilistic models of transcription have been proposed.2,4,16–18
In general, higher-than-Poissonian variability in RNA numbers has
been explained by models in which the promoter intermittently
switched into an inactive state, resulting in bursty RNAproduction dy-
namics.2,16,19 Meanwhile, lower-than-Poissonian variability appears
to be more consistent with models assuming multiple rate-limiting
steps.4,5,16,20,21
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There is direct experimental evidence for the existence of both me-
chanisms. Recently, Chong et al.19 showed that bursts of RNA pro-
duction can emerge due to positive supercoiling build-up on a DNA
segment, which eventually stops transcription initiation for a short
period until the release of the supercoiling by gyrase. On the other
hand, the existence of rate-limiting steps was established by studies
using steady-state assays.22–24 Also, more recently, by ﬁtting a mono-
tone piecewise-constant function to the ﬂuorescence signal from
MS2-GFP tagged RNAs in individual cells, it was shown that in
vivo RNA production can be a sub-Poissonian process.4,5,20,21
Recent studies have considered the possibility that both mechan-
isms can be present in a single promoter.16,25 In ref. 25, a model in-
cluding both mechanisms was proposed, and statistical methods
were developed to select the relevant components and estimate the ki-
netics of the intermediate steps in initiation based on empirical data.
However, this method cannot distinguish the order of the steps which
occur after the start of transcription initiation, nor can it determine
their reversibility, which recent evidence suggests may play a signiﬁ-
cant role in the dynamics of RNA production.26
A complete model for transcription in prokaryotes must account,
apart from the genome-wide variability in noise levels,17,27,28 for the
well-established genome-wide variability in mean transcription
rate2,3,8 and in fold change (ratio of production rate between zero
and full induction)29 in response to induction found, e.g. in Escheri-
chia coli promoters. For example, in vitro measurements on fully in-
duced variants of the lar promoter showed that the mean interval
between transcription events of these variants differs by hundreds of
seconds.29 Promoters also differ widely in range of induction, even
when differing only by a couple of nucleotides.29,30 For example,
while PlarS17 has an induction range of 500 fold, PlarconS17 has an in-
duction range of 4.5-fold, even though it only differs by 3 point muta-
tions.29 This wide behavioural diversity is likely made possible by the
sequence dependence of each step in transcription initiation.29
Thus far, the strategies used in vitro to characterize the kinetics of
the steps involved in transcription initiation22,26 have not been applied
in vivo since they rely on measuring transcription for different RNA
polymerase (RNAp) concentrations. Such a change in cells is expected
to have a multitude of unforeseen effects31 (in addition to the side ef-
fects of the means used to alter RNAp concentrations), which hampers
the assessment of its consequences to the duration of the closed com-
plex formation of a speciﬁc promoter. However, it is reasonable to hy-
pothesize that, for certain small ranges of RNAp concentrations, these
side effects will be negligible and thus, in such ranges, the inverse of the
rate of transcription will be linear with respect to the inverse of the free
RNAp concentration.
Importantly, in E. coli, RNAp concentrations have been shown to
vary widely with differing growth conditions.32 As such, herewemake
use of different media richness to achieve different RNAp concentra-
tions and test whether within this range of conditions, the RNA pro-
duction rate changes hyperbolically with the RNAp concentrations
(i.e. if the inverse of this rate changes linearly with the inverse of
the RNAp concentration). Having established this relationship, we
make use of it to study the in vivo kinetics of transcription initiation
of Plac/ara-1. In particular, we perform measurements of the time inter-
vals between RNA productions at the single molecule level in different
intracellular RNAp and inducer concentration conditions, which we
use to derive a more detailed model of transcription initiation of
Plac/ara-1. For this, we ﬁrst extrapolate the mean interval between
production events to the limit of inﬁnite RNAp concentration, so as
to estimate the in vivo durations of the open and closed complex
formations of this promoter. Next, we examine the signiﬁcance of
an intermittent inactive promoter state, and the role of LacI in the
emergence of this state. Finally, for the ﬁrst time in vivo, we determine
the reversibility of the closed complex formation.
2. Materials and methods
2.1. Cells and plasmids
For single-cell RNAp ﬂuorescence measurements, we used E. coli
W3110 and RL1314,33 generously provided by Robert Landick,
University of Wisconsin-Madison. For single-cell transcription inter-
val measurements, we used E. coli DH5α-PRO (generously provided
by Ido Golding, Baylor College of Medicine, Houston). The strain in-
formation is: deoR, endA1, gyrA96, hsdR17(rK- mK+), recA1, relA1,
supE44, thi-1, Δ(lacZYA-argF)U169, Φ80δlacZΔM15, F-, λ-, PN25/
tetR, PlacIq/lacI and SpR. This strain contains two constructs: a high-
copy reporter plasmid vector PROTET-K133 (carrying MS2d-GFP
under the control of PLtetO-1) and a single-copy plasmid vector pIG-
BAC carrying the target transcript (mRFP1 followed by 96
MS2-binding sites) under the control of Plac/ara-1.
2 This promoter is lo-
cated approximately 2 and 9 kb from the origin of replication (Ori2)
and the plasmid size is 11.5 kb.2 This system has been used to measure
the distribution of time intervals between RNA production events due
to its ability to detect individual target RNA molecules consisting of
numerous MS2 coat protein binding sites, which are rapidly bound
by ﬂuorescently tagged MS2 coat proteins. These can be seen as
they are produced under a ﬂuorescence microscope as ﬂuorescent
foci.2,4,5,20,21 Finally, we used the plasmid pAB332 carrying
hupA-mCherry to visualize nucleoids (generously provided by
Nancy Kleckner, Harvard University, Cambridge, MA, USA). For
our measurements, we inserted this plasmid into DH5α-PRO cells
so as to detect nucleoids in individual cells during the live cell micros-
copy sessions. HupA is amajor nucleoid associated protein (NAP) that
participates in its structural organization.34
2.2. Chemicals
The components of Lysogeny Broth (LB) were purchased from LabM
(UK), and antibiotics from Sigma-Aldrich (USA). For RT-PCR, cells
were ﬁxed with RNAprotect bacteria reagent (Qiagen, USA). Tris
and EDTA for lysis buffer were purchased from Sigma-Aldrich and
lysozyme from Fermentas (USA). The total RNA extraction was
done with RNeasy RNA puriﬁcation kit (Qiagen). DNase I, RNase-
free for RNA puriﬁcation, was purchased from Promega (USA). iS-
cript Reverse Transcription Supermix for cDNA synthesis and iQ
SYBR Green supermix for RT-PCR were purchased from Biorad
(USA). Agarose, isopropyl β-D-1-thiogalactopyranoside (IPTG), ara-
binose, and anhydrotetracycline (aTc) are from Sigma-Aldrich.
2.3. Growth media
To achieve different RNAp concentrations in cells, we altered their
growth conditions as in.35 For this, we used modiﬁed LB media
which differed in the concentrations of some of their components.
The media used are denoted as m×, where the composition per
100 ml are: m grams of tryptone, m/2 gram of yeast extract and 1 g
of NaCl (pH = 7.0). For example, 0.25× media has 0.25 g of tryptone
and 0.125 g of yeast extract per 100 ml.
2.4. Relative RNAp quantiﬁcation
We measured relative RNAp concentrations in cells using four differ-
ent methods. First, relative RNAp concentrations in the strainsW3110
and DH5α-PRO were measured from the relative rpoC transcript
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levels obtained using RT-PCR. Cells containing the target plasmid
with Plac/ara-1-mRFP1-96BS and the reporter plasmids were grown
overnight in respective media. Cells were diluted into fresh media to
an OD600 of 0.05. After 110 min, cells were re-diluted to an OD600
of 0.05 into respective media containing IPTG (1 mM) and arabinose
(1%). After 70 min, RNA protect reagent was added to ﬁx the cells,
followed by enzymatic lysis with Tris–EDTA lysozyme buffer (pH
8.3). RNA was isolated from cells using RNeasy mini-kit (Qiagen).
One microgram of RNA was used as the starting material. The
RNA samples were treated with DNase free of RNase to remove re-
sidual DNA. Next, RNAwas reverse transcribed into cDNA using iS-
CRIPT reverse transcription super mix (Biorad). RT-PCR was
performed using Power SYBR-green master mix (Life Technologies)
with primers for the ampliﬁcation of the target gene at a concentration
of 200 nM. Reactions were carried out in triplicate with 500 nM per
primer with a total reaction volume 20 μl. The following primers were
used for quantiﬁcation: RpoC-F: CGTCAGATGCTGCGTAAAGC,
RpoC-R: GCGATCTTGACGCGAGAGTA, mRFP1-F: TACGACG
CCGAGGTCAAG, mRFP1-R: TTGTGGGAGGTGATGTCCA. Esti-
mated relative RNAp concentrations R^m in each condition m, and
their standard uncertainties σðR^mÞ, were calculated according to the
ΔC0T method.
36
Second, E. coli RL1314 cells with ﬂuorescently tagged β′ subunits
were grown overnight in respective media. A pre-culture was prepared
by diluting cells to an OD600 of 0.1 with fresh speciﬁc medium, and
grown to an OD600 of 0.5 at 37°C at 250 rpm. Cells were pelleted
by centrifugation and re-suspended in saline. Fluorescence from the
cell population was measured using a ﬂuorescent plate-reader (Ther-
mo Scientiﬁc Fluoroskan Ascent Microplate Fluorometer).
Third, relative RNAp concentrations were also estimated based on
the growth rates of DH5α-PRO cells in Supplementary Fig. S1. First,
we ﬁt a power law function to the ‘RNApolymerasemolecules per cell’
row of Table 3 from ref. 32, which we found to be R = 106 μ−1.426,
where μ is the cell doubling time. Relative RNAp concentrations
were then estimated from the measured cell doubling times.
Lastly, we measured the relative RNAp concentrations in RL1314
cells under the microscope using ﬂuorescently tagged RpoC (described
in the next section).
2.5. Microscopy
DH5α-PRO cells containing the target and the reporter plasmids were
grown as described previously. Brieﬂy, cells were grown overnight in re-
spectivemedia, diluted into freshmedia to anOD600 of 0.1, and allowed
to grow to an OD600 of ∼0.3. For the reporter plasmid induction, aTc
(100 ng/ml) was added 1 h before the start of the measurements. For the
target plasmid, arabinose (1%) was added at the same time as aTc (fol-
lowing the protocol in ref. 2), and IPTG (1 mM) was added 10 min be-
fore the start of the measurements. Cells were pelleted and resuspended
to fresh medium. A few microliters of cells were placed between a cover-
slip and an agarose gel pad (2%), which contains the respective indu-
cers, in a thermal imaging chamber (FCS2, Bioptechs), heated to
37°C. The cells were visualized using a Nikon Eclipse (Ti-E, Nikon,
Japan) inverted microscope with a C2+ confocal laser-scanning system
using a 100× Apo TIRF objective. Images were acquired using the
Nikon Nis-Elements software. GFP ﬂuorescence was measured using
a 488 nm argon ion laser (Melles-Griot) and 514/30 nm emission
ﬁlter. Phase-contrast images were acquired with the external phase con-
trast system and a Nikon DS-Fi2 camera. Fluorescence images were ac-
quired every 1 min for a total duration of 2 h. Phase-contrast images
were acquired simultaneously every 5 min during the measurements.
We tested for phototoxicity due to the ﬂuorescence and the
phase-contrast imaging in these measurements. Supplementary Re-
sults suggest that there is no signiﬁcant phototoxicity. Additionally,
we veriﬁed that the relative RNAp concentrations under the micro-
scope are similar to those measured in the previous section by repeat-
ing the above procedure with RL1314 cells and imaging RpoC::GFP
ﬂuorescence, 1 h after being placed in the thermal imaging chamber
(see Supplementary Fig. S4). The relative RNAp concentration was es-
timated from the mean ﬂuorescence concentrations of cells growing in
each media.
2.6. Image analysis
Cells were detected from the phase contrast images as described in ref.
37. First, the images were temporally aligned using cross-correlation.
Next, an automatic segmentation of the cells was performed by
MAMLE,38 which was checked and corrected manually. Next, cell
lineages were constructed by CellAging.39 Alignment of the phase-
contrast images with the confocal images was done by manually se-
lecting 5–7 landmarks in both images, and using thin-plate spline in-
terpolation for the registration transform. Fluorescent spots and their
intensities were detected from the confocal images using the Gaussian
surface-ﬁtting algorithm from.40
Jumps were detected in each cell’s spot intensity timeseries using a
least-deviation jump-detection method.41 Given the level of noise in
the timeseries, jump sizes, i.e. the intensity of ‘one RNA’, were selected
by manual inspection of the timeseries of total foreground spot inten-
sities within cells of a given timeseries, and cross-referencing these va-
lues with the observed numbers of spots in the cells. After performing
the jump detection process making use of the complete timeseries,
jumps occurring within 5 min of the beginning or end of a cell’s life-
time were disregarded due to our observation that the jump detection
method tends to produce spurious jumps in these regions due to insuf-
ﬁcient data. The remaining jumps were interpreted as RNA produc-
tion times, from which intervals between transcription events were
calculated. Finally, censored intervals were calculated as the time
from the last RNA production in a cell until the last time at which a
jump could have been observed (i.e. until 5 min prior to cell division or
the end of the timeseries). This removes the possibility of false positives
while not affecting the distribution of intervals.
This method, when ﬁrst proposed, made two assumptions on the
ﬂuorescence of MS2-GFP tagged RNAs (named ‘spots’). Importantly,
both assumptions were recently shown to be valid.42 First, an individ-
ual spot is bound sufﬁciently rapidly by MS2-GFPs such that its ﬂuor-
escence intensity, when ﬁrst detected, is already within the range of
ﬂuorescence of fully formed MS2-GFP-RNA spots (when taking one
image per minute). In other words, the spot intensity of a newly tran-
scribed RNA jumps from 0 to ‘full’ in <1 min, rather than slowly
ramping up. Namely, since the transcription elongation rate of
mRNA in E. coli is ∼50 nt/s32 and the target gene is ∼3,200 bp
long,1 the time to elongate the MS2-binding site region of the target
RNA is ∼60 s. Provided that MS2-GFP binding to its RNA-binding
sites is fast, there will therefore be a maximum of one timepoint at
which the fully transcribed target RNA may have reduced ﬂuores-
cence. Since MS2-GFP is produced in excess in the cell and its binding
afﬁnity is strong (dissociation constant of ∼0.04 nM43), most binding
sites will be saturated very shortly after being produced. In agreement
with ref. 42, no gradual increase in spot ﬂuorescence was observed
around the time of the ﬁrst appearance of a spot.
Second, once formed, MS2-GFP-RNA spots, as well as their ﬂuor-
escence, are resistant to degradation for the duration of our
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measurements (2 h). This was shown by measurements of the dissoci-
ation rate of MS2 coat proteins from their RNA binding sites (on the
order of several hours43), and by measurements of the lifetimes of the
ﬂuorescence of MS2-GFP tagged RNAs kept under observation for
more than 2 h.1,2,5,42,44 Relevantly, no detectable decrease in ﬂuores-
cence was observed during this time.42
2.7. Model of transcription initiation
We ﬁrst consider amodel that allows for RNAproduction dynamics to
range from sub-Poissonian to super-Poissonian, given the results from
genome-wide studies of the variability in RNA numbers27,45 and from
studies of the transcription dynamics of individual genes.2,4,5,17,20 The
features of the model that allow it to reproduce these numbers are
based on processes known to occur during transcription initiation in
E. coli (e.g. the open complex formation16,22,23 and an ON/OFF
mechanism16,19). Then, based on our novel empirical data and meth-
odology, we aim to obtain themost parsimonious version of the model
that ﬁts the data for a given promoter. We expect this procedure to be
applicable to any promoter, and to result in slightly different models
due to their differing dynamics and regulatory mechanisms.
The full model of transcription initiation considered here consists
of the following set of reactions:
Rþ PON←
→
k1
k1
RPc→
k2
RPo→
k3
Rþ PON þ RNA ð1Þ
PON←
→
kOFF
kON
POFF ð2Þ
Reaction (1) represents the multi-step process of transcription ini-
tiation of an active promoter in prokaryotes.23,24,46,47 It begins with
the formation of the closed complex (RPc), i.e. the binding of the
RNA polymerase (R) to a free promoter (PON). Once at the start
site, the polymerase must open the DNA double helix, a process
that includes several long-lived intermediate states,23,26,46,48 resulting
in the open complex (RPo). Finally, the polymerase begins RNA elong-
ation, though before clearing the promoter, it may engage in abortive
RNA synthesis in which short RNA transcripts (<10 nt) are pro-
duced.47,49 The reactions in (1) should not be interpreted as elemen-
tary transitions. Rather, they represent the effective rates of the
rate-limiting steps in the process, thus deﬁning the promoter strength,
and have been shown to be sequence-dependent.50
Speciﬁcally, k1 represents the rate at which polymerases ﬁnd and
bind to the promoter region, which is the overall result of the promoter
search process which includes non-speciﬁc binding of the polymerases
to the DNA, followed by a 1D diffusive search,51,52 collectively re-
ferred to here as the closed complex formation. Subsequently, several
rapid, possibly reversible isomerization reactions occur until the poly-
merase melts the DNA and forms the transcription ‘bubble’.51 In Re-
action (1), the RPc state represents all substates until the ﬁrst
irreversible reaction in this chain. Consequently, k2 and k−1 should
be interpreted as the product of the rates of the elementary reactions
which exit from this group of substates, and the steady-state probabil-
ity of being in the appropriate substates for these reactions to occur.
Similarly, the RPo state may represent numerous substates between
the ﬁrst state after which the complex is committed to initiation, and
successful initiation. However, after this point, we cannot distinguish
the reversibility of any of the following steps, since the time-interval
distribution of a sequence of elementary reversible reactions of arbi-
trary rates is observationally equivalent to a sequence of irreversible
reactions.25 The remaining steps (here, only k3) therefore represent
the rates of the slowest of these irreversible reactions. Such steps
may include additional isomerization reactions, abortive RNA synthe-
sis and promoter escape and clearance.35
Reaction (2) represents the promoter intermittently transitioning
to a transcriptionally inactive state (POFF). Experimentally veriﬁed me-
chanisms by which this can occur are the binding and unbinding of
repressors and activators,29 the accumulation of positive supercoiling
in the DNA.19 Additional mechanisms have also been hypothesized,
such as transcriptional pausing53,54 and others.55
For a given concentration of R, the interval distribution between
transcription events described by Reactions (1) and (2) (i.e. the ﬁrst-
passage time distribution to reach the ﬁnal state, starting in the PON
state) is observationally equivalent to the interval distribution de-
scribed by a model of the form:
SOFF←
→
λON
λOFF
S0→
λ1
S1→
λ2
S2→
λ3
S0 þ RNA, ð3Þ
where the system starts in state S0. The relationship between the para-
meters of these two models is described in Supplementary Table S1.
Note that the states Si do not correspond to the promoter states in Re-
actions (1) and (2). For details on how to derive and evaluate the dis-
tribution function for this model, see Supplementary Material and.25
It is noted that this model assumes that only one copy of the pro-
moter is present in each cell at any given time. In the experiments per-
formed here, in all conditions tested, the bacteria divided sufﬁciently
slowly such that they spent most lifetime with only one chromosome.
Speciﬁcally, cells spent nomore than 11.4 ± 1.0%of their lifetimewith
two copies of the target promoter (Supplementary Material).
Finally, it is noted that the present model does not consider the in-
ﬂuence of σ factors’ numbers on the dynamics of transcription initi-
ation, focussing instead solely on the concentration of RNA
polymerases (in particular, on the concentration of holoenzymes con-
taining a σ70, i.e. Eσ70, since our promoter of interest can only be tran-
scribed by Eσ70). This is based on the fact that, in all conditions tested,
most RNA polymerases are occupied by σ factors.56,57 Further, this
occupation is made largely by σ70 since, ﬁrst, when altering media
richness, only σ32’s concentration is signiﬁcantly altered56 and, se-
cond, the binding afﬁnity of σ70 to E is much higher than that of
any other σ factor (e.g. it is approximately 9 times higher than that
of σ32).57
2.8. Parameter estimation
Parameter estimates in Tables 1–3 were obtained by a maximum like-
lihood ﬁt using the samples of the distribution of time intervals be-
tween production events obtained above (the intervals and censored
intervals), as in.25 The complete model-ﬁtting procedure is detailed
in the Supplementary Material. The uncertainty of the ﬁt of the
model parameters was estimated using the negative of the Hessian
of the log-likelihood surface, evaluated at the maximum likelihood
estimate.
The mean of the time interval distribution between transcription
initiation events, I(R), predicted by Reactions (1) and (2) is, for a
given RNAp concentration R:
IðRÞ ¼ ðkON þ kOFFÞðk1 þ k2Þ
Rk1k2kON
þ 1
k2
þ 1
k3
¼ τCCðRÞ þ τCC ð4Þ
where τCCðRÞ ¼ k1CCR1 is the mean time taken by the initial binding
of RNAp for a given RNAp concentration, and τCC is the mean time
taken by the steps occurring after the polymerase has committed to
transcription until the clearance of the promoter region (due to the
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initiation of elongation). As such, we expect the majority of the dur-
ation of τCC to consist of the open complex formation as deﬁned in.
46
The remaining of its duration we attribute to failures in promoter es-
cape.59
Estimates of τCC and k
1
CC, denoted τ^CC and k^
1
CC, were obtained
from the best-ﬁt parameters of the most parsimonious model, as
given in Table 3. The standard uncertainties of the estimators τ^CC
and k^1CC, denoted σðτ^CCÞ and σðk^1CCÞ, were obtained using the Delta
Method60 from the uncertainties of the model parameters.
Finally, mean durations of intervals between transcription events
for each media condition I^m, were estimated by ﬁtting the model in Re-
action (3) to the data from only that condition, and taking the mean of
the distribution. This procedure was followed to include the censored
intervals in the estimate of I^m to avoid underestimating the mean inter-
val duration due to the limited observation times. The standard uncer-
tainty σðI^mÞ was estimated using the Delta Method.60
2.9. Validation of the τ-plot slope
We veriﬁed the slope of the τ-plot in Fig. 4 using the RT-PCRmeasure-
ments from Fig. 3. These measurements are both linear with respect to
R^1m , but differ by an unknown scaling factor. We denote the estimated
production rate as measured by RT-PCR in media condition m as S^m,
with standard uncertainty σðS^mÞ. We found this scaling factor by ﬁt-
ting the parameter c in I^m ¼ cS^1m by weighted total least squares61
(WTLS), with the measurements weighted by the inverse of their un-
certainty (i.e. σ2ðS^1m Þ and σ2ðI^mÞ). This method was chosen since it
accounts for the uncertainty in both of the measurements. It results in
the estimate c^. The dashed line in Fig. 4 was obtained by ﬁtting the
scaled points c^S^1m against R^
1
m by WTLS. The uncertainty shown in-
cludes both the uncertainty in the WTLS ﬁt of this line, as well as the
uncertainty in c^.
2.10. Method to infer the duration of the closed
complex of a promoter
The method to infer the kinetics of transcription initiation in vivo is
illustrated in Fig. 1. First, conditions are selected that differ widely
in free intracellular RNAp concentrations (step A in Fig. 1). Next,
an in vivo single-molecule detection technique is used to sample the
time interval distribution between consecutive transcription events
in individual cells in each of the conditions (step C in Fig. 1). To obtain
these intervals, here we used theMS2d-GFP single RNA detection sys-
tem4 (step B in Fig. 1). Then, we ﬁt a general model of transcription
initiation to the empirical data (see above), which includes both the
multi-step nature of transcription initiation as well as the possibility
of an intermittently inactive promoter state25 (Reactions (1) and
(2)). From this ﬁt, we obtain an estimate of the in vivo mean duration
of the open complex formation by extrapolating the duration of inter-
vals between transcription events to inﬁnite RNAp concentrations,
similar to the in vitro extrapolation presented in ref. 22 (step D in
Fig. 1). The model ﬁt will also assess the importance of an intermittent
inactive promoter state and the reversibility and kinetics of the closed
complex formation.
3. Results
3.1. Changing free RNA polymerase concentrations
We ﬁrst veriﬁed that it is possible to change intracellular RNAp con-
centration by a wide range by changing the growth conditions of the
cells.32,35,62 As such, we grew cells in four media (described in theMa-
terials andmethods), labelled 1×, 0.75×, 0.5×, and 0.25×, which solely
differ in richness of two components (tryptone and yeast extract). We
then measured the relative RNAp concentrations in cells grown in
these four media using RT-PCR of the rpoC gene, i.e. the gene coding
for the β′ subunit, which is the limiting factor in the assembly of the
RNAp holoenzyme.48,57,62 Results in Fig. 2 (dark grey bars) show
that, in the range tested, the RNAp concentration in the cells increases
signiﬁcantly with increasing media richness.
To validate this result, we measured the relative RNAp concentra-
tions by plate reader in cells expressing ﬂuorescently tagged RpoC in
the strain RL1314 (derived fromW3110),33 in the same four media. In
addition, we also measured the levels of the rpoC transcripts in the
strain W3110 by RT-PCR in the 0.5× and 1× conditions. Results
(Fig. 2) show that the relative changes in the protein and mRNA levels
of rpoC match the measurements by RT-PCR of the rpoC gene in
DH5α-PRO.
Note that, even though the experimental procedures and strains
differ, our measurements are in agreement with the relative changes
in RNAp concentrations reported in ref. 32, for the difference in
growth rates observed here between the 0.25× and 1× conditions (Sup-
plementary Fig. S1), which we estimate to be ∼0.48 (Materials and
methods). In this regard, given that the same result applies to (at
least) three different strains, we expect it to be signiﬁcantly
strain-independent.
Finally, to verify that the relative RNAp concentrations measured
in Fig. 2 are maintained under the microscope, we measured the rela-
tive RNAp concentration in the RL1314 cells expressing ﬂuorescently
Figure 1. Schematic representation of the in vivomeasurement of the initiation
kinetics, using simulated data. (A) First, several conditions are selected,
labelled I–IV, differing in intracellular RNAp concentration, R. (B) Next, we
obtain timeseries of ﬂuorescence and phase contrast (for cell segmentation
purposes) images of cells expressing MS2d-GFP and target RNA under the
control of the promoter of interest in each condition, from which time
intervals between individual transcription events are determined. This is
done by jump detection in the total RNA spot intensity of each cell (lower-left
in B), from which the interval distribution is obtained (lower-right in B). (C)
Mean interval durations are then estimated from these interval distributions
for each condition. (D) Finally, the mean interval durations and
measurements of R are combined into a τ-plot,22 from which estimates of
the mean times taken by the closed complex and open complex formation
are obtained for each condition. Arrows depict the ﬂow of information in the
measurement procedure.
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tagged RpoC under the microscope between the two extreme condi-
tions (0.25× and 1×), after 1 h in the thermal imaging chamber
(Materials and methods). The relative RNAp concentration between
the conditions was measured to be 0.367 ± 0.012, which is consistent
with the measurements in Fig. 2. Lastly, from these images, we did not
observe signiﬁcant cell-to-cell variability in the RNAp concentrations
(Supplementary Fig. S4), indicating that the mean concentrations re-
ported in Fig. 2 are representative of the populations.
These measurements show that the relative RNAp concentra-
tion changes widely between the selected growth conditions.
However, the variable affecting transcription kinetics is the relative
free RNAp concentration. As such, we must verify whether the
relative total RNAp concentration can be used as a proxy for the rela-
tive free RNAp concentrations. If this holds true and there are no other
factors affecting the production rate of the promoter of interest in these
conditions, then the RNA production rate should be hyperbolic with
respect to the RNAp concentration. That is, the reciprocal of the RNA
production rate from this promoter should be linear when plotted
against the reciprocal of the measured relative RNAp concentrations,
and one should obtain a line on a Lineweaver–Burk plot.
There are several reasons why this plot may not be linear. If, for
example, the ratio of free RNAp to total RNAp is not constant in
this range of growth conditions, with a higher fraction of free
RNAp in the poorer growth conditions due to increased ppGpp,31
then we expect a curve with positive curvature on this plot. Mean-
while, a negative curvature would be obtained if the promoter of inter-
est could be induced by increased cAMP in the poorer growth
conditions, or if the cells spent, on average, a signiﬁcantly increased
amount of time with multiple copies of the plasmid in the richer
growth conditions, among other possibilities. In these cases, to dissect
the transcription initiation kinetics of such promoters, another meth-
od of modifying the free RNAp concentration will be required.
Given the above, we interpret a straight line on the Lineweaver–
Burk plot as evidence that, for the conditions tested, (i) the relative
free RNAp concentrations can be assessed from the total RNAp
concentrations, and (ii) no factors other than the changes in the free
RNAp concentration affect the target promoter.
Here, we tested this by measuring the RNA production rate from
Plac/ara-1 inE. coliDH5α-PRO by RT-PCR in the same fourmedia con-
ditions as in Fig. 2. We selected this promoter, since its dynamics has
been extensively characterized2,21,29,63–67 and because it has the same
logical structure as the lac promoter, with an activator and a repres-
sor.63 The resulting Lineweaver–Burk plot is shown in Fig. 3 where
a linear relationship is clearly observed between these points (black
points). To determine whether the small deviations from linearity
are statistically signiﬁcant, we performed a likelihood ratio test be-
tween a linear ﬁt by WTLS61 (shown as a line in Fig. 3), and ﬁts
with higher order polynomials (also by WTLS by minimizing χ2 as
in61). No test rejected the linear model (all P > 0.25). As noted earlier,
this relationship is only expected to occur in a limited range of growth
conditions. To illustrate this, we repeated the same measurements in
1.5× media (grey point in Fig. 3). The result shows that this hyperbolic
relationship is lost in very rich media (including this point causes the
likelihood ratio test to reject the linear model, P = 0.0014). We con-
clude that, for the growth conditions in Fig. 2, the relative free
RNAp concentrations are well-approximated by the total RNAp con-
centrations, and there are no signiﬁcant other factors affecting the ini-
tiation dynamics of Plac/ara-1.
3.2. Interval distributions between consecutive RNA
productions
Given this, it is possible to apply a standard model-ﬁtting procedure to
fully characterize the in vivo kinetics of the rate-limiting steps in tran-
scription initiation of the Plac/ara-1 promoter from distributions of in-
tervals between transcription events in cells with different RNA
polymerase concentrations.
We measured the distribution of time intervals between transcrip-
tion events (hereafter referred to as ‘intervals’) for Plac/ara-1 in each cell
growth condition using theMS2d-GFP single-RNA detection system,1
with a least-deviation jump-detection procedure41 (Materials and
Figure 3. Lineweaver–Burk plot of the inverse of the production rate of mRFP1
from the Plac/ara-1 promoter against the inverse of the total RNAp
concentrations for the same growth conditions as in Fig. 2 (black points),
and for 1.50× media (grey point). Standard uncertainties are shown for both
quantities (horizontal and vertical error bars). Relative production rates were
measured by RT-PCR with two biological replicates with three technical
replicates each.
Figure 2.Measurements of the relative intracellular RNAp concentrations ðR^mÞ
for cells growing in the four different media. Bars show the standard
uncertainties ðσðR^mÞÞ of the measurements. Data is from two replicates with
3 technical replicates each (DH5α-PRO, RT-PCR, and W3110, RT-PCR), and
three replicates with three technical replicates each (RL1314, RpoC::GFP). All
data are presented relative to the RNAp concentration at 1×. The media used
are denoted as m×, where the composition per 100 ml is: m grams of
tryptone, m/2 grams of yeast extract and 1 g of NaCl (pH = 7.0).For example,
0.25× media has 0.25 g of tryptone and 0.125 g of yeast extract per 100 ml.
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methods). This measurement results in samples from the interval dis-
tribution as well as ‘censored’ intervals, i.e. intervals for whichwe only
observe the beginning due to cell division or the end of the time series.
Both censored and uncensored intervals were accounted for in all par-
ameter estimates to avoid biasing the estimates. For example, note that
taking the mean of the uncensored intervals alone would underesti-
mate the mean of the true interval distribution since long unobservable
intervals would be absent from the estimate. Including the censored
intervals balances this by considering long intervals that are at least
as long as the censored interval length.25
From these distributions, we estimated the true mean and the
squared coefﬁcient of variation (CV2, deﬁned as the variance over
the squared mean) of the interval distributions (Materials and meth-
ods). We chose CV2 for quantifying the noise in the interval distribu-
tion since, to a good approximation, this quantity reﬂects the level of
noise in the protein levels regardless of the actual shape of the tran-
scription interval distribution.68 Further, this variable equals 1 for
the interval distribution of a Poisson process (i.e. an exponential dis-
tribution), regardless of the mean rate. These results, along with the
amount of empirical data used, are shown in Table 1.
From Table 1, the mean interval decreases signiﬁcantly with increas-
ingmedia richness, as expected from the increasedRNAp concentrations.
Meanwhile, the CV2 does not exhibit the same dependence on the media
richness, and remains slightly >1 in all conditions tested.
3.3. Decomposition of the in vivo kinetics
From the data in Table 1, we next recreate the Lineweaver–Burk plot in
Fig. 3 (white circles in Fig. 4), using the mean interval durations be-
tween RNA productions, as this quantity is an absolute measure of
the inverse rate of RNA production (this plot is called a τ-plot).
Previously, using in vitro techniques, it has only been possible to
extract from a τ-plot the mean duration of the open complex forma-
tion (the y-intercept of the plot, here denoted τCC), because the plot is
based on the steady-state assay which only measures the mean rate of
abortive transcription initiations. However, the distributions of time
intervals between RNA productions contain information about the
stochasticity of the process (i.e. the variability between intervals). As
such, it is possible to extract a more complete model of the process
of transcription. Namely, aside from the open complex formation,
as mentioned in Materials and methods, it is possible to extract infor-
mation on the closed complex and on an intermittent state prior to the
closed complex formation.
In particular, we consider the detailed model of transcription ini-
tiation presented in Materials and methods (Reactions (1) and (2)),
along with simpliﬁed models that can be considered if certain steps
of the more detailed model do not inﬂuence the distribution of inter-
vals. This model assumes that only one copy of the promoter is present
in each cell at any given time, since in all conditions, the bacteria di-
vided slowly, which suggests that they spent most lifetime with only
one chromosome. We then consider three simpliﬁed models. First, if
the time spent in the OFF state is very small, or if the system switches
between OFF and ON very rapidly when compared with the forward
reaction, then Reaction (2) will not affect the RNA production dynam-
ics. A sufﬁcient condition for both of these situations is that kON >> k1.
The other two simpliﬁcations are two limits of the closed complex for-
mation, ﬁrst considered in22: (i) k−1 >> k2, i.e. it is reversible (Limiting
Mechanism I), and (ii) k2 >> k−1, i.e. irreversible (LimitingMechanism
II). Limiting Mechanism I was found to be more likely in several
in vitro measurements of various promoters.22,23,26
While all three simpliﬁcations are consistent with a line on a τ-plot,
they produce signiﬁcantly different distributions of intervals between
RNA production events. For example, a signiﬁcant ON/OFF mechan-
ism will result in a more noisy distribution (a higher CV2).25 Similarly,
Limiting Mechanism I effectively eliminates one limiting step, which
also results in higher noise when compared with Limiting Mechanism
II (Supplementary Fig. S2).
We ﬁt the full and simpliﬁed models of transcription initiation to
the observed dynamics of Plac/ara-1 from all media conditions (Materi-
als andmethods). We used the Bayesian Information Criterion70 (BIC)
to compare the ﬁts. The BIC is a model selection criterion which bal-
ances goodness-of-ﬁt with the number of parameters to determine
which model is most likely the ‘truth’. The difference between BIC va-
lues (ΔBIC) can be interpreted as evidence against the model with high-
er BIC, with a ΔBIC > 5 being interpreted as strong evidence.58 Results
are shown in Table 2. Since, for several of the models, the optimal ﬁt
was for k13 ¼ 0, we also considered models that do not include an-
other rate-limiting step after the open complex formation.
From Table 2, the initiation kinetics of Plac/ara-1 is best-ﬁt by Limit-
ing Mechanism I (i.e. a reversible closed complex), with very high
Table 1.Statistics of themeasured distributions of intervals between
transcription events from lac/ara-1 promoters
Condition Number
of cells
Number
of intervals
Number
of censored
intervals
Inferred
interval
mean and
uncertainty (s)
Inferred
CV2
0.25× 196 371 323 1,899 ± 105 1.08
0.5× 302 1,027 605 1,553 ± 50 1.06
0.75× 146 620 345 1,205 ± 51 1.09
1× 206 1,202 573 1,005 ± 112 1.21
Shown are the condition, the number of cells (which is the cell count at the
start of the measurements), the numbers of whole and censored intervals
extracted, and ﬁnally the inferred mean (and its standard uncertainty) and
CV2 of the interval distribution.
Figure 4. τ-plot for Plac/ara-1, showing the mean interval between transcription
events in individual cells for each media condition (white circles), with their
standard uncertainties (vertical error bars) and the standard uncertainties of
the relative RNAp concentrations (horizontal error bars). Also shown is the
best-ﬁt line (solid line), as determined by the intercept and slope obtained
from the best-ﬁtting model (Table 3), with one standard uncertainty
estimated by Scheffé’s method69 combined with the Delta Method60 (grey
area). In addition, the ﬁgure shows the data from Fig. 3 (triangles), and the
best-ﬁtting line (dashed line, see Materials and methods) with one standard
uncertainty estimated by Scheffé’s method69 (dotted black curves).
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certainty (ΔBIC of all other models >8). We also ﬁnd evidence for a
signiﬁcant ON/OFF mechanism. Though the time spent in each OFF
state is short (∼87 s), it will turn OFF, on average, ∼9.1 times before
committing to transcription in the 1× case (see Supplementary Mater-
ial). This results in an interval distribution which is only slightly more
noisy than what would be expected if the production process were
Poissonian (i.e. a CV2 of the interval distribution of 1; see the CV2 va-
lues in Table 1). Interestingly, this implies that the noise in transcrip-
tion of this promoter is representative of the behaviour of the majority
of promoters in E. coli.27 Finally, the steps after the commitment to
transcription are fast, indicating that abortive initiation events do
not play a signiﬁcant role in the dynamics of RNA production by
Plac/ara-1. This model is depicted graphically in Fig. 5.
In addition, from Table 2, we ﬁnd that τCC is 193 ± 49 s. Mean-
while, the slope of the line on the τ-plot, here denoted k1CC, is
788 ± 59 R·s (R is the polymerase concentration such that R = 1 is
the polymerase concentration in 1× media). The line given by these va-
lues is shown in Fig. 4 (solid line). As a side note, the uncertainties of
these estimates exaggerate the uncertainty of the inference, since the
estimates are highly correlated (correlation coefﬁcient of −0.6). This
correlation is responsible for the hyperbolic shape of the conﬁdence
bounds (grey region in Fig. 4).
We veriﬁed the slope of the solid line in Fig. 4 using the RT-PCR
measurements presented in Fig. 3, scaled to match the timescale of the
intervals (Materials and methods). The resulting line is shown in Fig. 4
(dashed line), and is in good agreement with both the line given by our
estimates of τCC and k
1
CC (solid line), and the inferred interval means
(white circles).
Lastly, we note that the BIC depends on the number of samples
used to calculate the likelihood. Thus, BIC values calculated assuming
that each censored interval is ‘one sample’ will over-penalize models
with more parameters, while removing them will under-penalize
them. Both sets of ΔBIC values are presented in Table 2 and, in our
case, both result in the same conclusion, and thus the distinction
does not affect the results for Plac/ara-1. If, for another promoter, this
turns out to be the case, additional measurements will be required
to distinguish between the models.
Our results are in agreement with previous measurements of the
kinetics of this and similar promoters. For example, a previous study re-
ported that, under full induction in LB media (1× media here), Plac/ara-1
expresses ∼4 RNA/h2 (i.e. 1 RNA every ∼900 s), while we inferred the
time between transcription events to be ∼980 s. Using the steady-state
assay, τCC was measured to be ∼330 s for Plac
71 (with or without
CRP-cAMP), while we obtained ∼193 s.
3.4. Determining the source of the intermittent inactive
state for Plac/ara-1
We identiﬁed the presence of an ON/OFF mechanism in the dynamics
of Plac/ara-1. It is worth noting that this ON/OFF phenomenon differs
from the one reported in refs 2 and 19 since, ﬁrst, we only observe OFF
periods on the order of ∼87 s, while in ref. 2 the OFF periods reported
for Plac/ara-1were on the order of 37 min. In addition, both here and in
ref. 2, the promoter of interest is integrated in a single-copy plasmid,
and thus the OFF periods cannot be explained by the buildup of posi-
tive supercoiling, since the plasmid is not topologically constrained.19
We therefore hypothesized that the OFF periods observed here more
likely result from the intermittent formation of a DNA loop, due to
the transient binding of LacI, which exists in high concentration in
DH5α-PRO (∼3,000 copies vs. ∼20 in wild type63).
If LacI is responsible for the ON/OFF behaviour, then reducing the
concentration of IPTG should affect the ON/OFF dynamics, and notTa
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change the dynamics following the closed complex formation.29
To test this prediction, and demonstrate the utility of the model-ﬁtting
approach, besides considering the interval measurements in 1× in
Table 1, we also measured the interval distribution of Plac/ara-1 using
MS2d-GFP in the 1× media without induction by IPTG. From 130
cells, we extracted 57 intervals and 117 censored intervals between
transcription events. From these, we inferred a mean interval of 3,374
± 462 s, and a CV2 of 1.03. This mean is signiﬁcantly greater than the
meanmeasured in the fully induced condition (1,005 ± 112 s), consist-
ent with the much stronger repression of the promoter by LacI in this
condition.
Given the wide difference in dynamics of RNA production be-
tween the induced and non-induced cases, we used the model ﬁtting
procedure to determine which steps are signiﬁcantly affected by
LacI. For this, we performed independent ﬁts of a reduced model of
initiation to the induced and the non-induced conditions. This
model is observationally equivalent to the full model of initiation
(Reactions (1) and (2)) for a single value of R, and is presented in Re-
action (3). This reduced model is necessary since we do not have mea-
surements of the uninduced case at multiple values of Rwith which to
ﬁt all parameters of the full model. The reduced model’s parameters
are denoted by λx, which are related to, but are not equal to the values
of kx. Their relationship is presented in Supplementary Table S1. The
ﬁtting results are shown in Table 3 (labelled ‘Independent’). We also
considered joint models where parameters were ﬁxed between condi-
tions, and used the BIC to select the most likely model.
The ﬁrst three models with joint parameters test for whether or not
the parameters controlling the ON/OFF mechanism change with in-
duction strength. Consistent with this hypothesis, the models with
joint λ1OFF are strongly rejected (ΔBIC much higher than that of the In-
dependent model). Surprisingly, the model with only joint λ1ON was
also rejected, implying that the mean OFF times might also vary
with induction strength. Additional studies are needed to elucidate
why such OFF times depend on the induction strength.
Having established that λ1ON and λ
1
OFF differ between conditions,
we next assessed whether only these parameters differ. For that, we
ﬁxed λ11 and λ
1
2 , and veriﬁed that this model is the most parsimoni-
ous model (ΔBIC relative to the Independent model of−14.3).We con-
clude that only λ1ON and λ
1
OFF differ between conditions, conﬁrming
the prediction that LacI is responsible for the ON/OFF mechanism af-
fecting the RNA production dynamics.
Finally, other models were considered, e.g. the hypothesis that λ11 ,
λ12 , and/or λ
1
ON do not differ between conditions. These models were
also strongly rejected in favour of the parsimonious model, and are not
shown for brevity.
3.5. Precision of the estimates
We deﬁne the precision of the estimates of τCC and k
1
CC as the ratio be-
tween the timescale of the intervals (i.e. themean interval in the condition
with greatest R) and the standard uncertainties of τ^CC and k^
1
CC, respect-
ively. Speciﬁcally, the precision of τ^CC’s estimate is PCC ¼ I^1=σðτ^CCÞ, and
the precision of k^1CC’s estimate isPCC ¼ I^1=σðk^1CCÞ. Given this, here, with
the volume of data in Table 1, we achieved PCC ¼ 20:7 and PCC = 17.0,
corresponding to errors of ∼5 and ∼6%, respectively.
In addition, we found that this precision is highly dependent on the
dynamic range of RNAp concentrations. For example, for a small dy-
namic range of 1.5 (our measurements in Fig. 2 have a range of ∼2.4),
the precisions PCC (in τ^CC) and PCC(in k^
1
CC) would have been reduced
to∼11.2 and∼6.7, respectively. Losses in precision due to reduced dy-
namic ranges can, however, to some extent, be offset by collecting
more samples for the interval distributions (see estimation of precision
in Supplementary Material).
Figure 5. Best ﬁtting model of transcription initiation (with ON/OFF mechanism and reversible close complex formation). The model parameters are speciﬁed in
black and estimated durations of the transcription initiation steps for 1× LB media are shown in grey.
Table 3. Fit parameters of the transcription initiation model in
Reaction (3) to the measured intervals in the 1× media with and
without induction by IPTG
Joint
parameters
Condition λ1ON (s) λ
1
OFF (s) λ1λ
1
OFF λ
1
1 (s) λ
1
2 (s) ΔBIC
Independent IPTG+ 110 Fast 0.11 Fast 5 14.3
IPTG− 48 Fast 0.01 Fast Fast
λ1ON IPTG+ 4,444 Fast 11.50 Fast 964 120.3
IPTG− Fast ∞ Fast 2,919
λ1OFF IPTG+ 7 Fast ∞ Fast 964 152.9
IPTG− 320 1.86 Fast 2,919
λ1ON; λ
1
OFF IPTG+ 326 Fast ∞ Fast 964 145.7
IPTG− 1.94 Fast 2,918
λ11 ; λ
1
2 IPTG+ 106 Fast 0.11 Fast Fast 0.0
IPTG− 48 Fast 0.01
The relationship between these parameters and the parameters in Table 2 are
discussed in the Materials and methods and Supplementary Material. Five
models are considered, differing in which parameters are assumed to be the
same between the two induction conditions. Parameters denoted ‘fast’ are too
fast to present on the timescale of seconds. As λ1OFF and λ
1
1 were found to be
fast in all models, the λ1λ1OFF ratio is also shown. ΔBIC values are given as the
difference of the model’s BIC from the BIC of the best-ﬁtting model (the onewith
ΔBIC = 0). Models with lower ΔBIC are favoured over models with higher
ΔBIC.58
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4. Discussion
We established that, in E. coli, the concentration of free RNA poly-
merases differs signiﬁcantly within a certain range of growth condi-
tions, and that the inverse of the target RNA production rate under
the control of Plac/ara-1 varies linearly with the inverse of the free
RNAp concentration (which are the conditions imposed in the
in vitromeasurements the open complex formation by steady state as-
says22,24,72). Thus, wewere able to apply a standard model-ﬁtting pro-
cedure to fully characterize the in vivo kinetics of the rate-limiting
steps in transcription initiation of the Plac/ara-1 promoter from distribu-
tions of intervals between transcription events in cells with different
RNA polymerase concentrations. This revealed that this promoter
has two rate-limiting steps: a reversible closed complex formation
and a signiﬁcant open complex formation. Further, it also intermit-
tently switches to a short-lived inactive state. Based on the inferred
timescale of this inactive state, we predicted that this state is the result
of the intermittent binding of the repressor LacI, which we veriﬁed by
measuring the interval distribution when the promoter is not induced
by IPTG. We believe that the complexity of this process is the reason
why it has not been reported before. Namely, previous studies only
considered either multiple rate-limiting steps,4,5,22,23,66 or an ON/
OFF process,2,17,19,73,74 while this promoter exhibits both.
We note that, provided that the promoter has a reversible closed
complex formation, the model ﬁtting procedure proposed here allows
the duration and order of two steps following the closed complex to be
obtained (speciﬁcally, the ratio between k2 and k3 can be determined
from how the CV2 of the interval distribution changes with R; see Sup-
plementary Fig. S2). Here, this additional step was not found. How-
ever, we expect that, for other promoters, or in different conditions
(e.g. low temperatures72), this step may be signiﬁcant. Meanwhile, if
Limiting Mechanism II is found to be the best-ﬁtting model, the
order of the last two steps will remain ambiguous due to the lack of
reversibility.
Finally, it is worth noting that in previous works, we have not
found evidence for an ON/OFF mechanism for Plac/ara-1, due to the
low levels of noise detected in the time intervals between transcription
events.4,21,66 This can be explained by, ﬁrst, we did not consider cen-
sored intervals, which contribute signiﬁcantly to the increase of the tail
of the distribution of intervals.25 Second, the OFF period is quite
short, and thus its detection requires a large volume of data and a sen-
sitive inference methodology.25 Our results show that, by solving these
two issues (by applying the methods in refs 41 and 25), our method-
ology can identify and characterize many relevant steps in transcrip-
tion initiation, including those with lesser inﬂuence.
In the future, it would be of interest to extend themodel to consider
what occurs when more than one copy of a promoter is present in the
cell. We expect that variations in the promoter copy numbers would,
in that case, explain some of the variance of the data, instead of this
variance being solely determined by the ON/OFF mechanism and the
sequential steps.
We expect the methodology employed here to be applicable to pro-
moters, native or synthetic, whose changes in the inverse of the tran-
scription rate are linear with the inverse of the free RNAp
concentrations. Also, it should be applicable to promoters evolved
to interact with multiple transcription factors (TF), provided their
fast binding and unbinding (compared with competing events), as
they could be accounted for by tuning the rate constants of some of
the reactions of the model. Further, multiple slow TFs, including acti-
vators, can be accounted for by adding appropriate TF-bound states,
with differing production rates, in a similar manner to the ON/OFF
model. As such, the methodology should be applicable at a genome
wide scale. It should also be applicable to eukaryotes, provided suit-
able means to alter polymerase concentrations. Lastly, it should be
useful in detecting differences in transcription initiation kinetics of a
promoter subject to different intra- or extra-cellular conditions.
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Supplement to “Dissecting the stochastic transcription initiation 
process in live Escherichia coli” 
Jason Lloyd-Price, Sofia Startceva, Vinodh Kandavalli, Jerome G. Chandraseelan, Nadia Goncalves, 
Samuel M. D. Oliveira, Antti Häkkinen and Andre S. Ribeiro 
I. Growth Curves
Supplementary Figure S1: Growth curves (OD600, measured with an Ultraspec 10 cell density meter) 
of cells in 1x and 0.25x media (circles) at 37 oC. DH5?-PRO cells were grown overnight in 1x media at 
30 oC with aeration of 250 rpm, and diluted into fresh 1x media to an initial OD600 of 0.05. Cells were 
incubated at 37 oC at 250 rpm until reaching the mid-log phase (~2 h), and re-diluted into the 
appropriate medium to an OD600 of 0.05. Their OD600 was measured every 10 minutes thereafter. At 
~30 min, the cells in 0.25x media adjusted their growth rate (before this, the measurements 
overlap). Thus, growth rates were measured by least-squares fits (lines) from the data from 30 min 
onward. The slopes of the fits correspond to doubling times of 34.4 min (1.00x) and 57.9 min (0.25x).  
II. Models of transcription initiation
To evaluate the cumulative distribution function (CDF) of the distribution of time intervals between
production events from the full model of transcription initiation for a given value of R, we first
translate this model into an observationally equivalent model of the form in equation 3. For the full
model, this translation is given in the first row of Supplementary Table S1. The translated model’s
CDF can be evaluated using 1. This CDF, when there are n  steps after 0S , is referred to here as 
ON/OFF nF ? . This distribution has a mean and variance of: 
1OFF
ON/OFF
11 ON
n
n i
i
?? ?? ?
?
?
?
? ??  (S1) 
2 2OFF 1 OFF
ON/OFF 2
1ON1 ON
22
n
n i
i
? ? ?? ??? ?
?
?
?
? ??? ? ?? ?? ? ?  
(S2) 
0 20 40 60 80 100
10
-1
O
D
60
0
Time (min)
0.25x
1.00x
Assumptions CDF ON?  OFF?  1?  2?  3?  
ON/OFF 3F ? ONk ? ?? ?ON0 ON 2 ON
k
Q k Q k
?
? ?
1
1 2
Q
k k
1
1Q
?
3k
1 2k k? , 1 OFFk k ON/OFF 2F ? ONk
OFF
1a
k
RK ?
2
1
a
a
k RK
RK ? 3k
2 1k k? ON/OFF 3F ? ONk OFFk 1Rk 2k 3k
ON 1k k Hypo(3)F 2
u v?
2
u v?
3k
ON 1k k , 1 2k k? Hypo(2)F
2
1
a
a
k RK
RK ? 3k
ON 1k k , 2 1k k? Hypo(3)F 1Rk 2k 3k
Supplementary Table S1: Relation between kinetic parameters from equations (1) and (2) of the 
main manuscript with the parameters of the model from equation (3), for a given value of R. Here, 
1
1 1aK k k
?
?? , 1 1 2u Rk k k?? ? ? , ? ?21 2 1 1 14v k k Rk Rk k? ?? ? ? ? , and nQ  are the roots of 
3 2x bx cx d? ? ? ? *, where ON OFFb u k k? ? ? , ? ?ON OFF -1 2 1 2c uk k k k Rk k? ? ? ?
, 
1 2 ONd Rk k k? , 
ordered such that OFF 0? ? . 
In the manuscript, several limiting cases of this model are considered. The first is that the ON/OFF 
mechanism is fast relative to initiation, i.e. ON 1k k . In this case, the model’s CDF simplifies to that 
of a hypoexponential distribution with three exponentials with rates 1? , 2?  and 3? , which relate to 
the parameters of 0 as shown in the fourth row of Supplementary Table S1. The hypoexponential 
CDF with n  exponentials is referred to here as Hypo( )nF . 
Two further simplifications are considered, referred to in the manuscript as Limiting Mechanisms I 
and II. Both of these result in models with CDFs that are equivalent to either ON/OFF nF ?  or Hypo( )nF . The 
parameters of the CDFs of the models derived from these three simplifying assumptions are 
presented in Supplementary Table S1. The final model simplification considered in the manuscript is 
when 3k ? ? , i.e. when there is no rate-limiting third step in initiation, which removes the step 
parameterized by 3k  from the model. 
The model of transcription initiation predicts the same linear change in the mean interval duration 
with 1 R , regardless of the model simplifications (Figure S2A). However, the different simplifications 
result in different distributions of intervals as a function of 1 R , which will differ in, e.g., noise 
(Figure S2B). 
*
nQ  can be evaluated with 1 3 2
12 cos cos 2
3 2 3n
q bQ p n
p
??? ?? ?? ??? ? ? ?? ?? ?? ?? ?? ?? ?? ?
, where 
2 3
9
b cp ??  and
29
3 2
b bq c d
? ?? ? ?? ?? ?
. 
 Supplementary Figure S2: Model prediction for (A) mean and (B) CV2 of intervals as a function of 1/R 
with assumptions 2 1k k?  (dashed black line, 
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ON 1000k
? ? , 1OFF 200k? ? , ? ? 111 ON ON OFF200k k k k ?? ? ? , 12 300k? ? , 13 100k? ? ), ON 1k k , 1 2k k?  (black lines, 1.5aK ? , 
1
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? ? , 13 100k? ? ), and ON 1k k , 2 1k k?  (grey lines, 11 200k? ? , 12 300k? ? , 13 100k? ? ). 
Note that in (A), all three lines overlap. Interval distributions for several parameter sets are shown in 
the insets of (B) (the axes of the insets are the same). 
III. Parameter Estimation 
Model parameter estimation was performed using a censored log-likelihood objective function as in 
1, which accounts for uncertainty in the measurement of R , and for the uncertainty in the interval 
durations that arises from the limited framerate of the measurements and from the limited 
observation time: 
 ? ?1log ( ) log ;m
m
L L R???? ?  
 
(S3) 
where  is the expectation over 1R? , and the conditional log-likelihood for condition m  at relative 
RNAp concentration R  is: 
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where ? ?1; ,x RF ??  is the CDF of the model being fit (either ON/OFF nF ?  or Hypo( )nF ) with parameters 
translated as appropriate using Supplementary Table S1, ?  is the parameter vector, ,m it  are 
measured intervals in condition m , MT  is the time between frames, and ,m ic  are the right-censored 
intervals. 
The expectation of ? ?1log ;mL R??  over R in equation (S3) accounts for the uncertainty in the 
measurement of R . This was performed with ? ?? ?1 1 2 1ˆ ˆ~ ,m mR R R?? ? ? , which was approximated by 
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evaluating the conditional log likelihood at 21 equally-spaced points in the interval ? ? ? ?1 1 1 1ˆ ˆ ˆ ˆ3 , 3m m m mR R R R? ?? ? ? ?? ?? ?? ? . 
Fitting was performed using the ‘fminsearch’ function in Matlab, with multiple restarts, to ensure 
that a local minimum was not selected. Each restart was started randomly in the parameter 
subspace where the model’s mean interval at 1R ?  matched the corresponding measured mean 
interval. 
The Bayesian Information Criterion (BIC) was used to compare models. We selected it over other 
candidates, such as the Akaike Information Criterion (AIC), due to its consistency. That is, as the 
number of samples n?? , the probability that the BIC will select the true model (assuming it is 
among the candidate models) approaches 1, while the AIC will tend to over-fit the data2. We note, 
however, that in the case of all model comparisons in the manuscript, none of the conclusions are 
altered by utilizing the AIC over the BIC.  
The BIC is calculated as follows: 
 maxBIC 2log ( ) logL n? ? ??  
 
(S5) 
where max?  is the parameter set which maximizes log ( )L ? . 
IV. Number of transitions into the OFF state per RNA production event 
In this section, we estimate the number of times that, on average, a promoter will transit into the 
OFF state for each time it commits to transcription. This estimation is made for the best fitting 
model (see Table 2 in the main manuscript). 
For the best-fitting model (Limiting Mechanism I), the back-and-forward transitions between ONP
and cRP  states can be considered to be fast (since 1k? >> 2k and 1k >> OFFk ). We can therefore apply 
the slow-scale SSA to merge these two states3. In this limit, the probabilities P( )ONP and P( )cP  of 
being in ONP  and cP states, respectively, are: 
 ? ? 1P
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(S6) 
The propensity of changing from the merged state to oRP  is then ? ? 2P cP k? ?? ? , while the propensity 
to move from the merged state to OFFP  equals ? ?P ON OFFP k? ?? ? . The probability of moving into cP  
instead of OFFP  is therefore given by: 
 ? ?
? ? ? ?2/ 2
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P P
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(S7) 
Since each attempt at transcription is independent in the model, and has a constant probability of 
committing at each attempt, the number of times that the systems changes into the OFF state prior 
to committing to transcription follows a geometric distribution with a probability of success 
of /Pc OFF . The mean of this distribution is: 
 /
/
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P
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Converting this in terms of model parameters (and given 1 11 2 1 OFF 0.11k k k k
? ?
? ?  from Table 2) one obtains: 
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V. Minimum samples required for a given precision 
To estimate the number of samples required to obtain a given precision in the estimates of CC?  and 
CC? , consider the following alternate method of measuring these values if we could sample the 
uncensored interval distribution between transcription events.  
Let these measurements be at two RNAp concentrations ˆmR , where {1,2}m ?  such that 
1 2
ˆ ˆ 1D R R? ? . Let mI  be the population mean of the inter-transcription intervals in medium m , 
with corresponding standard deviation m? , and that we have mn  samples of this distribution (we 
assume, without significant loss of generality, that 1 2n n n? ? ). For sufficient n , estimates of the 
population means ˆmI  will follow Normal distributions with ? ?2 2ˆm mI n? ?? . The least-squares fit of 
a line to these points will thus result in: 
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Note that this method will overestimate the uncertainty in CC?ˆ  and 1CCkˆ ?  since these estimates are 
highly anti-correlated. We define the precision of the measurement as ? ?1 ˆxP I ? ?? , where ˆx?  is 
CC?ˆ  or 1CCkˆ ? . Intuitively, this definition relates the uncertainty in the estimate with the mean 
timescale of the intervals. For example, if the intervals are on a timescale of ~500 s, to achieve a 
precision of 10 in CC?ˆ , we must know it to within 50 s. Assuming that 2 2 2 2 21 1 2 2I I? ? ?? ?? ? , i.e. that 
the CV2 of the interval distribution is similar between the two RNAp concentrations, the number of 
samples required to achieve a given precisions in CC?ˆ  and 1CCkˆ ?  is: 
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Note that the above assumes that there is no variance in the estimate of the RNAp concentration, 
and that all n  samples are uncensored. Equations (S12) and (S13) should therefore be considered as 
only a rough guide for the number of samples required. The number of samples required for a range 
of precisions and possible dynamic ranges in RNAp concentrations is shown in Supplementary Figure 
S3. 
 Supplementary Figure S3: Number of samples required in two conditions to achieve a given 
precision in (A) CC?ˆ  and (B) 1CCkˆ ? , with production interval measurements at only two RNAp 
concentrations with ratio D and assuming 2 1? ? . Lines are shown for values of D of 1.25, 1.5, 1.75, 2, 
2.5, 3, and 4 (from top to bottom).  
VI. Photo-toxicity measurements 
To assess the level of phototoxicity from the imaging procedure under the microscope, we took the 
measurements in the 1.00x case (Table 1, main manuscript), and estimated the cells’ doubling time 
under the microscope by counting the number of cells at the start and end of the two hour 
measurement period (first row of Table S2). In this case, cells were imaged by phase contrast every 5 
minutes, and confocal microscopy every minute for two hours. We then imaged two new 
populations of cells, but in the first, we only imaged the cells with phase contrast (i.e. no confocal, 
row 2 of Table S2), while in the second, only two images were taken in total, one at the start and one 
at the end (row 3 of Table S2). 
Phase Contrast Confocal Cells at start Cells at end Doubling Time 
5 min 1 min 206 468 52.8 min 
5 min Not used 399 962 49.8 min 
2 h Not used 480 1189 48.4 min 
 Supplementary Table S2: Phototoxicity under the microscope for different imaging intervals and 
channels. All measurements took 2 hours. The first two columns of the table show the intervals at 
which images were taken. The subsequent columns show the number of cells at the start and end of 
the measurements, obtained from single phase contrast images. Finally, it is shown the estimated 
doubling time of the cells, which was determined from the fold change. 
From Supplementary Table S2, the estimated doubling time while taking images with both channels 
is only 4.4 minutes longer than in the case with minimal imaging. Thus, while there is an observable 
effect on the doubling time, it is not expected to cause significant differences in the transcription 
initiation dynamics. In any case, any changes would affect all conditions similarly, and will not affect 
relative RNAp concentrations. Finally, we note that the effect from phase contrast imaging appears 
to be negligible. 
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VII. Cell-to-cell variability in RNAp concentrations 
 
 
Supplementary Figure S4: Confocal image of RL1314 cells expressing fluorescently-tagged RpoC in 1x 
media, one hour after being placed in the thermal imaging chamber at 37 oC. Contrast was enhanced 
for easier visualization. 
VIII. Number of promoter copies during the cell lifetime 
The model fitting procedure employed in the main text assumes that there is only one copy of the 
target promoter in a cell at all times. To determine to what extent this assumption is not true in our 
experimental system, we measured the fraction of time cells contain two chromosomes. Since the F-
plasmid replicates at the same time4 or shortly after5 the chromosome, this provides an upper bound 
for the fraction of time the cells spend with more than one promoter of interest (it is worth noting 
that, in our measurements, we did not observe cells with more than 2 nucleoids at any given point). 
For this, E. coli DH5?-PRO cells (see main text) were transformed with the pAB332 plasmid carrying 
the gene hupA-mcherry that encodes a fluorescent protein tag under the control of the hupA 
constitutive promoter6. This tagging protein, composed of a nucleoid-associated protein (HupA) 
fused with a red ?uorescent protein (mCherry), can be used to assess the location and size of 
nucleoids in live cells7 (see Methods). 
Cells were diluted from overnight culture to an OD600 of 0.05 in fresh 1x media, supplemented with 
appropriate antibiotics, and kept at 37°C in a shaker at 250 rpm, until reaching an OD600 of 0.3. Cells 
were then placed in a thermal chamber (FCS2, Bioptechs, USA), set to 37°C, and imaged once every 
minute for 1 hour (the red signal was too weak to continue after 1 hour) using a Nikon Eclipse (Ti-E, 
Nikon) inverted microscope equipped with C2+ (Nikon) confocal laser-scanning system. To visualise 
HupA-mCherry-tagged nucleoids, we used a 543 nm HeNe laser (Melles-Griot) and an emission ?lter 
(HQ585/65, Nikon). Phase contrast images of cells were captured every 5 minutes by a CCD camera 
(DS-Fi2, Nikon). 
Cells were segmented from phase contrast images using CellAging8. Fluorescent nucleoids were 
segmented and quantified from confocal images as in 7,9. Of the cells that were born and divided 
during the time series (124 cells), we found that the mean fraction of time points in which cells had 
two nucleoids was 0.114 ± 0.010. 
Thus, we estimate the fraction of time spent with multiple target promoters to be at most 11.4 ± 
1.0% in 1x media. As this was the most nutrient-rich condition tested, other conditions should have 
even lower fractions5. 
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In Escherichia coli, the expression of aσ factor is expected to indirectly down-regulate the expression of genes rec-
ognized by another σ factor, due to σ factor competition for a limited pool of RNA polymerase core enzymes. Ev-
idence suggests that the sensitivity of genes to indirect down-regulation differswidely.We studied the variability
in this sensitivity in promoters primarily recognized by RNAP holoenzymes carrying σ70. From qPCR and live
single-cell, single-RNAmeasurements of the transcription kinetics of severalσ70-dependent promoters in various
conditions and from the analysis of σ factors population-dependent models of transcription initiation, we ﬁnd
that, the smaller is the time-scale of the closed complex formation relative to the open complex formation, the
weaker is a promoter's responsiveness to changes in σ38 numbers. We conclude that, in E. coli, a promoter's re-
sponsiveness to indirect regulation by σ factor competition is determined by the sequence-dependent kinetics
of the rate limiting steps of transcription initiation.
© 2016 Elsevier B.V. All rights reserved.
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1. Introduction
In Escherichia coli, metabolic changes are associated with changes in
the numbers of the components of the transcription machinery, such as
RNA polymerase (RNAP) core enzymes and σ factors [1]. For example,
the regulation of σ factor numbers allows E. coli to implement
genome-wide changes in expression rates [2–6] and consequently
alter, among other, the cell growth phase. E.g, during stationary growth,
some genes have much reduced activity compared to exponential
growth, while others exhibit little to no differences or enhanced expres-
sion [2,3,7,8]. This diversity in responses is, to an extent, made possible
by differences in the promoters' selectivity for σ factors [3,9,10] and/or
are due to the action of transcription factors [3].
Another means by which changes in σ factor numbers cause
genome-wide changes in expression rates is indirect regulation [3],
which affects the rate of transcription initiation [11], where most gene
expression regulation occurs [12–15]. E.g., in the stationary growth
phase, rpoS expression is enhanced [10], while during exponential
growth it is silenced [1,16]. Since RpoS (σ38) competes with the
house-keeping RpoD (σ70) for a limited pool of RNAP core enzymes [1,
16,17], increasing its numbers decreases the fraction of RNAP holoen-
zymes carrying σ70 [3,18]. Consequently, the transcription rate of
genes expressed by RNAP.σ70 holoenzymes is expected to decrease.
However, for unknown reasons, the degree bywhich the transcriptional
activity changes by indirect regulation varies widely between genes,
fromhigh degree of change to almost no change [2,3,7,8]. Previous stud-
ies of in silicomodels suggest that this diversity may be related to the
strength of the promoter [17], or to the degree of RNAP saturation [19].
Transcription initiation is the stage of transcription where most reg-
ulation occurs [20]. Both in vitro aswell asmore recent in vivomeasure-
ments (e.g. byMS2-GFP tagging of RNA [21]), have informed that this is
a sequential process that includes two major rate-limiting steps
[22–27]. The ﬁrst is the ‘closed complex formation’, which consists of
trials of binding of a free-ﬂoating RNAP holoenzyme (carrying the ap-
propriate σ factor) to the promoter region, until a stable complex is
formed [20,28]. It follows the ‘open complex formation’ [22,23,29]
(which usually is nearly irreversible [30]) that starts with the DNA un-
winding [23,25] and ends when the RNAP escapes the promoter and
elongation begins, which is expected to release the σ factor [31–33].
In the end of elongation, a fully formed RNA and an RNAP core enzyme
are released [34,35].
The expected time-scale of the closed complex formation (i.e. the
time taken by this process), is partially determined by the time it
takes a free promoter to be bound by a free ﬂoating RNAP holoenzyme
carrying the appropriate σ factor [23]. The frequency of occurrence of
this event depends on the total numbers and fraction of those speciﬁc
RNAP holoenzymes, which, due to limited numbers of RNAP core en-
zymes, should depend on the numbers of all types of σ factors in the
cell. Meanwhile, the open complex formation should not depend on σ
factor numbers since, at this stage of transcription, the appropriate
RNAP holoenzyme necessary for it to occur is already ‘in place’. Given
this, we hypothesized that the ratio between the time scales of the
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twomajor rate-limiting steps in transcription should affect the sensitiv-
ity of a promoter to changes in σ factor numbers other than the σ factor
by which it is preferentially transcribed by.
Here,we test this hypothesis. First,we analyze the dynamics of a sto-
chastic model of transcription as a function of σ factors numbers in the
cell and of the kinetics of the rate-limiting steps in transcription initia-
tion of the promoter. From the results, we formulate a hypothesis of
how the kinetics of the rate limiting steps in transcription initiation af-
fects a promoter's response to changes in σ factors numbers. Next, we
perform qPCR and live single-cell, single-RNA measurements of the
transcription kinetics of a set of promoters primarily recognized by
RNAP holoenzymes carrying σ70 in various conditions. These measure-
ments and the comparison with the model predictions provide strong
evidence that the kinetics of the sequence-dependent, multi-step tran-
scription initiation process in promoters in E.coli is the key determining
factor of the promoters' sensitivity to indirect regulation by changes inσ
factors numbers, due to σ factor competition for limited RNAP core
enzymes.
2. Materials and methods
2.1. Strains and plasmids
E. coli strains used are BW25113 [36] and its deletion mutant,
JW5437–1 [37], lacking the rpoS gene [37], obtained from the Keio
single-gene knockout collection. We denote BW25113 as rpoS⁺ and
JW5437–1 as rpoS⁻. These strains lack the araB-araD, lacZ genes, render-
ing inactive the negative feedback loop of the arabinose and lactose uti-
lization system [38,39].
We inserted single copy target plasmids containing one of pro-
moters of interest (PBAD, PtetA, Plac-O1, Plac-O1O3, or Plac-ara-1) in the cells
(Supplementary Table S2) so as to study their dynamics using qPCR.
In addition, to study PBAD and PtetA dynamics usingMS2-GFP binding
of RNA techniques [21,27,40], aside from the target plasmid,we inserted
a low-copy reporter plasmid (pZS12MS2-GFP) carrying Plac-ms2-gfp
(generously provided by Phillips Cluzel, Harvard University, MA, USA)
which produces the MS2-GFP proteins that bind the target RNA [41].
In the construct using Plac-O1O3 (Supplementarymaterial), the native
O2 operator site ismissing as, in the natural construct, it is located in the
native lacZ gene [42]. Also, the mCherry-48bs sequence is from [43],
while the original promoter, PT7φ10, was replaced by Plac-O1O3. See Sup-
plementary Section 2.2 for procedures.
In the construct using Plac-O1 (a kind gift from Ido Golding, Baylor Col-
lege of Medicine, USA), the O3 and O2 operator sites are missing. Thus, it
has only 1 operator site (O1). Finally, note that Plac-O1 and Plac-O1O3 have
the same sequence in the −50 to +0 regions from the transcription
start site (Supplementary Section 1.1).
For a detailed description of the single RNA detection method, esti-
mation of time intervals between consecutive transcription events in in-
dividual cells, and microscopy techniques, see Supplementary
Section 2.6. Meanwhile, qPCR measurement techniques are described
in Supplementary Section 2.3.
2.2. Growth phase induction
Themethod used here to reach speciﬁc growth phaseswas proposed
in [44]. Cells were grown in LBmedia (10 g/l tryptone, 5 g/l yeast extract
and 10 g/l NaCl) overnight in an orbital shaker at 30 °C with aeration at
250 rpm.Afterwards, to induce exponential growthphase, cellswere di-
luted in fresh LBmedia to reach an optical density (OD600) of ~0.05 and
then grown at 37 °Cwith aeration at 250 rpm for 1 h. Meanwhile, to in-
duce the stationary growth phase, cells were diluted in a stationary
phase inducing media, i.e., they were placed on a media obtained by
centrifuging the overnight cultured cells at 10,000 rpm for 10 min.
Next, cells were allowed to growth at 37 °C with aeration at 250 rpm
for 1 h. As shown by the growth curve analysis, this halts cell growth
(Supplementary Fig. S3). Finally, to assesswhether the addition of arab-
inose alters cell growth rates, we measured the OD600 over time using a
spectrophotometer. From the OD600 curves, we veriﬁed that the growth
phases (exponential and stationary) of neither the wild-type nor dele-
tion mutant strain were altered signiﬁcantly for at least 2 h after adding
arabinose to the media.
2.3. Intracellular RNA polymerase concentrations
Intracellular RNAP concentrations in E. coli, which include core en-
zymes and holoenzymes, can bemade to differ by changingmedia com-
position in a speciﬁc manner within certain ranges [45]. Here, our aim
was to obtain a set of media conditions where differences between in-
tracellular RNAP concentrations are maximized between conditions,
while differences in growth rates are minimized, so as to minimize dif-
ferences in other cellular components. This was achieved in [46], using
specially modiﬁed LB media conditions that differ in tryptone and
yeast extract concentrations. In particular, starting from standard LB
media (here denoted 1× media), one can produce modiﬁed LB media
with lower tryptone and yeast extract concentrations, which, within
certain ranges, result in E. coli cells with gradually reduced intracellular
RNAP concentrations [46]. The media used are denoted as 0.25×, 0.5×,
and 1×, and their composition per 100 ml is, respectively: (0.25×)
0.25 g tryptone, 0.125 g yeast extract and 1 g NaCl (pH – 7.0); (0.5×)
0.5 g tryptone, 0.25 g yeast extract and 1 g NaCl (pH – 7.0); and (1×)
1 g tryptone, 0.5 g yeast extract and 1 g NaCl (pH – 7.0). The resulting
RNAP concentrations were assessed by measuring the level of the
RpoC protein, a core subunit of RNAP [47], by Western blot (Supple-
ment). These measurements conﬁrmed that the mean intracellular
RNAP levels decrease with decreasing tryptone and yeast extract con-
centrations (Supplementary Fig. S1 and Supplementary Table S1) as
ﬁrst reported in [46]. Meanwhile, Supplementary Fig. S2 shows that
cell growth rates are only mildly affected.
3. Results
3.1. Expected effects of changes in σ factor numbers on the transcript pro-
duction dynamics
We assume the model of transcription proposed in [48], but addi-
tionally account for competition between σ factors for binding to
RNAP core enzymes, as these exist in limited numbers in E. coli [3,
17–19]. We study promoters primarily transcribed by σ70, thus, the
binding of σ70 to an RNAP core enzyme is modeled explicitly (reaction
(A)). Other σ factors are referred to as σi and their interactions with
RNAPs aremodeled by a single reaction, (B), for simplicity, as they inﬂu-
ence the model solely by limiting the number of RNAP core enzymes
available to σ70:
RNAP þ σ70↔K70 RNAP:σ70 ðAÞ
RNAP þ σ i↔Ki RNAP:σ i ðBÞ
Reactions (A) and (B) describe the binding/unbinding of σ70 and
other σ factors (σi) to RNAP core enzymes (RNAP), respectively. These
reactions therefore allow the formation of corresponding RNAP holoen-
zymes (RNAP.σ70 and RNAP.σi, respectively). The ratios between associ-
ation and dissociation rate constants are K70 and Ki, respectively.
From (A) and (B), one can estimate an approximate expected num-
ber of RNAP.σ70. Let the numbers of σ factors (either free ﬂoating or in a
holoenzyme form)be [σ70] and [σi] forσ70 and other factors, respective-
ly, while the number of free ﬂoating RNAP core enzymes (i.e. not bound
to a σ factor) is [RNAP]. In wild-type E. coli, due to a limited pool of core
enzymes (i.e. there are more σ units than RNAP units), most RNAPs are
expected to be in the holoenzyme form [17,18,49], i.e., in the form of
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RNAP.σ70 or RNAP.σi. Their numbers are limited only by the total
amount of RNAP. Consequently, in equilibrium, the expected number
of RNAP.σ70 is, in approximation, given by:
RNAP:σ70
   RNAP½  σ
70
 
K70
σ70½ K70 þ σ i½ Ki
ðCÞ
The model also includes explicitly a multi-step transcription process
[48], following the empirical models proposed in [20,22,26]:
RNAP:σ70 þ Pr→kcc Prcc ðDÞ
Prcc→
koc
Proc ðEÞ
Proc→
∞
Pr þ RNAþ RNAP þ σ70 ðFÞ
Reaction (D) models the closed complex formation, i.e. the ﬁnding
and effective binding of RNAP holoenzymes with σ70 to the promoter
(Pr) region. Based on the assumption that Pr is preferentially transcribed
by RNAP.σ70 holoenzymes, only σ70 is assumed to bind stably to Pr,
i.e., other holoenzymes are assumed to either bind very rarely to the
promoter region and/or to not remain bound for a signiﬁcant amount
of time.
Note that kcc stands for the inverse of themean time that Prcc stays in
equilibrium with Pr and RNAP.σ70, until it begins to form a stable open
complex (i.e. the model does not represent explicitly the known insta-
bility of Prcc) (see e.g. [23,26]). As such, reaction (D) should not be
interpreted as elementary. Rather, its rate represents the inverse of
the time-lapse until a stable open complex forms. This time-lapse de-
pends on several steps in the process of closed complex formation,
such as binding and unbinding of the polymerases to the DNA (i.e. re-
versibility), 1D diffusive searches, etc., along with the rate of commit-
ment to the open complex formation [50,51].
The level of detail of our model of transcription is based on the level
of detail that ourmeasurements allow. In particular, we effectivelymea-
sure time intervals between consecutive RNA productions along with
the mean duration of the open complex formation (see below). From
these two quantities, we obtain the difference between them, which is
the time-lapse until reaching the stage of open complex formation. For
this reason, reversibility is not modelled explicitly. Relevantly, there
are several conditions under which the absence of reversibility is a
valid approximation (e.g. when koc is much higher than the rate at
which the close complex reverts to the previous state). In those cases,
the difference between the time-lapses of open complex formation
and intervals between consecutive RNA productions is effectively the
time-lapse of the closed complex formation. For a detailed analysis of
this and other such conditions, see e.g., [46].
Meanwhile, reaction (E)models the open complex formation,which
is expected to be nearly irreversible [20], and that, once complete, is
followed by RNAP escape from the promoter region [31], leading to
elongation.
Finally, all steps following the open complex formation, including
promoter escape [31], release of σ70 [33], elongation, termination and
RNA and RNAP core enzyme release [33,35,52,53] are modeled by (F).
Their time-scale is not accounted for since, in normal conditions, they
are expected to be much faster than the closed and open complex for-
mations [31,32]. Namely, only in the rare promoters, whose open com-
plexes exhibit extremely short half-lives, is the promoter escape
expected to be rate-limiting [31]. In this sense, similarly to (D), step
(F) should not be interpreted as an elementary transition, but rather
as representing a complex process whose effective rate is the rate at
which a nearly-formed stable open complex will fully commit to elon-
gation, thus deﬁning the promoter's strength for RNA production once
at this stage of initiation. Finally, in this model, the effects of repressors
are accounted for explicitly in the values of the kinetic rates kcc and koc.
Let τcc be the time-scale of the closed complex formation and τoc be
the time-scale of the open complex formation (includes all rate-limiting
steps prior to commitment to elongation). According to reactions (D-F),
assuming one and only one Pr promoter in a cell, themean time interval
between consecutive RNA productions (Δt) under the control of Pr is
(Supplementary Section 2.5):
Δt ¼ τcc þ τoc ¼ 1kcc RNAP:σ70½  þ
1
koc
ðGÞ
From (C-G) it is deducible that increasing the numbers of a σ factor
other than σ70 will increase τcc and, consequently, themeanΔt of a pro-
moter preferentially transcribed by RNAP.σ70. Themagnitude of this in-
crease will depend on various rate constants (some unknown, e.g. kcc),
and, thus, it can only be determined empirically.
From (G), themodel assumes that themeanΔt of a promoter prefer-
entially transcribed by RNAP.σ70 holoenzymes is proportional to the in-
verse of the total RNAP.σ70 concentration (i.e. the RNA production rate
changes hyperbolically with the RNAP concentration). This assumption
was proposed in [46]. First, note that, in support of this assumption,
even thoughmost (approximately 85%) RNAPmolecules are transiently
bound to the DNA [54], this is expected to result solely in a reduced ef-
fective diffusion coefﬁcient that reduces the upper bound of the binding
rate constant of RNAPs to promoters [55–57] but not the amount of
RNAP molecules capable of promoter binding. Also, in [46] it was
shown that the mean Δt of a promoter preferentially transcribed by
RNAP.σ70 (namely, Plac-ara-1) does in fact change linearly with the in-
verse of the total RNAP.σ70 concentration, within a certain range of
RNAP concentrations (altered by altering media conditions). As such,
we make use of the same media conditions to perform our measure-
ments (see below). Further, in our measurements where media condi-
tions are altered to change RNAP numbers, cells are in the exponential
growth phase (Fig. S2), so as to not alter the means by which they reg-
ulate the functional RNAP.σ70 numbers (which could differ, e.g., in the
stationary phase). Finally, we expect that, if there are biases in the sta-
tionary phase due to, e.g. sequestration of RNAP.σ70 by 6S RNA [58],
they should be similar in all promoters, as they are all preferentially
transcribed by RNAP.σ70.
Finally, from themodel, due to a limited pool of core enzymes when
compared to the number ofσ factors, for promoterswhose transcription
is primarily initiated by σ70, one can predict, for a given ratio between
τcc/τoc (which one can obtain empirically [46]), the expected ratio be-
tween the mean intervals between consecutive transcription intervals
after (Δtafter) and prior (Δtprior) a change in the amount of RNAP.σ70 in
the cells. Namely, given that a change in RNAP.σ70 numbers should af-
fect only the time-scale of the closed complex formation, deﬁning S as
the ratio between the number of RNAP.σ70 prior and after the change
(S=[RNAP .σ70]prior/[RNAP .σ70]after), given (G) one can write:
Δtafter
Δtprior
¼ S τcc þ τoc
τcc þ τoc ¼
S τcc=τocð Þ þ 1
τcc=τocð Þ þ 1 ðHÞ
From (H), the higher is τcc/τoc of a promoter, the more responsive
will be that promoter dynamics' to changes inσ factor numbers. E.g., as-
sume two promoters,X and Y, with identicalmeanΔt of 1000 s, but for X
τcc=800 s and τoc=200 s while for Y τcc=200 s and τoc=800 s. As-
suming that a change in σ factors numbers causes τcc to be reduced to
half, one ﬁnds that the mean Δt of X will equal 600 s, while the mean
Δt of Y will equal 900 s, which indicates that the second promoter is
less responsive.
Fig. 1 (left) shows the predicted results from equation (H) for awide
range of values of τcc/τoc (from10−2 to 102 in accordancewithmeasure-
ments reported in previous studies [20,22,23,25–27,40,43,46,60]), and
assuming that S−1 varies between 0 and 1 (i.e. from none to the same
number of RNAP.σ70 as in ‘control’ cells). Visibly, the model predicts a
wide range of behavioral responses, gradually changing from highly
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sensitive to almost insensitive to changes in σ factor numbers other
than σ70. Meanwhile, Fig. 1 (right) shows the predicted results from
equation (H) for a wide range of values of S−1 (from 0.2 times to the
same number of RNAP.σ70 as in ‘control’ cells), and assuming that τcc/
τoc can vary between 0 and 3 (within the range of empirical values ob-
tained in the measurements shown below).
To test these predictions, one needs to measure RNA production ki-
netics in conditions differing in S−1 and in the ratio τcc/τoc. The ﬁrst is
possible by, e.g., comparingRNAproduction kinetics in cells in the expo-
nential and stationary growth phases, as shown below. The second is
possible by measuring this kinetics in, e.g., different promoters (differ-
ing in τcc/τoc as shown below) and in promoters subject to different in-
duction strengths (which can affect τcc/τoc as shown below).
3.2. σ factor numbers in the stationary and exponential growth phase
Fromprevious studies [1–3,10,16,18], we expect σ38 numbers to dif-
fer in cells in the exponential and stationary growth phases, but little
differences are expected in the numbers of σ70 or RpoC (a subunit of
RNAP) [1–3,16,18]. To test this, we make use of strain BW25113 (re-
ferred to as rpoS⁺) and its deletion mutant, JW5437–1 (referred to as
rpoS⁻), that lacks the gene encoding for the RpoS protein [37].
First, for both strains, after inducing the speciﬁc growth phase
(Methods and Supplementary Fig. S3) we performed Western blot to
measure RpoS, RpoD, and RpoC protein levels in the exponential and sta-
tionary growth phases (Methods). Fig. 2 shows that, in rpoS⁺ cells, while
theRpoS levels aremuchhigher in the stationaryphase, the levels of RpoC
and RpoD do not differ signiﬁcantly between growth phases, as previous-
ly reported [1,10,16]. Aside from RpoS, other σ factors existing in some
abundance in E. coli (speciﬁcally, RpoN, andRpoF) are not expected to dif-
fer in numbers between these growth phases [1,36,37,59]. As such, we
conclude that the ratio between RpoS and RpoD numbers differ signiﬁ-
cantly between growth phases. Meanwhile, in rpoS⁻ cells there are only
relatively small differences in the numbers of any of the σ factors.
Given this, one can, by comparing the kinetics of transcription of a
promoter in cells in the exponential and stationary growth phases,
test the model predictions on the effects of changing S−1 on the ratio
Δtafter/Δtprior, which here after is referred to as Δtstat/Δtexp.
3.3. Validation of the model by comparing various promoters' kinetics in
different growth phases
To test the model predictions on how Δt differs between the expo-
nential and stationary growth phases (Δtstat/Δtexp) as a function of the
value of τcc/τoc when in the exponential growth phase, we selected a
set of promoters preferentially transcribed by σ70, namely, PBAD, PtetA,
Plac-O1, Plac-O1O3, and Plac-ara-1 (sequences in Supplement Section 1.1
and induction curves in Supplement Fig. S6) and measured by qPCR
their τcc/τoc in cells in the exponential growth phase (Methods and Sup-
plementary Fig. S4). In addition, for Plac-O1O3 and PBAD,we alsomeasured
τcc/τoc when subject to different induction strengths.
To obtain empirical values of τcc/τoc, we used a slightlymodiﬁed ver-
sion of the methodology proposed in [45,46], which is an extension of a
technique developed for in vitro studies [60]. Shortly, by establishing
different RNAP concentrations (and, thus, different[RNAP .σ70]) in live
cells in the exponential growth phase (Methods, Supplementary
Fig. S1, and Supplementary Table S1), which affects the time-scale
of the closed complex formation but not of the open complex [45,
46], one can, from measurements of the transcription rate of a pro-
moter in each such condition, obtain a ‘relative τ plot’ (see Supple-
mentary Section 2.8 for detailed explanation), from which τcc/τoc
can be estimated.
Meanwhile, we cannot measure [RNAP .σ70] directly. However, this
quantity approximately equals the total number of RNAP holoenzymes
in the cells ([RNAP]) in cells in the exponential growth phase, due to the
absence of other competing σ factors, particularly σ38 [17,18,61]. Such
[RNAP] amounts can be measured by Western Blot (Fig. 2).
We obtained nine ‘relative τ plots’ (Supplementary Fig. S4A-I), from
which we extracted τcc/τoc (Table 1). Visibly, all promoters under full
Fig. 1. Predictions from themodel of the ratio betweenmean transcription intervals prior and after a change in the numbers of RNAP.σ70 in the cells as a function of the inverse of the ratio
between the number of RNAP.σ70 prior and after that change. Predictions from the model assuming promoters with (A) different values of S−1 for ﬁve different values of τcc/τoc and
(B) different values of τcc/τoc for ﬁve different values of S−1.
Fig. 2. Quantiﬁcation of RNAP subunits by Western Blot. Protein levels of rpoC, rpoS, and
rpoD genes in BW25113 (rpoS⁺) and JW5437–1 (rpoS−) cells in the exponential (‘exp’)
and stationary (‘stat’) growth phases, as measured by Western blot. Values for RpoC and
RpoD genes are relative to those of the rpoS⁺ strain in the exponential phase. Values for
RpoS gene are relative to those of the rpoS⁺ strain in the stationary phase.
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induction differ in τcc/τoc. Also, the induction strength affects τcc/τoc in
PBAD and PlacO1O3 similarly, in that τcc/τoc decreases signiﬁcantly as the
induction strength is decreased (which shows that induction acts differ-
ently on the closed and open complex formations in these promoters, as
expected). Given these results, we canmake use of this set of promoters,
under various induction regimes, to survey how the value of τcc/τoc af-
fects Δtstat/Δtexp.
For this, for each condition, we measured by qPCR the RNA produc-
tion rate in cells in the exponential and in the stationary growth phase
and then calculated the fold change in the transcription rate between
these growth phases (μstat/μexp, where μ is the transcription rate asmea-
sured by qPCR). From the inverse of μstat/μexp, we obtained Δtstat/Δtexp
(see Section 2.8 in Supplement).
Note that, even though cells will grow and thus dilute RNA numbers
at different rates when in the exponential and stationary phases, these
ratios can be compared between cells in different growth phases be-
cause, ﬁrst, RNA degradation rates are not growth phase dependent
[15], and, second, all qPCR values were normalized by the productions
rates of an internal reference gene (16S RNA).
Results in Table 1 indicate that Δtstat/Δtexp differs from 1 in nearly all
conditions, and that it differs signiﬁcantly between conditions. Impor-
tantly, there is a strong positive correlation between Δtstat/Δtexp and
τcc/τoc (Spearman's rank correlation coefﬁcient of 0.9) that is statistically
signiﬁcant (p-value 0.002).
Finally, we ﬁtted themodel described by equation (H) usingweight-
ed least square ﬁt to the empirical data (Fig. 3). Visibly, the model ﬁts
the data.
The best ﬁt is for S−1 of 0.25 ± 0.02, which is close to expectations
given the wide differences in transcript production kinetics between
the exponential and stationary growth phases shown in Table 1 (in
agreement with genome wide measurements in recent works [6]) and
also given the signiﬁcant, measured differences in σ38 numbers as
well (Fig. 2). Nevertheless, note that such value of S−1 is not necessarily
accounted for solely by changes in σ38 numbers. Other changes in,
e.g., numbers of regulatory molecules inﬂuencing transcription
[62–65] may also play a role.
3.4. Validation of the model by live, single-RNA detection measurements in
rpoS⁺ and rpoS⁻ cells
Next, we selected the two promoters in Table 1 withmore ‘extreme’
initiation kinetics: PBAD under full induction (largest τcc/τoc ~ 2.40) and
PtetA (smallest τcc/τoc ~ 0.08). For these, we conductedmicroscopymea-
surements of RNA production dynamics at the single molecule level by
multipleMS2-GFP tagging of individual RNAmolecules [21,27] (Supple-
mentary Material) in cells (rpoS⁺) in the exponential and stationary
growth phase. According to the model and the qPCR measurements
(Table 1), we should observe signiﬁcant differences in the dynamics be-
tween the two growth phases in PBAD (Δtstat/Δtexp = 3.74) but not in
PtetA (Δtstat/Δtexp=1.09). In addition,we performed the samemeasure-
ments in cells lacking the rpoS gene (rpoS⁻), for which the model pre-
dicts little changes with growth phase in either promoter kinetics due
to the lack of differences in σ38 factor numbers.
For each condition, we performed time-lapse microscopy measure-
ments (2 h long, 30 s intervals between consecutive images). The
photo-toxicity caused by confocal microscopy was assessed and found
to be negligible (Supplementary Material). From the images, we ex-
tracted RNA productions in individual cells (Supplementary Materi-
al) as in [66]. Distributions of the durations of these intervals are
shown in Fig. 4. From each distribution, we calculated the intervals
mean duration (Δt). Results (Table 2) are in agreement with previous
studies [27,40].
From Table 2, in rpoS ⁺ cells, the RNA production dynamics of
PBAD differs widely in the exponential and stationary growth phases
(p-value b10−5), as predicted by the model, given the measured high
value of τcc/τoc (Table 1). Also, while in rpoS⁺ cells the intervals between
consecutive RNA productions are ~2.28 times longer in mean duration
in the exponential phase, in rpoS⁻ cells this difference is much reduced
(~1.55 fold), as predicted by themodel, since the numbers ofσ38 should
differ much less between growth phases in rpoS⁻ cells (Fig. 2).
Meanwhile, the dynamics of PtetA does not exhibit statistically signif-
icant differences between conditions in rpoS⁺ cells, as predicted by the
model given small value of τcc/τoc of this promoter (Table 1), nor in
rpoS⁻ cells, as expected.
Finally, we performed qPCRmeasurements of PBAD and PtetA activity
in the two growth conditions in rpoS⁻ cells and compared to rpoS⁺ cells.
The differences are in qualitative agreement with those found by mi-
croscopy (Table 2 and Supplementary Fig. S5).
4. Discussion and conclusions
We investigated the selectivity and sensitivity mechanisms to indi-
rect regulation by global changes in σ factor numbers of promoters pri-
marily transcribed by RNAP.σ70 holoenzymes. Analysis of our model of
transcription suggests that, given that changes in σ factors numbers af-
fect the closed complex formation but not the open complex formation,
the degree of sensitivity of a promoter to indirect regulation due to
changes in σ factors numbers is determined by the ratio between the
time-scales of closed and open complex formation. In particular, this
sensitivity increases for increasing ratio between the time-scales of
closed and open complex formation.
To validate this model-based prediction, from qPCR measurements,
we compared the kinetics of the rate-limiting steps in transcription ini-
tiation of several promoters primarily transcribed by RNAP.σ70 in rpoS⁺
and rpoS⁻ cells when in the exponential and stationary growth phase,
and for various induction schemes. The measured differences in tran-
scription kinetics between growth phases in the various cases support
the model predictions, given the measured differences in σ38 numbers
in cells in the two growth phases and the measured differences in τcc/
τoc between promoters and as a function of induction strength.
To provide additional validation, live single-RNA time-lapse micros-
copy measurements of time intervals between consecutive RNA pro-
ductions in individual cells from two promoters differing widely in τcc/
τoc, were conducted in rpoS⁺ cells and rpoS⁻ cells. Only for rpoS⁺ cells
did we ﬁnd differences in the transcription dynamics at difference
growth phases (as expected from themodel), and only for the promoter
with higher τcc/τoc (as expected given the small value of τcc/τoc for the
other promoter).
From these measurements, we conclude that a promoter's sensitivi-
ty to changes in other σ factor numbers is both promoter-speciﬁc (due
to the promoter sequence dependence of τcc and τoc) as well as induc-
tion strength dependent, as both these factors affect τcc and τoc.
Table 1
Ratios between the transcription activity of various promoters under various induction
schemes between cells in the exponential and stationary growth phases (Δtstat/Δtexp)
along with the ratio τcc/τoc measured from cells under exponential growth.
Promoter Induction level τcc/τoc (90% CI) Δtstat/Δtexp (90% CI)
PBAD 0.1% ara 2.40 (0.49 - N10) 3.74 (3.12–4.49)
PBAD 0.01% ara 1.20 (0.30–5.4) 2.54 (1.30–5.02)
PBAD 0.001% ara 0.20 (0.06–0.35) 1.77 (1.29–2.40)
Plac-O1O3 1 mM IPTG 1.20 (0.50–2.89) 2.30 (1.77–3.00)
Plac-O1O3 0.05 mM IPTG 0.84 (0.26–2.26) 1.54 (0.89–2.70)
Plac-O1O3 0.005 mM IPTG 0.13 (0.01–0.23) 1.39 (1.02–1.90)
PtetA – 0.08 (0.01–0.18) 1.09 (0.81–1.46)
Plac-O1 1 mM IPTG 0.50 (0.31–0.75) 1.51 (1.20–1.91)
Plac-ara1 0.1% ara + 1 mM IPTG 0.97 (0.28–3.07) 2.75 (1.72–4.45)
Shown in each line are the different promoters, the induction level, the value of τcc/τoc as
measured by qPCR in cells in the exponential growth phase, and, ﬁnally, the ratio (fold
change) between the mean duration of the intervals between transcription events in
cells in the stationary and in the exponential growth phases as estimated from qPCRmea-
surements (Methods). Also shown are their 90% conﬁdence intervals (CI), calculated by
assuming the threshold cycle measured by qPCR following a Gaussian distribution.
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Our results imply that promoters' sensitivity to indirect regula-
tion by changes in σ factor numbers is both evolvable (given the se-
quence dependence of τcc/τoc) as well as adaptable to stress
conditions (due to τcc/τoc being subject to regulation by,
e.g., transcription factors). In this regard, we expect the sensitivity
of essential genes to be weaker (i.e. we predict low τcc/τoc in these
genes) as their expression products are essential for survival even
under stress. Meanwhile, stress-response genes are expected to
have high sensitivity, so as to be responsive to alterations in σ factor
numbers upon the emergence of stress conditions. Future studies are
needed to test these hypotheses. In addition, we expect the ability to
tune this sensitivity at the single gene level to be of importance as a
means of regulating speciﬁc functionalities of E. coli. Namely, it
should be possible to use this system to tune also the sensitivity of
genetic motifs to changes in σ factor numbers, by tuning the sensitiv-
ity of its component genes.
Fig. 3. Ratio betweenmean transcription rates in cells in the stationary and in the exponential growth phase (Δtstat/Δtexp) for varying τcc/τoc, as inferred from the empirical data obtained
by qPCR. The best-ﬁt model is shown by the black solid linewhile standard errors are shown by the gray area. Also shown are themean (crosses) and standard errors (vertical bars) of the
empirical data to which the model was ﬁtted to.
Fig. 4. Distributions of intervals between consecutive RNA productions in individual cells detected bymultiple MS2-GFP tagging of individual RNAmolecules from (A) PtetA in rpoS⁺ cells,
(B) PBAD in rpoS⁻ cells, (C) PtetA in rpoS⁺ cells and (D) PBAD in rpoS⁻ cells. Results from cells in the exponential (“Exp”, dark grey bars) and stationary growth phase (“Stat”, white bars).
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Our ﬁndings further suggest that previously suggested mechanisms,
such as promoter strength [17], cannot alone explain the present re-
sults. E.g., our measurements show that two promoters of similar
strength (PBAD and PtetA exhibit similar values of Δt) can have very dif-
ferent degrees of change in transcription rate as a function of changes
in σ38 numbers. Meanwhile, our results agree with a prediction that
saturated promoters should only be weakly affected by σ factor compe-
tition [19], as this saturation ought to occur at the stage of closed com-
plex formation and, thus the degree of response to changes in σ factor
numbers of saturated promoters should be similar to that of promoters
with relatively short-length closed complex formations.
As a side note, while assumed by themodel for simplicity, we do not
expect the differences in σ38 numbers between growth phases to be the
sole cause for the observed differences in transcription dynamics. In the
future, it should be of interest to study what other changes in other
factor(s) (e.g., ppGpp [65], cAMP [63,64], 6SRNA [58,67] etc.) contribute
to these differences.
We ﬁndplausible the existence of a similarmechanism in eukaryotic
cells in the case of promoters containing a TATA-box. In these, for tran-
scription to start, a TFIID factormustﬁrst bind to a TATA box. This factor,
composed of a TBP (TATA binding protein) and of 1 out of at least 15 dif-
ferent TAFs (TBP associated factors), has been described as being a ‘rel-
ative’ of σ factors [68]. It has been proposed that the needed association
between TAFs and TBP allows for coordinated regulation of transcrip-
tion in eukaryotes, similar to σ factors [69], as distinct sets of TAFs likely
dictate the type of promoter atwhich a given TFIIDwill function. By reg-
ulating the intracellular numbers of one TAF, it should be possible to in-
directly regulate the speed of transcription initiation of a promoter not
transcribed by that TAF, provided competition in the cell for TBP factors.
Evidence for such competition exists, as TBP is not found in isolated
form in vivo [70]. As in the case of E. coli, the effectiveness of this mech-
anism should be promoter-dependent in that it should depend on the
ratio between the time-scales of the ﬁrst and subsequent rate-limiting
steps in initiation.
Finally, the present ﬁndings should be of use in studying in vivo tran-
scription kinetics. For example, a recent work proposed a method for,
from time-lapsed measurements of time intervals between RNA produc-
tions in live cells subject to different media, extract the number, time-
scale, and order of occurrence of rate-limiting steps in transcription initi-
ation [46]. We proposed here an alternative method to obtain this infor-
mation, based on comparing transcription kinetics in cells with differing
σ factors numbers, which can be used as a means of validation.
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Supplementary Data for “Effects of ? factor competition are promoter 
initiation kinetics dependent” 
by Vinodh K. Kandavalli, Huy Tran, and Andre S. Ribeiro 
1. Supplementary Results 
1.1 Promoter sequences and their affinity to ? factors 
Sequences of promoters PBAD [1], PtetA [2,3], Plac-O1O3 and P lac-O1 [4], and Plac-ara1 [5] with consensus 
boxes (in red) at the -10 and -35 elements: 
PBAD: 
ccataagattagcggatcctacctgacgctttttatcgcaactctctactgtttctccatA  
                       -35                     -10         +1        
PtetA: 
ccagatgattaattcctaatttttgttgacactctatcattgatagagttattttaccacT 
                          -35                     -10      +1        
Plac-O1 and Plac-O1O3: 
gctcactcattaggcaccccaggctttacactttatgcttccggctcgtatgttgtgtggA 
                          -35                     -10      +1        
Plac-ara1: 
ccataagattagcggatcctaagctttacaattgtgagcgctcacaattatgatagattcA 
                          -35                     -10      +1        
All promoters have very conserved consensus at position -10, that allows transcription by 
RNAP holoenzymes carrying factors of the ?70 family alone [6–8]. Further, the conserved 
consensus at position -35 is also associated to ?70 recognition [9,10], by causing the binding affinity 
to holoenzymes carrying ?70 to be much higher than to holoenzymes carrying ?38 [6,11] (present in 
the stationary phase [12]). Furthermore, the promoters lack consensuses for recognition of the ?54 
family (present in the exponential phase or under nitrogen stress [12] at positions -12 and -24 [13]). 
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1.2 Measurements of RpoC protein levels in the exponential growth phase in 0.25x, 0.5x, and 
1.0x media and in the stationary phase in 1.0x media 
 
Figure S1. RpoC levels in BW25113 (rpoS+) and JW5437-1 (rpoS-) cells in the exponential growth phase 
when in 0.25x, 0.5x, and 1.0x media (section 2.3 of the main manuscript) and in the stationary phase in 1.0x 
media (‘stat’), as measured by protein immunoblot. Protein levels are shown in relative to the 1x media for 
rpoS+ cells. The normalized intensity volumes for RpoC proteins are also shown in Supplementary Table S1. 
The values were extracted from blot images by the ‘Image Lab’ software (version 5.2.1). 
1.3 Bacterial growth rates for differing media, growth phase, and photo-toxicity. 
We first measured growth rates of cells when in 1x, 0.5x and 0.25x fresh media (thus, differing in 
RNA polymerase concentrations, see main manuscript). For this, we measured the cultures’ optical 
density (OD600) every 30 minutes, following dilution to OD600 of 0.01, using the spectrophotometer 
(Figure S2). The strains are BW25113 (wild type, or WT) and a deletion mutant, JW5437-1. Both 
strains were obtained from the Keio single-gene knockout collection [14]. From Figure S2, for both 
WT and deletion mutants, one finds that the mean cell doubling time (~27 mins) is not heavily 
affected by the media within the range of 1x to 0.25x (neither it differs significantly between 
strains), in agreement with the results reported in [15]. 
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Figure S2. OD curves of bacterial populations in 0.25x, 0.5x, and 1x fresh media conditions. The E. coli 
strains used are (A) BW25113 and (B) JW5437-1. 
To obtain exponential and stationary-like growth rates for the bacterial cells (BW25113 and 
JW5437-1), we used the method proposed in [16]. Briefly, it consists of growing cells overnight in 
an initially fresh LB media (cells in ‘original media’ in Figure S3). At about 15 hours (dashed 
vertical line in Figure S3), the cells are in stationary phase (Figure S3) in agreement with [16]. 
Next, we diluted some of these cells and either kept them in the same media (‘cells diluted in 
overnight media’) or pre inoculated them in fresh media (‘cells diluted in fresh media’). From that 
moment (vertical line) onwards, while the set of cells diluted in original media continues to exhibit 
stationary-like growth (Figure S3, in agreement with [15][17]), those diluted in fresh media quickly 
change to exponential-like growth (Figure S3), as reported in [16]. As a control, we also continued 
to observe the growth of cells of the overnight culture not subject to dilution. These exhibited a very 
similar (lack of) growth to those diluted into the same overnight media, which supports the 
conclusion that the latter ones are in ‘stationary-like growth phase’. 
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Figure S3. OD curves of E. coli strains BW25113 (black lines) and JW5437-1(grey lines) cells. Growth 
rates were measured every 30 minutes  
We also assessed whether the confocal imaging of cells (for 2 hours with images taken every 
30 seconds), caused significant photo-toxicity. For this, we compared division times of BW25113 
cells in exponential growth phase under the microscope, when and when not exposed to confocal 
imaging (cells imaged by phase contrast in both cases). We observed doubling times of 72 min. and 
68 min. with and without confocal imaging, respectively, from which we conclude that the confocal 
imaging does not introduce significant photo-toxicity. In these experiments, cells were in fresh 1x 
media (Methods). 
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1.4 Relative ? plots for various promoters subject to different induction levels 
 
Figure S4. Relative ? plots for various promoters subject to various induction levels. (A) PBAD with 0.1% 
arabinose. (B) PBAD with 0.01% arabinose. (C) PBAD with 0.001% arabinose. (D) Plac-O1O3 with 1 mM IPTG. 
(E) Plac-O1O3 with 0.05 mM IPTG. (F) Plac-O1O3 with 0.005 mM IPTG. (G) PtetA with no inducers. (H) Plac-O1 
with 1 mM IPTG. (I) Plac-ara1 with 1 mM IPTG and 0.1% arabinose (full induction). Also shown is the value 
of ?cc/?oc in each case, extracted from the intersection of the linear fit with the y-axis (corresponding to a 
condition with [RNAP] ~ ?, Methods). 
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1.5 qPCR measurements of relative RNA levels under the control of PBAD and of PtetA in rpoS+ 
and rpoS-cells 
Figure S5. Relative RNA levels under the control of PBAD (0.1% arabinose) and of PtetA in BW25113 (rpoS+) 
and JW5437-1 (rpoS-) cells in the exponential growth phase (“Exp”) and in the stationary growth phase 
(“Stat”), as measured by qPCR using the 16S RNA housekeeping gene for internal reference. 
1.6 Induction curves 
We obtained induction curves for PBAD, Plac-O1O3, and Plac-ara-1 from qPCR measurements. 
Results are shown in Figure S6. In the case of Plac-O1, we observed no significant induction when 
adding IPTG (data not shown), which could be expected given the absence in this promoter of 2 of 
the 3 operator binding sites for the LacI repressors. For PtetA, we did not obtain an induction curve, 
as this promoter does not require induction, because the cells (BW25113) lack the gene coding for 
TetR, the repressor of PtetA. 
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Figure S6. Induction curves of PBAD, PLaco1o3, and PLac-ara1 obtained by qPCR. The mean and standard 
error of RNA numbers per cell in each condition were extracted from 3 replicates.  
1.7 Intensity values for RpoC protein identified in the chemiluminescent blot 
In Supplementary Table S1, we present the values for all measurements, as reported by the software 
‘ImageLab’ after analyzing the images obtained by Western Blot. 
Sample Channel 
Band 
No. 
Relative 
Front 
Volume 
(Int) Band % 
Norm. 
Factor 
Norm. Vol. 
(Int) 
rpoS+ 1X Chemi 1 0,186928 13042740 100,0 1,00000 13042740 
rpoS+ stat Chemi 1 0,188235 30918800 100,0 0,44952 13898773 
rpoS+ 0.5X Chemi 1 0,190850 11238084 100,0 0,76600 8608410 
rpoS+ 0.25X Chemi 1 0,193464 2004464 100,0 1,72060 3448882 
rpoS- 1X Chemi 1 0,192157 10965204 100,0 0,98637 10815743 
rpoS- stat Chemi 1 0,194771 21550900 100,0 0,65403 14095053 
rpoS- 0.5X Chemi 1 0,194771 7248384 100,0 0,69351 5026869 
rpoS- 0.25X Chemi 1 0,196078 3065088 100,0 0,84078 2577086 
Table S1. RpoC protein normalized volumes in BW25113 (rpoS+) and JW5437-1 (rpoS-) cells in the 
exponential growth phase when in 0.25x, 0.5x, and 1.0x media and in the stationary phase (‘stat’) in 1.0x 
media, as measured by western blot and analyzed by ‘Image Lab’ software (version 5.2.1). 
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2. Supplementary Materials and Methods 
2.1 Plasmids 
Target 
promoter 
Target Construct Plasmid name Reference Note 
PBAD PBAD-mrfp1-96bs pTRUEBLUE [18] Constructed in our lab. 
PtetA PtetA-mrfp1-96bs pTRUEBLUE [3] Constructed in our lab. 
Plac-O1O3 Plac-O1O3-mCherry-48bs pBELO [19] Constructed in our lab. 
Plac-O1 PlacO1-lacZ?-96bs pTRUEBLUE [20] Kind gift from I. Golding 
Plac-ara1 Plac-ara1-mrfp1-96bs pTRUEBLUE [4] Kind gift from I. Golding 
Table S2. List of target constructs inserted into cells. 
2.2 Genetic construct of Plac-O1O3-mCherry-48bs 
To construct Plac-O1O3-mCherry-48 binding sites (bs), we used a plasmid carrying mCherry 
followed by a 48bs array in the pBELO vector backbone, originally constructed in [19]. To amplify 
the target gene containing Plac-O1O3 with both operator sites (O1 and O3), we used the chromosomal 
native lacZ gene. A primer set was designed as follows: 
Plac-O1O3 Forward: 5’GCTCACCATCCTCCTCGTAATCATGGTCATAGCTGTTTCCTG 3’ 
Plac-O1O3 Reverse: 5’CGACAGGTTTCCCGACGCGTTGGCCGATTCATTAATG 3’ 
Plac-O1O3 was amplified and inserted into the pBELO vector backbone by Gibson Assembly 
[21], to obtain a single copy F-based plasmid carrying the target region Plac-O1O3-mCherry-48bs. 
This product was transferred into competent E. coli host cells. The recombinants were selected with 
antibiotic screening and further confirmed with sequence analysis. 
2.3 Quantitative PCR  
Cells (5 ml) at different growth phases were harvested as described in the main manuscript, 
followed by the addition of 10 ml of RNA protect bacteria reagent and immediate mixing by 
vortexing for 5 seconds. Samples were incubated for 5 minutes at room temperature, and then 
centrifuged at 5000 × g for 10 minutes. The supernatant was discarded and any residual supernatant 
was removed by inverting the tube once onto a paper towel. The entire RNA content was isolated 
by using the RNeasy kit (Qiagen) according to the instructions of the manufacturer. Samples were 
quantified using a Nanovue plus spectrophotometer (GE Healthcare life sciences) and the quality of 
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the isolated RNA was assessed by measuring the ratio of absorbance at 260 and 280 nm 
(A260/A280 ratio) of the sample (2.0–2.1). DNaseI treatment was then performed to avoid DNA 
contamination. cDNA was synthesized (Fermentas, Finland) from 1 ?g of RNA with iScript 
Reverse Transcription Supermix. The cDNA templates with a final concentration of 10 ng/?l were 
added to the qPCR master mix containing iQ SYBR Green supermix (Fermentas, Finland) with 
primers for the target and reference genes at a final concentration of 200 nM. We used the 16S 
RNA housekeeping gene for internal reference.  
The primers set for the target RNAs and the reference gene (16S RNA) are as follow:  
mRPF1 (for the study of PBAD, PtetA and Plac-ara1) 
 Forward: 5’ TACGACGCCGAGGTCAAG 3’  
 Reverse: 5’ TTGTGGGAGGTGATGTCCA 3’ 
lacZ? (for the study of PlacO1) 
 Forward: 5’ CCGGATCCTCGAGAGCTTAG 3’  
 Reverse: 5’ CTAATCGATTCAATTGGGTAACG 3’ 
mCherry (for the study of Plac-O1O3) 
 Forward: 5’ CACCTACAAGGCCAAGAAGC 3’  
 Reverse: 5’ TGGTGTAGTCCTCGTTGTGG 3’ 
16S RNA: 
 Forward: 5’ CGTCAGCTCGTGTTGTGAA 3’ 
 Reverse: 5’ GGACCGCTGGCAACAAAG 3’. 
 
The qPCR experiments were performed using a Biorad MiniOpticon Real time PCR system 
(Biorad, Finland). The following thermal cycling protocol was used: 40 cycles of 95 °C for 10 s, 52 
°C for 30 s, and 72 °C for 30 s for each cDNA replicate. These reactions were performed in three 
replicates for each condition, with a final reaction volume of 25 ?l. We use no-RT controls and no- 
template controls to crosscheck non-specific signals and contamination. PCR efficiencies of these 
reactions were greater than 95%. The data from CFX Manager TM Software was used to calculate 
the relative gene expression and its standard error [22]. 
2.4 Western blotting 
Cells were harvested by centrifuging and then lysed with the B-PER Bacterial protein extraction 
reagent (Thermo Scientific) containing the protease inhibitors. Cell lysate was incubated at room 
temperature for 10 mins and then centrifuged at 15000 ×g for 5 mins to remove debris and collect 
the supernatant. The samples containing the total protein were diluted with the 4X lamella sample 
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loading buffer containing the ? mercaptomethanol and boiled for 5 mins at 95°C. Approximately 30 
?g of the total protein in each sample was resolved by 4 – 20 % TGX gels (Biorad). Proteins were 
separated by electrophoresis and then electro-transferred on the PVDF membrane (Biorad). 
Membranes were incubated with respective primary antibodies for RpoC, RpoS and RpoD 
(Biolegend) of 1:2000 dilution overnight at 4 °C, followed by HRP-secondary antibodies (Sigma 
Aldrich) 1:5000 dilution for 1 hour at room temperature. Detection was done by the 
chemilumiscence reagent (Biorad). Images were generated by the chemidoc XRS system (Biorad). 
Band quantification was done using Image Lab software version 5.2.1. 
2.5 Estimation of the ratio between the closed and open complex formation  
Given the model described by equations (A-B) and (D-F) in the main manuscript, the mean time-
scale of the closed complex formation (?cc) (i.e. for the occurrence of a reaction D) is inversely 
proportional to the abundance of RNAP.?70, and equals: 
70
1
[ . ]cc cck RNAP
? ??     (S1) 
 In (D), cck  is the rate constant of the closed complex formation. Provided that the closed and 
open complex formations are the main rate-limiting steps in transcription [23–26], as assumed by 
the model, then one finds that the mean interval between consecutive transcription events (?t) 
equals approximately: 
70
1 1
[ . ]cc oc occc
t
kk RNAP
? ? ?? ? ? ? ?    (S2)  
where ?oc is the mean time-scale of the open complex formation. 
The variables in equation [S2], whose values can be obtained from measurements, are ?t (see 
section 2.7 below) and 70[ . ]RNAP? (by measuring [ ]RNAP ; see main manuscript). In particular, as 
?t is inversely proportional to the target RNA production rate, it can be extracted by qPCR 
measurements [27,28]. Else, it can be directly measured from time-lapse microscopy measurements 
(section 2.6 of this document). Meanwhile, relative values of [ ]RNAP  can be obtained by protein 
immunoblot (previous section of this document). Given these two quantities, it is possible to 
estimate ?cc/?oc by weighted least square fit of a line to the measured mean values of ?t when 
plotted against the relative numbers of 1[ ]RNAP ? . 
In practice, here we obtain ?cc/?oc by measuring both [ ]RNAP  and 1/?t, in three conditions, 
differing in the RNAP abundance in the cells, following the strategy proposed in [29]. To alter the 
intracellular abundance of RNAP, we place cells in modified LB media, with chemical 
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compositions of 1x, 0.5x and 0.25x (see above). As the RNA degradation rates are not affected by 
the growth conditions used here [27], the transcription rates (proportional to 1/?t) at 0.5x and 0.25x 
relative to that in 1x media can be assessed from the relative RNA levels measured by qPCR. 
2.6 Time lapse microscopy 
Time lapse microscopy measurements of the dynamics of RNA production in individual cells, at the 
single RNA level, were conducted for PBAD and PtetA so as to compare their activity when cells were 
in the exponential and in the stationary phases. For this, in general, the strain has to contain two 
constructs [4]: a reporter plasmid (carrying MS2-GFP, here under the control of PLac) and a single-
copy plasmid vector pIG-BAC carrying the target transcript (mRFP1 followed by 96 MS2-binding 
sites) under the control of PBAD or PtetA.  
 This system has been used to measure the distribution of time intervals between RNA 
production events due to its ability to detect individual target RNA molecules consisting of the 
numerous MS2 coat protein binding sites, which are rapidly bound by ?uorescently tagged MS2 
coat proteins. These tagged RNAs can be seen as soon as they are produced under a ?uorescence 
microscope as ?uorescent foci [3,4,18,30–32]. 
 One hour after incubation in the respective phase-inducing media, for both cells containing 
PBAD or PtetA, we first induced the MS2-GFP reporter (under the control of Plac in both cases) by 
adding 1 mM IPTG for 45 minutes in liquid culture. We verified by visual inspection that, at this 
stage, cells contained sufficient, uniformly distributed MS2-GFP in the cytoplasm to detect any 
target RNA [3,4,18,30–32]. Next, to activate PBAD controlling the production of the target RNA, we 
added 0.1% of arabinose for 5 minutes while in liquid culture. Cells were then placed under 
microscope observation. Meanwhile, PtetA does not require induction, as both BW25113 and 
JW5437-1 strains lack the gene coding for TetR, the repressor of PtetA [14]. Note that this does not 
interfere with the comparison of the dynamics of the two promoters, as we only compare 
distributions of time intervals between consecutive RNAs in each cell, not the mean number of 
RNAs produced. 
In all cases, we used an inverted microscope body Nikon Eclipse (Ti-E, Nikon, Japan). In 
the left port of the body, we used a confocal C2+ scanner connected to a LU3 laser system (Nikon) 
with a 488 nm argon ion laser. The laser shutter was open only during exposure time, to minimize 
photobleaching. For phase-contrast, we used an external phase-contrast setting (Nikon) with a DS-
Fi2 CCD-camera. For both phase-contrast and confocal imaging, we used a 100x oil-immersion 
objective (Apo TIRF, Nikon). The software used to capture images and control the microscope was 
NIS-Elements (Nikon). To maintain, during microscopy, stable growth conditions and induction of 
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the promoters controlling the production of the RNA target for MS2-GFP and of MS2-GFP reporter 
proteins, a peristaltic pump introduced a constant flow of the appropriate media and inducers. 
For imaging, a few ?l of cells were placed between a glass coverslip and a slab of 3% 
agarose containing the respective media and inducers. During image acquisition, the slide was kept 
in a temperature-controlled chamber (Bioptechs, FCS2) at 37 °C. Cells were imaged every 30 
seconds for 2 hours, for both cell segmentation (phase contrast images) and detecting MS2-GFP 
tagged RNAs (confocal microscopy images). Example images of a cell over time, along with the 
results of cell segmentation and detection of spots (which appear as a bright spots in the green 
fluorescent channel) are shown in Figure S7. 
 
Figure S7. MS2-GFP tagged RNAs in an E. coli cell over time. Unprocessed frames (top) along with the 
segmented cell and RNA spots (bottom). The moment images were captured is shown at the top of each 
frame. 
2.7 Image processing, temporal fluorescence intensity of MS2-GFP tagged RNA molecules, 
and estimation of time intervals between consecutive RNA production events in individual 
cells 
Image analysis of microscopy time-series was performed as in [3,18,30]. First, we used a semi-
automated cell segmentation strategy as in [33], using the software MAMLE [34] followed by 
manual correction. Afterwards, fluorescent spots in each segmented cell, at each moment, are 
detected automatically as in [32], by estimating the cell background intensity distribution using its 
median and median absolute deviation, and then performing thresholding with a given confidence 
level and assuming that this distribution is Gaussian. From this, one obtains information on each 
cell, at each time point, along with the spots and their intensity. 
 Next, as in [33], we establish the relationships between cells in sequential frames (lineage 
construction). The segments overlapping the most are associated with the segments of the next 
frame. If the association is one-to-one, it is assumed that it must be the same cell (no division 
occurred). Else, if the association is one-to-many, it is interpreted as a cell division. For zero-to-one 
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or one-to-zero associations, no relationships between segments are established. Manual correction 
of the segmentation removes cases where cells disappear in the middle of a time series. 
It follows the estimation of time intervals between consecutive RNA productions in individual 
cells. This estimation relies on the determination of when new RNA molecules appear in the cells 
and, from there, it obtains absolute time intervals. This technique of detecting, in individual cells, 
the moment when a novel RNA molecule (‘spot’) appears from time lapse microscopy images using 
the multiple MS2-GFP RNA-tagging system [4], has been previously used in [3,18,21,22,29-31,40-
41]. 
First,  the moments of appearance of novel target RNAs in each cell are obtained, as in [32], 
by least squares fitting a monotonically increasing piecewise-constant function to the corrected total 
spot intensity in that cell over time. The number of terms for the fitting is selected by an F-test with 
a p-value of 0.01. Each discontinuity, i.e. jump, corresponds to the production of one target RNA 
(Figure S7) [3,18,30–32]. Finally, the time intervals between consecutive RNA production events in 
each cell are extracted (events separated by cell divisions are not considered). This method, first 
proposed in [32] and subsequently improved in [36], allows estimating the accuracy of the 
estimation based on the number of cells observed and the level of noise of the ‘spot fluorescence’ 
signal from individual cells. For a set of more than 100 cells and a noise level of 1 in the fluorescent 
signal (as measured by the coefficient of variation and in agreement with the present 
measurements), we expect an accuracy of 80% [36]. An example application of this method to the 
signal from a cell is shown in Figure S7. 
For this method to count accurately the RNA production events, first, new RNA molecules 
need to appear nearly fully-tagged when first detected, so as to cause a significant “jump” of 
standard size in the “total spots fluorescence intensity” of the cell. This will occur, provided that the 
speed of transcription elongation (expected to be ~60 and ~90 base pairs per second, at 37oC [37–
39]) and the speed of MS2-GFP binding to the target RNA are such that a ‘complete spot 
formation’ (i.e. the occupation of nearly all MS2-GFP binding sites) does not take much longer than 
the interval between consecutive images, which in our measurements is 30 seconds long. Second, it 
is necessary that an MS2-GFP tagged RNA, once tagged, does not degrade significantly (neither 
abruptly nor gradually) during the measurement period (to allow using a step-increasing function).  
Both assumptions were recently tested by observing the fluorescence intensity of individual, 
tagged RNAs for 30 minutes (1 image per minute) in individual cells that contained a single target 
RNA [35]. From the data in [35], first, new RNA molecules are fully or nearly fully-tagged when 
first detected, as no significant increases in tagged RNA fluorescence are observed after detection 
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of the tagged RNA. Second, by fitting the intensity of each tagged RNA over time with a decaying 
exponential function and inferring its intensity degradation rate, a mean decaying rate of ~8.1?10-5 
s-1 was measured, corresponding to a mean half-life of ~144 mins, which is longer than our 
observation window (120 mins). Given these results, we conclude that the fluorescence of tagged 
RNAs does not decrease significantly over time (gradually or abruptly) during the measurement 
period. These results are supported by previous studies of the properties of the MS2 coat protein of 
bacteriophage [40,41], and by studies that showed that most MS2 binding sites of the target RNA 
are constantly occupied by MS2-GFP proteins, resulting in the ‘immortalization’ of tagged RNAs 
due to the isolation from RNA-degrading enzymes [4,20].  
Finally, note that the RNA ‘jump detection’ method can tolerate infrequent “blinking” of 
existing tagged RNAs, due to moving out of focus transiently, without loss of information [32,36]. 
2.8 ‘Relative’ and ‘absolute’ ? plots 
The ‘relative’ ? plots of data from in vivo cells here presented are based on the assumption that free 
intracellular RNAP concentrations can be changed within a significant range (similar to in vitro ? 
plot measurements). This assumption was shown to be valid in [29] when changing the media 
composition in a specific way  (see Supplementary Figure S1 and Table S1, with RpoC numbers in 
each media condition).   
Once setting the media conditions that establish specific free intracellular RNAP 
concentrations (shown to correspond to the total RNAP concentrations [29]), one can measure by 
qPCR, for each condition, the rate of RNA production of the promoter of interest (relative to the 
reference gene), which is inversely proportional to the mean duration of the intervals between 
consecutive RNA productions in live cells. Next, from these measurements, one can obtain the ratio 
between relative rates of RNA production in different conditions (e.g. exponential and stationary 
phases). Note that this ratio equals the inverse of the ratio between time intervals between RNA 
productions (see equation H in the main manuscript).  
Then, one can ?t the general model of transcription initiation to the empirical data (reactions 
A-B and D-F, from which H is derived), which accounts for the multi-step nature of transcription 
initiation and the need for a ? factor to initiate transcription. That is, from equation (H) for which 
we obtain empirical values for two of its three terms, we estimate the mean in vivo time-scale of the 
closed complex formation relative to the time-scale of the open complex formation (ratio ?cc/?oc), by 
extrapolating it for an in?nite RNAP concentration. This methodology follows the one presented in 
[29] (which is based on measurements of time intervals between consecutive RNA productions in 
15 
 
individual cells and thus allowed estimating the absolute value of ?oc), and is similar to the 
extrapolation for in vitro data presented in [23]. 
Meanwhile, ‘absolute’ ? plots, which are based on the same assumptions as above, are 
obtained directly from measurements of the mean time-scale of intervals between consecutive RNA 
productions in individual cells and mean RNAP concentrations. By measuring the former in 
conditions that cause the latter to differ [29], one can then plot the mean absolute time-scale of 
intervals as a function of the inverse of RNAP concentrations and estimate the mean absolute in 
vivo time-scale of the open complex formation ?oc, as in [29], as the value of the mean absolute 
time-scale of the intervals when the RNAP concentration is infinitely large.  
In the present study, only relative ? plots are presented (section 1.4 of this document). 
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Rate-limiting steps in transcription 
dictate sensitivity to variability in 
cellular components
Jarno Mäkelä????? ??????Kandavalli? & Andre S. Ribeiro?????
Cell-to-cell variability in cellular components generates cell-to-cell diversity in RNA and protein 
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Single-cell measurements have shown that, even in monoclonal bacterial populations, cells differ widely in com-
ponent numbers1–6. Most cell-to-cell variability in, e.g. RNA and protein numbers, in the regime of low molecule 
numbers, can be explained by the stochastic nature of biochemical reactions. Meanwhile, in the high molecule 
numbers regime, most variability is due to cell-to-cell variability in the numbers of molecules involved in gene 
expression1.
Fluctuations in molecular species numbers in a cell propagate through direct and indirect interactions 
between species7, 8. Also, noise from cellular processes such as DNA replication, and partitioning of molecules 
in cell division, also contribute significantly9, 10. Importantly, these fluctuations have non-negligible timescales, 
often longer than cells’ lifetime1, 11, 12, causing differences between sister cells to propagate to the timescale of cell 
lineages13–15.
Molecule number fluctuations likely affect most cellular processes. One process susceptible to these fluctua-
tions is gene expression, as it depends on molecular species existing in small numbers (e.g. transcription factors) 
as well as on a cell’s abundance of polymerases, ribosomes, and σ factors3, 14–19.
At the single gene level, fluctuations in specific regulatory or uptake molecule numbers generate noise in 
the rates and timing of gene expression4, 5, 13. For example, gene expression activation rates by external inducers 
depend on the number of uptake membrane proteins5. As these differ in number between cells, so will intake 
times. Meanwhile, active transcription initiation rates (i.e. the main regulator of RNA production kinetics) differ 
due to, e.g., differences in the number of available RNA polymerases. It is expected that the effects of these noise 
sources in transcription will differ with the stage of gene expression affected.
Relevantly, the cell-to-cell variability in the kinetics of a chemical process depends not only on the variability 
in the numbers of the molecules involved, but also on the complexity of the process. For example, in a multi-step 
process such as transcription6, 20–23, the degree to which the cell-to-cell variability in RNA polymerase numbers 
?Laboratory of Biosystem Dynamics, BioMediTech Institute and Faculty of Biomedical Sciences and Engineering, 
???????? ?????????? ?? ??????????? ?????? ??????????????????Multi-scaled biodata analysis and modelling Research 
??????????? ??????? ????????????? ?????????????????? ????????????????????????????????????????????????
????????? ? ??????????? ???????????? ???? ?? ??????? ?????? ?? ?????? ????????? ????????? ?????????????????? ????????
?????????????? ????????????? ????????????? ??????? ??????????? ????? ??????? ???????? ??? ??????????????????
????????????? ???????????????????????????????? ?????????????????????????????????)
Received: 6 March 2017
Accepted: 21 August 2017
Published: xx xx xxxx
OPEN
www.nature.com/scientificreports/
2SCIENTIFIC REPORTS????? 10588 ??? ?????????????????????????????
(or another molecule involved in the process) affects the RNA numbers’ cell-to-cell variability, depends on the 
kinetics of all steps of the process. In particular, it is expected that only the duration of the first step (closed com-
plex formation) will depend on the RNA polymerase numbers. As such, the larger the fraction of time in tran-
scription initiation taken by the closed complex formation, the higher will be the effects of cell-to-cell variability 
in RNA polymerase numbers on the variability in RNA production kinetics. For example, if the closed complex 
formation takes only a small fraction of the overall duration of the process, even large deviations in its kinetics 
due to high variability in the numbers of the molecules involved (RNA polymerase, transcription factors, etc.) will 
not to cause major variability in the overall RNA production kinetics.
Thus, we hypothesize that promoters that differ in their sequence-dependent rate-limiting steps 
kinetics21, 23–26, will differ in their susceptibility to variability in molecule numbers. In addition, as the kinet-
ics of the rate-limiting steps in transcription initiation are usually subject to regulation, e.g., by transcription 
factors21, 27, 28, we further hypothesize that the effects of cell-to-cell variability in molecule numbers can be tuned. 
Finally, as the time scale of fluctuations in molecule numbers and, thus cell-to-cell differences, can last longer 
than cell lifetimes and therefore propagate to cell lineages1, 12, 13, we expect that different promoters and different 
induction schemes will result in different lineage-to-lineage variability in RNA numbers.
To test these hypotheses, we combine stochastic modeling and time-lapse, single-cell, single-RNA level meas-
urements of cell lineages to analyze the effects of variability in cellular components on transcription dynamics. 
Namely, we dissect the variability at each stage, from the external intake of inducers to the production of RNA 
molecules. For this, we first model transcription in cells accounting for the variability in numbers of the molecules 
involved in inducers intake and in transcription initiation rate constants, and study how these sources of variabil-
ity contribute to the RNA variability over time. Next, to validate the model predictions, we measure differences 
in transcription dynamics between cell lineages. For this, we follow independent lineages for several generations 
under the microscope and measure RNA production in each lineage with single-cell, single-RNA sensitivity, to 
assess how the variability in gene activation rates following the introduction of inducers and in RNA production 
intervals in active promoters contribute to the lineage-to-lineage variability in RNA numbers over time. This 
variability is assessed and compared when inducing the same promoter, Plac/ara-1, with different inducers (IPTG 
and arabinose), and when inducing different promoters (Plac/ara-1 and Plac) with the same inducer (IPTG). Finally, 
we use different inducer concentrations to regulate the kinetics of the rate-limiting steps in transcription initia-
tion, and study how this can be used to tune the propagation of noise in cellular component numbers into RNA 
numbers.
Results
Cell-to-cell variability in cellular components are expected to generate cell-to-cell variability in 
gene activation times and in active transcription kinetics. As in ref. 29, in each cell, we model gene 
activation and subsequent active transcription as stochastic multistep processes. Here, in addition, we impose 
that the rate of each step is dependent on the molecule number of specific molecular species (Fig. 1A and B). 
Specifically, the inducers’ intake kinetics from the environment differs with the number of uptake proteins5, while 
the rate of closed complex formation in transcription initiation differs with the numbers of free RNA polymerases 
(RNAp), as most active promoters are not saturated with holoenzymes17, 30. Thus, in this model, the cell-to-cell 
variability in uptake protein and RNAp numbers affect the variability in gene activation and subsequent transcrip-
tion initiation rates, respectively, thus contributing to the cell-to-cell variability in RNA numbers.
Gene activation is the passage of a promoter from a non-producing to a producing state, following the appear-
ance of an inducer in the media. It includes subsequent events such as diffusion of inducers in the extracellular 
and intracellular environments, crossing of the cell membranes, and finding and binding to a promoter or its 
repressor.4, 31–33 As these steps differ widely between genes, to model the dynamics of activation, we consider only 
the rate-limiting steps and model it as a two-step stochastic process as in refs 4, 29 (Supplementary Information):
⟷ ⟶I I S (1)
K k
1 2 0
m v
Here, I1 is a promoter in a non-producing state, I2 is an intermediate state, and S0 is a producing state, in which 
the promoter is available for transcription.
Active transcription in E. coli is a multi-step process, with the closed complex and open complex formation 
being, in most promoters, the most rate-limiting steps21–23. Transcription can thus be formulated as22:
+ → → →⟷ ⟶RNAp Pro RP RP RNA (2)
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In (2), transcription initiates when an RNA polymerase holoenzyme (RNAp) binds to a promoter (Pro) and 
forms a closed complex (RPc). This step is reversible and thus, it takes several attempts, until one of them even-
tually successfully forms a stable open complex (RPo). Finally, the holoenzyme forms an elongation complex and 
synthesizes an RNA. The first-passage time distribution to produce an RNA is observationally equivalent to the 
distribution generated by a simplified version of the models in (1) and (2), shown in Fig. 1B (Supplementary 
Information)26, 34.
Each model cell contains a number of uptake proteins and RNAps that are drawn from negative binomial 
distributions of measured molecular species numbers1 (Supplementary Information). To attain RNA production 
dynamics in each cell, we used the finite state projection algorithm35, in which a finite set of linear ordinary differ-
ential equations is formulated for the truncated state space of the system to predict the time-varying probability 
distributions. From this, we obtain the RNA number distribution of a cell population over time.
To quantify and compare the effects of cell-to-cell variability in uptake protein and RNAp numbers, the vari-
ability in RNA numbers is described as36:
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Here, ni is the number of RNAs in cells of a sub-population of cells with parameter values i (i.e. number of 
uptake proteins and RNAps); the bracket operator ⋅( )  represents averaging over all cells with parameter values 
i; and the bar operator ⋅( ) represents averaging over all values of i.
As the number of uptake proteins and RNAps are the features that can differ between cells, they are used 
here as the features that define the ‘phenotype’ of a cell. Overall variability in RNA numbers is generated by the 
process’ stochasticity (CV2proc) and by the differences in the cells’ propensities to produce RNAs (CV2phe), due to 
‘phenotypic’ variability.
Note that the kinetics of gene activation and transcription do not differ between the cells. Effects of variability 
in these processes were studied in26, 29. Here, we focus on the effects of the ‘phenotypic’ variability (CV2phe) on the 
kinetics of activation and active transcription.
First, we studied the effects of cell-to-cell variability solely in uptake protein numbers. For that, the model 
cells do not differ in RNAp numbers. From Fig. 1C and E, this source of variability contributes to RNA numbers 
diversity mostly at the early stages of a time series. Once transcription becomes active in most cells, the uniform 
process of RNA degradation across the cell population causes its effects to gradually dissipate.
Next, we assumed no variability in numbers of uptake proteins and studied the effects of variability in RNAp 
numbers. Here, the initial stages of the time series exhibit much less cell-to-cell variability in RNA numbers 
(CV2phe) than the previous model. However, as transcription is activated throughout the cell population, its con-
tribution to RNA numbers diversity becomes evident (Fig. 1D and E), being maximized when equilibrium is 
reached between RNA production and degradation.
Finally, we considered model cells where cell-to-cell diversity in both uptake protein and RNAp numbers are 
present. In these, in agreement with the above, the early stage of the time series is dominated by the variability in 
the gene activation process, while the latter stages are dominated by the variability in the transcription process 
Figure 1. In Silico prediction of variability in RNA numbers from variability in molecule numbers in gene 
activation and in active transcription. (A) Schematic representation of unspecified intracellular processes 
affecting the kinetics of gene activation by external inducers and subsequent transcription that generate cell-
to-cell variability in RNA numbers over time (CV2phe). (B) Gene activation (whose duration is represented by 
tact) is modeled as a stochastic 2-step process, while subsequent transcription events (whose overall duration 
is represented by Δt) are modeled as a stochastic 3-step process. The rates k1, k2, and k3 are proportional to the 
molecule numbers drawn from negative binomial distributions. (C,D) show the resulting median (gray) and the 
quartiles (blue in (C) and green in (D)) of the RNA numbers over time in cells differing in (C) uptake molecule 
numbers or (D) RNAp numbers. (E) CV2phe resulting from differences in RNAp (green) or in uptake protein 
numbers (blue), and from differences in both (black). The dashed vertical line is the crossing time. From this 
figure, we find that cell-to-cell variability in uptake protein numbers contributes to RNA numbers diversity 
mostly at the early stages of a time series and then gradually dissipates, while noise in transcription is a constant 
source to RNA numbers diversity that dominates the latter stages of a time series. (F,G) show the effects on the 
crossing time of changing (F) the mean duration of the activation period (blue) and subsequent transcription 
events (green) and (G) the CV2 of uptake proteins (blue) and RNAp (green) numbers.
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(Fig. 1E). The moment when the latter overtakes the former is defined here as ‘crossing time’, and provides infor-
mation about the duration of the influence from upstream processes. Importantly, the crossing time is often 
greater than a cell’s generation time, as shown in previous studies4, 29.
In addition, we quantified the dependence of the crossing time on the dynamics of activation and subsequent 
active transcription (Fig. 1F). We find that increasing the mean duration of gene activation increases the crossing 
time, as expected, while changing the active transcription initiation rate has only minimal effects. Also, the vari-
ability in RNAp and uptake protein numbers (measured by the CV2) affects the crossing time (Fig. 1G). Namely, 
increasing the CV2 of RNAp numbers decreases the crossing time, while increasing the CV2 of uptake protein 
numbers increases it.
??????????????? ?????????????????????????????????????????????????????????????????????????
???????? E. coli cells have been shown to behave more similarly in protein production kinetics when sharing a 
common ancestor due to inheritable epigenetic factors13. These factors are propagated to the progeny for several 
generations1, 11, 12, and thus cell lineages are expected to differ in these factors.
Given this, here we consider each independent lineage as a distinct phenotype, with a specific RNA produc-
tion rate and inducer intake rate. To validate this assumption, we studied how individual cell lineages respond to 
transcription induction by measuring, over the course of several generations, the RNA production in each cell 
with single molecule sensitivity following the introduction of an inducer in the media.
We grew lineages from individual cells under the microscope, induced the reporter and target gene, and then 
measured the RNA production dynamics in each cell once the lineages reached a size of 40–50 cells (Fig. 2A). 
All data of each condition is from the same experiment to avoid differences between overnight cultures, gel 
properties, etc. We detected production of RNA molecules by MS2-GFP tagging method (Fig. 2B, Fig. S1, 
and Supplementary Information), which protects the target RNA from degradation for the duration of the 
measurements37–39. Parameters for the detection of the target RNA were kept the same between lineages to avoid 
biases in detection.
Figure 2. Variability in RNA production between lineages. (A) Cells are placed under the microscope at 
t = −240 min and continuously supplemented with fresh medium. At t = −60 min, the induction of the 
reporter system (MS2d-GFP) is initiated. At t = 0 min, with the cells already flooded with MS2d-GFP proteins 
for accurate RNA detection, the induction of the target RNA for MS2d-GFP is initiated. (B) Phase contrast 
image of an induced lineage and corresponding fluorescence image with tagged RNA molecules. (C) CV2phe 
of the RNA numbers between lineages, 2 hours after induction. Shown are Plac/ara−1 induced with 1 mM IPTG 
(29 lineages) and with 1% Arabinose (14 lineages), and Plac induced with 1 mM IPTG (60 lineages). Error 
bars are the standard errors determined by bootstrapping of the cells in the lineages (Fig. S3). Differences 
between conditions suggest that promoter sequence and transcription factors can regulate the CV2phe in RNA 
production. (D) MI (solid line), sMI (dashed line) and 1-tailed 0.01 p-value (dotted line) between a cell’s lineage 
and the number of RNAs of each cell for Plac/ara-1 induced with 1 mM IPTG (black), Plac/ara-1 induced with 1% 
Arabinose (blue), and Plac induced with 1 mM IPTG (green). In all conditions, the significant variability in the 
CV2phe in RNA numbers arises during the induction process. (E) Illustration of RNA production events (circles) 
over time in individual cells of lineages. The waiting times for the first RNAs to appear in lineages (t0) and the 
subsequent time intervals between consecutive RNA production events (Δt) in single cells are shown. The 
dotted line depicts the start of induction of the target promoter.
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Measurements were conducted for differing inducers and promoters. Namely, we used a single copy Plac/ara-1 
(inducible by arabinose and/or IPTG)20 and a single copy Plac (inducible by IPTG)37. For Plac/ara-1 induced by 
1 mM IPTG, Plac/ara-1 induced by 1% arabinose, and Plac induced by 1 mM IPTG (in all cases for 2 hours), the cells 
exhibited, after 2 hours of induction, on average, 2.3, 0.4, and 3.0 RNAs, respectively, in agreement with previous 
in vivo measurements1, 6 (Supplementary Information, section ‘RNA numbers in cells’). It is noted that the strain 
used here was modified to contain a very high copy number of lac repressors (~3000 vs. ~20 in wild type)20 and to 
not code for lactose permease, which transports lactose into the cell. The first feature allows greatly increasing the 
fold change with induction when compared to the natural system. The second feature allows studying this system 
without the interference of feedback systems. In Plac/ara-1 promoter, the CRP/cAMP site has been replaced by the 
AraC binding sites of the PBAD promoter to avoid pleiotropic effects and allow further activation of transcription20. 
Fig. S2 shows the topologies and sequences of the mentioned promoters.
To quantify the variability in RNA production dynamics between lineages, we obtained the CV2phe of the line-
ages in each condition (Fig. 2C, Fig. S3). We find differences between all conditions, indicating that possibly both 
the intake (which differs with the inducer molecule) and the active transcription (which differs with the promoter 
sequence) processes affect the CV2phe in RNA production of the lineages. Note that the CV2phe is independent of 
the mean transcription initiation rate (Fig. S4).
Due to being limited to observe a finite number of cells and lineages, it is possible that these values differ solely 
due to random chance. To test this, we measured the mutual information (MI)40, which quantifies how much a 
variable informs about another, between the lineage and the RNA numbers of each cell. For comparison, we ran-
domly permuted cells between lineages for 105 times and calculated the average spurious MI (sMI), along with 
the 1-tailed p-value. The results are: Plac/ara-1 induced by IPTG (MI: 0.336, sMI: 0.258, p-value < 10−5); Plac/ara-1  
induced by arabinose (MI: 0.138, sMI: 0.072, p-value < 10−5); Plac induced by IPTG (MI: 0.185, sMI: 0.120, 
p-value < 10−5). Thus, in all conditions, the hypothesis of having obtained the measured variability in RNA num-
bers between lineages by random chance can be rejected. Also, to test whether the difference between the MI and 
sMI increases during the activation period of transcription following the addition of inducers, we obtained the 
MIs for each condition every 5 min for 2 hours (Fig. 2D). Initially, the MI and sMI are very similar but, as time 
advances, the MI increases rapidly, becoming significantly above the average sMI (and 1-tailed p-value of 0.01)
(see also mean values for lineages in Fig. S5).
To test for the possibility that the inducer was not reaching all cells under observation, we calculated the 
correlation between the distance between a cell and the colony edge and its RNA numbers. In all conditions, we 
found only very weak, not statistically significant, spatial correlations (Table S1), meaning that the induction is 
approximately uniform in space. Also, we tested for reproducibility of the lineage variability from independ-
ent measurements by conducting three independent measurements for cells with Plac/ara-1 induced by IPTG. We 
observed no statistically significant differences between the measurements (Figs S6 and S7).
We conclude that, in all conditions, the variability between lineages in mean RNA numbers is significantly 
above chance. Further, it differs with both the promoter, which should affect the kinetics of active transcription, 
as well as with the inducer, which should affect the kinetics of both intake and active transcription.
?????????????? ?? ??????????????????????????????????????????????????????????????? ????? ?????? ???
??????????????????????????????????????????????????????????????????????????????????????? The 
observed lineage-to-lineage variability in RNA numbers can arise from gene activation, active transcription, or 
both. To assess the contribution of each process over time, we observed the waiting times for the first target RNA 
appearance (t0; which includes both tact and Δt) in each cell present at the start of induction29, along with the time 
intervals between consecutive RNA production events in each cell (Δt)29 (Fig. 2E, Supplementary Information, 
Figs S1, S8 and S9). We extracted information from the same time-lapse experiment so as to minimize potential 
differences in environmental conditions. We also limited the observations to ~10 lineages per experiment to 
obtain sufficient time sampling. Results show that the CV2phe in both gene activation times and transcription 
intervals between lineages differs between conditions (Table S2).
To validate that the time series data are representative of large populations of lineages, we compared the 
lineage-to-lineage variability in mean RNA numbers of the time series measurements to that of two independent 
measurements for the condition of Plac/ara-1 induced by IPTG. We observed no statistically significant differences 
(Figs S6 and S7).
To estimate the contributions of each process to the observed lineage variability in RNA numbers 
over time, we fitted the measured t0 and Δt to the model of gene activation and transcription (Fig. 1B, 
Supplementary Information). We show results when assuming both activation (tact) and active transcription 
(Δt) (referred to as ‘full model’), and when assuming only active transcription (‘Δt model’) (Fig. 3A–C). In 
all conditions, the Δt model reaches a plateau, i.e. a constant CV2phe faster than the full model. The height 
of this plateau is determined by the CV2phe of Δt and is independent of the mean transcription initiation 
rate (Fig. S4, Table S2). The two conditions that differ the most in the time to reach the plateau are Plac/ara-1 
induced by IPTG and Plac/ara-1 induced by arabinose. Further, under arabinose induction, the CV2phe of the 
Δt model is initially higher, due to differences in the mean values of tact and Δt. Over time, the two quanti-
ties will become similar (Fig. S10).
To compare with the model predictions, we calculated the empirical CV2phe in RNA numbers over time. For 
this, we only considered branches of lineages where RNA productions occurred. The outcomes of the full models 
are expected to be representative of these measurements. Meanwhile, to obtain empirical values comparable with 
the Δt model, we synchronized the first production moment of RNA in each lineage to t = 0 and then disregarded 
that first production event. To avoid biases due the reduced number of cells in the later parts of the time series, we 
only considered the first 80 minutes of the synchronized time series.
www.nature.com/scientificreports/
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The empirical lineages CV2phe are shown for each condition, with and without synchronization (Fig. 3D–F). 
As predicted by the models, the CV2phe of the synchronized lineages exhibits a plateau. Also, in Plac/ara-1, the CV2phe 
of synchronized lineages reaches the plateau faster than the CV2phe of non-synchronized lineages. Meanwhile, Plac 
does not exhibit significant influence by the gene activation process on the lineages’ CV2phe. We expect that this 
is due to the higher leakiness of this promoter (Table S2). To test this notion, we studied the expected impact of 
leakiness on CV2phe using a model that allows transcription in the absence of inducers. This leakiness was mod-
elled as a Poisson process, and various rates of leakiness were tested. The results show that increasing leakiness 
decreases the lineages’ CV2phe (Fig. S11).
Overall, these results confirm that the contributions from gene activation kinetics and from active transcrip-
tion dynamics to the lineages CV2phe in RNA numbers differ over time, and that the former has only a transient 
effect. Importantly, fluctuations in transcription kinetics act as a constant source of variability in RNA numbers 
between lineages that differs between conditions (i.e. between promoters and between induction mechanisms of 
the same promoter).
??????? ????????????????????????????????????????????????? ??????????????????????????????????????????-
ponents on transcription kinetics variability. Why do the three conditions differ in variability between 
lineages (CV2phe) in the same strain? Promoter sequences have been shown to differ widely in the kinetics of the 
rate-limiting steps in transcription initiation6, 21, 23, 24. Also, depending on the molecular species whose numbers 
fluctuate, different stages of transcription are expected to be affected. For example, different transcription factors 
act at different stages and variability in their numbers affect mostly the variability in the kinetics of those stages 
alone.
Given this, we hypothesized that differences in the kinetics of the rate limiting steps as well as in which rate 
limiting steps are affected by differences in the numbers of transcription factors could be the source for the 
observed differences in CV2phe between the conditions studied here. Let τcc represent the stages of transcription 
initiation whose kinetics depends on RNAp concentration, while τoc represents subsequent stages, which are inde-
pendent of RNAp concentration22, 26, 30, 41. Given these definitions, we considered 4 different stochastic multi-step 
models of transcription (Fig. 1B) with the variability in molecule numbers affecting different rate-limiting steps: 
(1) variability in molecule numbers affecting only τcc; (2) variability in molecule numbers affecting only τoc; (3) 
variability in molecule numbers affecting both τcc and τoc equally; (4) variability in numbers of two molecular 
species (with different variabilities) affecting τcc and τoc independently. The extent of variability was set to be the 
same in all models (CV2 = 0.5) (except model 4, in which one molecular species has lower variability (CV2 = 0.1)) 
to reflect the empirical values reported in7. The overall RNA production rate was identical in all cases and does 
not affect the CV2phe (Fig. S4). We studied the effects on CV2phe of RNA numbers as a function of τcc relative to the 
overall duration of the transcription intervals, Δt.
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Figure 3. Lineages CV2phe in RNA numbers over time. (A–C) CV2phe in RNA numbers between lineages 
predicted for the full model (both t0 and Δt processes) and the Δt model over time. (A) model Plac/ara-1 induced 
with IPTG, (B) model Plac/ara-1 induced with arabinose and (C) model Plac induced with IPTG. (D–F) CV2phe in 
RNA numbers of measured and synchronized (sync) lineages. Branches of lineages without RNA production 
are discarded and, in the sync data, the last 40 minutes are not used due to the need for synchronization (D) Plac/
ara-1 induced with IPTG (15 lineages), (E) Plac/ara-1 induced with arabinose (10 lineages), and (F) Plac induced with 
IPTG (8 lineages). Error bars are standard errors determined by bootstrapping of the lineages. As predicted by 
the models, in all cases, the contributions from gene activation kinetics and from active transcription dynamics 
to the CV2phe in RNA numbers differ over time, that the former has only a transient effect.
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The results (Fig. 4) show that CV2phe varies with τcc/Δt in models 1, 2, and 4, where the variability in molecule 
numbers affect τcc and τoc differently. In general, if variability in molecule numbers affects the longer lasting step, 
it results in higher CV2phe in RNA numbers. This does not occur in model 3, because the variability in molecule 
numbers affects both rate-limiting steps equally. Overall, we conclude that it is possible to tune the effects of var-
iability in molecular species affecting transcription by tuning the ratio between the durations of the rate-limiting 
steps in transcription initiation.
To provide empirical validation, we first measured the extent to which τcc/Δt of Plac/ara-1 can be tuned by var-
ying the IPTG concentration, as it has been shown that the kinetics of the rate-limiting steps can be regulated by 
inducers21, 26. The τcc/Δt is obtained from τ-plots, as in ref. 26. For that, the inverse of the RNA production rate is 
plotted as a function of inverse of the relative RNAp concentration. Next, it is extrapolated for an “infinite” RNAp 
concentration, so as to obtain the relative value of τcc (Supplementary Information).
To alter RNAp concentrations in live cells, we used media with different concentrations of specific compo-
nents, as described in ref. 26, and measured relative RpoC levels (i.e. the β’ subunit, which is the limiting fac-
tor in the assembly of the RNAp holoenzyme) in each condition by Western Blotting (Fig. S12, Supplementary 
Information). Importantly, it has been shown by qPCR and plate reader measurements that the inverse of the 
RNA production rate of Plac/ara-1 change linearly with the inverse of the total RNAp concentration within the range 
of media richness used in our measurements26.
Next, we measured by qPCR the fold-change in RNA production rates in each media compared to the control 
condition. Following this, τcc/Δt was extracted from the τ-plot for each inducer condition (Fig. S13). Finally, for 
each condition, from microscopy measurements, we measured the lineages CV2phe in RNA numbers after 2 hours 
of induction.
We show (Fig. 4) the experimental lineages CV2ext for Plac/ara-1 for different IPTG concentrations (10 μM, 
100 μM, and 1 mM) as a function of τcc/Δt. Also shown are the results for Plac/ara-1 induced with 1% arabinose and 
Plac induced with 1 mM IPTG. Notably, in Plac/ara-1, as τcc/Δt increases, the lineages CV2phe decreases. This behav-
ior fits models 2 and 4, i.e., in this case the variability in molecule numbers influences mostly τoc. Interestingly, in 
this regard, it is known that a bound lac repressor prevents open complex formation27. Similarly, AraC also affects 
the open complex formation21. This suggests that, in Plac/ara-1, the cell-to-cell variability in lac repressor and AraC 
numbers might be the sources of the lineages CV2phe in RNA numbers.
Plac, on the other hand, exhibits much lower lineages CV2phe (Fig. 4.) than those of Plac/ara-1, suggesting that its 
regulatory mechanisms and/or noise sources differ significantly from Plac/ara-1. Congruently, Plac has fewer LacI 
binding sites than Plac/ara-1, and a CAP binding site, which facilitates closed complex formation20, 21, 28, 42 (Fig. S2). 
As such, Plac is expected to have different contributions to transcriptional variability from the transcription factor.
We conclude that transcription factors can be used to indirectly control the propagation of variability from 
molecular species numbers, given their ability to tune the kinetics of the rate-limiting steps in transcription initia-
tion. In addition, we expect that different promoters, differing in regulatory mechanism and/or noise sources21–23, 
will differ in responsiveness to molecular fluctuations.
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Figure 4. CV2phe in RNA numbers as a function of τcc/Δt as predicted by models and assessed by 
measurements. Lines are CV2phe from stochastic models with variability in molecule numbers affecting τcc 
(green), τoc (blue), and both simultaneously (dashed line), as a function of τcc/Δt. Also shown is a model with 
variability in numbers of two molecular species (with different variabilities) affecting τoc and τcc (black). Circles 
are the measured lineages CV2phe as a function of τcc/Δt. Plac/ara-1 induced with 10 μM IPTG (61 lineages), 
100 μM IPTG (54 lineages), 1 mM IPTG (29 lineages), and 1% Arabinose (14 lineages). Also shown is Plac 
induced with 1 mM IPTG (60 lineages). Error bars are standard errors determined by bootstrapping of the 
lineages. The same promoter subject to different induction levels influences its τcc/∆t and will consequently 
differ in CV2phe in a way that is predictable by our model of transcription. Also, different transcription factors 
result in different CV2phe.
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Discussion
It is well-known that the variability in cellular components, particularly in core regulators of gene expression, 
such as RNA polymerases, transcription factors, and ribosomes does not affect all genes uniformly (see e.g. ref. 
19). i.e., the resulting degree of phenotypic variability is known to be genetic-background dependent. However, 
the causes for this dependency remain unclear. Here, we provided one likely molecular mechanism responsible 
for the gene-specific phenotypic variability. In particular, we considered that gene expression is a multi-step pro-
cess, that genes differ in the duration of each step, and that each step is affected differently by changes in the num-
bers of the core regulators. Based on this, we hypothesized that genes have unique, tunable levels of susceptibility 
to the variability in cellular components and, particularly, to variability in the core regulators numbers.
Moreover, as the molecular components affecting transcription are inherited, cell-to-cell variability in RNA 
numbers should result in lineage-to-lineage variability in the same numbers. Consequently, transcription dynam-
ics diversity between cells should result in transcription dynamics diversity between lineages whose degree, sim-
ilarly to the cell-to-cell diversity, should differ between genes and with induction schemes.
In support of our hypothesis, we first showed that the lineage-to-lineage variability in mean RNA numbers dif-
fers between promoters and when inducing the same promoter with different inducers. Also, we showed that the 
former is due to differences in initiation kinetics between promoters, while the latter is due to different inducers 
leading to different active transcription initiation kinetics.
Aside from these sources of lineage-to-lineage variability, which have a constant effect over time, we further 
showed that the process of gene activation by an inducer acts as a transient source. Namely, we showed that differ-
ences in the kinetics of inducer intake during gene activation causes tangible differences in the lineage-to-lineage 
variability in mean RNA numbers, which gradually dissipate as all cells of the lineages become activated.
Next, to support our hypothesis that differences in the kinetics of the rate-limiting steps in transcription 
initiation allow genes to be affected differently by fluctuations in the numbers of molecular species involved in 
transcription, we showed that changing the inducer or its concentration, which changes the initiation kinetics of a 
promoter, changes the lineage-to-lineage variability. Also, different promoters subject to the same inducer exhibit 
different lineage-to-lineage variability. In particular, we showed that a source acting on the first step alone will 
have weak effects on promoters where this step is relatively fast, but will have strong effects on promoters where 
this step is the most rate-limiting one. These results indicate that the effects of variability in molecular species 
in the dynamics of transcription at the single cell level are subject to regulation and, in agreement with previous 
studies7, are evolvable at the single gene level.
In this regard, it is of interest to mention a recent study showed that selection on expression noise can have a 
stronger impact on sequence variation than mean expression level43. As such, it is of importance to identify which 
mechanisms cells can use to evolve noise levels of individual genes. The main contribution of our study, aside 
from the direct quantification and better understanding of the degree of diversity in RNA production kinetics 
between cells and lineages, is the identification of a mechanism, namely, the multi-step nature of transcription ini-
tiation, that allows the effects of extrinsic noise sources to be tunable by transcription factors and by the promoter 
sequence, which makes it both adaptable and evolvable.
Given the substantial fluctuations and cell-to-cell diversity known to exist in cellular components in E. coli 
cells1, we expect the promoter-level sensitivity to molecule number fluctuations to be a key factor for a reliable 
dynamics of small genetic circuits and cellular functioning in general. Also, given the evolvability and adaptability 
of the kinetics of the rate-limiting steps of transcription initiation, we expect that E. coli is constantly adjusting 
these features at the single gene level in order to reach optimal levels of functioning. Namely, we expect a global 
reduction of cell-to-cell and lineage-to-lineage diversity in RNA numbers when in stable environments, and, 
following a bet-hedging strategy, its rapid enhancement when exploring new environments.
In addition to this, since, in general, the intake kinetics of gene expression regulators is itself subject to regu-
lation, it may be that this and the above regulatory mechanisms act and evolve in a combined fashion. Variability 
in molecules responsible for gene activation and activity can be generalized as a “signaling” level of regulation 
in individual cells that can affect the response and sensitivity of the transcriptional circuits to perturbation. 
Importantly, the differences in the initiation kinetics of the promoters of a small circuit, should allow these cir-
cuits to exhibit ‘circuit state-dependent’ or signal-specific reactions. For example, consider a genetic switch where 
the initiation kinetics of promoter 1 is mostly spent in closed complex formation, while in promoter 2 it is mostly 
spent in open complex formation. In such a system, the outcome of fluctuations in RNA polymerase numbers (or 
transcription factors controlling closed complex formation) will depend on the switch’s present state. I.e. if the 
gene 2 is ‘ON’, the effects will be weak, but if it is gene 1 that is ‘ON’, the effects will be strong (more likely cause 
a switch in dynamics to occur). Future studies are needed to investigate how properties of genetic switches and 
genetic circuits are differentially sensitive to particular changes in the cellular composition.
Finally, we expect our results to be of value in the field of synthetic biology, which aims to engineer genetic 
networks with desired level of responsiveness to environmental cues by, among other, tuning the sensitivity to 
fluctuations in cellular component numbers at the single gene level. We expect our results to provide valuable 
information in this effort. For example, we believe that our results provide valuable clues on how to reduce present 
toggle switches’44 susceptibility to perturbations in cell physiology or in how to, alternatively, make the dynamics 
of a genetic circuit more responsive to changes in cellular physiology, in order to incorporate a cell’s current state 
into the circuit’s decision making process13.
?????????????? ??????
Strains and plasmids. Experiments were conducted in E. coli strain DH5α-PRO, generously provided by 
I. Golding (Baylor College of Medicine, Houston, TX). It contains two genetic constructs: (a) pPROTet-K133 
carrying PLtetO1-MS2d-GFP, and (b) a single-copy F-based vector, pIG-BAC with a Plac/ara-1 promoter controlling 
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the production of mRFP1 followed by a 96 MS2d binding site array (Plac/ara-1-mRFP1-MS2d-96BS)37. We also use 
a modified system, with Plac controlling the expression of an RNA with the 96 MS2d binding site array (named 
‘Plac-MS2d-96BS’)42. Detailed information is provided in the supplementary information.
?????????????????????? ??????????? Cells were grown overnight at 30 °C with aeration and shaking 
in lysogeny broth (LB) medium, supplemented with appropriate antibiotics, diluted 1:1000 fold into fresh LB 
medium and allowed to grow at 37 °C at 250 RPM until an optical density of OD600 ≈ 0.3. Afterwards, a few μL of 
cells were placed between a 3% agarose gel pad and a glass coverslip, before assembling the FCS2 imaging cham-
ber (Bioptechs). Cells were dispersed on the agarose gel pad, to give each the progeny of each cell enough space 
grow in numbers during the experiment. Prior to starting the experiment, the chamber was heated to 37 °C and 
placed under the microscope.
A flow of fresh (pre-warmed to 37 °C) LB medium containing the appropriate antibiotics was provided to 
cells under microscope observation by a peristaltic pump (Bioptechs) at a rate of 0.5 mL min−1. At first, cells were 
perfused with media for ~4 hours to grow colonies from individual cells. Next, we perfused the cells with 100 ng 
ml−1 anhydrotetracycline (aTc) to induce PLtetO1 for MS2d-GFP production. Finally, after 1 hour (usually, at this 
stage, each colony, i.e. lineage, reached a size of ~40 cells), we perfused cells with 1 mM IPTG (or 1% L-arabinose) 
and 100 ng ml−1 aTc.
Cells were visualized in a Nikon Eclipse (Ti-E, Nikon) inverted microscope with C2 + (Nikon), a point scan-
ning confocal microscope system, using a 100x Apo TIRF (1.49 NA, oil) objective. Fluorescence images were 
acquired using a 488 nm argon ion laser (Melles-Griot) and a 514/30 nm emission filter (Nikon). The fluorescence 
images were acquired once per minute during the last 2 hours of the microscopy measurements. The laser shutter 
was open only during the exposure time to minimize photobleaching. Meanwhile, an external phase contrast 
system (Nikon) was used with a DS-Fi2 CCD camera (Nikon) to obtain phase contrast images once per every 
5 minutes. All images were acquired with NIS-Elements software (Nikon).
Data and image analysis. Data was analyzed using custom software written in MATLAB 2014a 
(MathWorks). Cells in phase contrast images were segmented using ‘CellAging’ (Fig. S1A)45. Alignment of the 
phase contrast images with the confocal images was done by selecting several landmarks in both images and 
using thin-plate spline interpolation for the registration transform. Fluorescent MS2d-GFP-RNA spots in each 
cell, at each frame, were detected with the Kernel Density Estimation (KDE) method using a Gaussian kernel 
(Fig. S1B)46. Cell background corrected spot intensities were then calculated by subtracting the mean cell back-
ground intensity multiplied by the area of the spots from the total fluorescence intensity of the spots. RNA num-
bers of individual cells at the different time moments as in37. From the distribution of background-corrected 
total spots intensity in cells, the first peak is set to correspond to the intensity of a single RNA molecule and 
the number of tagged RNAs in each spot is estimated by dividing its intensity by that of the first peak (Fig. S1C, 
Supplementary Information). To calculate the waiting times for the first production, the time intervals between 
consecutive production events and the total number of production events in lineages, the background-corrected 
total spots intensity over time in each cell was fitted to a monotone piecewise-constant function by least squares46. 
The number of terms was selected using the F-test with a p-value of 0.01. Each jump corresponds to the produc-
tion of a single RNA (Fig. S1D). This method relies on the fact that, once tagged with MS2d-GFP, the RNA does 
not degrade and its fluorescence does not decay for several hours39. Waiting times for the first production of RNAs 
in each lineage were calculated by selecting cells without spots at the beginning of induction (i.e., without leaky 
expression), and detecting when the first production occurred in each branch of each lineage. Time intervals 
between consecutive RNA productions in individual cells were obtained by extracting the time between consec-
utive jumps in the total spots intensity (Fig. S1)46.
??????????
1. Taniguchi, Y. et al. Quantifying E. coli proteome and transcriptome with single-molecule sensitivity in single cells. Science 329, 
533–538 (2010).
2. Bakshi, S., Siryaporn, A., Goulian, M. & Weisshaar, J. C. Superresolution imaging of ribosomes and RNA polymerase in live
Escherichia coli cells. Mol. Microbiol. 85, 21–38 (2012).
3. Yang, S. et al. Contribution of RNA polymerase concentration variation to protein expression noise. Nat. Commun. 5, 1–9 (2014).
4. Megerle, J. A., Fritz, G., Gerland, U., Jung, K. & Rädler, J. O. Timing and dynamics of single cell gene expression in the arabinose 
utilization system. Biophys. J. 95, 2103–2115 (2008).
5. Choi, P. J., Cai, L., Frieda, K. & Xie, X. S. A stochastic single-molecule event triggers phenotype switching of a bacterial cell. Science 
322, 442–446 (2008).
6. Jones, D. L., Brewster, R. C. & Phillips, R. Promoter architecture dictates cell-to-cell variability in gene expression. Science 346, 
1533–1537 (2014).
7. Elowitz, M. B., Levine, A. J., Siggia, E. D. & Swain, P. S. Stochastic gene expression in a single cell. Science 297, 1183–1186 (2002).
8. Paulsson, J. Models of stochastic gene expression. Phys. Life Rev. 2, 157–175 (2005).
9. Huh, D. & Paulsson, J. Non-genetic heterogeneity from stochastic partitioning at cell division. Nat. Genet. 43, 95–100 (2011).
 10. Peterson, J. R., Cole, J. A., Fei, J., Ha, T. & Luthey-Schulten, Z. A. Effects of DNA replication on mRNA noise. Proc. Natl. Acad. Sci. 
USA 112, 15886–15891 (2015).
 11. Hensel, Z. et al. Stochastic expression dynamics of a transcription factor revealed by single-molecule noise analysis. Nat. Struct. Mol. 
Biol. 19, 797–802 (2012).
 12. Rosenfeld, N., Young, J. W., Alon, U., Swain, P. S. & Elowitz, M. B. Gene regulation at the single-cell level. Science 307, 1962–1965 
(2005).
 13. Robert, L. et al. Pre-dispositions and epigenetic inheritance in the Escherichia coli lactose operon bistable switch. Mol. Syst. Biol. 6, 
357 (2010).
 14. Kiviet, D. J. et al. Stochasticity of metabolism and growth at the single-cell level. Nature 514, 376–379 (2014).
 15. Yun, H. S., Hong, J. & Lim, H. C. Regulation of Ribosome Synthesis in Escherichia coli Effects of Temperature and Dilution Rate 
Changes. Biotechnol. Bioeng. 52, 615–624 (1996).
www.nature.com/scientificreports/
1 0SCIENTIFIC REPORTS????? 10588 ??? ?????????????????????????????
 16. Klumpp, S., Zhang, Z. & Hwa, T. Growth Rate-Dependent Global Effects on Gene Expression in Bacteria. Cell 139, 1366–1375
(2009).
 17. Liang, S. et al. Activities of constitutive promoters in Escherichia coli. J. Mol. Biol. 292, 19–37 (1999).
 18. Bremer, H. & Dennis, P. Modulation of chemical composition and other parameters of the cell by growth rate. Neidhardt, F. (ed.). 
Washington, DC Am. Soc. Microbiol. Press 1553 (1996).
 19. Kandavalli, V. K., Tran, H. & Ribeiro, A. S. Effects of σ factor competition are promoter initiation kinetics dependent. Biochim. 
Biophys. Acta - Gene Regul. Mech. 1859, 1281–1288 (2016).
 20. Lutz, R. & Bujard, H. Independent and tight regulation of transcriptional units in Escherichia coli via the LacR/O, the TetR/O and 
AraC/I1-I 2 regulatory elements. Nucleic Acids Res. 25, 1203–1210 (1997).
 21. Lutz, R., Lozinski, T., Ellinger, T. & Bujard, H. Dissecting the functional program of Escherichia coli promoters: the combined mode
of action of Lac repressor and AraC activator. Nucleic Acids Res. 29, 3873–3881 (2001).
 22. McClure, W. R. Mechanism and control of transcription initiation in prokaryotes. Annu. Rev. Biochem. 54, 171–204 (1985).
 23. Saecker, R. M., Record, M. T. & DeHaseth, P. L. Mechanism of Bacterial Transcription Initiation: RNA Polymerase - Promoter 
Binding, Isomerization to Initiation-Competent Open Complexes, and Initiation of RNA Synthesis. J. Mol. Biol. 412, 754–771
(2011).
 24. McClure, W. R. Rate-limiting steps in RNA chain initiation. Proc. Natl. Acad. Sci. USA 77, 5634–5638 (1980).
 25. Friedman, L. J. & Gelles, J. Mechanism of transcription initiation at an activator-dependent promoter defined by single-molecule 
observation. Cell 148, 679–689 (2012).
 26. Lloyd-Price, J. et al. Dissecting the stochastic transcription initiation process in live Escherichia coli. DNA Res. 23, 203–214 (2016).
 27. Sanchez, A., Osborne, M. L., Friedman, L. J., Kondev, J. & Gelles, J. Mechanism of transcriptional repression at a bacterial promoter
by analysis of single molecules. EMBO J. 30, 3940–3946 (2011).
 28. Busby, S. & Ebright, R. H. Transcription activation by catabolite activator protein (CAP). J. Mol. Biol. 293, 199–213 (1999).
 29. Mäkelä, J. et al. In vivo single-molecule kinetics of activation and subsequent activity of the arabinose promoter. Nucleic Acids Res.
41, 6544–6552 (2013).
 30. Ehrenberg, M., Bremer, H. & Dennis, P. P. Medium-dependent control of the bacterial growth rate. Biochimie 95, 643–658 (2013).
 31. Schleif, R. Regulation of the L-arabinose operon of Escherichia coli. Trends Genet. 16, 559–565 (2000).
 32. Skerra, A. Use of the tetracycline promoter for the tightly regulated production of a murine antibody fragment in Escherichia coli. 
Gene 151, 131–135 (1994).
 33. Weickert, M. J. & Adhya, S. The galactose regulon of Escherichia coli. Mol. Microbiol 10, 245–251 (1993).
 34. Moffitt, J. R. & Bustamante, C. Extracting signal from noise: Kinetic mechanisms from a Michaelis-Menten-like expression for 
enzymatic fluctuations. FEBS J. 281, 498–517 (2014).
 35. Munsky, B. & Khammash, M. The finite state projection algorithm for the solution of the chemical master equation. J. Chem. Phys. 
124, 44104 (2006).
 36. Lu, T., Shen, T., Bennett, M. R., Wolynes, P. G. & Hasty, J. Phenotypic variability of growing cellular populations. Proc. Natl. Acad. 
Sci. USA 104, 18982–18987 (2007).
 37. Golding, I., Paulsson, J., Zawilski, S. M. & Cox, E. C. Real-time kinetics of gene activity in individual bacteria. Cell 123, 1025–1036 
(2005).
 38. Peabody, D. S. The RNA binding site of bacteriophage MS2 coat protein. EMBO J. 12, 595–600 (1993).
 39. Tran, H., Oliveira, S. M. D., Goncalves, N. & Ribeiro, A. S. Kinetics of the cellular intake of a gene expression inducer at high
concentrations. Mol. Biosyst. 11, 2579–2587 (2015).
 40. Shannon, C. E. A Mathematical Theory of Communication. Bell Syst. Tech. J. 27(379–423), 623–656 (1948).
 41. Patrick, M., Dennis, P. P., Ehrenberg, M. & Bremer, H. Free RNA polymerase in E. coli. Biochimie 119, 80–91 (2015).
 42. Golding, I. & Cox, E. C. RNA dynamics in live Escherichia coli cells. Proc. Natl. Acad. Sci. USA 101, 11310–11315 (2004).
 43. Metzger, B. P. H., Yuan, D. C., Gruber, J. D., Duveau, F. & Wittkopp, P. J. Selection on noise constrains variation in a eukaryotic
promoter. Nature 521, 344–347 (2015).
 44. Gardner, T. S., Cantor, C. R. & Collins, J. J. Construction of a genetic toggle switch in Escherichia coli. Nature 403, 339–342 (2000).
 45. Häkkinen, A., Muthukrishnan, A.-B., Mora, A., Fonseca, J. M. & Ribeiro, A. S. CellAging: a tool to study segregation and partitioning 
in division in cell lineages of Escherichia coli. Bioinformatics 29, 1708–9 (2013).
 46. Häkkinen, A. & Ribeiro, A. S. Estimation of GFP-tagged RNA numbers from temporal fluorescence intensity data. Bioinformatics
31, 69–75 (2015).
????????????????
Work supported by Academy of Finland (295027 and 305342 to ASR), Jane and Aatos Erkko Foundation (610536 
to ASR), and TUT President’s Graduate Programme (JM).
??????? ????????????
J.M. and A.S.R. conceived the study. J.M. and V.K. performed the microscopy experiments. J.M. performed the 
modeling and analysis. V.K. executed qPCR and Western Blotting. All authors performed research. J.M. and
A.S.R. drafted the manuscript which was revised by all authors.
??????????????????????
Supplementary information accompanies this paper at doi:10.1038/s41598-017-11257-2
Competing Interests: The authors declare that they have no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
© The Author(s) 2017
Supplementary Material for: “Rate-limiting steps in 
transcription dictate sensitivity to variability in cellular 
components” 
Jarno Mäkelä1,2, Vinodh Kandavalli1 and Andre S. Ribeiro1,3,4,* 
1Laboratory of Biosystem Dynamics, BioMediTech Institute and Faculty of Biomedical Sciences 
and Engineering, Tampere University of Technology, 33101, Tampere, Finland. 
2Present address: Department of Biochemistry, University of Oxford, South Parks Road, Oxford 
OX1 3QU, UK. 
3Multi-scaled biodata analysis and modelling Research Community, Tampere University of 
Technology, 33101, Tampere, Finland.
4CA3 CTS/UNINOVA. Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, 
Quinta da Torre, 2829-516, Caparica, Portugal. 
*Correspondence: andre.ribeiro@tut.fi
Keywords: gene expression, in vivo single-RNA detection, lineage-to-lineage variability, rate-
limiting steps in transcription 
SI Materials and Methods 
Strains and plasmids 
The strain information of E. coli DH5?-PRO, generously provided by I. Golding (Baylor College 
of Medicine, Houston, TX) is: deoR, endA1, gyrA96, hsdR17(rK- mK+), recA1, relA1, supE44, 
thi-1, ?(lacZYA-argF)U169, ?80?lacZ?M15, F-, ?-, PN25/tetR, PlacIq/lacI, and SpR. It 
contains two genetic constructs: (a) pPROTet-K133 carrying PLtetO1-MS2d-GFP, and (b) a single-
copy F-based vector, pIG-BAC with a Plac/ara-1 promoter controlling the production of mRFP1 
followed by a 96 MS2d binding site array (Plac/ara-1-mRFP1-MS2d-96BS) (Golding et al. 2005). 
We also use a modified system, with Plac controlling the expression of an RNA with the 96 
MS2d binding site array (named ‘Plac-MS2d-96BS’)(Golding & Cox 2004). It was implemented 
in the same strain and uses the same reporter. 
The strain produces necessary regulatory proteins for these constructs, namely, LacI, 
TetR and AraC, from the chromosome (Lutz & Bujard 1997). The MS2d-GFP single RNA 
detection system has been shown to detect individual target RNAs a few seconds after their 
transcription, provided that sufficient MS2d-GFP proteins are present in the cells (Golding & 
Cox 2004). Once tagged with MS2d-GFP, the RNA molecules do not degrade and their 
fluorescence does not decay significantly for a few hours (Tran et al. 2015). Also, it was shown 
that, in standard time-lapse microscopy measurements with consecutive images separate by 1 
minute intervals, once appearing, each tagged RNA spot already exhibits ‘full’ fluorescence 
(Tran et al. 2015). 
RNA numbers in cells 
Estimation of RNA numbers in cells from the distribution of background-corrected total spots 
intensity in cells is only accurate if cells produce a small number of RNAs (note that the 
variability of each peak is expected to double from one peak to the next). We applied it here 
since this condition holds (see main manuscript). In this regard, these numbers are in agreement 
with several previous works. E.g., recently, RNA production in vivo from wild-type (WT) Plac, 
PlacUV5 and a library of synthetic promoters was measured at the single molecule level using 
fluorescence in situ hybridization (FISH) (Jones et al. 2014). The mean mRNA numbers, under 
constitutive expression, varied between 0.04 and 10 per cell. E.g., WT Plac exhibited a mean 
mRNA number per cell of 0.4, while the stronger PlacUV5 had a mean RNA numbers per cell of 
10 (Jones et al. 2014). Furthermore, it has been shown that the mean mRNA numbers per cell at 
the transcriptome level ranges from 10-4 to 10 mRNA per cell (Taniguchi et al. 2010). We find 
our measured RNA numbers to be in full accordance with these results. 
qPCR 
Target gene quantification was also done by qPCR. Cells containing the target plasmid were 
grown and induced with the respective inducers (1% arabinose for Plac/ara-1-mRFP1-96BS, 10?M 
IPTG, 100?M IPTG and 1mM IPTG for Plac/ara-1-mRFP1-96BS and 1mM IPTG for Plac-lacZ-
96BS) as described in the methods, and cells were harvested by centrifuging them at 8000×g for 
5 minutes. To the pelleted cells, twice the amount of RNA protect reagent (Qiagen) was added 
and followed by enzymatic lysis with Tris EDTA lysozyme buffer (pH 8.0). The total RNA was 
isolated by the RNeasy kit (Qiagen) according to the manufacturer instructions and the 
concentration of RNA was quantified by a Nanovue plus spectrophotometer (GE Healthcare). 
The RNA samples were treated with DNase to remove residual DNA, followed by cDNA 
synthesis using the iSCRIPT reverse transcription super mix. The cDNA samples were mixed 
with the qPCR master mix containing iQ SYBR Green supermix (Biorad) with primers for the 
target and reference genes. The reaction was carried out in triplicates with a total reaction 
volume of 20 ?l. For quantifying the target gene, we used mRFP1 primers (Forward: 5’ 
TACGACGCCGAGGTCAAG 3’ and Reverse: 5’ TTGTGGGAGGTGATGTCCA 3’), and lacZ 
primers (Forward: 5’ CCGGATCCTCGAGAGCTTAG 3’ and Reverse: 5’ 
CTAATCGATTCAATTGGGTAACG 3’). For the reference gene, we used 16S RNA primers 
(Forward: 5’ CGTCAGCTCGTGTTGTGAA 3’ and Reverse: 5’ GGACCGCTGGCAACAAAG 
3’) were used. The qPCR experiments were performed by a MiniOpticon Real time PCR system 
(Biorad). The following conditions were used during the reaction: 40 cycles of 95°C for 10 s, 
52°C for 30 s and 72°C for 30 s for each cDNA replicate. We used no-RT controls and no-
template controls to crosscheck non-specific signals and contamination. PCR efficiencies of 
these reactions were greater than 95%. The data from CFX Manager TM Software was used to 
calculate the relative gene expression and its standard error (Livak & Schmittgen 2001). 
 
Western Blotting 
Cultures of E. coli DH5?-PRO strain were grown in media of different richness (“1x”, “0.5x” 
and “0.25x”), as described in materials and methods. Cells were harvested at OD600 of 0.3 and 
lysed with the B-PER bacterial protein extraction reagent (Thermo scientific) in the presence of 
protease inhibitors for 10 min. Subsequently, the lysed cells were centrifuged at 15000×g for 10 
mins, supernatants collected, diluted in the 4X laemmli sample loading buffer containing ?-
mercaptoethanol and boiled for 5 mins at 95 oC. The samples from all the cultures, each 
containing ~30 ?g of total soluble proteins, were resolved by 4 to 20 % TGX stain free precast 
gels (Biorad). Proteins were separated by electrophoresis and then electro-transferred to the 
PVDF membrane. Membranes were blocked with 5% non-fat milk and incubated with respective 
primary RpoC antibodies of 1:2000 dilutions (Biolegend) overnight at 4 °C, followed by the 
appropriate HRP-secondary antibodies 1:5000 dilutions (Sigma Aldrich) for 1 h at room 
temperature. For detection, chemilumiscence reagent (Biorad) was used. Images were generated 
by the Chemidoc XRS system (Biorad) (Fig. S12). Band intensity quantification was done by the 
Image lab software (version 5.2.1). 
?-plot 
Mean transcription rates (i.e. mean RNA production rates) depend on the free RNAp 
concentration of the cells (McClure 1985; Liang et al. 1999; Ehrenberg et al. 2013). These 
concentrations can be tuned by altering media composition in a specific manner (Liang et al. 
1999; Patrick et al. 2015). This was achieved in (Lloyd-Price et al. 2016) by modifying 
components of LB media. It was further shown that in a certain range of media compositions, the 
relative free RNAp concentration can be assessed from the total RNAp concentration, because it 
varies in a linear fashion with the changes in media composition (Lloyd-Price et al. 2016). Also, 
no evidence for factors other than the free RNAp concentration affecting the rate of production 
from target promoter was found. Following this methodology, we used media compositions per 
100 ml as follows: (“0.25x” condition) 0.25 g tryptone, 0.125 g yeast extract and 1 g NaCl (pH 
7.0); (“0.5x” condition) 0.5 g tryptone, 0.25 g yeast extract and 1 g NaCl (pH 7.0); (“1x” 
condition) 1 g tryptone, 0.5 g yeast extract and 1 g NaCl (pH 7.0). The relative RNAp 
concentrations in each condition were assessed by measuring the level of the RpoC protein by 
Western blot (Fig. S12). These measurements confirmed that the relative RNAp levels change 
linearly with media compositions, as reported in (Lloyd-Price et al. 2016). For each condition, 
the target RNA production rates in different media were measured by qPCR. 
Next, based on the premise that the RNAp concentration only affects the duration of 
closed complex formation but not the duration of the subsequent rate-limiting steps (Liang et al. 
1999; Lloyd-Price et al. 2016), we extracted the ratio between the RNAp-dependent fraction (?cc) 
of the mean duration of the time intervals between transcription events and the overall mean 
duration of the time intervals between transcription events (?t), ?cc/?t, following the 
methodology proposed in (Liang et al. 1999; Lloyd-Price et al. 2016). I.e., the inverse of RNA 
production rates were plotted against the inverse of relative RNAp levels and fitted by a line 
using weighted total least squares (Krystek & Anton 2007). From this ?t, ?cc/?t was estimated by 
extrapolating the inverse of RNA production rate to an infinite RNAp concentration (Lloyd-Price 
et al. 2016; Liang et al. 1999; Patrick et al. 2015). The results are shown in (Fig. S13). 
Stochastic model of gene activation and transcription 
The stochastic model considers both gene activation following the appearance of inducers in the 
media, and transcription following the activation step. Gene activation is the process by which a 
gene that is in a non-producing state enters a producing state, via a multi-step process. This 
process includes events such as diffusion of the activator molecules in the periplasm and 
cytoplasm, binding to a transcription factor, protein-protein interactions etc. These events differ 
with the induction system of each particular gene (Schleif 2000; Megerle et al. 2008; Skerra 
1994; Weickert, M.J. and Adhya 1993).  
In the case of the promoters studied in this work, the waiting times for gene activation by 
the external inducers have been measured at the single cell level and shown to exhibit dynamics 
of activation of the target gene that can be well modelled by a 2-step stochastic process (Fig. 1B) 
(Mäkelä et al. 2013; Megerle et al. 2008; Fritz et al. 2014; Tran et al. 2015). The first-passage 
time distribution, which corresponds to the total time spent in each of the states of the process, 
can be thus described by a general model of the form (Mäkelä et al. 2013; Moffitt & Bustamante 
2014): 
 021 SII 21 ?? ???? ?? ?? kUptkUpt         [1] 
Here, I1 is the non-producing state of the system, I2 is an intermediate state, and S0 is the 
producing state of the system, in which the promoter is available for transcription. These 
reactions occur at rates 1k  and 2k , respectively, and are both catalyzed by an uptake protein 
(Upt). These rates correspond to the total time spent on each state (Moffitt & Bustamante 2014). 
It is noted that the number of uptake proteins is set to affect the rates of both steps, as the shape 
of the distribution was found not to change with inducer concentration (Megerle et al. 2008).  
Note that the dependence of the reactions on the numbers of Upt proteins allows the 
model to exhibit cell-to-cell diversity in the kinetics of gene activation, provided that these 
numbers differ between cells (similarly, the dynamics could differ over time). 
For parameter values, we made use of measurements of the arabinose utilization system, 
which has been reported to take, on average, ~23 min to activate each cell, with a standard 
deviation of ~10 min (Megerle et al. 2008). As an independent validation, we used a plate reader 
to measure the production kinetics over time following induction (Fig. S9). Given the maturation 
time of RFP1 of 0.7 h (Campbell et al. 2002), the results are in agreement with the single RNA 
measurements.  
It is worth noting that previous studies on gene activation (Johnson & Schleif 1995; 
Daruwalla et al. 1981) reported faster kinetics than those measured here and also reported in 
(Mäkelä et al. 2013). This is likely due to several reasons. Namely, as mentioned in the main 
manuscript, first, different strains were used. E.g., DH5?-PRO, the strain used here, was 
modified to contain a very high copy number of lac repressors (~3000 vs. ~20 in wild type) (Lutz 
& Bujard 1997). Second, in the case of the Plac/ara-1 promoter, note that our cells do not code for 
lactose permease, which transports lactose into the cell. Finally, for the case of induction with 
arabinose, we do not de-repress the promoter with IPTG, which is expected to delay RNA 
production significantly. We note that, aside from the reduced speed in RNA production, we do 
not expect these differences to cause additional significant functional differences. 
Next, we describe the process of active transcription also included in the model. In E. 
coli, this process consists of a sequence of steps, with the formations of the closed complex and 
open complex being, in most promoters, the rate-limiting ones (McClure 1985; Saecker et al. 
2011; Lutz et al. 2001). Transcription, as a dynamic process, can thus be formulated as (McClure 
1985): 
RNARPRPProRNAp oc
K ?????????? fB k      [2] 
where transcription initiates by RNA polymerase holoenzyme (RNAp) binding to a promoter 
(Pro) and forming the closed complex (RPc). This step is usually reversible. Following several 
attempts, the holoenzyme will eventually succeed in opening the DNA strands, thus creating a 
transcription bubble, and assemble the polymerase clamp through several intermediate steps to 
form a stable open complex (RPo). Finally, the holoenzyme will form an elongation complex and 
synthesize the nascent RNA molecule.  
From [2], it is possible to extract a time interval distribution between transcription events 
(?t). For this, we use the fact that the first-passage time distribution to produce an RNA is 
observationally equivalent to the distribution described by a model of the form (Lloyd-Price et 
al. 2016; Moffitt & Bustamante 2014): 
RNASSSS 0210 543 ?????????? ? kkkR       [3] 
Here, S0 is a state in which the promoter is available for transcription (following induction). 
Transition to state S1 occurs at the rate 3kR ?  (R being the number of RNAp molecules) and, 
following this, transition to state S2 occurs at the rate 4k . Finally, an RNA is produced and the 
promoter returns to state S0 at the rate 5k . RNA degradation is modelled as an exponential 
process with a rate of 5 min-1 (Bernstein et al. 2002; Chen et al. 2015). Models of this form have 
been shown to fit recent in vivo measurements of ?t at the single RNA level (see e.g. (Lloyd-
Price et al. 2016; Tran et al. 2015)). 
A recent study has quantified that, for Plac/ara-1, the RNAp-dependent fraction of time of 
transcription initiation ( -13
-1 kR ? ) lasts ~788 s, while the non-RNAp dependent fraction lasts ~193 
s ( -14k ) (Lloyd-Price et al. 2016). The RNAp dependent stage of initiation ( -1 -13R k? ) includes the 
reversible closed complex formation and transcriptionally inactive promoter states, which occur, 
e.g., due to binding and unbinding of the repressor (Lutz et al. 2001) and accumulation of 
negative supercoiling in the DNA (Chong et al. 2014).  
Meanwhile, the steps following open complex formation have been found to be fast 
(here, this is modeled by setting ??5k ), indicating that abortive initiation events do not play a 
major role in the dynamics of RNA production in Plac/ara-1 (Lloyd-Price et al. 2016). This is 
expected since only in rare promoters, whose open complexes exhibit extremely short half-lives, 
is promoter escape expected to be rate-limiting (Hsu 2002). 
In (Taniguchi et al. 2010), a global characterization of cell-to-cell variability in protein 
numbers showed a noise limit that is independent of the mean. The distribution of protein 
numbers in a population was found to be well fitted by a discrete negative binomial distribution 
(Taniguchi et al. 2010). Here, we model the variability in uptake protein numbers (for the 
induction process) and RNAp (for the transcription process) taking this into account. Parameter 
values for the negative binomial distribution for the RNAp variability (CV2 = 0.1) were obtained 
from (Jones et al. 2014; Taniguchi et al. 2010) and for the uptake protein (CV2 = 0.27) from 
(Megerle et al. 2008).  
The variability in RNAp numbers affects the rate of closed complex formation (McClure 
1980; McClure 1985; Saecker et al. 2011). The variability in uptake protein numbers affects the 
rates of both steps in initiation, as the shape of the distribution does not change with inducer 
concentration (Megerle et al. 2008). Since fluctuations in protein numbers were shown to have a 
time scale of several cell cycles (up to 5 hours) (Taniguchi et al. 2010; Hensel et al. 2012; 
Rosenfeld et al. 2005), we assume fixed protein numbers for each cell in the models (but 
differing between cells as noted above). 
CME solution 
To predict the time-varying probability distributions from the models, we make use of a direct 
integration of the Chemical Master Equation (CME) of the sum of d-exponential variates model 
for gene activation and transcription using the Finite State Projection algorithm (Munsky & 
Khammash 2006). This method truncates the infinite state space of the CME, so that the amount 
of probability outside the truncated region is negligible, and formulates a finite set of linear 
ordinary differential equations for each possible state of the system. The state space was 
truncated at 100 RNA molecules. This means that this space contains virtually all of the total 
probability in the system (we never observed a cell to have more than 20 RNAs). The probability 
mass vector at each time moment is then obtained for all phenotypes. Next, the population 
distribution is obtained by utilizing the negative binomial distribution to assign weight for each 
combination of molecule numbers. From this distribution, we calculate mean and variance of 
RNA molecules between phenotypes at each time moment. 
Fitting empirical distributions to a sum of d-exponential variates 
To fit an empirical distribution to a sum of d-exponential variates (of possibly unequal rates), as 
in (Mäkelä et al. 2013), we select the exponential rate parameters d?? ,...,1  so that the 
Kolmogorov-Smirnov (K-S) statistics is minimized. I.e., parameters are selected as
)()(supmaxargˆ ,..,1 xGxFxd ?? ? ????? , where )(xF?   is the cumulative distribution function 
(CDF) of a sum of d exponentials with parameters ? ?d??? ,...,1? , and )(xG  is the CDF of the 
empirical distribution. 
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The parameter values ? are found using a nonlinear numerical optimizer. This method is 
convenient, since if the K-S test is rejected for the parameters ?ˆ , it would also be rejected for 
any other set of parameters ? in this family of fitted distributions, indicating that these 
distributions are inappropriate models of the data. 
 
 
 
 
 
 
 
 
 
 
 
Supplementary Figures 
 
 
Figure S1. Image analysis and RNA quantification. (A) Segmented cell backgrounds (B) 
Detection of RNA spots using the Kernel Density Estimation. (C) Analysis of RNA numbers 
from single cells. (D) Example of the results of the method of detection of novel RNA 
appearance events in a single cell from time series data on total RNA-spot fluorescence in a cell. 
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Figure S2. Topography and sequences of promoters (top) Plac (Golding & Cox 2004) and 
(bottom) Plac/ara-1 (Lutz & Bujard 1997). RNA polymerase binding sites are boxed. The two small 
pink boxes show the transcriptional start site. Blue boxes show the operator binding sites of araI1 
and araI2, and orange boxes show the operator sites of lacO. White and red arrows show the 
araBAD and the LacZp1 promoters, respectively. The figures were produced using the SnapGene 
Software (GSL Biotech, Chicago, IL, USA). 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure S3. Bootstrapping of cells in the lineages. CV2phe of the RNA numbers between lineages. 
Std of bootstrapping samples corresponding to standard errors for lac IPTG, lac/ara-1 IPTG and 
lac/ara-1 Arab are 0.008, 0.043 and 0.089, respectively.  
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Figure S4. CV2phe as a function of mean RNA number. Different mean RNA numbers were 
achieved by changing the overall duration of transcription. Time-lengths between consecutive 
transcription events were modeled to be between 100 s and 3000 s, resulting in different mean 
RNA levels (while maintaining constant the ratio ?cc/?t). From these results, we conclude that 
CV2phe of RNA numbers is independent of the mean production rate of that RNA. 
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Figure S5. Mean RNA numbers per cell in each lineage over time, following induction. (A) 
Plac/ara-1 induced with 1 mM IPTG (1468 cells). (B) Plac/ara-1 induced with 1 % L-arabinose (1296 
cells). (C) Plac induced with 1 mM IPTG (1665 cells). The degree of lineage-to-lineage 
variability in each condition is expected to be a consequence of, among other causes, the lineage-
to-lineage variability in cellular components affecting the kinetics of active transcription and 
inducers intake (Mäkelä et al, 2013). The contribution on the variability from these two 
processes is also expected to change over time in each condition, and seems to differ between the 
3 conditions.  
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 Figure S6. RNA numbers in individual cells after 2 hours of induction from 3 independent 
experiments of Plac/ara-1 induced with IPTG. Experiment 1 is a time series measurement and 
experiments 2 and 3 are cell population measurements. To compare the RNA distributions from 
different experiments, we used the two-sample Kolmogorov-Smirnov test to the test the null 
hypothesis that the samples are drawn from the same distribution. We obtained p-values of 0.24 
(between experiments 1 and 2) and 0.58 (between experiments 1 and 3) and, thus, the null 
hypothesis cannot be rejected (for p-value < 0.01, it is generally accepted that the hypothesis that 
the two distributions are the same should be rejected). The number of cells observed in 
experiments 1, 2 and 3 were 924, 1219 and 764, respectively. No statistically significant 
differences between the experiments are visible. 
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 Figure S7. Independent measurements of lineage-to-lineage variability in mean RNA numbers 
for Plac/ara-1 after 2h of induction by 1mM IPTG. Experiment 1 is a time series and experiments 2 
and 3 are cell population measurements. We show the boxplots of mean RNA numbers for each 
experiment. To test the null hypothesis that the samples are drawn from the same distribution, we 
used the two-sample Kolmogorov-Smirnov test and obtained p-values of 0.77 (experiments 1 
and 2) and 0.82 (experiments 1 and 3). For p-value < 0.01 it is generally accepted that the 
hypothesis that the two distributions are the same should be rejected. Given this, the null 
hypothesis cannot be rejected. In all conditions, the variability between lineages in mean RNA 
numbers is above chance. Relevantly, this variability differs with the promoter as well as with 
the inducer. 
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 Figure S8. Production kinetics of RNAs by Plac/ara-1 induced with IPTG. (A) Lineage waiting 
times for the first production event, and (B) time intervals between consecutive production 
events in individual cells. The y-axis is the probability density. 
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Figure S9. Plate reader measurements of target promoter expression. (A) Plac/ara-1 induced with 
1mM IPTG (black). (B) Plac/ara-1 induced with 1% l-arabinose (black). (C) Plac induced with 
1mM IPTG (black). The grey bar is the control (without induction). Data is normalized with the 
first time moment of the times series. y-axis is the normalized fluorescence intensity. 
 
 
 
0
0,01
0,02
0,03
0,04
0,05
0,06
0 20 40 60 80 100 120
0
0,01
0,02
0,03
0,04
0,05
0,06
0,07
0,08
0 20 40 60 80 100 120
0
0,01
0,02
0,03
0,04
0,05
0,06
0 20 40 60 80 100 120
Time (min) Time (min)
Time (min)
A B
C
 
Figure S10. CV2phe for models of Plac/ara-1 induced with arabinose. The models consist of both 
processes (Full model: ?t and t0), and only the ?t process. Over time, the CV2phe of the full 
model and the CV2phe of the model accounting for active transcription (?t process) become 
similar, as the activation events become more rare as time progresses. 
 
 
 
 
 
 
0 50 100 150 200 250 300
10
-2
10
-1
10
0
10
1
Time (min)
C
V2 p
he
 
 
Full model
?t
 Figure S11. Model of Plac/ara-1 induced with IPTG (full model with different rates of leakiness). 
Leakiness is modeled as an extra reaction of production whose dynamics is that of a Poisson 
process (see rates of leakiness in each case). Visibly, increasing the rate of leakiness decreases 
the lineages’ CV2phe. 
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 Figure S12. Relative RpoC protein levels of E. coli cells of the strain DH5?-PRO when grown 
in different media richness (1x, 0.5x, and 0.25x) measured by Western blotting. (A) A replicate 
of Western blot image. (B) The observed levels of the RpoC protein compared to the protein 
level in 1x medium (treated as a 100% reference) were 52% in 0.5x medium and 32% in 0.25x 
medium. The error bars (0.5x: 3.8%, 0.25x: 3.1%) reflect 90% confidence intervals in the 
differences for 4 biological replicates. The relative band intensities were quantified by the Image 
lab software (version 5.2.1) from the chemiluminescence blots. We find large differences in 
RpoC protein levels for different media richness. 
 
 
Figure S13. ?-plots. (A) Plac/ara-1 with 1 mM IPTG. (B) Plac/ara-1 with 100 ?M IPTG. (C) Plac/ara-1 
with 10 ?M IPTG. (D) Plac with 1 mM IPTG. (E) Plac/ara-1 with 1 % Arabinose. Also shown is the 
resulting ratio ?cc/?t in each case. Visibly, ?cc/?t differs with inducer concentration (compare A, 
B, and C results), type of inducer (compare, e.g., A and E), and between different promoters 
(compare A and D). 
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Supplementary Tables 
 
Table S1. Correlation between the distance to the center of a colony of a cell and its number of 
RNA molecules in each of the three conditions studied. We calculated the correlation between 
the distance to colony center and the number of produced RNA molecules in individual cells to 
assess whether the extracellular environment (i.e. inducer concentration or media richness) had 
sufficient local variability in conditions to generate tangible differences in the RNA production 
rates of individual cells. In all conditions, there are only weak, not statistically significant 
correlations, indicating that the induction level of individual cells is not location-dependent. 
 ? p-value 
Plac/ara-1 IPTG  0.0394 0.27 
Plac/ara-1 Arab -0.0230 0.59 
Plac IPTG -0.0175 0.63 
 
 
Table S2. Measured mean values (?) and CV2phe of tact and ?t for Plac/ara-1 with IPTG (15 
lineages), Plac/ara-1 with arabinose (10 lineages), and Plac with IPTG (8 lineages). Also shown is 
the leakiness (percentage of cells with RNAs prior to induction) and the total number of RNA 
production events observed. Error estimates are from bootstrap sampling of the cells in the 
lineages. The CV2phe in tact as well as in ?t between lineages differ between all conditions. 
  Plac/ara-1 IPTG Plac/ara-1 Arab Plac IPTG 
No. RNA prod. events 1799 391 1388 
Leakiness 9.8% 7.2% 34.3% 
? (tact) (s) 2030 ± 191 2488 ± 209 1085 ± 126 
CV2phe (tact)  0.141 ± 0.041 0.078 ± 0.023 0.124 ± 0.056 
? (?t) (s) 889 ± 25 1254 ± 85 1365 ± 39 
CV2phe (?t) 0.014 ± 0.004 0.051 ± 0.013 0.008 ± 0.004 
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ABSTRACT 
 
Most regulation in transcription controls when and with which 
intensity genes are expressed. However, recent evidence 
suggests that control is also exerted on the noiseness of this 
process. Here, we use an empirically validated stochastic 
multi-step model of transcription to explore how its steps 
kinetics affect the skewness of the distribution of intervals 
between consecutive RNA productions in individual cells. 
From the simulations, we show that skewness is independent 
of the mean transcription rate, but differs widely with the 
fraction of time the RNA polymerase spends in the steps 
following open complex formation. Next, from qPCR and 
live, time-lapse, single-RNA microscopy measurements of 
multiple promoters, we validate our model predictions. Using 
the validated model, we then show that skewness affects, e.g., 
the fraction of time protein numbers are below a threshold. 
We conclude that skewness in transcription kinetics can be 
tuned by the rate-limiting steps in initiation and, thus, may be 
an evolvable decision-making parameter of genetic circuits. 
 
INTRODUCTION 
 
In prokaryotes, e.g. Escherichia coli, transcription is the 
critical process where most regulation of the metabolism and 
responses to environment changes occur (López-Maury et al. 
2008). It is thus not surprising that E. coli possesses a pletora 
of repression and activation molecules, along with other 
means to silence and activate specific genes (McClure 1985; 
Lutz et al. 2001). There are also various global regulation 
mechanisms, such as ? factors (Jishage et al. 1996) and DNA 
super-coiling (Menzel & Gellert 1983). 
Nevertheless, bacterial cell populations exhibit single-cell 
heterogeneity in gene expression profiles (Leibler & Kussell 
2010). This diversity has two sources. One is the stochastic 
nature of the chemical processes involving gene expression, 
due to the low number of regulatory molecules involved. The 
other is differences between cells in their numbers of various 
components, age, cycle stage, etc. (Elowitz et al. 2002). This 
noise was found to affect multiple cellular functions, 
including stress response, metabolism, cell cycle, circadian 
rhythms and aging (Raj & van Oudenaarden 2008).  
Similarly to noise, asymmetries in RNA and protein kinetics 
might play a role in cells metabolism, etc., as they can 
determine if the number of RNA or proteins crosses a 
threshold ‘used’ by a genetic circuit in decision making. So 
far, such asymmetries have not been quantified, but recent 
measurements of time intervals between RNA productions in 
individual cells of various promoters under various conditions 
suggest that they are not negligible (Tran et al. 2015; 
Häkkinen & Ribeiro 2015; Häkkinen & Ribeiro 2016).  
Here, we investigate if and by which degree the rate-limiting 
steps in transcription initiation can tune asymmetries in the 
distribution of intervals between productions of RNAs in 
individual cells. For this, we consider a stochastic model of 
transcription initiation and investigate how the asymmetries 
differ within the realistic ranges of parameter values. Next, we 
experimentally validate these predictions by qPCR and live, 
time-lapse, single-molecule RNA microscopy measurements 
of the transcription kinetics of multiple promoters. Finally, we 
investigate whether changes in skewness of a gene’s 
transcription kinetics can have tangible consequences in the 
crossing of thresholds of protein numbers over time. 
 
MATERIALS AND METHODS 
 
Bacterial Strains and Plasmids, Media and Cell Growth, 
Microscopy, and Image Analysis 
Microscopy data are from (Kandavalli et al. 2016; Oliveira et 
al. 2016). Briefly, E. coli cells carrying 2 plasmids were used: 
a low copy reporter plasmid expressing MS2-GFP controlled 
by the promoter PLac or PTet, and a single copy F-based 
plasmid, expressing the RNA with a 96 MS2-GFP binding site 
array followed by mRFP1 controlled by PBAD, PTetA or PLac-ara-
1. Cultures were grown in LB media overnight at 30 ºC in an 
orbital shaker with aeration of 250 rpm and diluted to fresh 
LB media to initial OD600 of 0.05 (measured with Ultraspec 
10 cell density meter). Next, they were incubated at 37 ºC at 
250 rpm until reaching an OD600 of 0.25. To produce MS2-
GFP, e.g. when under the control of PLac, cells are induced 
with 1 mM IPTG (for PTet we induce with 100 ng of aTc) and 
allowed to grow until OD600 of 0.5. For the target induction, 
0.1% arabinose and 1 mM IPTG for PLac-ara-1(Full), 0.1% 
arabinose alone for PLac-ara-1(ara), 1 mM IPTG alone for PLac-ara-
1(IPTG) and 0.1% arabinose for PBAD is used. For PTetA, no 
induction is required, as the cells lack the gene coding for the 
repressor, TetR (Kandavalli et al. 2016). 
For microscopy, a few ?l of cells with the reporter and target 
plasmids were sandwiched between a coverslip and an 
agarose gel pad (2.5%), also containing the inducers. Prior to 
this, the chamber (FCS2, Bioptechs) was heated to 37 °C and 
placed under the microscope. Cells were visualized using a 
Nikon Eclipse (Ti-E, Nikon) inverted microscope, equipped 
with a 100x Apo TIRF (1.49 NA, oil) objective. Confocal 
images were obtained by a C2+ (Nikon) confocal laser-
scanning system. To visualize fluorescence ‘spots’, we used a 
488 nm laser (Melles-Griot) and an emission filter 
(HQ514/30, Nikon). Confocal images were taken every 1 min 
for 2 h, and phase contrast images were obtained every 5 min 
by an external phase contrast system and CCD camera (DS-
Fi2, Nikon), using Nikon Nis-Elements software.  
Analysis of the images was performed by the software 
‘CellAging’ in four steps (Häkkinen et al. 2013): (i) cell 
segmentation from phase-contrast images, (ii) fluorescent 
RNA intensity detection from the confocal images, (iii) cell 
lineage construction, and (iv) RNA production estimation 
from the single-cell RNA intensity time series. We used the 
software to perform an automated segmentation of phase-
contrast images, followed by manual correction. Next, from 
each segmented cell, at each time point, fluorescent spots are 
detected automatically. Finally, cell lineages are constructed, 
by establishing the relationships between cell masks in 
sequential frames. In these, time-series of fluorescent spots 
intensity were obtained for each cell. From those, the time 
points when novel RNA molecules (‘spots’) appear in each 
cell were estimated (Häkkinen & Ribeiro 2015). Finally, the 
time intervals between consecutive RNA productions in 
individual cells were estimated. 
 
qPCR 
In the case of PBAD and PTetA, qPCR data was obtained from 
(Kandavalli et al. 2016). In the case of PLac-ara-1, the data is 
from measurements performed here. To measure gene 
expression by qPCR, we grew cells as in (Kandavalli et al. 
2016). Total RNA was isolated and quantified. The RNA 
samples were treated with DNase to remove residual DNA, 
followed by cDNA synthesis. cDNA samples were mixed 
with qPCR master mix containing iQ SYBR Green supermix 
(Biorad), with primers for the target and reference genes. The 
reaction was carried out in triplicates. For quantifying the 
target gene, we used the following primers: for mRFP1 
(Forward: 5’ TACGACGCCGAGGTCAAG 3’ and Reverse: 
5’ TTGTGGGAGGTGATGTCCA 3’), and for the 16S RNA 
reference gene (Forward: 5’ CGTCAGCTCGTGTTGTGAA 
3’ and Reverse: 5’ GGACCGCTGGCAACAAAG 3’). The 
following conditions were used: 40 cycles of 95°C for 10 s, 
52°C for 30 s and 72°C for 30 s for each cDNA replicate. We 
used no-RT controls and no-template controls to crosscheck 
non-specific signals and contamination. PCR efficiencies of 
these reactions were greater than 95%. The data from CFX 
Manager TM Software was used to calculate the relative gene 
expression and its standard error (Livak & Schmittgen 2001). 
 
Model of Transcription 
We model transcription as a multi-step process, represented in 
(1), following the empirically validated models in (McClure 
1985). The level of detail of our model is based on the one we 
can reach in the measurements (i.e. intervals between RNA 
production events with measurements taken every minute).  
From these intervals one can dissect the fraction of time 
of those intervals that is spent prior and after commitment to 
the open complex formation (Häkkinen & Ribeiro 2015). As 
such, transcription is modeled by the following multi-step 
process (McClure 1985): 
cc ocP R RP RP P + RNA Rcc oc
k k ?? ??? ??? ??? ?  (1) 
where  k*cc = R?kcc.  
The process starts with RNAp, R, binding to a free, active 
promoter, P, and forming a closed complex, RPcc, at the rate 
kcc. k*cc stands for the inverse of the mean time that RPcc 
remains in equilibrium with P and RNAp, until it starts 
forming a stable open complex. That is, this model does not 
explicitly represent the instability of RPcc. As such, the first 
step is not an elementary chemical process. Rather, its rate 
represents the inverse of the time until a stable open complex 
forms, which depends on preceding events, such as binding 
and unbinding of the RNAp to the promoter (i.e. reversibility), 
1D diffusive searches, etc. (Bai et al. 2006). 
The second step in (1) represents the open complex formation, 
RPoc, which is a nearly irreversible step (McClure 1985; 
Lloyd-Price et al. 2016; Kandavalli et al. 2016) and requires 
the RNAp to open the DNA double helix (Chamberlin.MJ 
1974; McClure 1985). This is followed by promoter escape 
(after which P is released into the system), elongation and 
termination (i.e., the release of RNA and R). These latter steps 
are expected to be much shorter-length than the events in 
initiation (Herbert et al. 2008) and, thus, are not represented. 
Further, they would only affect the variance and not the mean 
duration of the intervals between transcription events. 
Regardless of the complexity of the steps, recent studies 
suggest that, to a degree, the process can be well-modelled by 
two consecutive, independent exponential steps (Tran et al. 
2015; Kandavalli et al. 2016). Thus, the probability density 
function (pdf) of the distribution of intervals between 
transcriptions is the convolution of their pdfs:  
?????? ? ???
? ????
????????
??????? ?? ? ????????  (2) 
We assume also a first-order reaction modelling RNA 
degradation with a rate kd_rna = 0.0033 s-1, which is the median 
of the RNA degradation rate in E. coli (Bernstein et al. 2002): 
_RNA d rnak?????     (3) 
For simplicity, we model translation as a single-step event 
which produces an unfolded protein Proun with a rate of ktr = 
0.0637 (Jones et al. 2007): 
RNA RNA+Protrk un???    (4) 
Finally, proteins fold into functional at the rate kfold = 0.0024, 
and degrade at the rate kd_pro = 0.0017 (Cormack et al. 1996):  
Pro Profoldkun ???     (5) 
_Pro d prok?????     (6) 
 
Skewness as a Measure of Asymmetry of the Intervals 
Distribution. 
As a measure of asymmetry of the distribution of transcription 
intervals, we use its skewness, S, as in (MacGillivray 1986): 
? ? ? ????? ?? , where ?? ??
?
? ???? ? ?? ?  (7) 
More precisely, we estimate the sample skewness (Ss) of 
measured and simulated data distributions by applying a 
correction to increase the estimates precision for samples from 
asymmetric distributions (8) (Joanes & Gill 1998): 
?? ? ?????????? ? ?    (8) 
To estimate the standard uncertainty of Ss, we performed non-
parametric bootstrap as in (Carpenter & Bithell 2000). 
Namely, for each data set, we resampled the data randomly 
with replacement (using the original amount of samples) 105 
times, and calculated the bootstrap sample skewness, Ssb. As 
the obtained Ssb distributions were well-approximated by a 
normal distribution, we estimated the standard uncertainty as 
the 68% percentile confidence interval of the Ssb distribution. 
 
? plots 
In vitro and in vivo studies have demonstrated that the mean 
time between transcription events (?t) can be altered by 
changing the free RNAp concentration (Shehata & Marr 1971; 
Lloyd-Price et al. 2016). Also, assuming (1), only the closed 
complex formation duration changes with the free RNAp 
concentration (McClure 1985). This change was shown to be 
linear for a given range of cell growth conditions (Lloyd-Price 
et al. 2016). As such, it is possible, within this range of 
conditions, to produce a ? plot by placing the inverse of the 
relative RNAp concentration in the x-axis, and the inverse of 
the relative rate of RNA production in the y-axis. 
The relative rate of RNA production can be measured by 
qPCR. The relative RNAp concentration can be measured by 
Western Blot (Kandavalli et al. 2016). The data points are then 
fitted with a line. Scalling the production rates to the condition 
of interest, the intercept of the line with the y-axis equals 
(?oc/?t) of this condition, as it represents the media condition 
with infinite RNAp (and, thus, with infinitely fast closed 
complex formation). 
 
Stochastic Simulations 
To simulate the model (1)-(6), we use SGNS2 (Lloyd-Price et 
al. 2012), which is driven by the Stochastic Simulation 
Algorithm (Gillespie 1977), but allows also for multi-time-
delayed reactions (Roussel & Zhu 2006). We accounted for 
individual cell observation times, as these affect the measured 
intervals (unlike in the theoretical predictions of the pdf of the 
distributions of intervals between RNA production events 
(2)). This single-cell observation time-lengths depend on (a) 
cell doubling time, (b) duration of the measurement, and (c) 
the degree of overlap between measurement time and cell 
doubling time. We measured such distribution of single-cell 
observation windows for each studied condition. Next, we set 
kcc and koc according to the ?oc/?t obtain from qPCR and 
Western Blot. The absolute values of these rates are then fitted 
to match the mean of the measured distribution.  
 
Truncated Gaussian Distribution of Intervals Between 
Consecutive RNA Productions 
To obtain Gaussian distributions truncated at zero and with a 
given mean ? and squared coefficient of variation, CV2, we 
use the following procedure. First, we obtained the best fit 
value of the standard deviation ?? of the Gaussian with mean 
?, which minimizes the difference between CV2 and CV2tr of 
the truncated distribution. Next, we calculated a scaling 
coefficient ?? ? ?? ???? . Finally, we truncated at zero a 
Gaussian distribution with mean of ?? and standard deviation 
of ???, which results in the desired distribution. 
 
RESULTS AND CONCLUSIONS 
 
Skewness is Controlled by ?oc/?t, but is Independent of the 
Mean Interval Between Transcription Events  
We consider the model of transcription in (1). Its RNA 
production kinetics is determined by k*cc and koc. k*cc defines 
the inverse of the mean time for the RNAp to find the 
promoter and complete the closed complex (?cc). koc defines 
the inverse of the mean time for the completion of the open 
complex formation (?oc). Thus: 
?t = ?cc + ?oc    (9) 
Given measurements of ?t in live E. coli cells of various 
active promoters (Häkkinen & Ribeiro 2016; Kandavalli et al. 
2016; Lloyd-Price et al. 2016; Tran et al. 2015; Oliveira et al. 
2016), we assume its realistic range of values to be between 
10 and 2500 seconds. To study how changing the kinetics of 
the two rate limiting steps of the model allows tuning the 
asymmetry (as measured by S) of the ?t distribution, we vary 
?oc/?t (by changing ?cc and ?oc) while maintaining ?t constant.  
For each such combination of ?t and ?oc/?t values, from (7), 
we calculated S of the pdf of the ?t distribution. From this, we 
find that, first, S changes significantly with ?oc/?t, being 
symmetric around 0.5, where it is minimal. On the other hand, 
it is independent from the mean value ?t, for any given 
constant value of ?oc/?t (Fig. 1). 
 
Figure 1: 2D plot of the model-based analytical prediction of the 
skewness of the distribution of intervals between consecutive RNA 
production events as a function of ?t and ?oc/?t. 
Empirical Validation of the Model Predictions 
To validate the above, we attained empirical data on the ?t 
distribution for various promoters and induction schemes 
(Kandavalli et al. 2016; Oliveira et al. 2016). Also, for each 
condition, by qPCR (Methods), we measured ?oc/?t. In Fig. 2, 
we confront the empirical values of S as a function of ?oc/?t 
with the simulated predictions (Methods). Visibly, the model 
?ts the data for a wide range of possible values of ?oc/?t. 
 
Figure 2: Sample skewness (Ss) as a function of ?oc/?t for measured 
data (grey points) and data obtained from simulations of the model 
(black points) along with standard uncertainties (error bars). In both 
sets of data, for each condition, 100 or more ?t intervals were 
extracted from a total of 100 or more cells. The data from simulations 
is shifted along the x-axis by 0.01, to assist visualization. 
 
Skewness in Transcription Initiation Kinetics Affects 
Threshold Crossing by Protein Numbers 
We next explore in silico the potential role of S in tuning 
protein numbers over time, in particular, we study protein 
number threshold-crossing. For that, we quantify, as a 
function of ?oc/?t, the fraction of time during the course of an 
in silico experiment that the protein numbers equal zero.  
In addition to reactions (1)-(6), we accounted for RNA and 
protein dilution due to cell division as in (Goncalves et al. 
2016), assuming mean cell lifetimes of 1h. We modeled 7 
conditions, with the same mean RNA and protein numbers but 
differing in S, and measured the fraction of time that the 
protein numbers equal zero during a time series (each series 
being 100 hours long). We simulated 1000 time series per 
condition. In each, data from the first hour was omitted to 
exclude the transient state from the subsequent data analysis. 
In Fig. 3, we present the results per condition, averaged over 
all simulations. Namely, we show the value set for ?oc/?t in 
each condition, along with the resulting S and CV2 (Fig. 3) of 
the distribution of time intervals between consecutive RNA 
productions in individual cells. Also shown is the fraction of 
time that the model cells are absent of proteins produced by 
the gene of interest. This quantity is used here as a quantifier 
of the propensity of this gene expression system to cross a 
lower-bound threshold in protein numbers over time. 
 
Figure 3: Skewness (S) and squared coefficient of variation (CV2) 
of the distributions of intervals between consecutive productions of 
RNA molecules in individual model cells differing in ?oc/?t. Shown 
is the relative time that cells are absent of the protein of interest as a 
function of (A) S and (B) CV2 of the time intervals distribution 
between consecutive RNA productions. Data from stochastic 
simulations (1000 cells per condition) and from a truncated 
Gaussian. The error bars are the 90% confidence intervals. 
 
From Fig. 3, as ?cc/?t decreases within realistic parameter 
values (Fig. 2), causing Ss and CV2 to change, we find that the 
fraction of time that proteins are absent from the model cells 
differs significantly between neighboring conditions. 
As the model of transcription does not allow varying S and 
CV2 independently, these results do not suffice to show that it 
was the change in S that caused the change in the fraction of 
time that the model cells spent without proteins produced by 
the gene of interest. To show that the threshold crossing can 
be affected by S alone, we performed an additional set of 
simulations where ?t follows a Gaussian distribution 
(truncated at zero) with the same mean and CV2 as the ?t 
distribution of condition ?oc/?t = 0.5. Results in Fig. 3 show 
that due to its lower S (0.85), as predicted, the fraction of time 
that proteins are absent in model cells with ‘Gaussian-like’ 
RNA production dynamics differs significantly from the 
control model cells with RNA production dynamics following 
(1), including when having the same CV2. 
We conclude that tuning S of the ?t distribution has tangible 
effects in RNA and protein numbers over time, even if the 
CV2 is not or is only weakly affected. Importantly, according 
to model (1), this tuning can occur by regulating ?cc and ?oc, 
which are physical properties of the promoter that are both 
sequence-dependent (McClure 1985) and subject to external 
regulation, e.g., by transcription factors (Lutz et al. 2001) or 
global regulatory molecules, such as ? factors. 
 
DISCUSSION 
 
Here, based on a 2-step stochastic model of transcription and 
empirical data on the time intervals between consecutive RNA 
productions in individual cells from various promoters and 
induction schemes, we first made use of the model to 
investigate how tuning the relative duration of the steps prior 
and after commitment to the open complex formation allows 
tuning the skewness of the RNA production kinetics. We 
determined how this skewness changes as a function of these 
rate-limiting steps and, most interestingly, that it is minimized 
for equal duration of the two rate-limiting steps, and made use 
of the empirical data to validate these predictions. Finally, by 
tuning the skewness of the transcription initiation kinetics 
within realistic parameter value intervals we observed 
modifications in protein numbers dynamics strong enough to 
likely affect the behaviour of small genetic circuits. 
Importantly, we expect S to be tunable via the regulation of ?cc 
and ?oc, which are sequence dependent and subject to external 
regulation, e.g., by transcription factors or global regulatory 
molecules, such as ? factors. Thus, this regulatory mechanism 
is expected to be both evolvable as well as adaptable to 
environmental changes. 
In the future, we aim to expand our research, first, by studying 
more complex models of transcription and investigate how 
each rate-limiting factor influences the degree of skewness in 
RNA production kinetics. Second, we aim to investigate on 
how the tuning of skewness of the component genes allows 
attaining desired macro dynamics in various genetic circuits. 
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A B S T R A C T
Genetic circuits change the status quo of cellular processes when their protein numbers cross thresholds. We
investigate the regulation of RNA and protein threshold crossing propensities in Escherichia coli. From in vivo
single RNA time-lapse microscopy data from multiple promoters, mutants, induction schemes and media, we
study the asymmetry and tailedness (quantiﬁed by the skewness and kurtosis, respectively) of the distributions of
time intervals between transcription events. We ﬁnd that higher thresholds can be reached by increasing the
skewness and kurtosis, which is shown to be achievable without aﬀecting mean and coeﬃcient of variation, by
regulating the rate-limiting steps in transcription initiation. Also, they propagate to the skewness and kurtosis of
the distributions of protein expression levels in cell populations. The results suggest that the asymmetry and
tailedness of RNA and protein numbers in cell populations, by controlling the propensity for threshold crossing,
and due to being sequence dependent and subject to regulation, may be key regulatory variables of decision-
making processes in E. coli.
1. Introduction
The gene regulatory networks of bacteria, such as Escherichia coli,
include network motifs [1,2]. Some of these are responsible for deci-
sion-making processes that assist cells in adapting to environmental
changes [3,4]. Signiﬁcant behavioural changes in these motifs usually
occur when the numbers of one or more of the component proteins
cross thresholds [3]. The underlying mechanisms that deﬁne the pro-
pensity for the protein numbers of a given gene to cross a speciﬁc
threshold are not yet fully understood.
In E. coli, it is common for the protein numbers to follow the cor-
responding RNA numbers [5,6]. These are determined by the rates of
RNA production and degradation. Interestingly, RNA degradation in E.
coli appears to be largely independent from the RNA sequence, abun-
dance and metabolic function [7–9], suggesting that little regulation
occurs at this stage. Meanwhile, various regulatory mechanisms of
transcription have been identiﬁed, which usually act at the stage of
initiation, suggesting that control over the RNA numbers is exerted at
this stage [10–12].
From the dynamics point of view, the regulation of transcription
initiation kinetics occurs via the tuning of the time-length of the rate-
limiting steps of initiation, respectively, the events prior and after
committing to open complex formation [13–17]. In particular, recent
studies [14,16–18] have shown that, under full induction, the in vivo
kinetics of these rate-limiting steps, along with supercoiling buildups
[19], deﬁne, to a great extent, the distribution of time intervals between
consecutive RNA production events (here referred to as ‘Δt distribu-
tion’). Further, it was shown that not only the ﬁrst moment (mean), but
also the second moment of this distribution (variance) can be tuned by
the kinetics of these steps [16,18].
Given this, we hypothesise that, by tuning the kinetics of these rate-
limiting steps, one can also tune the third and fourth moments of the Δt
distribution (respectively, the skewness and kurtosis). Further, we hy-
pothesise that these two moments can be tuned independently from the
mean and coeﬃcient of variation. To test these hypotheses, we perform
in vivo time-lapse microscopy employing single-RNA detection by MS2-
GFP tagging [20–22], from which we extract the Δt distributions for
various promoters, media, induction schemes, growth phases, mutants
and a stress condition. Next, for each condition, we estimate their
mean, coeﬃcient of variation, skewness and kurtosis. Subsequently, we
estimate the kinetics of the rate-limiting steps in each condition and
assess their inﬂuence on the skewness and kurtosis. Finally, to test
whether changing the skewness and kurtosis of the Δt distribution has
functional consequences, we measure the corresponding values of the
https://doi.org/10.1016/j.bbagrm.2018.12.005
Received 29 October 2018; Received in revised form 4 December 2018; Accepted 5 December 2018
⁎ Corresponding author.
E-mail address: andre.ribeiro@tut.ﬁ (A.S. Ribeiro).
????????????????????????????????????????????????????
?????????????????????????????????
???????????????????????????????????????????????????????????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????
skewness and kurtosis of the distributions of single-cell protein ex-
pression levels.
2. Materials and methods
Fig. 1 informs on the models and methods used. In short, the main
empirical data (Δt distributions) are obtained by measuring when each
RNA appears in each cell. Also, we measure the average intracellular
RNAP concentration. From these concentrations and the corresponding
mean of the Δt distribution in each condition, we estimate the time
spent in transcription initiation prior and after commitment to open
complex formation (τprior and τafter, respectively, with their sum
equalling Δt) (model in Fig. 1E).
In summary, we ﬁrst estimate τprior/M from τ plots [23]. For this,
the inverse of the RNA production rate relative to the control (as
measured by qPCR) is plotted against the inverse of the RNAP con-
centration relative to the control (as measured by Western blot, Sup-
plementary materials and methods, Section 1.4). Next, a line is ﬁtted to
the data. The point where this line intersects the Y axis equals the ex-
trapolated value of the inverse of the transcription rate for an ‘inﬁnite’
RNAP concentration. As such it should equal τafter/M, according to the
model in Fig. 1E. From this and the value of M, one can calculate τafter
and τprior (Supplementary materials and methods, Section 1.5). Next,
from the same Δt distributions, we extract the coeﬃcient of variation,
skewness and kurtosis in each condition.
Note that, although genes replicate during the cells lifetime by a
process that is not absent of noise and many variables control when
each speciﬁc gene is replicated [24], we assume that the rate constants
controlling the kinetics of RNA production of our gene of interest
(Fig. 1E), which is on a single-copy F-plasmid, do not change sig-
niﬁcantly during the lifetime of the cells. To validate this assumption
we compared the distributions of time intervals (between consecutive
RNA production events) that started and ended in the ﬁrst half of the
lifetime with intervals that started and ended in the second half (Sup-
plementary results, Section 2.1). From the comparisons of these dis-
tributions in each condition (Table 1) we conclude that the assumption
is suﬃciently accurate.
2.1. Bacterial strains, plasmids, growth conditions, MS2-GFP tagging
system, induction of the reporter and target genes, and measurement
conditions
The E. coli strain used was DH5α-PRO (identical to DH5αZ1) [26]
whose genotype is: deoR, endA1, gyrA96, hsdR17(rK− mK+), recA1,
relA1, supE44, thi-1, Δ(lacZYA-argF)U169, Φ80δlacZΔM15, F-, λ-,
PN25/tetR, PlacIq/lacI and SpR. This strain produces, from the chro-
mosome and in abundance, the necessary regulatory proteins for their
constructs, namely, LacI, AraC and TetR [26]. E.g. LacI, the main re-
pressor of the control promoter (Plac/ara-1), exists in a concentration
much higher than the wild type (∼3000 copies vs ∼20 in wild type
[26]). These characteristics allow tight regulation of both target and
reporter genes, ensuring that the observed RNAs are due to active
transcription and not the result of transcription leakiness (i.e. in the
absence of activation). In particular, we measured leaky expression of
Fig. 1. Schematic representation of the steps for the analysis of the dynamics of RNA production in individual cells, from in vivo single-RNA, single-cell mea-
surements. (A) Example confocal microscopy images over time of a cell expressing MS2-GFP and the target RNAs. (B) Segmentation of a cell and the MS2-GFP tagged
RNA spots within (white lines). (C) Scaled RNA spots intensity over time (grey circles) of the example cell, along with the best-ﬁtting monotonic piecewise-constant
curve (black line) from which Δt intervals are estimated. (D) The distribution of time intervals between consecutive RNA production events in individual cells (Δt)
from which mean (M), coeﬃcient of variation (CV), skewness (S) and kurtosis (K) are extracted. (E) Model of transcription initiation. The ﬁrst box contains the
reactions occurring before commitment to open complex formation, with their mean time-length denoted as τprior. The second box contains the reactions occurring
after commitment to open complex formation, with their mean time-length equals τafter. For a detailed description of these reactions and parameters see
Supplementary materials and methods, Section 1.6. (F) Western blot image of the RNA polymerase (RNAP) subunit in diﬀerent media richness. (G) Relative inverse
transcription rate of the target gene, measured by qPCR. (H) Relative τ plot (Lineweaver–Burk plot [25] of the inverse of the RNA production rate versus the inverse
of the RNAP concentration, [RNAP]) for estimating τprior relative to M. (I) S and K versus τprior and τafter in diﬀerent conditions.
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Plac/ara-1, in the absence of IPTG and arabinose, and found only ~5% or
less cells with an MS2-GFP tagged RNA, 2 h after inducing the reporter
expressing MS2-GFP.
We also use BW25113, whose genotype is F-, DE(araD-araB)567,
lacZ4787(del)::rrnB-3, LAM-, rph-1, DE(rhaD-rhaB)568, hsdR514,
which expresses LacI and AraC from the genotype. The absence of TetR
allows the Tet promoter to express constitutively.
All cells carry two plasmids: a multi-copy reporter plasmid coding
for MS2-GFP under the control of an inducible promoter and a single-
copy F-based target plasmid coding for the transcript with multiple
MS2-GFP binding sites under the control of another promoter (Table 1).
Also, in all target plasmids, we inserted a sequence coding for a red
ﬂuorescent protein, between the target promoter and MS2 binding sites.
Promoter sequences are speciﬁed in Supplementary Fig. S1. Tagged
RNAs can be visualized as ﬂuorescent spots [14,20–23] (Fig. 1A).
In general, to observe RNAs tagged by MS2-GFP proteins, cells were
grown overnight in LB media with the respective antibiotics at 30 °C in
an orbital shaker with aeration of 250 rpm. From the overnight culture,
cells were diluted using fresh LB media (unless stated otherwise in
Table 1) to an initial OD600 of 0.05 (measured with a spectro-
photometer, Ultrospec 10; GE Healthcare) and incubated at 37 °C at
250 rpm to allow growth until reaching an OD600 of 0.25. In general,
the reporter gene was induced 1 h prior to the target gene, to allow for
suﬃcient MS2-GFP proteins to be produced prior to the appearance of
the target RNAs. For a detailed description, see Supplementary mate-
rials and methods, Section 1.1. Inducers of target and reporter genes are
described in Table 1.
The MS2-GFP RNA tagging technique, proposed in [27], is at pre-
sent the only direct method to measure time intervals between RNA
production events in live, individual cells [14,16,21,22]. This is pos-
sible because, ﬁrst, once appearing, each tagged RNA spot exhibits ‘full’
ﬂuorescence (assuming 1min interval between microscopy images)
[22]. This removes uncertainty in the process of RNA counting as it
reduces the possibility for ‘partially ﬂuorescent RNAs’. This uncertainty
is further reduced in that, once tagged, the ﬂuorescence of the spots
remains near constant for longer than our measurement time (2 h or
more) [22]. This provides signiﬁcant reliability to the quantiﬁcation of
the time-length of intervals between consecutive RNA production
events [21].
MS2-GFP tagging aﬀects the spatial organization of the RNAs inside
the cell [28]. However, this does not aﬀect the precision of quantiﬁ-
cation of the intervals between consecutive RNA production events,
which are based solely on the total intensity of the MS2-GFP tagged
RNAs in a cell, not on their location.
To assess whether this technique has a negative impact on cell
physiology, we compared cell growth rates and morphology with and
without activating the expression of the MS2-GFP reporter.
Supplementary results in Section 2.2 show that growth rates and cell
morphology are not signiﬁcantly aﬀected by expression of MS2-GFP, in
agreement with previous studies [14,23].
Finally, it is also reasonable to assume that MS2-GFP tagging could
aﬀect the protein expression levels of the target gene, due to partially
interfering with the target RNA (albeit in a diﬀerent region from the
one coding for the red ﬂuorescent protein). We tested this by comparing
protein expression levels when and when not activating the expression
on MS2-GFP (Supplementary results, Section 2.3). The results conﬁrm
that the expression levels of the red ﬂuorescent protein are not per-
turbed signiﬁcantly by MS2-GFP tagging (Fig. S9).
Meanwhile, to measure the single cell distributions of RNAP con-
centration, we used E. coli RL1314 strain with ﬂuorescently tagged β'
subunits (a kind gift from Robert Landick, University of Wisconsin-
Madison) [29]. From the overnight culture, we diluted the cells to an
OD600 of 0.1 in various media richness (Materials and methods) and
allowed them to grow to an OD600 of 0.5 at 37 °C at 250 rpm. Cells were
then pelleted by centrifugation and visualized under the microscope.
The plasmids (Table 1) construction and transformation were per-
formed using standard molecular cloning techniques [30]. To construct
Plac/ara-1-mCherry-48 binding sites (bs) mutants, we used a plasmid
carrying mCherry followed by a 48bs array in the pBELO vector back-
bone, originally constructed in [31]. To obtain the mutant promoters
(Supplementary Fig. S1), we synthesized new promoter sequences of
Plac/ara-1 with speciﬁc point mutants with support from Gene Script,
USA. Next, we inserted them into the pBELO vector backbone by Gibson
Assembly [32], to obtain a single copy F-based plasmid carrying the
target region Plac/ara-1-mCherry-48bs mutants. This product was trans-
ferred into competent E. coli host cells. The recombinants were selected
by antibiotic screening and conﬁrmed with sequence analysis. It is
noted that the mutant promoters were selected solely based on that
their Δt distributions diﬀered from the one of Plac/ara-1.
2.2. Chemicals
The chemical components of LB media are Tryptone, Yeast extract
and NaCl, purchased from LabM (Topley House, Bury, Lancashire, UK).
The antibiotics used are Kanamycin 34 μg/ml, Ampicillin 50 μg/ml and
Chloramphenicol 35 μg/ml, purchased from Sigma-Aldrich (St. Louis,
MO). The inducers used are isopropyl β-D-1-thiogalactopyranoside
(IPTG), anhydrotetracycline (aTc) and arabinose (ara), purchased from
Sigma-Aldrich. Agarose (Sigma-Aldrich) was used for preparing the
microscope gel pads. For PCR, Phusion high-ﬁdelity polymerase and
other PCR reagents were purchased from Finnzymes (Finland). Qiagen
kits (USA) were used for plasmid isolation. For qPCR, cells were treated
with RNA protect bacteria reagent (Qiagen, USA). iScript Reverse
Transcription Supermix for cDNA synthesis and iQ SYBR green
Table 1
Description of conditions. Shown are the name by which the condition is identiﬁed, the target plasmid and corresponding inducer, the reporter plasmid and
corresponding inducer, and the media.
Conditions Target promoter Target inducers Reporter promoter Reporter inducer Growth media
LA Plac/ara-1 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 1×
LA(75) Plac/ara-1 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 0.75×
LA(50) Plac/ara-1 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 0.5×
LA(ara) Plac/ara-1 1% ara PLtetO-1 100 ng aTc 1×
LA(IPTG) Plac/ara-1 1 mM IPTG PLtetO-1 100 ng aTc 1×
LA(oxi) Plac/ara-1 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 1×+0.6mM H2O2
Mut1 Plac/ara-1 (Mut-1) 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 1×
Mut2 Plac/ara-1 (Mut-2) 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 1×
Mut3 Plac/ara-1 (Mut-3) 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 1×
Mut4 Plac/ara-1 (Mut-4) 1 mM IPTG+1% ara PLtetO-1 100 ng aTc 1×
tetA PtetA – Plac 1 mM IPTG 1×
tetA(st) PtetA – Plac 1 mM IPTG Stationary phase
BAD PBAD 0.1% ara Plac 1 mM IPTG 1×
BAD(st) PBAD 0.1% ara Plac 1 mM IPTG Stationary phase
S. Startceva et al. ????????????????????????????????????????????????????
???
supermix for qPCR were purchased from Biorad (USA).
2.3. Growth media
In all experiments, we used the LB media and its altered versions,
ﬁrst described in [14]. Namely, we used the following media compo-
sitions per 100ml: 1 g tryptone, 0.5 g yeast extract and 1 g NaCl
(pH 7.0), referred to as ‘1×’ (Table 1); 0.75 g tryptone, 0.375 g yeast
extract and 1 g NaCl (pH 7.0), referred to as ‘0.75×’; 0.5 g tryptone,
0.25 g yeast extract and 1 g NaCl (pH 7.0), referred to as ‘0.5×’; 0.25 g
tryptone, 0.125 g yeast extract and 1 g NaCl (pH 7.0), referred to as
‘0.25×’. These four media are used to attain various mean intracellular
RNA polymerase concentrations ([RNAP]) in cell populations, while not
aﬀecting normal cell physiology and morphology [14,16,23] (Supple-
mentary Fig. S2A). Additionally, in two conditions, as in [23], we used
the stationary phase media obtained by centrifuging the overnight
culture of LB media at 10000 rpm for 10min followed by ﬁltration [23]
(growth rates shown in Supplementary Fig. S2B).
2.4. qPCR measurements
Cells with target plasmids were harvested by centrifuging them at
8000×g for 5min. To the pelleted cells, twice the amount of RNA
protect reagent (Qiagen) was added, followed by the enzymatic lysis
with Tris EDTA lysozyme buﬀer (pH 8.0). Total RNA was isolated using
RNeasy kit (Qiagen) according to the kit instructions. The concentration
of RNA was quantiﬁed using the Nanovue plus spectrophotometer (GE
Healthcare). The RNA samples were treated with DNase to remove the
residual DNA, followed by cDNA synthesis, using the iSCRIPT reverse
transcription super mix. The cDNA samples were mixed with the qPCR
master mix containing iQ SYBR Green Supermix (Biorad) with primers
for the target and reference genes. The reaction was carried out in
triplicates with the total reaction volume of 20 μl. For quantifying the
target gene we used following primers: for mRFP1 (Forward: 5′ TACG
ACGCCGAGGTCAAG 3′ and Reverse: 5′ TTGTGGGAGGTGATGTCCA
3′), for mCherry (Forward: 5′ CACCTACAAGGCCAAGAAGC 3′ Reverse:
5′ TGGTGTAGTCCTCGTTGTGG 3′). For the reference gene, 16S RNA
primers (Forward: 5′ CGTCAGCTCGTGTTGTGAA 3′ and Reverse: 5′
GGACCGCTGGCAACAAAG 3′) were used. The qPCR experiments were
performed by a MiniOpticon Real- time PCR system (Biorad). The fol-
lowing conditions were used during the reaction: 40 cycles of 95 °C for
10 s, 52 °C for 30 s and 72 °C for 30 s for each cDNA replicate. We used
no-RT controls and no-template controls to crosscheck non-speciﬁc
signals and contamination. PCR eﬃciencies of these reactions were>
95%. The data from CFX Manager TM Software was used to calculate
the relative gene expression and its standard error [33].
2.5. Microscopy
Measurements of integer-valued numbers of RNAs or of the mo-
ments when a new RNA appears in individual cells were conducted
using microscopy. For this, a few μl of cells carrying the induced re-
porter and target plasmids were placed between a coverslip and agarose
gel pad (2.5%), with the respective inducers and antibiotics. Next, an
FCS2 chamber (Bioptechs) was heated to 37 °C and placed under the
microscope. Cells were visualized using a Nikon Eclipse (Ti-E, Nikon)
inverted microscope, equipped with a 100× Apo TIRF (1.49 NA, oil)
objective. Confocal images were obtained by a C2+ (Nikon) confocal
laser-scanning system. For measuring GFP ﬂuorescence (to visualize
MS2-GFP ‘spots’ or RNAP-GFP), we used a 488 nm laser (Melles-Griot)
and an emission ﬁlter (HQ514/30, Nikon). For time series, confocal
images were taken every 1min for 2 h. Previous studies [14] have
shown that these microscopy settings do not cause signiﬁcant photo-
toxicity in this strain. Finally, phase-contrast images were obtained si-
multaneously, with an external phase-contrast system and CCD camera
(DS-Fi2, Nikon), every 5min. Images were extracted using Nikon Nis-
Elements software.
2.6. Image and data analysis
Microscopy images were analysed using the software ‘CellAging’
[34]. For details see Supplementary materials and methods, Section 1.2.
From these analysed time-lapse images, we extracted intervals between
consecutive RNA production events in individual cells, from which
empirical distributions of these intervals (Δt distributions) were ob-
tained (Fig. 1A–D). Data analysis was conducted using tailored algo-
rithms implemented in MATLAB R2017b (MathWorks).
2.7. Flow cytometry
Measurements of protein expression levels were conducted using
ﬂow cytometry (FC). For this, cells from 5ml of bacterial culture were
diluted 1:10,000 into 1ml PBS vortexed for 10 s. We performed mea-
surements under various conditions. In each condition, a total of 50,000
cells were observed. Measurements were performed using an ACEA
NovoCyte Flow Cytometer (ACEA Biosciences Inc., San Diego, USA)
with a yellow laser (561 nm) for excitation and the PE-Texas Red
(mCherry) ﬂuorescence detection channel (615/20 nm ﬁlter) for emis-
sion, at a ﬂow rate of 14 μl/min and a core diameter of 7.7 μM. The PMT
voltage of 584 was used for mCherry. To avoid background signal from
particles smaller than bacteria, the detection threshold was set to 5000
in FSC-H analyses.
We applied unsupervised gating [35] (implemented in Python 3.6)
to the ﬂow cytometry data. We set the fraction of the cells whose data is
used in the analysis (α) to 0.9, as it was suﬃcient to remove data points
produced by debris, cell doublets and other undesired events. Reducing
α further did not change the results qualitatively.
3. Results
3.1. Mean, coeﬃcient of variation, skewness and kurtosis of the
distributions of time intervals between consecutive RNA productions in
individual cells diﬀer with promoter sequence, regulatory factors and growth
conditions
First, we obtained empirical data on the Δt distributions in 14
conditions (see Table 1 for details). These conditions were selected so as
to test if the promoter sequence (conditions LA, Mut1, Mut2, Mut3, and
Mut4, see Supplementary Fig. S1), regulatory factors such as RNAP and
inducer concentrations (conditions LA, LA(75), LA(50), LA(ara),
LA(IPTG)), and variables associated to the environment (e.g. media and
stress) aﬀect the skewness and kurtosis of the Δt distribution.
Results are shown in Supplementary Fig. S3. From these distribu-
tions, we estimated their mean (M), coeﬃcient of variation (CV),
skewness (S) and kurtosis (K) (Supplementary materials and methods,
Section 1.3). The data was produced from at least 3 repeats per con-
dition. Since no signiﬁcant diﬀerences were found between repeats, the
data for each condition were merged. Noteworthy, all target genes used
have identical sequences upstream and downstream of the promoter
region (Materials and methods). Also, as noted above, as they are in-
tegrated into single-copy F-plasmids, not anchored to the membrane,
they are not expected to be signiﬁcantly inﬂuenced by transcription
halting due to positive supercoiling buildup [19,36].
From Fig. 2A, M and CV diﬀer between conditions. S and K also
diﬀer between conditions, but do so following a similar trend to one
another. Importantly, changes in S and K seem uncorrelated with the
values of M and CV. These results suggest that altering the promoter
sequence and/or the active regulation allows altering M, CV and S in-
dependently.
Observing only subsets of this data, we ﬁnd it to be in accordance
with the model considered (Fig. 1E). E.g., consider the conditions LA,
LA(75) and LA(50), which diﬀer only in [RNAP] [14]. In these, as
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[RNAP] decreases, M increases and CV decreases. Meanwhile, S and K
decrease (weakly) as [RNAP] decreases. This change is weak enough so
that, as shown in the next section, the only signiﬁcant diﬀerence in S is
between the two extreme conditions, LA and LA(50), and diﬀerences in
K are not statistically signiﬁcant (Supplementary Table S1).
Mutations in Plac/ara-1 (Supplementary Fig. S1) also cause signiﬁcant
behavioural changes. Namely, M, CV and S diﬀer between the mutants
independently from each other, and only changes in S and K appear to
be correlated. The same is observed when considering only the induc-
tion schemes of Plac/ara-1 (LA, LA(ara) and LA(IPTG) conditions).
Oxidative stress also aﬀects M, CV, S and K signiﬁcantly, when com-
pared to the control. Further, comparing the three promoters tested
here (Plac/ara-1, PtetA and PBAD), again M, CV and S diﬀer in an in-
dependent way, and only the diﬀerences between conditions in S and K
exhibit a similar trend.
Finally, comparing PtetA and PBAD in the exponential and stationary
growth phases (Supplementary Fig. S2A,B), we ﬁnd that both diﬀer
signiﬁcantly in M, S and K with the growth phase. This agrees with the
ﬁndings in [23], which reported that the kinetics of rate-limiting steps
in transcription changes with σ38 numbers (even in σ70-dependent
promoters). Interestingly, the diﬀerences in M, CV, S and K between
growth phases are, qualitatively, the same in both promoters, sup-
porting that they have the same cause.
We also tested whether the diﬀerences in M, CV, S and K between
conditions could be explained by diﬀerences between the distributions
of cell lifetimes or between the distributions of intracellular RNAP
concentrations. The results of this test indicate that the features of the
Δt distribution cannot be explained by the features of either these dis-
tributions (Supplementary results, Section 2.4; Supplementary Figs.
S4A and S5).
Fig. 2. Skewness (S) and kurtosis (K) aﬀect the probability of crossing upper-bound thresholds in the time length of the intervals between consecutive RNA
production events in individual cells (Δt). (A) Mean (M), coeﬃcient of variation (CV), S and K of the distribution of Δt intervals (~600 cells per condition). S and K
vary independently from M and CV. Error bars denote SEM. (B) Pairwise diﬀerences (Δ) in M, CV, S and K between conditions (blue dots). The red diamond is the
diﬀerence between LA(IPTG) and Mut1 conditions that illustrates how changes in S and K can be independent from changes in M and CV. (C and D) Percentage of Δt
intervals (black dots) that are longer than a given threshold (from 2M to 6M) against (C) CV and S, and (D) CV and K. Also shown is the natural neighbour
interpolation surface.
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3.2. Promoter sequence and regulatory factors suﬃce to alter skewness and
kurtosis of RNA production kinetics independently from its mean and
coeﬃcient of variation
To determine whether changes in M, CV, S and K between condi-
tions are uncorrelated in a statistical sense, we ﬁrst calculated linear
correlations between each pair of these features when considering all
14 conditions (Fig. 2A). Results in Table 2 show no signiﬁcant corre-
lation between all pairs, except between S and K. The result holds also
when applying the Bonferroni-Holm correction for multiple compar-
isons (the corrected p-value in the case of S and K is< 0.001). Tests for
non-linear correlations (Kendall's and Spearman's rank correlation
coeﬃcients) give the same qualitative results. While this could be due
to the lack of signiﬁcant changes in M and CV, results in Fig. 2A reject
this hypothesis. We thus conclude that all features can diﬀer between
conditions in an uncorrelated way, aside from S and K.
We also performed pairwise comparisons of M, CV, S and K between
each pair of the 14 conditions. The results (Supplementary Table S1)
show statistically signiﬁcant diﬀerences between many pairs of condi-
tions, indicating that all features diﬀer widely between conditions. In
detail, one observes that it is possible to alter S and K signiﬁcantly,
while CV is kept unchanged (e.g. between LA(IPTG) and Mut1).
Similarly, the same is possible keeping M unchanged (e.g. between
LA(50) and tetA).
Next, we quantiﬁed the degree with which each feature can diﬀer
between conditions while another feature is kept constant. In Fig. 2B we
show all pairwise diﬀerences in M, CV, S and K between conditions. In
all cases, we ﬁnd that a feature can diﬀer widely while the others re-
main mostly unchanged, except between S and K.
Finally, we investigated how S and K change as a function of the
promoter sequence and the regulatory factors. For this, we considered
two subsets of the data above. The ﬁrst subset (‘Mutants’) includes the
original Plac/ara-1 promoter (LA) and the 4 mutants, speciﬁcally 1 single-
point mutant (Mut1) and 3 three-point mutants (Mut2, Mut3 and Mut4)
(Supplementary Fig. S1). The second subset (‘Regulatory factors’) in-
cludes the control (LA), two conditions with diﬀerent [RNAP] (LA(75)
and LA(50)) and two induction schemes (LA(IPTG) and LA(ara)). From
Table 2, we conclude that changes in S (and K), due to point mutations
and/or due to altering the concentrations of the regulatory factors, are
not correlated to the changes in CV and M.
As before, for both subsets, we tested whether the diﬀerences in M,
CV, S and K between conditions could be explained by diﬀerences be-
tween the distributions of cell lifetimes. Again, the results showed that
the features of the cell lifetimes distributions cannot explain the fea-
tures of the Δt distribution (Supplementary results, Section 2.4;
Supplementary Fig. S4B,C).
3.3. Increasing the skewness and kurtosis of RNA production kinetics
enhances the probability of crossing upper bound thresholds in intervals
between consecutive RNA production events
Stochastic models of gene expression assuming transcription in-
itiation as a two-step process predict that changing these steps' kinetics
can alter the noise in RNA production without changing the mean rate
of RNA production [37]. If the intrinsic noise in transcription changes,
so will the probability of crossing thresholds based on RNA numbers.
Here we quantify this noise by the CV of the Δt distribution [17,18],
because this distribution is not aﬀected by noise in RNA degradation.
If this noise was symmetric around the mean of the Δt distribution,
the CV would suﬃce to estimate the probability of threshold crossing.
However, recent results [16,17] suggest that it can be signiﬁcantly
asymmetric. As such, a more accurate estimation of threshold crossing
probabilities in RNA numbers requires calculating S and K of the Δt
distribution.
To test whether S and K diﬀer signiﬁcantly between the conditions
(Supplementary materials and methods, Section 1.3), we ﬁrst obtained,
for each condition, the fraction of individual Δt intervals that are longer
than a given threshold. We considered the thresholds 2M, 3M, 4M, 5M
and 6M, to eliminate inﬂuences by the value of M. Results in
Supplementary Table S2 indicate that the fraction of intervals that cross
a speciﬁc threshold diﬀer between conditions, particularly for higher
thresholds.
Next, to determine whether it is CV or S (and K) that is responsible
for the diﬀerences in threshold crossing probabilities between condi-
tions, we plotted the percentage of intervals in each condition that
crossed each threshold against CV and S. We also calculated the natural
neighbour interpolation surfaces (using MATLAB R2017b function
scatteredInterpolant [38]).
Results in Fig. 2C show that for the lower thresholds (2M and 3M),
varying S does not alter signiﬁcantly the chance of threshold crossing,
while changing CV does. For higher thresholds (4M and 5M), both S
and CV are relevant. For the highest threshold (6M), the relevance of S
further increases. Equivalent conclusions are reached when considering
K instead of S (Fig. 2D).
Overall, tuning S and K of the Δt distribution allows altering sig-
niﬁcantly the probability of crossing upper-bound thresholds in Δt va-
lues and, thus, of crossing lower-bound thresholds of RNA numbers in
individual cells.
3.4. Skewness and kurtosis of RNA production kinetics can be tuned by the
rate-limiting steps in transcription initiation
Previous studies have established that CV can be tuned by changing
the kinetics of the rate-limiting steps in transcription initiation
[14,16,17]. In particular, for example, changing the average time spent
in the events prior (τprior) and after (τafter) commitment to open com-
plex formation without changing M, allows tuning noise in RNA pro-
duction without aﬀecting the rate of this production [16]. We hy-
pothesised that S and K could be similarly regulated.
To test this, for each condition, we ﬁrst estimated the mean fraction
of time spent in the events prior to commitment to open complex for-
mation (τprior/M) from τ plots (Materials and methods, paragraphs
1–2). Namely, we plotted the inverse of the relative RNA production
rate, as measured by qPCR, against the inverse of the relative RNAP
concentration, as measured by Western blot (Supplementary materials
and methods, Section 1.4). Then, we ﬁtted a line to the data from which
we obtain τprior/M (Fig. 3A and Supplementary Table S3). Finally, from
this and the value of M (Fig. 2A), we obtained the absolute values of
τprior and τafter for each condition (Supplementary Table S3).
Cells in the stationary phase (conditions tetA(st) and BAD(st)) are
Table 2
Pearson's correlation coeﬃcient r (with the corresponding two-tailed p-value) for all conditions, for the subset ‘Mutants’, where only the promoter sequence diﬀers
between conditions, and for the subset ‘Regulatory factors’, where only the inducers or RNA polymerase concentrations diﬀer between conditions. For p-va-
lues≤ 0.05, the null hypothesis that there is no correlation is rejected.
M vs CV M vs S M vs K CV vs S CV vs K S vs K
All conditions −0.44 (0.12) −0.19 (0.52) −0.08 (0.80) 0.01 (0.98) −0.10 (0.73) 0.94 (< 0.001)
Mutants −0.12 (0.85) −0.64 (0.24) −0.56 (0.32) 0.27 (0.66) 0.07 (0.91) 0.96 (< 0.01)
Regulatory factors −0.47 (0.43) −0.24 (0.70) 0.02 (0.98) −0.17 (0.79) −0.54 (0.34) 0.91 (0.03)
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not considered since, in these conditions, σ38 numbers are suﬃciently
high for the amount of core RNAP enzymes to become a less accurate
proxy of the RNAP-σ70 holoenzymes levels [23]. Additional factors that
may diﬀer include potential sRNA regulation [39,40], ppGpp [41],
cAMP (see e.g. [42]) contribute to these diﬀerences.
We assessed whether S and K change with τprior. For this, we plotted
S and K against τprior in each condition (Fig. 3B) and performed like-
lihood ratio tests (at signiﬁcance level of 0.05) between the best-ﬁt
polynomial models (using weighted total least squares approach
[14,43]) with degrees ranging from 0 to N-1, with N being the number
of conditions (p-values are shown in Supplementary Table S4). We also
tested whether the data can be better explained by a model where τprior
does not diﬀer between conditions, by performing a likelihood ratio test
between this model and the selected best-ﬁtting polynomial (Supple-
mentary Table S4). For both S and K, the zero-degree and the ﬁrst-
degree polynomial models, as well as the models where τprior is con-
stant, are rejected in favour of higher-degree polynomials.
The fact that S and K are best ﬁt by, respectively, third and fourth
degree polynomials (that still do not explain all data points) illustrates
the level of complexity of the data. This is likely due to the conditions
diﬀering in several factors (promoter, induction scheme, etc.). We thus
next consider, as above, the subsets ‘Mutants’ and ‘Regulatory factors’.
For each, we perform, also as above, likelihood ratio tests to determine
the best ﬁtting models (Supplementary Table S4). In both subsets, a 1st
degree model is preferred.
Meanwhile, from the Pearson's correlation coeﬃcient (with the
corresponding two-tailed p-value) between τprior and skewness (S) and
kurtosis (K), for the subsets ‘Mutants’ and ‘Regulatory factors’, we ﬁnd a
signiﬁcant correlation in all cases (absolute correlation values above
0.85 and p-values≤ 0.05), except for K in ‘Regulatory factors’, where
the p-value equals 0.06. Overall, the results suggest that, similarly to M
and CV, tuning τprior can regulate S and K. This implies that the lower
bound threshold crossing probability of RNA numbers over time can be
tuned.
Next, we performed the same analysis for changing τafter and τprior/
M. Contrary to when considering τprior, the results (Supplementary Fig.
S6 and Supplementary Tables S5-S6) do not allow establishing statis-
tically signiﬁcant relationships (also the p-values from the Pearson's
correlation were larger than 0.05).
Interestingly, the linear relationships of S and K with τprior are po-
sitive in the subset ‘Mutants’ and negative in the subset ‘Regulatory
factors’. This strongly indicates that τprior is not the only parameter
deﬁning these features. Namely, we hypothesise that these relationships
may depend on what causes τprior to diﬀer between the conditions. For
instance, in one subset, the diﬀerence may be due to diﬀerences in the
mean time required by the RNAP to complete a closed complex for-
mation, while in the other subset the diﬀerences may be in the number
of times that the RNAP fails to commit to the open complex formation.
These potential diﬀerences could be accounted for in the model by
tuning k1, k−1 and k2 (Supplementary materials and methods, Section
1.6), but cannot be detected by the measurements conducted here.
Future work is needed to test this hypothesis.
3.5. Skewness and kurtosis of the RNA production kinetics and of the
distribution of protein expression levels in individual cells are negatively
correlated
To assess if changes in S and K of the Δt distribution could aﬀect the
phenotypic distribution of cell populations, we next investigate whether
these changes result in signiﬁcant changes in the distribution of protein
expression levels of a cell population. This is expected given the known
coupling between transcription and translation in prokaryotes [44–46].
Nevertheless, it is reasonable to assume that noise in the stochastic
process of translation (e.g. on the time to be completed once initiated)
would render changes in S and K ineﬀectual on protein expression le-
vels. A model of gene expression in prokaryotes accounting for the
coupling between the two processes is shown in Supplementary mate-
rials and methods, Section 1.6.
We ﬁrst tested whether the mean protein expression levels of the
cell populations follow their mean RNA numbers. For that, we mea-
sured RNA numbers (by microscopy) and protein mean expression le-
vels (by ﬂow cytometry) produced under the control of Plac/ara-1 for
various induction conditions. We expect the same relationship in all
other constructs used here, as they have identical sequences following
the promoter sequence. Results in Supplementary Fig. S7 show that the
average number of proteins in a cell population follows the average
RNA numbers.
Given this, since M of the Δt distribution is negatively correlated
with the mean RNA numbers of the cell population, one can expect it to
also be negatively correlated to the mean number of proteins. Using the
same promoter as a case-study, we tested whether the skewness and
kurtosis of the distribution of protein expression levels of a cell popu-
lation are sensitive to the induction strength. For this, we measured the
total ﬂuorescence intensity level of the proteins expressed by Plac/ara-1
in individual cells for various induction levels using ﬂow cytometry
(Materials and methods). From these, for each induction level, we
Fig. 3. Skewness (S) and kurtosis (K) of the distribution of intervals between consecutive RNA production events in individual cells change linearly with the fraction
of time spent in events prior to commitment to the open complex formation (τprior). (A) Relative τ plots. Transcription rates are measured by qPCR, and RNA
polymerase (RNAP) levels are measured by Western blot (Supplementary Fig. S2C). Values are shown relative to the control condition (red dot). Error bars denote the
standard error. The solid line is the best-ﬁtting line, and the dashed lines denote the standard error of the ﬁt. (B) S and K plotted against τprior. Values plotted for all
conditions and for subsets (‘Mutants’ and ‘Regulatory factors’). Error bars denote SEM. The black line is the best-ﬁtting model. The linear relationships are statistically
signiﬁcant when the set of variables allowed to change between conditions is restricted to either the sequence of the promoter or the regulatory factors. When all
variables are allowed to diﬀer simultaneously, the best-ﬁtting model is a polynomial of the third or fourth degree.
S. Startceva et al. ????????????????????????????????????????????????????
???
obtained the distribution of ﬂuorescence of individual cells (in arbitrary
units). For each of these distributions, we estimated the mean (MP),
skewness (SP) and kurtosis (KP) as previously (Supplementary materials
and methods, Section 1.3). From Supplementary Fig. S8, we ﬁnd that SP
and KP can diﬀer with induction strength. Also, it is possible to have, for
similar values of MP, signiﬁcantly diﬀerent values of SP and KP (e.g.
conditions 0 to 25 μM). Further, conditions diﬀering in MP can have
similar values of SP and KP (beyond 100 μM). Overall, we ﬁnd that, as
for the Δt distributions, SP and KP can change independently from MP
and vice versa.
Next, we investigate whether changes in S and K of the Δt dis-
tribution due to changing the promoter sequence or its regulation re-
ﬂect on the distribution of protein expression levels, as expected from
the model. For this, we consider, respectively, the subsets ‘Mutations’
and ‘Induction schemes’. We note that, within these subsets, the cells
are grown under identical culture conditions and do not diﬀer in their
fundamental physiology, and are therefore not expected to diﬀer in,
e.g., ribosome population and/or in any other global gene expression
regulators, such as [RNAP] or σ factors. For these reasons, here we do
not consider the other conditions in Table 1, as the translation rate or
protein maturation time may diﬀer signiﬁcantly from the control.
For each condition considered, we measured the ﬂuorescence in-
tensity from the target proteins by ﬂow cytometry (Materials and
methods) and obtained the single-cell distributions of protein ﬂuores-
cence intensity. Next, we estimated its MP (in arbitrary units), SP and
KP, as previously. We also measured MP for cells with an uninduced
Plac/ara-1 to obtain a reference point for the values of MP. In this regard,
the LA(ara) condition was not included in the subsequent analysis since,
for unknown reasons, its protein expression levels were not signiﬁcantly
above those of the uninduced Plac/ara-1 (Fig. 4).
In Fig. 4, we show MP, SP and KP plotted against M, S and K, re-
spectively, along with the best-ﬁtting models obtained by likelihood
ratio tests (Supplementary Table S7). In all cases, the linear model is
preferred. We also calculated the Pearson's correlation coeﬃcient for
each case. The results agree with the likelihood ratio tests. Namely,
there are strong, statistically signiﬁcant (p-values≤ 0.05), negative
correlations between M and MP (−0.82) and between S and SP
(−0.86). Between K vs KP the negative correlation is also strong
(−0.70), but the p-value is 0.12, likely due to higher uncertainty. From
the statistically signiﬁcant linear relationships, we conclude that the
diﬀerences in skewness and kurtosis of the Δt distribution between
conditions result in statistically signiﬁcant diﬀerences between the
skewness and kurtosis of the corresponding protein distributions, in a
manner that is consistent with the model. As a side note, our data does
not allow investigating whether a similar (expected) correlation exist in
the case of CV and CVP, since LA, LA(IPTG), and the mutant promoters
have CV values that cannot be distinguished in a statistical sense
(Supplementary Table S1).
Finally, to assess if the values of M could explain the values of SP
and KP, we performed likelihood ratio tests (as above) between M and
SP and between M and KP. A polynomial model of the 1st order was
rejected in both cases (p-values equal 0.04 and 0.02, respectively). Also,
we failed to ﬁnd linear correlations (p-values equal 0.06 and 0.25, re-
spectively). We conclude that M is not correlated with either SP or KP, as
expected from the lack of the correlation between M and S or K.
4. Discussion and conclusions
Previous research have established that bacterial transcription is
mostly regulated at the stage of initiation [10–12,47]. This regulation,
e.g. by transcription factors and σ factors, aﬀects the mean and variance
in RNA and protein numbers [10–12,19,48]. From the dynamics point
of view, these and similar regulatory molecules were shown to have
direct eﬀect on the kinetics of the rate-limiting steps in transcription
initiation of a gene (assessed here by τprior and τafter), resulting in
changes in the mean and variance of its distribution of intervals be-
tween consecutive RNA production events in individual cells (Δt dis-
tribution) [14,23].
Here we provided evidence that the fraction of cells that reach high
thresholds in RNA and protein numbers of an externally regulated gene
can be tuned by altering the skewness and kurtosis of its Δt distribution.
Also, we showed that this can be achieved without signiﬁcantly altering
the mean and CV of this distribution. Further, this regulation is possible
by tuning τprior and τafter alone which can be altered by changing the
promoter sequence, the induction scheme, or the intracellular RNAP
concentration.
On the other hand, we did not ﬁnd signiﬁcant evidence that the
skewness and kurtosis could be altered independently from one an-
other. Instead, they exhibit a strong positive correlation (Fig. 2B, ΔK vs
ΔS, and Table 2). We suggest that this may be due to the variability of
the time length between transcription events along with the existence of
mechanical constraints imposed by the transcription machinery. This
variability is visible in Fig. S3, which shows that the distributions of
intervals between transcriptions are broad, with several intervals
having a short time-length. This limits how much the kurtosis of this
distribution can increase by increasing the tail on the left side. This
limit does not exist on the right side. Thus, increasing the kurtosis of
one of these distributions by increasing the size of the right tail cannot
be easily compensated on the left side so that the skewness remains
unaltered.
Regulation of asymmetry and tailedness of gene expression, so far,
has only been considered in the context of small genetic circuits or
complex regulatory pathways (e.g. [3]). Given the above, our ﬁndings
suggest that regulatory mechanisms of individual genes suﬃce for this
regulation as well. In particular, based on the data from the conditions
in Table 1, we found statistically signiﬁcant linear relationships be-
tween τprior and the skewness and kurtosis of the Δt distribution, pro-
vided that either only the promoter sequence or the regulatory factors
(i.e. inducers and RNAP concentrations) diﬀer between the conditions.
We hypothesise that relationships more complex than linear are also
possible, if more than one parameter is allowed to change. E.g. in the
future it would be of interest to investigate whether the data in Fig. 3B
Fig. 4. Mean (M), skewness (S), and kurtosis (K) of the distribution of protein expression levels in individual cells change linearly with the corresponding features of
the distribution of time intervals between consecutive RNA production events (Δt distribution). (From left to right) MP, SP and KP of the single-cell distributions of
protein levels against the corresponding feature of the Δt distributions (extracted from Fig. 2A). Error bars denote SEM (in some cases, the SEM is too small to produce
visible error bars). The solid line is the best ﬁtting model. On the left plot, the horizontal grey line corresponds to MP for an uninduced Plac/ara-1 which is used as a
reference point (SEM is too small to be represented). MP of LA(ara) is not considered in model ﬁtting.
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could be better explained by consider both τprior and τafter simulta-
neously. Nevertheless, the linear relationships found here are evidence
that the skewness and kurtosis are evolvable (i.e. sequence dependent)
and adaptable (i.e. subject to regulation). Meanwhile, the strong cor-
relation between RNA production kinetics and single-cell distribution of
protein levels suggests that tuning these skewness and kurtosis can have
a signiﬁcant impact on the phenotypic distribution of the cell popula-
tion.
It is well known that the two rate-limiting steps of transcription
initiation here considered (i.e. the events prior and after commitment to
open complex formation) are composed of speciﬁc ‘sub-steps’, such as
promoter escape [49–51], reversibility of the closed complex formation
and isomerization [13,52,53]. Further developments in the dissection
techniques of the in vivo kinetics of these sub-steps during transcription
initiation should allow characterising, in greater detail, their con-
tributions to the regulation of the skewness and kurtosis of the dis-
tributions of RNA production kinetics and corresponding protein
numbers. This should also allow establishing precise methods for tuning
the skewness and kurtosis of these distributions.
It is worth noting that the ﬁndings here reported do not discard the
importance of other mechanisms of regulation of protein numbers in E.
coli, such as regulation by sRNAs [39,40,54]. Here we did not consider
this mechanism since all target genes studied shared the same elonga-
tion region. It will be of interest to study whether this post-transcription
regulation process also allows tuning the skewness and kurtosis of
single-cell distributions of protein numbers, particularly given its
known eﬀects on the cell-to-cell variability in protein numbers [55,56]
and protein numbers' threshold-crossing propensities [39,57].
Finally, while a strict relationship between the skewness and kur-
tosis in the RNA and protein numbers was established here, the im-
plications of these ﬁndings in the context of the qualitative behaviour of
genetic circuits remain to be demonstrated. We expect the amplitude of
these eﬀects to diﬀer with the circuit topology, as in the case of mean
and variance [58–60]. If the eﬀects are signiﬁcant, direct regulation of
these features in genetic circuits (by tuning the rate limiting steps of the
component genes) should allow a more precise control of their kinetics,
towards enhancing their robustness to ﬂuctuations in molecular num-
bers or environmental changes, and sensitivity to external signals.
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1. Supplementary Materials and Methods 
1.1. Measuring times of RNA and proteins following induction  
When measuring the integer-valued number of RNAs or the moment when a new RNA appears in a cell, for 
Plac/ara-1 and its variants, following the procedure above, we induce the reporter gene with aTc and the target 
gene with arabinose (when appropriate, as in [1]). Next, 50 min later, we induce the target gene with a given 
amount of IPTG (Table 1). Images of cells are taken 1 h after that, from which RNA numbers are quantified. In 
time series measurements, imaging starts 10 min after induction with IPTG (for details, see Materials and 
Methods, section 2.5). For other promoters (PtetA and PBAD), the reporter gene, under the control of a Plac, is 
induced with IPTG. Next, 50 min later, we induce the target gene (using the inducer specified in Table 1).  
When measuring protein expression levels, we followed the same protocols as for measuring RNA numbers 
(aside from inducing MS2-GFP production), but we waited 90 min after induction of the target before 
performing the flow cytometry measurements. The additional 30 min compared to the RNA measurements are 
to account for the time for protein translation and maturation, in agreement with [2]. We also tested other 
waiting times (15, 45 and 60 min), but 30 min was the time interval that generated more consistent results 
between RNA and protein numbers in all conditions. 
1.2. Image analysis of microscopy data 
We used the software ‘CellAging’ [3]. It performs automated segmentation of phase-contrast images, followed 
by a manual correction. Next, confocal images are semi-automatically aligned with the phase-contrast images 
using thin-plate spline interpolation for the registration transform (for that, we manually select 5-8 landmarks 
that adjust the cell masks to the borders of the corresponding cells from the confocal images). After alignment, 
cell lineages are constructed (when applicable), by establishing the relationships between cell masks in 
sequential frames. Next, from each segmented cell, at each time point, fluorescent spots are detected 
automatically by the Gaussian surface-fitting algorithm [4]. From these data, time-series of fluorescent spots 
intensity were obtained for each cell, and the time points when novel RNA molecules appear in each cells 
were estimated [4]. This allows obtaining the time between consecutive RNA production events in individual 
cells (see Materials and Methods, section 2.6). 
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1.3. Analysing the mean, coefficient of variation, skewness and kurtosis of the ?t distribution 
From the ?t distributions, we calculated M, CV, S and K in accordance with the definitions below, where ?t , 
??t  and n  denote the average, SD and sample size of the ?t distribution, respectively. In the case of S and 
K, we also applied the sample size correction [5]).  
 
Feature M CV S K 
Definition ?t  ?t?t
?  ? ?3
3
?t
?t- ?t
?  
? ?4
4
?t
?t- ?t
?  
Corrected 
value - - 
? ?
S
n n 1
n 2
?
?  
? ?
? ?? ? ? ? ? ?? ?K
n 1
n 1 - 3 n 1 3
n 2 n 3
? ? ? ?? ?  
 
Next, we estimated the standard error of the mean (SEM) of these features using a non-parametric bootstrap 
method [6,7]. Namely, for each ?t distribution, we performed 105 random resamples with replacement and 
obtained the bootstrapped distributions of M, CV, S and K values. Since a bootstrapped distribution is 
expected to converge to Gaussian according to the central limit theorem, the standard deviation (SD) of each 
bootstrapped distribution is equivalent to the SEM of the corresponding feature. This allows using a 2-sample 
z-test to compare the estimated features between conditions.  
The same methodology was also applied when extracting mean, coefficient of variation, skewness and 
kurtosis from other distributions, such as the distribution of protein expression levels in single cells. 
1.4. Western blot measurements 
Mean RNA production rates differ with the free RNAP concentration in the cells [8,9]. The RNAP 
concentrations in each condition, relative to the control, were assessed by measuring the level of the RpoC 
protein by Western blot. The results confirmed that the relative RNAP levels change linearly with media 
richness as first reported in [1] and then confirmed in [10–12]. To attain different concentrations of intracellular 
RNAP without altering significantly the growth rates of the cells, we grow the cultures in media of different 
richness (1x, 0.5x and 0.25x), as described above. Results are shown in Supplementary Figure S2C. 
Pelleted cells were lysed with B-PER bacterial protein extraction reagent supplemented with a protease 
inhibitor for 10 min, at room temperature. Afterwards, the lysed cells were centrifuged at 15000xg for 10 min, 
and the supernatant was collected and diluted in the 4X laemmli sample loading buffer containing ?-
mercaptoethanol, after which it was boiled for 5 min at 95 °C. Each sample containing ~30 ?g of total soluble 
proteins, were resolved by 4% to 20% TGX stain free precast gels (Biorad). Proteins were separated by 
electrophoresis and then electro-transferred to the PVDF membrane. Membranes were blocked with 5% non-
fat milk for 1 h at room temperature and incubated with respective primary RpoC antibodies of 1:2000 
dilutions (Biolegend) overnight at 4 °C, followed by the appropriate HRP-secondary antibodies 1:5000 
dilutions (Sigma Aldrich) for 1 h at room temperature. For detection, chemiluminescence reagent (Biorad) was 
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used. Images were generated by the Chemidoc XRS system (Biorad). Quantification of the band intensity was 
done using Image lab software (version 5.2.1). 
1.5. Estimating the time spent in transcription initiation prior and after commitment to open complex 
formation 
To estimate ?prior and ?after, we use a methodology based on measuring RNA production rates at different 
intracellular RNAP concentrations in live cells. The method follows a similar protocol, established using in vitro 
techniques [13], and was adapted for in vivo, single-cell, single-RNA detection measurement techniques [1]. 
From the in vitro measurements one can directly measure the time-length of the closed and open complex 
formations since one can limit which components are in the reaction vessels and which reactions can take 
place during transcription initiation [13]. This is not possible in live cells. Also, one can only measure (by 
microscopy and single-RNA detection by MS2-GFP tagging) the time intervals between consecutive RNA 
production events in individual cells (?t) at different intracellular RNAP concentrations [1]. As such, all normal 
events during transcription initiation can occur, unlike when using in vitro techniques. Consequently, ?prior 
(Figure 1) is not the mean time-length of the closed complex formation since, among other, it also is affected 
by transient promoter locking events. Similarly, ?after is not the mean time-length of the open complex 
formation since it is affected by other events, such as promoter escape. Rather, ?prior is the mean time-length 
of all events preceding commitment to open complex formation, while ?after is the mean time-length of all 
events subsequent to this commitment. 
According to the model (Figure 1E), ?prior depends on the intracellular concentration of RNAP while ?after does 
not. Thus, provided knowledge on M (mean of the ?t distribution, which equals the inverse of the mean RNA 
production rate), ?prior and ?after can be estimated from measurements of the rates of RNA production at 
different RNAP concentrations [1,10,13–15] (Materials and Methods, section 2.3). For that, one can use a 
Lineweaver–Burk plot [16] of the inverse of the RNA production rate versus the inverse of the RNAP 
concentration ([RNAP]) (also named ‘? plot’). From this, one can estimate ?after (which equals the inverse of the 
rate of RNA production for infinite [RNAP]). Next, ?prior at a given [RNAP] can be obtained by subtracting ?after 
from M at that [RNAP]. 
Here, we measure [RNAP] by Western blot [10,11] and RNA production rates by qPCR [10], relative to the 
control condition (1x LB media) (Figure 1F-G). From these, we estimate ?prior/M (Figure 1H), where the line is 
obtained by a maximum likelihood fit [17]. We also calculate the standard error of the estimate using the Delta 
Method [18]. Next, given M for each condition, we calculate the absolute values of ?prior and ?after for that 
condition (Figure 1I). 
1.6. Stochastic model of transcription 
In vitro studies have shown that, in normal conditions, the kinetics of active transcription initiation in E. coli can 
be well described as a stochastic, two rate-limiting steps process [1,14,15,19–21]. The kinetics of these steps 
can be regulated separately from one another [1,10,13,15,19,21–24]. The first rate-limiting step is the set of 
events that take place from the freeing of a promoter from a preceding RNAP until the successful binding of 
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the ‘next’ RNAP to the promoter and commitment to open complex formation (including, among other, the 
sporadic repression states and the finding of the transcription start site by the RNAP). The average time-
length of these events is here denoted as ?prior. We note that this time includes the fractions of time that the 
promoter may be under the influence of a repressor molecule.  
The second step is the set of events (e.g. isomerization) that occur from the commitment to open complex 
formation up to its completion and promoter escape [22,25–30]. The average time-length of these events is 
here denoted as ?after. The sum of these two average time-lengths (?prior and ?after) is denoted as M, which 
corresponds to the mean time-length between two consecutive transcription events.  
Given this, the empirical data is analysed assuming that transcription is well modelled by a two rate-limiting 
steps stochastic process [1] (depicted in Figure 1E). In detail, in this model, an active promoter (PON) can 
participate in either of two competing processes. The first is a transition with the rate kOFF of PON to an 
intermittent inactive state (POFF), e.g. due to repression. This step is reversible (e.g. due to the unbinding of 
the repressor) with the rate kON. 
The other competing step is PON being bound by an RNAP (R) at the rate k1 and forming a closed complex 
(RPc). This step is also reversible [1,13,15] at the rate k-1 and competes with the formation of an open 
complex (RPo) whose rate constant is k2. Once committed to the open complex formation, it is assumed that, 
in normal conditions, transcription is no longer reversible [13]. The subsequent steps are accounted for by a 
single-step reaction with the rate k3 [14,31,32] (also see [33] and references within). These steps include, 
among other, promoter escape (freeing the promoter for new events), transcription elongation, and 
termination, at which point the RNA and RNAP are also released. 
This stochastic model does not consider positive supercoiling buildups, as we do not model genes exhibiting 
particularly high expression levels [34], in accordance with the empirical data (Figure 2A). 
1.7. Stochastic model of coupled transcription and translation  
To model the dynamic coupling between transcription and translation, one needs a more complex stochastic 
model of transcription than the one considered in Figure 1E. For this, we model explicitly the ribosome binding 
site (RBS) region of the RNA, while still also modelling the complete RNA molecule. This is because the 
production of the RBS occurs soon after promoter escape (following the completion of transcription initiation) 
and, once this occurs, translation can begin (but not be completed before the transcript is complete). For a 
detailed description of this modelling strategy see e.g. [35,36] and references within. The multi-delayed 
stochastic model on RNA production considered here is: 
? ? ? ? ? ? ? ?? ? ? ???? ??? ??????1 e2
-1
k kk
ON c o ONk 1 1 2 2
P + R RP RP P + RBS  + R RNA    +   (S1) 
OFF
ON
k
ON OFFk
P P ????????            (S2) 
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In reactions S1 and S2, aside from the rate constants defined in the previous section, ke is the rate of 
promoter escape. Meanwhile ?1  is the time for the RNAP to move 30 to 60 base pairs (bp) downstream of the 
transcription start site. This allows a new RNAP to bind [37]. At approximately the same time, an RBS is 
produced (since this region of the RNA is up to ~40 nucleotides long [38]). As such, and given the much 
longer time-length of the intervals between consecutive RNA production events, we assume that this process 
time-length also equals 1? . Finally, 2?  is the time-length of completion of transcription elongation along with 
RNAP and RNA release.  
As a side note, this model can also account for elongation along with alternative pathways, such as pausing, 
arrests, editing, pyrophosphorolysis and RNA polymerase traffic. Namely, the effects of such events can be 
accounted for by the distribution from which the values of 1?  and 2?  are randomly extracted [39].  
Next, translation is modelled by reaction S3, using the RBS above as a reactant (thus allowing it to initiate 
prior to the complete production of the corresponding RNA). The other reactant is a ribosome (Rib) [35]: 
? ? ? ? ? ?tr 3k 4 5RBS + Rib  RBS  + Rib  + Protein? ? ????       (S3) 
In (S3), trk  is the binding rate of a ribosome to the RBS of the target RNA. Meanwhile, 3?  is the time for the 
RBS to be available for a new ribosome to bind and 4?  is the time for a polypeptide to be produced and the 
ribosome to be released. Finally, 5?  includes the time for the previous events plus the time for protein folding 
and maturation. As above, one can consider in the distribution from which 4?  and 5?  are extracted, events 
such as variable codon translation rates, ribosome traffic, back-translocation and trans-translation.  
Known events not accounted in this model are premature termination during transcription and drop-off in 
translation, whose occurrence is rare in normal growth conditions [39]. 
Based on this model, while affected by noise, we expect a positive correlation between the mean number of 
proteins and the RNA numbers. This correlation should be maximal if the moments when RNA and proteins 
numbers are counted are distanced by the mean time taken to produce a functional protein from the RNA.  
2. Supplementary Results 
2.1. RNA production kinetics during the lifetime of the cells 
It is reasonable to hypothesize that the kinetics of RNA production of the target gene may differ following gene 
replication. Meanwhile, we interpret our measurements of RNA production intervals assuming that in each cell 
there is only one gene active coding for this target RNA. For this to be valid, on average, there should not 
exist a significant difference in the kinetics of RNA production (e.g. mean rate) between the first and second 
half of the cells lifetime. 
To test this, we compared distributions of ?t intervals extracted from cells during the first half of their lifetime 
and during the second half of their lifetime (during which the DNA replicates). In particular, we compared the 
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distribution of intervals that started and ended in the first half of the lifetime with the distribution of intervals 
that started and ended in the second half of the lifetime. For this, we performed 2-sample Kolmogorov-
Smirnov tests for each condition (see Table 1 for the list of conditions), and applied a Bonferroni-Holm 
correction for multiple comparisons to the p-values obtained. We found that, at the significance level of 0.05, 
the two distributions cannot be distinguished (p-values > 0.31) except for the LA(75) condition (p-value = 
0.04). As it is unlikely that DNA replication would affect this condition differently when compared to the other 
conditions, we conclude that there are no significant differences in the kinetics of RNA production of the target 
gene during the cell lifetime. This suggests that, in our measurements, DNA replication does not disturb 
significantly the RNA production kinetics of our target genes. 
2.2. Cell growth rates and morphology 
We tested whether the expression of MS2-GFP proteins, at the induction levels employed in this study, affects 
cell growth rates and/or cell morphology. For this, first, we measured mean cell division times. Their mean and 
standard error were found to equal 44.3 ± 1.4 min, when expressing, and 43.2 ± 1.3 min, when not expressing 
MS2-GFP, from which we conclude that they do not differ significantly. Next, using phase-contrast microscopy 
and image analysis [3], we compared the morphology of the cells with and without the expression of the MS2-
GFP proteins, and found no significant differences. 
2.3 Distribution of protein expression levels in individual cells is not affected by MS2-GFP tagging 
To test if the MS2-GFP tagging system could affect the protein expression levels of the target gene, we 
measured the distribution of single-cell protein expression levels (by flow cytometry) under the control of 
Plac/ara-1 (LA condition, Table 1 in main manuscript) when and when not activating the expression of MS2-GFP. 
From the distributions, we extract M, CV, S, and K, as these are the features of interest. 
To quantify the degree to which two distributions differ (i.e. the distance D between them), we obtained the 
distance between the values of M, CV, S and K of these distributions, and normalized them by dividing by the 
mean value of that feature in the conditions considered. Assuming that ? is the difference between two 
features, this distance between two distributions equals: 
 P P P P
P P P P
?M ?CV ?S ?K
D =  +  +  + 
M CV S K
       (S4) 
In order to determine whether this distance is significant, we also considered the distances between pairs of 
distributions obtained in different conditions. Shortly, if the distance D between the LA conditions expressing 
and not expressing MS2-GFP is smaller than the distances between different conditions, we can conclude 
that the expression of MS2-GFP followed by tagging of the target RNA does not perturb significantly the 
relationship between RNA and protein numbers of the target gene.  
For this, we make use of the single-cell distributions of protein expression levels of the control condition (LA) 
along with the subset ‘Mutants’ (Mut1, Mut2, Mut3, Mut4) and the LA(IPTG) condition, since those are the 
conditions used in Figure 4. Since we make use of more than two conditions, the normalization in equation 
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(S4) is performed by dividing the difference in each feature between a pair of conditions by the mean of all 
conditions considered. 
In Figure S9, it is visible that, in general, the pair of conditions LA, differing in whether MS2-GFP is expressed, 
exhibits one of the smallest differences in each of the features considered. More importantly, when 
considering the four features together (using distance D as defined above), they are the pair of conditions 
whose distributions of single-cell protein expression levels are most similar. We thus conclude that the 
expression of MS2-GFP does not affect significantly the observed protein expression levels. 
This result can be explained by the location of the coding regions of the RNA target for MS2-GFP in the 
plasmid, relative to the transcription start site. Namely, it starts with a ribosome binding site (RBS), followed by 
the region coding for the red fluorescent protein. Only afterwards is the region coding for the MS2-GFP 
binding sites, thus minimizing interference with the RBS activity and with the degradation rate of the region 
coding for the red fluorescent protein.  
2.4. Skewness and kurtosis of RNA production kinetics are not correlated to the distributions of cell 
lifetimes or to the distributions of intracellular RNAP concentrations 
It is reasonable to assume that differences in the shapes of the distributions of cell lifetimes between the 
conditions considered above could also affect the ?t distributions. To test this, we measured cell lifetimes in 
the conditions where cells are in the exponential growth phase (Table 1). Next, we calculated the mean, 
coefficient of variation, skewness and kurtosis of each of these distributions of cell lifetimes (here named ML, 
CVL, SL, and KL, respectively) and plotted them against the corresponding M, CV, S, and K of the ?t 
distribution (Figure S4A). In each case, we calculated the Pearson’s correlation coefficient (with the 
corresponding two-tailed p-value), and found no significant correlation (all p-values > 0.05). 
We conclude that, in our data, S and K of the ?t distribution are not correlated with any feature of the 
distribution of cell lifetimes. This is in agreement with our observation that the cell morphology (Materials and 
Methods) and physiology do not differ significantly between the conditions considered. 
Further, as in the main manuscript, section 3.2, we applied the same calculations when considering the 
subsets ’Mutations’ and ’Regulatory factors’ separately (Figure S4B,C). Again, when applying the Bonferroni-
Holm correction for multiple comparisons, the only potential correlation (K vs. KL in the subset ‘Regulatory 
factors’) is not statistically significant. These results show that even when reducing the number of variables 
differing between conditions, there is no visible significant correlation between the features of the distributions 
of cell lifetimes and the features of the ?t distribution. 
Finally, we obtained the single-cell distributions of RNAP concentrations using a cell strain where RNAPs are 
fluorescently tagged with GFP (Materials and Methods) in the media richness conditions 1x, 0.75x and 0.5x 
(Supplementary Figure S5). We found no relationship between the skewness of these distributions and S of 
the corresponding ?t distributions. 
The results on the various conditions differing in target promoter or regulatory factors are expected since the 
cells are from the same strain and in the same media conditions. Similarly, the results on the conditions 
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differing in medium are expected given that these media (1x, 0.75x and 0.5x) were specially tuned for having 
cells with differing RNAP levels but similar average growth rates [1]. In this regard, it is worth mentioning that 
when observing the lifetimes of a small number of cells (values of ML in Figure S4) there are visible 
differences between the conditions. However, the growth curves (Supplementary Figure S2A) indicate that 
this variability is due to the small number of cells that are observed during their entire lifetime by microscopy 
(when compared to the growth curves). 
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Supplementary Figures 
 
 
Figure S1. Related to Figure 2A and Tables 1 and 2. Schematic representation of the target promoter’s 
sequences. The -35 and -10 promoter elements are shown in black boxes. The transcription start sites (+1 
TSS) are marked in orange. Operator sites are marked in cyan and blue. In the mutants, specific nucleotide 
changes in the -35 and -10 region are marked by red circles. These promoters were used in the studied 
conditions (Table 1) as follows: (A) LA, LA(75), LA(50), LA(ara), LA(IPTG) and LA(oxi); (B) Mut1; (C) Mut2; 
(D) Mut3; (E) Mut4; (F) tetA and tetA(st); (G) BAD and BAD(st). 
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Figure S2. Related to Figures 2A and 3A. Bacterial growth curves and RNAP levels as a function of media 
richness, relative to the control condition. (A) Bacterial growth curves of the DH5?-PRO and BW25113 E. coli 
strains when grown in LB media with different richness (1x, 0.75x, 0.5x and 0.25x, see Materials and Methods 
for a detailed description). The optical density at the wavelength of 600 nm (OD600) was measured every 30 
min for 3 h. (B) Bacterial growth curve of the BW25113 strain reaching the stationary phase. Cells were grown 
in 1x LB media (see Materials and Methods for a detailed description) at 37 °C with shaking at 250 rpm, and 
the OD600 values were monitored every 30 min (blue stars). After the cells reached the stationary phase, we 
diluted them in stationary phase media (Materials and Methods) and monitored the OD600 every 30 min (red 
circles) for 4 h. The vertical dashed line shows the time of the dilution. (C) RNAP levels (relative to the 1x 
condition) of the DH5?-PRO and BW25113 E. coli strains grown in LB media with different richness (1x, 0.5x, 
and 0.25x) as assessed by Western blot measurements of the RpoC protein (Supplementary Materials and 
Methods, section 1.4). 
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Figure S3. Related to Figure 2A. The shape of the distribution of time intervals between consecutive RNA 
production events in individual cells (?t distribution) changes significantly between mutants as well as with the 
promoter, induction scheme and media. See Table 1 for a detailed description of each condition and 
Supplementary Table S8 for the statistical tests to assess whether the distributions normalized by the mean 
differ significantly. Data were collected from approximately 600 cells per condition. 
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Figure S4. Related to Figure 1. Mean (M), coefficient of variation (CV), skewness (S) and kurtosis (K) of the 
distribution of intervals between consecutive RNA production events in individual cells plotted against the 
mean (ML), coefficient of variation (CVL), skewness (SL) and kurtosis (KL) of the corresponding distributions of 
single-cell lifetimes. Shown are (A) all conditions, (B) the ‘Mutants’ subset, (C) the ‘Regulatory factors’ subset. 
 
16 
 
 
Figure S5. Related to Figure 1. Skewness of the ?t distribution (S) measured from a fully induced Plac/ara-1 
promoter in various media conditions (see section 1.3 in main manuscript) plotted against the skewness of the 
single-cell RNAP fluorescence distribution. The RNAP fluorescence distributions are measured by microscopy 
(~400 cells per condition). Error bars denote SEM. 
 
 
Figure S6. Related to Figure 3B and Supplementary Tables S5 and S6. Skewness (S) and kurtosis (K) of the 
distribution of intervals between consecutive RNA production events in individual cells do not show linear 
relationships with the fraction of time spent in events after commitment to the open complex formation (?after) 
nor with the mean fraction of time spent in the events prior to commitment to open complex formation (?prior/M, 
where M is the mean time between transcription events). Shown is (A) S and K as a function of ?after and (B) S 
and K as a function of ?prior/M, for all conditions and for the subsets of conditions ‘Mutants’ and ‘Regulatory 
factors’. Error bars denote SEM. The best-fitting model is shown as a dashed line if it is a zero-degree 
polynomial and as a solid line if it is a polynomial of a higher degree. In plots where two separate lines are 
visible, the best fitting model is partially outside of the plot borders on the y-axis. 
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Figure S7. Related to Figure 4. Mean protein numbers of the target gene under the control of Plac/ara-1 follow 
the corresponding average RNA numbers for increasing induction levels. Induction curve of Plac/ara-1 as seen 
by observing the mean RNA numbers produced by the target promoter (Plac/ara-1) in individual cells using 
microscopy (dark grey), and by observing the mean fluorescent intensity of proteins in individual cells from the 
same promoter using flow cytometry (light grey). In all conditions, cells are subject to 1% of arabinose. Data 
obtained by microscopy was collected 60 min after induction of the target gene, while data obtained by flow 
cytometry were collected 90 min after induction of the target gene. In both measurements, the values are 
shown relative to the value obtained in the condition ‘1000 ?M IPTG’ of the corresponding measurement. 
Error bars denote the standard error of the ratio. 
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Figure S8. Related to Figure 4. The skewness (SP) and kurtosis (KP) of the single-cell distributions of protein 
expression levels differ with induction strength but can also have significantly different values for similar mean 
(MP) expression levels. (Top) MP, (middle) SP and (bottom) KP of the single-cell distributions of protein 
expression levels, as expressed under the control of Plac/ara-1 for changing induction strength. Data were 
collected by flow cytometry, 90 min after induction of the target gene. Error bars denote SEM. In the top 
figure, the error bars are too small to be visible. In the regime of weak induction (25 or less ?M IPTG), SP and 
KP show significant, consistent changes, although MP does not exhibit significant changes. Meanwhile, above 
25 ?M IPTG concentration, the opposite occurs. 
19 
 
 
 
Figure S9. Related to Figure 4. Activation of the MS2-GFP reporter does not affect significantly the single-cell 
distribution of protein expression levels. (A) Numbers of pairs of conditions (grey bars) with given values of, 
respectively, the absolute differences in mean (|?MP|), coefficient of variation (|?CVP|), skewness (|?SP|) and 
kurtosis (|?KP|) of the single-cell distributions of protein expression levels. The conditions considered are LA, 
LA(IPTG), Mut1, Mut2, Mut3 and Mut4 (see Table 1 in main manuscript). Meanwhile, the red bar marks the 
values for these differences between the pair of measurements in the LA condition with and without activating 
the reporter. (B) Distance D between the values of M, CV, S and K (equation S4) for the same pairs of 
conditions as in (A). The red bar holds the value 0.31, while the grey bar further to the left holds the value 
0.33. 
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Supplementary Tables 
Table S1. Related to Figure 2B and Table 2. Two-tailed p-values obtained by testing, for each pair of 
conditions, the null hypothesis (H0) that the difference in the mean (M), coefficient of variation (CV), skewness 
(S) and kurtosis (K) of the distribution of time intervals between consecutive RNA production events between 
the two conditions equals zero, using a 2-sample z-test. In cases where the p-value ? 0.05, the H0 is rejected 
(highlighted with italics). In cases where the p-value > 0.05, the H0 cannot be rejected. 
M LA(75) LA(50) LA(ara) LA(IPTG) LA(oxi) Mut1 Mut2 Mut3 Mut4 tetA tetA(st) BAD BAD(st) 
LA < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 0.16 < 0.001 < 0.01 < 0.001 < 0.001 < 0.001 < 0.001 
LA(75)  < 0.001 < 0.01 < 0.001 < 0.001 0.28 0.90 < 0.001 0.06 < 0.001 < 0.001 0.28 < 0.001 
LA(50)   0.19 0.17 < 0.001 < 0.01 0.18 0.12 0.36 0.75 < 0.001 < 0.001 < 0.001 
LA(ara)    0.49 < 0.001 < 0.01 0.06 1.00 0.90 0.24 0.86 < 0.01 < 0.01 
LA(IPTG)     < 0.001 < 0.001 0.07 0.42 0.58 0.31 0.07 < 0.001 < 0.001 
LA(oxi)      < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 
Mut1       0.77 < 0.01 0.12 < 0.01 < 0.001 0.05 < 0.001 
Mut2        < 0.01 0.13 0.16 < 0.01 0.68 < 0.001 
Mut3         0.90 0.17 0.84 < 0.001 < 0.001 
Mut4          0.40 0.98 < 0.01 0.06 
tetA           < 0.01 < 0.001 < 0.001 
tetA(st)            < 0.001 < 0.001 
BAD             < 0.001 
CV LA(75) LA(50) LA(ara) LA(IPTG) LA(oxi) Mut1 Mut2 Mut3 Mut4 tetA tetA(st) BAD BAD(st) 
LA < 0.01 < 0.001 < 0.01 0.43 < 0.001 0.49 0.28 0.68 0.62 < 0.001 < 0.001 < 0.001 < 0.001 
LA(75)  < 0.01 0.23 < 0.01 < 0.001 < 0.01 0.05 0.25 0.20 < 0.001 < 0.001 < 0.01 < 0.01 
LA(50)   0.66 < 0.001 < 0.01 < 0.001 < 0.01 < 0.01 0.06 < 0.01 < 0.001 0.65 0.25 
LA(ara)    < 0.01 0.71 < 0.01 < 0.01 0.08 0.07 0.56 0.46 0.76 0.97 
LA(IPTG)     < 0.001 0.91 0.42 0.41 0.80 < 0.001 < 0.001 < 0.001 < 0.001 
LA(oxi)      < 0.001 < 0.01 < 0.001 < 0.01 0.60 0.31 0.06 0.31 
Mut1       0.47 0.42 0.84 < 0.001 < 0.001 < 0.001 < 0.001 
Mut2        0.24 0.71 < 0.001 < 0.001 < 0.01 < 0.01 
Mut3         0.52 < 0.001 < 0.001 < 0.01 < 0.01 
Mut4          < 0.01 < 0.01 0.05 < 0.01 
tetA           0.70 < 0.01 0.14 
tetA(st)            < 0.01 < 0.01 
BAD             0.47 
(see the rest of the table on the next page) 
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S LA(75) LA(50) LA(ara) LA(IPTG) LA(oxi) Mut1 Mut2 Mut3 Mut4 tetA tetA(st) BAD BAD(st) 
LA 0.89 < 0.01 0.88 0.12 0.62 0.19 0.67 0.43 0.33 0.17 0.40 0.85 < 0.01 
LA(75)  0.06 0.85 0.20 0.57 0.18 0.64 0.51 0.37 0.16 0.54 0.75 0.06 
LA(50)   0.43 0.57 0.05 < 0.01 0.23 0.53 0.97 < 0.01 0.17 < 0.01 0.89 
LA(ara)    0.53 0.94 0.57 0.87 0.63 0.49 0.69 0.69 0.93 0.41 
LA(IPTG)     0.13 < 0.01 0.32 0.79 0.78 < 0.01 0.46 0.07 0.52 
LA(oxi)      0.42 0.89 0.30 0.24 0.53 0.29 0.70 0.05 
Mut1       0.66 0.10 0.09 0.73 0.08 0.22 < 0.01 
Mut2        0.43 0.32 0.81 0.47 0.72 0.22 
Mut3         0.69 0.08 0.81 0.35 0.49 
Mut4          0.09 0.54 0.29 0.99 
tetA           < 0.01 0.20 < 0.01 
tetA(st)            0.29 0.16 
BAD             < 0.01 
K LA(75) LA(50) LA(ara) LA(IPTG) LA(oxi) Mut1 Mut2 Mut3 Mut4 tetA tetA(st) BAD BAD(st) 
LA 0.94 0.18 0.57 0.08 0.46 0.19 0.93 0.34 0.16 0.19 0.26 0.76 < 0.01 
LA(75)  0.15 0.59 0.07 0.49 0.20 0.96 0.31 0.15 0.21 0.22 0.70 < 0.01 
LA(50)   0.30 0.55 0.14 0.06 0.57 0.99 0.50 < 0.01 0.82 0.23 0.19 
LA(ara)    0.23 0.96 0.61 0.72 0.32 0.20 0.92 0.33 0.49 0.16 
LA(IPTG)     0.09 < 0.01 0.46 0.68 0.71 < 0.01 0.42 0.10 0.53 
LA(oxi)      0.51 0.70 0.19 0.10 0.83 0.17 0.35 < 0.01 
Mut1       0.37 0.08 < 0.01 0.57 0.07 0.14 < 0.01 
Mut2        0.59 0.39 0.56 0.61 0.84 0.35 
Mut3         0.55 < 0.01 0.89 0.43 0.40 
Mut4          < 0.01 0.43 0.20 0.95 
tetA           < 0.01 0.10 < 0.01 
tetA(st)            0.35 0.13 
BAD             < 0.01 
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Table S2. Related to Figure 2C-D. Percentage of the time intervals between consecutive RNA production 
events in individual cells (?t intervals) longer than a given threshold in each condition. 
Threshold 
Condition 
2M 3M 4M 5M 6M 
LA 16.3 6.3 2.2 0.7 0.3 
LA(75) 13.9 4.7 1.5 0.7 0 
LA(50) 11.8 3.2 0.8 0.1 0 
LA(ara) 10.6 3.5 1.8 0 0 
LA(IPTG) 17.7 7.1 1.7 0.5 0 
LA(oxi) 11.0 3.0 0.5 0.2 0 
Mut1 13.8 6.2 2.5 1.2 0.5 
Mut2 17.0 6.4 2.1 2.1 0 
Mut3 16.3 6.2 1.6 0 0 
Mut4 21.1 7.9 2.6 0 0 
tetA 9.4 3.2 0.9 0 0 
tetA(st) 11.4 2.9 0 0 0 
BAD 12.1 4.0 0.8 0.1 0 
BAD(st) 12.9 3.5 0.3 0 0 
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Table S3. Related to Figure 3A. Mean time length spent in the events prior to commitment to open complex 
formation (?prior) and in the events following the commitment to open complex formation (?after) for each 
condition, along with their SEM. Also shown, for each condition, is the mean fraction of time between 
transcription events that is spent in the events prior to commitment to open complex formation (?prior/M, where 
M is the mean time between transcription events), along with its SEM. 
Condition ?prior ± SEM (min) ?after ± SEM (min) ?prior/M ± SEM 
LA 7.8 ± 1.2 2.0 ± 1.2 0.80 ± 0.12 
LA(75) 10.6 ± 1.4 2.1 ± 1.3 0.83 ± 0.10 
LA(50) 14.1 ± 1.3 2.0 ± 1.2 0.87 ± 0.08 
LA(ara) 5.0 ± 2.3 13.9 ± 2.7 0.26 ± 0.12 
LA(IPTG) 11.3 ± 2.2 6.1 ± 2.2 0.65 ± 0.12 
LA(oxi) 17.9 ± 3.4 18.6 ± 3.4 0.49 ± 0.09 
Mut1 11.8 ± 1.7 1.9 ± 1.6 0.86 ± 0.11 
Mut2 8.3 ± 1.9 4.7 ± 1.4 0.64 ± 0.09 
Mut3 4.3 ± 2.1 14.6 ± 2.5 0.23 ± 0.11 
Mut4 4.2 ± 1.5 15.2 ± 3.1 0.21 ± 0.07 
tetA 0.9 ± 1.2 15.4 ± 1.3 0.06 ± 0.07 
BAD 9.2 ± 0.6 2.9 ± 0.5 0.76 ± 0.04 
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Table S4. Related to Figure 3B. One-tailed p-values obtained from likelihood ratio tests between the pairs of 
the polynomial models of degrees n and m. The models are best-fitted to the values of skewness (S) and 
kurtosis (K) as a function of ?prior, estimated in all studied conditions (excluding tetA(st) and BAD(st)) and in 
various subsets of these conditions. A model where ?prior does not change between conditions is denoted as 
n = 0inv. For p-values ? 0.05, we assumed that the model of degree m fits the data significantly better than the 
model of degree n. 
Data set S K 
n m p-value n m p-value 
All 
conditions 
0 1 0.01 0 1 0.11 
1 2 0.54 0 2 0.15 
1 3 0.03 0 3 0.25 
3 4 0.98 0 4 0.02 
3 5 0.66 4 5 0.93 
3 6 0.84 4 6 0.94 
3 7 0.65 4 7 0.70 
3 8 0.68 4 8 0.83 
3 9 0.65 4 9 0.92 
3 10 0.75 4 10 0.96 
3 11 0.83 4 11 0.98 
0inv 3 < 0.001 0inv 4 < 0.001 
Mutants 0 1 0.05 0 1 0.03 
1 2 0.86 1 2 0.77 
1 3 0.98 1 3 0.86 
1 4 0.97 1 4 0.95 
0inv 1 < 0.001 0inv 1 < 0.001 
Regulatory 
factors 
0 1 0.01 0 1 0.04 
1 2 0.70 1 2 0.85 
1 3 0.92 1 3 0.72 
1 4 0.90 1 4 0.70 
0inv 1 < 0.001 0inv 1 < 0.001 
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Table S5. Related to Supplementary Figure S6A. One-tailed p-values obtained from likelihood ratio tests 
between the pairs of the polynomial models of degrees n and m. The models are best-fitted to the values of 
skewness (S) and kurtosis (K) as a function of ?after, estimated in all studied conditions (excluding tetA(st) and 
BAD(st)) and in various subsets of these conditions. A model where ?prior does not change between conditions 
is denoted as n = 0inv. For p-values ? 0.05, we assumed that the model of degree m fits the data significantly 
better than the model of degree n. 
Data set S K 
n m p-value n m p-value 
All 
conditions 
0 1 0.17 0 1 0.53 
0 2 < 0.01 0 2 < 0.01 
2 3 0.99 2 3 0.75 
2 4 1.00 2 4 0.30 
2 5 1.00 2 5 0.43 
2 6 1.00 2 6 0.59 
2 7 1.00 2 7 0.56 
2 8 1.00 2 8 0.68 
2 9 1.00 2 9 0.78 
2 10 1.00 2 10 0.86 
2 11 1.00 2 11 0.91 
0inv 2 < 0.001 0inv 2 < 0.001 
Mutants 0 1 0.15 0 1 0.08 
0 2 0.24 0 2 0.19 
0 3 0.41 0 3 0.34 
0 4 0.41 0 4 0.30 
0inv 0 < 0.001 0inv 0 < 0.001 
Regulatory 
factors 
0 1 0.65 0 1 0.38 
0 2 0.13 0 2 0.09 
0 3 0.21 0 3 0.10 
0 4 0.14 0 4 0.19 
0inv 0 < 0.001 0inv 0 < 0.001 
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Table S6. Related to Supplementary Figure S6B. One-tailed p-values obtained from likelihood ratio tests 
between the pairs of the polynomial models of degrees n and m. The models are best-fitted to the values of 
skewness (S) and kurtosis (K) as a function of ?prior/M, estimated in all studied conditions (excluding tetA(st) 
and BAD(st)) and in various subsets of these conditions. A model where ?prior does not change between 
conditions is denoted as n = 0inv. For p-values ? 0.05, we assumed that the model of degree m fits the data 
significantly better than the model of degree n. 
Data set S K 
n m p-value n m p-value 
All 
conditions 
0 1 0.06 0 1 0.41 
0 2 0.04 0 2 0.04 
2 3 < 0.01 2 3 0.76 
3 4 0.77 2 4 0.02 
3 5 0.95 4 5 0.77 
3 6 0.52 4 6 0.96 
3 7 0.69 4 7 0.99 
3 8 0.81 4 8 1.00 
3 9 0.89 4 9 1.00 
3 10 0.94 4 10 1.00 
3 11 0.97 4 11 1.00 
0inv 3 < 0.001 0inv 4 < 0.001 
Mutants 0 1 0.13 0 1 0.07 
0 2 0.23 0 2 0.12 
0 3 0.26 0 3 0.23 
0 4 0.40 0 4 0.28 
0inv 0 < 0.001 0inv 0 < 0.001 
Regulatory 
factors 
0 1 0.12 0 1 0.55 
0 2 0.10 0 2 0.12 
0 3 0.16 0 3 0.14 
0 4 0.18 0 4 0.22 
0inv 0 < 0.001 0inv 0 < 0.001 
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Table S7. Related to Figure 4. One-tailed p-values obtained from likelihood ratio tests between the pairs of 
the polynomial models of degrees n and m. The models are best-fitted to the values of mean (MP), skewness 
(SP) and kurtosis (KP) of the distribution of protein numbers as a function of the corresponding features (M, S 
and K) of the distribution of time intervals between consecutive RNA production events in individual cells (?t 
distribution), estimated in the conditions from the subset ‘Mutants’ and LA(IPTG) condition. A model where a 
feature of the ?t distribution does not change between conditions is denoted as n = 0inv. For p-values ? 0.05, 
we assumed that the model of degree m fits the data significantly better than the model of degree n. 
MP vs M SP vs S KP vs K 
n m p-value n m p-value n m p-value 
0 1 < 0.001 0 1 < 0.001 0 1 < 0.001 
1 2 0.99 1 2 0.21 1 2 0.17 
1 3 0.97 1 3 0.45 1 3 0.38 
1 4 1.00 1 4 0.66 1 4 0.58 
1 5 1.00 1 5 0.81 1 5 0.58 
0inv 1 < 0.001 0inv 1 0.02 0inv 1 0.04 
 
Table S8. Related to Figure S3. Comparisons of the ?t distributions (normalized by the mean) of pairs of 
conditions (see Table 1) by a two-tailed Kolmogorov-Smirnov test. The table shows the p-values obtained 
from these tests, for each pair of conditions. In cases where the p-value ? 0.05, the H0 that the ?t values 
normalized by the mean are from the same distribution is rejected (highlighted with italics).  
LA(75) LA(50) LA(ara) LA(IPTG) LA(oxi) Mut1 Mut2 Mut3 Mut4 tetA tetA(st) BAD BAD(st) 
LA 
< 0.001 < 0.001 < 0.01 < 0.01 < 0.001 < 0.01 0.78 0.67 0.18 < 0.001 < 0.001 < 0.001 < 0.001 
LA(75) 
 < 0.01 0.28 < 0.001 < 0.001 < 0.01 0.23 0.18 0.05 < 0.001 < 0.001 < 0.001 < 0.001 
LA(50) 
  0.56 < 0.001 < 0.001 < 0.01 0.15 < 0.01 < 0.01 < 0.001 < 0.001 < 0.001 < 0.01 
LA(ara) 
   < 0.01 0.39 0.06 0.14 0.07 0.09 0.31 0.31 0.18 0.43 
LA(IPTG) 
    < 0.001 0.09 0.74 0.67 0.49 < 0.001 < 0.001 < 0.001 < 0.001 
LA(oxi) 
     < 0.001 < 0.01 < 0.001 < 0.001 0.23 0.83 < 0.01 < 0.01 
Mut1 
      0.75 0.92 0.30 < 0.001 < 0.001 < 0.001 < 0.001 
Mut2 
       0.65 0.78 < 0.01 < 0.01 < 0.01 < 0.01 
Mut3 
        0.25 < 0.001 < 0.001 < 0.001 < 0.001 
Mut4 
         < 0.001 < 0.001 < 0.001 < 0.01 
tetA 
          0.41 < 0.01 < 0.001 
tetA(st) 
           < 0.01 < 0.01 
BAD 
            0.14 
 
 



