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The localized, crustal magnetic fields on the Moon show complex interactions with the impinging solar
wind. Understanding these interactions aid in characterizing the lunar plasma and dust environment, in
developing advanced remote imaging techniques for airless bodies such as the Moon and Mercury, and in
comprehending the basic plasma processes of plasma environments and phenomena on the Hall physics
scale.
In this work a lunar magnetic anomaly is modeled in the mesoscale of hundreds of kilometers with 100 nT
surface field anomaly. A numerical hybrid plasma model is employed, in which ions are treated as fully
kinetic macroparticles, with electrons providing a massless, charge-neutralizing fluid. The effects of electron
currents in these environments are discussed, and results of the effect of the interplanetary magnetic field
conditions on the minimagnetosphere are presented in three cases: Open, closed, nominal. Results for three
different impinging solar wind velocities in the nominal case are presented. The results are compared with
satellite observations and are found to reproduce observations of proton deceleration and reflection by anti-
moonward electric field. The model is shown to reproduce observed ENA emission from the lunar surface,
with predictions on solar wind-depentant features.
Model development by the author is presented with regards to the convergence and stability of the numerical
scheme, especially in terms of dealing with a fast whistler mode. Considerations on the validity of the results
are presented, with the conclusion of reasonable confidence in the results, with suggested improvements to
the model brought forwards.
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Chapter 1
Introduction
With its waxing and waning, silvery light, the most prominent feature of our
night skies has intrigued humanity since ages immemorial. The very name of the
silvery celestial reverberates through languages and cultures, e.g. the familiar
nouns moon and month derive from the same Indoeuropean root that gives
rise to Latin mensis and Greek menas, and ultimately the word “measure”.
Selenic deities are abundant, with ancient mythologies brimming with godlings
associated with the Moon. Mystical effects, lycanthropy and insanity follow suit
in folklore. On the face of the moon, dark maria, bright plateaus and impact
craters have inspired onlookers to decipher the patterns as animals (the White
Hare of China), as facial features (Kuu-Ukko) or even as cheese.
The intriguing patterns on Moon were described in detail by Giovanni Ricci-
oli in the 17th century in Almagestum novum astronomiam [Riccioli, 1651, page
206], with the book setting the stage for modern nomenclature. A closer look
from the lunar orbit, beyond the maria of the impact basins and the abundant
craters, reveals something unexpected: bright swirling patterns on the surface
of the Moon. Orbital measurements above the swirls indicate the presence
of crustal magnetic fields always associated with the swirls (although not vice
versa). Section 1.1 on the following page gives an introduction to the relevant
plasma parameters and celestial environments related to the thesis. Section
1.2 expounds further on the background of the magnetic anomalies and associ-
ated features, including their possible connections with space weathering, as the
Moon is continually bathed in the solar wind, a stream of plasma emanating
from the Sun. The plasma environments of these small-scale magnetic fields
and their interplay with the solar wind and its embedded magnetic field is the
main topic of this thesis —more precisely, what is the picture produced by a
numerical hybrid plasma model of the interaction.
The origin of these magnetic anomalies, as well as that of the swirls, is
still up to debate. The natural remanent magnetism (NRM) of the crust at
the specific anomaly sites may have been formed through various mechanisms.
Although varied, a seed magnetic field is required for the appearance of NRM,
regardless of the exact mechanism. This could imply the existence of a global,
dynamo-driven magnetic field. A brief history of lunar magnetism, as currently
understood, is given in section 1.2.1 on page 5.
As for the swirls, the suggested hypothesis of their formation include dust
transport by the interaction of magnetic anomalies with the solar wind and the
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formation of minimagnetospheres that protect the lunar dust from space weath-
ering, explored in section 1.2.3 on page 8. Both have merits: Solar ultraviolet
(UV) radiation in itself is enough to produce a layer of photoelectrons, with
sufficient electric fields to levitate the extremely fine-grained dust, and with a
background magnetic and electric fields there could very well be a steady trans-
port of levitating dust to a direction or another. The astronauts of the Apollo
program observed a morning haze associated with dust plumes levitated at the
lunar terminator as described in McCoy and Criswell [1974]; Zook and McCoy
[1991]. On the other hand, it can be inferred e.g. from emissions of energetic
neutral atoms (ENAs) that the magnetic anomalies do decelerate the imping-
ing solar wind, even without the formation of a minimagnetosphere that would
block the solar wind from reaching the surface [Vorburger et al., 2013].
The plasma environments of the Solar System span a large extent of spatial
and temporal scales. Chapter 2 on page 14 introduces and explores the applica-
tions of different plasma models as pertaining to Luna. The aim of this thesis
is to describe the plasma processes associated with a lunar anomaly site at the
scale of few hundred kilometers and 100 nT, a regime in which the solar wind
protons are mostly unmagnetized, while the electrons remain magnetized.
The hybrid modeling efforts, including their shortcomings, are explored in
chapter 3. The effects of varying solar wind parameters (direction of inter-
planetary magnetic field and velocity) on the plasma environment are explored.
Although the Moon spends considerable amounts of time in the terrestrial mag-
netosphere, the scope of this thesis is limited to undisturbed solar wind. The
formation of Hall currents by the interaction process is observed, leading to
anti-moonward electric fields and deceleration and partial reflection of precip-
itating protons, described amongst other modeling results in section 3.3. To
ascertain the validity of the model, a simulation with a suppressed Hall effect is
described. On top of that, the model is driven out of its internal validity regime
by introducing progressively stronger magnetic anomaly fields, going against
model constraints, yet producing tangible results (that are to be treated with
care).
The provided results are then compared to observations in chapter 4 on
page 49, finding both reasonable and good matches to in situ observations.
Chapter 4 includes comparisons of the presented results to contemporary mod-
eling of anomalies performed in the fully kinetic regime.
1.1 The Moon and the Solar Wind
1.1.1 The Plasma State and the Solar Wind
The solar wind, emanating from the Sun, is a stream of tenuous plasma: mat-
ter consisting of free charged particles, electrons and ions in similar numbers:
plasma is quasi-neutral, that is, a large parcel of plasma has a zero net electric
charge. To define the plasma state, it is noted that the individual particles
are sufficiently energetic for them to overcome their mutual Coulomb attrac-
tions. This is possible through Debye shielding, in which the electric potential
of a test charge is obscured by the collective reorganization of the plasma par-
ticles. A length beyond which the shielding is efficient enough for a thermal,
charged particle to remain free from the Coulomb potential of the test charge
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may be identified, and that is the Debye length λD(m) ≈ 7.4
√
T (eV)/n(cm−3)
[see Koskinen, 2011, page 60]. The quasi-neutrality assumption, used in most
models of plasma, is broken at length scales below the Debye length λD.
Additionally, one requires that there is a sufficient number of charged par-
ticles in a volume that they exhibit collective behavior, especially with regards
to electromagnetic fields, but even then analysis of single-particle motion in the
electromagnetic field can provide insights into plasmas. The force exerted upon
a charged particle is given by the Lorentz force
Fi = qi(E + vi ×B) (1.1)
with the index specifying a single particle i with charge qi and velocity vi. In
the case of no electric field E and a constant magnetic field B, the particle will
ascribe a helical trajectory, traveling freely in the direction of the magnetic field
and gyrating about an axis determined by the magnetic field. This gyration,
known as Larmor motion or cyclotron motion, is characterized by the Larmor
(gyro-, cyclotron) radius rL = mivi,⊥/qiB, where v⊥ is perpendicular to B, and
gyrofrequency (cyclotron frequency) ωcα = |qα|B/mα (rad/s), where α signifies
a particle species. Noting that the masses of protons and electrons, the main
constituents of solar wind, differ by a factor of approximately two thousand,
proton1 gyroradii are huge compared to electron gyroradii, and conversely, elec-
tron cyclotron frequencies are comparatively large compared to those of protons.
The discrepancy opens possibilities for approximation, as described in chapter 2
on page 14.
In the case of a magnetized plasma, the motions of the particles are affected
by the magnetic field, which is in turn affected by the motions of the charged
particles. This brings about numerous different wave modes in plasmas, few of
which are described in this thesis. In the largest-scale description of plasma,
magnetohydrodynamics (MHD, described more in 2.1), the Alfve´n waves are
introduced, with a characteristic velocity of va =
√
B2/µ0ρm in addition to the
sound speed [Koskinen, 2011].
Owing to the collective, electromagnetic behavior of plasma, the solar wind
is magnetized: it carries an embedded magnetic field, originating from the Sun,
known as the interplanetary magnetic field (IMF). In an idealized, collisionless
description (e.g. ideal magnetohydrodynamics), the magnetic field lines are
frozen into the bulk motion of the plasma [Bittencourt, 2013, page 312]. If
the electric field E in a plasma is of the form E = −U × B (exhibited by e.g.
the ideal magnetohydrodynamic description, discussed in 2.1), where U is the
velocity of the medium, the time evolution of magnetic field is described by
equation:
∂B
∂t
= ∇× (U×B) (1.2)
This is a convection equation, transporting magnetic flux along the material
flow U.
Combined with the outward expansion of solar wind and the rotation of the
Sun, the initially radial IMF forms —to first approximation— an Archimedean
spiral in the ecliptic plane, known as the Parker spiral [Koskinen, 2011, page
26]. In reality, the IMF and the solar wind are highly variable, even without the
influence of solar eruptions. The interplanetary magnetic field is well described
1or for that matter, of any ion
3
by the Parker spiral on average, but both the field direction and intensity are
quite variable.
Solar wind itself exhibits two main modes, slow (with a typical expansion
velocity of 350 km/s at 1 AU) and fast (750 km/s), both with different char-
acteristics [Koskinen, 2011, page 23]: The slow solar wind tends to be denser
(plasma density ne ≈ 10/cm3) and colder (proton temperature Tp ≈ 30000 K)
while the fast wind is more tenuous (ne ≈ 3/cm3) and hotter (Tp ≈ 0.2 MK).
Both the fast and slow solar wind are supersonic with respect to their Alfve´n
and sonic velocities, with typical Alfve´n velocities around 20 km/s and 70 km/s
for slow and fast solar wind, respectively. This thesis considers the solar wind–
magnetic anomaly interaction with regards to changes in the direction of the
IMF and solar wind velocity in the slow solar wind regime.
The objects of the Solar System act as obstacles to the solar wind flow, that
produce different interaction types dependent on the nature of the obstacle:
Globally magnetized objects, such as the Earth, interact with the solar wind
through their magnetic fields, non-magnetized bodies such as Venus or Mars
through the interaction of their ionospheric plasma (that are not of concern
in this thesis), or absorbing bodies such as the Moon, with no atmosphere or
global magnetic fields. Comets, with their widely varying outgassing rates and
atmospheres, exhibit Moon-like interactions far from the Sun and Venus-type
ionospheric interaction while sufficiently close to the Sun.
To describe a conventional, global magnetosphere, the Earth is a prime ex-
ample. The large, global dipole field of the Earth presents a large, impenetrable2
obstacle, that deflects the flow of the solar wind around itself, forming a magne-
tosphere, defined as the the region dominated by the terrestrial magnetic field
[Koskinen, 2011, page 32]. In a MHD description, the magnetosphere and the
solar wind are separated by a magnetopause, approximately at the surface where
the magnetic pressure pM = B
2/2µ0 of the terrestrial magnetic field equals the
dynamic pressure of the solar wind pdyn ∝ ρmU2SW .
By definition, a supersonic flow does not receive signals from the downstream
flow, that would actually deflect the flow around the magnetosphere. The de-
flection of the flow around the magnetosphere requires a subsonic flow, which
is reached through a shock front in front of the magnetosphere, that heats and
slows the impinging solar wind to subsonic velocities [Koskinen, 2011]. The re-
gion consisting of shocked plasma between the bow shock and the magnetopause
is known as the magnetosheath. Between the solar wind, the magnetosheath
and the magnetosphere the Earth’s plasma environment is quite complex in its
own right.
1.1.2 Solar Wind and the Moon
The Moon, orbiting the Earth at with a semi-major axis of 384400 km [Kart-
tunen, 2003, page 211] visits the Earth’s magnetosheath and -sphere regularly
on its orbit, presenting widely different plasma environments for the Moon on
its orbit. Some physical characteristics of the Moon are given in table 1.1. In
this thesis, only the undisturbed solar wind conditions are investigated.
Summarizing the early orbital measurements, Schubert and Lichtenstein
[1974] describe the impinging solar wind being absorbed by the lunar surface,
2Impenetrable to plasma in the MHD description, to be more precise.
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leaving a rarefied wake behind the object, devoid of plasma. No global dipole,
nor a bow shock was found. The wake, a cavity, would seem to exhibit an
enhanced magnetic field. Outside of the wake, magnetic field magnitude en-
hancements and depressions can be found, displaying a Mach cone in the down-
stream of the lunar terminator. These features have been detected also by the
recent ARTEMIS mission, with [Zhang et al., 2012] noting the expansion to be
consistent with the MHD fast mode.
This implies that on global scale, the interaction between the Moon and the
solar wind is characterized by that of an absorbing obstacle. On the dayside,
the solar wind plasma is absorbed and neutralized. As the Moon is, for the most
part, a poorly conductive dielectric body [Hood et al., 1982], the interplanetary
magnetic field embedded in the impinging solar wind is diffused through the
body as it is transported onto the lunar surface. Thus, the impinging solar wind
does not feel an obstacle as such, with no forcing to deviate the undisturbed
flow.
This sets the environment and the stage for more detailed descriptions of
the sub-global scale interactions, the main topic of the thesis.
Moon Earth Ratio (Moon/Earth)
Mass (1024 kg) 0.07342 5.9726 0.0123
Volume (1010 km3) 2.1958 108.321 0.0203
Equatorial radius (km) 1738.1 6378.1 0.2725
Polar radius (km) 1736.0 6356.8 0.2731
Volumetric mean radius (km) 1737.1 6371.0 0.2727
Ellipticity (Flattening) 0.0012 0.00335 0.36
Mean density (kg/m3) 3344 5514 0.606
Surface acceleration (m/s2) 1.62 9.78 0.166
Escape velocity (km/s) 2.38 11.2 0.213
Bond albedo 0.11 0.306 0.360
Visual geometric albedo 0.12 0.367 0.330
Visual magnitude V(1,0) +0.21 -3.86 -
Black-body temperature (K) 270.7 254.3 1.064
Topographic range (km) 20 20 1.000
Moment of inertia 0.394 0.3308 1.191
Table 1.1: Outtake of the Moon fact sheet, NASA [Williams, 2015]
1.2 Lunar Magnetic Fields
1.2.1 A Prehistoric Lunar Dynamo
Although the Moon has no global magnetic field as the Earth does, it may well
have possessed one in its early history. As summarized by Weiss and Tikoo
[2014], for quite a while, the existence of an early lunar dynamo has been in
debate: The constraints on the size of a metallic lunar core are quite stringent
with regards to modern dynamo theories, requiring some external sources of
energy, such as massive impacts [Le Bars et al., 2011]. However, recent advances
in the methodology of paleomagnetic research have provided new insights from
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Apollo-era lunar samples, yielding strong evidence of an ancient lunar dynamo.
The new evidence provides constraints on the nature of the ancient dynamo
system through describing the evolutionary history of the dynamo field strength
to some accuracy.
According to Weiss and Tikoo [2014], the constraints imposed by modern
paleomagnetism results are: 1) High paleointensities, that is, magnetic field
intensities inferred to have persisted, of 77 µT (although with considerable un-
certainties) around 3.85 Ga to 3.56 Ga ago, 2) a sharp decline in paleointensity
during the period from 3.56 Ga to approximately 3.3 Ga ago 3) Early onset of
dynamo already at 4.25 Ga ago, consistent with the giant impact hypothesis,
and - perhaps - 4) a low-intensity dynamo of 2 µT paleointensity between 3.3 Ga
and 1.3 Ga ago3.
The small size of the core of the Moon, inferred from it’s moment of iner-
tia, as well as the inferred chemical composition of the lunar core pose severe
constraints for dynamo theories: A lunar dynamo of relevant time scales seems
implausible due to lack of free energy. A dynamo of sufficiently long lifetime
and high intensity might yet have existed if there was some mechanism driving
the dynamo. One driver might have been provided by tidal forces between the
Moon and the Earth in the early history of the system when the Moon was con-
siderably closer to the Earth than nowadays, as posited by Dwyer et al. [2011].
The other solution in terms of dynamo lifetime would be a thermochemical
convection driven by core crystallization or a stratified mantle [Stegman et al.,
2003], although this would seem to fail to provide sufficiently intense magnetic
fields.
Weiss and Tikoo [2014] summarize that the mechanical stirring model has a
good agreement with some lunar orbital evolution models, but since the orbital
evolution models are quite loosely constrained, no definite conclusions can be
yet drawn. It does provide sufficiently intense paleofields and a natural dynamo
decay as the Moon gradually transitioned to a higher orbit around the Earth.
It will, however, fail to provide dynamo fields after 3.5 Ga to account for a
tentative long-lived dynamo up to 1.3 Ga. A thermochemical dynamo, on the
other hand, would fit to this persistent dynamo, and it has been postulated that
the lunar dynamo might have been a combination of two separate modes as a
solution to the whole set of evidence.
1.2.2 Lunar Magnetic Anomalies
A veritable patchwork of localized magnetic field anomalies lies on the lunar
surface, as displayed in figure 1.1 on the following page, mapped by Lunar
Prospector electron reflectometer [Mitchell et al., 2008]. The strongest fields
in lunar magnetic anomalies (LMAs) reach up to some hundreds of nanotesla.
The origin of these remnant fields is still in debate. However, these magnetized
regions have a clear tendency to lay directly antipodal to old, large impact
basins, such as Mare Crisium – Gerasimovich anomaly. This has been shown by
Mitchell et al. [2008] using Monte Carlo simulations, and therefore it would seem
that the magnetization of these areas would be connected to large, antipodal
impact sites.
3The low-intensity persistence is based on the single lunar sample 15498, so this constraint
is to be taken with some reservations.
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Figure 1.1: Lunar Prospector electron reflectometry measurements of lunar surface mag-
netic field intensity from Mitchell et al. [2008]. The top three figures present surface crustal
magnetic field intensity, with the bottom figure providing surface magnetic field intensity
as calculated with an empirical magnetizing-demagnetizing impact model also provided in
Mitchell et al. [2008]. White circles mark rims of impact basins, with black circles at their
respective antipodes.
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The remanent magnetization of lunar crust requires the presence of magneti-
zable materials, a magnetizing field and a magnetizing process. One explanation
of such process was given by Hood and Artemieva [2008], hypothesizing that a
sufficiently large impact would, with its ejecta and the accompanied hot plasma
could produce a localized, strong magnetic field antipodal to the impact site.
The hot plasma would compress the seed field of a Lunar dynamo field or the
interplanetary magnetic field to high strength in a matter of few hours to the im-
pact antipode, persisting long enough for e.g. the impact ejecta to cause a shock
magnetization process at the antipodal crust. In the light of current knowledge,
however, Hood and Artemieva [2008] are unable to draw definite conclusions on
the subject. Recent MHD simulations by Oran et al. [2015] have not been able
to produce a sufficiently large magnetic field at the impact antipode, at least
without a lunar dynamo. The presence of magnetizable materials at antipodal
sites might, however, be due to such basin-forming impacts. Ejecta from a mas-
sive impact tend to converge on the antipode, possibly providing for iron-rich
materials ripe for magnetization.
Resolution of the lunar magnetic history will most likely require lengthy
in situ geological and paleomagnetic studies. Directional paleomagnetic data
would be especially useful in determining the evolution of the lunar dynamo, as
current measurements have been performed on brecciated, unshocked samples
that do not yield directional data [Weiss and Tikoo, 2014]. Regardless of the yet-
to-be-ascertained origin of these remnant fields, these anomalies might present
interesting sites for lunar bases, possibly protecting them from space weathering
and creating favorable dust and electric environs.
1.2.3 Lunar Swirls
Swirling albedo patterns with alternating dark and bright areas are associated
with the magnetic anomalies - swirls are always located at magnetic anomalies,
although all anomalies are not accompanied by these patterns. A few examples
are the ones antipodal to the maria Imbrium and Orientale. The prominent
Reiner Gamma anomaly swirl in Oceanus Procellarum, not connected to any
antipodal impact basin, is presented in figure 1.2 on the next page. From orbital
magnetic field measurements at Reiner Gamma and Airy anomaly sites, Hem-
ingway and Garrick-Bethell [2012] have inferred that the dark portions of the
patterns, typical of old regolith, correspond to cuspal features of magnetic fields,
while the bright portions, surmised to consist of young regolith, correspond to
the magnetic domes.
Three hypothesis on the origin of the swirls have been put forward. Each of
these must explain the dependence of the albedo patterns with respect to the
magnetic features.
Cometary Matter Hypothesis
The possibility of exogenous origin of the swirls has been presented by e.g.
Schultz and Srnka [1980], arguing that the cometary impacts may have addi-
tionally caused the imprinted remanent magnetization, as well — though, one
has to note that this does not quite comply with the antipodal impact basins.
More recently, estimating that surface effects by tenuous comae would be negligi-
ble compared to the effects of the impacting nucleus, Starukhina and Shkuratov
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Figure 1.2: LROC WAC image of Reiner Gamma [LRO WAC science team, NASA, 2011].
[2004] suggested that the swirls would have been formed through encounters of
cometary remnants, that is, meteor swarms, on the Moon as well as Mercury.
However, high-resolution MESSENGER images would suggest that no such
swirls in fact exist on Mercury, and on this basis Blewett et al. [2010] argue
against cometary impacts in swirl formation, as Mercury should have experi-
enced numerous cometary impacts.
Space Weathering Hypothesis
A possible explanation for the apparently young material at the anomaly sites
would be that some localized process shields regolith from erosion by solar wind
particles, either through solar wind sputtering or vapor implantation by mi-
crometeoroids, who both tend to darken the regolith. Former of these was
experimentally detected by Cassidy and Hapke [1975], who additionally hy-
pothesized existence of the latter process. Hapke [2001] has since renewed these
claims on the darkening process, pointing to the effect of nanophase or -size
iron particles, produced either through micrometeoroid bombardment or solar
wind sputtering. Out of these, solar wind sputtering would be affected by the
anomaly magnetic fields, while micrometeoroids not so much, being much more
massive than protons. The connection between magnetic anomalies and shield-
ing has been brought forward by e.g. Hood and Schubert [1980] and Hood and
Williams [1989], proposing that deflection of solar wind flux would shield the
regolith from darkening effects of solar wind.
Dust Transport Hypothesis
Recently, a hypothesis of combined dust levitation and transport was floated by
Garrick-Bethell et al. [2011], proposing that the albedo features might be caused
by dust sorting by the combined effects of two phenomena: Fine-grained regolith
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dust may be lofted by electrostatic effects, observed by McCoy and Criswell
[1974] and modeled by Poppe [2011]. On top of that, magnetic anomaly regions
might well have complex electrical environments, that might well precipitate
horizontal transport of dust grains.
Summary of Current Views
Blewett et al. [2011] performed spectral analysis of the surface features, using
Clementine spectral imaging data and Lunar Prospector magnetometer data
to determine iron oxide levels of the anomalous albedo patterns, that would
exclude the cometary impact hypothesis of swirl formation, but is not able
to distinguish between spectral traces of dust transport and space weathering.
On the other hand, Hemingway et al. [2015] find spectral signatures similar to
the swirl albedo features from regular lunar regolith that follow a latitudinal
relation. This would point to an effect related to solar wind flux, and towards
the solar wind weathering hypothesis. On these grounds, Hemingway et al.
[2015] conclude that solar wind weathering is the most probable cause as of now
for the swirl patterns.
1.2.4 Minimagnetospheres: Solar Wind Interactions
Whatever the cause of the albedo swirls, the magnetic anomalies and their in-
teraction with the solar wind can be directly observed, with signatures including
proton reflection from magnetic and electric fields associated with the regions
[Saito et al., 2010, 2012; Lue et al., 2011] and modulated energetic neutral atom
emission from the lunar surface at the anomaly sites [Wieser et al., 2010; Fu-
taana et al., 2013; Vorburger et al., 2012, 2013, 2015].
Lunar Prospector datasets include some possible in situ measurements of
minimagnetospheres, as described by Halekas et al. [2008]. On two occasions,
an ion cavity was found to coincide with the magnetic field of an anomaly region,
pointing out a true minimagnetosphere around altitudes of about 20 km. It has
also been observed by satellite measurements that when the crustal magnetic
anomalies happen to lay on the lunar terminator, the lunar wake boundary
displays magnetic and density enhancements [Russell and Lichtenstein, 1975].
Interstellar Boundary Explorer (IBEX ) energetic neutral atom observations
of the Moon —more or less made by accident as the Moon passed the instru-
ment’s field of view— revealed that the Moon is actually quite an efficient
emitter of energetic neutral hydrogen [McComas et al., 2009], neutralized from
solar wind protons by collisions at the lunar surface. Neutral particles do not
feel electromagnetic forces, and present a significant component of high-energy
atoms with energies large enough for them to escape local gravity, making for
a potentially useful remote-sensing medium.
Chandrayaan-1 measurements of hydrogen ENA (H-ENA)4 emission from
the lunar surface have been analyzed by Futaana et al. [2012] and precipitation
bulk velocity was inferred to be the only solar wind factor affecting the ENA
emission. A constant portion (0.19) of the precipitating flux was observed to be
backscattered. The study provides the following empirical relationship between
ENA emission temperature:
4Energetic neutral atoms discussed of in the thesis are neutralized hydrogen, and H-ENA
and ENA are used interchangeably.
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T [in Kelvin] = USW [in m/s]× 3.17− 2.31× 104 (1.3)
and find a good agreement on a Maxwellian distribution for the H-ENA
emission, given here as H-ENA differential flux J as a function of emitted H-
ENA energy, so that [J ] = 1/(s m2eV sr):
J(E) =
rFSW
2pi
E
(kBT )2
e
− EkBT (1.4)
where r is the backscatter fraction, FSW the solar wind flux at the surface, kB
the Boltzmann constant, E the kinetic energy of the neutral hydrogen (in units
of eV) and T the emission temperature given by equation (1.3). This also gives
a method of remotely imaging the solar wind bulk velocity at lunar surface,
used by Futaana et al. [2013] to remote image lunar surface potential, pointing
out the presence of anti-moonward electric fields a magnetic anomalies—or at
least some mechanism that decelerates proton flow at the imaged regions.
Figure 1.3: ENA albedo of the Moon at a) low energies, b) high energies, as measured
by CENA, as well as e) proton reflection ratio (Chandrayaan-1 SWIM/SARA) and f) mag-
netic field surface strength (Lunar Prospector electron reflectometer). Select figures of maps
presented in Vorburger et al. [2013]
On top of that, Schaufelberger et al. [2011] have analyzed the ENA emission
data from the surface as a function the angle of the impinging solar wind flow
with the surface normal, and produced an empirical function for angular scat-
tering of ENAs as well. All in all, the Chandrayaan-1 ENA instrument CENA
has been used to image and map general features of ENA emission across the
lunar surface by Vorburger et al. [2013]5, with an outtake presented in figure
1.3.
A specific example of H-ENA observations of a magnetic anomaly region
is presented by Vorburger et al. [2012] and displayed in figure 1.4. The fig-
ure compares H-ENA flux observed by CENA with the local lunar magnetic
field and large-scale albedo features. An H-ENA shadow is observed at the
5Audrey Schaufelberger and Audrey Vorburger are actually the same person, save for a
marriage-induced change of surname.
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anomaly, with some enhancements of hydrogen flux from the surrounding re-
gions. The magnetic anomaly is singled out as the cause of the H-ENA shadow,
with no remarkable topography or compositional features present at the site.
It is noteworthy, that while the CENA instrument shows an H-ENA shadow in
its high-energy range of 160-3300 eV, it does not display a shadow in the lower
energy range, implying solar wind precipitation throughout the anomaly region.
Figure 1.4: Vorburger et al. [2012], ENA observations from Chandrayaan-1. a) CENA
hydrogen flux at 160-3300 eV, b) Clementine albedo map, c) Lunar Prospector magnetic field
measurements at 30 km altitude.
Laboratory experiments
Physical experiments, with numerical support, have been employed by several
groups to provide insights into the properties of minimagnetospheres. Small-
scale laboratory analogues of these environments have been created to probe
Bamford et al. [2012] suggested electron-scale collisionless shocks and mini-
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magnetospheres that would deflect the impinging solar wind flow away from
magnetic domes and into the cuspal regions, basing their claim on laboratory
experiments and in situ satellite data.
The experiments by Wang et al. [2012, 2013] have been performed with
emphasis on surface charging and modified electric potentials due to electron
trapping in magnetic mirrors points. It is to be noted that the spatial extents
of the experiments of Wang et al. [2012, 2013] are on the order of tens λD,
going out of the validity regime of quasi-neutral descriptions, such as used in
this thesis.
Shaikhislamov et al. [2013, 2014] have also conducted laboratory experi-
ments, but concluding that the Hall effect is the leading factor in the laboratory
models, supported with Hall-MHD simulations. The conclusions include deep
ion penetration into the minimagnetosphere, with a fluid-like electron flow across
the dipole at extended length.
The Hall-type interaction is found to correspond with the hybrid picture
of anomaly interactions discussed in this thesis, while the regimes studied by
Bamford et al. [2012]; Wang et al. [2012, 2013] entail a more kinetic description,
such as presented by Deca et al. [2014, 2015]. While the kinetic description is
the physically complete one, it would appear that, with suitable parameters,
also the hybrid description of plasma can be successfully employed to describe
the interaction. This is discussed in chapters 3 and 4.
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Chapter 2
Models of plasma - a review
with lunar applications
Space plasmas exhibit complex behaviors on a several temporal and spatial
scales, ranging from electron kinetic effects on the smallest of scales (electron
gyroperiod ωce and Larmor radius rLe) to large-scale flows on interplanetary
scales. In this chapter, we review different descriptions of the plasma state and
how these are applicable and have been applied to the lunar environment.
As pertaining to the different length scales in the plasma environment of
the Moon, the following nomenclature is employed: 1) Global scale is defined
as length scales including the whole of the Moon and its surrounding plasma
environment, such as the rarefied plasma wake. 2) Mesoscale is defined as the
scales associated with lunar magnetic anomalies, that is, on the scales of few
hundreds of kilometers, not including the whole of the Moon. 3) Microscale is
defined as the length scales close to the Debye length of the plasma in question,
such as the few meters seen in the lunar photoelectron sheath.
2.1 Magnetohydrodynamics - Global scale and
Some Mesoscale
2.1.1 Magnetohydrodynamic description
Magnetohydrodynamics (MHD) reduces the plasma state to that of a magne-
tized fluid, assuming a Maxwellian velocity distribution for the plasma species
(and correspondingly, a single temperature) and collisionless circumstances. The
model is relatively simple both computationally and conceptually, and reason-
ably robust. Even though physical plasmas often have multiple species and
populations, and particle distributions that are substantially non-Maxwellian,
MHD models and further refinements are widely used due to efficient computa-
tions. The fluid assumption brings about the main limitations of MHD models,
i.e. the scale lengths and time scales of the modeled phenomena should be much
larger than any ion-kinetic effects, described by e.g. the ion Larmor radius rL
and ion gyrofrequency ωpi [Lipatov, 2002, page 16], not to mention anything
that happens around the Debye length scales.
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To present the MHD description of plasma concisely, assuming isotropic
pressure and an equation of state to close the system, the governing equations
are given below [Koskinen, 2011, section 2.3.5]:
∂ρm
∂t
+∇ · (ρmU) = 0 (2.1)
ρm(
∂
∂t
+ U · ∇)U = J×B−∇p (2.2)
E + U×B = J
σ
+
J×B
ne
− ∇p
ne
+
me
ne2
∂J
∂t
(2.3)
p = p0
(
n
n0
)γ
(2.4)
∂B
∂t
= −∇×E (2.5)
∇×B = µ0J (2.6)
Here, equation (2.1) is the continuity equation of mass, equation (2.2) the
momentum equation, equation (2.3) the generalized Ohm’s law, equation (2.4) is
the equation of state with the polytropic index γ, equation (2.5) is the Faraday
law and lastly, equation (2.6) is Ampe`re’s law, with the displacement current
neglected. The last two equations (that is, Maxwell’s equations) and the gener-
alized Ohm’s law (2.3) carry over to the hybrid description, as well.
The generalized Ohm’s law (2.3) warrants further investigation with regards
to the validity regimes of the description, also for the fact that it carries over to
the hybrid description quite well. In the ideal MHD limit (collisionless plasma
and large spatial and temporal scales), all right-hand terms are set to zero,
giving the ideal MHD Ohm’s law:
E = −U×B (2.7)
This satisfies the frozen-in condition described in section 1.1.1, giving rise to
transport of magnetic flux with the plasma flow. Ideal MHD brings about
many useful descriptions plasma phenomena, such as MHD waves, including
the Alfve´n and magnetosonic modes. However, the ideal MHD model is easily
insufficient, requiring e.g. the use of additional terms in the Ohm’s law (2.3)
—the neglected terms of which are:
Resistivity
J
σ
(2.8)
Hall term
J×B
ne
(2.9)
Pressure term
∇p
ne
(2.10)
Electron inertia
me
ne2
∂J
∂t
(2.11)
The magnitudes of these terms vary depending on the situation, and the
terms have qualitatively varied effects. Firstly, the resistivity term (2.8) breaks
the frozen-in condition, allowing for the magnetic field to diffuse, and the mag-
netic field lines are not anymore entirely tied to the motion of the plasma.
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The Hall term (2.9), described in more detail in section 3.1.5, is a prominent
term at small scales, when the ion gyroradii are larger than the scale sizes of
magnetic field variation. To note, Hall MHD allows for reasonably fast recon-
nection processes [Malakit et al., 2009, and references therein].
The pressure term (2.10) is significant at large density gradients, such as
plasma-vacuum interfaces at the lunar wake boundary, driving plasma expansion
into rarefied regions.
The inertial term requires both small time- and spatial scales to matter;
including this term is actually a improvement proposed to be done on the pre-
sented hybrid model in section 4.5.
Thanks to its reasonably simple form, there are numerous well-established
numerical MHD models with various applications, including the GUMICS [Jan-
hunen et al., 2012], the PENCIL code [Johansen et al., 2007] and the massively
parallel BATS-R-US [De Zeeuw et al., 2000].
2.1.2 Lunar MHD
At the global scale, the interaction between the Moon and the solar wind would,
at the first glance, seem quite straightforward and possibly even trivial. The
Moon, as it has no global magnetic field nor an atmosphere, barely interacts
with the impinging plasma. On the dayside, the solar wind plasma is directly
precipitating on the dayside. As an insulator, the Moon allows the IMF to
diffuse readily through itself, so the dayside poses only an absorbing boundary
on the global scale.
As plasma is absorbed on the dayside, a wake is left behind the Moon.
The solar wind plasma tends to expand into this vacuum, with its expansion
modulated by the interplanetary magnetic field. The wakeward acceleration
processes, stemming from charge separation and being kinetic in nature, along
with the resulting non-Maxwellian, counter-streaming wake populations do not
fit the assumptions made by the MHD description —among few of the examples
given by Halekas et al. [2011].
A foray into lunar magnetic anomaly studies with a 2-D, resistive MHD
model was made by Harnett and Winglee [2000], finding a bow shock and a
minimagnetosphere with a solar wind cavity. These were formed by a relatively
huge anomaly dipole at mid-latitudes, displaying signatures of the anomaly
region far downstream, towards the terminator and the lunar wake. Harnett and
Winglee [2000] recognize their strong hypothesis of the unrealistically strong 2-
D dipole, as well as possible breaking of the MHD approximation in some cases.
Yet, the model would suggest that Lunar Prospector has actually seen signatures
of minimagnetospheres. Harnett and Winglee [2003] have continued with 2.5-D
simulations of the same, somewhat reducing the required large dipole source
magnitudes with extended source regions.
2.2 Hybrid models - Global and mesoscale
2.2.1 Hybrid models
The hybrid description brings the theoretical framework a scale downwards from
the purely fluid description, treating ions in a fully kinetic manner with their
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complete distribution function, thus including whatever non-Maxwellian, non-
thermal and multiple-population effects not seen by the MHD models. Mass
loading and ion cyclotron waves are prime examples. Electrons are described
by a fluid model, assumed to be a massless, charge-neutralizing fluid (thus lead-
ing to the Quasi-Neutral Hybrid, or QNH, description), possibly with some
assumed constitutive relationship for temperature. Non-radiative approxima-
tions of Maxwell’s equations are again readily employed. A worked example
and the model equations with remarks are given in section 3.1.
The hybrid equations, in the form used in the employed particle-based model
are given here for reference, with more thorough description in section 3.1:
Σiniqi + nee = 0 (2.12)
µ0J = ∇×B (2.13)
Σiniqivi + eneUe = J (2.14)
E = −Ue ×B + J
σ
− ∇Pe
nee
(2.15)
∂B
∂t
= −∇×E (2.16)
dvi
dt
=
qi
mi
(E + vi ×B) (2.17)
dxi
dt
= vi (2.18)
The natural inclusion in hybrid models is the Hall effect that decouples the
transport of magnetic flux from the ions and ties the transport to the motion of
the massless electron fluid, as the Hall effects are readily included in the motions
of the electron fluid. Including the electron pressure term is also possible, but
requires assumptions on the electron temperature, the justification for which
might not be readily available.
To see how the magnetic field is tied to the motion of the electrons —again,
assuming infinite conductivity, equation (2.15) may be substituted into equation
(2.16), producing:
∂B
∂t
= −∇× (−Ue ×B− ∇Pe
nee
)
= ∇× (Ue ×B)
yielding again the convection equation, only for the electron fluid velocity, ad-
ditionally assuming an equation of state for electrons, so that Pe ∝ nγe .
The QNH approximation does come with its natural drawbacks: The Debye
length scale is unresolved and no charge separation or surface charge effects can
be readily included. Numerically, rarefied areas often create difficulties, as the
Alfve´n (and whistler) velocity tends to the speed of light.
Particle-in-Cell methods (such as employed in the presented hybrid model)
are often used to numerically solve the hybrid description, although advances in
high-performance computing have enabled the use of Vlasov’s equation for the
time propagation of the full velocity distribution function for ion species [see
FMI Vlasiator, e.g. Pokhotelov et al., 2013]. Nevertheless, the computational
demands for fully 6-D Vlasov modeling are immense, and so far these simulations
have been limited to two spatial dimensions and three velocity space dimensions
[e.g. in Palmroth et al., 2015].
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2.2.2 Lunar hybrids
Wiehle et al. [2011] have investigated and compared ARTEMIS measurements
[Halekas et al., 2011], using the A.I.K.E.F. global hybrid model. Holmstro¨m
et al. [2012] have done a similar study for WIND spacecraft measurements for
a wake crossing. Both studies emphasize the kinetic nature of the lunar plasma
wake, with the wake filling with non-thermal ion populations. Both studies
produced realistic wake filling and assorted wave activities inside the wake.
Additionally, hybrid models have described the magnetic field variations and
the current systems related to vacuum interface of the lunar wake [Holmstro¨m
et al., 2012] to good detail.
Additionally, a line of study parallel to the one presented here (and in Jarvi-
nen et al. [2014] and the hybrid modelling section of Kallio et al. [2012]) has been
recently performed by Fatemi et al. [2015] and Poppe et al. [2016], employing a
particle-in-cell 3-D hybrid plasma modeling very similar to the one used in this
study, to study both possible solar wind weathering effects at a Reiner Gamma
analogue and at Gerasimovich anomaly site with a realistic dipole model. Their
results agree with the ones presented here and in Jarvinen et al. [2014] on the
role of Hall currents. As a deviation from the presented results, Fatemi et al.
[2015] does note that the ambipolar, or pressure term here, is responsible for
significant electric fields below 3 km altitude, which is beyond the resolution
achieved in this thesis.
2.3 Kinetic models - Mesoscale and microscale
2.3.1 Kinetic modelling
Kinetic models, based on the treatment of all particle species as individual
particles coupled through Maxwell’s equations are the complete description of
plasma phenomena. However, treating each particle and the electromagnetic
fields they generate separately is fast beyond any computational capacities for
any macroscopic situation. Instead, a statistical description of the particles and
the fields is often used, either through employing macroparticle techniques or
—in very limited dimensions, as the computational expenses are immense— the
distribution functions of statistical physics, propagated by Vlasov’s equation.
The theoretical description of the fully kinetic scale brings about results such
as Landau damping and insights into plasma stability, described e.g. in Krall
and Trivelpiece [1973, section 9].
Numerical solving of these models is computationally extremely demanding.
The length and time scales associated with electron motion are very small, owing
to the small mass of electrons. On top of that, a non-neutral model has to solve
the Poisson equation for electrical potential, which, presenting a boundary value
problem, has to be solved everywhere in the domain at once [Press et al., 2007,
page 1025], in contrast to the usually more amenable quasi-neutral schemes.
Particle-in-Cell methods in 2D and 3D are routinely used to probe small-scale
effects, such as surface charging or details of reconnection physics.
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2.3.2 Lunar kinetics
Recently, Deca et al. [2014] have used a massively parallel PIC simulation to
model lunar magnetic anomalies in the mesoscale with success. Chapter 4 on
page 49 includes a comparison between the kinetic and hybrid models of lunar
magnetic anomalies.
PIC simulations in reduced dimensions (1-D in Farrell et al. [1998]) have
been used to model plasma expansion to the rarefied tail, showing wake filling
through beaming ions as well as electrostatic instabilities in the central tail, as
described to be observed by Halekas et al. [2011].
Photoelectron sheath interactions with solar wind plasma have been stud-
ied by, among others, Poppe [2011] and Dyadechkin et al. [2015], with results
on electric dust levitation above the lunar surface. As described by Walbridge
[1973], solar UV radiation illuminates the lunar surface, photoelectrons are pro-
duced and ejected above the lunar surface. A photoelectron layer is created, in
the scale of few meters, and capable of producing non-monotonous potentials,
such as described by Poppe [2011]. These potentials may allow for levitation of
charged dust particles.
19
Chapter 3
The Hybrid Anomaly
Model
In this chapter, the basic structure of the hybrid model is described in sec-
tion 3.1, with some extra attention given to relevant details in LMA modeling:
Section 3.1.4 on page 23 describes the general implementation of an LMA in the
hybrid platform. In section 3.1.5 on page 27 some thought is given on the Hall
term and the whistler mode and how they affect the consistency of modeling.
Section 3.1.5 on page 25 continues on the subject in terms of balancing consis-
tency with efficiency. To finish the description of the hybrid model, limitations
of the model are explored in section 3.1.6 on page 30.
In section 3.2 on page 31, the simulation setup and control is presented,
including run diagnostics and self-contained verification in section 3.2.2 on
page 32. Section 3.3 on page 33 presents the main results with regards of
different upstream magnetic field configurations, with derived results directly
comparable to spacecraft observations given in section 3.3.2 on page 38 (proton
reflection) and section 3.3.3 on page 41 (ENA emission).
3.1 The Hybrid Plasma Model
3.1.1 Description
The hybrid model used in this work is based on the hybrid model initially
developed at the Finnish Meteorological Institute [Kallio and Janhunen, 2002]
to study the plasma phenomena of unmagnetized planets, such as Mars and
Venus. The induced magnetospheres surrounding these planets are quite weak
and small compared to that of the Earth, and fall to the ion kinetics scale, in
particular with heavy planetary ions, such as oxygen, whose Larmor radii exceed
the radii of the planets themselves. The model has thereafter been expanded
upon to include plasma interactions with e.g. comets and airless bodies, such as
Mercury and the Moon. Latest additions include a spherical coordinate mesh (in
contrast with the traditional Cartesian mesh) and fully-kinetic Particle-in-Cell
models lunar surface studies [Kallio et al., 2012]
The model implements the hybrid approximation of plasma by using an
Eulerian approach for the electron fluid and the electromagnetic fields, storing
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these fields on a static mesh, and by depiction ions in the Lagrangian fashion,
as particle clouds (ie. macroparticles), that are propagated through the mesh
by the Lorentz force obtained from the mesh. Each macroparticle is assigned a
statistical weight, corresponding to the amount of particles represented by the
macroparticle.
In order to propagate the fields, ion densities and velocities are accumulated
from the macroparticle clouds onto the mesh. The obtained ion densities and
velocities are then used, in conjunction with the quasineutral assumption and
the previous magnetic field, to obtain the electron velocity field, and ultimately,
the curl of the electric field, providing the necessary ∆B∆t as given by Faraday’s
law. The Hall term ∝ J×B can be conveniently included in the calculation of
the electron velocity field (eq. 3.3).
In modeling the lunar plasma environment, the model itself is implemented
on three different scales. Firstly, there is the global (macroscale) model of the
Moon in the solar wind, including the whole Moon and its plasma wake, de-
scribing the global current systems surrounding the wake, for one. Secondly,
there is the mesoscale anomaly model, concerning the interaction between lunar
crustal magnetic anomalies that will be explored in detail in the remainder of
this thesis. Thirdly, the fully-kinetic PIC model describes the plasma phenom-
ena on the very surface of the Moon, including the electrostatic effects of the
lunar photoelectron sheath, providing insights into lunar dust levitation.
The three-scale division of the models above also describes the relevant,
modeled physics in each case: In the global model the ions can act as current
carriers, as the Hall term remains small due to the length scales, whereas in the
mesoscale model the electric currents are mostly produced by the Hall effect
and carried by the electrons, due to the comparatively large ion inertial scale.
The fully-kinetic model is quite different, exploring the electrostatic effects in
the photoelectron sheath and resolving spatial scales around the Debye length.
3.1.2 The Basic Algorithm
The basic time-stepping algorithm is described here. For a more complete ac-
count, the reader is referred to the PhD thesis of Sillanpa¨a¨ [2008, chapter six].
The hybrid equations in a typical form are given below, ordered to follow the
steps of the algorithm. For initial conditions, it suffices to consider that we
know the 6-D distribution of the ion species inside the simulation domain and
the magnetic field.
In the most often used mesh structure used in the hybrid model, the values
are accumulated on a Cartesian, equally spaced grid, thus each grid cell is a
cube. The values used in the field propagation may be stored either as cell
values, describing a volumetric quantity, on the faces (such as the perturbation
magnetic field) to describe a flux through a surface, or as point values on the
nodes (or vertices) of the grid. Edge-aligned values are used, but they are not
included in the data structure of the code. Instead, they are interpolated on the
fly from nodes and vice versa.
To include a background dipole, an analytical expression for the dipole field
is used to provide for point values of the dipole magnetic field, designated B0. As
the background field is current-free by definition, it may be neglected at certain
points of calculation to avoid numerical errors. To store the self-consistent
magnetic field, a face-centered scheme is used, as these may be propagated by
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Figure 3.1: Calculation of discrete curl component of a vector field E on a single face from
node values . The vector edge-aligned components are interpolated by averaging from the
nodes to the connecting edge. Integration of the components along the edges gives the rotor
over the encircled face as per Stoke’s law. Swapping the edges and the faces produces the
scheme of calculating an edge-aligned component from face values.
Stoke’s law, producing no divergence. The self-consistent field is designated B1,
known also as the perturbation field. Below, in the equations of the hybrid
model, the sum of these fields is marked as B = B0 + B1.
Σiniqi + nee = 0 (3.1)
µ0J = ∇×B1 (3.2)
Σiniqivi + eneUe = J (3.3)
E = −Ue ×B + J
σ
(3.4)
∂B1
∂t
= −∇×E (3.5)
dvi
dt
=
qi
mi
(E + vi ×B) (3.6)
dxi
dt
= vi (3.7)
As a difference to the full set of hybrid equations given in 2.2.1, the pressure
term was neglected in the simulations. A test run, including the pressure term,
did not produce significantly differing results.
To begin the time-stepping, the ion species’ electric charge density is firstly
accumulated onto the cells, giving plasma electron density through the assump-
tion of quasineutrality (3.1). The ion velocities are likewise accumulated on the
cells, giving the current carried by the ions.
Ampe`re’s law (3.2) is employed to extract the total electric current out of
the magnetic field. The curl operation of Ampe`re’s law is done by taking four
faces with a common edge, and using the integral form of the rotor (as per
Stoke’s theorem, for which an comparable calculation scheme is given in figure
3.1) to produce an edge-aligned current density. Current density is immediately
translated to nodes through averaging the produced current density components
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from the edges connected to the node, to produce the 3-D current vector at the
nodes.
The ion current and density is interpolated to the nodes to be used together
with the total current density to derive the electron bulk velocity (3.3) at the
nodes through direct calculation of point values.
Next, from the generalized Ohm’s law, given in a form typical of hybrid
models as equation (3.4) the electric field is obtained from the electron velocity
field.
To close the set of equations, the ion macroparticle velocities are propa-
gated through the Lorentz force (3.6) and positions are update by (3.7). The
particle propagations are implemented with the energy-conservative Buneman
propagator as described by Lipatov [2002, page 74]. This completes the time
step.
3.1.3 CFL condition
In addition to the model’s physical regime of validity, as described in section
2.2.1, the numerical method itself requires some conditions to be met in order
for the solution to be stable and converging, notably, the following condition
has to be met.
In solving hyperbolic partial differential equations through explicit time-
stepping, the Courant-Friedrichs-Lewy (CFL) condition has to be met [Press
et al., 2007, page 1034]. The CFL condition states that no information in the
simulation may be propagated at a speed larger than the grid velocity vg =
∆x/∆t, that is, for some maximum signal speed c the condition
c∆t/∆x ≤ 1 (3.8)
has to hold. To conserve calculation time, it is beneficial to strive to saturate the
CFL condition, but often, numerical methods become unstable before saturation
is reached.
3.1.4 The anomaly model
The anomaly model is concerned with the basic effects related to the mesoscale
interaction between lunar crustal anomalies and the solar wind. The spatial
extents of the simulation domain used is 200×400×400 km3, compared with the
typical 100 km proton and 30 m electron Larmor radii in the typical slow solar
wind at 1 AU. The typical time scale of the simulations is that of a few seconds,
with the simulation reaching a quasi-equilibrium in approximately 4 seconds.
This is in contrast with the 15 s proton and the 10 ms electron gyroperiods in
the undisturbed solar wind. Time step used was 0.11 ms, with a spatial grid
resolution of 6.67 km in the bulk of the cases analyzed.
The crustal magnetic anomaly is idealized by using a dipole source for the
background magnetic field, buried 50 km beneath the lunar surface, with the
dipole axis selected to be parallel with the lunar surface (selecting the Z-axis),
producing dipole-IMF configurations reminiscent of the terrestrial magneto-
sphere. The dipole moment is chosen so as to produce an undisturbed 96nT
magnetic field magnitude on the lunar surface. The dipole strength and scale
roughly corresponds to that of the Gerasimovich anomaly at the Mare Crisium
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Figure 3.2: The configuration of the simulation domain. The dipole is situated 50 km below
the lunar surface, that is, outside of the domain at point (x, y, z) (-50,0,0) km, and aligned with
the Z-axis. The surface is described by an absorptive back wall of the domain at X = 0 km,
while the solar wind is injected from the front wall at X = 200 km. The dimensions of the
simulation box in Y and Z directions are 400 km.
antipode. A schematic picture of the simulation configuration is given in figure
3.2.
The Cartesian coordinate system is defined so that the X-axis is normal to
the lunar surface, with the positive direction pointing towards the Sun and the
impinging solar wind — the magnetic anomaly is defined to lay at the subsolar
point. The Z-axis is oriented along the dipole moment and the Y axis completes
the right-handed coordinate system.
Compared to the physical length scales at the anomaly site, a hybrid de-
scription is valid in the sense of accurately producing the kinetic behavior of
ions (solely protons in this case). The proton inertial length in the undisturbed
solar wind di = 70 km is comparable to the length scales of the anomaly, giving
a good case for the prevalence of the Hall effect. Likewise, an estimate of a pres-
sure balance standoff, setting the dynamic pressure of the upstream solar wind
ρmU
2
i equal to the magnetic pressure of the dipole B
2/2µ0 places the pressure
balance point, directly above the anomaly, at around 8 km [as already discussed
in Jarvinen et al., 2014], which is a very small length compared to the inertial
scales of the protons. In section 3.3.3 this is shown to lead to protons going
through the anomaly field down to the surface.
As usual, the electrons are approximated as a massless, magnetized fluid.
The latter is quite well accomplished, but the approximation of massless electron
may be a bit too strong, as discussed in section 3.1.5.
The lunar surface is modeled as the absorbing back wall of the simulation
box, with Neumann boundary conditions applied for the fields, which includes
several strong assumptions and simplifications. The photoelectron sheath or sur-
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face charging effects are not modeled, as these fall beyond the quasi-neutrality
assumption. The associated length scales of 1-10 m of the photoelectron sheath
fall well below the grid resolution of several kilometers, partly justifying the
omission when the Moon is in typical solar wind. While the lunar surface is an
insulator, photoelectron sheath effects could still carry a current —albeit in a
complex manner due to the anomaly magnetic fields— such a current is neither
included, as the Neumann boundary conditions simply extend the free-space
current system. In a realistic scenario, surface charging effects could accumu-
late to notably affect the precipitation of charged particles, thus modifying the
generated current system and the environment. Laboratory measurements of
analogue setups, such as by Wang et al. [2012, 2013] have noted the effects of
surface charging, albeit at quite a small-scale magnetic anomaly. However, a
fully kinetic, non-neutral model is required to resolve these effects, and falls out
of scope for this study. The anomaly modes does not include secondary ions,
resulted from the ion precipitation and reflection from the surface, either.
3.1.5 Model development
Model development based on the previous studies [Kallio et al., 2012; Jarvinen
et al., 2014] is presented here, including some critical remarks on the model.
Electric field smoothing
To improve numerical stability, it is often useful to filter out high-frequency
modes from a simulation. Methods to this end include direct filtering of vari-
able values, using numerical methods with diffusive properties and by including
diffusive physical processes in an ad-hoc manner. In the hybrid model, there
is some numerical diffusivity built-in into the physics through the inclusion of
a parametrized resistivity term in free space. Additionally, spurious modes in
the field solver may be filtered through direct smoothing of electric field val-
ues, damping high-frequency modes from the Faraday law (equation (3.5) on
page 22), as was employed in the hybrid model portion of Kallio et al. [2012] to
hold a 0.4 ms timestep.
The choice of filtering the electric field values instead of magnetic field val-
ues is necessitated by the divergence-free property of the magnetic field1. As
the implementation of the Faraday’s law (equation (3.5) on page 22) does not
produce gradient field components, electric field smoothing had been deemed a
safe operation regarding the consistency of the model.
The smoothing operator operates on the electric field values calculated on
the nodes, before they are interpolated to edges for use in the Faraday law
(3.5). The smoothing filter was originally implemented by linearly interpolating
node values to cell values and back again. In terms of calculating the smoothed
values via convolution, this filter S0 may be written as a 33 (i.e. for a total of
27 elements) kernel operating on the nodes:
1To note, the A.I.K.E.F. model employs magnetic field filtering to stabilize field propa-
gation [Mu¨ller et al., 2011]. A.I.K.E.F. does not conserve ∇ · B to begin with due to the
underlying un-staggered grid.
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S0 = 1
64
 1 2 12 4 2
1 2 1
 2 4 24 8 4
2 4 2
 1 2 12 4 2
1 2 1
 (3.9)
To obtain a filtered value for nodal point value P, the filter sums the weighted
values of the 27-point neighborhood of P (including P itself), with the central
weight 8 assigned to the value of P, the weight 4 to the values of direct neigh-
bors of P, the weight of 2 to singly-diagonal neighbors and the weight 1 to the
cornering points of the neighborhood. The end value is normalized to the total
weights.
Unfortunately, the smoothed model has a tendency to accumulate numerical
errors. Particularly, stationary plane-wave like artifacts tend to crop up at
domain boundaries and, especially, on top of the anomaly region, where there
is a significant gradient in |B|. The spurious, spatially alternating fields would
have an adverse effect on the results of the anomaly runs. A couple of different
approaches were tried to circumnavigate this obstacle.
Firstly, another choice for the smoothing kernel was tried. A 33 Gaussian
kernel G(w) (defined by equation (3.10)) was tried with encouraging but ulti-
mately insufficient results. The main advantage of a Gaussian kernel over the
interpolation-based one is that the width of the kernel can be easily parametrized,
allowing for an adjustable amount of smoothing and avoidance of window edge
effects.
The Gaussian kernel is defined in terms of width w (in units of ∆x), with
the components (G(w))i,j,k given by the equation:
(G(w))i,j,k =
1
N
e
|ri,j,k|2
2w2 , with N =
∑
i,j,k
e
|ri,j,k|2
2w2 (3.10)
where N is the normalization factor and the indices i, j, k go through values -1,
0 and 1 to produce again a kernel with a total of 27 points. The vector ri,j,k is
the vector between points (0,0,0) and (i,j,k), used to procure the square of the
Cartesian distance from the center. The point for which the smoothed value is
calculated is, again, centered, in term of the indices it is the point i = j = k = 0.
Regardless of its good properties2, and reduced — yet existing — planar arti-
facts, Gaussian smoothing was discarded as well in favor of combined small time
steps and diffusion driven through adjusted vacuum resistivity. The adopted
approach, while costly in computational time, produced much smoother results
in comparison to smoothing-enabled runs. An example of smoothed and non-
smoothed schemes is displayed in figure 3.3 on the next page.
The failure of the smoothing operator methods might be partly attributable
to the relatively low grid resolution used in the model, making the smoothing
kernels invariably too large (12
√
3km ≈ 20 km diagonal extent) with respect to
the system size (tens of km) to produce meaningful results. A 33 kernel will
also produce a truncation effect, as any kernel having a meaningful effect is,
necessarily, truncated after unit distance. However, it turns out that a violation
of the CFL condition was a root cause of the model instability that prompted
the smoothing efforts, as discussed below. A smoothing operator, that is, a
low-pass filter alleviates some of these issues.
2Statistical noise reduction in E was found superior to non-smoothed and S0 scheme, but
that is irrelevant in this case.
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Figure 3.3: Comparison of different schemes with respect to smoothing. Left: S0, right:
Physical and numerical diffusion only. The slice displays perturbation magnetic field intensity
[T] on the Y = 0 plane at 8.8 s. The solar wind enters from the right and propagates toward
the dipole on the left. Note how the adopted approach lacks the plane-wave artifacts.
The whistler mode
The quasineutral hybrid model decouples the motion of the charge-neutralizing
electron fluid from the bulk motion of the ions (equation (3.3) on page 22).
This produces a dispersive wave mode known as whistler mode. A noteworthy
aspect on computational limitations posed by the whistler mode is the phase
velocity of the whistler mode requires a very low ∆t ∝ ∆x2, derived below.
This is especially awkward when considering small-scale effects. Physically, the
whistler mode is eventually damped at high frequencies due to electron cyclotron
resonance [Krall and Trivelpiece, 1973, p.186], but in the hybrid formalism, due
to the assumption of a massless electron fluid, this resonance is never reached.
We can derive the dispersion relation by inspecting the generalized Ohm’s
law (3.4), substituting back Ue from the definition of current (3.3):
E = −Ue ×B + ηJ
E = − 1
nee
J×B + Σiniqivi
nee
+ ηJ
Considering only the Hall term 1nee (J × B) and substituting it into Faraday’s
law, we acquire
∂tB = −∇× ( 1
µ0nee
(∇×B)×B) (3.11)
Decomposing the magnetic field B into a constant guide field B0 and a small
perturbation δB so that B = B0 + δB, we can aim to linearize eq. (3.11), with
all other variables held constant:
∂tB0 + ∂tδB =−∇× ( 1
µ0nee
(∇× (B0 + δB))× (B0 + δB))
∂tδB =−∇× ( 1
µ0nee
((∇× δB)×B0 + (∇× δB)× δB))
27
Discarding the product of small terms δB and introducing the plane wave as-
sumption: δB = bei(ωt−k·r)
iωδB =− ik×
(
1
µ0nee
((ik× δB)×B0)
)
ωδB =− ik× ( 1
µ0nee
(k× δB)×B0)
Let us choose B0 = B0eˆz and mark k = keˆk, not assuming a direction for k
just yet:
ωδB = −i B0k
2
µ0nee
eˆk × ((eˆk × δB)× eˆz) (3.12)
which expands to
ωδB = i
B0k
2
µ0nee
eˆk × (eˆk(eˆz · δB)− δB(eˆz · eˆk)) (3.13)
Now, we can see that the first term in parentheses of equation (3.13) is removed
by the cross product with eˆk, leaving a term of the the form eˆk × δB. The dot
product eˆz · eˆk sets a principal propagation direction of eˆk ‖ eˆz ‖ B0, with no
propagation perpendicular to B0.
To proceed for the nominal whistler dispersion relation, let us examine only
the parallel propagation eˆk ‖ eˆz. δB can now be set perpendicular to eˆk, as the
parallel-propagating whistler mode remains unaffected by δBz, yielding:
ωδB = −i B0k
2
µ0nee
eˆz ×
δBxδBy
0
 (3.14)
and finally to a system of equations
ω
δBxδBy
0
 = i B0k2
µ0nee
δByδBx
0
 (3.15)
Thus the system yields the dispersion relation:
ω =
B0
µ0nee
k2 (3.16)
and the phase and group velocities vp and vg, respectively:
vp =
ω
k
=
B0
µ0nee
k; vg =
∂ω
∂k
= 2
B0
µ0nee
k
This shows us that the phase and group velocities are an increasing function
of k, and given that the discrete model represents wavenumbers up to kmax =
2pi/2∆x, we can estimate the speed of the fastest whistler signal vw:
vw = vg(kmax) = 2
B0
µ0nee
pi
∆x
(3.17)
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Comparing this to the CFL condition (3.8), we see that the whistler mode
requires a timestep ∆t ∝ ∆x2:
vw∆t/∆x ≤ 1
2
B0
µ0nee
pi
∆x
∆t/∆x ≤ 1
∆t ≤ µ0nee
2piB0
∆x2 (3.18)
which leads to quickly to small timestep requirements with increasing spatial res-
olution, especially at rarefied high-B environs. There, as the velocities increase
without limit, the whistlers might actually begin display velocities comparable
to and beyond the speed of light. Although self-consistently described within the
quasineutral hybrid model, these situations fall outside the scope of physics. In
reality, electron kinetic effects start to affect the whistler mode when frequencies
approach the electron gyrofrequency ωce = eB/me, and this dispersion relation
is correct for the frequencies ω such that ωci < ω  ωce [Krall and Trivelpiece,
1973, page 186].
Increasing the spatial resolution further, either through a more resolved spa-
tial grid or grid refinements, would extenuate these concerns even further. Ad-
ditionally, the dispersive characteristics of the wave require careful handling at
grid refinement interfaces [as discussed by To´th et al., 2008], further complicat-
ing the issue3.
To employ this dispersion relation to inspect the required timestep allowed
by the fastest whistler mode, we may estimate a priori the time step required
to satisfy the CFL condition, given for whistlers in equation (3.18) to be ap-
proximately 0.16 ms, from 90 nT magnetic field, upstream solar wind density
of 10 H+/cm3 and dx of 6.66 km.
Correspondingly, the whistler frequency is approximately 103 rad/s — and
at the low-density cutoff 50 · 103 rad/s— we may note that the mode is al-
ready exhibiting frequencies comparable to the electron cyclotron frequencies
at 90 nT (of approximately 16 · 103 rad/s). This implies that, while the results
are self-consistent in the hybrid description (and abide by the CFL condition),
they are not strictly within the regime of validity of the hybrid description.
Nevertheless, the results presented in section 3.3 on page 33 are consistent with
observations. This not-quite-physical feature of the modelling is discussed again
when comparing the results to fully kinetic modeling in section 4.3 on page 51.
Hall-less hybrid
An alternative way of dealing with the whistler mode is to remove it following
Karimabadi et al. [2004] and use a Hall-less hybrid scheme. Of course, should the
Hall term be significant, the end result would not be a physically correct model.
Differences between a Hall-less hybrid scheme and a regular hybrid model can
be used, however, to assess the importance of the Hall term in Faraday’s law4.
3This is more of an issue in modeling cometary environments (requiring large simulation
domains and high resolution) at large heliocentric distances (tenuous plasma).
4as done by Karimabadi et al. [2004] with regards to reconnection studies, concluding that
fast reconnection was possible without the Hall term, driven solely by ion kinetics. Later,
Malakit et al. [2009] replicated that study and argued against this, asserting the importance of
the Hall term and attributing the previously perceived fast reconnection to localized resistivity
used by Karimabadi et al. [2004].
29
Following Karimabadi et al. [2004], construction of this scheme entails re-
moving the Hall term J×B/ene from the electric field used in Faraday’s law (eq.
3.5), while retaining it in the electric field used in Lorentz force (eq. 3.6). To
see how this proceeds, let’s take the hybrid Ohm’s law (eq. 3.4, neglecting the
pressure and resistivity terms for brevity), substituting back Ue from equation
(3.3):
E = −Ue ×B
= − J
ene
×B + Σiniqivi
ene
×B
assuming singly charged ion species
= −J×B
ene
−Ui ×B (3.19)
Equation (3.19) presents a dichotomy of the electric field, with the first
term known as the Hall term, and the second term as the convective electric
field. Now, taking the Hall-less hybrid approach of removing the Hall term from
magnetic field propagation, the resulting Faraday’s law and Lorentz force are:
∂B
∂t
= ∇× (Ui ×B) (3.20)
dvi
dt
=
qi
mi
(−J×B
ene
+ (vi −Ui)×B) (3.21)
As discussed by Karimabadi et al. [2004], the former has the effect of re-
moving the dispersive mode, effectively transforming the field solver to one of
(resistive) MHD. This introduces a conceptual difference into the Hall-less hy-
brid scheme: the motion of magnetic field lines will be frozen into (assuming
zero resistivity) the bulk ion motion instead that of the electron fluid, as in the
regular hybrid description. The latter asserts that the bulk forces on the ion
population are retained correctly: should the J ×B term be omitted from the
Lorentz force, all that remains would be the term (Uion − vi) ×B, tending to
zero for purely bulk flow. Implementing this degenerate Lorentz force produces
results of no interaction between the solar wind and the magnetic anomaly.
A simulation in the Hall-less form was carried out to compare the differences
between the two schemas, with results presented in section 3.3.4 on page 44 and
discussed upon in section 4.1 on page 49. The nominal IMF configuration was
chosen as the test case here to have a less degenerate configuration in terms of
symmetry, compared to open and close cases.
3.1.6 Other Limitations and Shortcomings
The model has some physical and computational limitations. Low plasma den-
sity and high magnetic field are the factors causing violations of the CFL con-
dition, which is a primary limitation in the model: A strong enough magnetic
anomaly (or correspondingly weak enough solar wind) might be able to com-
pletely block in impinging solar wind, creating a region of very low plasma
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density in the close vicinity of the anomaly—the exact region whose modeling is
the scientific goal of these studies. Proper modeling of these situations requires
a more sophisticated description, so for the main results, the parameter space is
restricted to minimagnetospheres with no plasma cavities. To enforce stability,
cutoff values are used, and section 3.3.5 explores the behavior of the model when
the dipole field is increased, driving the model against its failsafe limits.
The description of the background dipole brings forward some difficulties. A
simple background dipole field is nonzero at the front wall, which presents some
interesting notions on the assumptions of the model: The front wall should be
a source of undisturbed solar wind, shielded from the modeled environment and
the dipole by a current system generated by the simulation. If the dipole should
be visible at the front wall, then the injected solar wind should be correspond-
ingly modified. The formed current system that mostly removes the dipole field
from upstream would point to this direction. There is, however, no guarantee,
that the produced current system will function in this manner.
An alternative approach would be to set the background field as a non-
current-free field, with such a current at the front wall that the upstream bound-
ary condition is actually defined to be undisturbed, with no dipole field visible5.
In this picture, the simulation could be viewed as a transformation of the initial
current system from the front wall onto the environment. This could be most
easily achieved by treating the dipole field as an initial state of the self-consistent
magnetic field and letting the solar wind boundary condition implement the cur-
rent system. Unfortunately, this requires the inclusion of a static source of the
background field inside the domain – otherwise, the dipole field may be trans-
ported out of the domain. Thus, this is not applicable in the anomaly model as
it is, and further development on this was deemed to be out of scope for this
work.
3.2 Simulation setup
3.2.1 Upstream parameters
We have selected the upstream parameters to be representative of the undis-
turbed solar wind at 1 AU, on the dayside of the Moon. As a simplifying
assumption, we take the anomaly to be located directly on the lunar subso-
lar point, setting the solar wind flow to be exactly perpendicular to the lunar
surface. Likewise, the interplanetary magnetic field was taken to have no flow-
directed component. These simplifying assumptions were made to allow for
simple analysis of the basic properties of the magnetic anomaly–solar wind in-
teraction.
Table 3.1 gives the constant parameters used in the simulations (barring
those in section 3.3.5). Table 3.2 enumerates the main cases investigated, cor-
responding to three IMF configurations and three solar wind velocities. The
IMF configurations are named analogously to terrestrial magnetosphere config-
urations, with Open having IMF anti-parallel to the dipole field on the subsolar
side, nominal having IMF perpendicular to the dipole field and closed with the
IMF parallel to the dipole field.
5with a mirror dipole to set the magnetic field component normal to the front wall to zero
there
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Variable symbol value
Solar wind density nSW 10 cm
-3
Solar wind temperature TSW 7.57 10
5 K
IMF magnitude BIMF 6 nT
IMF X component (BIMF )x 0 nT
Domain X extents Xmin, Xmax 0 km, 200 km
Domain Y,Z extents Ymin,max = Zmin,max ±200 km
Grid resolution ∆x 6.66 km
Timestep ∆t 0.11 ms
Dipole field at surface Bdip [0, 0, -96] nT
Dipole moment location rdip [-50, 0, 0] km
Macroparticles per cell # 30
Table 3.1: Constant parameters selected for the study.
Case USW IMF
Open (300 km/s) 300 km/s [0, 0, 6] nT
Nominal (300 km/s) 300 km/s [0, 6, 0] nT
Nominal (367 km/s) 367 km/s [0, 6, 0] nT
Nominal (424 km/s) 424 km/s [0, 6, 0] nT
Closed (300 km/s) 300 km/s [0, 0, -6] nT
Table 3.2: The main simulation cases with the corresponding varied parameters.
3.2.2 Internal verification of the Model
The simulation is initialized with the time-independent background magnetic
field of a given dipole. The dipolar background magnetic field is divergence-
and curl-free. A low-density plasma is initially present in the simulation domain
in order to avoid violating the CFL condition too strongly due to insufficiently
low plasma density. The initial population is driven out of the domain by solar
wind plasma, injected from the front wall with the relevant parameters, along
with the transverse component of the IMF.
The simulation is run sufficiently long in order to purge the domain from
the initial plasma and to reach a quasi-equilibrium. The stabilization of the
solar wind flow is readily seen from the temperature of the H+ population
within the simulation domain, accompanied by the stabilization of magnetic field
development (e.g. max B and avg B), displayed in figure 3.4 on the following
page. The relevant data is collected after the stabilization.
Resolution of dx = 6.67 km and dt = 0.11 ms is used to remain in the domain
of reasonable computational demands, and as described in 3.1.5, better spatial
resolution might risk losing physical credibility.
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Figure 3.4: Run diagnostics with 300 km/s solar wind in the Open (300 km/s), Closed
(300 km/s) and Nominal (300 km/s) cases. The top panel gives maximum magnetic field
intensity and the bottom average magnetic field intensity in the domain. After the initial
transients fade, the simulations remain stable for the remainder of the run.
3.3 Model Results
The results of hybrid modeling will be presented by first describing the gen-
eral features apparent in the simulations. Secondly, differences produced by
varying the upstream IMF direction with respect to the dipole are described.
To finish, various LMA signatures visible to orbiting spacecraft are reproduced
from the simulations, including predictions on details beyond the resolution of
contemporary ENA measurements.
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Figure 3.5: Schematic picture of solar wind impinging on a magnetic anomaly in the hybrid
sense. The solar wind (black streamlines) with its embedded magnetic field (light green field
lines) impinges on a lunar magnetic anomaly (dark green lines). An anti-moonward electric
field (dark red) is produced, decelerating and deflecting solar wind protons with the magnetic
field. Some protons reach the surface, with a part of the population being neutralized and
scattered back into space (blue arrows).
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Figure 3.6: Magnetic field configuration in Open (300 km/s), Nominal (300 km/s) and
Closed (300 km/s). The field line color signifies altitude. The slice gives magnetic field mag-
nitude at the surface. Blue, partially transparent isosurfaces mark magnetic field magnitude
of 2 nT, pointing out sites tending towards magnetic nulls.
3.3.1 General features
After the initial transients have subsided, the nominal configurations reach a
quasi-stationary state, allowing some numerical fluctuations due to the statis-
tical nature of the model. All the cases exhibit a basic, common behavior of
producing a current system going across the anomaly dipole field, producing
an anti-moonward electric field, as demonstrated in [Jarvinen et al., 2014]. A
schematic overview is presented in figure 3.5. The used nomenclature is as
follows.
Firstly, let anomaly proper designate the “magnetic bubble” of magnetic
field lines connected to the anomaly dipole from both ends, i.e. the dark green
field lines in the schema, excluding the ”cusp” regions. Flanks are defined as
the area close to the surface, outside of the cusps and the anomaly proper, yet
affected by the solar wind – anomaly interaction, including, but not limited to
the regions with one-sided magnetic connectivity with the anomaly. Upwind or
upstream is defined as the (mostly) undisturbed solar wind above the anomaly
proper (containing the light green field lines in the schema), with a gradual
transition between the upwind and the anomaly proper at the altitude where
the anomaly proper magnetic field becomes dominant6.
The magnetic configuration of the system is demonstrated in figure 3.6. The
anomaly magnetic field starts to clearly manifest itself at around 50 km altitude
above the site. Analogous to a full-sized magnetosphere, the open configuration
displays an x-line above the anomaly site, while the open and nominal cases see
the magnetic nulls traveling to what would amount to the flanks of a planetary,
dipolar magnetosphere. Qualitatively, this behavior can be understood as the
magnetic nulls of a dipole field superposed with a constant IMF field. The x-
line region in the open case does not display reconnection signatures, such as
accelerated plasma — solar wind merely passes through the small7 region.
The system is not, however, current-free, as such a superposition would
necessarily be, and the difference is highlighted in figure 3.7, with the influence
6This is not at all clear with e.g. the closed case.
7compared to e.g. proton gyroradius
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Figure 3.7: Magnetic field lines in open and closed cases (green) compared to corresponding
superpositions with a constant field BIMF = [0,0,±6] nT (red). The boundary conditions at
the front wall display a tendency to bend the upstream magnetic field.
Figure 3.8: Electric current line configuration in 3-D (top row) and on the Z = 0 plane (bot-
tom row). The cases presented are from left to right: Open (300 km/s), Nominal (300 km/s),
Closed (300 km/s). In the top row, the slice describes the electric current density at the
lunar surface, with the streamlines giving the 3-D configuration of the current system, the
color of the streamlines signifies height above the surface, darker is lower. In the bottom row,
the color gives again the electric current density, this time on the Z = 0 plane, with vectors
signifying the direction of the current. The plots are outcrops of the full domain, in the region
X = 0..100 km, Y, Z = -150..150 km.
of the anomaly field in superpositions extending far beyond the compressed
anomaly fields of the self-consistent cases. The apparent bending of the IMF
above the anomaly region, in the free space, is quite possibly an artifact caused
by the background dipole field and the front wall boundary condition, see the
discussion in section 3.1.6 above. The error is taken at face value to be of minor
consequence.
The current system produced by the interaction is illustrated in figure 3.8.
The Open (300 km/s) provides for the most dense current system. All IMF
configurations display the same general form, with current flowing across the
anomaly proper and above it in the same direction and circling the cusps. The
Open (300 km/s) case displays a significantly flatter profile of currents on the
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Figure 3.9: (a) Vertical profiles of the magnetic field strength from origin at surface up to
the front wall. (b) Vertical profiles of the effective potential from the origin to the front wall,
calculated from the time-averaged electric field between 4 and 8.8 seconds.
moonward side of current flow (-Y side), as the currents circle the cusps. It is
noteworthy that the current is both flowing to and out of the domain back wall,
that is, the lunar surface. This would suggest that charge is accumulating on
the surface, a phenomenon out of the scope of the quasi-neutral hybrid model.
To analyze the effect of the vertical electric field, effective electric poten-
tial is introduced, as in Jarvinen et al. [2014]. The effective potential V at
a point equals the integral (3.22), that is, the potential between a point P
in the domain P = (x, y, z) and the corresponding point P0 at the front wall
P0 = (200 km, y, z). This definition corresponds to a work eV done on an el-
ementary charge moving directly downwards from the front wall to the point
P .
V (x, y, z) ≡
∫ x′=x
x′=200 km
E(x′, y, z) · eˆxdx′ (3.22)
Vertical profiles of effective potentials are given in figure 3.9b, taken along the
line directly above the anomaly site up to the front wall. From the definition,
it follows that the front wall is at zero effective potential. There are some
observations to be made from the effective potential profile.
Firstly, there is a small vertical electric field in the whole domain, creating a
slow drift in effective potential before the more prominent changes below 100 km
altitude. This might very well be connected to the slight errors at the front wall
boundary condition.
Secondly, the IMF configuration produces differing profiles: The closed case
potential starts to increase considerably further from the surface than the other
cases and slowly increasing towards the surface. The nominal case retains the
upwind conditions to lower altitudes, but provides a steeper gradient closer to
the surface. The open case has a striking difference in that it exhibits a non-
monotonic potential, displaying a minimum around the magnetic null line, with
again steeper gradient at the anomaly proper.
Thirdly, as for the variation of the effective potential profile with varying so-
lar wind velocity, the high-velocity cases, the more compressed anomaly proper
provides for much steeper gradients of potential, reaching a considerably higher
surface potential than at the 300 km/s cases.
Lastly, the maximum effective potential is not located directly on top of
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Figure 3.10: Effective potentials at the lunar surface. Cases from left to right, top row:
Closed (300 km/s), Open (300 km/s), Nominal (300 km/s) and bottom row: Nominal
(367 km/s), Nominal (424 km/s). The bottom row maximum potentials are slightly satu-
rated, with respective maxima at 510 V and 560 V.
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Case peak reflection at 20 km Total reflection rate at 20 km
% of undisturbed flux 108 particles/s
Open (300 km/s) 1.6 2.2
Nominal (300 km/s) 2.8 5.4
Closed (300 km/s) 4.3 9.4
Nominal (367 km/s) 0.4 3.8
Nominal (424 km/s) ≈0 ≈0
Table 3.3: Values of proton reflection for the different cases.
the anomaly, and for example, the maximum effective potential out of the IMF
cases is found in the closed case, even though the nominal and open cases climb
to higher values at this location. The distribution of the effective potential on
the lunar surface in the different cases is presented in figure 3.10, displaying the
different asymmetries of the IMF variations and the trend of more compressed
anomaly proper with higher solar wind velocity.
A more in-detail look of the system is given in figure 3.11, especially with
regards to the vertical evolution of the electric field. The figure depicts the
open 300 km/s case. The cross-B current system is responsible for creating an
anti-moonward electric field as per the Hall term J×B/nee. The electric field
acquires most of its horizontal components at the anomaly from the convective
electric field part Econv = −Ui ×B, as described in Jarvinen et al. [2014].
3.3.2 Proton reflection
Proton reflection from magnetic anomalies is recreated naturally in the hybrid
model, as the impinging protons are propagated kinetically. The anti-moonward
electric field and the magnetic field together may reflect protons with sufficiently
small velocities back towards the upstream, after which they behave in a manner
reminiscent of pick-up ions. When exiting the anomaly region, the particles
have velocities comparable to solar wind particles, but partly reversed, so the
particles will trace prolate cycloid trajectories in the undisturbed solar wind.
Upward traveling protons were collected during the runs at various altitudes,
two of which are presented in figure 3.12. Particle collection was limited to the
stationary solution, taking place after 4 s of simulation time until the termina-
tion at 8.8 s. The collected particles were binned for analysis in the YZ plane,
with 60 times 60 rectangular bins. Additionally, figure 3.13 displays illustrations
of the trajectories of reflected protons. The reflected protons are scattered into
various directions by the anomaly environment, with the end result depending
on the IMF direction and the trajectories of the protons entering the anomaly
proper. The trajectories were integrated backwards from collected particles in
a time-averaged field, to approximate the mean trajectories.
With regards to IMF direction, the closed magnetosphere case produces
the most reflected protons. Peak fluxes and total reflection counts are given in
table 3.3. The open and nominal cases both produce a more scattered reflection,
with the nominal case displaying an asymmetry along the dipole axis as well
due to the IMF and the convective electric field in the upstream.
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Figure 3.11: Solar wind –
Magnetic anomaly interac-
tion in the Open (300 km/s)
case, up to 50km altitude
from the lunar surface. The
magnitude of J × B contri-
bution to the electric field is
given on the slices, overlaid
contours depict the mag-
netic field magnitude and
the blue streamlines de-
scribe the horizontal current
flow.
Hall currents carried by
electrons produce the
upward-pointing electric
field, with magenta vec-
tors describing the total
electric field. Lengths of
the electric field vectors
are proportional to electric
field strength, but the
lengths are restricted to the
range [2.5,25] mV/m, so
that the vectors ”longer”
than 25 mV/m are dis-
played with the same
length as 25 mV/m vectors
(respectively for the low
values).
The dipole field above the
origin is oriented along the
+Z direction, with the elec-
tric current passing across
the magnetic field lines.
The current system cir-
cles the cusp regions the
dipole, producing an anti-
moonward electric field be-
yond the cusps as well, ex-
tending the influence of the
anomaly magnetic field to
cover most of the simulation
domain on the surface, al-
beit weakly.
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Figure 3.12: Proton reflection ratio wrt. to upstream flux. Color scale is percentage of
inbound upstream solar wind flux. The rows display the flux of reflected protons through the
horizontal planes at altitudes of X = 20 km and X = 120 km, respectively. Columns from
left to right correspond cases Open (300 km/s), Nominal (300 km/s), Nominal (367 km/s),
Closed (300 km/s)
Figure 3.13: Solar wind protons reflected from the anomaly region for the three different
field configurations of 300 km/s solar wind. Trajectories for the reflected particles, running
from the front wall (X = 200 km), decelerating and getting reflected from the anomaly dipole,
until collected at X = 120 km. Trace color gives the kinetic energy of the particle, see the
accompanying color bars. The slice on the bottom is the effective potential at the lunar
surface. The vector Econv gives the convective electric field direction in the solar wind.
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Figure 3.14: Left: an overview of the Open (300 km/s) configuration from Jarvinen et al.
[2014], with green magnetic field lines, magenta proton bulk streamlines and magnetic field
magnitude of the surface. The gray line indicates the line investigated in the right-hand
figure. Right: Energy spectrum of the precipitation flux of protons [#/m2 s eV] in the Open
(300 km/s) case, on a line going across both the cusp regions and the anomaly proper. Note
the deceleration at the anomaly site, some acceleration at the cusps (Z ≈ ±30 km) and slight
deceleration under the open field lines.
3.3.3 Proton precipitation and ENA emission
In the used anomaly and solar wind configuration, a sizeable number of the solar
wind protons reaches the back wall of the simulation domain, that is, the lunar
surface. The impinging protons are decelerated and deflected by the anomaly
environment, with IMF-dependent details.
Precipitating protons were collected as they crossed the back wall of the sim-
ulation domain, being subsequently absorbed. The particles were again recorded
after a stationary solution was reached, from 4 s onwards until saturating the
limit of 106 particles collected approximately 0.2 s later. The protons were
binned to rectangular bins at the grid resolution, that is, onto a 60x60 grid, to
produce bulk values. Figure 3.14 gives a detailed example of the precipitating
protons and their energy spectrum in the open case along a central line over the
anomaly region.
The loss of proton energy closely corresponds to the effective potential de-
scribed in section 3.3.1 and displays similar features. Figure 3.15 plots the ef-
fective potential at the surface against precipitating proton bulk kinetic energy,
displaying a clear trend: Increasing effective potential amounts to stronger de-
celeration. The correlation is evident, supporting studies such as conducted by
Futaana et al. [2013] inferring surface potentials from hydrogen ENA (H-ENA)
imaging. Yet, the correspondence between the effective potential and the bulk
kinetic energy is not exactly one-to-one: for example, at the high-potential, low
kinetic energy limit, the slope becomes more shallow, exhibited by the closed
magnetosphere relation. This is to be expected, as at sufficiently high poten-
tials, a part of the proton population is reflected, filtering out the low-energy
components of the proton distribution. The slopes above these limiting kinetic
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Figure 3.15: The effective potential vs. precipitating proton bulk energy in (a) Open
(300 km/s), (b) Nominal (300 km/s) and (c) Closed (300 km/s) cases. Corresponding corre-
lation coefficients are -0.994, -0.995 and -0.994, respectively, between effective potential and
bulk kinetic energy. Color gives the deflection as the angle between the bulk velocity vector
and the vertical direction. Some correlation between the deflection and kinetic energy is also
visible in the closed case. The high-potential end of nominal and closed cases start to display
some deviation from the linear relationship. The correlations carry over to higher solar wind
velocities.
energies, at which proton reflection becomes apparent, display a tendency to be
steeper, that is, the precipitating bulk is losing more energy than accounted by
the effective (vertical) potential. Horizontal electric field is present as well, as
analyzed by Jarvinen et al. [2014], and accordingly, at high bulk flow deflection
one expects the protons to have traveled some horizontal distance, losing (or
acquiring) kinetic energy while traversing the horizontal electric field.
Lastly, using the empirical energy spectra for backscattered H-ENAs from
Futaana et al. [2012], ENA backscattering was modeled from the bulk velocity
of the precipitating protons to provide a direct comparison between remote
imaging measurements by Chandrayaan-1 [Vorburger et al., 2013]. Additionally,
an empirical angular scattering function by Schaufelberger et al. [2011], given
as function of vertical deflection and azimuth of bulk precipitation, can be used
to produce synthetic ENA observations accounting for field-of-view and angular
scattering.
Using the simulated precipitation data, H-ENA emission temperature can be
inferred from precipitation bulk velocity by using equation (1.3) and the differ-
ential flux from equation (1.4), producing ENA emission maps of the anomaly
region from the modeled precipitation. The resulting differential fluxes may
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Figure 3.16: Simulated ENA differential emissivities J(E) [#/s cm2 eV] at 25, 100, 400 and
1600 eV, at lunar surface, derived from eq. (1.4). From top to bottom: Open (300 km/s),
Closed (300 km/s), Nominal (300 km/s), Nominal (367 km/s), Nominal (424 km/s). See
3.17 for dipole–convective electric field orientations.
then be analyzed as themselves or integrated over some energy range to give
a total ENA albedo. Figure 3.16, displays differential fluxes at select energies,
with IMF-dependent features as well as effects to ENA emission further out of
the anomaly area.
Using the angular scattering function of Schaufelberger et al. [2011], emu-
lated ENA instrument measurements was produced by taking into account the
directional ENA emission and the vertical deflection and azimuthal angles of
the bulk velocity of the precipitating population. Taking some field of view of
the surface, e.g. that of the Chandrayaan-1 ENA instrument at 200 km alti-
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Figure 3.17: From left to right: Proton bulk velocity [km/s], a corresponding simulation of
a ENA instrument image in the 160 eV-3.3 keV range (emulating Chandrayaan-1, units of
[#/s cm2]) and the corresponding differential H-ENA flux [#/s cm2 eV] at some 1.2 keV for
a similar imaging situation. The top row depicts the open magnetosphere, the middle row the
nominal or ’Earth-like’ situation and the bottom row is the closed minimagnetosphere. The
high-energy H-ENA flux shows clear ’penumbrae’ dependent on the IMF direction, possibly
useful for remote imaging of the dynamics of minimagnetospheres.
tude, the emission to the direction of the instrument can be integrated over the
visible lunar surface and the energy range in question to produce the H-ENA
flux received by the virtual instrument. An example of virtual detector fluxes
is given in figure 3.17, displaying field-of-view smearing effects. The figure in-
cludes a comparison of the precipitation bulk velocity to the produced H-ENA
signature.
3.3.4 Hybrid vs. Hall-less hybrid
As discussed by Karimabadi et al. [2004], the Hall-less hybrid model differs from
a pure hybrid model in removing the dispersive whistler mode as well as tying
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Figure 3.18: Motion of the flux transporting entities in Hall-less (left) and hybrid simulation
(right). The background slice gives the perturbation magnetic field magnitude, while the
streamlines give the bulk velocity of protons (Hall-less) or the velocity of the electron fluid
(hybrid), responsible for the convection of magnetic flux. The color of the streamlines signifies
the speed of the bulk at that point.
the transport of magnetic field into the motion of the ion population to some
extent (as the model does include diffusion through resistivity). A comparative
physics run was done with the Nominal (300 km/s), using the Hall-less hybrid
scheme to compare the differences between the methods. This is illustrated in
figure 3.18 in the stationary state. The produced perturbation magnetic field
exhibits a rotational symmetry in the YZ plane that is broken by the Hall
current system.
Notably, the Hall-less case displays only small changes in the transport ve-
locity, amounting to almost-imperceptible slowing down of proton velocity just
in the few cells atop the anomaly region, whereas the regular hybrid case dis-
plays a high-velocity electron fluid flow across the anomaly magnetic field. This
transports the IMF flux tubes asymmetrically to the surface, to be diffused
through the Moon. As the electron fluid flow is accelerated, the magnetic flux
is correspondingly stretched over a larger cross-section, producing smaller mag-
netic fields and the visible “trough” of low-magnitude perturbation field seen in
the full-hybrid plot in figure 3.18.
However, the proton bulk flow is, close at the top of the anomaly, deceler-
ated by quite a large an amount, comparable to the full hybrid scheme. This is
visible in the streamlines of figure 3.18, albeit poorly, as the deceleration takes
place very close to the surface. Taking the previously established proxy for
deceleration, the effective potential, we see that the differences at the anomaly
proper are quite small - even so, that the Hall-less scheme produces a slightly
larger maximum effective potential. The comparison between the effective po-
tentials is displayed in figure 3.19. The effective potentials mirror the results of
the perturbation magnetic field, showing a rotational symmetry in the Hall-less
case and a broken symmetry in the full hybrid case.
Through the differing plasma environment, simulated ENA emission in the
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Figure 3.19: Comparison of the effective potentials produced by the Hall-less (left) and full
hybrid (right) schemes.
Figure 3.20: Integrated ENA emission at CENA energies of 160 eV to 3300 eV, units of #/s
m2 sr. Left: Hybrid simulation, middle: Hall-less hybrid, right: difference Hall - Hall-less
Hall-less hybrid simulation produces accordingly small differences. This is il-
lustrated in figure 3.20. The Hall-less hybrid allows for higher ENA emission
on top of the anomaly on the +Y side, to an approximate difference of 10% at
points, while the pure hybrid simulation has an asymmetric enhancement on
the -Y and -Z sides of the anomaly, relative to the Hall-less case.
3.3.5 Going over the limits: High-B dipole
To probe the limits of the hybrid model, with the usual Hall physics, few runs
were made with enhanced background magnetic fields. These runs have the
effect of going into the regime, where a solar wind cavity is formed, producing
small plasma densities and correspondingly large wave velocities. As fulfilling
the CFL condition in rarefied regimes (as electromagnetic wave velocities tend to
the speed of light) is prohibitively expensive, the model employs cutoff values
for plasma charge density (ρq > 2 e/cm
3
) and electron fluid velocity (|Ue| <
5000 km/s), against which the model was run in these cases. The dipole moment
was scaled by factors 1.5 and 2 in the nominal, 300 km/s case, and the resulting
runs are compared against this baseline.
Constraining the plasma density to a finite value acts as if there was a
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Figure 3.21: Diagnostic logs in time of the simulations Nominal (300 km/s), 1.5x dipole
strength and 2x dipole strength. The vertical axis is the triggering rate for a specific limiter,
giving the number of saturated (and thus readjusted) values encountered in a timestep, av-
eraged over 100 timesteps. Displayed limiters are charge density (dashed lines) and electron
fluid velocity (solid lines). The numerical noise from the macroparticle description triggers
the density limiter once in a while, which is yet deemed safe.
constant, background plasma consisting of massive, immovable ions at all low-
density regions. As the Hall term contains plasma density in the denominator,
this prevents the term from reaching arbitrarily large values. Constraining the
electron flow term limits the electric field even further. All these measures
serve to keep the possibly ill-posed runs from violently terminating, allowing for
some data to be collected. Figure 3.21 demonstrates the limiter behavior in the
Nominal (300 km/s) and strong dipole runs.
The results: in 3.22 the strong dipole field allows for the formation of a
solar wind cavity and a surrounding halo, that resembles the results of kinetic
modeling by Deca et al. [2015]. Within the halo, however, the model breaks
down. If not for the model constraints, unbounded growth of magnetic field
would probably terminate the runs in an explosive fashion, as electron fluid
velocity would be calculated from equation (3.3) using an infinitesimal density,
leading to large growth of electric field, and, subsequently of magnetic field.
The constraints manage to keep the growing modes, evident in figure 3.23 as
grid-scale artifacts from growing without bounds.
While the results seem reasonable, one is hard pressed to take these results
as reliable estimates of e.g. solar wind cavity extents.
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Figure 3.22: Average solar wind ion density over a 0.2 s interval. Left: normal, middle:
nominal with 1.5x dipole, right: nominal with 2x dipole. A density halo and a solar wind
cavity seem to form.
Figure 3.23: Effective potentials at high-B cases, averaged over time from 4 s to 8.8 s. Left:
normal, middle: 1.5x B, right: 2x B. Strange artifacts appear at the high B cases in the
effective potential at grid scale.
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Chapter 4
Discussion and Summary
4.1 Hybrid vs. Hall-less hybrid
The presented hybrid and Hall-less hybrid result in a similar effective potential,
which implies that the whistler mode is not vital for the generation of an anti-
moonward electric field, which is actually a small relief: As discussed in section
3.1.5, the whistler mode, without damping by electron kinetics, obtains unreal-
istically large velocities. Although hiding some portions of electron physics, the
the Hall-less model does not contraindicate the importance of cross-B electron
currents in producing ion deceleration, as the current producing the decelerating
force ∝ J×B even in the “Hall-less” case has to be carried by electrons.
Comparing the similar and differing aspects of the Hall-less hybrid and full
hybrid presents a conclusion: The deceleratin potential of the anomaly proper is
not overly sensitive to the Hall term in the sense of Karimabadi et al. [2004], that
is, when used in Faraday’s law. On the other hand, the overall shape, symmetry
and extent of the plasma environment is. These features may contain artifacts
from the “supercharged” whistler mode, whose effect is not analyzed in the
scope of this work.
4.2 Hybrid vs. Observations
4.2.1 Proton deceleration and reflection
Observations of proton deceleration and reflection made by Kaguya and Lunar
Prospector, reported by Saito et al. [2010] and Lue et al. [2011], respectively,
find average values of proton reflection to be around 10%, with maximum of
60% of the solar wind flux. These values are heavily dependent on the actual
anomaly region observed, its extents and strength. The hybrid model results
are somewhat lower, with peak values reaching approximately 5% with suitable
upwind parameters. Charge separation has been suggested by Lue et al. [2011]
as the underlying effect behind the deceleration of sufficient amounts of solar
wind ions. At least a portion of the reflected flux may be explained through the
Hall deceleration and magnetic reflection. Hybrid modeling of the Gerasimovich
anomaly performed by Fatemi et al. [2015] concluded that both mechanisms play
a role in reflecting protons. At low solar wind dynamic pressures Fatemi et al.
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[2015] agree on the 5% reflection, but they find higher reflection ratios at high
dynamic pressures.
On the other hand, looking at the inbound solar wind, Saito et al. [2012]
describes in detail the deceleration of impinging ions1 at altitudes of 25 km
above the South Pole–Aitken complex, with observations consistent of deceler-
ation by an anti-moonward electric field. The loss of solar wind kinetic energy
observed by Kaguya was up to 150 eV/q, approximately. This is observed at
somewhat higher altitudes than in the hybrid model, where, depending on the
upwind parameters, the 150 V potential is reached at 10-20 km altitudes, as
in figure 3.9b on page 36. On the other hand, the magnetic field observed by
Kaguya was around 16 nT, more in line with the modeled fields at non-open
IMF configurations, with the closed configuration surpassing this significantly
as displayed in 3.9a.
To explain this discrepancy, it may be noted that the South Pole–Aitken
complex is the largest magnetic anomaly concentration on the Moon, with com-
plex field configurations, with the possibility of more spread-out sources pro-
ducing magnetic field extending further into the upstream than modeled here.
Additionally, the observations were made at approximately 26◦ southern lati-
tude, presenting an oblique solar wind flow with respect to the surface, possibly
increasing the travel distance of protons within regions affected by the anomaly.
With these differences between observations and simulation configuration, it
may be concluded that model corresponds to observations of proton decelera-
tion within an anomaly proper. Saito et al. [2012], in contrast to Lue et al.
[2011], invokes Hall MHD to explain the observations to an order of magni-
tude. Hybrid modeling presented here agrees with the proposed mechanism of
Hall electric fields for what concerns the environment at altitudes of tens of
kilometers.
Futaana et al. [2013] employs the empirical relationship between the bulk ve-
locity and ENA emission temperature to remote image lunar surface potential.
The presented modeling provides support for the assumption that the precip-
itating proton bulk velocity indeed correlates with the lunar surface potential,
assuming charge separation effects remain negligible.
4.2.2 Chandrayaan-1 ENA observations
The decelerated proton fluxes at the surface produce synthetic ENA emissions
that closely correspond to measurements (c.f. figure 3.17). Comparing with the
similarly scaled Gerasimovich anomaly and Chandrayaan-1 observations thereof
presented by Vorburger et al. [2012, 2013] give some striking similarities. Of
course, this is highly tied to the good approximation of anti-moonward electric
fields given by the model. Firstly, there is a clear shadow in ENA emission in
Chandrayaan-1 observations of atomic hydrogen above energies of 160 eV that
is accordingly reproduced (see figure 3.17). Secondly, enhanced H-ENA emission
from around the anomaly proper is reproduced (see figure 3.17). Thirdly, at the
Gerasimovich site, no H-ENA shadow from the anomaly proper is reproduced in
energies below 160 eV (figure 3.16), in accordance with observations [Vorburger
et al., 2013], implying that no solar wind cavity is necessarily formed at all
times.
1and acceleration of solar wind electron, respectively
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Conversely, the modeled, decelerated proton flow produces enhanced low-
energy H-ENA emission from the anomaly proper due to the relatively high
amounts of slow solar wind reaching the surface there. Even though the mod-
eled surface potential is compatible with the H-ENA-derived observations of Fu-
taana et al. [2013], enhanced fluxes were not observed, implying that there are
additional processes at play. On one hand, the electric field above the anomaly
site is quite well described, as discussed in section 4.2.1 on page 49, and with the
modeled potential consistent with the observations, the unconstrained param-
eter would seem to be the amount of solar wind protons reaching the surface.
It might be that some proton flow deflection or reflection is not appropriately
reproduced by the model.
The synthetic H-ENA emission produced by the model additionally predicts
emission features dependent on the upstream solar wind parameters, such as
IMF direction and solar wind velocity. At the high-energy end of modeled H-
ENA emission, the slight IMF-dependent features in the effective potential, the
H-ENA penumbrae, of the flank regions could make for a sensitive diagnostic of
magnetic anomaly–solar wind interactions, but there is some question to their
veracity as discussed in 3.3.4.
Nevertheless, remote imaging of lunar (effective) surface potential through
ENAs may be used to infer the ongoing plasma processes above magnetic anoma-
lies. An extensive ENA survey of the South Pole–Aitken complex by Vorburger
et al. [2015] has found little correlation between local geology and ENA emis-
sions, concluding that ENA emissions are mainly affected by the electromagnetic
processes above the lunar surface. Modeling efforts such as presented in this
work help to interpret these observations.
4.3 Hybrid vs. Kinetic
A lengthy set of studies by Deca et al. [2014, 2015] have explored the lunar
magnetic anomaly environment with a fully kinetic and electromagnetic particle-
in-cell model. Going a slightly further in the physical description, the kinetic
simulations find a minimagnetospheric structure, with deflected and reflected
ion flows as with hybrid, but in addition the same applies now to electrons. For
most cases, Deca et al. [2015] have selected high dipole moment/low solar wind
conditions, which are not properly attainable in the presented model.
In any case, the E × B drift across the magnetic field is as well observed
in kinetic simulations, amounting to what is observed as the electron-carried
cross-field current in the hybrid model. Similarly asymmetric features in the
plane of the dipole moment may be observed.
Likewise, the magnetic field structure in the kinetic model is similar in having
an X-line in the open configuration, with little to note at the location of the
X-line. The high-velocity solar wind case presented in Deca et al. [2015] should
be exhibit the best correspondence to the hybrid models presented, as it does
permit plasma flow down to the surface through the anomaly proper. However,
charge separation effects reduce the ion density in the anomaly proper, compared
to hybrid results. This may still be a scaling issue between the models, though,
but admittedly the kinetic model does have a more accurate description.
One of the striking features of the kinetic models by Deca et al. [2015] is the
high-density halo before the cavity. In section 3.3.5 the hybrid model displayed
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something similar, although there no charge separation was employed to drive
the standoff of solar wind (rather, something likely ill-defined).
4.4 Applications
As lunar exploration is taking off, with some interest in resource utilization
and perhaps even manned lunar bases, modeling efforts may give insights into
the electrical —and by extension, dust— environment at prospective sites of
interest. Considering the detrimental effects of lunar dust [Gaier, 2005], under-
standing of the plasma processes at the surface will be useful to mitigate these
effects. Although mostly concerning of kinetic simulations, hybrid modeling
might have its uses at anomaly sites, as described in the next section.
The potential imaging methods by Futaana et al. [2013] may be useful in
remote imaging other airless bodies besides the Moon, using energetic neutral
atom emissions as a diagnostic. The BepiColombo mission to Mercury, to be
launched in 2017 at the time of the writing, carries neutral particle instrumen-
tation that could detect ENA emission from the surface of the planet [Benkhoff
et al., 2010]. Modeling for the impinging solar wind responsible for ENA emis-
sions will be an essential part in deciphering these indirect observations of the
Hermean plasma environment.
The anomaly simulations presented here display the impinging proton pop-
ulation losing kinetic energy at a rate of approximately 2 MW, as they travel in
the electric fields of the anomaly region, with the value directly obtainable from
diagnostic logs of the proton population, which corresponds to the deceleration
of the impinging proton flux by the vertical electric field. Although not huge,
the power is still non-negligible. Moving to the realm of wild speculation: If one
was to device a method of harnessing the electrical energy with simple conduc-
tors, one might have a way of transforming magnetic anomaly environments into
solar wind generators, using the provided 2-D cross-section of an large anomaly
complex to collect collect energy from a correspondingly large cross-section of
solar wind.
4.5 Future works
Noting that Lipatov [2002, page 29] presents a hybrid scheme that includes elec-
trons with finite mass, an apparent improvement to the regular hybrid scheme
to be tried. As at the scales presented in the thesis, electron kinetics play
important roles: Firstly, in the universe of hybrid model, the lack of electron
kinetics allow the whistler mode velocity to grow without limit, and secondly,
as the fully kinetic models have shown, there are quite a lot of electron kinetics
to be considered in the anomaly models. Including this would be an interesting
exercise in examining the limits of different plasma descriptions.
Recent developments have additionally brought more robust systems of han-
dling vacuum regions and whistlers, such as presented by Amano et al. [2014],
using the aforementioned electron kinetic terms for the latter. The same paper
gives as well a modification to the calculation of electric fields that reduce to a
proper Laplace equation setting in rarefied regions, which would be an evident
improvement on the results presented in section 3.3.5.
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As the lunar surface has received no treatment in the hybrid picture, some
improvement there could be done as well. As the surface presents a problem
in possibly accumulating electric charge, it does not fall squarely on the quasi-
neutral hybrid description, so a more sophisticated approach would be needed.
Full-kinetic PIC simulations would be the obvious solution, but large computa-
tional demands would allow for a niche of hybrid simulations as well. Developing
a suitable description of the surface, its eventual current closure and the associ-
ated electrical potentials —and how to include them to a quasi-neutral model—
would be an interesting exercise as well.
Using the hybrid model as an upwind input for a fully-kinetic model could
be a valuable venue in describing the photoelectron sheath processes at anomaly
regions, as the impinging plasma is significantly modulated by the anomaly en-
vironment. Of course, the question of the validity regimes of hybrid simulations
apply.
Actual, realistic anomaly magnetic fields could as well be employed in the
model, though this has just been done by Fatemi et al. [2015].
4.6 Conclusions
The solar wind interaction between a mid-range lunar magnetic anomaly was
modeled with a numerical hybrid plasma simulation, using different solar wind
and interplanetary magnetic field configurations. Considerations of the numer-
ical stability and the validity regimes of the model, and related model develop-
ment by the author were presented, with some question on the nature of the
overly fast whistler mode in the simulations. The unphysical excursion of the
whistler mode was found to be of negligible effect to the first approximation.
Compared to a fully kinetic model, the hybrid description is slightly dis-
advantaged in describing all the relevant physics at lunar magnetic anomalies.
The features produced by the hybrid model, within its regime, bear at least
qualitative agreement with the features produced by kinetic modeling.
The results are in good agreement with observations of solar wind ion decel-
eration both in-situ and remotely, inferred from lunar surface potential remote
H-ENA imaging, as well as proton reflection. Conversely, the model is able
to produce predictions of ENA emission and proton reflection from given solar
wind and dipole parameters, as long as the internal validity regimes of the model
are not breached.
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