This paper explores the relation between non-exponential waiting times between events and the distribution of the number of events in a fixed time interval. It is shown that within this framework the frequently observed phenomenon of overdispersion, i.e. a variance that exceeds the mean, is caused by a decreasing hazard function of the waiting times, while an increasing hazard function leads to underdispersion. Using the assumption of i. Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at http://www.jstor.org/action/showPublisher?publisherCode=astata.
INTRODUCTION The basic regression model for count data (number of events in a given interval of time) is the Poisson model, where Y Ix -Poisson(E(Y I x) = exp(x'p)). In econometric applications this model is usually inadequate. In particular, the Poisson model imposes the restriction that the conditional variance equals the conditional mean, but typically the conditional variance exceeds the conditional mean (overdispersion). Occasionally, the conditional mean exceeds the conditional variance (underdispersion). In either case, estimation based on the Poisson model is inefficient and leads to biased inference (Winkelmann 1994
)
Mixture Models for Heterogeneity
The Poisson mean is itself a random variable. If this is gamma, we obtain Y I x -NB with E(Y I x) = exp(x'p), var(Y I x) = exp(x'p)+)+ exp(x'p)k+l, where NB stands for the negative binomial distribution. For k = 0 and k = 1, this gives the negative binomial model denoted by Cameron and Trivedi (1986) as NEGBIN I and NEGBIN II, respectively. Winkelmann and Zimmermann (1995) left k unrestricted. Unobserved heterogeneity always causes overdispersion.
The following three approaches relax the assumption of independent and stationary increments of the Poisson process.
Nonhomogeneous Poisson Process
Successive events are independent and the process intensity varies as a function of (calendar) time. Lawless (1987) formulated a proportional intensity model with X, (t) = X0(t) exp(x'p) and
Y Ix
Poisson (E(Y Ix) = o(t) dt exp(x'f) , where X, (t) is the instantaneous risk of an occurrence. In this approach, the current intensity is a function of calendar time only and, in particular, independent of the previous history of the process. In general, estimation of all the model parameters requires information on occurrence times. Lawless (1987) gave conditions under which P is identified from a sample of counts.
Occurrence Dependence
Successive events are dependent: The current probability for an occurrence depends on the number of previous event occurrences. Such models are said to display true contagion. They have been intensively discussed in the literature on accident proneness (Arbous and Kerrich 1951; Feller 1943 ). Gurland (1959) gave a contagious discrete-time model due to Polya (in which an occurrence increases, and a nonoccurrence decreases, the probability of a future occurrence) that leads to the negative binomial distribution. This provides an alternative derivation to Section 1.2-a third derivation of the negative binomial model can be based on a model for random colonies (Gurland 1959) . The variety of circumstances in which the negative binomial model arises reflects an intrinsic identification problem: This probabilistic model cannot distinguish between unobserved heterogeneity ("apparent contagion") and occurrence dependence ("true contagion").
Other models for occurrence dependence have been developed. In particular, the hurdle model of Mullahy (1986) and the spell-specific heterogeneity model by Gourieroux and Visser (1992) can also be viewed as such models.
Duration Dependence
Waiting times between events are independent but not exponential (which would lead to the Poisson distribution for 467 counts). Instead they have some other distribution with a nonconstant hazard function. If the hazard function is a decreasing function of time, the distribution displays negative duration dependence. If the hazard function is an increasing function of time, the distribution displays positive duration dependence. In both cases, the conditional probability of a current occurrence depends on the time since the last occurrence rather than on the number of previous events. Events are "dependent" in the sense that the occurrence of at least one event (in contrast to none) up to time t influences the probability of a further occurrence in t+At.
In regression analysis the first two approaches are the standard approaches, and the third and the fourth are used to some extent. This article takes the fifth approach, using renewal theory (for iid point processes that are not necessarily Poisson) to study the link between duration dependence and dispersion. It is shown that negative duration dependence (asymptotically) causes overdispersion and positive duration dependence underdispersion.
Furthermore, specific parametric assumptions are used to derive a generalized count-data model that nests the Poisson regression model through a single parametric restriction and allows for both over-and underdispersion. As a starting point, note that the Poisson process can be thought of as a sequence of independently and identically exponentially distributed waiting times (Cox 1962 ). To derive a generalized model, I replace the exponential distribution with a less restrictive nonnegative distribution. Possible candidates known from the duration literature are the Weibull, the gamma (including generalized gamma), and the lognormal distributions. Both Weibull and gamma nest the exponential distribution, and both allow for a (monotone) nonconstant hazard-that is, duration dependence. Although the Weibull distribution is preferred in duration analysis for its closed-form hazard function, the gamma distribution is preferred here for its reproductive property: Sums of independent gamma distributions are again gamma distributed. As a result, the probability function of the corresponding gamma count distribution takes a rather simple form.
A corresponding regression model is formulated. Advantages of this generalized model are the following: First, it provides a count-data model of substantially higher flexibility than the Poisson model at the cost of one additional parameter. The Poisson restriction can be tested using a standard Wald test. Second, it provides an interpretation of over-and underdispersion in terms of an underlying sequence of waiting times. Third, the model is easy to implement on any computer software that calculates the incomplete gamma function and has a numerical maximization routine. Fourth, the parametric nature of the approach allows one to calculate, and draw inference on, single probabilities (although it is, of course, susceptible to the critique of being not robust if the model is misspecified).
Areas of potential applicability include the analysis of accident proneness (for instance, airline accidents), labor mobility (the number of changes of employer), the demand for health-care services (as measured by the number of doctor consultations in a given time interval), and, in economic demography, total fertility (the number of births by a woman).
Finally, a cautionary remark toward the distinction between unobserved heterogeneity and duration dependence is in order. The required identifying conditions have been thoroughly studied in the duration literature. In the count-data literature, it is well known that the negative binomial distribution cannot distinguish between unobserved heterogeneity and positive occurrence dependence. There is no reason to assume that the situation is more favorable in the present context. The presence of over-or underdispersion in the gamma count model should not be interpreted as evidence for, but rather as compatible with, duration dependence in the underlying waiting times.
SOME DEFINITIONS
I consider a sequence of events for which the occurrence times of (and thus the waiting times between) events are unobserved. We observe the number of events before a fixed point in time. Elementary probability arguments establish that the distributions of the arrival times determine the distribution of the number of events.
Let { rk, k E N} denote a sequence of waiting times between the (k -1)th and the kth event. Then, the arrival time of the nth event is given by 
Thus,
where Fn(T) is the cumulative distribution function of ?,. Furthermore,
P(NT = n) = P(NT < n + 1) -P(NT < n) = Fn(T)-Fn+,(T). (4)
Equation ( 
To obtain a gamma count regression model, the assumption of a homogeneous population is relaxed by formulating a conditional model in which the parameters depend on a vector of individual covariates xi. Assuming that the period at risk (i.e., the length of the time interval during which event occurrences are counted) is identical for all observations, T may be set to unity without loss of generality as long as an intercept is included. Assume that -exp(xy). (17)
This parameterization yields the regression
E(ti I xi) = exp(-x'y). (18)
The regression is for the waiting times ;i and not directly for the counts N, because, unless a = 1, it does not hold that I start with a discussion of the fertility example. In economic demography, fertility is commonly measured as a rate that gives the number of births per 1,000 of population. Microlevel studies, in contrast, measure fertility by the number of births per woman. I follow here the second approach and estimate a model for completed fertility-that is, the number of births for women past childbearing age or the "children ever born." The "period at risk" is defined as age 15-44 in official statistics. A discussion of the competing theories of fertility choice is beyond the scope of this section [Olsen (1994) Table 1 , I present the results from a regression for the number of children. The average number of children is 2.4, and the variance is 2.3. Note that equality of mean and variance for the marginal distribution is compatible with underdispersion for the conditional distribution of the number of children. The explanatory variables include general education (measured as years of schooling); dummies for post-secondary education, either vocational training or university; nationality (German); religious denomination (Catholic, Protestant, and Muslim, with other or none as reference group); year of birth; and age at marriage.
The two estimated models are the Poisson and the gamma models. The negative binomial estimation failed because the The estimated coefficients are very stable for the two specifications, both in sign and in order of magnitude. The same holds true for the marginal effect AY/Ax evaluated at the sample mean of x. The "cultural" variables have the expected signs and are significantly different from 0: Germans have lower fertility, whereas women with rural background, Catholics, and, in particular, Muslims have higher fertility. A Muslim woman has, on average, 1.6 more children than a women without religious denomination. The effect of education is less straightforward. Although the presence of vocational training (most of which is apprenticeship training) has a significant negative impact on completed fertility, both general education and academic training do not. One interpretation is that vocational training (which is a major source of training in Germany-the sample mean is .43) signals a close attachment to the labor force and thereby measures opportunity costs as well as preferences.
In Figure 5 , I plot the sample relative frequencies and the predicted relative frequencies evaluated at the individual X's Cameron and Trivedi (1986) and the references that they quoted.
Regressors include demographics (sex, age, age squared), income, various measures of health status [number of reduced activity days (actdays), general health questionnaire score (hscore), recent illness, two types of chronic conditions (chcondl, chcond2)], and three types of health-insurance coverage (levyplus, freepoor, freerepat-the former representing a higher level of coverage and the latter two a basic level supplied free of charge). Table 2 of this misspecification are not identified. The negative binomial model, which is compatible with both occurrence dependence and unobserved heterogeneity, is superior in this case. For the NEGBIN II, which has the same number of parameters as the gamma model, the Log L is -3,198.8 (Cameron and Trivedi 1986) versus -3,261.3 for the gamma model. With the gamma model as maintained hypothesis, the finding would indicate negative duration dependence. Figure 6 gives the predicted probabilities, evaluated at the individual regressors, for the three models. Typically, overdispersion is associated with excess zeros--that is, more zeros in the sample than the Poisson model would predict. Here, zeros are predicted well, whereas the improvement provided by the two alternative models stems from the strictly positive counts.
CONCLUSIONS
Why is the rejection of the Poisson model so universal in econometric applications? Existing explanations have stressed the importance of unobserved heterogeneity and occurrence dependence. This article adds a further explanation-duration dependence for the distribution of the waiting times between event occurrences. In this framework, negative duration dependence causes overdispersion and positive duration dependence underdispersion. I use parametric assumptions, independently and identically gamma-distributed waiting times, to derive a corresponding count-data model. The use of the new model is demonstrated in two applications and yields results compatible with previous research using duration data. One important advantage of the new model is that it removes the artificial asymmetry between overdispersion and underdispersion. Rather, they are two sides of the same coin, a violation of the constant hazard assumption underlying the Poisson model. Additional work remains to be done to extend the model to situations of nonmonotonic and semiparametric hazard functions and to study the effects of unobserved heterogeneity in this framework.
