Our understanding of the neural bases of visual short-term memory (STM), the ability to mentally retain information over short periods of time, is being reshaped by two important developments: the application of methods from statistical machine learning, often a variant of multivariate pattern analysis (MVPA), to functional magnetic resonance imaging (fMRI) and electroencephalographic (EEG) data sets; and advances in our understanding of the physiology and functions of neuronal oscillations. One consequence is that many commonly observed physiological 'signatures' that have previously been interpreted as directly related to the retention of information in visual STM may require reinterpretation as more general, state-related changes that can accompany cognitive-task performance. Another is important refinements of theoretical models of visual STM. 
Signal intensity-based versus multivariate analyses of fMRI data
Reconsidering the link between delay-period activity and 'storage' For decades, a governing assumption in STM research has been that the short-term retention of visual information is supported by regions that show elevated levels of activity during the delay period of STM tasks. Thus, for example, debates over the role of the prefrontal cortex (PFC) in STM and the related construct of working memory were framed in terms of whether or not its delay-period activity showed load-sensitivitysystematic variation of signal intensity as a function of memory set size [1] [2] [3] [4] . Similarly, patterns of loadsensitive variation of activity in the intraparietal sulcus have been used to test and refine theoretical models about mechanisms underlying capacity limits in visual STM e.g., 5,6]. With the advent of MVPA, however, this signal-intensity assumption has been called into question.
A fundamental difference between MVPA and univariate signal intensity-based analyses is that the former does not entail thresholding the dataset before analysis, but, rather, analyzes the pattern produced by all elements in the sampled space. The analytic advantages to this approach are marked gains in sensitivity and specificity e.g., 7]. In the domain of visual STM, this was first demonstrated with the successful decoding of delay-period stimulus identity from early visual cortex, including V1, despite the absence of above-baseline delay-period activity [8, 9] . Subsequently, it was demonstrated that although the short-term retention of specific directions of motion was decodable from medial and lateral occipital regions (despite the absence of elevated delay-period activity), this information was not decodable from regions of intraparietal sulcus and frontal cortex (including PFC) that nonetheless evinced robust elevated delay-period activity [10 ] . Further, in these posterior areas the strength of MVPA decoding, a proxy for the fidelity of neural representation, declined with increasing memory load. Importantly, these changes in MVPA decoding predicted load-related declines in behavioral estimates of the precision of visual STM [11 ] (Figure 1) . Relatedly, an fMRI study using a forward encoding-model approach [12 ] has demonstrated that interindividual differences in the dispersion (i.e., 'sharpness') of multivariate channel tuning functions in areas V1 and V2v predicts recall precision of STM for orientations [13 ] . Thus, studies [11 ] and [13 ] indicate an important link between the fidelity of the distributed neural representation and the fidelity of the mental representation that it is assumed to support.
The localization of visual STM, and insight into mechanism
It is not the case that intraparietal sulcus and frontal cortex are inherently 'undecodable' (see Box 1), nor that they are never recruited for the short-term retention of information. A determinant of whether a network will be engaged in the short-term retention of a particular kind of information is whether it is engaged in the perception or other processing of that information in situations that do not explicitly require STM. Thus, for example, when the
