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Abstract
The initial-value problem for the perturbed gradient flow{
B(t, u(t)) ∈ ∂Ψu(t)(u
′(t)) + ∂Et(u(t)) for a.a. t ∈ (0, T ),
u(0) = u0,
with a perturbation B in a Banach space V is investigated, where the dissipation
potential Ψu : V → [0,+∞) and the energy functional Et : V → (−∞,+∞] are non-
smooth and supposed to be convex and nonconvex, respectively. The perturbation
B : [0, T ] × V → V ∗, (t, v) 7→ B(t, v) is assumed to be continuous and satisfies a
growth condition. Under additional assumptions on the dissipation potential and
the energy functional, existence of strong solutions is shown by proving convergence
of a semi-implicit discretization scheme with a variational approximation technique.
1 Introduction
The aim of this paper is to provide existence results for the initial-value problem for the
doubly nonlinear evolution inclusion
B(t, u(t)) ∈ ∂Ψu(t)(u
′(t)) + ∂Et(u(t)) in V
∗ for a.a. t ∈ (0, T ), (1.1)
with a continuous perturbation B in the separable and reflexive real Banach space (V, ‖·
‖), where ∂Ψu and ∂Et denote the subdifferential of Ψu and Et, respectively. The functional
Ψu is supposed to be a dissipation potential for all u ∈ dom(Et), i.e., it is proper, lower
semicontinuous and convex with Ψu(0) = 0 for all u ∈ dom(Et). If the functionals Ψu
and Et are Fréchet differentiable, the differential inclusion (1.1) becomes the abstract
evolution equation (also called doubly nonlinear equation in [CoV90, Col92])
DΨu(t)(u
′(t)) = −DEt(u(t)) +B(t, u(t)) in V
∗ a.e. in (0, T ),
where DΨu and DEt denote the Fréchet derivative of Ψu and Et respectively. The question
arises why it is interesting to study perturbed gradient systems. First of all, to consider
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perturbed systems is sometimes important in order to describe physical systems near or
far from equilibrium properly. There are many ways to incorporate the perturbation in
the equation.
The most frequently used method is to consider an ε-family of equations, where the
occurring terms depend on the parameter ε, and then to pass to the limit as ε → ∞,
where the limit equation corresponds to the unperturbed system. Another way to treat
perturbed systems is to use an additional term in the equations like the term Bt in (1.1)
or even a combination of both as in [Mie16a], where the author considered the family of
equations
DΨ εu(t)(u
′(t)) = −DEεt (u(t)) +B
ε(t, u(t))
to derive results on the so-called evolutionary Γ -convergence.
Second, [Mie16a, p. 235] highlights with an example that in some cases it can be
easier to treat a system with a nontrivial but exact gradient structure (X, E˜ , Ψ˜) perturbed
gradient system (V, E , Ψ, B) with a simpler energy E and simpler dissipation potentials
Ψu.
While Section 2 provides the main existence result in Theorem 2.5, we devote Section
3 to the question of evolutionary Γ -convergence of families (V, Eε, Ψ ε, Bε) of perturbed
gradient systems. This provides a generalization of the results developed in [SaS04, Ser11,
Mie16b] for exact gradient flows, i.e. the case where Bε ≡ 0. Following the ideas in
[MRS13, Thm. 4.8], our Theorem 3.1 shows that under suitable technical assumptions,
including convexity of Eε, it is enough to establish Eεt
Γ
−→ E0t (strong Γ -convergence in V )
and Ψ εuε
M
−→ Ψ 0u0 in V , where Mosco convergence means weak and strong Γ -convergence.
In Section 4 we show that the abstract result on evolutionary Γ -convergence can be
used for the homogenization of quasilinear parabolic systems. For that application the
Mosco convergence Ψ εuε
M
−→ Ψ 0u0 is too restrictive, such that it is necessary to generalize
it to situations where the strong Γ -convergence Ψ εuε
Γ
−→ Ψ 0u0 is sufficient, see Corollary 3.3.
Here we rely on an novel argument from Liero-Reichelt [LiR18], where the weak con-
vergence of uε ⇀ u0 in W
1,1(0, T ;V ) is circumvented by exploiting the strong convergence
of the piecewise affine interpolants ûτε → û
τ
0 in W
1,1(0, T ;V ) for ε→ 0 and τ > 0 fixed.
The general structure is that we provide a full and detailed proof of the existence
result in Section 2, where we use De Giorgi’s minimization scheme using variational
interpolators. The result on the evolutionary Γ -convergence in Section 3 follows the same
lines but is considerably simpler as existence of solutions is assumed to be shown. Hence,
for getting an overview of the strategy in Section 2 it might be helpful to browse through
the more compact proof of Theorem 3.1 first. This will facilitate the subsequent reading
of the full details in Section 2. In particular, the elaborate time-discretization using De
Giorgi’s variational interpolants is only needed there.
2 The main existence result
Before making all the assumptions concerning the dissipation potential, the energy func-
tional and the perturbation, we need some basic tools from convex analysis.
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2.1 Preliminaries and notation
In this section we collect some important notions and results on convex analysis and
Γ -convergence, which we need later on for the existence result. First of all, we intro-
duce the so-called Legendre-Fenchel transform (or conjugate) Ψ ∗ of a proper, lower
semicontinuous and convex functional Ψ : V → (−∞,+∞] that is defined by
Ψ ∗(ξ) := sup
u∈V
{〈ξ, u〉 − Ψ (u)} , ξ ∈ V ∗,
where 〈·, ·〉 denotes the duality pairing between the Banach space V and it’s topological
dual space V ∗. From the definition, the Fenchel-Young inequality
〈ξ, u〉 ≤ Ψ (u) + Ψ ∗(ξ), v ∈ V, ξ ∈ V ∗,
immediately follows. It is also easy to check that the conjugate itself is proper, lower semi-
continuous and convex, see for example Ekeland and Témam [EkT74]. If, in addition,
Ψ (0) = 0, then Ψ ∗(0) = 0 holds too. For a proper functional F : V → (−∞,+∞], the
(Fréchet)-subdifferential of F is given by the multivalued map ∂F : V → 2V
∗
with
∂F (u) :=
{
ξ ∈ V ∗ : lim inf
v→u
F (v)− F (u)− 〈ξ, v − u〉
‖v − u‖
≥ 0
}
for all elements u in the effective domain dom(F ) := {v ∈ V | F (v) < +∞} of F . For
convex and proper functions F , it follows by simple calculations that the subdifferential
of F is given by
∂F (u) = {ξ ∈ V ∗ : F (u) ≤ F (v) + 〈ξ, u− v〉 for all v ∈ V } .
The following lemma gives a relation between the subdifferential of a functional and it’s
Legendre-Fenchel transform.
Lemma 2.1. Let Ψ : V → (−∞,+∞] be a proper, lower semicontinuous and convex
functional and let Ψ ∗ : V ∗ → (−∞,+∞] be the Legendre-Fenchel transform of Ψ .
Then for all (u, ξ) ∈ V × V ∗ the following assertions are equivalent:
i) ξ ∈ ∂Ψ (u) in V ∗;
ii) u ∈ ∂Ψ ∗(ξ) in V ;
iii) 〈ξ, u〉 = Ψ (u) + Ψ ∗(ξ) in R.
Proof. Ekeland and Témam [EkT74, Prop. 5.1 and Cor. 5.2 on pp. 21].
For the dissipation potentials Ψu we need the notion of Γ -convergence, see [Dal93,
Bra02, Bra06] (also called epigraph convergence in [Att84]). We consider a functional Ψ :
V → (−∞,∞] and a sequence (Ψn)n∈N of functionals all of which are lower semicontinuous
convex functionals. The (strong) Γ -convergence Ψn
Γ
−→ Ψ in V is defined via
Ψn
Γ
−→ Ψ ⇐⇒
 (a) vn → v =⇒ Ψ (v) ≤ lim infn→∞ Ψn(vn),(b) ∀ v̂ ∈ V ∃ (v̂n)n∈N : v̂n → v̂ and Ψ (v) ≥ lim supn→∞ Ψn(vn).
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Here (a) is called the (strong) liminf estimate, while (b) is called the (strong) limsup
estimate or the existence of recovery sequences. Similarly we define the (sequential) weak
Γ -convergence Ψn
Γ
⇀ Ψ in V via
Ψn
Γ
⇀ Ψ ⇐⇒
 (a) vn ⇀ v =⇒ Ψ (v) ≤ lim infn→∞ Ψn(vn),(b) ∀ v̂ ∈ V ∃ (v̂n)n∈N : v̂n ⇀ v̂ and Ψ (v) ≥ lim supn→∞ Ψn(vn).
If both convergences hold, then we say that Ψn Mosco converges to Ψ and write Ψn
M
−→ Ψ .
In [Att84, pp. 271] the following fundamental relation between Γ -convergence and the
Legendre-Fenchel transform was established:
Ψn
Γ
−→ Ψ ⇐⇒ Ψ ∗n
Γ
⇀ Ψ ∗, (2.1)
which always holds on reflexive Banach spaces V if all Ψn and Ψ
∗
n are nonnegative (as for
our dissipation potentials).
2.2 Semi-implicit variational approximation scheme
The basic idea to show the existence of strong solutions to (1.1) with an initial condition
u = u0 ∈ V is to construct a solution via a particular discretization scheme, more precisely,
with a semi-implicit Euler method. The usual implicit Euler method does not work since
the equation (1.1) does not possess the gradient flow structure due to the nonpotential
perturbation. With our approach, it is possible to construct time-discrete solutions via a
variational approximation scheme. To illustrate this let for N ∈ N\{0}
Iτ = {0 = t0 < t1 < · · · < tn = nτ < · · · tN = T} (2.2)
be an equidistant partition of the time interval [0, T ] with step size τ := T/N , where we
omit the dependence of tn on the step size τ for simplicity. The approximation of (1.1) is
then given by
B(tn−1, U
n−1
τ ) ∈ ∂ΨUn−1τ
(
Unτ − U
n−1
τ
τ
)
+ ∂Etn(U
n
τ ), n = 1, · · · , N, (2.3)
where the values Unτ ≈ u(tn), which shall approximate the exact solution of (1.1) at tn, are
to determine. If both the dissipation potential and the energy functional are Fréchet-
differentiable the inclusion (2.3) becomes the equation
B(tn−1, U
n−1
τ ) = DΨUn−1τ
(
Unτ − U
n−1
τ
τ
)
+DEtn(U
n
τ ), n = 1, · · · , N. (2.4)
It is now simple to see that the value Unτ can be characterized as a solution of the Euler-
Lagrange equation associated to the map
v 7→ Φ(τ, ttn−1 , U
n−1
τ , B(tn−1, U
n−1
τ ); v),
where
Φ(r, t, u, w; v) = rΨu
(
v − u
r
)
+ Et+r(v)− 〈w, v〉 (2.5)
for r ∈ R>0, t ∈ [0, T ) with r+ t ∈ [0, T ], u, v ∈ V , and w ∈ V ∗. In fact, we determine the
value Unτ by minimizing the functional Φ in the variable v ∈ V under suitable conditions
on the dissipation potential and the energy functional. To assure that the value Unτ
satisfies the inclusion (2.3) also in the nonsmooth case, which is in general not true, we
make an assumption to enforce property.
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2.3 Assumptions for the main existence result
We now collect the assumption on the perturbed gradient system PG = (V, E , Ψ, B) for
our existence result. They will be denoted in via (2.En), (2.Ψm), and (2.Bk).
The assumptions for the energy functional are the following.
(2.Ea) Constant domain. For all t ∈ [0, T ], the functional Et : V → (−∞,+∞] is
proper and lower semicontinuous with the time-independent effective domain D ≡
dom(Et) ⊂ V for all t ∈ [0, T ].
(2.Eb) Compactness of sublevels. There exists t∗ ∈ [0, T ] such that the functional Et∗
has compact sublevels in V .
(2.Ec) Energetic control of power. For all u ∈ D, the power map t 7→ Et(u) is
continuous on [0, T ] and differentiable in (0, T ) and its derivative ∂tEt is controlled
by the function Et, i.e., there exist C > 0 such that
|∂tEt(u)| ≤ CEt(u) for all t ∈ (0, T ) and u ∈ D.
(2.Ed) Chain rule. For every absolutely continuous curve v ∈ AC([0, T ];V ) and every
Bochner integrable functions ξ ∈ L1(0, T ;V ∗) such that
sup
t∈[0,T ]
|Et(u(t))| < +∞, ξ(t) ∈ ∂Et(u(t)) a.e. in (0, T ),∫ T
0
Ψu(t)(u
′(t))dt < +∞ and
∫ T
0
Ψ ∗u(t)(ξ(t))dt < +∞,
the map t 7→ Et(u(t)) is absolutely continuous on [0, T ] and
d
dt
Et(u(t)) ≥ 〈ξ(t), u
′(t)〉+ ∂tEt(u(t)) a.e. in (0, T ).
(2.Ee) Strong-weak closedness. For all t ∈ [0, T ] and all sequences (un, ξn)n∈N ⊂
V×V ∗ with ξn ∈ ∂E
εn
t (un) such that
un → u ∈ V, ξn ⇀ ξ ∈ V
∗, Et(un)→ E ∈ R and ∂tEt(un)→ P ∈ R
as n→∞, we have the relations
ξ ∈ ∂Et(u), P ≤ ∂tEt(u) and E = Et(u).
We first give a few relevant comments on these assumptions that will be important below.
Remark 2.2.
i) From Assumption (2.Ec) we deduce with Gronwall’s lemma the chain of inequal-
ities
e−C|t−s|Es(u) ≤ Et(u) ≤ e
C|t−s|Es(u) for all s, t ∈ [0, T ]. (2.6)
In particular there exists a constant C1 > 0 such that
G(u) = sup
t∈[0,T ]
Et(u) ≤ C1 inf
t∈[0,T ]
Et(u) for all u ∈ D. (2.7)
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ii) From Assumptions (2.Eb) and (2.Ec) we deduce the existence of a real number S
which bounds the energy functional from below, i.e.,
Et(u) ≥ S for all u ∈ V, t ∈ [0, T ]. (2.8)
iii) From the strong-weak closedness property of the graph of ∂E in (2.Ee) and Mor-
dukhovich [Mor06, Lem. 2.32, p. 214] one can argue as in [MRS13, Prop. 4.2,
p. 273], in order to show the following variational sum rule:
If for u0 ∈ V, r > 0, and t ∈ [0, T ] the point u ∈ V is a global minimizer of
Φ(τ, t, u0, w; ·), then
∃ ξ ∈ ∂Et(u) : w − ξ ∈ ∂Ψu0
(
u− u0
r
)
; (2.9)
or equivalently w ∈ ∂Ψu0
(
u− u0
r
)
+ ∂Et+r(u).
iv) Assumption (2.Eb) and point i) in this remark yields immediately that the functional
Et has compact sublevels for all t ∈ [0, T ].
v) It is possible to relax Assumption (2.Ec) by assuming not the time differentiability
but a kind of Lipschitz continuity and a conditioned one-sided time differentia-
bility of the map t 7→ Et(u), see [MRS13]. We shall confine ourselves to Assumption
(2.Ec) just to simplify the proofs.
Now, we collect the assumptions concerning the dissipation potential Ψ .
(2.Ψa) Dissipation potential. For all u ∈ V the functional Ψu : V → [0,+∞) is lower
semicontinuous and convex with Ψ (0) = 0. Furthermore if w1, w2 ∈ ∂Ψu(v) for any
v ∈ V then Ψ ∗u(w1) = Ψ
∗
u(w2).
(2.Ψb) Superlinearity. The functionals Ψu and Ψ
∗
u are coercive uniformly with respect
to u ∈ V in sublevels of E, i.e., for all R > 0 there hold
lim
‖ξ‖∗→+∞
1
‖ξ‖∗
(
inf
u∈V
G(u)≤R
Ψ ∗u(ξ)
)
=∞, lim
‖v‖→+∞
1
‖v‖
(
inf
u∈V
G(u)≤R
Ψu(v)
)
=∞,
where G(u) := supt∈[0,T ] Et(u) for all u ∈ V .
(2.Ψc) State-dependence is Mosco continuous. The functional Ψ is continuous in
the sense of Mosco-convergence, i.e., for all R > 0 and sequences (un)n∈N ⊂ V
with un → u ∈ V as n→∞ and supn∈NG(un) ≤ R, we have Ψun
M
−→ Ψu.
Remark 2.3.
i) Since dom(Ψu) = V for all u ∈ V , the lower semicontinuity and convexity of Ψu yields
the continuity of Ψu and ∂Ψu(v) 6= ∅ for all u ∈ V, u ∈ D. Together with Assumption
(2.Ψb), this implies that the Legendre-Fenchel conjugate Ψ ∗ is everywhere finite,
i.e., dom(Ψ ∗) = V ∗, and the operator ∂Ψu : V → 2V
∗
is for all u ∈ D bounded, i.e.,
it maps bounded subsets of V into bounded subsets of V ∗. The former in turn entail
the same properties for Ψ ∗u for all u ∈ V .
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ii) The Mosco convergence of Ψun
M
−→ Ψu from Assumption (2.Ψc) implies Mosco
convergence of the dual potentials, namely Ψ ∗un
M
−→ Ψ ∗n, see (2.1). In particular,
this implies that for all R > 0, all sequences (un)n∈N ⊂ V with un → u ∈ V and
supn∈NG(un) ≤ R, and all sequences (ξn)n∈N ⊂ V
∗ with ξn ⇀ ξ ∈ V ∗ we have
Ψ ∗u(ξ) ≤ lim infn→∞ Ψ
∗
un(ξn). (2.10)
Finally, we make the following assumptions on the non-variational perturbation B.
(2.Ba) Continuity. The map (t, u) 7→ B(t, u) : [0, T ] × V → V ∗ is continuous on
sublevels of G, i.e. (tn, un) → (t, u) in [0, T ]×V and supn∈NG(un) ≤ R implies
B(tn, un)→ B(t, u) in V ∗.
(2.Bb) Control of B by the energy. There exist β > 0 and c ∈ (0, 1) such that
c Ψ ∗u
(
1
c
B(t, u)
)
≤ β
(
1 + Et(u)
)
for all u ∈ D, t ∈ [0, T ].
Remark 2.4. We note that Assumption (2.Ba) ensures that the Nemytskij opera-
tor associated to B maps strongly measurable functions contained in sublevels of G
into strongly measurable functions, i.e., for all strongly measurable functions u with
supt∈[0,T ] G(u(t)) ≤ R, the map t 7→ B(t, u(t)) is strongly measurable.
2.4 Statement of the existence result
Before we state the main result, we say that u ∈ AC([0, T ];V ) is a solution to (1.1) with
the initial datum u0 ∈ D if u satisfies the differential inclusion (1.1) with u(0) = u0.
Theorem 2.5 (Main existence result for PG = (V, E , Ψ, B)). Let the perturbed gradient
system (V, E , Ψ, B) satisfy the Assumptions (2.E), (2.Ψ), and (2.B). Then for every u0 ∈ D
there exists a solution u ∈ AC([0, T ];V ) to (1.1) with u(0) = u0 and an integrable function
ξ ∈ L1(0, T ;V ) with ξ(t) ∈ ∂Et(u(t)) for a.a. t ∈ (0, T ) such that the following energy-
dissipation balance holds:
Et(u(t)) +
∫ t
s
(
Ψu(r)(u
′(r)) + Ψ ∗u(r)
(
B(r, u(r))− ξ(r)
))
dr
= Es(u(s)) +
∫ t
s
∂rEr(u(r))dr +
∫ t
s
〈B(r, u(r)), u′(r)〉dr for all s, t ∈ [0, T ].
(2.11)
It is clear that every solution of (2.11) is already a solution for the perturbed gradient
system PG = (V, E , Ψ, B), since by the chain rule can and the Legendre-Fenchel
theory we easily recover (1.1), see e.g. [AGS05, RoS06].
Our proof will be done by time discretization and solving variational problems for each
time interval (tn, tn+1]. To obtain a useful discrete counterpart of the energy-dissipation
balance proper we employ De Giorgi’s variational interpolant, see [Amb95, Lem. 2.5]
or [RoS06, Sec. 4.2]. We then follow the ideas in [MRS13], but need to generalize to the
case of a nontrivial perturbation B, which only satisfies our mild assumptions (2.Ba) and
(2.Bb). The proof will be completed in Section 2.7.
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2.5 Estimates on the Moreau-Yosida regularization
In order to prove the existence result, we need to show some properties of the Ψ -Moreau-
Yosida regularization
Φr,t(w; u) := inf
v∈V
Φ(r, t, u, w; v)
for r > 0, t ∈ [0, T ) with r + t ∈ [0, T ] and u ∈ D as well as w ∈ V ∗. Therefore, we have
to ensure that the resolvent set Jr,t(w; u) := argminv∈V Φ(r, t, u, w; v) is not empty.
Lemma 2.6. Let the perturbed gradient system (V, E , Ψ, B) satisfy the Assumptions (2.Ea)-
(2.Eb) and (2.Ψa). Then for all r > 0, t ∈ [0, T ) with t+ r ≤ T , u ∈ D, and w ∈ V ∗, the
resolvent set Jr,t(w; u) is nonempty.
Proof. Let u ∈ D,w ∈ V ∗ and r > 0, t ∈ [0, T ) with r + t ∈ [0, T ] be given. First of all,
we see with the Fenchel-Young inequality and with (2.8) that
Φ(r, t, u, w; v) = rΨu
(
v − u
r
)
+ Et+r(v)− 〈w, v〉
≥ −rΨ ∗u(w) + Et+r(v)− 〈w, u〉 (2.12)
≥ −rΨ ∗u(w) + S − 〈w, u〉.
This implies Φr,t(w; u) > −∞. On the other hand, we observe that
inf
v∈V
{
rΨu
(
v − u
r
)
+ Et+r(v)− 〈w, v〉
}
≤ Et+r(u)− 〈w, u〉, (2.13)
so that we also have Φr,t(w; u) < +∞. Let now (vn)n∈N ⊂ V be a minimizing sequence
for Φ(r, t, u, w; ·). From (2.12), we deduce with (2.6) that (vn)n∈N ⊂ V is contained
in a sublevel set of Et. Thus, by Assumption (2.Eb) and Remark 2.2 iv) there exists
a subsequence (not relabeled) which converges strongly in V towards a limit v ∈ V .
Together with the lower semicontinuity of the map v 7→ Φ(r, t, u, w; v), we have
Φ(r, t, u, w; v) ≤ lim inf
n→∞
Φ(r, t, u, w; vn) = inf
v˜∈V
Φ(r, t, u, w; v˜)
and therefore v ∈ Jr,t(w; u) 6= ∅ from what v ∈ D follows.
Lemma 2.6 is important for justifying the existence of a sequence of approximate
values (Unτ )
N
n=1 ⊂ D that complies with
Unτ ∈ Jτ,tn−1(B(tn−1, U
n−1
τ ), U
n−1
τ ) for all n = 1, · · · , N, (2.14)
in order to construct discrete solutions of (2.3), where U0τ := u0 and the time t ∈ [0, T )
as well as the time step τ ∈ (0, T − t) are fixed.
The following lemma is crucial in order to proof the existence result and in particular
to derive a priori estimates for the interpolation functions we define later on. The result
is an adaptation to the case w 6= 0 of [RoS06, Lem. 4.2] and [MRS13, Lem. 6.1].
Lemma 2.7. Let the perturbed gradient system (V, E , Ψ, B) satisfy the Assumptions (2.E),
(2.Ψ), and (2.B). Then for every t ∈ [0, T ), u ∈ D and w ∈ V ∗ there exists a measurable
selection r 7→ ur : (0, T − t)→ Jr,t(w; u) such that
w ∈ ∂Ψu
(
ur − u
r
)
+ ∂Et+r(u) (2.15)
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and there exists a constant C˜ > 0 such that
G(ur) ≤ C˜(G(u) + rΨ
∗
u(w)) for all r ∈ (0, T − t) (2.16)
Furthermore, there holds
lim
r→0
sup
ur∈Jr,t(w;u)
‖ur − u‖ = 0 and lim
r→0
Φr,t(w; u) = Et(u)− 〈w, u〉 (2.17)
for all t ∈ [0, T ), u ∈ D and w ∈ V ∗. Finally the map r 7→ Φr,t(w; u) is almost everywhere
differentiable in (0, T −t) and for every r0 ∈ (0, T−t) and every measurable selection r 7→
ur : (0, r0)→ Jr,t(w; u) there exists a measurable selection r 7→ ξr : (0, T − t)→ ∂Et+r(u)
with w − ξr ∈ ∂Ψu
(
ur−u
r
)
such that
Et+r0(ur0) + r0Ψu
(
ur0 − u
r0
)
+
∫ r0
0
Ψ ∗u(w − ξr)dr
≤ Et(u) +
∫ r0
0
∂rEt+r(ur)dr + 〈w, ur0 − u〉.
(2.18)
Proof. Let t ∈ [0, T ), u ∈ D and w ∈ V ∗ be given. The non-emptiness of the resolvent set
Jr,t(w; u) for all r ∈ (0, T − t) is guaranteed by Lemma 2.7. The existence of a measurable
selection r 7→ ur : (0, T − t) → Jr,t(w; u) is provided by Castaing and Valadier
[CaV77, Cor. III.3, Prop. III.4, Thm. III.6, pp. 63]. The inclusion (2.15) follows then by
the variational sum rule (2.9). Further, we obtain from (2.12) for v = ur, r ∈ (0, T − t)
and (2.13) the inequality
Et+r(ur) ≤ Et+r(u) + rΨ
∗
u(w),
so that together with the estimate (2.7) it follows the inequality (2.16) with C˜ = C1,
where C1 > 0 is the constant in (2.7). In order to show the convergences in (2.17), we
note that Assumption (2.Ψb) implies: For all R > 0 and γ > 0, there exists K > 0 such
that
Ψu(v) ≥ γ‖v‖
for all u ∈ D with G(u) ≤ R and all v ∈ V with ‖v‖ ≤ K. Based on this fact, we infer
γ
∥∥∥∥ur − ur
∥∥∥∥ ≤ Ψu (ur − ur
)
+ γK for every r > 0. (2.19)
Together with (2.8), (2.12) and (2.13), we obtain
γ‖ur − u‖ ≤ 〈w, ur − u〉+ Et+r(u)− Et+r(ur) + rγK
≤ ‖w‖‖ur − u‖+ Et+r(u)− S + rγK.
This implies the estimate
(γ − ‖w‖∗)‖ur−u‖ ≤ Et+r(u)− S + rγK ≤ e
CTE0(u)− S + rγK
for all γ > 0, r ∈ (0, T − t) and ur ∈ Jr,t(w; u), where we used again (2.6). By taking
the supremum over all ur ∈ Jr,t(w; u) and taking the limes superior as r → 0, we finally
obtain
(γ − ‖w‖∗) lim sup
r→0
sup
ur∈Jr,t(w;u)
‖ur − u‖ ≤ e
CTE0(u)− S for every γ > ‖w‖∗.
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By choosing γ > 0 sufficiently large, we conclude
lim sup
r→0
sup
ur∈Jr,t(w;u)
‖ur − u‖ = 0,
which shows the first convergence in (2.17). We now use the lower semicontinuity and the
time continuity of the energy functional, the estimate
Et+r(ur)− 〈w, ur〉 ≤ Φr,t(w; u)
= rΨu
(
ur − u
r
)
+ Et+r(ur)− 〈w, ur〉 ≤ Et+r(u)− 〈w, u〉,
and the fact that lim infr→0 Et+r(ur) = lim infr→0 Et(ur), which follows from (2.6). Hence,
the second convergence in (2.17) follows from the estimate
Et(u)− 〈w, u〉 ≤ lim inf
r→0
(Et+r(ur)− 〈w, ur〉)
≤ lim inf
r→0
Φr,t(w; u) ≤ lim sup
r→0
Φr,t(w; u)
≤ lim sup
r→0
(Et+r(u)− 〈w, u〉) = Et(u)− 〈w, u〉.
In order to show the last assertion of this lemma, let uri ∈ Jr,t(w; u), i = 1, 2, with
0 < r1 < r2 < T − t. Then we have
Φr2,t(w; u)− Φr1,t(w; u)− (Et+r2(ur1)− Et+r1(ur1))
≤ r2Ψu
(
ur1 − u
r2
)
− r1Ψu
(
ur1 − u
r1
)
= (r2 − r1)Ψu
(
ur1 − u
r2
)
+ r1
(
Ψu
(
ur1 − u
r2
)
− Ψu
(
ur1 − u
r1
))
≤ (r2 − r1)
(
Ψu
(
ur1 − u
r2
)
−
〈
w12,
ur1 − u
r2
〉)
(2.20)
= −(r2 − r1)Ψ
∗
u(w
1
2) ≤ 0, (2.21)
where we used in (2.20) the fact from Remark 2.3 i) which states w12 ∈ ∂Ψu
(
ur1−u
r2
)
6= ∅, in
(2.21) the statement of Lemma 2.1 and the last inequality the fact that by the Fenchel-
Young inequality we have Ψ ∗u(w) ≥ 0 for all w ∈ V
∗. Further, we deduce with the aid of
(2.Ec), (2.7) and the already proven inequality (2.16) that
Φr2,t(w; u) ≤ Φr1,t(w; u) + (Et+r2(ur1)− Et+r1(ur1))
= Φr1,t(w; u)−
∫ r2
r1
∂rEt+r(ur1)dr
≤ Φr1,t(w; u) + (r2 − r1)CC1G(ur1)
≤ Φr1,t(w; u) + (r2 − r1)CC1(G(u) + r1Ψ
∗(w))
≤ Φr1,t(w; u) + (r2 − r1)CC1(G(u) + TΨ
∗(w)). (2.22)
We conclude that the map r 7→ Φr,t(w; u) − rCC1(G(u) + TΨ ∗(w)) is non-increasing on
(0, T − t) and therefore as a real-valued function almost everywhere differentiable. Since
the map r 7→ Φr,t(w; u) is a linear perturbation of a monotone function, it is also almost
everywhere differentiable in (0, T − t). Thus there exists a negligible set N ⊂ (0, T − t),
such that the map r 7→ Φr,t(w; u) is differentiable on (0, T − t)\N . We remark that
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the negligible set depends on u and w, that is N = Nu,w. Now, to conclude, we want
to use the inequality (2.21). For this let r ∈ (0, T − t)\N be fixed. Additionally let
(hn)n∈N ∈ R>0 be a sequence which converges from above towards zero and whose elements
are sufficiently small. Let also the sequence (wrn)n∈N ⊂ V
∗ be given by wrn ∈ ∂Ψu
(
ur−u
r+hn
)
for all n ∈ N. The boundedness of the operator ∂Ψu according to Remark 2.3 i) implies
that the sequence (wrn)n∈N ⊂ V
∗ is bounded in V ∗. Thus there exists a subsequence,
labeled as before, and an element wr ∈ V ∗ such that wrn ⇀ wr weakly in V
∗. From the
strong-weak closedness of the graph of ∂Ψu in V ×V ∗ it follows wr ∈ ∂Ψu
(
ur−u
r
)
. Since the
conjugate Ψ ∗u is convex and lower semicontinuous, it is also weakly lower semicontinuous.
Then we find with Lemma 2.1 and the continuity of Ψu that
Ψ ∗u(wr) ≤ lim infn→∞ Ψ
∗
u(w
r
n) ≤ lim sup
n→∞
Ψ ∗u(w
r
n)
= lim sup
n→∞
(〈
wrn,
ur − u
r + hn
〉
− Ψu
(
ur − u
r + hn
))
=
〈
wr,
ur − u
r
〉
− Ψu
(
ur − u
r
)
= Ψ ∗u(wr)
and thus limn→∞ Ψ
∗
u(w
r
n) = Ψ
∗
u(wr). Due to the inclusion (2.15) there exist ξr ∈ ∂Et+r(u)
such that w−ξr ∈ ∂Ψu
(
ur−u
r
)
. By Aubin and Frankowska [AuF90, Thm. 8.2.9, p. 315],
the selection r 7→ ξr : (0, T − t) → ∂Et+r(u) can be chosen to be measurable. Further,
from Assumption (2.Ψa) we get Ψ ∗u(wr) = Ψ
∗
u(w− ξr). By the differentiability of the map
r 7→ Φr,t(w; u) in r, we obtain with (2.21)
d
dr
Φr,t(w; u)|r=r + Ψ
∗
u(w − ξr) = limn→∞
(
Φr+hn,t(w; u)− Φr,t(w; u)
hn
+ Ψ ∗u(w
r
n)
)
≤ lim inf
n→∞
(
Et+r+hn(ur)− Et+r(ur)
hn
)
= ∂tEt+r(ur) for a.a. r ∈ (0, T−t), (2.23)
where we also used the fact that the map t 7→ Et is differentiable. The claim finally follows
by integrating (2.23) from r = 0 to r = r0 and by using (2.17).
2.6 Time discretization and discrete energy-dissipation estimate
With the help of the preceding lemma, we derive in the forthcoming result a priori es-
timates for the approximate solutions, more precisely for both the piecewise constant
interpolation functions U τ and U τ , and for the piecewise linear interpolation function Ûτ
as well as for the so-called De Giorgi interpolation function U˜τ . In order to define the
interpolation functions, let the initial value u0 ∈ D and the time step τ > 0 be fixed.
Further let (Unτ )
N
n=1 ⊂ D be the sequence of approximate values, which are defined by the
variational approximation scheme U
0
τ = u0,
Unτ ∈ Jτ (B(tn−1, U
n−1
τ );U
n−1
τ )), n = 1, 2, . . . , N.
(2.24)
The piecewise constant and linear interpolation functions we define by
U τ (0) = U τ (0) = Ûτ (0) := U
0
τ and
U τ (t) := U
n−1, Ûτ (t) :=
tn − t
τ
Un−1τ +
t− tn−1
τ
Unτ for t ∈ [tn−1, tn),
U τ (t) := U
n
τ for t ∈ (tn−1, tn] and all n = 1, . . . , N. (2.25)
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Furthermore, we define by the approximation scheme U˜τ (0) := U
0
τ ,
U˜τ (t) ∈ Jr(B(tn−1, Un−1τ );U
n−1
τ )) for t = tn−1 + r ∈ (tn−1, tn],
(2.26)
n = 1, 2, . . . , N, the De Giorgi interpolation U˜τ . We note that we can assume the mea-
surability of the function U˜τ since by Lemma 2.7 there always exists a measurable selection
of the De Giorgi interpolation. Due to the fact that for all t ∈ Iτ the approximation
scheme (2.26) yields the usual scheme in (2.24), we can assume without loss of generality
that all interpolation functions coincide on the nodes tn, i.e.,
U˜τ (tn) = U τ (tn) = U τ (tn) = Ûτ (tn) = U
n
τ for all n = 1, · · · , N.
Moreover, we denote by ξ˜τ the interpolation function obtained from Remark 2.2 iii)
with the variational sum rule by choosing t = tn−1, u0 = U˜τ (t), u = U
n−1
τ and w =
B(tn−1, U
n−1
τ ), and which satisfies
ξ˜τ (t) ∈ ∂Etn−1+r(U˜τ (t)) for t = tn−1 + r ∈ (tn−1, tn], (2.27)
and
B(tn−1, U
n−1
τ )− ξ˜τ (t) ∈ ∂ΨUn−1τ
(
U˜τ (t)− Un−1τ
t− tn−1
)
for t = tn−1 + r ∈ (tn−1, tn] (2.28)
for all n = 1, . . . , N . The measurability of the function ξ˜τ : (0, T ) → V ∗ again follows
from Lemma 2.7.
For notational convenience, we also introduce the piecewise constant interpolation
functions t¯τ : [0, T ]→ [0, T ] and tτ : [0, T ]→ [0, T ] given by
tτ (0) := 0 and tτ (t) := tn for t ∈ (tn−1, tn], n = 1, . . . , N,
tτ (T ) := T and tτ (t) := tn−1 for t ∈ [tn−1, tn), n = 1, . . . , N.
Obviously, there holds tτ (t)→ t and tτ (t)→ t as τ → 0.
We are now in the position to show a priori estimates for the approximate solutions.
Lemma 2.8. Let the perturbed gradient system (V, E , Ψ, B) satisfy the Assumptions (2.E),
(2.Ψ), and (2.B). Furthermore, let U˜τ , U τ , U τ , Ûτ and ξ˜τ be the interpolation functions
defined in (2.25)-(2.27) associated to a fixed initial datum u0 ∈ D and a step size τ > 0.
Then, the discrete upper energy estimate
E
tτ (t)(U τ (t)) +
∫
tτ (t)
tτ (s)
(
ΨUτ (r)
(
Û ′τ (r)
)
+ Ψ ∗Uτ (r)
(
B(tτ (r), U τ (r))− ξ˜τ (r)
))
dr
≤ E
tτ (s)
(U τ (s)) +
∫
tτ (t)
tτ (s)
∂rEr(U˜τ (r))dr +
∫
tτ (t)
tτ (s)
〈B(tτ (r), U τ (r)), Û
′
τ (r)〉dr (2.29)
holds for all 0 ≤ s < t ≤ T . Moreover, there exist positive constants M, τ ∗ > 0 such that
the estimates
sup
t∈(0,T )
Et((U τ (t)) ≤ M, sup
t∈(0,T )
Et((˜U τ (t)) ≤M, sup
t∈(0,T )
|∂tEt((˜U τ (t))| ≤ M (2.30)∫ T
0
(
ΨUτ (r)
(
Û ′τ (r)
)
+ Ψ ∗Uτ (r)
(
B(tτ (r), U τ (r))− ξ˜τ(r)
))
dr ≤ M (2.31)
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hold for all 0 < τ ≤ τ ∗. Besides, the families (Û ′τ )0<τ≤τ∗ ⊂ L
1(0, T ;V ) as well as
(B(tτ , U τ ))0<τ≤τ∗ ⊂ L
1(0, T ;V ∗) and (ξ˜τ )0<τ≤τ∗ ⊂ L
1(0, T ;V ∗) are integrable uniformly
with respect to τ in the respective spaces. Finally, there holds
‖U τ − U τ‖∞ + ‖Ûτ − U τ‖∞ + ‖U˜τ − U τ‖∞ → 0 (2.32)
as τ → 0.
Proof. In order to show the discrete upper energy estimate (2.29), it is sufficient to restrict
ourselves to the case s = tn−1 and t = tn for n ∈ n = 1, . . . , N . The general case follows
by summing up the particular inequalities on the subintervals. But this case follows from
(2.18) in Lemma 2.7 by choosing t = tn−1, u = U
n−1
τ , r0 = t − tn−1, ur0 = U˜τ (t), ur =
U˜τ (tn−1 + r) and ξr = ξ˜τ (tn−1 + r), where we chose t ∈ (tn−1, tn] to be fixed. Then, we
find
(t− tn−1)ΨUn−1τ
(
U˜τ (t)− Un−1τ
t− tn−1
)
+
∫ t
tn−1
ΨUn−1τ
(
B(tn−1, U
n−1
τ )− ξ˜τ (r)
)
dr + Et(U˜τ (t))
≤ Etn−1(U
n−1
τ ) +
∫ t
tn−1
∂rEr(U˜τ (r))dr + 〈B(tn−1, U
n−1
τ ), U
n
τ − U
n−1
τ 〉.
(2.33)
By choosing t = tn, we obtain
∫ tn
tn−1
(
ΨUτ (r)
(
Û ′τ (r)
)
+ Ψ ∗Uτ (r)
(
B(tn−1, U τ (r))− ξ˜τ (r)
))
dr + Etn(U τ (tn))
≤ Etn−1(U τ (tn−1)) +
∫ tn
tn−1
∂rEr(U˜τ (r))dr +
∫ tn
tn−1
〈B(tn−1, U τ (r)), Û
′
τ (r)〉dr (2.34)
for all n = 1, · · · , N , which yields the discrete upper energy estimate. Further, we notice
that from Assumption (2.Bb), we obtain the estimation
∫ tn
tn−1
〈B(tn−1, U τ (r)), Û
′
τ (r)〉dr
≤ c
∫ tn
tn−1
ΨUτ (r)
(
Û ′τ (r)
)
dr + c
∫ tn
tn−1
Ψ ∗Uτ (r)
(
B(tn−1, U τ (r))
c
)
dr
≤ c
∫ tn
tn−1
ΨUτ (r)
(
Û ′τ (r)
)
dr + τβ(1 + Etn−1(U
n−1
τ ))
≤ c
∫ tn
tn−1
ΨUτ (r)
(
Û ′τ (r)
)
dr + τβ(1 +G(Un−1τ )), (2.35)
where we used also the Fenchel-Young inequality. Since c ∈ (0, 1), inequality (2.34)
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and (2.35) together yield the estimation
Etn(U
n
τ ) ≤ Etn−1(U
n−1
τ ) +
∫ tn
tn−1
∂rEr(U˜τ (r))dr + τβ(1 +G(U
n−1
τ ))
≤ Etn−1(U
n−1
τ ) + τβ(1 +G(U
n−1
τ )) + CC˜
∫ tn
tn−1
G(Un−1τ )dr
+
∫ tn
tn−1
(r − tn−1)Ψ
∗
Un−1τ
(B(tn−1, U
n−1
τ ))dr (2.36)
≤ Etn−1(U
n−1
τ ) + τβ(1 +G(U
n−1
τ )) + CC˜
∫ tn
tn−1
G(Un−1τ )dr
+
∫ tn
tn−1
cτΨ ∗Uτ (r)
(
B(tn−1, U τ (r))
c
)
dr (2.37)
≤ Etn−1(U
n−1
τ ) + τβ(1 +G(U
n−1
τ )) + CC˜τG(U
n−1
τ )
+ τβ(1 +G(Un−1τ ))
= Etn−1(U
n−1
τ ) + τ(2β + CC˜)G(U
n−1
τ ) + 2τβ (2.38)
for all n = 1, . . . , N and 0 < τ ≤ 1, where we used in (2.36) the inequality
G(U˜τ (t)) ≤ C˜(G(U
n−1
τ ) + (t− tn−1)Ψ
∗
Un−1τ
(B(tn−1, U
n−1
τ ))), t ∈ (tn−1, tn],
from Lemma 2.7 and in (2.37) the fact that the map r 7→ rΨ ∗u
(
ξ
r
)
is non-decreasing on
(0,+∞) for every ξ ∈ V ∗. Defining A := (2β + CC˜) and summing up the inequalities
(2.38), we obtain
G(Unτ ) ≤ C1Etn(U
n
τ ) ≤ C1E0(u0) + 2C1Tβ + τC1A
n∑
k=1
G(Uk−1τ ) (2.39)
for all n = 1, . . . , N and 0 < τ ≤ 1. Then, applying the discrete version of the Gronwall
Lemma to (2.39) yields the uniform boundedness of G(Unτ ) for all n = 1, . . . , N and
0 < τ < min{1, 1/(2C1A)} =: τ ∗, from what we deduce
sup
t∈(0,T )
Et(U τ (t)) ≤ C1 for all 0 < τ < τ
∗ (2.40)
for a positive constant C1 > 0 independent from τ . Taking into account the inequality
(2.38) and the Assumptions (2.Bb) and (2.Ec), we also obtain the last two inequalities in
(2.30). By employing (2.34) and (2.35), and arguing as before, we also get (2.31). The
constantM can be chosen by the sum of all constants obtained from the shown inequalities
of this lemma. Further, the uniform integrability of (Û ′τ )0<τ≤τ∗ as well as (B(tτ , U τ ))0<τ≤τ∗
and (ξ˜τ)0<τ≤τ∗ in L
1(0, T ;V ) and L1(0, T ;V ∗), respectively, follows from the superlinear
growth of Ψu and Ψ
∗
u (Assumption (2.Ψb)), inequality (2.31) and the growth condition
(2.Bb). To clarify this, let ε > 0 and M˜ := max{β(1 +M),M} be given, where M is
the constant obtained from the boundedness in (2.30) and (2.31). Then, by Assumption
(2.Ψb) there exists for M and M˜/ε positive numbers K1, K2, such that
Ψu(v) ≥
M˜
ε
‖v‖ and Ψ ∗u(η) ≥
M˜
ε
‖η‖∗ (2.41)
for all v ∈ V with ‖v‖ ≥ K1, all η ∈ V ∗ with ‖η‖∗ ≥ K2 and all u ∈ D with G(u) ≤ M , For
notational convenience, we define fτ : [0, T ] → V , gτ : [0, T ] → V ∗ and hτ : [0, T ] → V ∗
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by fτ (t) := Û
′
τ (t), gτ(t) := B(tτ (t), U τ (t)) and hτ (t) := (B(tτ (t), U τ (t)) − ξ˜τ (t)) for all
t ∈ [0, T ]. Then, by (2.41), (2.30) and (2.31) there hold∫
{t∈[0,T ]:fτ (t)≥K1}
‖fτ (t)‖dt ≤
ε
M˜
∫
{t∈[0,T ]:fτ (t)≥K1}
ΨUτ (t)(fτ (t))dt ≤ ε∫
{t∈[0,T ]:gτ (t)≥K2}
‖gτ(t)‖∗dt ≤
ε
M˜
∫
{t∈[0,T ]:gτ (t)≥K2}
Ψ ∗Uτ (t)(gτ (t))dt ≤ ε∫
{t∈[0,T ]:hτ (t)≥K2}
‖hτ (t)‖∗dt ≤
ε
M˜
∫
{t∈[0,T ]:hτ (t)≥K2}
Ψ ∗Uτ (t)(hτ (t))dt ≤ ε
for all 0 < τ ≤ τ ∗, which yields the uniform integrability. Since the sum of two uniformly
integrable functions is again uniformly integrable, it follows that (ξ˜τ)0<τ≤τ∗ is also uni-
formly integrable in L1(0, T ;V ∗) with respect to τ > 0. For the last assertion, we first
notice that inequality (2.33) considering (2.30) and (2.31) implies
sup
t∈[0,T ]
(t− tτ (t))ΨUτ (t)
(
U˜τ (t)− U τ (t)
t− tτ (t)
)
≤ C2.
for a constant C2 > 0. Then, again Assumption (2.Ψb) implies that for every R > 0 and
γ > 0 there exists K > 0 such that
γ‖U˜τ (t)− U τ (t)‖ ≤ (t− tτ (t))ΨUτ (t)
(
U˜τ (t)− U τ (t)
t− tτ (t)
)
+ (t− tτ (t))γK
≤M + τγK for all t ∈ [0, T ] and all 0 < τ < τ ∗. (2.42)
Taking the supremum of the left hand side over all t ∈ [0, T ] and taking then the limes
superior as τ → 0, we obtain
γ lim sup
τ→0
sup
t∈[0,T ]
‖U˜τ (t)− U τ (t)‖ ≤M, (2.43)
for any γ > 0, which implies necessarily limτ→0 supt∈[0,T ] ‖U˜τ (t)−U τ (t)‖ = 0. Since (2.43)
holds for every t ∈ [0, T ], it is particularly satisfied for t = tn, n = 1, . . . , N , so that
we also get limτ→0 supt∈[0,T ] ‖U τ (t) − U τ (t)‖ = 0. The latter convergence in turn implies
finally limτ→0 supt∈[0,T ] ‖Ûτ (t)− U τ (t)‖ = 0 which completes the proof.
2.7 Limit passage and completion of the proof
The next step in constructing a solution to our Cauchy-Problem relies on compactness
arguments in order to show the existence of a limit function, which obeys the differential
inclusion (1.1) and satisfies the initial datum. For this, it is natural to make use of the fact
that the interpolation functions are contained in a sublevel set of the energy functional,
which by hypothesis is compact. We elaborate on this in the following result, which
provides also the characterization of the limit function by Young measures.
Lemma 2.9. Under the same assumptions of Lemma 2.7, let u0 ∈ D and (τn)n∈N be a
vanishing sequence of positive real numbers. Then, there exists a subsequence (τnk)k∈N,
a absolutely continuous curve u ∈ AC([0, T ];V ) with u(0) = u0, an integrable func-
tion ξ˜ ∈ L1(0, T ;V ∗), a function E : [0, T ] → R of bounded variation, an essentially
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bounded function P ∈ L∞(0, T ), and a time-depended Young measure µ = (µt)t∈[0,T ] ∈
Y (0, T ;V × V ∗ ×R), such that
U τnk , U τnk , U˜τnk , Ûτnk → u in L
∞(0, T ;V ), (2.44a)
Û ′τnk
⇀ u′ in L1(0, T ;V ), (2.44b)
ξ˜τnk ⇀ ξ˜ in L
1(0, T ;V ∗), (2.44c)
B(tτnk , U τnk )→ B(·, u(·)) in L
∞(0, T ;V ∗), (2.44d)
∂tEt(U˜τnk (t))⇀
∗
P in L∞(0, T ), (2.44e)
and 
Et(U τnk (t))→ E (t) for all t ∈ [0, T ], E0(u0) = E (0),
Et(u(t)) ≤ E (t) for all t ∈ [0, T ]
Et(u(t)) = E (t) for a.a. t ∈ (0, T ),
(2.45)
as k →∞. Furthermore, there holds
u′(t) =
∫
V×V ∗×R
v dµt(v, ζ, p) for a.a. t ∈ [0, T ], (2.46a)
ξ˜(t) =
∫
V×V ∗×R
ζ dµt(v, ζ, p) for a.a. t ∈ [0, T ], (2.46b)
P(t) =
∫
V×V ∗×R
p dµt(v, ζ, p) ≤ ∂tEt(u(t)) for a.a. t ∈ [0, T ]. (2.46c)
and the following energy inequality∫ t
s
(
Ψu(r)(u
′(r)) + Ψ ∗u(r)(B(r, u(r))− ξ˜(r))
)
dr + E (t)
≤
∫ t
s
∫
V×V ∗×R
(
Ψu(r)(v) + Ψ
∗
u(r)(B(r, u(r))− ζ)
)
dµr(v, ζ, p) dr + E (t)
≤ E (s) +
∫ t
s
P(r)dr +
∫ t
s
〈B(r, u(r)), u′(r)〉dr
≤ E (s) +
∫ t
s
∂rEr(u(r))dr +
∫ t
s
〈B(r, u(r)), u′(r)〉dr
(2.47)
for all 0 ≤ s < t ≤ T .
Proof. Let the initial datum u0 ∈ D and the sequence (τn)n∈N of vanishing time steps
be given, such that τn < τ
∗ for all n ∈ N. In order to show the existence of an ab-
solutely continuous function, we employ the Arzelà-Ascoli theorem on the family of
continuous functions (Ûτn)n∈N ⊂ C([0, T ];V ). First, we notice that the uniform integra-
bility of (Û ′τn)n∈N leads to the equicontinuity of (Ûτn)n∈N. Second, the fact that the set
{U τn(t)}t∈[0,T ] belongs to a sublevel set of the energy functional E for all n ∈ N, which by
Assumption (2.Eb) are compact, implies by Mazur’s lemma that the set {U τn(t)}t∈[0,T ]
also belongs for all n ∈ N to an compact subset of V . Therefore by Arzelà-Ascoli,
there exists a continuous function u ∈ C([0, T ];V ) such that ‖Ûτn − u‖C([0,T ];V ) → 0 as
k → ∞ so that in particular u(0) = u0. Then, the convergences in (2.44a) follows from
those in (2.32).
Further, from the Dunford-Pettis theorem, see e.g. Dunford and Schwartz
[DuS59, Cor. 11, p. 294], which can be applied since both V and V ∗ are reflexive Banach
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spaces, we obtain with the uniform integrability of (Û ′τn)n∈N and (ξ˜τn)n∈N in L
1(0, T ;V )
and L1(0, T ;V ∗), respectively, the existence of a subsequence (labeled as before) and weak
limits v ∈ L1(0, T ;V ) and ξ˜ ∈ L1(0, T ;V ∗) such that Û ′τn ⇀ v weakly in L
1(0, T ;V ) and
ξ˜τn ⇀ ξ˜ weakly in L
1(0, T, V ∗) as n→∞. From a well known argument, one can identify
v as weak derivative of u, i.e., u′ = v in the weak sense which yields u ∈ W1,1(0, T ;V )
and due to continuity of u, u ∈ AC([0, T ];V ).
Now, we shall prove the convergence (2.44d) of the perturbation. We first note that the
functions t 7→ B(t, u(t)) and t 7→ B(tτnk (t), U τnk (t)) both belongs to the space L
∞(0, T ;V ),
where the measurability follows from the continuity of u and B, and Assumptions (2.Ba)
together with (2.50), respectively, whereas the (essential) boundedness is a consequence
of Assumptions (2.Bb) and (2.Ψb) as well as the a priori estimates. Now, since the
interpolation functions are contained in a sublevel set of the energy functional, uniformly
in τ > 0 and for all t ∈ (0, T ), it is also contained in a compact set of V , uniformly in
τ > 0 and for all t ∈ (0, T ). Therefore, there exists a compact set K ⊂ V such that by
Tychonoff’s theorem the set [0, T ]×K is compact with respect to the product topology
of [0, T ]× V . This, in turn implies with Assumption (2.Ba) the uniform continuity of the
map (t, u) 7→ B(t, u) on [0, T ]×K. Together with the convergence of (tτnk (t), U τnk (t)))→
(t, u(t)) uniformly in t ∈ (0, T ), we obtain
lim
n→∞
sup
t∈(0,T )
‖B(tτnk (t), U τnk (t))− B(t, u(t))‖∗ as n→∞. (2.48)
In order to show the convergence in (2.44e), we notice that due to (2.30) there holds
(∂tEt(U˜τnk ))k∈N ⊂ L
∞(0, T ). Since the Lebesgue space L∞(0, T ) is the dual space of a
separable Banach space L1(0, T ) there exists a limit P ∈ L∞(0, T ) such that (up to a
subsequence) ∂tEt(U˜τnk ) ⇀
∗ P weakly∗ in L∞(0, T ) as k →∞.
Now, we shall prove (2.45). For this, we define
ητ (t) := Etτ (t)(U τ (t))−
∫
tτ (t)
0
∂rEr(U˜τ (r))dr −
∫
tτ (t)
0
〈B(tτ (r), U τ (r)), Û
′
τ (r)〉dr
for t ∈ [0, T ] and we deduce from the discrete upper energy estimate (2.29) that the
map t 7→ ητ (t) : [0, T ] → R is non-increasing. Then, by Hellys theorem there exists a
non-increasing function η : [0, T ] → R and a subsequence (labeled as before) such that
ητnk (t)→ η(t) as k →∞ for all t ∈ [0, T ]. Moreover, we define
ψτ (t) :=
∫
tτ (t)
0
〈B(tτ (r), U τ (r)), Û
′
τ (r)〉dr for t ∈ [0, T ].
Since we have strong convergence of the perturbation B(tτ , U τnk ) in L
∞(0, T ;V ∗) and
weak convergence of the derivative Û ′τnk
in L1(0, T ;V ) as k →∞, there holds
ψτnk (t)→ ψ(t) :=
∫ t
0
〈B(r, u(r)), u′(r)〉dr as k →∞ (2.49)
for all t ∈ [0, T ]. Considering convergence (2.44e), we obtain
E
tτnk
(t)(U τnk (t))→ E (t) := η(t) +
∫ t
0
P(r)dr + ψ(t) for all t ∈ [0, T ]
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as k → ∞. Since the function η is monotone and both the function ψ and the map
t 7→
∫ t
0 P(r) dr are absolutely continuous, it follows that the function E is of bounded
variation. In order to conclude the convergence in (2.45), we notice that
|E
tτnk
(t)(U τnk (t))− Et(U τnk (t))| → 0 as k →∞
which follows from (2.6), (2.30) and the fact that tτnk (t) → t as k → ∞ for all t ∈
[0, T ]. Further, by the lower semicontinuity of the energy functional, we obtain due to the
convergence (2.32)
Et(u(t)) ≤ lim inf Et(U τnk (t)) = E (t) ≤M for all t ∈ [0, T ], (2.50)
where the last inequality follows from (2.30). The last assertion in (2.45) follows from
Assumption (2.Ee).
We continue by showing (2.46). For this purpose, we define the (reflexive) Ba-
nach space V := V × V ∗ × R endowed with the product topology space and employ
the fundamental theorem of weak topologies (Theorem A.2) applied to the sequence
wk := (Û
′
τnk
, ξ˜τnk , ∂tEt(U˜τnk ))k∈N which belongs to L
1(0, T ;V) by the a priori estimates,
and is uniformly integrable in L1(0, T ;V) since every component is in the respective space.
Thus, there exists a Young-measure µ = (µt)t∈[0,T ] ∈ Y (0, T ;V × V
∗ × R) such that µt
is for almost everywhere t ∈ (0, T ) concentrated on the set
Li(t) :=
∞⋂
p=1
closweak
(
{wk(t) : k ≥ p}
)
of all limit points of wk(t) with respect to the weak-weak-strong topology of V × V ∗ ×R,
i.e. sppt(µt) ⊂ Li(t). Since the weak limits in (2.44b), (2.44c) and (2.44e) are unique, the
identities in (2.46a) and (2.46b) are direct consequences of the fundamental theorem of
weak topologies, whereas the inequality in (2.46c) is true due to the fact that for almost
every t ∈ (0, T ), there holds
ζ ∈ ∂Et(u(t)) and p ≤ ∂tEt(u(t)) for all (v, ζ, p) ∈ Li(t). (2.51)
Property (2.51) in turn follows from Assumption (2.Ee) with the convergences in (2.44a)eq:LP.all
and (2.45) as well as the inclusion (2.27): Let N ⊂ (0, T ) a negligible set such that for
all t ∈ (0, T )\N the set Li(t) is non-empty. Now let t ∈ t ∈ (0, T )\N and (v, ζ, p) ∈
Li(t), then there exists a subsequence (kl)l∈N such that Û
′
τnkl
(t) ⇀ v, ξ˜τnkl
(t) ⇀∗ ζ and
∂tEt(U˜τnkl
(t)) → p as l → ∞, where the latter convergence follows from the fact that
in finite dimensional spaces the weak topology coincides with the strong topology. In
view of convergence (2.44a) and the inclusion (2.27), (2.51) follows by Assumption (2.Ee).
Integrating the inequality in (2.51) with respect to the Borel probability measure yields
(2.46c). In order to show the energy inequality (2.47), we notice first of all that from
Jensen’s inequality, we obtain for almost every t ∈ (0, T )
Ψu(t)(u
′(t)) ≤
∫
V×V ∗×R
Ψu(t)(v)dµt(v, ζ, p), (2.52)
Ψ ∗u(t)(B(t, u(t))− ξ˜(t))) ≤
∫
V×V ∗×R
Ψ ∗u(t)(B(t, u(t))− ζ)dµt(v, ζ, p). (2.53)
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This can also be obtained by integrating the inequalities
Ψu(t)(u
′(t)) ≤ Ψu(t)(v) + 〈w
∗, u′(t)− v〉 for all v ∈ V
Ψ ∗u(t)(B(t, u(t))− ξ˜(t)) ≤ Ψ
∗
u(t)(B(t, u(t))− ζ) + 〈ζ − ξ˜(t), w〉 for all ζ ∈ V
∗
using the identities in (2.46) as well as the fact that w∗ ∈ ∂Ψu(t)(u′(t)) 6= ∅ and w ∈
∂Ψ ∗u(t)(B(t, u(t))− ξ˜(t)) 6= ∅, see Remark 2.3 i).
Defining Hk : [0, T ]× V → R by
Hk(r, w) := χ[tτnk (s),tτnk (t)]
ΨUτnk (r)
(v), (r, v, ζ, p) ∈ [0, T ]× V,
together with (2.30) and (2.44a), the Mosco continuity (2.Ψc) leads to
H(r, w) := χ[s,t]Ψu(r)(v) ≤ lim inf
k→∞
Hk(r, wn), (2.54)
for all (r, w) = (r, v, ζ, p) ∈ [0, T ] × V and all weak convergent sequences wk ⇀ w ∈ V,
where s, t ∈ [0, T ] with s ≤ t are chosen to be fixed. As the space Banach space V is
reflexive, the map
(v, ζ, p) 7→ (‖v‖+ ‖ζ‖∗ + |p|)
has compact sublevel sets with respect to the weak topology of V. Together with the
boundedness of the afore-defined sequence (wk)k∈N, which follows from (2.44), we obtain
the weak-tightness of (wk)k∈N. Therefore, for a subsequence of (nk)k∈N (not relabeled),
Theorem A.1 provides the inequality∫ T
0
∫
V
H(r, w)dµr(w)dr ≤ lim inf
k→∞
∫ T
0
Hk(r, wk)dr,
i.e., ∫ t
s
∫
V
Ψu(r)(v)dµ(v, ζ, p)dr ≤ lim inf
k→∞
∫
tτnk
(t)
tτnk
(s)
ΨUτnk (r)
(Û ′τnk
(r))dr < +∞, (2.55)
where the boundedness follows from the a priori estimate (2.31). Taking into account
Remark 2.3 iii), then Theorem A.1 applied to the function
H∗k(r, w) := χ[tτnk (s),tτnk (t)]
Ψ ∗Uτnk (r)
(B(tτnk (r), Uτnk (r))− ζ), (r, v, ζ, p) ∈ [0, T ]× V,
yields ∫ t
s
∫
V
Ψ ∗u(t)(B(r, u(r))− ζ)dµ(v, ζ, p)dr
≤ lim inf
k→∞
∫
tτnk
(t)
tτnk
(s)
Ψ ∗Uτnk (r)
(B(tτnk (r), U τnk (r))− ξ˜τnk (r))dr < +∞,
(2.56)
where again the boundedness follows from (2.31). Integrating (2.52) and (2.53) with
respect to t yields the first inequality in (2.47). The second and third inequality follow by
passing to the limit in the discrete upper energy estimate (2.29) as k →∞ and considering
(2.44e), (2.45), (2.46c), (2.49), (2.51) as well as (2.55) and (2.56). This proves Lemma
2.9.
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We are now ready to complete the proof of our main existence result in Theorem 2.5.
Proof of Theorem 2.5. In order to show that the absolutely continuous curve u ∈ AC([0, T ];V )
obtained from Lemma 2.9 is a solution to the differential inclusion (1.1), we make use of
the chain rule for Young measures in Lemma A.3 which is justified by (2.44e), (2.46a),
(2.51), (2.55) and (2.56), where µ = (µt)t∈[0,T ] ∈ Y (0, T ;V × V
∗ × R) is to be chosen
as in Lemma 2.9. Hence by the chain rule condition, the map t 7→ Et(u(t)) is absolutely
continuous on (0, T ) and there holds
d
dt
Et(u(t)) ≥
∫
V×V ∗×R
〈ζ, u′(t)〉dµt(v, ζ, p) + ∂tEt(u(t)) for a.a. t ∈ (0, T ).
Thus, together with (2.45), (2.46c) and (2.47), we obtain with s = 0
∫ t
0
∫
V×V ∗×R
(
Ψu(r)(u
′(r)) + Ψ ∗u(r)(B(r, u(r))− ζ)
)
dµr(v, ζ, p) dr + Et(u(t))
≤ E0(u0) +
∫ t
0
∂rEr(u(r))dr +
∫ t
0
〈B(r, u(r)), u′(r)〉dr
≤ Et(u(t))−
∫ t
0
∫
V×V ∗×R
〈ζ, u′(r)〉dµr(v, ζ, p)dr +
∫ t
0
〈B(r, u(r)), u′(r)〉dr
= Et(u(t)) +
∫ t
0
∫
V×V ∗×R
〈B(r, u(r))− ζ, u′(r)〉dµr(v, ζ, p)dr for all t ∈ [0, T ].
(2.57)
Therefore, there holds
∫ t
0
∫
V×V ∗×R
(Ψu(r)(u
′(r)) + Ψ ∗u(r)(B(r, u(r))− ζ)
− 〈B(r, u(r))− ζ, u′(r)〉)dµr(v, ζ, p)dr ≤ 0 for all t ∈ [0, T ].
(2.58)
Then, from the Fenchel-Young inequality we deduce the non-negativity of the inte-
grand in (2.58) and infer therefore∫
V×V ∗×R
(
Ψu(t)(u
′(t)) + Ψ ∗u(t)(B(t, u(t))− ζ)− 〈B(t, u(t))− ζ, u
′(t)〉
)
dµt(v, ζ, p)
= 0 for a.a. t ∈ (0, T ). (2.59)
It follows that all inequalities in (2.57) become equalities for all t ∈ [0, T ], so that we
obtain the equation
∫ t
s
∫
V×V ∗×R
(
Ψu(r)(u
′(r)) + Ψ ∗u(r)(B(r, u(r))− ζ)
)
dµr(v, ζ, p) dr + Et(u(t))
= Es(u(s)) +
∫ t
s
∂rEr(u(r))dr +
∫ t
s
〈B(r, u(r)), u′(r)〉dr
(2.60)
for all 0 ≤ s, t ≤ T . Defining the marginal ν = (νt)t∈[0,T ] := π
2,3
# µ of µ by νt(B) :=
µt((π
2,3)−1(B)) for all B ∈ B(V ∗ × R), where π2,3 : V × V ∗ × R → V ∗ × R denotes the
canonical projection and B(V ∗ ×R) the Borel σ-algebra of V ∗ × R. Setting
S(t, u(t), u′(t)) := {(ζ, p) ∈ V ∗ × R | ζ ∈ ∂Et(u(t)) ∩ (B(t, u(t))− ∂Ψu(t)(u
′(t))
and p ≤ ∂tEt(u(t))}
(2.61)
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we notice that by (2.51) and (2.59) it follows that νt(S(t, u(t), u′(t))) = 1 for a.a. t ∈ (0, T )
and assumption (A.7) is fulfilled. Therefore, by Lemma A.4 there exists a measurable
selections ξ : [0, T ]→ V ∗ and p : [0, T ]→ R with∫ T
0
Ψ ∗u(t)(B(t, u(t))− ξ(t))dt < +∞, (2.62)
such that (ξ(t), p(t)) ∈ S(t, u(t), u′(t)) and there holds
Ψ ∗u(t)(B(t, u(t))− ξ(t))− p(t) = min
(ζ,p)∈S(t,u(t),u′(t))
Ψ ∗u(t)(B(t, u(t))− ζ)− p (2.63)
Since (2.62) holds and B(·, u(·)) ∈ L∞(0, T ;V ∗), we deduce from Assumption from the
superlinearity of Ψ ∗u that ξ ∈ L
1(0, T ;V ∗), so that the pair (u, ξ) solves the differential
inclusion (1.1) and u satisfies the initial condition u(0) = u0, where the former follows
from (2.63) and the latter by Lemma 2.9.
Furthermore, taking into account property (2.51) and equation (2.59), then Lemma 2.1
yields νt(S(t, u(t), u′(t)) = 1 for almost every t ∈ (0, T ). Thus from equality (2.63) and
the definition of S(·, u(·).u′(·)), there holds∫ t
s
Ψ ∗u(r)(B(r, u(r)− ξ(r))dr −
∫ t
s
p(r)dr
≤
∫ t
s
∫
V×V ∗×R
Ψ ∗u(r)(B(r, u(r))− ζ)dµr(v, ζ, p)dr−
∫ t
s
p(r)dr
Now, by comparison with equation (2.60), we infer∫ t
s
(
Ψu(r)(u
′(r)) + Ψ ∗u(r)(B(r, u(r))− ξ(r))
)
dr + Et(u(t))
≤ Es(u(s)) +
∫ t
s
∂rEr(u(r))dr +
∫ t
s
〈B(r, u(r)), u′(r)〉dr
for all 0 ≤ s ≤ t ≤ T . On the other hand, applying the chain rule condition (2.Ed) to the
pair (u, ξ) yields
d
dt
Et(u(t)) ≥ 〈ξ(t), u
′(t)〉+ ∂tEt(u(t)) for a.e. t ∈ (0, T ).
Together with the identity
Ψu(r)(u
′(r)) + Ψ ∗u(r)(B(r, u(r))− ξ(r)) = 〈B(r, u(r))− ξ(r), u
′(r)〉 a.e. in ∈ (0, T ),
which again follows from Lemma 2.1 and the definition of S(·, u(·).u′(·)), we conclude the
energy-dissipation balance (2.11).
Remark 2.10. It is not difficult to prove that for every sequence (τn)n∈N there exists a
subsequence (denoting as before) such that the following convergences holds:
Et(U τn(t))→ Et(u(t)) for all t ∈ [0, T ],∫ t
s
ΨUτn (r)(Û
′
τn(r))dr →
∫ t
s
Ψu(r)(u
′(r))dr and∫ t
s
Ψ ∗Uτn (r)
(B(tτn(r), U τn(r))− ξ˜τn(r))dr →
∫ t
s
Ψ ∗u(r)(B(r, u(r))− ξ(r))dr
for all 0 ≤ s ≤ t ≤ T as n → ∞. Furthermore, if we additionally assume that the
dissipation potential Ψu and its conjugate Ψ
∗
u are strictly convex for all u ∈ V , then there
holds π1#µ = δu′(t) and π
2
#µ = δξ(t), respectively, and there holds
Û ′τn(t) ⇀ u
′(t) and ξ˜τn(t) ⇀ ξ(t) for a.a. t ∈ (0, T ).
as well as ξ˜τn ⇀ ξ in L
1(0, T ;V ∗) as n→∞.
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3 A result for evolutionary Γ -convergence
In this section we consider a family of perturbed gradients systems PGε := (V, Eε, Ψ ε, Bε),
where ε ∈ [0, 1] is a small parameter. Here the case ε = 0 is the supposed limit equation,
also called effective equation. The major question what type of convergence of Eε, Ψ ε,
and Bε is sufficient to conclude that solutions uε : [0, T ] → V for PG
ε with ε > 0
have subsequences εk → 0 that convergence pointwise in t ∈ [0, T ] to a limit function
u0 : [0, T ]→ V and that u0 is indeed a solution for PG
0.
The theory developed here follows [MRS13, Thm. 4.8], where the case of pure gradient
systems (i.e. Bε ≡ 0) was considered.
3.1 Assumptions and results
Our assumptions follow closely the assumption for the existence theory in Section 2.3,
where we need uniformity with respect to ε ∈ [0, 1]. For definiteness we now list the
precise assumptions on PGε. For describing energy functionals Eε w define the auxiliary
Gε(u) = sup
{
Eεt (u)
∣∣∣ t ∈ [0, T ] }
G(u) := inf
{
Eεt (u)
∣∣∣ t ∈ [0, T ], ε ∈ [0, 1] }.
Without loss of generality we may assume that G is bounded from below by a positive
constant γ > 0.
Constant domains. ∀ t ∈ [0, T ] ∀ ε ∈ [0, 1] :
Eεt : V → (0,∞] is proper and lower semicontinuous with
time-independent domain Dε := dom(Eεt ) ⊂ V for all t ∈ [0, T ]. (3.E
εa)
Equi-compactness of sublevels.
The sublevels of G have compact closure in V. (3.Eεb)
Uniform energetic control of power.
∀ ε ∈ [0, 1] ∀u ∈ Dε : t 7→ Eεt (u) is differentiable on (0, T )and
∃CT > 0 ∀ ε ∈ [0, 1] ∀ t ∈ (0, T ) ∀u ∈ D
ε : |∂tE
ε
t (u)| ≤ CTE
ε
t (u). (3.E
εc)
Chain rule. ∀ ε ∈ [0, 1] : the chain rule of (2.Ed) holds for (V, Eε, Ψ ε). (3.Eεd)
Liminf estimate. (εk, uk)→ (0, u) implies E
0
t (u) ≤ lim inf
k→∞
Eεkt (uk). (3.E
εe)
Strong-weak closedness in the limit ε→ 0. For all t ∈ [0, T ] and
all sequences (εn, un, ξn)n∈N ⊂ [0, 1]×V×V
∗ with ξn ∈ ∂E
εn
t (un) and
εn → 0, un → u ∈ V, ξn ⇀ ξ ∈ V
∗, Eεnt (un)→ E0, ∂tE
εn
t (un)→ P
for n→∞, we have the relations
ξ ∈ ∂E0t (u), E
0
t (u) = E0, and ∂tE
0
t (u) ≥ P. (3.E
εf)
As in the existence theory we use a control of the time-derivative, see (3.Eεc), which gives
Eεt (u) ≥ e
−CT |t−s|Eεs (u). Thus, for all ε ∈ [0, 1] and t ∈ [0, T ] we have the relations
G(u) ≤ Gε(u) ≤ eCT TEεt (u) ≤ e
CT TGε(u).
Note that we cannot use a uniform upper bound Gε(u) ≤ G(u) as this would exclude
many useful results on Γ -convergence.
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In the present form of condition (3.Eεf) we do not ask for the strong-weak closedness
for Eεt with a given positive ε. However, in our main result we simply assume the existence
of solutions uε : [0, T ]→ V for PG
ε. If we want to show this with the theory of Section 2,
then one has to impose (2.Ee) for all ε > 0 as well (which is the same as allowing constant
sequences εn = ε in (3.E
εf).
The closedness condition (3.Eεf) looks rather strong, however in Remark 3.2, see after
the statement of the main convergence result, we will show that convexity of Eεt (·) and
strong Γ -convergence to E0t already imply the desired closedness.
The conditions of the dissipation potentials Ψ εu : V → [0,∞) are the following.
Dissipation potentials. ∀ ε ∈ [0, 1] ∀u ∈ V :
Ψ εu : V → [0,∞) is lower semicontinuous and convex with Ψ
ε
u(0) = 0. (3.Ψ
εa)
Superlinearity. ∀ R > 0 ∃ gR : [0,∞)→ [0,∞) superlinear :
∀ ε ∈ [0, 1] ∀ (v, ξ) ∈ V×V ∗ ∀u ∈ V with G(u) < R :
Ψ εu(v) ≥ gR(‖v‖) and Ψ
ε,∗
u (ξ) ≥ gR(‖ξ‖). (3.Ψ
εb)
Mosco convergence. For all R > 0 and sequences (εn, un)n∈N ⊂ [0, 1]×V
with G(un) ≤ R and (εn, vn)→ (0, v) : Ψ
εn
un
M
−→ Ψ 0u . (3.Ψ
εc)
Again we have formulated theMosco convergence of the dissipation potentials only with
the limit εn → 0, which is sufficient for the limit passage when solutions uε : [0, T ] → V
are given. To show the existence of solutions we need (2.Ψc) for all ε ∈ (0, 1] as well.
Finally, we impose the conditions of the non-variational perturbation Bε, namely
Continuity. The map
{
[0, 1]×[0, T ]×V → V ∗,
(ε, t, u) 7→ Bε(t, u),
is continuous. (3.Bεa)
Control of Bε by the energy. ∃CB > 0 ∀ (ε, t) ∈ [0, 1]×[0, T ]
∀u ∈ Dε : Ψ ε,∗u
(
Bε(t, u)
)
≤ CBE
ε
t (u). (3.B
εb)
We are now ready to formulate our result of evolutionary Γ -converge. In [Mie16b]
the convergence we will established is called “pE-convergence” as we have to impose the
well-“p”reparedness of the initial conditions u0ε, viz.
u0ε → u
0 in V and Eε0(u
0
ε)→ E
0
0 (u
0) <∞ for ε→ 0. (3.1)
Moreover, in the sense of [LM∗17, DFM17] we even have the much stronger notion of
EDP convergence, which means convergence in the sense of the energy-dissipation balance.
Indeed, as for the existence result in Section 2 we will also strongly rely on the energy-
dissipation principle and perform the limit ε→ 0 in the energy-dissipation balance (2.11).
Our proof will be an adaptation of [MRS13, Thm. 4.8].
Theorem 3.1 (Evolutionary Γ -convergence). Assume that the family PGε = (V, Eε, Ψ ε, Bε),
ε ∈ [0, 1] satisfy the assumptions (3.Eε), (3.Ψε), and (3.Bε). Moreover, assume that for
ε > 0 we have solutions uε : [0, T ]→ V of PG
ε such that the initial conditions uε(0) = u
0
ε
satisfy (3.1). Then, there exists a subsequence εk → 0 and a solution u : [0, T ] → V of
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the limit system PG0 with u(0) = u0 such that the following convergences hold:
uεk(t) → u(t) in C
0([0, T ];V ); (3.2a)
∀ t ∈ [0, T ] : Eεkt (uεk(t)) → E
0
t (u(t)); (3.2b)
u′εk ⇀ u
′ in L1(0, T ;V ); (3.2c)
∀ r < s :
∫ s
r
Ψ εkuεk (t)
(u′εk(t))dt →
∫ s
r
Ψ 0u(t)(u
′(t))dt; (3.2d)
∀ r < s :
∫ s
r
Ψ εk,∗uεk (t)
(
Bεk(t, uεk(t))−ξεk(t)
)
dt →
∫ s
r
Ψ 0,∗u(t)
(
B0(t, u0(t))−ξ0(t)
)
dt, (3.2e)
where ξε(t) ∈ ∂Eεt (uε(t)) for ε ∈ [0, 1] and a.a. t ∈ [0, T ].
The proof of this result is contained in the following two Sections 3.3 and 3.4. However,
we do not give all the details and refer to the full proof of Theorem 2.5 in Section 2 for
the details.
Remark 3.2 (Strong-weak closedness and Γ -convergence). It is a well-know fact that
the strong-weak closedness in the limit ε → 0 as assumed in (3.Eεf) often follows from
the Γ -convergence Eεt
Γ
−→ E0t . For the readers convenience we give the argument for the
convex case where ∂Eεt (u) is simply the convex subdifferential, i.e.
∂Eεt (u) =
{
ξ ∈ V ∗
∣∣∣ ∀w ∈ V : Eεt (w) ≥ Eεt (u) + 〈ξ, w−v〉 }.
Thus, having a sequences uε → u and ξε ⇀ ξ0 with ξε ∈ ∂Eεt (uε) for ε > 0 and E
ε
t (uε)→ e,
we can find, for each w ∈ W a recovery sequence wε → w with Eεt (wε) → E
0
t (w). Hence,
we obtain
Eεt (wε) ≥ E
ε
t (uε) + 〈ξε, wε−uε〉 for ε > 0.
Passing to the limit ε→ 0 we obtain
E0t (w) ≥ e+ 〈ξ0, w−u0〉, (3.3)
where we used the strong convergence wε−uε → w−u0. By Eεt
Γ
−→ E0t we already know
E0t (u0) ≤ e, but choosing w = u0 in (3.3) gives E
0
t (u0) = e as desired. With this, (3.3)
immediately gives ξ0 ∈ ∂E0t (u0).
The above result is only one of many possible versions and several generalizations are
possible. For instance, we may combine time discretization with time step τ → 0 with
the limit ε → 0. More precisely, if we solve the time discretized problem (see Section
2.6) for PGε with time step τ we obtain an approximation Ûτε . Then, it can be shown
that these approximations satisfy good a priori estimates and hence for every sequence
(τn, εn) → (0, 0) there exists a subsequence and a solution of PG
0 such that the above
convergences hold. We refer to [MRS08, Thm. 4.1] or [MRS16, Thm. 3.12] for results of
this type.
3.2 A priori estimates
The energy-dissipation principle states that every solution uε ∈ AC([0, T ];V ) for PG
ε, i.e.
(1.1) is satisfied, also satisfies the energy-dissipation balance in the sense that there exists
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a measurable selection ξε : (0, T )→ V ∗ such that ξε(t) ∈ ∂Eεt (uε(t)) a.e. in (0, T ) and that
EεT (uε(T )) +
∫ T
0
(
Ψ εuε(r)(u
′
ε(r)) + Ψ
ε,∗
uε(r)
(
Bε(r, uε(r))− ξε(r)
))
dr
= Eε0(uε(0)) +
∫ T
0
(
∂tE
ε
r (uε(r)) +
〈
Bε(t, uε(r)), u
′
ε(t)
〉)
dr. (3.4)
Estimating the last term via the Young-Fenchel inequality and (3.Bεb) we obtain〈
Bε(r, uε(r)), u
′
ε(r)
〉
≤ Ψ εuε(r)(u
′
ε(r)) + Ψ
ε,∗
uε(r)
(
Bε(r, uε(r))
)
≤ Ψ εuε(r)(u
′
ε(r)) + CBE
ε
r (uε(t))
for the last term. Thus, the terms involving Ψ εuε(r)(u
′
ε(r)) and using Ψ
ε,∗
u ≥ 0 and (3.E
εb)
we arrive at
EεT (uε(T )) ≤ E
ε
0(uε(0)) +
∫ T
0
(
CT+CB
)
Eεr (uε(r))dr.
With uε(0) = u
0
ε and the well-preparedness (3.1) the Gronwall lemma yields
Gε(uε(t)) ≤ E
ε
t (uε(t)) ≤ 2E
0
0 (u
0
0) e
(CT+CB)t ≤ E := 2E00 (u
0
0) e
(CT+CB)T .
Thus, assumption (3.Eεb) guarantees that there exists a compact set K ⋐ V such that
uε(t) ∈ K for all (ε, t) ∈ (0, 1)×[0, T ]. As K ⊂ BR(0) ⊂ V we can apply the superlinearity
(3.Ψεb) and the control (3.Bεb) of Bε to estimate
gR
(
Bε(t, uε(t))
)
≤ Ψ ε,∗uε(t)
(
Bε(t, uε(t))
)
≤ CBE
ε
t (uε(t)) ≤ CBE.
This implies the boundedness of the non-variational perturbation, viz.
∃R∗B > 0 ∀ (ε, t) ∈ (0, 1)×[0, T ] : ‖B
ε(t, uε(t))‖V ∗ ≤ R
∗
B. (3.5)
Inserting the bounds for Eεt (uε(t)) (and hence for ∂tE
ε
t (uε(t))) and for B
ε(t, uε(t)) into
(3.4) we obtain
∫ T
0
(
Ψ εuε(r)(u
′
ε(r))−R
∗
B‖u
′
ε(r)‖V + Ψ
ε,∗
uε(r)
(
Bε(r, uε(r))− ξε(r)
))
dr ≤ CE.
Using that Ψ ε and Ψ ε,∗ are bounded from below by the superlinear function gR (cf. (3.Ψ
εb))
and using (3.5) again we arrive at
∃CΨ > 0 ∀ ε ∈ (0, 1] :
∫ T
0
(
gR(‖u
′
ε(t)‖V ) + gR(‖ξε‖V ∗)
)
dt ≤ CΨ . (3.6)
3.3 Convergent subsequences
By (3.6) and the criterion of de la Vallée-Poussin for uniform integrability, the family
uε : [0, T ]→ V is equi-continuous. As all values uε(t) lie in the compact setK theArzelà-
Ascoli theorem (e.g. [AGS05, Prop. 3.3.1]) gives a subsequence εk → 0 such that the
uniform convergence (3.2a) holds. Moreover, (3.6) also implies weak compactness, hence
we may also assume u′εk ⇀ u
′
0 in L
1(0, T ;V ), which is (3.2c).
By the continuity (3.Bεa) we obtain convergence of the non-variational terms, namely
∀ t ∈ [0, T ] : Bεk(t, uεk(t))→ B
0(t, u0(t)) uniformly in V
∗. (3.7)
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Using the positivity of Ψ ε and Ψ ε,∗ we then obtain that eε : t 7→ Eεt (uε(t)) are uniformly
bounded in BV([0, T ]), such that Helly’s selection principle allows to extract a subsequence
(not relabeled) such that
∀ t ∈ [0, T ] : eεk(t)→ e0(t) ≥ E0t (u0(t)), (3.8)
where the last estimate follows from (3.Eεe).
Again based on the superlinear bounds (3.6) we can define extract further subsequence
(not relabeled) such that t 7→ (u′εk(t), ξεk(t), ∂tE
εk
t (uεk(t))) generates a Young measure
µ = (µt)t∈[0,T ] ∈ Y([0, T ];V×V
∗×R) in the sense that
∫ T
0
F
(
t, u′εk(t), ξεk(t), ∂tE
ε
t (uε(t))
)
dt→
∫ T
0
∫
V×V ∗×R
F (t, v, ζ, p)dµt(v, ζ, p)dt, (3.9)
for all continuous functions F : [0, T ]×V×V ∗×R→ R, where V×V ∗ is equipped with the
weak topology, with F (t, v, ζ, p) ≤ C(1+‖v‖+ ‖ζ‖∗). We refer to Appendix A.
3.4 Limit passage and conclusion of the proof of Theorem 3.1
We can now go back to the energy-dissipation balance (3.4) and pass to the limit εk →
0, where we employ Balder’s lower semicontinuity result [Bal84] for weakly normal
integrands in the form of [Ste08, Thm. 4.3], see Theorem A.1. The main point here is that
for α = (α1, α2, α3) ∈ [0,∞)
3 the mappings
Fαk : [0, T ]×V×V
∗×R→ R; (t, v, ζ, p) 7→ α1Ψuεk (t)(v) + α2Ψ
ε,∗
uεk (t)
(ζ) + α3p,
satisfy a liminf estimate, namely
(vk, ζk, pk) ⇀ (v, ζ, p) in V×V
∗×R =⇒ lim inf
k→∞
Fαk (t, vk, ζk, pk) ≥ F
α
∞(t, v, ζ, p),
where Fα∞(t, v, ζ, p) = α1Ψ
0
u0(t)
(v) + α2Ψ
0,∗
u0(t)
(ζ) + α3p. But the latter liminf estimate
follows easily from the Mosco convergence condition (3.Ψεc), because we already now
uεk → u0(t) and E
εk
t (uεk(t)) ≤ E. In particular, we obtain the three liminf estimates∫ s
r
Ψ 0u0(t)(u
′
0(t))dt ≤ lim inf
k→∞
∫ s
r
Ψ εKuεK (t)
(u′εk(t))dt, (3.10a)∫ s
r
Ψ 0,∗u0(t)
(
B0k(t, u0(t))−ξ0(t))
)
dt ≤ lim inf
k→∞
∫ s
r
Ψ εk,∗uεk (t)
(
Bεk(t, uεk(t))−ξεk(t))
)
dt, (3.10b)∫ s
r
∂tE
0
t (u0(t))dt ≤ lim inf
k→∞
∫ s
r
∂tE
εk
t (uεk(t))dt, (3.10c)
where 0 ≤ r < s ≤ T are arbitrary.
Adding the three inequalities in (3.10) and using the limit e0 in (3.8) we arrive at
e0(T ) +
∫ T
0
∫
V×V ∗×R
(
Ψ 0u0(t)(v) + Ψ
0,∗
u0(r)
(
B0(r, u0(r))− ζ
)
− p
)
dµt(v, ζ, p)dt
≤ E00 (u
0
0) +
∫ T
0
〈
B0(r, u0(r)), u
′
0(r)
〉
dr. (3.11)
Here the convergence of the right-hand side follows from the well-preparedness (3.1) and
the fact that the strong L∞ convergence (3.7) and the weak convergence (3.2c) imply the
convergence of the integral.
26
Now we exploit the main structural property of the Young measure µ which states
that for a.a. t ∈ [0, T ] the supports of µt lie in the set of accumulation points of defining
sequences. More, there is a null set N ⊂ [0, T ] (i.e. |N | = 0) such that
∀ t ∈ [0, T ]\N : sppt(µt) ⊂ Li(t) :=
∞⋂
m=1
closweak
({
(u′εk(t), ξεk(t), ∂tE
εk
t (uεk(t)))
∣∣∣k ≥ m }).
Hence, the closedness condition (3.Eεf) guarantees that
∀ t ∈ [0, T ]\N ∀ (v, ζ, p) ∈ sppt(µt) : ζ ∈ ∂E
0
t (u0(t)), p ≤ ∂tE
0
t (u0(t)), e
0(t) = E0t (u0(t)).
We can now estimate further in (3.11). By (3.8) the first term e0(T ) is estimated from
below by E0T (u0(T )). The term involving Ψ
0
u(v) can be estimated by the convexity of Ψ
0
u(·)
and the fact that µt is a probability measure with v-expectation u
′
0, i.e.
u′0(t) =
∫
V×V ∗×R
vdµt(v, ζ, p).
This follows simply by testing (3.9) by F (t, v, ζ, p) = 〈η(t), v〉 for all η ∈ L∞(0, T ;V ∗).
Thus, we have ∫ T
0
Ψu0(t)(u
′
0(t))dt ≤
∫ T
0
∫
V×V ∗×R
Ψu0(t)(v)dµt(v, ζ, p)dt,
For the term involving Ψ 0,∗u (v) we cannot apply Jensen’s inequality as ∂E
0
t (u) may not
be convex. Thus, for t ∈ [0, T ]\N we select ξ0(t) ∈ ∂E0t (u0(t)) with
Ψ 0,∗u0(r)
(
B0(r, u0(r))− ξ0(t)
)
= min
{
Ψ 0,∗u0(r)
(
B0(r, u0(r))− ζ
) ∣∣∣ ζ ∈ ∂E0t (u0(t)) }.
Such a measurable selection exists, see Lemma A.4 in Appendix A.
Finally using p ≤ ∂tE0t (u0(t)) on Li(t) the estimate (3.11) yields, for all s ∈ (0, T ],
E0s (u0(s)) +
∫ s
0
(
Ψ 0u0(t)(u
′
0(t)) + Ψ
0,∗
u0(r)
(
B0(r, u0(r))− ξ0(t)
)
− ∂tE
0
t (u0(t))
)
dt
≤ E00 (u
0
0) +
∫ s
0
〈
B0(t, u0(t)), u
′
0(t)
〉
dt. (3.12)
Moreover, by the Fenchel-Young inequality and the chain-rule inequality (3.Eεd),
which is used for ε = 0 only, the left-hand side can be estimated from below via
E0s (u0(s)) +
∫ s
0
(
Ψ 0u0(t)(u
′
0(t)) + Ψ
0,∗
u0(t)
(
B0(t, u0(t))− ξ0(t)
)
− ∂tE
0
t (u0(t))
)
dt
FY
≥ E0s (u0(s)) +
∫ s
0
(
〈B0(t, u0(t))−ξ0(t), u
′
0(t)〉 − ∂tE
0
t (u0(t))
)
dt
chain
≥ E0s (u0(s)) +
∫ s
0
(
〈B0(t, u0(t)), u
′
0(t)〉 −
d
dt
(
E0t (u0(t))
))
dt
= E00 (u0(0)) +
∫ s
0
〈
B0(t, u0(t)), u
′
0(t)
〉
dt. (3.13)
Thus, we conclude that all inequalities in (3.12) and (3.13) are equalities, which implies
the the Fenchel-Young estimate has to hold with equality a.e. in [0, T ], which gives
the desired differential inclusion B0(t, u0(t))− ξ0(t) ∈ ∂Ψ 0u0(t)(u
′
0(t)) or
B0(t, u0(t)) ∈ ∂Ψ
0
u0(t)
(u′0(t)) + ∂E
0
t (u0(t)) a.e. in [0, T ].
Additionally, we observe that the liminf estimates
E0t (u0(t)) ≤ e
∞(t) = lim
εk→0
Eεkt (uεk(t))
as well as the liminf estimates in (3.10) are indeed equalities as well. Thus, (3.2b), (3.2d),
and (3.2b) are established and the proof of Theorem 3.1 is complete.
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3.5 Improved result for state-independent dissipation
The result on evolutionary Γ -convergence given in Theorem 3.1 has a rather strong as-
sumption, namely theMosco convergence of (ε, u) 7→ Φεu(·) in the space V . This assump-
tion is too strong for a series of important applications. For instance, for the parabolic
equation (
2 + cos(x1/ε)
)
u′ = div
(
A(1
ε
x)∇u
)
in Ω ⊂ Rd, u = 0 on ∂Ω,
we may choose the gradient structure (Q, Eε, Ψ ε) with
V = L2(Ω), Eε(u) =
∫
Ω
1
2
∇u ·A(1
ε
x)∇udx, Ψ ε(v) =
∫
Ω
2+ cos(x1/ε)
2
v(x)2dx.
However, Ψ ε Γ -converges to Ψharm in the weak topology of L
2(Ω) while it Γ -converges to
Ψarith in the strong topology.
Here we want present a generalized version of [LiR18] where evolutionary Γ -convergence
was established under the weaker assumption Ψ ε
Γ
−→ Ψ 0, i.e. Γ -convergence in the strong
topology only.
If we inspect the proof in the previous subsection, then we see that the weak Γ -
convergence of Ψ εuε was used only once, namely for deriving the liminf estimate (3.10a).
The point is that we only derived the weak convergence u′εk ⇀ u
′
0 in L
1(0, T ;V ). However,
the “weak” convergence may have two origins, namely first due to oscillations in time
and second due to weak convergence of u′ε(t) ⇀ u
′
0(t) in V . The idea in [LiR18] is to
consider piecewise affine interpolants uε,τ of uε for fixed time steps τ > 0. This averages
potential oscillations in time as u′ε,τ is piecewise constant. Moreover, we can use the strong
convergence of uεk(t)→ u0(t) which implies that u
′
εk,τ
(t)→ u′0,τ (t) in V for a.a. [t ∈ [0, T ].
Finally, the limit τ → 0 is done after the limit εk → 0 is already performed.
Our precise assumptions, which replace (3.Ψεc), are the following:
Uniform continuity. For all R > 0
∃ modulus of continuity ωR ∀ ε ∈ [0, 1] ∀u1, u2 with G
ε(uj) ≤ R
∀ v ∈ V :
∣∣∣Ψ εu1(v)− Ψ εu2(v)∣∣∣ ≤ ωR(‖u1−u2‖V )gR(‖v‖V ), (3.14a)
Strong Γ -convergence. For all R > 0 we have
uε → u0 and sup E
ε
t (uε) ≤ R =⇒ Ψ
ε
uε
Γ
−→ Ψ 0u0, (3.14b)
where gR is the coercivity function defined in (3.Ψ
εb).
Corollary 3.3 (Strong Γ -convergence for Eε and Ψ ε). All results of Theorem 3.1 remain
true if assumption (3.Ψεc) is replaced by (3.14).
Proof. To start with, we recall that the strong Γ -convergence of (3.14b) implies the weak
Γ -convergence of the Legendre-Fenchel dual, i.e. Ψ ε,∗uε
Γ
⇀ Ψ 0,∗u , see (2.1). Thus, the
liminf estimate (3.10b) follows exactly as above.
Thus, it remains to find a new proof for the liminf estimate (3.10a). Using the notation
Jε(u, v) :=
∫ T
0
Ψ εu(t)
(
v(t)
)
dt
we have to show lim infk→∞ J
εk(uεk, u
′
εk
) ≥ J0(u0, u′0), where our sequence (uεk)k satisfies
(a) ‖uεk−u0‖C0([0,T ];V ) → 0, (b) ‖u
′
εk
−u′0‖L1(0,T ;V ) → 0, (c)
∫ T
0
gR
(
‖u′εk(t)‖
)
dt ≤ Cg,
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where R ≥ sup{ ‖uεk‖∞ | k ∈ N }.
For time steps τ = T/N > 0 with N ∈ N we define piecewise constant and piecewise
affine interpolants uτεk and û
τ
εk
as in (2.25). By the uniform convergence (a) we have
equi-continuity of the sequence (uεk)k, and hence
µτ := sup{ ‖uεk − uεk‖C0([0,T ];V ) | k ∈ N } → 0 for τ → 0.
With (3.14a) and (c) we obtain the lower bound
Jεk(uεk, u
′
εk
) ≥ Jεk(uτεk , u
′
εk
)−
∫ T
0
ωR
(
‖uεk−u
τ
εk
‖
)
gR
(
‖u′εk‖
)
dt ≥ Jεk(uτεk , u
′
εk
)− ωR(µτ )Cg.
On the intervals ((n−1)τ, nτ) the integrand Ψ εkuτεk (t)
(·) is independent of t and convex.
Hence, we can apply Jensen’s inequality and replace vk(t) = u
′
εk
(·) by its average over
this interval, which is exactly
1
τ
∫ nτ
(n−1)τ
u′εk(r)dr =
1
τ
(
uεk(nτ)− uεk((n−1)τ)
)
= ûτεk
′(t) for t ∈ ((n−1)τ, nτ).
Thus, we have the lower bound Jεk(uεk , u
′
εk
) ≥ Jεk(uτεk , û
τ
εk
′)− ωR(µτ)Cg.
For k → ∞ we have uεk → u0 in V and û
τ
εk
′ → ûτ0
′ in V a.e. in [0, T ]. Hence, we can
exploit the liminf estimate of the strong Γ -convergence Ψ εuε
Γ
−→ Ψ 0u0. Fatou’s lemma leads
to
lim inf
k→∞
Jεk(uεk , u
′
εk
) ≥ lim inf
k→∞
Jεk(uτεk , û
τ
εk
′)− ωR(µτ )Cg
Fatou
≥ J0(uτ0, û
τ
0
′)− ωR(µτ )Cg ≥ J
0(u0, û
τ
0
′)− 2ωR(µτ)Cg,
where we used ‖u0 − uτ0‖∞ ≤ µτ for the last step.
Thus, using ωR(µτ )→ 0 for τ → 0 it remains to show that L := lim infτ→0 J0(u0, ûτ0
′) ≥
J0(u0, u
′
0). Choose a subsequence τm such that J
0(u0, û
τm
0
′) → L. We now use the
well-known fact that ûτm0
′ → u′0 in L
1(0, T ;V ), which implies that there exists a further
subsequence (not relabeled) such that ûτm0
′(t) → u′0(t) in V a.e. in [0, T ]. Moreover,
Ψ 0u0(t)(·) : V → [0,∞) is continuous, because it is convex and bounded from above by the
Legendre-Fenchel dual of ξ 7→ gR(‖ξ‖V ∗). This gives Ψ
0
u0(t)
(ûτm0
′(t)) → Ψ 0u0(t)(u
′
0(t))
a.e. in [0, T ], and Fatou’s lemma implies L = lim infm→∞ J
0(u0, û
τm
0
′) ≥ J0(u0, u′0) as
desired.
Altogether we have established lim infk→∞ J
εk(uεk , u
′
εk
) ≥ J0(u0, u′0), and thus Corol-
lary 3.3 is proved.
4 Homogenization of reaction-diffusion systems
In this section we provide a nontrivial example that highlights the applicability of our
abstract existence theory as well as the theory of evolutionary Γ -convergence. We refer
to [MRT14, Rei16, Rei17] and the references therein for general homogenization results
that are typically for semilinear systems where the leading order terms are decoupled. Our
example of a reaction diffusion system is a general quasilinear parabolic system, where
the leading terms may be coupled but need to have a variational structure.
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Our system for the vector u(t, x) ∈ RI reads as follows:
Aε(x, u(t, x))∂tu(t, x) = div
(
∂∇uF
ε
(
x, u(t, x),∇u(t, x)
))
− ∂uF
ε(x, u(t, x),∇u(t, x)) + bε(x, t, u(t, x)) in Ω, (4.1)
0 = ∂∇uF
ε
(
x, u(t, x),∇u(t, x)
)
ν(x) on ∂Ω.
Generally we assume that Ω ⊂ Rd is a bounded domain with Lipschitz boundary ∂Ω.
For simplicity, we have imposed Neumann boundary conditions only, but more general
conditions including Dirichlet or Robin boundary conditions could be used as well.
We first summarize the needed assumptions on the functions Aε, F ε, and bε, then show
that these assumptions imply the once needed for the existence theory in Section 2, and
finally discuss under which conditions we have evolutionary Γ -convergence for ε→ 0.
4.1 The existence result
For the matrix Aε(x, u) ∈ RI×Isym := {A ∈ R
I×I | A = A⊤ } we make the assumption
∀ ε ∈ [0, 1] : Aε : Ω×RI → RI×Isym is a Carathéodory function, (4.2a)
∃CA > 0 ∀ ε ∈ [0, 1] ∀x ∈ Ω ∀u, v ∈ R
I :
1
CA
|v|2 ≤ 〈Aε(x, u)v, v〉 ≤ CA|v|
2. (4.2b)
Here G : Ω×RM → RN is called a Carathéodory function, if x 7→ G(x, z) is measurable
for all z ∈ Rm and z 7→ G(x, z) is continuous for a.a. x ∈ Ω.
For simplicity, we will assume that the functions F ε(x, ·, ·) are convex, but much weaker
conditions would be possible (e.g. λ-convexity in u or poly-convexity in U = ∇u).
∀ ε ∈ [0, 1] : F ε : Ω × (RI×RI×d)→ R is a Carathéodory function, (4.2c)
∀ ε ∈ [0, 1] ∀a.a.x ∈ Ω : F
ε(x, ·, ·) : RI×RI×d → R is convex, (4.2d)
∃CF > 0 ∃ p, q > 1 ∀ ε ∈ [0, 1] ∀ (x, u, U) ∈ Ω×R
I×RI×d :
F ε(x, u, U) ≥ CF
(
1 + |u|q + |U |p
)
. (4.2e)
For the non-gradient terms bε we impose the following conditions:
∀ ε ∈ [0, 1] : bε : Ω × ([0, T ]×RI)→ RI is a Carathéodory function, (4.2f)
∃h ∈ L2(Ω), CB > 0, r > 1 ∀ (ε, t, x, u) ∈ [0, 1]×Ω×[0, T ]×R
I :
|bε(x, t, u)| ≤ h(x) + CB|u|
r. (4.2g)
We choose basic space V = L2(Ω;RI), the energy functionals
Eε(u) =

∫
Ω
F ε(x, u(x),∇u(x))dx for u ∈W1,p(Ω;RI),
∞ otherwise,
and the dissipation potentials
Ψ εu(v) :=
∫
Ω
1
2
〈Aε(x, u(x))v(x), v(x)〉dx.
Thus, the perturbed gradient systems PGε = (V, Eε, Ψ ε, bε) is fully specified, and we want
to apply our abstract theory. Before doing so, we note that in the our conditions the
exponent q appears three times: (i) the first relation in (4.3) below implies W1,p(Ω) ⊂
Lq(Ω), (ii) the coercivity (4.2e) of F asks for the lower bound CF |u|q, and (iii) the second
relation in (4.3) says that B(·, u(·)) is controlled by C(1+‖u‖qq).
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Proposition 4.1. Let the functions Aε, F ε, and bε satisfy the conditions (4.2), where the
coefficients p, q, and r satisfy the relations
1−
d
p
> −
d
q
and q ≥ 2r. (4.3)
Then, for each initial condition u0ε ∈ L
2(Ω;RI) with Eε(u0ε) < 0 there is a solution
uε : [0, T ]→ L2(Ω;RI) of (4.1) such that uε ∈ H1(0, T ; L2(Ω)) ∩ C0weak([0, T ];W
1,p(Ω)).
The proof is a consequence of our abstract existence result in Theorem 2.5. We easily
find the Legendre-Fenchel dual Ψ ε,∗u (ξ) =
∫
Ω
1
2
〈ξ(x), (Aε(x, u(x)))−1ξ(x)〉dx. Clearly,
(2.Ψa) holds and we have the equi-coercivities
Ψ εu(v) ≥
1
2CA
‖v‖2V and Ψ
ε,∗
u (ξ) ≥
1
2CA
‖ξ‖2V ∗ ,
which imply the desired superlinearities (2.Ψb). Finally, the Mosco convergence Ψ εun
M
−→
Ψ εu (here ε > 0 is still fixed) follows since un → u in V implies that A
ε(·, un(·))→ Aε(·, u(·))
a.e. in Ω along suitable subsequences. To see that this is sufficient forMosco-convergence,
we use the Moreau-Yosida regularizations
Ψ ε,λu (v) := inf
{
Ψ εun(w) +
λ
2
‖w−v‖2L2
∣∣∣∣ w ∈ L2(Ω;RI) }
where λ > 0. It is easy to see that Ψ ε;λu is still quadratic, but now with the matrix
λAε(Aε+λI)−1. By [Att84, Thm. 3.26] we have Ψ εun
M
−→ Ψ εu if and only if for all v ∈ V =
L2(Ω;RI) and all λ > 0 we have the pointwise convergence Ψ ε,λun (v) → Ψ
ε,λ
u (v). But this
follows immediately by the boundedness of Aε and Lebesgue’s dominated convergence
theorem. Hence, (2.Ψc) is shown as well.
The energy functionals Eε are convex and independent of time. Hence (2.Ea) and
(2.Ec) hold trivially. By the coercivity of F ε we obtain the coercivity of Eε, namely
Eε(u) ≥
∫
Ω
CF
(
1 + |u|q + |∇u|p
)
dx ≥ c˜‖u‖min{p,q}W1,p − C˜, (4.4)
such that sublevels are bounded in W1,p(Ω;RI). Because this space is compactly embed-
ded in V = L2(Ω;RI) by assumption (4.3), we conclude that (2.Eb) holds. The chain
rule (2.Ed) and the weak-strong closedness of the Fréchet subdifferential (which is the
same as the convex subdifferential) follows by convexity, see Remark 3.2 or [MRS13].
We now set Bε(t, u)(x) = bε(x, t, u(x)) and obtain the continuity (2.Ba) simply from
the continuity of bε(x, ·, ·) and 2r ≤ q. The energy control (2.Bb) follows from (4.2e) and
the second condition in (4.3). Thus, all the abstract assumptions of Theorem 2.5 are
established, and Proposition 4.1 is established.
4.2 The homogenization result
We want to apply the evolutionary Γ -convergence of Section 3 for homogenization, i.e. we
assume that the x-dependence of Aε, F ε, and bε is of oscillatory type, namely
Aε(x, u) = A(1εx, u), F
ε(x, u, U) = F(1εx, u, U), b
ε(x, t, u) = B(1εx, u), (4.5)
where the functions A, F, and B are assumed to be 1-periodic in all directions, i.e.
G(y+k) = G(y) for all y ∈ Rd and k ∈ Zd.
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For the quadratic dissipation potentials Ψ εu we have the following Γ -convergences:
(εn, un)→ (0, u) ∈ R×L
2(Ω;Rn) =⇒
(
Ψ εnun
Γ
⇀ Ψharmu and Ψ
εn
un
Γ
−→ Ψ averu
)
, (4.6)
where the harmonic-mean functional Ψharmu and the average functional Ψ
aver
u are defined
via
Ψharmu (v) =
∫
Ω
1
2
〈Aharm(u(x))v(x), v(x)〉dx with Aharm(u)−1 =
∫
(0,1)d
A(y, u)−1dy,
Ψ averu (v) =
∫
Ω
1
2
〈Aaver(u(x))v(x), v(x)〉dx with Aaver(u) =
∫
(0,1)d
A(y, u)dy.
The strong Γ -convergence Ψ εnun
Γ
−→ Ψ averu follows simply from the pointwise convergence
Ψ εnun(v)→ Ψ
aver
u (v) for all v and the equi-Lipschitz continuity. The weak Γ -convergence
Ψ εnun
Γ
⇀ Ψ averu follows by (2.1) and Legendre-Fenchel transform as Ψ
ε,∗
u is given in terms
of (Aε)−1, see also [Bra02, Exa. 2.36].
In particular, we see thatMosco convergence only holds for the case that the harmonic
and the arithmetic mean are equal, which means that A(y, u) has to be independent of y.
For the energy functional Eε we can rely on the general theory of homogenization as
surveyed in [Bra06]. Using the uniform coercivity (4.4) we obtain weak Γ -convergence
in W1,p(Ω;RI) and, by the compact embedding, strong Γ -convergence in V = L2(Ω;RI)
towards the limit
E0(u) =
∫
Ω
F hom(u(x),∇u(x))dx with
F hom(u, U) := min
{ ∫
(0,1)d
F(y, u, U+∇Φ(y))dy
∣∣∣∣ Φ ∈W1,pper((0, 1)d;RI) },
see [Bra06, Thm. 5.1, pp. 135]. Of course, E0 : V → [0,∞] is a again a convex and lower
semicontinuous functional. Finally, setting
B0(t, u) : x 7→ baver(t, u(x)) with baver(t, u) =
∫
(0,1)d
B(y, u)dy
we obtain the desired convergence Bεn(tn, un) → B0(t, u) if (εn, tn, un) → (0, t, u) in
[0, 1]×[0, T ]×V .
Hence, we see that Theorem 3.1, which is the main result on evolutionary Γ -convergence,
is only applicable if we have the Mosco convergence Ψ εkuk
M
−→ Ψ 0u , which means Ψ
harm
u =
Ψ averu . Thus, we need to assume that A(y, u) does not depend on the microscopic period-
icity variable y ∈ Rd/Zd . In summary we obtain the following result.
Theorem 4.2 (Homogenization I). Consider the perturbed gradient system PGε = (L2(Ω;RI), Eε, Ψ ε, bε)
be given as above. Assume that (4.2) holds and that (4.5) holds with A independent of
the variable y = 1εx, the we have evolutionary Γ -convergence in the sense of Theorem
3.1 to the perturbed gradient system (L2(Ω;RI), E0, Ψ aver, baver), i.e. solutions uε of the
reaction-diffusion system (4.1) converge to solutions of the homogenized system
Aaver(u)∂tu = div
(
∂∇uF
hom(u,∇u)
)
− ∂uF
hom(u,∇u) + baver(t, u) in Ω,
0 = ∂∇uF
hom(u,∇u)ν on ∂Ω. (4.7)
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The case where A(y, u) depends on y ∈ Rd//Zd is more difficult. Under additional
assumptions we will be able to use the improved theory developed in Corollary 3.3, as
we can use Ψ εkuk
Γ
−→ Ψ averu , which gives assumption (3.14b). However, we need to establish
the uniform continuity (3.14a). For this we note that Gε(uj) ≤ R implies ‖uj‖W1,p ≤ CR.
Now, assuming p > d we first observe ‖uj‖L∞ ≤ C˜R < ∞, and a Gagliardo-Nirenberg
estimate yields
‖u1−u2‖L∞ ≤ CGN‖u1−u2‖
θ
L2‖u1−u2‖
1−θ
W1,p ≤ CGN(2CR)
1−θ‖u1−u2‖
θ
L2.
Now assuming the uniform continuity
∀ ρ > 0 ∃ modulus of contin.ωρ ∀ y ∈ (0, 1)
d ∀uj ∈ Bρ(0) ⊂ R
I :∣∣∣A(y, u1)− A(y, u2)∣∣∣ ≤ ωρ(|u1−u2|), (4.8)
we can estimate the difference Ψ εu1(v)−Ψ
ε
u2
(v) of the dissipation potentials pointwise under
the integral and obtain
∀uj ∈ V with G
ε(uj) ≤ R :
∣∣∣Ψ εu1(v)− Ψ εu2(v)∣∣∣ ≤ ωĈR(CGN(2CR)1−θ‖u1−u2‖θL2)‖v‖2L2.
This is exactly the desired uniform continuity (3.14a). Thus, Corollary 3.3 is applicable
under the additional assumption that p > d and that (4.8) holds, which gives our second
homogenization result, where A now may depend periodically on y = 1εx.
Theorem 4.3 (Homogenization II). Consider the perturbed gradient systems (L2(Ω;RI), Eε, Ψ ε, bε)
given as above. Assume that (4.2) holds with p > d and that (4.5) together with (4.8).
Then all the conclusions of Theorem 4.2 remain true.
Indeed, we conjecture that these two additional conditions (either A independent of
y = 1εx or (4.8)) are not really necessary. Using two-scale unfolding as in [MRT14,
Rei16, Rei17] and a suitable version of Ioffe’s theorem it should be possible to prove the
fundamental liminf estimate∫ T
0
Ψ averu(t) (u
′(t))dt ≤ lim inf
k→∞
∫ T
0
Ψ εkuεk (t)
(u′εk(t))dt
in much more general cases.
A Appendix
In this section, we provide some tools on parametrized Young measures which we made
use in the last section. First, we give some notions related to Young measures and which
was originally introduced by Balder [Bal84].
In the following, let V be a reflexive (separable) Banach space. In fact, we employed
the following results to the separable and reflexive Banach space V = V × V ∗ × R
endowed with the product topology. Further, let for an interval L(0,T ) be the Lebesgue
σ-algebra of (0, T ) and let B(V) be the Borel σ-algebra of V.
Then, we say that a L(0,T )⊗B(V)-measurable function H(0, T )×V → (−∞,+∞] is a
weakly-normal integrand if for almost every t ∈ (0, T ) the map w 7→ H(t, w) is sequentially
lower semicontinuous with respect to the weak topology of V.
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Furthermore, we denote by M (0, T ;V) the set of all L(0,T )-measurable functions y :
(0, T ) → V. Then, a sequence (wn)n∈N ⊂ M (0, T ;V) is said to be weakly-tight if there
exists a weakly-normal integrand H : (0, T ) × V → (−∞,+∞] such that the map w 7→
H(t, w) has weakly compact sublevels in V for a.a. t ∈ (0, T ), and there holds
sup
n∈N
∫ T
0
H(t, wn(t))dr < +∞. (A.1)
Finally, a family µ = (µt)t∈(0,T ) of Borel probability measures on V is called Young
measure if on (0, T ) the map t 7→ µt(B) is L(0,T )-measurable for all B ∈ B(V). With
Y (0, T ;V) we denote the set of all Young measures in V.
Theorem A.1. Let Hn,H : (0, T ) × V → (−∞,+∞] be for all n ∈ N weakly normal
integrand such that for all w ∈ V and for almost every t ∈ (0, T ) we have
H(t, w) ≤ inf{lim inf
n→∞
Hn(t, wn) | wn ⇀ w in V}. (A.2)
Let (wn)n∈N ⊂ M (0, T ;V) be a weakly-tight sequence. Then, there exists a subsequence
(wnk)k∈N and a Young measure µ = (µt)t∈(0,T ) such that for almost every t ∈ (0, T ) we
have
sppt(µt) ⊂ Li(t) :=
∞⋂
p=1
closweak
(
{wnk(t) | k ≥ p}
)
, (A.3)
i.e. µt is concentrated on the set of all limit points of the sequence (wnk(t))k∈N with respect
to the weak topology W of V, where A
W
denotes the weak closure of a subset A ⊂ V, and if
the sequence t 7→ H−n (t, wnk(t)) := max{−Hn(t, wnk(t)), 0} is uniformly integrable, there
holds ∫ T
0
∫
V
H(t, w)dµt(w)dt ≤ lim inf
k→
∫ T
0
Hnk(t, wnk(t))dt. (A.4)
Proof. This is shown in Stefanelli [Ste08, Thm. 4.3, pp. 1626].
As corollary of the previous theorem, we have the so-called Fundamental Theorem for
weak topologies which provides a characterization of weak limits by Young-measures.
Theorem A.2. (Fundamental Theorem for weak topologies)
Let 1 ≤ p ≤ ∞ and let (wn)n∈N ⊂ L
p(0, T ;V) be a bounded sequence. If p = 1, we
suppose further that (wn)n∈N is uniformly integrable in L
1(0, T ;V). Then, there exists a
subsequence (wnk)k∈N and a Young measure µ = (µt)t∈(0,T ) ∈ Y (0, T ;V) such that for
almost every t ∈ (0, T ) relation (A.3) holds and, setting
w(t) :=
∫
V
w dµt(w) a.a. t ∈ (0, T ). (A.5)
there holds
wnk ⇀ w in L
p(0, T ;V) as k →∞, (A.6)
with ⇀ replaced by ⇀∗ if p =∞.
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Lemma A.3. Let the perturbed gradient system (V, E , Ψ, B) satisfy the Assumptions (2.E),
(2.Ψ), and (2.B) and let u ∈ AC(0, T ;V) be an absolutely continuous curve such that
∂Et(u(t)) 6= ∅ for a.a. t ∈ (0, T ), and sup
t∈(0,T )
Et(u(t)) < +∞. (A.7)
Furthermore, let µ = (µt)t∈(0,T ) ∈ Y (0, T ;V) be a Young measure such that∫ T
0
∫
V×V ∗×R
(
Ψu(t)(v) + Ψ
∗
u(t)(B(t, u(t))− ζ)
)
dµt(v, ζ, p)dt < +∞, (A.8)
u′(t) =
∫
V×V ∗×R
vdµt(v, ζ, p) for a.a. t ∈ (0, T ),
and for almost all t ∈ (0, T ) for all (v, ζ, p) ∈ supp(µt) there holds ζ ∈ ∂Et(u(t)) and
p ≤ ∂tEt(u(t)). Then,
the map t 7→ Et(u(t)) is absolutely continuous on (0, T ), and
d
dt
Et(u(t)) ≥
∫
V×V ∗×R
(〈u′(t), ζ〉+ p)dµt(v, ζ, p) for a.a. t ∈ (0, T ).
(A.9)
Proof. This can be proven in exactly the same manner as in [MRS13, Prop.B.1, pp. 305].
Lemma A.4. (Measurable selection) Let the perturbed gradient system (V, E , Ψ, B) sat-
isfy the Assumptions (2.E), (2.Ψ), and (2.B). Furthermore, let u ∈ AC([0, T ];V ) be an
absolutely continuous curve complying with (A.7), and suppose that the set
S(t, u(t), u′(t)) := {(ζ, p) ∈ V ∗ × R | ζ ∈ ∂Et(u(t)) ∩ (B(t, u(t))− ∂Ψu(t)(u
′(t)),
p ≤ ∂tEt(u(t))} is non-empty for all t ∈ (0, T ). (A.10)
Then, there exists measurable functions ξ : (0, T )→ V ∗, p : (0, T )→ R such that
(ξ(t), p(t)) ∈ argmin{Ψ ∗u(t)(B(t, u(t))− ζ)− p | (ζ, p) ∈ S(t, u(t), u
′(t))} (A.11)
for a.a. t ∈ (0, T ).
Proof. Like the previous result, this can also be proven in the same way as [MRS13,
Lem.B.2, pp. 307].
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