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Massive stars are the drivers of star formation and galactic dynamics due to their
relatively short lives and explosive demises, thus impacting all of astrophysics.
Since they are so impactful on their environments, through their winds on the
main sequence and their ultimate supernovae, it is crucial to understand how
they evolve. Recent photometric observations with space-based platforms such
as CoRoT, K2, and now TESS have permitted access to their interior dynamics
through asteroseismology, while ground-based spectropolarimetric measurements
such as those of ESPaDOnS have given us a glimpse at their surface magnetic
fields. The dynamics of massive stars involve a vast range of scales. Extant
methods can either capture the long-term structural evolution or the short-term
dynamics such as convection, magnetic dynamos, and waves due to computational
costs. Thus, many mysteries remain regarding the impact of such dynamics on
stellar evolution, but they can have strong implications both for how they evolve
and what they leave behind when they die. Some of these dynamics including
rotation, tides, and magnetic fields have been addressed in recent work, which is
reviewed in this paper.
1 Introduction
Massive stars live fast and die young. Because of this fast lifecycle, massive stars
have been the primary drivers of galactic evolution and to some degree cosmological
evolution from the the epoch of reionization and the formation of the first stars.
During the main sequence, where stars spend most of their lives burning hydrogen
in their cores, the strong winds of these hot stars impact their local environment
and any stellar companions that may have formed nearby. When these stars die in
a brilliant supernova, their angular momentum, magnetic fields, and heavy-element
laden ionized ashes are redispersed into the local medium (e.g., Maeder, 2009; Langer,
2012). This eventually leads to an enrichment of galaxy in elemental abundances
and triggers new episodes of star formation, although with a modified abundance
distribution that impacts the nature of the stars that form. But the precise statistical
behavior of this process is an important open question in galactic dynamics and
cosmological evolution (e.g., Nomoto et al., 2013; Krumholz & Federrath, 2019),
one that future studies can help to address. Moreover, those explosive events, often
leave behind a remnant: a white dwarf for lower mass stars, a neutron star for
intermediate mass stars, and black holes for the more massive stars, whereas some
of the most massive stars may completely disintegrate in a titanic pair-instability
driven explosion (e.g., Woosley et al., 2007; Groh et al., 2013). Indeed, one of the
mysteries of these objects is why only a fraction of these white dwarf and neutron
star remnants have extremal surface magnetic fields, whereas the remaining fraction
have comparatively weak magnetic fields (e.g., Donati & Landstreet, 2009; Mo¨sta
et al., 2015; Kaspi & Beloborodov, 2017).
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Figure 4. (Colour online) This sketch summarizes the new context of intermediate-mass mag-
netism set by the recent discoveries of the lower bound of Ap magnetism, the magnetic desert
in longitudinal field BL and the Vega-like magnetism.
been found in 70 % of the A-type Kepler stars, as expected in the presence of starspots
or other magnetic corotating features.
4. On the origin of the magnetic dichotomy
The sketch of Fig. 4 illustrates the dichotomy between the Ap/Bp-like and Vega-like
magnetic fields of intermediate-mass stars. One can think of two different ways to explain
this dichotomy : the first one is to assume that the two types of magnetic fields have
different properties because they have been generated by two different processes. Another
possibility is that the observed fields have a common origin but during the evolution their
magnetic field distribution split into two distinct families of low and high longitudinal
fields.
Braithwaite & Cantiello (2013) proposed that Vega-like stars are ”failed fossil” mag-
netic stars meaning that their field, produced during star formation, is still decaying
thus not truly fossil. Accordingly, the helicity of the initial field configuration must be
low enough to evolve towards a sub-gauss field amplitude at the age of Vega. By con-
trast, the initial helicity of Ap/Bp-like magnetic stars has to be very high to produce in a
relatively short time the observed fossil-like Ap/Bp magnetism. Braithwaite & Cantiello
(2013) thus argue that two distinct generation mechanisms must be invoked to explain
these very different initial helicities. To account for Ap/Bp stars, they follow Ferrario
et al. (2009) and Tutukov& Fedorova (2010) who assume that these stars result from
the merging of close binaries, their strong fields being produced by a powerful dynamo
during the merging phase.
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Fig. 1: (a) The magnetic desert, no detections of stars with magnetic fields between about
1G and 100 G (Lig ie`res et a ., 2014). (b) Distribution of stars with detected magnetic
field by st ll r type (Wade e al., 2014). (c) Simulations of relaxed magnetic fields for
a nearly uniform initial magnetic field amplitude (Braithwaite, 2008) and a similar obser-
vation (Kochukh v et al., 2011). (d) Similar to (c) but for a more centrally concentrated
initial condition, with corresponding observation (Kochukhov et al., 2013).
Throughout the evolution of massive stars, there are processes that can build in-
ternal magnetic fields and transport angular momentum and chemical species (e.g.,
Maeder, 2009; Mathis, 2013). The rotation and magnetic fields of these stars drasti-
cally impact both their evolution through modified convective, transport processes,
and mass loss and their environment through the strong winds associated with that
mass loss and their tidal interactions with any companions (e.g., Ogilvie, 2014; Smith,
2014). Since these dynamical processes affect the long-term evolution of such stars,
they must be modeled with high fidelity in order to properly capture their impact
on many other astrophysical processes. Observationally calibrating these models
is possible given the recent revolution in our knowledge of stellar dynamics pro-
vided by the seismology of the interiors of the Sun and of stars (with SDO, CoRoT,
Kepler, K2, TESS, and BRITE) and through the ground-based spectropolarimetry
that characterizes stellar surface magnetic fields (ESPaDOnS/CFHT, Narval/TBL,
HARPSpol/ESO).
Magnetism Spectropolarimetric campaigns by consortia such as MiMeS (Magnetism
in Massive Stars) and BOB (B Fields in OB Stars) and LIFE (Large Impact of
magnetic Fields on the Evolution of hot stars) have been directed toward measuring
magnetic fields on the surfaces of massive stars, some using Zeeman Doppler imaging
techniques. They report that only about 7% of O and B-type stars exhibit large-scale
surface magnetic fields (See Figure 1; e.g., Donati & Landstreet, 2009; Wade et al.,
2014; Fossati et al., 2015, 2016). As for interior magnetic fields, strong magnetic
fields have potentially been detected deep in the cores of these stars through the
suppression of dipolar mixed oscillatory modes (Fuller et al., 2015; Stello et al.,
2016). Such depressed modes are seen in those stars that had a convective core
during the main sequence, suggesting that they were indeed running a convective
core dynamo. Additionally, an asteroseismic method for detecting general magnetic
field configurations in the interiors of rapidly rotating stars has been developed for
gravity waves and applied to Kepler stars to ascertain if the frequency shifts can be
detected (Prat et al., 2019), and for perturbative rotation and magnetic fields for
general stellar waves in Augustson & Mathis (2018). Hence, the tools are in hand to
assess data from ongoing and upcoming ground-based and space-based observational
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(we chose this specific model to reproduce the conditions of
Vega, a well-known A-type star). Using the numbers at the
location in each layer of peak convective energy density rv 2c2 ,
we find Ra≈ 102, 103, and 107 in the HCZ, He ICZ, and
He IICZ, respectively. The reason for the difference in Ra
between the layers is largely a consequence of the density: at
lower density, the mean free path of the photons, which carry
both heat and momentum, is greater, and both thermal and
kinetic diffusivity are higher. Indeed, at the photosphere, the
mean free path is comparable to the scale height. In addition,
the scale height used in the numerator in Equation (4) is smaller
closer to the surface.
It is not well understood how stellar convection should look
at low Rayleigh numbers; there should perhaps be some kind of
viscous, nonturbulent motion, similar to what is observed in
laboratory experiments. Another uncertainty is our limited
inability to predict the temperature gradient and convective
velocities accurately; we currently use MLT. Although standard
in stellar evolution modeling, we see from laboratory experi-
ments and numerical simulations, as well as the experience of
glider pilots, that MLT is based on an inaccurate physical
picture. In reality, rising and falling fluid parcels move past each
other rather than mixing, surviving over many scale heights;
heating and cooling at the boundaries is crucial (see, e.g.,
Öpik 1950 for an attempt to capture the horizontal exchange of
matter between up- and downstreams in a 1D theory). We use
the standard MLT in our modeling; the numbers should
therefore be treated as the result of a dimensional analysis,
and their dependence on the mixing length free parameter aMLT
should neither worry nor surprise us. In the literature, a number
of works have attempted to simulate these convective regions
using multidimensional hydro simulations, although mostly for
cool A stars with surface temperatures below 8500 K (see, e.g.,
Kupka & Montgomery 2002; Trampedach 2004; Kochukhov
et al. 2007; Freytag et al. 2012; Kupka & Muthsam 2017). For
Figure 2. Normalized radial extension of core, surface, and subsurface convection zones for stars in the mass range 0.9–25 M:. The models are extracted during the
main sequence when the mass fraction of H at the stellar center is 0.5. The convective regions are associated with the ionization of H, He (He I and He II), and iron-
peak elements (Fe). The stellar surface r/R*=1 is defined as the location corresponding to optical depth τ=2/3.
Figure 3. Number of main-sequence envelope convection regions in stars
between 1.5 and 15 M: on the HR diagram. Different colors show the number
of coexisting convective regions present in the stellar outer layers. The type of
convection zones is annotated on the plot. The black outline shows models
where convection is present at the stellar surface.
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Vini = 350 km/s
Vini = 250 km/s
Vini = 0 km/s
1.5 HP
Fig. 4. Convective velocity in the FeCZ as function of radial distance
from the stellar surface. The dotted line corresponds to a non-rotating
20 M⊙ model at Z = 0.02, while the dashed and solid lines refer to the
same model rotating at birth with 250 km s−1 and 350 km s−1 respec-
tively. The values correspond to models having the same effective tem-
perature (log T = 4.339) and very similar luminosity (log L/L⊙ = 5.04
for the non-rotating model and log L/L⊙ = 5.03 for the rotating ones).
The gray band shows the upper 1.5 pressure scale heights of the FeCZ,
which is the region considered for the computati n of ⟨3c⟩, cf. Eq. (6).
Convective velocities in the He convection zone are much lower than
1 km s−1 and are not visible in this plot.
small scale or large scale clumping in massive star winds, mag-
netic fi lds, and on-r di l pulsations could b rel ted to sub-
surface convection. For each point, we fir t briefly disc s the
theoretical motivation, nd then th correspo ding observation l
evidence.
4.1. Microturbulence
4.1.1. Theoretical considerations
The convective cells in the upper part of a convection zone excite
acoustic and gravity waves that propagate outward. The genera-
tion of sound waves by turbulent motions was first discussed by
Lighthill (1952) and extended to a stratified atmosphere by Stein
(1967) and Goldreich & Kumar (1990). In a stratified medium,
gravity acts as a restoring force and allows the excitation of grav-
ity waves. For both acoustic and gravity waves, the most impor-
tant parameter determining the emitted kinetic energy flux is the
velocity of the convective motions. This is why, in the follow-
ing, we use the average convective velocity ⟨3c⟩ as the crucial
parameter determining the efficiency of sub-surface convection.
Goldreich & Kumar (1990) showed that convection excites
acoustic and gravity waves, resulting in maximum emission for
those waves with horizontal wave vector kh ∼ 1/HP,c and angular
frequency ω ∼ 3c/HP,c, where now 3c and HP,c are evaluated at
the top of the convective region. They calculated that the amount
of convective kinetic energy flux going into acoustic and gravity
waves is
Fac ∼ FcM15/2c , (7)
and
Fg ∼ FcMc, (8)
respectively, where we take Fc ∼ ρc⟨3c⟩3 and Mc is the Mach
number in the upper part of the convective region. Since con-
vection in our models is subsonic, gravity waves are expected
Envelope convective zone
Radiative Layer
Radiative Layer
Stellar surface
Clumps
Acoustic and gravity waves
Microturbulence
Convective Zone
Buoyant magnetic flux tubes
Fig. 5. Schematic representation of the physical processes connected to
sub-surface convection. Acoustic and gravity waves emitted in the con-
vective zone travel through the radiative layer and reach the surface, in-
ducing density and velocity fluctuations. In this picture microturbulence
and clumping at the base of the wind are a consequence of the presence
of sub-surface convection. Buoyant magnetic flux tubes produced in the
convection zone could rise to the stellar surface.
to ext act more energy from the convective region than acoustic
waves. These gravity waves can then propagate outward, reach
the surface and induce observable density and velocity fluctua-
tions (Fig. 5).
The Brunt-Vaisäla frequency in the radiative layer above
the FeCZ is about mHz. Molecular viscosity can only damp
th highest frequencies, while wavelengths that will be reso-
na t with the scale length of the line forming region should
not be affected (see e.g. Lighthill 1967). This is the case for
the gravity waves stochastically excited by convective motions:
they can easily propagate through the sub-surface radiative layer,
steepening and becoming dissipative only in the region of line
formation.
Again, multi-dimensional hydrodynamic simulations would
be the best way to compute the energy loss of these waves during
their propagation through the radiatively stable envelope above
the FeCZ, but this is beyond what we can presently do. We can,
however, obtain an upper limit to the expected velocity ampli-
tudes at the stellar surface, where we only consider the energy
transport through gravity waves. The kinetic energy per unit vol-
ume associated with the surface velocity fluctuations Es must
be comparable to or lower than the kinetic energy density as-
sociated with the waves near the sub-surface convection zone,
Eg ∼ Mc ρc ⟨3c⟩2, or
Eg
Es
∼ Mc
(
ρc
ρs
) ( ⟨3c⟩
3s
)2
≥ 1, (9)
where ρc is the density at the top of the convective region and ρs
is the surface density, and 3s is the surface velocity amplitude. In
this ratio we only consider energy density since the volume of
the line forming region is comparable to the volume of the upper
part of the convective zone. Therefore, we expect
3s ≤ ⟨3c⟩
√
Mc
ρc
ρs
· (10)
In our models with well developed FeCZs,
√
Mc ρc/ρs ≃ 1 (or-
der of magnitude), and thus 3s and ⟨3c⟩ should be on the same
order of magnitude. It is difficult to estimate the typical corre-
lation length of the induced velocity field at the stellar surface,
but a plausible assumption is that it is about one photospheric
pressure scale height, HP,s, given the proximity of the FeCZ to
Fig. 2: Left: Normalized radial extent of t e core, surface, and subsurface convective zones
for stars between 0.9 and 25M, corresponding to the main sequen e structure of t ese
stars. The convective r gions ar associ ted with the ionization of H, HeI, HeII, and the
iron group elements Fe. The stellar surface r/R∗ is defined as the location where the
optical depth τ = 2/3 (Cantiello & Brai hwait , 2019). Right: A sketch of the iron-bump
convection zone, showing a local box in t e spherical domain with a portion of the inner
radiative zone, FeCZ, an outer radiative photosphere where waves are excited and observed
as macroturbulence (Canti llo et al., 2009).
campaigns for the internal structure and agnetic fields of stars. However, both
the processes that lead to trong gular momentum transport and to convective
dynamos remai difficult to universally parameterize so as to explain the observed
properties and the secular evolution of assive stars.
Convection Throughout the evolution of massive stars, convection has profound ef-
fects on both their stellar structure and n what we observe at the surface. In
main-sequence massive stars, the photosphere is in a stably-stratified region where
radiation dominates the heat transport and convective motions are absent. Yet ob-
servations show significant motions of unknown origin called macroturbulence at the
stellar photosphere, with typically supers nic velocities of 20−60 km s−1 (Sundqvist
et al., 2013). A possible source of it may be a detached convection zone located well
b low the photosp ere, where ir n has a local maximum in its opacity (e.g., Cantiello
& Braithwaite, 2011, 2019; Nagayama et al., 2019). These iron-bump convection
zones host nearly sonic compr ssive convection, driving waves in the overlying re-
gion (see Figure 2). However, there is a curious targe called “Dash-2.” This star is
an outlier among the observed massive stars with a obse ve macroturbulence of
only 2.2 km s−1. It also has the strongest observed surface magnetic field of these
stars, with a surface field of approximately 20 kG, versus typical field strengths of
kG (Sundqvist et al., 2013). Dash-2’s surface magnetic fields are strong enough
that they rival the thermodynamic pressure in the iron-bump convection zone, po-
tentially quenching the convection and thus the surface waves in Dash-2. In the
other stars of Sundqvist et al. (2013), the fields are too weak relative to the thermo-
dynamic pressure. He ce, one puzzle to solve is the origin of macro urbulence and
its link to near-surface convection and the influence of magnetism. The iron-bump
convection zone is however only one of the convective regions, the deeper convec-
tion zone and the seat of a global-scale dynamo is the convective core. This core
convection will drive internal waves and interact with the fossil magnetic field (e.g.,
Featherstone et al., 2009; Augustson et al., 2016). Such dynamo action will have
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Fig. 3: (a) A Dedalus simulation of fully compressive convection below a stable region,
reminiscent of both a convective core and the iron-bump convection zone, showing the
convective region, penetration into the stable region, and the excited waves in the stable
region as rendered in entropy fluctuations with cool regions in dark tones and warm regions
in light tones (Courtesy of B. Brown). (b) Radial velocity of waves excited by a convective
core in a 3D simulation of a 15 M star, showing a displacement proportional to the wave
amplitude (Andre´, 2019). (c) An equatorial cut through the computational domain of the
15 M star, showing the filtered extraction of waves at two frequencies (Andre´, 2019).
impacts later in the evolution of the star as the internal structure of the star freezes
the dynamo-generated field into a larger stable region, adding to the extant fossil
field there.
Convective Penetration Convective flows cause mixing not only in regions of supera-
diabatic temperature gradients but in neighboring subadiabatic regions as well (see
Figure 3(a)), as motions from the convective region contain sufficient inertia to ex-
tend into those regions before being buoyantly braked or turbulently eroded (e.g.,
Augustson & Mathis, 2019; Korre et al., 2019). Thus, convective penetration and
turbulence softens the transition between convectively stable and unstable regions,
with the consequence being that the differential rotation, opacity, compositional
and thermodynamic gradients are modified (e.g., Augustson et al., 2013; Brun et al.,
2017; Pratt et al., 2017), while compositional gradients can drive further mixing
(e.g., Garaud, 2018; Sengupta & Garaud, 2018). Such processes have an asteroseis-
mic signature as has been observed in massive stars as well as lower mass stars (e.g.,
Aerts et al., 2003; Neiner et al., 2012, 2013; Moravveji et al., 2016; Pedersen et al.,
2018). Indeed, the waves shown in Figure 3(b) and (c) depict the self-consistent
amplitude of waves excited by convection in the core. In stars with a convective
core, convective penetration can lead to a greater amount of time spent on stable
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A&A 560, A29 (2013)
Fig. 15. Comparison of the cumulative distributions of projected rota-
tional velocities of our work (VFTS-O sample – purple), Penny & Gies
(blue), Huang & Gies (green), and the VFTS-B sample of Dufton et al.
(2013) (red).
The KP tests indicate that the Penny &Gies and VFTS B-star
distributions are statistically di↵erent, with a confidence level
better than 1%, while the Huang & Gies distribution marginally
agrees with our O-star distribution (p ⇠ 11%). That Penny &
Gies do not correct for macro-turbulence is a straightforward
explanation for the absence of slow rotators in their sample. The
other three distributions agree well with respect to the fraction
of extremely slow rotators. The fraction of VFTS O- and B-stars
below our 3e sin i resolution limit (see Sect. 3.6), for instance, is
roughly similar.
The distribution of 3e sin i of the Penny & Gies sample peaks
at the same projected rotational velocity as in our distribution.
The lack of stars spinning faster than 300 km s 1 in their sample
is intriguing, but may result from a selection e↵ect. Indeed the
FUSE archives may not be representative of the population of
fast rotators in the LMC, as individual observing programs may
have focused on stars most suitable for their respective science
aims, possibly excluding fast rotators as these are notoriously
di cult to analyze.
The similarities between the O-star distribution in 30 Dor
and the distribution of late-O and early-B Galactic stars of
Huang & Gies suggests a limited influence of metallicity. This is
consistent with our expectation that stellar winds do not play a
significant role in shaping the rotational velocity distributions in
both samples, because they are dominated by stars less massive
than 40 M .
The di↵erences with the VFTS B-star sample are striking
and lack a straightforward explanation. The B-type stars show a
bimodal population of very slow rotators and fast rotators, with
few stars rotating at rates that are typical of the low-velocity peak
seen in the VFTS O-type stars. We return to this issue in Sect. 5.
4.5. Analytical representation of the 3e distribution
The size of our sample is large enough to investigate the dis-
tribution of intrinsic rotational velocities. By assuming that the
rotation axes are randomly distributed, we infer the probability
density function of the rotational velocity distribution P(3e) from
Fig. 16. Observed 3e sin i and Lucy-deconvolved 3e distributions. The
dot-dashed line shows the estimates, after 4 iterations in the Lucy-
deconvolution, of the probability density function for the projected rota-
tional velocity distribution. The solid line shows the probability density
function of the actual rotational velocities.
that of 3e sin i. We adopt the iterative procedure of Lucy (1974),
as applied in Paper X for the B-type stars in the VFTS, to esti-
mate the pdf of the projected rotational velocity P(3e sin i) and of
the corresponding deprojected pdf velocity P(3e). As expected,
P(3e) moves to higher velocities compared to P(3e sin i) due to
the e↵ect of inclination. At 3e   300 km s 1, P(3e) presents small
scale fluctuations that probably result from small numbers in the
observed distribution. The two extremely fast rotators at 3e sin i ⇠>
600 km s 1 are excluded from the deconvolution for numerical
stability reasons.
We can approximate the deconvolved rotational velocity dis-
tribution well by an analytical function with two components.
We use a gamma distribution for the low-velocity peak and a
normal distribution to model the high-velocity contribution:
P(ve) ⇡ I  g(ve;↵,  ) + IN N(ve; µ, 2) (1)
where
g(x;↵,  ) =
 ↵
 (↵)
x↵ 1e  x, (2)
N
⇣
x; µ, 2
⌘
=
1p
2⇡ 
e (x µ)
2/2 2 , (3)
and I  and IN are the relative contributions of both distributions
to P(ve). The best representation, shown in Fig. 17, is obtained
for
P(ve) ⇡ 0.43 g (↵ = 4.82,   = 1/25)
+ 0.67N
✓
µ = 205 km s 1, 2 =
⇣
190 km s 1
⌘2◆
. (4)
The function is normalized to 0.99 to allow for including of an
additional 1% component to represent the two extremely fast ro-
tators in our sample. One should note that the reliability of the fit
function is limited by the sample size at extreme rotational ve-
locities. This analytical representation of the intrinsic rotational
velocity distribution may be valuable in stellar population syn-
thesis models that account for rotational velocity distributions.
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Fig. 8. Histogram of observed normalised ve sin i distribution binned
to 40 km s−1. Also shown are the estimates after 4 iterations of the
probability densities for the projected rotational velocity distribution,
P(ve sin i) ( ˜φ4 in Lucy’s notation – dot-dashed line) and for the rota-
tional velocity, P(ve) (ψ4 in Lucy’s notation– solid line).
smaller scale structure. Also listed in this table is the cumula-
tive distribution function (cdf) corresponding to this best esti-
mate nd because this is truncated at ve ≤ 600 km s−1, it does not
reach unity. We recommend that:
1. either the range up to the critical velocity is populated
2. or that the cdf and estimate of P(ve) are renormalised
depending on the nature of the application.
All the de-convolutions show a double peak in the equa-
torial v lo ity distributio consiste t with that observed in the
projected rotational velocity distribution. Approximately one
quarter of the sample have a rotational velocity of less than
100 km s−1 and there appears to be another peak 250–300 km s−1
although this is complicated by the varying degree of small scale
structure found in the different de-convolutions.
We have attempted to fit the de-convolved distribution us-
ing analytical functi ns. Initially two Gaussian profiles were
adopted but these were found to give a relatively poor fit to our
estimated distribution. Two Maxwellian functions as discussed
by Zorec & Royer (2012) were also considered but would not
have reproduced the significant value of P(ve) as ve → 0. We
therefore r commend that either the v lues listed in Table 6
or analyti al fits appropriate to the specific applications are
adopted.
The most distinctive feature of the ve sin i distribution is its
bi-modal nature, which is also present in the estimation of the
rotational velocity distribution, illustrated in Fig. 8. Although
our sample contains approximately 300 targets, it will still be
subject to significant random sampling errors due to its finite
size. In Fig. 3, the population of the two 40 km s−1 bins with
the lowest projected rotational velocities have values of approx-
imately 40 corresponding o a estimate standard erro of ap-
proximately 6. Hence even decreasing the populations of both
these bins by twice this estimated error (note that if these bins
had been overpopulated our estimate of the standard error would
also be too high) would not remove this bi-modal behaviour.
Additionally Kolmogorov-Smirnov tests using uni-modal distri-
butions (for example a single Gaussian fit to our estimated rota-
tional velocity distribution) lead to very small probabilities that
they were the parent populations. Hence we conclude that the
projected rotational velocity distribution (and hence the under-
lying rotational velocity distribution) is bi-modal, although we
Table 6. Estimates of the probability density of the rotational velocity,
P(ve), and its cumulative distribution function, cdf.
ve P(ve)×103 cdf
0 2.20 0
20 2.40 0.046
40 2.45 0.094
60 2.55 0.144
80 2.25 0.192
100 1.40 0.239
120 1.00 0.253
140 0.75 0.270
160 1.05 0.288
180 2.40 0.322
200 3.00 0.377
220 2.85 0.435
240 2.75 0.492
260 2.90 0.548
280 3.20 0.609
300 3.30 0.674
320 3.20 0.739
340 2.50 0.796
360 2.00 0.841
380 1.80 0.879
400 1.50 0.912
420 1.10 0.938
440 0.75 0.956
460 0.70 0.971
480 0.50 0.983
500 0.21 0.990
520 0.09 0.993
540 0.08 0.995
560 0.06 0.996
580 0.04 0.997
accept that our sample size limits the information on the struc-
ture of the two components.
In Sect. 3.5, we discussed the projected rotational veloci-
ties in two other LMC samples. Those of Hunter et al. (2008b)
showed some evidence for a bimodal distribution but that of
Martayan et al. (2006) appeared unimodal. However given the
differences in the samples in terms of age, fraction of field stars
and undetected binaries, we do not consider this discrepancy to
be significant.
5. Origin of bi-modal distribution
The bi-modal distribution of rotational velocities implies that
our stellar sample is composed of, at least, two different com-
ponents. Which physical processes lead to the existence of these
two components? Why do most B-type main sequence stars ro-
tate fast, while about a quarter or so rotate slowly? Whatever the
answers to these questions, they are not contained in the standard
evolutionary theories of single stars, which predicts only small
changes of the sur ace rotationa velocity duri g core hydrogen
burning (see, for example, Brott et al. 2011).
The two components, which we find, could either corre-
spond to different ages, different star formation conditions, or
emerge as a consequence of differences in the evolution of stars
(e.g., in close binaries). We emphasize again that age differences
can only lead to the difference in the mean rotation rate of the
two components unless the standard stellar evolution picture is
wrong or incomplete. Differences in age and star formation con-
ditions could produce stellar components with different spatial or
kinematic properties. We inspect our data in this respect in the
A109, page 9 of 12
c
The Astrophysical Journal, 764:166 (17pp), 2013 February 20 De Mink et al.
amount of angular momentum exchanged during mass transfer
or merger, they do not affect the rotation rates of stars after
these interactions. Although in future work adapting the initial
spin distribution to reproduce the properties of suitable observed
samples may be considered, this is beyond our present scope.
To compute the distribution of projected rotation rates v sin i,
where i is the inclination angle of the binary system, we assume
that the orientation of the binary orbits is random in space.
Unless an observational campaign is designed to detect bina-
ries, many companion stars will remain undetected. We assume
that only the rotation rate of the brightest star is measured in
this case. Therefore, when constructing the simulated distri-
bution of rotation rates, we only include the most luminous
main-sequence star of each binary system.
For our standard simulation we adopt a metallicity of Z =
0.008, which is appropriate for the LMC. This metallicity is also
considered representative for star-forming regions at a redshift
1–2, at the peak of star formation in the universe. The effect of
metallicity is discussed in Section 4.1.
We d rive the distribution of rotation ra es for systems that
are brighter than 104 and 105 L ⊙, respectively. To put this in
perspective, in our models 104 L ⊙ corresponds to the luminosity
of a 8.5–12M⊙ main-sequence star, depending n whether we
tak the model at zero-age or at the end of the main sequence.
Similarly, a luminosity cutoff of 105 L ⊙ corresponds to stars
with masses in excess of 20–28M⊙. Effectively, the first group
is dominated by early B-type stars and the second group by
O-type stars. We refrain at this stage from applying other cutoffs
such as criteria based on temperature, color, or spectral type,
since our predictions for the temperatures are less reliable than
those for the luminosities.
3. THE EVOLUTION OF THE ROTATIONAL VELOCITY
FOR INDIVIDUAL SYSTEMS
As a star evolves, its rotational velocity is affected by various
processes, for ex mple, as a result of angular momentum loss
through stellar winds. While a single star can only lose angular
m mentum as a result of mass loss, a star in a binary system
may either lose or gain angular momentum as it interacts with
its companion. Even when angular momentum is conserved, the
rotational velocity of a star can alter as a result of changes in the
stellar interio . These effects ar discussed in Section 3.1. The
effect of binary interaction is discussed in Sections 3.2 and 3.3.
3.1. Effect of Changes in the Stellar Structure
Stars expand over the course of their main-sequence evolu-
tion. Although one might expect intuitively that the rotational
velocity decreases as the star expands, in practice this is not
the case. During the main sequence, contraction and conse-
quent spin up of the core counteract the effect of the moderate
expansion of the env lope. In t is context, it is instructive to
investigate how the moment of i ertia, I ∼ kR2, changes as the
star expands. Here, k denotes the square of the effective gyra-
tion radius, which depends n the internal density profile. If we
approximate k ∼ R−ξ , or equival ntly
ξ ≡ − d ln k
d lnR
, (6)
we find that the exponent ξ varies only slightly during the
main sequence with typical values of 1.5–2. In the case of
rigid rotation, we can now express how the rotation rate Ω,
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Figure 1. Evolution of the Keplerian rotational velocity for stars of different
initial masses during their main-sequence evolution. Labels show the relative
age as a fraction of the main-sequence lifetime tMS. This diagram is constructed
using stellar radii from Pols et al. (1998) for a metallicity of Z = 0.008, using
the prescription by Hurley et al. (2000). We note that the time-dependent radii
for stars more massive than about 40M⊙ are very uncertain. In the most massive
stars the decrease of the Keplerian velocity with time may well be more severe
than shown here. See Section 3.1 for a discussion.
(A color version of this figure is available in the online journal.)
the rotational velocity vrot, and the ratio of the rotation rate and
the Keplerian rate ω/ωK change as the star expands,
d lnΩ
d lnR
= ξ − 2, (7)
d ln vrot
d lnR
= ξ − 1, (8)
d lnΩ/ΩK
d lnR
= ξ − 1
2
. (9)
In other words, given typical values of ξ , we find that the
decreasing gyration radius compensates for the expansion of
the star such that the rotation rate Ω decreases only slightly as
the star evolves (Equation (7)), since d lnΩ/d lnR ≈ −0.5−0.
The rotational velocity at the equator, vrot, increases slightly
(Equation (8)).
Most interestingly, the last expression shows that stars nat-
urally evolve t ward the Keplerian limit (Equation (9)), if the
amount of angular momentum loss is small and internal an-
gular momentum transport between the core and envelope is
efficient. An important implication of this is that when a star
reaches the Keplerian rotation rate, it remains rotating near the
Keplerian limit in the absence of an efficient angular momentum
loss mechanism. We refer the reader to the excellent discussion
by Ekstro¨m et al. (2008b), which describes this effect in detailed
models single stars that allow for differential rotation.
Figure 1 shows the Keplerian rotational velocity vK as a
function of the initial mass of a star at different stages during the
main sequence. In zero-age main-sequence stars the Keplerian
velocity increases monotonically with the initial stellar mass.
The Keplerian velocity drops as stars evolve and expand. The
largest change occurs during the final stages of main-sequence
evolution. The change in radius of more massive stars during
the main sequence is larger, resulting in a more significant drop
in the Keplerian velocity. As a result, the Keplerian rotational
velocity at the end of the main sequence is around 400 km s−1
with only a weak dependence on the stellar mass. Note that
4
Fig. 4: Left: Observed bimodal distri uti n f v sin i for single B-typ stars (Dufton t al.,
2013). Center: Observed log-normal distribution of v sin i for si gl O-type tars (Ramı´rez-
Agudelo et al., 2013). Right: Theor tical K plerian velocities of massive stars as a function
of age and mass (de Mink et al., 2013).
burni phases s fresh fuel is mixed into the burning region (e.g., Maeder, 2009;
Viallet et l., 2013; Jin e al., 2015). From the standpoint of stel ar evolution, this is
yet an pen problem: to underst nd h w the depth of pen ration and the character
of the convection in this region change with ro ation, magnetism, and diffusion.
Rotation Ob ervati ns using st llar spectra have hown th t the majority of massive
stars are fairly rap d rotator (e.g., Huang al., 2010; de Mink et al., 2013). The
average projected equatorial velocity of these stars is about 150 km s−1 on th main-
sequence but have significant tails (Figur 4). The rotation rates of the cor and
radiative envelope of some B stars, not bly β-Ceph id variables, have been estimated
using asteroseis ology, fi ding t t o mas ive in sequenc st rs appear to be
rig dly r tating (e.g., Aerts et al., 2017). I eed, he small ngular velocity contrasts
for observed massive stars may point to an effective angular mome tum coupling be-
tween the core and the envelope, possibly by gravity waves or m ne ic fields du ing
their evoluti n. S ellar ra ia ive regio s are rotat g and magnetized. Therefore,
internal grav ty waves become magneto- gravito-inertial waves and the Coriolis ac-
celerati n and the Lore tz force cann t be treated apriori as perturbations. For
example, during the PMS of low-mass stars and in rapidly rotating massive stars,
the stratification restoring force and the Coriolis acceleration can be of the same
order of magnitude. In addition to the impact of rotation on convection and its
dynamo processes, it also has an influence in radiative zones that can lead to trans-
port there through meridional flows, shear turbulence, and internal waves (Mathis,
2013). The large-scale meridional circulation occurring in stellar radiation zones is
occurs due to the deformation of the star and its isothermal surfaces by the centrifu-
gal acceleration. The radiative flux is then no longer divergence-free and must be
balanced by heat advection, which is carried by the meridional flow. This flow can
also transport angular momentum and chemical species throughout the radiative
envelope. Shear turbulence can occur if the waves excited by convection become
nonlinear and break or if there is a strong differential rotation that leads either to
an magneto-rotational instability. Such turbulence has been successful in describing
some aspects of the dynamics in massive stars (Meynet & Maeder, 2000). Waves
also can transport energy, even if they are linear as they can propagate until they
are dissipated through thermal diffusion. Thus, their transport is highly nonlocal.
Such internal waves are excited by the turbulent motions at convection to radiation
transitions in stellar interiors, namely the boundaries of convective envelopes.
Multiplicity Recent surveys have shown that around 70-80% of massive stars are in
pta.edu.pl/proc/2019dec16/123 PTA Proceedings ?December 16, 2019 ? vol. 123 ? 55
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Figure 1
Dependency of CF (companion frequency; red squares) and MF (multiplicity frequency; blue triangles) with
primary mass for main-sequence stars and field very low-mass (VLM) objects. The horizontal error bars
represent the approximate mass range for each population. For B and O stars, only companions down to
q ≈ 0.1 are included. The frequencies plotted here are the best-estimate numbers from Sections 3.1–3.5,
also reported in Table 1.
currently known has four components (Reid & Hawley 2005). Although it appears that the ratio
of binary to higher order systems does not vary much for objects with M ⋆ ≤ 1.5M⊙, it probably
rises significantly toward high-mass stars.
5.1.2. Orbital period distribution. Figure 2 presents the orbital period distribution for field
objects as a function of primary mass, based on results discussed in Section 3. To focus on ma-
jor trends, the distributions are simplified as linear combinations of log-normal and power-law
distributions. However, except for the well-characterized solar-type systems, the underlying true
distributions are likely more complicated.
The distribution of orbital periods is unimodal for solar-type and lowermass stars, but both the
median separation and width of the distribution decrease sharply with decreasing stellar mass. As
a result, the frequency of companions in the 1–10-AU range (10–15%) does not vary significantly
with stellar mass for M ⋆ ≤ 1.5M⊙, including substellar objects. The much lower overall multi-
plicity of field BDs traces a marked deficit of wide companions as opposed to a uniform depletion
over all separations.
Intermediate- and high-mass stars havemore complex distributions of orbital periods. A strong
peak at the shortest periods (log P ≈ 0–1) is found in both populations with an amplitude that
increases with stellar mass. VBs show a peak for intermediate-mass stars, whereas the situation is
less clear for high-mass stars, for which a shallow power law is currently preferred. Interestingly,
the frequency of companions in the 1–10 AU-range among intermediate-mass stars appears in
reasonable agreement with that observed among solar-type stars.
5.1.3.Mass ratio distribution. Although a simple power-law representation is imperfect formost
samples, this formalism offers the most straightforward criterion to compare multiple systems of
various masses. As shown in Figure 3, the observed distribution of mass ratios is close to a flat
www.annualreviews.org • Stellar Multiplicity 289
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Figure 3. Rotational velocity (color shading) as a function of initial orbital period and time for the brightest main-sequence star in a binary system. We adopt initial
masses of 20 and 15M⊙, initial rotational velocities of 100 km s−1, and a metallicity of Z = 0.008. As the stars evolve along the main sequence their rotational
velocity is altered by stellar winds, internal evolution, tides, and most notably mass accretion. The vertical dotted line indicates the maximum separation for which
this system interacts by mass transfer. The examples shown in panels (a) and (c) of Figure 2 are part of this simulation.
(A color version of this figure is available in the online journal.)
Changes in the stellar structure. The effect of changes on the
stellar structure as the star evolves can be observed, for example,
in panel (a) of Figure 2. During the first 9.5 Myr of the evolution
of this system both stars reside well within their Roche lobe and
their evolution is similar to that of single stars. The rotational
velocity of both stars remains roughly constant during this phase
(cf. Section 3.1). When the primary star approaches the end of
its main-sequence lifetime, its expansion accelerates. This leads
to the decrease of the rotational velocity that is visible in panel
(a) at an ge of 8–9.5 Myr. The expansion is also responsible
for he decrease of the Keplerian rotational velocity with time.
Stellar wind. The effect of angular momentum loss by stellar
winds is smal during the major part of the main sequence in
these examples. The winds become stronger toward the end
of the main sequence, which together with the expansion,
contributes to the decrease in the rotational velocity of the
primary discussed above. However, spin-down by winds does
play a significant role for the massive, rapidly rotating stars that
can be produced as a result of mass transfer. This effect can
be seen most clearly in panel (c) for ages of 12–15 Myr. The
secondary quickly spins down, reducing its rotational velocity
by about a factor of 3.
Tides. Tidal interaction tends to synchronize the rotation of
the stars with the orbit in systems where the separation between
the stars is comparable to the stellar radii. The systems depicted
in the upper and lower panels have initial separation on the order
of 120R⊙ and 40R⊙, respectively; this is slightly less for the
systems on the right due to the smaller mass ratios. Tides do
not play a significant role during the main sequence of the stars
in the upper panels, but they are responsible for the gradual
increase in rotational velocity that can be seen in the lower
panels for the primary star during the first 8 Myr. The orbital
period remains nearly constant during this phase. The primary
star is kept in corotation with the orbit as it expands, which
implies that the rotational velocity gradually increases. In this
example, the primary expands by just over a factor of two before
it fills its Roche lobe, resulting in a rotational velocity in excess
of 200 km s−1.
In panel (c) of Figure 2, tides are also important for the
secondary star, during the first mass transfer phase, which starts
at about 8 Myr. The secondary star spins up as it accretes mass
and angular momentum. However, the tides quickly spin the star
down to synchronous rotation. This system experiences a mass
transfer phase, which lasts almost 4 Myr, during which both stars
remain in synchronous rotation while the orbit gradually widens.
Around 12 Myr a second rapid phase of mass transfer sets in,
i.e., Case AB, as the primary star leaves the main sequence
and expands during hydrogen shell burning. As a result of the
high-mass transfer rate and the fact that the orbit widens, tides
are no longer effective in preventing the accreting star from
spinning up.
3.3. Effect of the Initial Separation and Mass Ratio
To further illustrate the effect of the initial binary parameters,
we depict in Figure 3 the evolution of the rotational velocity of
the brightest main-sequence star in a binary system as a function
of the initial orbital period. For this example we adopted an
initial rotation rate of 100 km s−1, a metallicity of Z = 0.008,
and initial masses of 20 and 15M⊙. The color shading indicates
the equatorial rotational velocity of the brightest main-sequence
star in each system. Initially this is the primary star, but after
mass transfer the secondary becomes the brightest.
Mass transfer with a main-sequence donor (Case A). In
short-period systems the expansion of the primary star dur-
ing its main-sequence evolution is sufficient to make it fill its
Roche lobe. These systems experience a phase of slow mass
transfer that can last for several Myr. Mass transfer typically
occurs via direct impact onto the surface of the secondary.
Tides keep both stars synchronized, which prevents the sec-
ondary from reaching very high rotation rates. This phase ends
when the two stars come into contact and merge (for periods
P . 2 days) or when the primary star leaves the main sequence
(for periods P≈ 2–5 days), triggering a new mass transfer phase
(Case AB). Both cases are expected to lead to the formation of a
massive rapidly rotating star. In certain cases the rapidly rotating
star experiences an additional spin-up phase, when the primary
fills its Roche lobe again as it expands during He shell burning
(Case ABB). This effect is visible in Figure 3 around 14 Myr
for systems with orbital periods of 4–5 days.
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(a)
(b)
Figure 7. (a) Three-dimensional snapshot of the magnetic field magnitude
|B| at a given time. The rotation axis is along z. (b) Time- and radius-
averaged spectra of the magnetic energy as function of the spherical har-
monic degree l. Simulation at Ek = 10−4, Pr = 1, Pm = 2, and ϵ = 0.2.
predominantly toroidal, as expected from stability considerations in
non-barotropic stars (Akgu¨n et al. 2013).
Because of the complex time evolution, straightforward visual-
izations of the instantaneous field are not illuminating. We show in
Fig. 7(a) an instantaneous snapshot of the magnitude of the mag-
netic field. The field is of rather small scale. We observe similarities
with the temperature field shown in Fig. 3(a). A description of the
field morphology is provided by the time-averaged spectrum of the
magnetic field in Fig. 7(b). The magnetic spectrum is dominated by
components of spherical harmonic degrees l ≤ 10. It is maximum
for the dipolar component (l = 1) and then slowly decays with a
power law E(B) ∝ l−0.04. The time-averaged spectrum, as well as
the instantaneous ones, are well resolved, proving that tidal motions
are able to drive a dipole-dominated dynamo in a stably stratified
layer.
We show in Fig. 8, the time-averaged magnetic field truncated
at spherical harmonics degree l = 5, because higher degrees are
not observed (e.g. Donati & Landstreet 2009; Fares et al. 2017).
This time-averaged field is mostly dipolar (l = 1) and axisymmetric
(m = 0). Non-axisymmetric components are averaged out because
of the rapid spin. The time-averaged flow has a columnar structure
aligned with the spin axis, as shown in Fig. 8(b). These spin-aligned
Figure 8. (a) Time- v raged radial magnetic field at the stellar surface
and (b) time-averaged velocity magnitude in the equatorial plane and in a
meridio al pl ne. Simulations at Ek = 10−4, Pr = 1, Pm = 2, and ϵ = 0.2.
Time-averaged fields computed from t/tη = 0 to t/tη = 0.1 in Fig. 6(b). In
both figures, the spin axis is the vertical z-axis.
structures are the global counterpart of the strong vortices almost
invariant along the rotation axis and filling the periodic boxes of
similar local simulations (Barker & Lithwick 2013a,b). These flows
are expected in our stress-free computations with no viscous fric-
tion at the boundary (Livermore et al. 2016; Le Reun et al. 2017).
The emergence of such spin-aligned large-scale vortices are also
observed in rotating thermal convection (e.g. Guervilly et al. 2014)
and have been shown to be dynamos (Guervilly et al. 2015).
3.4 Tidal mixing
We have shown that the tidal instability is dynamo capable in our
simulations when N0/#s . 1 with a dynamo threshold Rmc ≃
3000. For stronger stratifications (N0/#s ≥ 10), we did not find
dynamo action up to Rm≃ 8000 in the simulations. Indeed, dynamo
action requires not only large Rm, but also adequate, sufficiently
complex, flow structure (Kaiser & Busse 2017). Here, we suspect
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Figure 3. Three-dimensional views of the total temperature T = T0 + !
in the non-linear regime of the tidal instability. Surfaces of constant T are
shown in the equatorial plane and in a meridional plane. Simulations at
Ek = 10−4, Pr = 1, and ϵ = 0.2.
kinetic energy of the global rotation. Three regimes are observed in
the simulations. Illustrative three-dimensional snapshots of the total
temperature field T = T0 +! in these regimes are shown in Fig. 3.
When 0 ≤ N0/#s . 1, the tidal instability flow is immune to the
stable stratification, as in the linear growth phase. The instability is
almost four times critical in this range (ϵ/ϵc ≃ 3.7) and the typical
Reynolds number is Re= 2000. The flow has a kinetic energy repre-
senting about 5 per cent of the kinetic energy of the global rotation,
consistent with the expected dimensional amplitude ϵ #sR∗ in the
neutral (N0 = 0) case (Barker & Lithwick 2013a; Grannan et al.
2016; Barker 2016). In Fig. 3(a), the stratification seems to be well
mixed and eroded in the bulk (compare with Fig. 1b), below a ther-
Figure 4. Instantaneous fraction of poloidal to total kinetic energy
Epol(u)/E(u), denoted Fpol, as a function of N0/#s. Simulations at
Ek = 10−4, Pr = 1, and ϵ = 0.2
mal boundary layer (due to our thermal boundary condition). We
note that the fluid is no longer barotropic, since the instantaneous
isolines of T do not coincide with the isopotentials anymore.
When 1.N0/#s ≤ 2, we observe a collapse of the kinetic energy.
For these stratifications, the interplay between inertial and internal
waves reduces the saturation amplitude of the tidal instability. As a
consequence, we observe also a reduction in the mixing in Fig. 3(b).
The collapse when 1 . N0/#s ≤ 2 is due to a variation of ϵc there,
likely due to diffusion effects (see Appendix). This effect is not
expected in radiative stellar interiors, characterized by much lower
diffusivities. Finally, when N0/#s ≥ 2, the strong stratifications do
not prevent the tidal instability. Instead the instability has an even
larger amplitude, with a typical Reynolds number Re = 3000 and a
kinetic energy representing still about 5 per cent of the kinetic en-
ergy of the basic flow, see Fig. 2(b). This translates to a dimensional
flow amplitude ϵ #sR∗ regardless of the strong stratification. The
total temperature field displayed in Fig. 3(c) seems however hardly
disturbed by the instability, implying that the motions are mostly
confined to spherical shells with almost no radial component. This
is confirmed by the ratio Fpol of poloidal kinetic energy to the total
kinetic energy, shown in Fig. 4. For N0/#s ≤ 1, Fpol mostly lies
between 0.3 and 0.4. When N0/#s ≥ 1, first Fpol seems to take
values between 0.1 and 0.5, before dropping below 0.05 when the
stratification is further increased in the range N0/# ≥ 10. These
low values of the poloidal kinetic energy show that the flow has
consistently a weak radial component when N0/#s ≥ 10.
3.2 Kinematic dynamos
We remove the Lorentz force (∇ × B)× B from the momentum
equation (3a) to investigate kinematic dynamos. In this problem, we
assess the dynamo capability of the non-linear tidal motions, without
a back reaction of the magnetic field on the flow. We introduce the
magnetic Reynolds number
Rm = PmRe, (11)
with Re the Reynolds number previously introduced. If the structure
of the tidal instability flow is suitable for dynamo action, Rm has
a finite critical value Rmc above which the dynamo process starts,
characterized by the growth of a magnetic field. Equivalently, the
dynamo threshold Rmc is associated with a critical magnetic Prandtl
number Pmc for a fixed value of Ek.
We have considered several values of the magnetic Prandtl num-
ber (1 . Pm ≤ 5), starting from random magnetic seeds, to
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For these stratifications, the interplay between inertial and internal
waves reduces the saturation amplitude of the tidal instability. As a
consequence, we observe also a reduction in the mixing in Fig. 3(b).
The collapse when 1 . N0/#s ≤ 2 is due to a variation of ϵc there,
likely due to diffusion effects (see Appendix). This effect is not
expected in radiative stellar interiors, characterized by much lower
diffusivities. Finally, when N0/#s ≥ 2, the strong stratifications do
not prevent the tidal instability. Instead the instability has an even
larger amplitude, with a typical Reynolds number Re = 3000 and a
kinetic energy representing still about 5 per cent of the kinetic en-
ergy of the basic flow, see Fig. 2(b). This translates to a dimensional
flow amplitude ϵ #sR∗ regardless of the strong stratification. The
total temperature field displayed in Fig. 3(c) seems however hardly
disturbed by the instability, implying that the motions are mostly
confined to spherical shells with almost no radial component. This
is confirmed by the ratio Fpol of poloidal kinetic energy to the total
kinetic energy, shown in Fig. 4. For N0/#s ≤ 1, Fpol mostly l es
between 0.3 and 0.4. When N0/#s ≥ 1, first Fpol seems to take
values between 0.1 and 0.5, before dropping below 0.05 when the
stratification is further increased in the range N0/# ≥ 10. These
low values of the poloidal kinetic energy show that the flow has
consistently a weak radial component when N0/#s ≥ 10.
3.2 Kinematic dynamos
We remove the Lorentz force (∇ × B)× B from the momentum
equation (3a) to investigate kinematic dynamos. In this problem, we
assess the dynamo capability of the non-linear tidal motions, without
a back reaction of the magnetic field on the flow. We introduce the
magnetic Reynolds number
Rm = PmRe, (11)
with Re the Reynolds number previously introduced. If the structure
of the tidal instability flow is suitable for dynamo action, Rm has
a finite critical value Rmc above which the dynamo process starts,
characterized by the growth of a magnetic field. Equivalently, the
dynamo threshold Rmc is associated with a critical magnetic Prandtl
number Pmc for a fixed value of Ek.
We have considered several values of the magnetic Prandtl num-
ber (1 . Pm ≤ 5), starting from random magnetic seeds, to
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Fig. 5: (a) Average companion fraction (CF) and multiplicity fraction (MF) by spectral
typ (Ducheˆn & Kraus, 2013). (b) Rotational evolution and outcomes of a massive binary
sy tem as func ion f initial o bital period (de Mink et al., 2013). (c) Ratio of poloidal
m gnetic en rgy to total energy in simulations of tidally driven dynamos in a stable region,
(d) magnetic field strength for N/Ω = 0.5 and (e) its corresponding temperature field (Vidal
et l., 20 8).
multiple s ar systems (Raghavan et al., 2010; Ducheˆne & Kraus, 2013). Given that
the r lives a e hort, they d not have uch time to migrat f r from heir place
of birth. Therefore, tidal i ter ctio will be an important dyn mical component
for many massive stars, whic will impact their evolu ion, structure, n magnetic
fields. The equilibrium tide d tort the shap of the star while it is the dynamical
tides, or even nonlinear tides, at could lead to dynamo action if there is sufficient
correlation between the velocity field and the magnetic field (See Figure 5; Ogilvie,
2014; Vidal et al., 2018, 2019). Such processes therefore should be accounted for
in both 3D dynamical simulations f m sive stars as well a i stellar evoluti n
and structure computations. Indeed, as shown in Figur 5(c), the poloidal agnetic
energy generated through dy amo action duced by the tid can r ach 20% of the
equipartition value with the kinetic energy of the dynamical tide when the orbital
frequency greater than about 10% of the Brunt-Va¨isa¨lla¨ frequency. T is suggests
that it is possible that tides could disrupt the fossil fields formed during th pr -
main-sequence. Moreover, it implies that the tidal interaction between the disk and
the protostar is indeed quite ynamic even in the stably stratified regions of the
prot star.
2 Evolution of Massive Star Magnetism
The formation of massive stars is quite different from the slow accretion of low mass
stars that can take 100 million years, with the formation time scale being compressed
to a few tens or hundreds of thousands of years. What they do share is that whatever
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Figure 1. Diagram showing the pre-main sequence (PMS) from the birthline to the ZAMS, with
various evolutionary tracks from 1.2 to 8 M⊙ shown with black solid lines. The PMS is divided
in 4 parts indicated with different grey shades (color version in on-line copy of this figure),
showing 4 stages of the evolution of the structure of the stars and of their fossil magnetic field.
2014; Braithwaite & Cantiello 2013). This kind of ultra-weak field has been observed in
Vega (Lignie`res et al. 2009; Petit et al. 2010) and in a few Am stars (e.g., Petit et al.
2011, see also Blazere et al., these proceedings).
4. Lack of magnetic fields in hot binaries
BinaMIcS (Binarity and Magnetic Interactions in various classes of Stars, Neiner et al.
2013; Alecian et al. 2015) is an ongoing project that exploits binarity to yield new con-
straints on the physical processes at work in hot and cool magnetic stars. It rests on
two large programs of observations with the ESPaDOnS spectropolarimeter at CFHT
in Hawaii and its twin Narval at TBL in France. BinaMIcS aims at studying the role
of magnetism during stellar formation, magnetospheric star-star (and star-planet) inter-
actions, the impact of tidal flows on fossil and dynamo fields, its impact on mass and
angular momentum transfer, etc.
In the frame of BinaMIcS, a large survey of magnetism in hot spectroscopic binary
systems with 2 spectra (SB2) has been undertaken. Out of ∼200 observed SB2, including
at least one star (and most of the time two stars) with spectral type O, B or A in each
system, none were found to host a magnetic field, while the detection threshold was
similar to the one used in the MiMeS project on single hot stars. This lack of detections
in ∼400 stars with BinaMIcS, compared to the ∼7% detection rate in ∼500 single stars
with MiMeS, is thus statistically significant: magnetism is less present in hot binaries
than in single hot stars.
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Fig. 6: A sketch of the evolution of a PMS massive star, showing the fully convective phase
(1), the convective freeze-out (2), the radiative phase (3), and the ZAMS state with an
oblique axisymmetric relaxed magnetic field (4) (Neiner et al., 2015).
angular momentum, chemical abundances, and magnetic field are present in the star
forming region will initially shape the structure of the local patch of gas that if
sufficiently self-gravitating will eventually collapse into a disk that feeds a central
object. As gravitationa energy is released while this ce tral bject contracts and it
is fed with additional mass from the disk, parts of the protostar will be convectively
unstable plasma (see Figure 6).
The stably stratified portions of the protostar will contain the geometrically am-
plified magnetic field advected into it during its initial condensation. The convective
portions on the other hand will be running an ac ive magn tic dynamo wherein the
rotation, differential rotation, and the buoyantly driven convection act together to
build magnetic fields that can be strong r than th originati g field. The dynamo-
generated field will link with the magnetic field in the stable regions of the star
as well as ith th magnetic fields i the disk causing angular momentum transfer
as well as potentially inciting instabilities (e.g., Romanova & Owocki, 2015). This
formation process is extremely difficult both to observe and to theoretically describe
given that the structure of the disk impacts the protostellar structure so strongly,
e.g. it is unknown how the mass, angular momentum, and magnetic field are actually
entrained into the protostar.
Massive protostars begin fusing material in their cores before they finish forming
leading to an even larger radiative flux compared to their low-mass brethren that
radiate only the gravitational energy. The radiation streaming from the massive
protostar’s photosphere is sufficient to blow away most of the material unless the
disk is some how screened from it. One way this can be circumvented is through
the magnetic collimation of polar jets of outflowing gas and dust along which the
radiation can preferentially stream. These jets can drive a circulation in the disk
that draws in more gas from its surroundings (e.g., Tan et al., 2014; Krumholz, 2015;
Romanova & Owocki, 2015), replenishing the disk that feeds the star. This process
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351
Figure 10.5: Radial velocity shown in an orthographic volume projection for Case M4,
with the velocities outside the core scaled to 10 cm s−1 and those in the core scaled to
100m s−1. Downflows are dark, upflows light. Gravity waves are visible in the radiative
zone and columnar convective structures can be seen in the core. (b) Instantaneous velocity
streamlines in the convective core, cut at the equator in Case M16. Color indicates the
magnitude of the velocity, with slow flows of about 10m s−1 in red and fast flows of about
500m s−1 in blue. (c) Instantaneous velocity streamlines of single convective column, showing
only a weak linking between adjacent columns and a helicity reversal across the equator.
Color indicates the direction of the vertical velocity vz, with red positive and blue negative.
filamentary nature of the flows within their cores and the high radial wavenumber gravity
modes that the convective overshooting excites in their radiative exteriors. It also serves
to highlight the dramatically different amplitude of the modes excited in the two cases, the
hydrodynamic case shows modes with a fair amount of enstrophy, whereas the magnetic
case has much less. The reason for this becomes clear when one considers Figures 10.4(c,
f). Case H4 has a profound radial differential rotation with the deepest portions of the core
rotating 50% more slowly than the frame rate, and 70% more slowly than the more rapidly
rotating flows near the overshooting region at 0.2R. Thus the flows carrying energy in this
simulation are also very effective at transporting angular momentum out of the core. The
meridional profile of the angular velocity in this case is shown in Figure 10.4b, where a
prominent Stewartson column is formed along the rotation axis. It is quite remarkable that
Teff
L
Mass Accretion
PMS
Main 
Sequence
Supergiant
Mass Loss
H
He
C
O-Ne-Mg-S
SiFe
He+
H
Pre-Supernova
The Magnetic Furnace 7
Figure 6. Time evolution of radial velocity and radial magnetic field in case M16 shown in a set of equatorial cuts covering the convective core (delineated by
the dashed circle) and a small portion of the radiative envelope. The tiny central circle is the inner domain cutout in our computational domain. (a)-(d) display
four successive samplings of radial velocity vr that are 20 days apart, with downflows blue and upflows red, and (e)-(h) show the accompanying radial magnetic
fields Br , with inwardly directed magnetic field in blue and outwardly pointing field in red. This interval is in the latest stage of the simulation where the dynamo
has reached a statistically steady state. Clipping values for radial velocity and magnetic field are respectively ±100ms-1 and ±105 G.
with the rotation axis. Such alignment is consistent with the
motions being more constrained by the Coriolis force, hence
becoming quasi-2D in the spirit of the Taylor-Proudman the-
orem (Pedlosky 1987). In particular, the rotationally aligned
vertical structures present in the more rapidly rotating cases
are akin to the Taylor columns expected for rapidly rotating
convection, in that they are nearly invariant in the vertical di-
rection. These columnar structures may be quite intricate, yet
have some sense of continuity across the full core. Their num-
ber increases with faster rotation, so that in caseM16 roughly
eight to ten evolving vortical rolls are evident at any given
time. Indeed, following the work of Browning et al. (2004)
and Miesch et al. (2006), it can be seen that the flows in the
more rapidly rotating cases are quasi-geostrophic.
The flows in the core generate internal gravity waves
that then propagate following complex spiral-like ray paths
through the radiative envelope above it (e.g., Zahn et al. 1997;
Rogers et al. 2013; Alvan et al. 2015). Such convective
columns formed in the core and the gravity waves that they
drive are apparent in Figure 3(a), where an orthographic pro-
jection of the radial velocity in the domain is shown for case
M4. Since most of the gravity waves excited here have small
radial wavelengths, they damp fairly quickly due to a rel-
atively large thermal diffusion (Zahn et al. 1997). A self-
consistent simulation of such internal gravity waves that may
be pertinent to observations requires the capture of at least
the entire resonant cavity encompassing the full radiative en-
velope, which is not the case here. A detailed analysis of
the gravity wave spectrum generated in this set of simulations
will not be presented here. The amplitude of the flows has two
scales in Figure 3(a), in the core the color table is clipped to
±100ms-1 in the core and to ±0.1ms-1 in the radiative zone
to emphasize the differing characteristics of the flow in the
convectively unstable and stable regions. Such columnar flow
features are further emphasized in Figure 3(b), which shows
a volume rendering with a cutout of the radial velocity just in
the core.
Turning now to the most rapidly rotating case M16, the
structure of the radial velocity field is shown in Figure 5(a),
and its time evolution in Figures 6(a)-(d). The columnar flow
structures involve fast flows interspersed with slower portions,
thereby leading to a rich assembly of evolving folded sheets
and tubules with substructures. This is evidence of some as-
pect of turbulent flow, yet they possess large-scale ordering
that imprints into the induced magnetic fields. Figures 5(b)
and (c) show the magnetic field lines that accompany this in-
stant in time, presenting both an equatorial cut through the
full core and a perspective view from just outside the core
boundary. The equatorial rendering reveals that the strong
magnetic fields extend across the core and show wrapping
at larger radii consistent with the swirling sense of columnar
flow cells viewed along their main axis. The choice here to
color-code the field lines by the polarity of their radial mag-
netic field component leads to a change in color from blue to
red or vice versa as any given field line crosses the center of
the core. The magnetic field amplitude reaches up to 2 MG as
reported in Table 2. The helicoidal wrapping of the magnetic
field lines close to the core-envelope boundary is evident in
panel (c) for which the field has been rendered at the same
instant and in the same orientation as in panel (a). The dis-
tinctive presence of the underlying columnar convection can
be seen in these magnetic field line structures. However, this
picture is somewhat confused by a number of magnetic field
lines connecting across many cells. As the core edge is ap-
proached, the magnetic field topology tends to become more
toroidal in character, with the field lines wrapping around the
core in the longitudinal direction. Some of these field line
characteristics are sampled in panel (c).
The time evolution of the flow structures associated with
the strongest upflows and downflows in the core occurs ap-
proximately over a local convective overturning time, which
is about 134 days for case M16. This can be appreciated in
Fig. 7: A sketch of th evolution of a massive star, showing 3D convection and its associated
transport and dynamo processes and the inclusion of 3D processes occurring in radiative
regions being linked into the parameterized processes of main sequence evolution of a 2D
star. The 3D proc sses ar depicted her as magnetic field lines in the equatorial plane
with strength dic ted as 1 G (gray), 100 kG (blue), and 1 MG (red) for Task A, and as
nor alized radial velocity, showing the wave field excited in the radiative envelope by the
convective core with downflows in dark tones and upflows in light tones (Augustson et al.,
2016). The path on the left of the diagram illustrates the evolution of a rotating 40M
star, from the accre i g pre-main-sequence phase, to the main-sequence, to the post-main-
eq ence, an ultimately to its supernova.
continues adding mass and angular momentum to the star until its radiation and
wind output increases enough to overpower mass inflowing from the disk, stalling
tha flow and ev ntually eviscerating the disk.
Once the massive protostar has fully contracted, disconnected from the disk, and
begun its CNO-cycle fusing main-sequence life, its magnetic history is locked into
its convectively stable regions as a fossil field that is connected to the convective
dynamo f its core nd into its radiation driven winds. The topological properties
of this fossil field an impact whether or not the star has a magnetosphere. This in
turn affects the star’s mass loss rates and the rate of its spin down. Moreover it can
impact the nature of its near-surface convection zones and the waves it generates
that manifest as macroturbulence (Sundqvist et al., 2013; MacDonald & Petit, 2019).
Thus, underst nding the properties of this fossil field is paramount.
2.1 Fossil Magnetic Fields
One current puzzle regarding massive star magnetism is why do only about ten per-
cent of such stars possess observable magnetic fields. Could it be that 90 percent
have complex morphologies that do not lend themselves to spectropolarimetric de-
tection? Or is it that there are configurational instabilities that lead to only a subset
of stable magnetic configurations? The stability of magnetic field configurations for
certain stratified fluid domains have been considered both from a theoretical and a
numerical standpoint in the work of Duez & Mathis (2010) and Braithwaite & Spruit
(2004); Duez et al. (2010), respectively. These magnetic field equilibria are valid for
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Fig. 8: A magnetic Kippenhahn diagram showing the evolution of the equipartition mag-
netic field for a 15 M star. The abscissa show the time remaining in Myr before the iron
core infall that occurs at tf . The burning phase of the core is indicated at the top of the
diagram.
a spherically-symmetric barotropic star, with the nonbarotropic component being
handled perturbatively assuming that the magnetic field is such that the magnetic
pressure is much less than the gas pressure everywhere in the domain considered.
Such magnetic equilibria are shown in Figure 1(c) and (d).
One crucial physical component that has been neglected so far is rotation for
most ZAMS massive stars will be rapidly rotating. Thus, if one considers rotation
as discussed in Duez (2011) and Emeriau & Mathis (2015), and with the details
forthcoming in Emeriau et al. (2020), there are additional ideal invariants in the
system that permit the construction of self-consistent magnetic and mean veloc-
ity equilibria in the rotating frame. The underlying principle for finding magnetic
equilibria in ideal magnetohydrodynamics is that the energy and dynamics must
be fixed in time. For this to be true, the Lorentz force must be in balance with
the other forces in the system: the pressure, gravity, and the Coriolis force, form-
ing a magneto-rotational hydrodynamic equilibrium. Numerical simulations of such
equilibria in rotating systems appear to yield relaxed states similar to those in the
nonrotating system, but where slowly rotating systems tend toward misalignment
of the magnetic field with respect to the rotation axis and more rapidly rotating
systems are aligned (Duez, 2011). However, the stability of such systems appears to
be quite sensitive to their initial distributions of magnetic helicity, which has already
been seen in numerical simulations of magnetic field relaxation (e.g., Braithwaite,
2008; Braithwaite & Spruit, 2017).
2.2 Dynamo-generated Magnetic Fields
In convectively unstable regions, the buoyancy-driven plasma motions give rise to
magnetic induction through turbulent correlations that can generate both large and
small scale magnetic fields. Such fields can link to the fossil fields threading through
such regions. In simulations of core convection, it has been found that superequipar-
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tition states can be achieved where the magnetic energy is greater than that con-
tained in the convection itself, when the rate of rotation is sufficiently large and a the
system enters into a magnetostrophic regime (Augustson et al., 2016). The structure
of the magnetic field is shown in an equatorial slice of the convective core on the left
hand side of Figure 7. Such states are possible because the Lorentz force that could
otherwise quench the flows is mitigated by the flow and magnetic structures that are
formed. Specifically, the flow and magnetic structures are largely spatially separated
in that the bulk of the magnetic energy exists in regions where there is little kinetic
energy and visa versa (e.g., Featherstone et al., 2009; Augustson et al., 2016). In
the regions where the two fields overlap, new magnetic field is generated through
induction. The presence of a fossil field can modify this balance, enhancing certain
correlations and leading to a greater level of superequipartition (Featherstone et al.,
2009). Such magnetic fields formed during the main sequence will slowly be added
to the fossil magnetic field in the radiative envelope of these massive stars as the
convective core contracts. This process is continuous but occurs over evolutionary
time scales, whereas the new magnetic field configuration will relax on Alfve´nic time
scales. Such continuous magnetic field relaxation could be at the origin of the de-
clining prevalence of magnetic fields during the main sequence evolution as shown
in (Fossati et al., 2016).
As the star evolves past the main sequence, it moves directly to helium burn-
ing once the hydrogen has been exhausted in the core. During this phase, the core
contracts further and the density is larger, leading to greater kinetic energy in the
convective core. The superequipartition magnetic fields now approximately contain
approximately 100 times the energy compared to the main sequence. As the evo-
lution continues, and carbon burning takes place, the density is once again very
much larger and the superequipartition magnetic fields will contain again 100 times
the energy of the helium burning phase. This pattern continues until the end-stage
silicon burning, where the magnetic fields are of the order of 1010 Gauss or more
depending upon the previous stages of burning. This evolutionary progression is
shown in Figure 8 for a 15 M star for magnetic fields that are simply equipartition.
3 Conclusions
There are still many puzzles to solve regarding the influence of magnetic fields on the
evolution and structure of massive stars as well as on their winds and environment.
Nevertheless, as the numerous physical mechanisms at work are explored, a picture
can be constructed about both their births as well as their evolution toward their
cataclysmic ends. Here we have explored recent work regarding the observed prop-
erties of the magnetism of main-sequence massive stars, the influence of convection
on their surface properties as well as on their core dynamo action, the impact of
convective penetration both on wave generation and in chemical mixing, and finally
how tides from multiple stellar companions can change the classical picture of single
star evolution. Later we have sketched the magnetic evolution of the interior of the
a massive star from the pre-main-sequence to the final stages before its supernova.
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