The pattern recognition and computer vision communities often employ robust methods for model fitting. In particular, high breakdown-point methods such as least median of squares (LMedS) and least trimmed squares (LTS) have often been used in situations where the data are contaminated with outliers. However, though the breakdown point of these methods can be as high as 50% (they can be robust to up to 50% contamination), they can break down at unexpectedly lower percentages when the outliers are clustered. In this paper, we demonstrate the fragility of LMedS and LTS and analyze the reasons that cause the fragility of these methods in the situation when a large percentage of clustered outliers exist in the data. We adapt the concept of ''symmetry distance'' to formulate an improved regression method, called the least trimmed symmetry distance (LTSD). Experimental results are presented to show that the LTSD performs better than LMedS and LTS under a large percentage of clustered outliers and large standard variance of inliers.
Introduction
One major task of computer vision, pattern recognition, machine learning, and related areas: is to fit a model to noisy data (with outliers) (Fischler and Bolles, 1981; Rousseeuw, 1984; Rousseeuw and Leroy, 1987; Zhang, 1997; Danuser and Stricker, 1998; Stewart, 1999) . It is common to employ ''regression analysis'' to undertake such tasks (Rousseeuw and Leroy, 1987) . The most common form of regression analysis is the least squares (LS) method, which can achieve optimum results under Gaussian distributed noise. But this method is extremely sensitive to outliers (gross errors or samples belonging to another structure and distribution). The breakdown point of an estimator may be roughly defined as the smallest percentage of outlier contamination that can cause the estimator to produce arbitrarily large values. Mathematically, let Z be any sample of n data points ðx 1 ; y 1 Þ; . . . ; ðx n ; y n Þ, Z ¼ fz 1 ; . . . ; z n g and z i ¼ fx i ; y i g. For m 6 n, the finite-sample breakdown point of a regression estimator T can be written as (Rousseeuw and Leroy, 1987, pp. 10 ): Because one single outlier is sufficient to force the LS estimator to produce arbitrarily large value, the LS estimator has a breakdown point of 0%. Since data contamination is usually unavoidable (due to faulty feature extraction, sensor noise and failure, segmentation errors, etc.), there has recently been a general recognition that algorithms should be robust (Haralick, 1986) . Robust regression methods are a class of techniques that can tolerate gross errors (outliers). Some robust methods also have a high breakdown point.
Several robust estimators with apparently high breakdown points have been developed during the past three decades. The least median of squares (LMedS) estimator and the least trimmed squares (LTS) estimator (Rousseeuw, 1984; Rousseeuw and Leroy, 1987) are the two most popular methods with claimed high breakdown points, and are currently used most widely in computer vision field (Roth and Levine, 1990; Bab-Hadiashar and Suter, 1998; Ming and Haralick, 2000, etc.) . They are based on the idea that the correct fit will correspond to the one with the least median of residuals (for LMedS), or the least sum of trimmed squared residuals (for LTS). The essence of the argument claiming a high breakdown point for the LMedS is that if the uncontaminated data are in the majority, then the median of the residuals should be unaffected by the outliers, and thus the median residual should be a reliable measure of the quality of the fit. Likewise, since the LTS method relies only on (the sum of squares of) the h smallest residuals, for some choice of the parameter h, it is thought that this should be robust to contamination so long as h data points, at least, belong to the true fit. Though the robustness of these methods, compared with patently nonrobust methods such as Least Squares, is now widely demonstrated and acknowledged, it is perhaps less widely recognized that LMedS and LTS can breakdown at surprisingly low contamination if those outliers are clustered. Due to the affects of clustered outliers, the correct fit may not correspond to the fit with the least median of squared residual (for LMedS) or the least trimmed squared residuals (for LTS). It is worth mentioning that this phenomenon is not limited to the LMedS, and LTS. It also happens to most other robust estimators such as random sample consensus--RANSAC (Fischler and Bolles, 1981) , residual consensus estimator--RESC (Yu et al., 1994) , adaptive least kth estimator--ALKS (Lee et al., 1998) , etc. The mechanism of the breakdown in these robust estimators is similar to that of the LMedS and LTS (see Wang and Suter, 2003) . In this paper, we restrict ourselves to the better known and more widely applied LMedS and LTS. Making clear the reasons that cause the breakdown of the LMedS and LTS will help understand the fragility of other robust estimators to clustered outliers.
The key to salvaging the robustness of LMedS and LTS, even in the presence of clustered outliers, can be recognize that LMedS and LTS (and some other robust estimators such as M-estimators, ALKS, etc.) only depend upon a single statistical property of the data (the median of the squared residuals, or the sum of the smallest h residuals, respectively). If one expects some other property of the data, associated with the true fit, to hold, then one may seek to incorporate a measure of that property into the problem formulation. In this paper, we restrict ourselves to one such property--symmetry.
Symmetry is very common and important in our world. When we fit circles, ellipses, or any symmetric object, one of the most basic features in the model is symmetry. In our method, we introduce symmetry into the model fitting and thereby propose an improved method--the least trimmed symmetry distance (LTSD). The LTSD is influenced not only by the sizes of the residuals of data points, but also by the symmetry of the data points and has applications where one is trying to fit a symmetric model (e.g. circle and ellipses). Experiments show that the LTSD method works better than LMedS and LTS under a large number of clustered outliers.
The main contributions of this paper are as follows: This paper is organized as follows: in Section 2, several robust estimators are reviewed. The reasons why both LMedS and LTS fail to fit a model under a large percentage of clustered outliers are explored. In Section 3 a novel SD measure is given and our proposed method is developed in Section 4. Experiments demonstrating the utility of the approach (for circle fitting and ellipses fitting) are given in Section 5. Finally, the contributions of this paper and future work are summarized in Section 6.
Robust estimators
The classical linear model can be written in the form: where the residual of the ith datum:
Although the LS method has low computational cost and high efficiency when the data are Gaussian distributional, it is very sensitive to outliers. In order to reduce the influence of outliers, a number of robust estimators have been developed. Among these estimators, the maximum-likelihood-type estimators, i.e. the M-estimators, are best known (Huber, 1973 (Huber, , 1981 .
M-estimators
The essence of the M-estimator is to replace the squared residuals r 2 i in (2.2) by another function of the residuals:
where qðÁÞ is a symmetric, positive-definite function with a unique minimum at zero. Different choices of qðr i Þ will yield different M estimators. Unfortunately, it has been proved that M-estimators have a breakdown point of at most 1=ðp þ 1Þ, where p represents the dimension of parameter vector (Li, 1985) . This means that the breakdown point will diminish when the dimension of the parameter vector increases.
The repeated median method
Before the repeated median (RM) estimator, it was controversial whether it was possible to find a robust estimator with a high breakdown point. In 1982, Siegel proposed the RM estimator with a high breakdown point of 50% (Siegel, 1982) .
The RM method can be summarized as followed: take any p observations (p is the dimension of the model), ðx i1 ; y i1 Þ; . . . ; ðx ip ; y ip Þ. The parameter vectorĥ h ¼ ðĥ h 1 ; . . . ;ĥ h p Þ t can be calculated from this set of data points. The jth coordinate of this vector is denoted by h j ði 1 ; . . . ; i p Þ. Then the RM estimator is defined as:
The RM estimator has succeeded in solving the problems with small p. But the time complexity of the RM estimator is Oðn p log p nÞ, which is very high for multidimensional models and so the utility of the method is restricted to low dimensional models. Since this method is not widely used in the computer vision community, we do not consider it further in this paper.
The least median of squares method
Rousseeuw proposed the LMedS in 1984. The LMedS method has excellent global robustness and claimed high breakdown point (also 50%). Over the last two decades, LMedS has been growing in popularity. For example, Kumar and Hanson (1989) used the LMedS to solve the pose estimation problem; Roth and Levine (1990) employed it for range image segmentation; Meer et al. (1990) applied it for image structure analysis in the piecewise polynomial field; Zhang (1997) used the least median squares in conic fitting; and BabHadiashar and Suter (1998) employed it for optic flow calculation.
The LMedS method is based on the simple idea of replacing the sum in the least sum of squares formulation by a median. That is, the LMedS estimate is given by 
ð2:5Þ
A drawback of the LMedS method is that it estimates the parameters by solving this non-linear minimization problem. No explicit formula exists for the solution of this problem--the exact solution can only be determined by a search in the space of all possible estimates. There are Oðn p Þp-tuples of data, and it takes Oðn log nÞ time to find the median of the residuals of the whole data for each p-tuple. Thus it costs Oðn pþ1 log nÞ for the LMedS method. In order to reduce the cost to a feasible value, a Monte Carlo type technique, as described next, is usually employed.
A p-tuple is ''clean'' if it consists of p good observations without contamination by outliers. One performs, m times, random selections of ptuples, where one chooses m so that the probability (P ) that at least one of the m p-tuples is ''clean'' is almost 1. Let e be the fraction of outliers contained in the whole set of points. The probability P can be expressed as follows:
Thus one can determine m for given values of e, p and P by:
The relative efficiency of the LMedS method is poor when Gaussian noise is present in the data. The LMedS has a low convergence rate of order n À1=3 . Rousseeuw improved the LMedS method by further carrying out a weighted LS procedure after the initial LMedS. In this adaptation, a preliminary scale estimate is found by:
where M i is the median of the residuals returned by the LMedS procedure. The weight function W i which will be assigned to the ith data point is usually given by: The data points corresponding to W i ¼ 0 are likely to be outliers. The data points having W i ¼ 1 are inliers and will influence the weighted LS estimate:
ð2:10Þ
The LMedS method may be locally unstable when fitting models to data. This means that an infinitesimal change in the data can greatly alter the output (Thomas and Simon, 1992) .
The least trimmed squares method
The LTS method was introduced by Rousseeuw (1984) , Rousseeuw and Leroy (1987) to improve the low efficiency of LMedS. The LTS estimator can be expressed as
where ðr 2 Þ 1:n 6 Á Á Á 6 ðr 2 Þ n:n are the ordered squared residuals, h is the trimming constant.
The method uses h data points (out of n) to estimate the parameters. The coverage value, h, may be set from n=2 to n. The aim of LTS estimator is to find the h-subset with smallest LS residuals and use the h-subset to estimate parameters of models. The claimed LTS breakdown point is ðn À hÞ=n. When h is set to n=2, the LTS estimator has a claimed high breakdown value of 50%.
The advantages of LTS over LMedS are:
• It is less sensitive to local effects than LMedS, i.e. it has more local stability.
• LTS has better statistical efficiency than LMedS (H€ o ossjer, 1994) . It converges like n À1=2 .
Due to these merits, LTS is preferred to LMedS (Rousseeuw and Aelst, 1999; Ming and Haralick, 2000) .
LTS is also implemented by using random sampling, because the number of all possible hsubsets ðC h n Þ grows fast with n. There are two commonly employed ways to generate a h-subset (Rousseeuw and Driessen, 1999 ):
1. Directly generate a random h-subset from the data points n. 2. Firstly generate a random p-subset. If the rank of this p-subset is less than p, randomly add data points until the rank is equal to p. Next, use this subset to compute parametersĥ h j ðj ¼ 1; . . . ; pÞ and residuals r i ði ¼ 1; . . . ; nÞ. Sort the residuals into jrðpð1Þj 6 Á Á Á 6 jrðpðhÞj 6 Á Á Á 6 jrðpðnÞj, and h-subset is set to: H :¼ fpð1Þ; . . . ; pðhÞg.
Although the first way is easier than the second, the h-subset yielded by the first method may contain a lot of outliers. Indeed, the chance of generating a ''clean'' h-subset by method (1) tends to zero with increasing n. In contrast, it is easier to find a ''clean'' p-subset without outliers by method (2). Therefore, method (2) can generate more (good) initial subsets with size h than method (1).
Like LMedS, the efficiency of LTS can be improved by adopting a weighted LS refinement as the last stage.
Factors affecting the achievements of LMedS and LTS
The LMedS method and the LTS method are based on the idea that the correct fit is determined by a simple situation: the least median of the squared residuals (for LMedS), or by the least sum of trimmed squared residuals (for LTS); and that such a statistic is not influenced by the outliers.
Consider the contaminated distributions as follows (Hampel et al., 1986; Haralick, 1986) :
where F 0 is an inlier distribution, and H is an outlier distribution. The equation above is also called the gross error model. When the standard variance of F 0 is small ((1) and that of H is large or H is uniform distributed, the assumptions leading to the robustness of LMedS or LTS, are true. However, when F 0 is ''scattered'', i.e. the standard variance of F 0 is big, and H is clustered distributed with high density, the assumption is not always true.
Let us investigate an example. In Fig. 1 , 100 good data (inliers) with noise distribution F 0 (bivariate normal with unit variance) were generated by adding the noise to samples of a circle with radius 10.0 and center at ð0:0; 0:0Þ. Then 80 clustered outliers were added, possessing a spherical bivariate normal distribution with one unit standard variance and mean ð20:0; 6:0Þ. As Fig. 1 shows, both LMedS and LTS failed to fit the circle: LMS returned the result with a radius equal to 7.4239 and the center was located at ð13:1294; It is important to point out that the failure is inherent, and not simply an artefact of our implementation. Let us check the median of the residuals (for LMedS) and the sum of trimmed squared residuals (for LTS) and we will understand why LMedS and LTS failed to fit to the circle. The median of residuals of the perfect fit is 5.7928. However the median of residuals of final result by the LMedS method is 5.1479.
In fact, during the searching procedure, the LMedS estimator consistently minimises the median of the residuals, starting with initial fits that have a larger median residual than the true fit, but successively finding fits with lower median residuals--proceeding to even lower median residuals than that possessed by the true fit (shown in Fig.  2) .
The reason that LTS failed is similar. LTS finds the fit with smallest trimmed squared residuals. The value of the least sum of trimmed squared residuals obtained is 32.6378. However, the same statistic for the ''true fit'' is 58.6688. Clearly, LTS has ''correctly'', by its criterion, obtained a ''better'' fit (but in fact, the wrong one). The problem is not with the implementation but with the criterion. Now, let us consider another example showing that the results of the LMedS and the LTS are affected by the standard variance of the inliers. We generated a circle with radius 10.0 and center at ð0:0; 0:0Þ. In addition, clustered outliers were added to the circle with mean ð20:0; 6:0Þ and unit standard variance. In total, 100 data points were generated. At first, we assigned 100 data to the circle without any outliers. Then we repeatedly moved two points from the circle to the clustered outliers until 50 data were left in the circle. Thus, the percentage of outliers changed from 0% to 50%. In addition, for each percentage of clustered outliers, we varied the standard variance of the inliers from 0.4 to 1.6 with a step size of 0.3. Fig.  3(a) illustrates one example of the distribution of the data, with 38% clustered outliers and the standard variance of inliers 1.3.
From Fig. 3(b) and (c), we can see that when the standard variance of inliers is no more than 1.0, LMedS can give the right results under high percentage of outliers (more than 44%). However, when the standard variance of inliers is more than 1.0, LMedS does not give the right result even when the percentage of outliers is less then 40%. From Fig. 3(b) , we can see when the standard variance of inliers is 0.4, the LTS estimator can correctly give the results even under 50% clustered outliers; while when the standard variance of inliers is 1.6, LTS does not give the right results even when only 30% of the data are outliers.
From the discussion above, we now see several conditions under which LMedS and LTS failed to be robust. A crucial point is: these methods measure only one single statistic: the least median of residuals or the least sum of trimmed squared of residuals, omitting other characteristics of the data. If we look at the failures, we can see that the results lost the most basic and common feature of the inliers with respect to the fitted circle--symmetry.
Symmetry is considered a pre-attentive feature that enhances recognition and reconstruction of shapes and objects (Attneave, 1995) . Symmetry exists in many man-made and natural objects. In the next section, we will introduce the concept of SD into robust regression methods and propose an improved method, called the LTSD, by which the better performance is acquired even when data include clustered outliers.
The symmetry distance
Symmetry exists almost at all places of the world. A square, a cube, a sphere, and a lot of geometric patterns show symmetry. Architecture usually displays symmetry. Symmetry is also an important parameter in physical and chemical processes and is an important criterion in medical diagnosis. Even we human beings show symmetry, (for instance, our faces and bodies are roughly symmetrical between right and left). One of the most basic features in the shapes of models we often fit/impose on our data, e.g. circles and ellipsis, is the symmetry of the model. Symmetric data should suggest symmetric models and data that is symmetrically distributed should be preferred as the inlier data (as opposed to the outliers). For decades, symmetry has widely been studied in computer vision community (Bigun, 1988; Marola, 1989; Nalwa, 1989; Kirby and Sirovich, 1990; Reisfeld et al., 1992 , 1995; Su and Chou, 2001 ). More detailed definitions of symmetry can be found in (Zabrodsky, 1993) . We demonstrate here that symmetry can also be used as a feature to enhance the performance of robust estimators when fitting models with symmetric structure.
The exact mathematical definition of symmetry (Miller, 1972; Weyl, 1952 ) is insufficient to describe and quantify symmetry found both in the natural world and in the visual world.
Su and Chou (2001) proposed a SD measure based on the concept of ''point symmetry''. Given n points x i ; i ¼ 1; . . . ; N and a reference vector C (e.g. the centroid of the data), the point SD between a point x j and C is defined as follows:
From (3.1) we can see that the point SD is nonnegative definition. In essence, the measure tries to ''balance'' data points with others symmetric about the centroid--for example, x i ¼ ð2C À x j Þ exists in the data, d s ðx j ; CÞ ¼ 0. However, according to (3.1), one point could be used repeatedly as the ''balancing point'' with respect to the center. This does not seem to properly capture the notion of symmetry.
In order to avoid one point being used as a ''symmetric point'' more than one time by other points, we refine the point SD between a point x j and C as follows:
where R is a set of points that have been used as ''symmetric point''. Based on the concept of ''point SD'', we propose a non-metric SD. Given a pattern x consisted of n points x 1 ; . . . ; x n and a reference vector C, the symmetry distance of the pattern x with respect to the reference vector C is:
When the SD of a pattern is equal to 0.0, the pattern is perfect symmetric; when the SD of a pattern is very big, the pattern has little symmetry.
The proposed method
We proposed a new method, which couples the LTS method with the symmetry distance measure. Besides residuals, we also choose SD as a criterion in the model fitting. For simplicity, we call the proposed method the LTSD (least trimmed SD). Mathematically, the LTSD estimate can be written as:
Only h data points with the smallest sorted residuals are used to calculate the SD. The estimated parameters correspond to the least SD. The specific procedures of the proposed method is given as follows:
Step 1. Set repeat times (RT) according to equation (2.7). Initialise h with ½ðn þ p þ 1Þ= 2 6 h 6 n. If we want LTSD to have a high breakdown point, say 50%, we can set h ¼ ðn þ p þ 1Þ=2.
Step 2. Randomly choose p-subsets, and extend to a h-subset H 1 by the method (2) in Section 2.4.
Step 3. Computeĥ h 1 by LS method based on H 1 .
Compute symmetry distance SD 1 based onĥ h 1 and H 1 using (3.3) in Section 3 and using the centre of the fit (circle or ellipse) as the reference vector C. Decrement RT and if RT is smaller than 0, go to step 4, otherwise, go to step 2. We calculate the parametersĥ h based on h-subset instead of p-subset in order to improve the statistical efficiency.
Step 4. Finally, outputĥ h with the lowest SD.
Experimental results
In this section, we will show several examples using the proposed method to fit a model with symmetrical structures. Circle fitting and ellipse fitting have been very popular topics in the computer vision field. One of the obvious characteristics of circles and ellipses is that they are symmetric. We first present an example of circle fitting, to provide insights into the proposed method. We then present a relatively more complicated example of ellipse fitting. The results are compared with those of the LMedS method and the LTS method.
Circle fitting
In Fig. 4 , about 45% clustered outliers were added to the original circle data. Since LMedS and LTS only rely on the residuals of the data points, their results were affected by the standard variance of the inliers and percentages of the clustered outliers. Therefore, they failed to fit the circle under high percentage of clustered outliers (see Fig. 1 ). However, because the LTSD method considers the symmetry of the object, this enables LTSD find the right model (see Fig. 4 ): the true centre and radius of the circle are respectively ð0:0; 0:0Þ and 10.0; by the LTSD method, we obtained centre ðÀ0:23; 0:01Þ and radius 10.06.
Another example showing the advantages of the proposed method is given in Fig. 5(a) (corresponding to Fig. 3(a) ). From Fig. 5(a) , we can see that when the outliers are clustered, the LMedS and LTS broke down under very low percentages of outliers, in this case, they both broke down under 38% outliers! In comparison to the LMedS and LTS methods, the proposed method gives the Even when 50% clustered outliers exist in the data and the standard variance of inliers is 1.6, the results did not (yet) break down. However, both the LMedS and the LTS broke down.
Ellipse fitting
Ellipses are one of most common and important primitive models in computer vision and pattern recognition, and often occur in geometric shapes, man-made and natural scenes. Ellipse fitting is a very important task for many industrial applications because it can reduce the data and benefit the higher level processing (Fitzgibbon et al., 1999) . Circles may be projected into ellipses under perspective projection. Thus ellipses are frequently used in computer vision for model matching (Sampson, 1982; Fitzgibbon et al., 1999; Robin, 1999, etc.) . In this subsection, we apply the proposed robust method to ellipse fitting.
A general conic equation can be written as follows:
ða; b; c; d; e; f Þ are the parameters needed to find from the given data. When b 2 < 4ac, the equation above corresponds to ellipses.
The ellipse can also be represented by its more intuitive geometric parameters:
where ðx c ; y c Þ is the center of the ellipse, fA; Bg are the major and minor axes, and h is the orientation of the ellipse. The relation between ða; b; c; d; e; f Þ and ðx c ; y c ; A; B; hÞ is (Robin, 1999) :
ð5:3Þ It is convenient to find ða; b; c; d; e; f Þ first by the given data and then convert to ðx c ; y c ; A; B; hÞ.
As illustrated in Fig. 6 and Table 1 , 200 data were generated with 40% clustered outliers. The outliers were compacted within a region of radius 5 and center at ð20:0; 5:0Þ. The ellipse had a standard variance 0.8, major axis 10.0, minor axis 8.0, center ð0:0; 0:0Þ, and orientation to horizon direction is 0.0°. The results of LTS and LMedS were seriously affected by the clustered outliers. However, the LTSD method worked well.
Next, we will apply the LTSD method to real images.
Experiments with real images
The first example is to fit an ellipse in an image of a mouse pad, shown in Fig. 7 . The edge image was obtained by using Canny operator with threshold 0.07. In total, 310 data points were in the edge image (Fig. 7(b) ). The clustered outliers, due to the flower, occupy 50% of the data. Three methods (the LTSD, LTS and LMedS) were applied to detect the mouse pad edge. As shown in Fig. 7(c) , both LTSD and LTS correctly found the edge of the mouse pad. However, LMedS fails to detect the edge of the mouse pad. This is because under the condition that the standard variance of inliers is small, the statistical efficiency of LTS is better than LMedS. Fig. 8 shows the use of the LTSD method to fit an ellipse to the rim of a cup. Fig. 8(a) gives a real cup image. After applying the Prewitt operator, the edge of the cup is detected is shown in Fig.  8(b) . We can see there is a high percentage (about 45%) of clustered outliers existing in the edge image, external to the rim of the cup (the ellipse we shall try to fit), mainly due to the figure on the cup. However, the rim of the cup has a symmetric elliptical structure. Fig. 8(c) shows that the LTSD method correctly finds the ellipse in the opening of the cup, while both the LTS and the LMedS fail to correctly fit the ellipse.
Experiments for the data with uniform outliers
Finally, we investigated the characteristics of the LTSD under uniform outliers. We generated 200 data points with 40% uniform outliers (see Fig.  9 ). The ellipse had a standard variance 0.5, major axis 10.0, minor axis 8.0, center ð0:0; 0:0Þ, and orientation to horizon direction h is 0.0°. The uniform outliers were randomly distributed in a rectangle with left upper corner ðÀ20:0; 20:0Þ and right lower corner ð20:0; À20:0Þ. We repeated the performance 100 times and the averaged results were shown in Table 2 . We can see the LTSD method can also work well in uniform outliers.
Conclusion
The fragility of traditionally employed robust estimators: LMedS and LTS, in the presence of clustered outliers has been demonstrated in this paper (a similar story applies more widely--see Wang and Suter, 2003) . These robust estimators can break down at surprisingly lower percentage of outliers when the outliers are clustered. Thus this paper provides an important cautionary note to the computer vision community to carefully employ robust estimators when outliers are clustered. We also proposed a new method that incorporates SD into model fitting. The comparative study shows that this method can achieve better performance than the LMedS method and the LTS method especially when large percentages of clustered outliers exist in the data and the standard variance of inliers is large. The price paid for the improvement in fitting models is an increase of the computational complexity due to the complicated definition of symmetry distance. It takes about Oðn 2 Þ time to compute SD for each p-subset. The time complexity of the proposed method is also related the times that how many p-subsets are needed (according to equation (2.7)). The proposed method can be applied to other symmetric shapes fitting and other fields.
Unfortunately, our method was especially designed for spatially symmetric data distributions. For inlier distributions that are not spatially symmetric (including structures that, though they may be symmetric, have large amounts of missing or occluded data so that the visible inliers are not symmetric), the LTSD is not a good choice. However, the LTSD does provide a feasible way to greatly improve achievements of conventional estimators--the LMedS and the LTS, especially, when the data contain inliers (with symmetry) with large variance and are contaminated by large percentage of clustered outliers.
Further work includes finding a more efficient and simple definition of SD by which the computational complexity can be reduced moderately. We will also extend our horizon to other features of the model studied so that the new method can be used more widely (data with different types of symmetry and reducing the limits required in that symmetry).
