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We study the dynamics of up to two Rydberg excitations and the correlation growth in a chain of atoms
coupled to a photonic crystal waveguide. In this setup, an excitation can hop from one atom to another via expo-
nentially decaying exchange interactions mediated by the waveguide. An initially localized excitation undergoes
a continuous-time quantum walk for short-range hopping, and for long-range, it experiences quasi-localization.
Besides that, the inverse participation ratio reveals a super-ballistic diffusion of the excitation in short times,
whereas, at a long time, it becomes ballistic. For two initially localized excitations, intriguing, and complex dy-
namical scenarios emerge for different initial separations due to the competition between the Rydberg-Rydberg
and exchange interactions. In particular, the two-point correlation reveals a light-cone behavior even for suf-
ficiently long-range exchange interactions. Additionally, we characterize the growth of bipartite entanglement
entropy, which exhibits a global bound if only one excitation is present in the dynamics. Finally, we analyze the
effect of imperfections due to spontaneous emission from the Rydberg state into photons outside the waveguide
and show that all physical phenomena we predict are well within experimental reach.
I. INTRODUCTION
Engineering strong atom-photon interactions [1–7] has be-
come the holy grail in most quantum optical systems includ-
ing ultra-cold atoms [8–14] due to their potential applications
in quantum information protocols [15–17], as well as in the
exploration of novel quantum many-body physics [12, 18–
24]. Recent focus has been on integrating nanophotonics with
atomic physics via photonic crystal waveguides (PCWs) [24–
31]. PCWs are periodic dielectric structures exhibiting pho-
tonic band gaps, which can be used to control and modify
the light propagation. The location and the size of the band
gaps can be adjusted, for instance, by changing the periodic
dielectric function of the PCW [32]. Atoms trapped near a
PCW act as dielectric defects, which develop localized atom-
photon bound states in the bandgap regime [1, 7, 12, 33–
36]. Effectively, this leads to long-range atom-atom interac-
tions mediated by waveguide photons and allow the simula-
tion of exotic spin models with a high degree of controllabil-
ity over the range and the nature of the spin-spin interactions
[12, 23, 36, 37].
In this paper, we look at the dynamics of Rydberg-
excitations in a chain of single atoms coupled to a PCW. Sim-
ilar setups include Rydberg excitations in a hollow-core pho-
tonic crystal fiber [38, 39], and an optical nanofiber [40]. The
excitations are exchanged to other ground-state atoms via lo-
cally induced cavity modes. These exchange or ”hopping”
interactions decay exponentially over distance, with a high
tunability over the range of interactions [12]. An initially
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localized single excitation undergoes quantum diffusion, and
the properties of the excitation dynamics depend crucially on
the range of the exchange potential. For instance, for short-
range exchange couplings, the long-time probability distribu-
tion (LTPD) for the position of an excitation exhibits the fea-
tures of a continuous-time quantum walk (CTQW) [41–47].
In contrast, for long-range, LTPD displays quasi-localization
and tailing behavior. The quasi-localization is due to the flat
modes near the edges of the Brillouin zone, and the tailing
behavior emerges from the long-wavelength modes. A better
understanding of the excitation dynamics is accessed through
excess kurtosis and inverse participation ratio (IPR). Interest-
ingly, IPR reveals to us that the single excitation dynamics is
super-ballistic at the very initial stage of the quantum diffusion
due to the initially localized state of the excitation, whereas,
at longer times, it is ballistic. The initially localized excita-
tion being a source of entangled pairs of quasi-particles with
opposite momenta correlates different parts of the atomic ar-
ray during the time evolution. We quantify the correlation
via the bipartite entanglement entropy for which the system
is divided into two equal parts. Interestingly, we found that
the entanglement entropy generated by a single excitation is
globally bounded, independently of the system size. The sin-
gle excitation scenario we discuss here can be related to an
impurity in a quantum spin chain, with its relevance in entan-
glement or quantum state transfer [48]. On the other hand, the
photon transport is studied using an identical setup [49, 50].
In the presence of two excitations, the Rydberg-Rydberg
interactions (RRIs) play an essential role in the dynamics.
To separate the effects of long-range hopping and RRIs, we
first analyze the dynamics of two non-interacting excitations,
observing spatial anti-bunching for short-range hoppings and
particle quasi-localization for long-range. For intermediate-
range, one of the excitations gets quasi-localized, and the
other propagate away from it. On the other hand, when includ-
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Figure 1. (Color online) (a) Atomic lattice and PC setup. An expo-
nentially decaying single-photon profile is depicted at the position
of the central atom and mediated by it, the excitation can be ex-
changed to other ground state atoms. (b) Band structure of a PC,
with the atom-band edge detuning ∆b = ωa − ωb where ωa is the
atomic resonance frequency, and ωb provides the lowest band edge.
ωc is the effective cavity mode frequency with an effective detuning
δ. The eigenfrequency ω of the atom-photon bound state |ψ1〉 lies in
the bandgap.
ing the RRIs, we observe the emergence of bound-states in the
excitation spectrum above a critical interaction strength. Be-
sides the well-known dynamical features found for fermions
or hardcore bosons in an optical lattice [51–62], we predict
new features in our system due to the competition between
the RRIs and the long-range exchange couplings. For in-
stance, above a critical interaction strength, the initially local-
ized excitations may carry both bound and scattering quasi-
particles leading to intricate patterns in the probability distri-
butions at longer times. In contrast to the single excitation
case, we found that the bipartite entanglement of two excita-
tions is not globally bounded but depends on the initial sepa-
ration between them as well as the range of the exchange cou-
plings. Also, the two-point correlations reveal a light-cone be-
havior even for sufficiently long-range exchange interactions.
Finally, we look at the effect of decoherence in a realistic im-
plementation of our setup, such as the spontaneous emission
from the Rydberg state. We show that all the features of the
coherent dynamics survive up to reasonable decay rates and
therefore the observation of these intricate Rydberg dynamics
is within experimental reach.
The paper is structured as follows. In Sec II, we discuss the
setup and the Hamiltonian describing the system. The coher-
ent dynamics of the single excitation is analyzed in Sec. III,
including the growth of bipartite entanglement due to the delo-
calized excitation. In Sec. IV, we discuss the dynamics of two
excitations and the correlations. Finally, in Sec. V, we briefly
discuss the dissipative dynamics of the system, incorporating
the spontaneous emission rate of the atomic excitation.
II. SETUP AND MODEL
Our work is motivated by the recent developments in cou-
pling atoms to a PC, and in particular, based on the setup
described in Ref. [12]. Consider a one-dimensional setup,
which consists of an array of N two-level atoms with a ground
state |g〉 and an excited Rydberg state |e〉, trapped near a PC
and arranged along waveguide longitudinal z-axis as shown in
Fig. 1(a). We assume deep potential wells so that the center of
mass motion of the atoms can be neglected, and they remain in
their respective lattice sites j = 1, ...,N. The atomic resonant
frequency ωa lies in the bandgap of the PC, with a detuning
∆b = ωa −ωb from the lowest band edge ωb [Fig. 1(b)]. Other
band edges are assumed very far from ωa, and therefore, only
the modes close to ωb play an important role. The dispersion
can then be approximated asωk ≈ ωb[1−α(k−k0)2/k20], where
k0 is the band edge wave number, and α determines the band
curvature. These modes are of Bloch form due to the periodic
structure of the PC, with electric field Ek0 (z) = e
ik0zuk0 (z). The
Hamiltonian that describes a single two-level atom trapped at
z = 0 coupled to the PCW reads,
Hˆ = ~ωaσˆee + ~
∫
dkωkaˆ
†
k aˆk + ~g
∫
dk(σˆegaˆkEk(0) + h.c.),
(1)
where the atomic operators σˆαβ = |α〉〈β| with α, β ∈ {e, g}
and aˆk (aˆ
†
k) is an annihilation (creation) operator of a pho-
ton in the kth mode. The atom-light coupling constant is
g = deg
√
ωb/4pi~0A with deg being the atomic dipole mo-
ment, and A is the mode cross-sectional area [28]. In the
single excitation sector of the system, there exists a bound
eigenstate (Hˆ|ψ1〉 = ~ω|ψ1〉) in which the atom is dressed by
a localized excitation of the photonic mode. The eigenfre-
quency ω lies at the bandgap with a detuning δ = ω −ωb, and
it has been shown that the eigenenergy can be approximately
obtained from the positive root of (δ − ∆)√δ = β3/2 with β =
(pig2|uk0 (0)|2k0/
√
4αωb)2/3 [12]. The single excitation bound
state is of the form: |ψ1〉 = cos θ|e〉|0〉 + sin θ|g〉|1〉, where
the atom is dressed by a localized photon: |1〉 = ∫ dkckaˆ†k |0〉
around the atomic position and has the spatial wave function
φ(z) =
√
2pi
L
e−|z|/LEk0 (z). (2)
The length scale, L =
√
αωb/(k20δ) quantifies the exponen-
tial decay of the photon probability from the atomic position.
Interestingly, one can map this scenario to that of an atom-
cavity system with a cavity length L, cavity mode frequency
ωc = ωb − δ, effective atom-cavity coupling gc = g
√
2pi/L,
and an effective detuning ∆c = ∆b + δ [see Fig. 1(b)]. With all
these, the state |ψ1〉 is mapped into the corresponding dressed
state in the Jaynes-Cummings model. Now extending to an ar-
ray of atoms with positions z j, and assuming the far-detuned
limit: ∆c  β, the weakly populated photonic modes can
be adiabatically eliminated. This leads to a dipole-dipole ex-
change Hamiltonian for the atomic excitations of the form,
Hˆex = J
N∑
j,l
σˆ
j
egσˆ
l
ge f (z j, zl), (3)
where the exchange coupling strength reads J = ~g2c/∆c. We
take J as a constant and explore the effect of L on the exci-
tation dynamics, which appears in the exponential function,
f (z j, zl) = exp(−|z j − zl|/L)E∗k0 (z j)Ek0 (zl). Taking lattice spac-
ing as twice the length of the PC unit cell, we have Ek0 (z j) = 1
at atomic locations [63]. As we can see that the range of the
exchange interactions, L, can be controlled by tuning the band
structure of the PC.
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Figure 2. (Color online) (a) The probability density Pi as a function
of lattice index i for L/a = 0.5 at two different t. At t = 0, the
excitation is initially localized at i = 0. Pi exhibits a typical profile
of CTQW at longer times. (b) Pi vs i for different L at a given instant
of time Jt = 80. (c) The spread ∆z of the distribution as a function of
time for different L values. The inset shows β(L), the rate at which the
spread of Pi increases in time, as a function of L. (d) The spectrum
˜k = k/|k=0| vs k in the first Brillouin zone for different L. For
large L, the energy band becomes increasingly flat near the edges of
the Brillouin zone and steeper at very low momenta, giving rise to
quasi-localization and tailing behavior in LTPD.
In the following, we analyze the coherent dynamics induced
exclusively by the spin-spin Hamiltonian in Eq. 3, for both
one and two excitations. Then, we include RRIs between the
atoms and finally, extend the analysis to the dissipative case
by including imperfections due to unwanted dissipation of the
excited levels into photons outside the waveguide.
III. ONE EXCITATION
The single excitation dynamics is studied by numerically
solving the Schro¨dinger equation: i∂|ψ(t)〉/∂t = Hex|ψ(t)〉 (~ =
1). We assume the excitation is initially localized at the center
of the lattice, and evolve the system up to various times before
the excitation probability hits the boundary. The Hamiltonian
Hex preserves the number of excitations, and we can truncate
the Hilbert space to the subspace of N singly excited states
{|i〉 ≡ |...gi−1eigi+1...〉}. The probability of finding an excitation
at the site i is given by Pi(t) = |〈i|ψ(t)〉|2. Fig. 2(a) shows Pi
vs i for L/a = 0.5, which exhibits a probability distribution
typical to that of a CTQW, with the maximum value of Pi at
the edges of the distribution at long time. The spread of the
distribution ∆z =
√〈z2〉 − 〈z〉2 increases linearly in time [see
Fig. 2(c)], where 〈zn〉 = 〈ψ(t)|zn|ψ(t)〉. The linear behavior
of ∆z in t is attributed to quantum interference and is in high
contrast to the case of a classical random walk. The latter case
is characterized by a Gaussian distribution at large times, with
∆z ∝ √t.
A. Quasi-localization and Tailing
Interestingly, as L increases, especially when L > a the
LTPD gets modified drastically as shown in Fig. 2(b). It ex-
hibits a quasi-localization behavior, possessing a sharp peak
at the center of the lattice with a long tail. At a given instant,
an increment in L makes the central peak sharper with higher
values, and a longer tail [see Fig. 2(b)]. Despite having a
qualitative change in the shape of LTPD for large L, its spread
∆z remains a linear function of time with an L-dependent pro-
portionality constant, i.e., ∆z = β(L)t. The latter implies that
the diffusion of the initially localized excitation is ballistic for
any value of L. The rate of quantum diffusion parameter β(L)
increases monotonously with L as shown in the inset of Fig.
2(c). In the large N limit, we get an analytic expression for
β(L) using the relation [64]:
〈z2〉(t) =
 a2pi
∫
BZ
(
dk
dk
)2
dk
 t2 (4)
where BZ stands for the first Brillouin zone. The free particle
dispersion k of the Hamiltonian Hˆex [Eq. (3)] is obtained as
k = J
(
cos ka − e−a/L
)
cosh(a/L) − cos ka , (5)
having a bandwidth of 2J/ sinh(a/L). Using Eq. (5) in Eq.
(4), we get
β(L) = aJ
√
coth(a/L)
2 sinh2(a/L)
, (6)
that is in an excellent agreement with the numerical results for
sufficiently large N.
The quasi-localization and the tailing behavior of LTPD at
large L can be understood using the energy spectrum k. As
L increases, near the edges of the Brillouin zone, the spec-
trum gets increasingly flat [see Fig. 2(d)], resulting in a van-
ishingly small group velocity vg(k) = dk/dk for modes with
high momenta, whereas for low momenta the group velocity
vg becomes increasingly large. This implies that the quasi-
localization is due to the flat modes near the edges of the Bril-
louin zone, whereas the fast propagating tail is arising from
the long-wavelength modes.
B. Kurtosis and Inverse participation ratio
To gain a comprehensive picture of the excitation dynamics,
and to characterize the behavior of the LTPD as a function
of L, we look at both the excess kurtosis of the probability
distribution and the inverse participation ratio (IPR).
Kurtosis:—In probability theory, the peakedness and tailing
of a probability distribution are characterized in terms of a
dimensionless parameter called excess kurtosis (κ), which is
defined as,
κ =
〈(z − 〈z〉)4〉
〈(z − 〈z〉)2〉2 − 3. (7)
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Figure 3. (Color online) (a) The numerical results for the asymp-
totic value of the excess kurtosis (κa) vs L for N = 2001. The
inset of the (a) shows the time dependence of the kurtosis for dif-
ferent values of L. The positive κa for L/a > 1.33 characterizes the
quasi-localization, and negative κa implies CTQW dynamics. (b) IPR
[Π1(t)] vs time for different L. The solid thin lines symbolically show
the t2 and t behavior, indicating the super-ballistic at short times and
ballistic diffusion at longer times, respectively.
The first term in Eq. (7) is the normalized 4-th central moment
of the probability distribution. A positive-valued κ implies a
distribution that is more peaked around the mean value with a
lengthy tail, as compared to a Gaussian distribution for which
κ = 0. Similarly, κ < 0 corresponds to distributions having
a flat head with a fast decaying tail. In the context of single
excitation dynamics discussed above, a significantly large and
positive κ implies a (quasi) localized state, whereas a negative
κ signifies a typical CTQW profile. The inset of Fig. 3(a)
shows the time dependence of κ for different values of L. κ
decreases in time, and asymptotically (t → ∞) approaches a
constant value (κa). A constant κa at longer times indicates
that the envelope of the probability distribution is invariant
in time, even though it spreads. The quantity κa exhibits a
smooth cross over (around L/a ∼ 1.3) from a negative to a
positive value as a function of L [see Fig. 3(a)] and for large
L, it increases linearly with L. The latter indicates that both
the peakedness and the tailing behavior get augmented at large
L. An analytic expression for the kurtosis is obtained in the
large N limit using the relation,
〈z4〉(t) = a
2pi
∫
BZ
t2 (d2kdk2
)2
+ t4
(
dk
dk
)4 dk, (8)
and we get,
κ(t) =
2[2 + cosh2(a/L)] tanh(a/L)
(Jt)2
+
3[1 + 2 cosh2(a/L)]
sinh(2a/L)
−3,
(9)
which gives us, κa = 3[1 + 2 cosh2(1/L)]/ sinh(2/L)− 3 and it
agrees exactly with the numerical results for sufficiently large
N. For large L, the asymptotic kurtosis, κa ≈ 9L/(4a) − 3,
depends linearly on L as expected. The derivation for the ana-
lytical results for the kurtosis and the eigenspectrum are given
in appendix A.
IPR:– Interestingly, the inverse participation ratio (IPR),
Π1(t) =
1∑
i P2i
− 1 (10)
captures some fine details of the dynamics, especially at the
initial stages of the diffusion. For a completely localized exci-
tation, we have Π1 = 0 and for a completely delocalized case
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Figure 4. (a) The partition of the system into two identical subsys-
tems (A and B) and the excitation is delocalized over the atomic
array. (b) and (c) show the eigenvalues of the density operator ρA
which provide us the probability of finding the excitation in the
subsystems A and B where initially the excitation is placed in the
subsystem B. For (b) |ψ(t = 0)〉 = |0〉A|N/2 + 1〉B and for (c)
|ψ(t = 0)〉 = |0〉A|N/2 + 10〉B. The growth of entanglement entropy
SA in time for different L for the parameters in (b) and (c) are respec-
tively shown in (d) and (e).
we get the uniform distribution, Π1 = N − 1, which suggests
that Π1 can be interpreted as a sort of length over which the
excitation is delocalized. As previously discussed, the linear
dependence of the width of the probability distribution with
time (∆z ∝ t) indicates that the diffusion is ballistic at any
instant of time. Nevertheless, IPR predicts that at the very
initial stage of the time evolution, i.e., for times Jt ≤ 1, we
have Π1(t) ∝ t2, indicating a super ballistic diffusion [see Fig.
3(b)]. At larger times, Π1(t) ∝ t, the diffusion is ballistic. The
transient super-ballistic nature of IPR is due to the initially lo-
calized state of the excitation [65]. Further, at a given instant
of time, IPR is larger for larger L in the super ballistic regime,
but in the ballistic regime Π1(t) first increases with L and then
decreases due to the quasi-localization at sufficiently large L.
Thus, Kurtosis captures the structural change in the LTPD as a
function of L whereas IPR gives us insights into the diffusive
nature of the excitation.
C. Bipartite Entanglement entropy
As we have seen, the excitation gets delocalized over the
lattice under the unitary evolution governed by the Hamil-
tonian in Eq. (3). It implies that the different parts of the
lattice get correlated via the delocalized excitation [66]. To
quantify this effect, we divide the atomic array into two parts
A and B in which A constitutes the left half, and B repre-
sents the right half with the number of lattice sites N/2 each.
The Hilbert spaces for the subsystems, each having a dimen-
5sion of N/2 + 1, are spanned by HA ∈ {|0〉A, |i〉A} for A and
HB ∈ {|0〉B, |i〉B} for B. The state |0〉A (|0〉B) represents all
N/2 atoms in the subsystem A (B) are in the ground state |g〉
and |i〉A (|i〉B) is the singly excited state in which only the
atom in the ith site is in the state |e〉. As far as the exci-
tation is concerned, each subsystem can be visualized as an
effective two-level system with two states that stands for the
presence and absence of the excitation. Now, we can write
|ψ(t)〉 = ∑N/2i=1 ci(t)|i〉A|0〉B +∑Ni=N/2+1 ci(t)|0〉A|i〉B, and the den-
sity matrix of the total system is ρAB = |ψ(t)〉〈ψ(t)|. Thus,
PA(t) =
∑N/2
i=1 |ci(t)|2 and PB(t) =
∑N
i=N/2+1 |ci(t)|2 provide us
the probability of finding the excitation in the subsystem A
and B, respectively. The entanglement entropy of subsystem
A is obtained as SA = −Tr(ρA log2 ρA) where
ρA(t) = PA(t)|E(t)〉〈E(t)| + PB(t)|0〉〈0| (11)
is the reduced density matrix of the subsystem A ob-
tained by the partial trace of ρAB. The state |E(t)〉 =[
1/
√
PA(t)
]∑N/2
i ci(t)|i〉A is a general coherent single excita-
tion state of the subsystem A. In Eq. (11) we removed the
subscript A from the state vectors for the convenience. Note
that, the form of ρA implies that in general, the subsystem A
is in a statistical mixture of two pure states: a single excita-
tion state (|E(t)〉) and a state with no excitations (|0〉). Diag-
onalizing ρA, we get two non-zero eigenvalues (λ1 and λ2) in
complying with the two-level description, which corresponds
to the probability of finding the excitation in two subsystems
A and B [see Figs. 4(b) and 4(c)]. The latter also indicates that
the entropy SA will be bounded by a maximum value of one
and is independent of N or L. SA = 1 corresponds to a max-
imally mixed state with equal probabilities to find the excita-
tion either in A or B. We assume that the excitation is initially
localized in the subsystem B, but at the edge with subsystem A
i.e., |ψ(t = 0)〉 = |0〉A|N/2+1〉B. Thus, we have ρA = |0〉〈0| and
consequently SA(t = 0) = 0. As time progresses, the entropy
increases, since the excitation diffuses into the subsystem A
from B [see Fig. 4(b)]. After a sufficiently long time, the
system evolves into a state such that there are almost equal
probabilities to find the excitation in each subsystem [see Fig.
4(d)], resulting in SA(t) approaching the value very close to
one. Since the excitation was initially localized in B, we al-
ways have PB > PA, and the initial position of the excitation
in the block B determines how close PA and PB get. As ex-
pected, the larger the value of L, the faster the diffusion of the
excitation, and it increases the growth rate of SA(t).
Now, we consider the initial state, |ψ(t = 0)〉 = |0〉A|N/2 +
l0〉B, i.e., the excitation is initially localized in the subsystem
B, but slightly far away from the partition boundary. We see
that it requires a finite time to build up the correlation between
A and B and corresponds to the time taken by the excitation
to cross the partition boundary. Fixing l0, the time required to
generate the correlation between A and B decreases with an
increase in L, as shown in Fig. 4(d) and (e). Also, for larger
l0, the probability of finding the excitation in A at longer times
gets smaller and, consequently, the correlations. A physical
interpretation of the entanglement growth between A and B
can be made based on quasiparticles [66–68]. The initially
localized excitation in the block B is a source of quasiparticles
with dispersion k, as given in Eq. (5). A pair of entangled
quasiparticles with quasi momenta ±~k propagates on either
side of the lattice from the initial position of the excitation
eventually makes the subsystems A and B to correlate.
IV. TWO EXCITATIONS
The excitation dynamics becomes richer and more complex
in the presence of two excitations. The Rydberg excitations
interact via the van der Waals (vdW) potential Vi j = C6/r6i j,
where ri j is the separation between the two excitations, and
C6 is the vdW coefficient. First, we analyze the dynamics of
non-interacting excitations (C6 = 0), and then later extend to
the interacting case (C6 , 0). Together with the RRIs, the
total Hamiltonian becomes
Hˆt = Hˆex +
∑
i< j
Vi jσˆieeσˆ
j
ee, (12)
with Hˆex given in Eq. (3). The Hamiltonian Hˆt preserves
the number of excitations, and therefore we can truncate
the Hilbert space into the subspace of two excitation states,
i.e. {|i j〉 ≡ |...g, ei, g, ...g, e j, g, ...〉}, spanned by N(N − 1)/2
states. At any instant, we have |ψ(t)〉 = ∑i< j ci j(t)|i j〉
with
∑
i< j |ci j(t)|2 = 1 and the time-dependent probability
amplitudes ci j(t) are obtained by solving the corresponding
Schro¨dinger equations. We use scaled two-body distribution
Γi j(t) = |ci j(t)|2/Max(|cij(t)|2) to characterize the dynamics
where Max(...) is the maximum value of |ci j(t)|2 at the instant
t.
As for the case for the single excitation, the energy spec-
trum of Hˆt plays an important role in determining the dynam-
ics of the two initially localized excitations [51, 57, 69]. To
obtain the two-excitation spectrum, we introduce the center
of mass R = (i + j)a/2 and the relative r = ( j − i)a coordi-
nates. Using ci j = exp(iKR)φK(r) in the Schro¨dinger equation
with φK(r) = φK(−r) and φK(0) = 0 (hard-core constraint), we
obtain the eigenspectrum by solving the set of coupled equa-
tions,
N−1∑
d>1
JKd φK(r + da) +
∑
d,r/a
JKd φK(r − da) +
C6
r6
φK(r) = K,kφK(r)
(13)
where JKd = 2Je
−da/L cos(Kda/2) and d an integer. Let k1 and
k2 be the quasi-momenta associated with the first and second
excitations, and then we have K = k1 + k2 and k = (k1 −
k2)/2. Due to the exponential term in the expression of JKd ,
the parameter L determines not only the range of the exchange
potential but also the strength of the exchange couplings. In
other words, the larger the value of L, the higher the hopping
matrix elements. When C6 = 0, the states φK(r) are solely
scattering states and the energy eigenvalues are the sum of the
single-particle ones (0K,k = k1 + k2 ),
0K,k = −J
2AB − 2(A + B) cos(Ka/2) cos(ka) + cos Ka + cos 2ka
B2 − 2B cos(Ka/2) cos(ka) + 12 (cos(Ka) + cos(2ka))
(14)
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Figure 5. (a)-(d) The scaled two excitation distribution Γi j for C6 = 0 and different values of L. Each column is for each value of L. For (a)
L/a = 0.2 and (b) L/a = 0.5, the LTPD is characterized by anti-bunching of excitations and for L/a = 3 we have quasi-localization and tailing
of excitations. For an intermediate value (L/a = 1), the dynamics is such that one of the two excitations experiences a quasi-localization,
whereas the other one propagates towards the edge of the array. The energy spectrum 0K,k in k1 − k2 plane for the corresponding L values of
(a)-(d) are shown in (e)-(h), respectively. The quasi-localization is attributed to the flat modes appear in (h) near the edges of the Brillouin
zone. The times at which each of the snapshots are taken (a) Jt = 3200, (b) Jt = 150, (c) Jt = 30, and (d) Jt = 15.
where A = e−a/L, B = cosh(a/L) and k is the relative mo-
mentum. A non-zero C6 can significantly modify the features
of the spectrum, in particular, the bound states emerge. The
eigenspectrum is obtained by diagonalizing the Hamiltonian:
H(2)K =

V1 + JK2 J
K
1 + J
K
3 J
K
2 + J
K
4 . . .
JK1 + J
K
3 V2 + J
K
4 J
K
1 + J
K
5 . . .
JK2 + J
K
4 J
K
1 + J
K
5 V3 + J
K
6 . . .
...
...
...
. . .
 ,
with Vd = C6/(da)6 and d = 1, 2, 3, ....
A. Non-interacting case (C6 = 0)
1. Quasi-particle spectrum and excitation dynamics
First, we look at the non-interacting case (C6 = 0) and ana-
lyze the dynamics as a function of both L and the initial sep-
aration d0 between the two excitations. Figs. 5(a)-5(d) show
the scaled LTPD (Γi j) for the initial condition ci=N/2, j=N/2+1 =
1 in which the excitations are localized initially in adjacent
sites (d0 = 1) at the center of the array. For L/a  1 [Figs.
5(a) and 5(b)], the exchange couplings are effectively short-
range in nature, which hinders the excitations from crossing
each other and resulting in the spatial anti-bunching. It is es-
sential to point out that the anti-bunching requires a small d0
because when d0 gets larger the interference effects can oblit-
erate it. We note that this anti-bunching effect also appears
in the dynamics of either two hardcore bosons or two non-
interacting fermions with the nearest neighbor hopping in an
optical lattice [51–57].
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Figure 6. (a) The schematic of the initial state in which the two exci-
tations (red spheres) are localized in the subsystem B at a separation
of d0. (b) The dynamics of SA for d0 = a with L/a = 0.5 (solid line)
and L/a = 1 (dashed line). The inset shows the number of non-zero
eigenvalues of ρA as a function of L at Jt = 15 and it increases lin-
early with L. (c) The dynamics of SA for L/a = 0.5 with different
d0. The thin horizontal line stands for SA = 1. The inset shows the
initial growth of S A(t) for different d0.
As L increases, 0K,k gets modified as shown in Figs. 5(e)-
5(h), where 0K,k is plotted in the k1 − k2 plane, and this affects
the excitation dynamics. For large values of L, we observe
quasi-localization of excitations [see Fig. 5(d)]. This is iden-
tical to that of the single excitation discussed in Sec. III and
both excitations are more favored to be found at their initial
positions. The quasi-localization at large L is attributed to
those modes having both ∂0K,k/∂k1 ∼ 0, and ∂0K,k/∂k2 ∼ 0.
They appear as flat modes near k1, k2 ∼ ±pi/a, and the local
maxima of the emerging energy stripes, as shown in Fig. 5(h).
For the intermediate value of L, we have a scenario in which
one of the two excitations experiences a quasi-localization,
and the other one propagates towards the edge of the array,
7as seen in Fig. 5(c). The latter arises from those modes in
the stripes with either {∂0K,k/∂k1 ∼ 0, ∂0K,k/∂k2 , 0} or vice
versa. The same holds for the tailing behavior in Fig. 5(d),
which shows almost horizontal and vertical probability tails
in the LTPD. As the initial separation between the two excita-
tions (d0) increases, the LTPD reveals us non-trivial patterns
due to the quantum interference, especially at small values of
L. The corresponding results for the LTPD (Γi j) are shown in
Appendix B.
2. Entanglement entropy
The presence of the second excitation enhances the bipar-
tite entanglement between sublattices A and B. The Hilbert
space of each subsystem is spanned by states with zero, one
and two excitations, i.e., HA ∈ {|0〉A, |i〉A, |i j〉A} and HB ∈
{|0〉B, |i〉B, |i j〉B}, where i and j represent the indices of the site
in which the excitations reside in each subsystem. In this ba-
sis, the general state of the system can be rewritten as
|ψ〉 =
N/2∑
i< j
ci j |i j〉A |0〉B+
N/2∑
i=1
N∑
j=N/2+1
ci j |i〉A | j〉B+
N∑
N/2<i< j
ci j |0〉A |i j〉B .
(15)
We have the following three scenarios: two excitations in A,
two excitations in B, or one excitation in each of the subsys-
tems. We look at the growth of the entanglement entropy of
the subsystem A by assuming both the excitations are initially
placed in B, and in particular, one is localized in the adjacent
site to the partition boundary [see Fig. 6(a)]. As expected, for
larger L, the growth of SA(t) becomes faster as shown in Fig.
6(b) for d0 = 1. At longer times, we observe that SA(t) satu-
rates and oscillates around a steady value. Unlike that for the
single excitation case discussed in Sec. III C, for two excita-
tions, the maximum or the long time value of SA(t) at longer
times, is not globally bounded but depends on the system pa-
rameters L and d0. This behavior is understood as follows:
increasing the value of L enlarges both the range and strength
of exchange couplings, which in turn makes the states |i j〉with
different d0 to be energetically separated. The latter results in
the appearance of more non-zero eigenvalues for ρA at longer
times [see inset of Fig. 6(b)], and consequently higher values
for SA at larger L.
In Fig. 6(c), we show the dynamics of SA for L/a = 0.5 and
various d0, where the anti-bunching dynamics occurs between
the excitations for d0 = 1. The initial growth of SA in time is
independent of d0 [see the inset of Fig. 6(c)], and it is mainly
originated by the excitation closer to the partition boundary.
For d0 = 1, it is the anti-bunching, which partially nullifies
the contribution of the second excitation to SA at the initial
stage of the dynamics, whereas, for larger d0, it is the initial
separation itself. Eventually, SA exceeds 1, signaling the role
of the second excitation. The second excitation takes a finite
time to diffuse into the subsystem B, which depends on d0 and
L. This results in the freezing of SA around SA ∼ 1 for a lim-
ited time. For a fixed L, the freezing time increases with d0, as
seen in Fig. 6(c) and also decreases with L for a fixed d0. All
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Figure 7. (Color online) The two-particle excitation spectrum for (a)
L/a = 0.5, V1/J = 0.2, (b) L/a = 0.5, V1/J = 0.5 and (c) L/a = 1,
V1/J = 0.5. The solid (red) line in (b) shows the isolated band for the
bound states. (d)-(f) show the highest radial eigenfunctions (scaled
by its maximum value) for K = 0 (dashed line) and K = pi/a (solid
line), respectively for the excitation spectrum shown in (a)-(c).
of these imply that it is possible to coherently control the bi-
partite entanglement, both its dynamics and long time steady
values, by simply varying the initial separation between two
excitations.
B. Rydberg interacting case (C6 , 0)
1. Bound and Scattering States
For sufficiently large values of C6 or V1 = C6/a6, a new
energy band starts to emerge and eventually separates from
the scattering states at a higher V1, as shown in Figs. 7(a)
and 7(b). The new isolated band in Fig. 7(b) corresponds to
the interaction induced bound states of two excitations. These
bound states are identical to the magnon bound states in spin
models [54, 69] or the particle-bound states in Hubbard mod-
els [58–62]. They are characterized by exponentially decaying
φK(r) with the maximum at r = 1, showing that it is more-
likely to find the excitations at adjacent sites. In contrast, the
scattering states are delocalized over all lattice sites. Thus,
the quasi-momentum K is associated with two kinds of quasi-
particles depending on the nature of the eigenstates of φK(r),
scattering or bound state quasi-particles. As we will show be-
low, RRIs favor the existence of bound states, whereas the
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Figure 8. (a) The scaled, K-averaged ∆r as a function of V1 and
L. In region R1, the excitation spectrum K,k is characterized by an
isolated band of bound states, in region R2 spectrum consists of at
least one bound state, but there is no isolated band for bound states
[see Fig. 7(a)], and in R3 region, K,k has only scattering states. The
dashed line between regions R1 and R2 is obtained from a truncated
model whereas the same between regions R2 and R3 is provided by
the criteria Vcr1 = 
0
pi/a,pi/2a. (b) The K-integrated overlap OM1 of φMK (r)
on the initial state in which the two excitations are localized at the
nearest neighbor sites (d0 = 1). The values of V1 and L at a, b, and c
for which the two-excitation dynamics is shown in Figs. 10(a)-10(c).
exchange couplings suppress them. To demonstrate the com-
petition between RRIs and exchange couplings, in Figs. 7(d)-
7(f), we show the topmost (corresponding to the largest K,k)
radial eigenfunctions φMK (r), in the case of K = 0 (dashed line)
and K = pi/a (solid line) for different values of L/a and V1/J
[70]. For L/a = 0.5 and V1/J = 0.2, the function φMK=pi/a(r) is
a bound state, but φMK=0(r) is a scattering state, as shown in Fig.
7(d). Keeping L/a = 0.5 fixed and by increasing V1/J from
0.2 to 0.5, the radial eigenfunction at K = 0 also becomes a
bound state, resulting in an isolated band of bound states [see
Figs. 7(b) and 7(e)]. Besides, we found that the bound state at
K = pi/a is more localized than the one at K = 0 for a given
L and V1. Now keeping V1/J = 0.5 and increasing L/a to 1,
the exchange couplings dominate RRIs, which eliminates the
bound states from the spectrum [see Figs. 7(c) and 7(f)].
To characterize the competition between the RRIs and ex-
change couplings it is convenient to introduce a new param-
eter, the scaled radial width of the functions φMK (r), and aver-
aged over K,
∆r =
a
2piN
∫ pi/a
−pi/a
∆rKdK, (16)
where ∆rK =
√
〈r2〉K − 〈r〉2K , and the symbol 〈...〉K indicates
that the average is taken over the state φMK (r). In Fig. 8(a),
we show ∆r as a function of V1 and L, which identifies three
different regions R1, R2, and R3. For sufficiently small values
of L/a and large values of V1/J (region R1), we have ∆r ∼ 0.
The latter implies that the radial states φMK (r) are purely bound
states, highly localized, and the excitation spectrum has an
isolated band of bound states, as shown in Fig. 7(b). At
the other end, in region R3, the width ∆r takes the maximum
value (∼ 0.2). The latter means that φMK (r) are purely scatter-
ing states or an excitation spectrum with no bound states, as
shown in Fig. 7(c). The intermediate region R2 stands for an
excitation spectrum similar to the one shown in Fig. 7(a), i.e.,
there are bound states but not yet developed as a completely
isolated band.
Now we focus on obtaining analytical expressions for the
boundaries separating the regions R1, R2, and R3. To sim-
plify the analysis, we truncate the exchange couplings up to
next nearest neighbor and the RRIs up to the nearest neighbor
terms. We obtain the energy of scattering and bound states as
[69],
0K,k ' 2
(
JK1 cos(ka) + J
K
2 cos(2ka)
)
, (17)
bK ' 2JK2 +
(
JK1
)2
V1
+
(
JK1
)2
JK2
V21
+
V21
V1 + JK2
, (18)
respectively. The term JKd is given below Eq. (13) and the
bound-state energy is independent of k. A bound state exists
if
bK − (0K,k)max > 0, (19)
where (0K,k)max is the maximum eigenvalue among the scat-
tering states for a given K. Since the bound state first appears
at K = pi/a the boundary between the regions R2 and R3 in
Fig. 8(a) is given by bpi/a − (0pi/a,k)max = 0. The latter provides
us the critical RRI strength Vcr1 above which we have at least
a single bound state in the energy spectrum. Analytically, we
have V1cr = 4Je
−2a/L and also using the truncated model, we
have 0
pi/a,pi/2a ' 4Je−2a/L. Therefore we assume that the criti-
cal value, V1cr = 
0
pi/a,pi/2a is valid beyond the truncated model
and this is found to be in good agreement with the numerical
results even for sufficiently large L. Similarly, by taking K = 0
in Eq. (19), we can estimate a second critical RRI strength V2cr
above which we have a bound state at K = 0 or equivalently
to have an isolated band of bound states. The truncated model
gives us V2cr '
[
J01 +
√
(J01)
2 + 4J01 J
0
2
]
/2 with J01 = 2Je
−a/L
and J02 = 2Je
−2a/L, and this value separates the regions R1
and R2 in Fig. 8(a), At large values of L, the analytical esti-
mation of V2cr from the truncated model starts to deviate from
the exact numerical results since the long-range nature of the
interactions become very significant. Henceforth, we restrict
to L/a ∈ [0, 1] with no restrictions on V1.
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Figure 9. (a) The quasi-particle spectrum with two bands of bound
states. The top most one we term it as the zeroth order bound states,
with radial functions {φMK (r)} having a peak at r = a. The second
highest band of bound states are represented by {φM−1K (r)} having a
peak at r = 2a as shown in (b) K = 0 (dashed line) and K = pi/a
(solid line).
9Strongly interacting case.— For V1  V2cr, bands of higher-
order bound states emerge in the spectrum. We define an nth
order bound states as those having the radial wavefunctions
{φM−nK (r)} with a peak at r = (n + 1)a. We call the band of
bound states appearing in Fig. 7(b) as the zeroth-order one.
A spectrum exhibiting both zeroth and first order bound states
is shown in Fig. 9(a). The radial eigenfunctions φM−1pi/a (r) and
φM−10 (r) are shown in Fig. 9(b), and they both exhibit a peak at
r = 2a. As we will discuss below, the presence of higher-order
bound states in the eigenspectrum lead to non-trivial dynami-
cal scenarios for a given initial state.
2. Dynamics
We find that the dynamics critically depends on the initial
state overlap with the Hamiltonian eigenstates. We define an
overlap function,
OMd0 =
∫ pi/a
−pi/a
|〈φMK |ψ(t = 0)〉|2dK, (20)
which measures the amount of bound state quasi-particles
from the zeroth-order band for an initial state of two local-
ized excitations separated by a distance of d0a. In Fig. 8(b),
we show OMd0 for d0 = 1 as a function of V1 and L. For
V1 < 0pi/a,pi/2a or at the region R3 in Fig. 8(a), no bound
states exist, and consequently OM1 is vanishingly small. In
other words, the initial state is only a source of scattering state
quasi-particles. At the other extreme, i.e., for V1  V2cr, we
have OM1 ∼ 1, indicating that the initial state is only a source
of bound state quasi-particles. In the intermediate regime,
the initial state is a source of both scattering and bound-state
quasi-particles. As we see below, the dynamics crucially de-
pends on the how much fraction of bound-states exists in the
initial state.
In Figs. 10(a)-10(c), we show the dynamics of two excita-
tions initially localized at the nearest neighbor sites (d0 = 1),
for the same parameters as in Figs. 7(a)-7(c), respectively. For
L/a = 0.5 and V1/J = 0.2 [a point in region R2 in Fig. 8(a),
and also in Fig. 8(b) marked as (a)] the initial state has contri-
butions from both bound and scattering states. The latter re-
sults in two features in the dynamics, as seen in Fig. 10(a): the
diagonal stripes are indicating the quantum walk of a bound
pair of excitations, and the anti-bunching of excitations due to
the scattering states. Keeping L/a = 0.5, and increasing V1/J
to 0.5 [marked as (b) in Fig. 8(b)], the dynamics becomes a
quantum walk of the bound state of two excitations predom-
inantly, as shown in Fig. 10(b). This behavior is expected
from the nature of the excitation spectrum, which exhibits an
isolated band of bound states [see Fig. 7(b)], and the overlap
parameter OM1 is very close to 1. Now, keeping V1/J fixed to
0.5 and increasing L/a to 1.0 [marked as (c) in Fig. 8(b)], we
observe in Fig. 10(c) that the bound state features completely
disappear from the dynamics [see Fig. 10(c)], in agreement
with the absence of bound state eigenstates from the excita-
tion spectrum shown in Fig. 7(c). In this way, the dynamics
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Figure 10. (a)-(c) show the two-excitation dynamics [Γi j(t)] for the
initial state in which the two excitations are localized in the nearest
neighbor sites (d0 = 1) at the center of the lattice. The interaction pa-
rameters are given above each plot, and the excitation spectrum for
the same parameters are shown in Fig. 7(a)-7(c). The plots (d)-(f)
show the corresponding correlations C(d, t) for the dynamics shown
in (a)-(c), respectively. The dashed line in (d)-(f) shows the theoret-
ical estimate of maximum group velocity [Eq. (22)] from the single
excitation spectrum. The times at which each of the snapshots are
taken (a) Jt = 150, (b) Jt = 150, and (c) Jt = 30.
also manifests the competition between RRIs and exchange
couplings.
Further, we look at the propagation of two-point correla-
tions in the excitation dynamics,
C(d, t) =
∑
i
(
〈σˆieeσˆi+dee 〉 − 〈σˆiee〉〈σˆi+dee 〉
)
(21)
where 〈...〉 ≡ 〈ψ(t)|...|ψ(t)〉. We display the dynamics of C(d, t)
in Figs. 10(d)-10(f), for the same parameters used in Figs.
10(a)-10(c), respectively. It can be seen that if the initial state
has sufficient overlap with the scattering states, the correla-
tions exhibit an effective light-cone like behavior [see Figs.
10(d) and 10(f)] [66, 71–73]. This means that the correla-
tions decay exponentially beyond a causal region. Such a
Lieb-Robinson upper bound is known to be a feature of short-
range [74] or weakly long-range interacting quantum systems
[75]. Interestingly, even for sufficiently long-range hopping
(L/a = 1), we have a light-cone behavior in the correlations
[see Fig. 10(f)]. The upper bound for the speed [see dashed
lines in Figs. 10(d) and 10(f)] at which the correlations propa-
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Figure 11. The initial state overlaps (a) OM2 and (b) OM−12 for d0 = 2.
For the points marked as a, b, c, d, and e, the dynamics and correla-
tions are shown in Fig. 12.
gate can be estimated from the quasi-particle spectrum of the
single excitation, given in Eq. (5). Analytically, we obtain
vmaxg =
(
dk
dk
)
max
= −Ja sinh(a/L) sin(qa)[
cosh(a/L) − cos(qa)]2 , (22)
where
q =
1
a
cos−1
[
1
2
(√
cosh2(a/L) + 8 − cosh(a/L)
)]
.
On the other hand, if the initial state is dominated by bound
state quasiparticles (in the limit of sufficiently large V1), the
propagation of correlations are significantly slowed down, and
one observes a long-surviving peak at d = a, as seen in Fig.
10(e). Effectively we have a quantum walk of a bound pair of
excitations, as shown in Fig. 10(b).
Effect of the initial separation between excitations.—The
initial separation d0 of the two localized excitations also has
a significant impact on the dynamics. The interplay between
V1 and L become more complex for larger initial distances be-
tween the excitations, and we restrict the discussions to the
case of d0 = 2. For d0 = 1, we have seen that the over-
lap function OM1 was able to capture the physics completely,
whereas, for d0 = 2, we need both OM2 and OM−12 , which mea-
sures the fraction of first-order and second-order bound state
quasi-particles in the initial state, respectively. In contrast to
both OM1 and OM−12 , the overlap quantity OM2 exhibits a non-
monotonous behavior as a function of both L and V1 [see Fig.
11]. This non-monotonous behavior is directly linked to the
non-zero values of OM−12 , especially at large V1, and below,
we analyze how it affects the excitation dynamics.
The excitation and two-point correlation dynamics as a
function of V1 and L for d0 = 2 are shown in Fig. 12. For
d0 = 1, we have seen that the presence of bound states in
the dynamics monotonously increases with V1 while keeping
L constant or decreases with L for a fixed V1. On the con-
trary, for d0 = 2 (see Fig. 12), the two excitation dynam-
ics shows a non-monotonous behavior as a function of both L
and V1. To exemplify the latter, we show the dynamics keep-
ing L/a = 0.3 and varying V1/J. For V1/J = 0, the dynamics
involves no bound states [see Fig. 12(a)], but when increasing
the RRIs up to V1/J = 0.1, the dynamics exhibits prominent
bound state character [see Fig. 12(b)]. For L/a = 0.3 and
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Figure 12. (a)-(e) show the dynamics with d0 = 2 for the points (a)-
(e) marked in Fig. 11. The corresponding dynamics of the correla-
tions C(d, t) are shown in (f)-(j), respectively. The dashed line shows
the theoretical estimate of maximum group velocity [Eq. (22)] from
the single excitation spectrum. In (g) and (i), the bound state charac-
ter is revealed by the prominent peak along d = 2. In all these cases,
we see a light-cone like structure in the correlation dynamics. The
times at which each of the snapshots are taken (a)-(c) Jt = 600, (d)
Jt = 110, and (e) Jt = 30.
V1/J = 0.1 [see point (b) in Figs. 11(a) and 11(b)], we have
OM2 , 0 and OM−12 ∼ 0, which implies that the bound states
shown in Fig. 12(b) is of the first-order type. However, if we
increase V1/J further, the contribution from the bound states
reduces and that from the scattering states enhances [see Fig.
12(c)]. That is because OM2 reduces, and OM−12 hardly gain by
that increment in V1 [marked as point (c) in Figs. 11(a) and
11
-40
-20
 0
 20
 40
-40 -20  0  20  40i
1
0  0
 0.2
 0.4
 0.6
 0.8
 1  2  3  4  5  6  7  8  9  10
d/a
V1/J = 10(a) (b)
 0
 20
 40
 60
 80
 100
Jtj
L/a = 0.3
Figure 13. The dynamics of (a) excitations and (b) correlations
C(d, t) with d0 = 2. The vertical stripe of maximum in C(d, t) along
d = 2a indicating the presence of bound state quasiparticles with
radial functions φM−1K (r). The snapshot is taken at Jt = 600.
11(b)]. Note that the small fraction of bound states presents in
Fig. 12(c) is a superposition of first and second-order bound
states. On the other hand, if we keep V1/J = 0.5 but increase
L/a to a value of 0.58, we found the counter-intuitive effect
that the bound state contribution gets enhanced in the dynam-
ics [see Fig. 12(d)]. Nevertheless, a further increment in L/a
eliminates the bound state character, as seen in Fig. 12(e) for
L/a = 1. For all these cases, we see a light-cone like struc-
ture in the propagation of two-point correlations, as shown in
Figs. 12(f)-12(j), due to presence of scattering states.
To conclude this discussion, we look at the dynamics for
d0 = 2 with significantly large V1 such that in the excitation
spectrum, we have two isolated bands of bound states. In this
case, the dynamics is characterized by the quantum walk of a
bound state with two excitations separated by one vacant site
(see Fig. 13), i.e., the second-order bound state. In that case,
the propagation of the two-point correlations is significantly
halted by the bound state as shown in Fig. 13(b).
3. Entanglement entropy
In this section, we extend the analysis of SA(t), to in-
clude the effect of RRIs. In particular, we look at the im-
pact of interaction induced bound states on the growth of bi-
partite entanglement. Again, we assume that the two exci-
tations are initially localized in the subsystem B, as shown
in Fig. 6(a), and use the basis states having zero, one, and
two excitations, as discussed in Sec. IV A 2. We see that
RRIs do not affect the growth of SA(t) qualitatively but only
quantitatively. To show this, we fix L/a = 0.5 (for which
V1cr/J ∼ 0.073 and V2cr ∼ 0.303) and vary V1, see Fig. 14(a).
Again, we consider the three different regions: R3 (V1 < V1cr),
R2 (V1cr < V1 < V
2
cr), and R1 (V1 > V
2
cr) as in Fig. 8(a). In re-
gion R3 (plots for V1/J = 0, and 0.07 in Fig. 14), RRIs are ei-
ther absent or very weak, and if non-zero, their effect becomes
visible only at longer times. Therefore, the initial growth of
SA(t) is unchanged by the presence of RRIs but they influence
the long time behavior (S¯A). Also, in region R3, there are no
bound states, and RRIs only effectively reduces the strength
of exchange couplings that resulting in a lower S¯A compared
to that for V1 = 0, as seen in Figs. 14(a) and 14(b).
In region R2, we have the presence of both bound and scat-
tering states in the excitation dynamics. The bound states en-
hance the role of two excitation basis states in SA(t), and as
a result, we see an increment in the long time value of S¯A
as V1 increases, [see Fig. 14(b)]. With a further increase of V1
deep into the region R1, the dynamics purely becomes a quan-
tum walk of a bound pair of two excitations. In this case, the
basis states having one excitation in each subsystem become
redundant, except one state in which one excitation on either
side of the border between the subsystems A and B. The lat-
ter reduces the number of non-zero eigenvalues of the reduced
density matrix ρA, which results not only in the slow growth
of SA(t) but also in a smaller long time value.
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Figure 14. The dynamics of SA(t) for d0 = 1 and L/a = 0.5 with
different values of V1. The values of V1 covers three different regions
(R1, R2, and R3) based on the nature of excitation spectrum. In R3,
we have V1 < V1cr, and the excitation spectrum possesses no bound
states, and the effect of interaction is to reduce the effective exchange
couplings. In R2 (V1cr < V1 < V
2
cr), excitation spectrum has a partially
separated band of bound states and, in R1 (V1 > V2cr) the spectrum
possesses an isolated band of bound states. Deep in R1, the initial
state becomes a source of bound state quasi-particles. (b) shows the
behavior of S¯A in three different regions, and dashed vertical lines
show V1cr (left) and V
2
cr (right).
V. DISSIPATIVE DYNAMICS
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Figure 15. The dissipative single excitation dynamics for (a) L/a =
0.5, and (b) L/a = 3 with different values of γ. The dynamics in
(a) resemble that of a CTQW and in (b) shows the quasi-localization
behavior. The times at which each of the snapshots are taken (a)
Jt = 100, and (b) Jt = 3.
In this section, we briefly outline the effect of dissipation
in the dynamics of one and two excitations, as this will be
present in any realistic implementation with atoms coupled to
a photonic crystal waveguide. We also give estimates of typ-
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ical parameters to exprimentally observe all the rich Rydberg
phenomena we have described.
Including spontaneous emission.— The two primary
sources of dissipation are the spontaneous emission to the free
space from the excited state with a decay rate γ, and the pho-
ton loss from the photonic crystal [12]. Since we are inter-
ested in the regime where the photonic crystal modes are only
weakly populated, we can safely neglect the latter. In the pres-
ence of atomic spontaneous emission, the state of the atomic
chain must be described by a density matrix ρ(t), whose dy-
namics in the Markovian approximation is governed by the
master equation,
ρ˙ = − i
~
[Ht, ρ] +Lγρ (23)
with a Lindblad term of the form,
Lγρ = −γ2
∑
j
({σ jee, ρ} − 2σ jgeρσ jeg). (24)
In Figs. 15(a) and 15(b), we show the single excitation dy-
namics for different values of γ with L/a = 0.5 and L/a = 3.0.
As we can see, even though the excitation probability decays
drastically, the features of the coherent dynamics are intact for
a decay rate of 5% of the hopping strength. For instance, the
quasi-localization behavior at large values of L is visible, as
shown in Fig. 15(b). After a sufficiently long time (t  1/γ),
the excitation decays completely, and that halts the dynamics.
We verified that CTQW for small L has survived upto a decay
rate of 20%, i.e., for γ = 0.2J whereas the quasi-localization
at large L is visible even for γ ∼ J despite having a small
excitation probability.
Similarly, for two excitations, we verified that all features
are consistent with the coherent dynamics. In particular, we
display the anti-bunching dynamics for V1 = 0 [Fig. 16(a)],
the presence of both bound states and anti-bunching [Fig.
16(b)], and the quantum walk of a bound pair of excitations
as we increase V1. Figs. 16(c) and 16(d) depict the dynamics
of zeroth and first order bound states in Figs. 16(c) and 16(d),
respectively. In these simulations we have taken γ = 0.01J,
and also verified that the features are survived upto a decay
rate of γ = 0.05J. Note that, for the single excitation case, we
could afford to have a larger decay rate compared to that for
two excitations in order to see all the characteristic features.
Experimental parameters.— Finally, we propose a realistic
set of parameters for an experiment with Rubidium atoms cou-
pled to a PCW. The hopping strength J and the range L of the
exchange interactions can be tuned by either varying the prop-
erties of PCW (e.g. band curvature α) or of the excited atomic
state |e〉. In particular, the strength of the hopping (J ∝ d2eg)
and of the RRIs C6 ∝ d4eg can be made significantly large (of
several MHz) by choosing a highly excited Rydberg state |e〉
with a large dipole moment deg. For instance, if we take a
Rydberg 45S 1/2 state of a Rubidium atom, the lifetime is ap-
proximately 101 µs [76] or equivalently γ/J = 0.0099 (∼1%
of J) if J = 1MHz. Therefore, by choosing a significantly
high nS 1/2 Rydberg state, with n > 30, we strongly reduce
the effect of the spontaneous emission. Note that, in order to
use Rubidium nS 1/2 Rydberg states, one has to rely on either
three-level ladder [39] or a lambda scheme [12], which in turn
can be used to modify exchange interaction strength J beyond
the values set by the PCW structure. Alternatively, one could
prepare a nP3/2 Rydberg excited state, for which the C6 coef-
ficient exhibits an additional angular dependence C6 ∝ sin4 θ,
where θ is the angle between the quantization axis and radial
vector between the two Rydberg excitations. In this way, we
can externally control the Rydberg-Rydberg interactions from
zero (non-interacting case) to a maximum value by changing
the angle θ for a fixed n [77, 78].
In the following we comment on how to read out the ex-
citation dynamics in our setup. Since, the atomic resonant
frequency lies at the band gap, we cannot map the atomic
excitation into the photons of the waveguide modes. One
way would be to optically transfer the atomic excitation into
a lowest atomic state so that the information can be mapped
into guided photons. Other way, which is currently being em-
ployed in atomic lattices with Rydberg excitations [79], is to
first remove the traps for all atoms, and then use dipole traps
to recapture the ground state atoms. The presence of ground
state atoms can be detected using Fluorescence imaging. Once
the ground state population is estimated, the same for the Ry-
dberg excitations can be calculated by simple subtraction. In
this way, a significantly long coherent exchange dynamics of
Rydberg excitations via Fo¨rster resonance, upto 4µs has been
demonstrated in [79].
Currently, there are intense effort to improve nano-photonic
device fabrication, and eventually to realize one-dimensional
(1D) and two-dimensional (2D) lattices of atoms near the PC
waveguides using array of optical tweezers [80]. In particular,
it has been demonstrated a lattice with 17 tweezer sites with
10µm separation between the adjacent sites and and a distance
of 1 µm to 10 µm away from the PCW. The separation between
the PCW and atom lattice is sufficiently large compared to the
radius of nS 1/2 Rydberg state with n = 40−100, which ranges
from 108 nm to 740 nm. Thus, one can adjust the separation
between atoms and PCW to suppress unwanted effects from
stray fields or PCW surfaces [38, 39].
VI. SUMMARY AND OUTLOOK
In this work, we analyzed in detail the dynamics of one and
two Rydberg excitations in an atomic array coupled to a pho-
tonic crystal waveguide, paying particular attention in the in-
terplay between RRIs and long-range hoppings induced by the
waveguide. For an initially localized single excitation, we ob-
served quantum diffusion, which exhibits a typical CTQW for
short-range exchange couplings, as well as quasi-localization
and tailing behavior for long-range. The dynamics of IPR re-
veals that the excitation dynamics is super-ballistic at the ini-
tial stage, whereas it becomes ballistic at long times. In addi-
tion, we found that the bipartite entanglement entropy of the
system is globally bounded if a single excitation builds the
correlations.
In the case of two Rydberg excitations, the RRIs enter into
play, and there exists a competition between the scattering and
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Figure 16. Two-excitation dissipative dynamics for L/a = 0.5 and
(a) V1 = 0, V1/J = 0.2, and V1/J = 0.8 with γ/J = 0.01. (a)
shows the anit-bunching dynamics, (b) exhibits both anti-bunching
and bound state dynamics, and (c)-(d)shows the quantum walk of a
bound pair of two excitations. (c) and (d) shows the zeroth and first
order bound states, respectively. For (d) L/a = 0.3 and V1 = 10. The
times at which each of the snapshots are taken (a)-(c) Jt = 50, and
(d) Jt = 200.
bound states that emerge in the dynamics. The latter leads
to non-trivial dynamics for both excitations and the resulting
correlations. We observe anti-bunching, co-existence of anti-
bunching and bound-state dynamics, and a CTQW of a bound
pair of two excitations. We extended the analysis of bipar-
tite entanglement entropy in the presence of two excitations.
In contrast to the single excitation case, the entanglement en-
tropy for two excitations is not globally bounded as it depends
on the system parameters. Moreover, we analyzed the two-
point correlation function for two excitations, which reveals a
light-cone behavior even for sufficiently long-range exchange
couplings.
We also discussed the dissipative dynamics, including im-
perfections due to the spontaneous emission from the Ryd-
berg state into photons outside the waveguide. We showed
that the features of the coherent dynamics for one and two
Rydberg extiations are intact up to reasonable decay rates of
5% of the hopping rate. The complex dynamics of the Ry-
dberg excitations and their quantum correlations when prop-
agating through the waveguide could be measured via photo-
detection or multi-photon homodyne measurement techniques
at the photonic outputs of the waveguide [81–85].
The excitation transport has been previously studied in Ry-
dberg gases but mediated by dipole-dipole interactions involv-
ing multiple Rydberg states (via Fo¨rster resonances) [79, 86–
88] and the environment also played a crucial role in the trans-
port properties. Therefore, one new direction would be to
probe the role of the environment in the quantum diffusion
of Rydberg excitations in a PC setup. Besides, if multiple
Rydberg states are involved, the competition between dipole-
dipole and cavity mediated exchange interactions may lead to
non-trivial scenarios. Further, if we allowed to overlap the
Rydberg orbitals of two excitations, the strong coulomb inter-
actions between the delocalized electrons may lead to novel
correlated phases, assuming the Penning ionization rates can
be significantly suppressed [89]. Our analysis on bound states
of two excitations can shed new light into the mechanisms
for stabilizing bound states by repulsive interactions, using a
completely different setup compared to the traditional Hub-
bard models. In addition, our approach can be extended to
three or more excitations, where the emergence of three-body
bound states would be very relevant in the context of Efimov
physics [90].
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Appendix A: Single excitation: Dispersion relation, width and
kurtosis of the probability distribution
The Hamiltonian of the system is given by,
Hˆex = J
∑
j,l
e−|x j−xl |/Lσˆ jegσˆlge (A1)
and the corresponding Schro¨dinger equation is,
i~
d
dt
|ψ〉 = Hˆ |ψ〉 . (A2)
Taking |ψ(t)〉 = ∑i ci(t) |n〉 where {|i〉 ≡ |...gi−1eigi+1...〉}
provides the single excitation basis, we can rewrite the
Schro¨dinger equation as,
i
dc j
dt
− J
N∑
l, j
e−| j−l|a/Lcl = 0. (A3)
with ~ = 1. To get the dispersion relation for the plane waves
we take the ansatz of the form c j(t) = Aei( jka+ωk t). Substituting
this into Eq. (A3) we get the dispersion relation:
ωk = −2J
∞∑
d=1
e−da/L cos(kad). (A4)
After the summation,
ωk =
J(cos ka − e−a/L)
(cosh(a/L) − cos ka) . (A5)
Using the dispersion relation, below we obtain the width and
the Kurtosis of the probability distribution.
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The second moment of the probability distribution is given
by 〈z2〉 = a2 ∑∞n=−∞ n2 pn(t) where pn(t) = |un(t)|2 with un(t) =
a
2pi
∫
BZ exp(i[kna − ωkt])dk. With a little algebra we rewrite it
as,
〈z2〉 =
[ a
2pi
∫
BZ
(dωk
dk
)2
dk
]
t2. (A6)
Using the dispersion in Eq. (A5) and upon integrating we get,
〈z2〉 = J
2a2
2
coth(a/L)
sinh(a/L)2
t2, (A7)
which then gives us
α(L) = aJ
√
coth(a/L)
2 sinh2(a/L)
. (A8)
Similarly, the excess kurtosis κ of the distribution is given
by,
κ =
〈z4〉
(〈z2〉)2 − 3 (A9)
The fourth moment of the distribution 〈z4〉 = a4 ∑∞n=−∞ n4 pn(t)
in terms of dispersion is given by,
〈z4〉 = a
2pi
∫
BZ
dk
[(d2k
dk2
)2
t2 +
(dk
dk
)4
t4
]
(A10)
Finally we get,
〈z4〉 = J2a4
cosh(a/L)
[
1 + 12 cosh
2(a/L)
]
sinh5(a/L)
t2
+
3J4a4
16
cosh(a/L)
[
1 + 2 cosh2(a/L)
]
sinh7(a/L)
t4 (A11)
Substituing equation A11 and A7 in A9 and after simplifica-
tion we obtain,
κ(t) = 4
[
1 +
1
2
cosh2(a/L)
]
1
(Jt)2
+
3
2
[1 + 2 cosh2(a/L)]
sinh(2a/L)
− 3.
(A12)
The asymptotic value (t → ∞) of kurtosis is given by
κa = lim
t→∞ κ(t) =
3
2
[1 + 2 cosh2(a/L)]
sinh(2a/L)
− 3 (A13)
Further in the large L limit where L/a  1, we can use
cosh(a/L) ≈ 1 and sinh(a/L) ≈ a/L to obtain κa ≈ 9L/(4a)−3.
Appendix B: Two non-interacting excitations (C6 = 0):
Dynamics for different d0 and L.
In Fig. 17, we show two-excitation LTPD Γi j for C6 = 0
with different values of d0 and L. In contrast to Fig. 5(a)
(main text), the spatial anti-bunching at small L becomes less
prominent when d0 > 1, due to the interference effects (along
the first row in Fig. 17). In contrast, the quasi-localization of
the single excitations at large L becomes more prominent as
d0 gets larger (the second row in Fig. 17).
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