The set union problem has been widely studied during the past decades. The problem consists of maintaining a collection of disjoint sets under the operation of union. More precisely, the problem is to perform a sequence of operations of the following two kinds on disjoint sets: union( A, B): Combine the two sets A and B into a new set named A.
find(x):
Return the name of the unique set containing the element x.
The operations are presented on line; namely, each operation must be performed before the next one is known. Initially, the collection consists of n singleton sets {1}, {2}, . . . . {n}. The name of set { i} is i. The input to the set union problem is therefore the initial collection of disjoint sets and the sequence of operations to be processed on line; the output of the problem consists of the answers to find operations. Figure 1 shows examples of union and find operations.
The set union problem has many applications in a wide range of areas. In the following we mention some of them, but the list is by no means exhaustive. [Aho et al. 1974; Hopcroft and Karp 1971] , computing the longest common subsequence of two sequences [Aho et al. 1983; Hunt and Szymanski 1977] , performing unification in logic programming and theorem proving [Huet 1976; Vitter and Simons 1986] , and several combinatorial problems such as finding minimum spanning trees [Aho et al. 1974; Kerschenbaum and van Slyke 1972] , solving dynamic edge-and vertexconnectivity problems [Westbrook 1989 and Tarjan 1989 b] , computing least-common ancestors in trees [Aho et al. 19731, solving off-line minimum problems [Gabow and Tarjan 1985; Hopcroft and Unman 1973] , finding dominators in {1}  {2}  {3}  {4}  {5}  {6} (a) The initial collection of dlsjomt sets Find(Z) returns L,l<i=6
[1,3} {2,5} {4} {6}
(b) The dmjoint sets of (a) after performmg union(l, 3) and union(5, 2) Fred(l) and find(3) return 1, find(2) and find(5) return 5, find(4) returns 4, and find(6) returns 6 {1,3,4} {2,5} {6}
(c) The disjoint sets of (b) after performmg union(4. 1) Fred(l), find(3), and find(4) return 4, find(2) and f,nd(5) return 5, and find(6) returns 6 {1,3,4,2,5} {6}
(d) The d]sjoint sets of (c) after performmg union(4, 5) Fred(l), find(2), find(3), find(4), and find(5) return 4, and find(6) returns 6 graphs [Tarjan 19741 , and checking flow graph reducibility [Tarjan 19731 . Recently, many variants of this problem have been introduced in which the possibility of backtracking over the sequences of unions was taken into account [Apostolic et al. 1989; Gambosi et al. 1988 Gambosi et al. , 1989 Gambosi et al. , 1991 Mannila and Ukkonen 1986a, 1988; Westbrook and Tarjan 1989al . This was motivated by problems arising in logic programming interpreter memory management [Hogger 1984; Mannila and Ukkonen 1986b, 1986c; Warren and Pereira 1977] , in incremental execution of logic programs [Mannila and Ukkonen 19881 , and in implementation of search heuristics for resolution [Ibaraki 1978; Pearl 19841. In this paper we survey the most efficient algorithms known for set union problems and some of their variants. We present the algorithms and discuss some of their applications.
Preliminaries
Although the problems discussed in this paper have wide practical applications, we consider the analysis of the algorithms for their solution from the perspective of theoretical computer science. We concentrate on the ways in which resource usage (computing time, memory space) grows with increasing problem size. Therefore, we compare the merit of different algorithms based on formulas for their resource usage rather than on experimental information. Further, we ignore, for the most part, the constant factors in these formulas giving only order of magnitude evaluations.
That is, we concentrate on asymptotic growth rates rather than on exact mathematical expressions.
We use the notation 0( f( n)) (capital oh notation) to describe the set of functions that grow asymptotically no faster than f(n). The notation !J( f( n)) describes the set of functions that gp-ow asymptotically at least as fast as~(n). Functions that grow asymptotically at the same rate as f(n) are expressed by @(f( n)). Formally the definitions for O, 0, and @ are as follows [Knuth 19761: g(n) e 0( f( n)) if there exists constants no >0 and c >0 such that g(n) s cf(n) for all n > no g(n) e 0( f(n) if there exists constants no > 0 and c > 0 such that g(n) > cf( n) for all n > no g(n) e @(;(n) if there exists constants no > 0 and c > 0 such that g(n) = cf(n) for all n a no Sometimes it is useful to say that one function has strictly smaller asymptotic growth than another. The lowercase oh notation is defined as follows: run on a pointer machine and satisfy the separability assumption as defined in Tarjan [1979al (see below) . A separable pointer algorithm makes use of a linked data structure, namely a collection of records and pointers that can be thought of as a directed graph: Each record is represented by a node, and each pointer is represented by an edge of the graph. The algorithm solves the set union problem according to the following rules [Blum 1986; Tarjan 1979al: (i) The operations must be performed on line; that is, each operation must
Z. Galil and G. F. Italiano be executed before the next one is known. Each element of each set is a node of' the data structure. There can be also additional (working) nodes.
(Separability).
After each operation, the data structure can be partitioned into disjoint subgraphs such that each subgraph corresponds to exactly one current set. The name of the set occurs in exactly one node in the subgraph.
No edge leads from one subgraph to another.
To perform find(x), the algorithm obtains the node u corresponding to element x and follows paths starting from u until it reaches the node that contains the name of the corresponding set.
During any operation, the algorithm may insert or delete any number of edges. The only restriction is that rule iii must hold after each operation.
The class of nonseparable pointer algorithms [Mehlhorn et al. 19881 does not require the separability assumption. The only requirement is that the number of edges leaving each node must be bounded by some constant c >0. More formally, rule iii is replaced by the following rule, while the other four rules are left unchanged:
(iii) There exists a constant c >0 such that there are at most c edges leaving a node.
Often these two classes of pointer algorithms admit quite different upper and lower bounds for the same problem~.
A second model of computation considered in this paper is the random access machine, whose memory consists of an unbounded sequence of registers, each of which is capable of holding an arbitrary integer. The main difference with pointer machines is that in random access machines the use of address arithmetic techniques is permitted.
To make the various lower and upper bounds meaningful, it is usually assumed that the size of a register is bounded by O(log n)l bits. A formal definition of random access machines can be found in Aho et al. [1974, pp. 5-141. A third model of computation, known as the cell probe model of computation, was introduced by Yao [1981] . In this model, the cost of computation is measured by the total number of memory accesses to a random access memory with rlog nl bits cell size. All other computations are considered to be free.
Organization of the Paper
The remainder of the paper consists of six sections. Section 1 surveys the most efficient algorithms known for solving the set union problem. Section 2 deals with the set union problem on adjacent intervals. Section 3 presents data structures that allow us to undo the last union performed.
This result has been recently generalized in several directions, which are dealt with in Section 4. Section 5 shows some of the techniques used to obtain persistent data structures, as defined in Driscoll et al. [1989] , for the set union problem.
Finally, Section 6 lists some open problems and presents concluding remarks.
SET UNION PROBLEM
The set union problem consists of performing a sequence of union and find operations, starting from a collection of n singleton sets {l}, {2}, ., {n}. The initial name of set {i} is i, The number of unions in any sequence of operations is bounded above by n -1. Due to the definition of the union and find operations, there are two ifivariants that hold at any time.
First, the sets are always disjoint and define a partition of the set {1, 2,. ... n}. Second, the name of each set corresponds to one of the items contained in the set itself. The set union lThroughout this paper all logarithms are assumed to be to the base 2 unless explicitly specified as otherwise. Unite allows the name of the new set to be arbitrarily chosen. This is not a significant restriction in many applications, where one is mostly concerned with testing whether two elements belong to the same set, no matter what the name of the set can be. Some extensions of the set union problem have quite different time bounds depending on whether unions or unites are considered. In the following, we will deal with unions unless otherwise specified.
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Worst-Case Complexity
In this section, we describe algorithms for the set union problem [Tarjan 1975; Tarjan and van Leeuwen 1984] , giving the optimal worst-case time complexity for a sequence of operations (and thus the amortized time complexity per operation).
For the sake of completeness, we first survey some basic algorithms that have been proposed in the literature [Aho et al. 19'74; Fischer 1972; Galler and Fischer 1964] Most of these algorithms represent sets as rooted trees, following a technique introduced by Galler and Fischer [19641. Each tree corresponds to a set. Nodes of the tree correspond to elements of the corresponding set. The name of the set is Disjoint Set Union Problems q 323 stored in the root of the tree. Each tree node has a pointer to its parent. We refer to P(x) as the parent of node x. The quick-find algorithm can be described as follows.
Each set is represented by a tree of height 1. Elements of the set are the leaves of the tree. The root of the tree is a special node that contains the name of the set. Initially, singleton set { i}, 1 s i S n, is represented by a tree of height 1 composed of one leaf and one root. To perform a union( A, B), all the leaves of the tree corresponding to B are made children of the root of the tree corresponding to A. The old root of B is deleted. This maintains the invariant that each tree is of height 1 and can be performed in 0( I B / ) time, where I B I denotes the total number of elements in set B. Since a set can have as many as 0(n) elements, this gives an 0(n) time complexity in the worst case for each union. To perform a find(x), return the name stored in the parent of x, Since all trees are maintained of height 1, the parent of x is a tree root. Consequently a find requires O(1) time. The same algorithm can be described by using an array instead of trees [Aho et al. 19741 .
A The total time required to perform n -1 union operations is O(n log n).
Proofi
Each find operation is implemented as in the quick-find algorithm and therefore requires O(1) time. Denote by N, the total number of times a node i is moved from a set to another because of a union operation.
The total time required to perform n -1 union operations is If the union by size rule is used, each time node i is moved from a set SI to another set Sz because of a union (Sz, S1), the size of the new set Sz after this operation is at least twice the size of the set S'l in which i was before. As a consequence, N,~logn for i= 1,2, . . ..n.
Therefore, the total time needed to perform n -1 unions is
The quick-union algorithm [Galler and Fischer 19641 can be described as follows. Again, each set is represented by a tree. There are, however, two main differences with the data structure used by the quick-find algorithm.
The first is that the height of a tree can be greater than 1. The second is that each node of each tree corresponds to an element of a set, and therefore there is no need for special nodes. Once again, the root of each tree contains the name of the corresponding set. A union (A, 1?) is performed by making the tree root of set B a child of the tree root of set A. A find(x) is performed by starting from the node x and following the pointer to the parent until the tree root is reached. The name of the set stored in the tree root is then returned. As a result, the quick-union algorithm is able to support each union in O(1) time and each find in 0(n) time.
The time bound can be improved by using the freedom implicit in each union operation according to one of the following two union rules. This gives rise to two weighted quick-union algorithms.
union by size: Make the root of the smaller tree point to the root of the larger, arbitrarily breaking a tie. This requires maintaining the number of descendants for each node, in the following referred to as the size of a node, throughout all the sequence of operations.
union by rank [Tarjan and van Leeuwen 19841: Make the root of the shallower tree point to the root of the other, arbitrarily breaking a tie. This requires maintaining the height of the subtree rooted at each node, in the following referred to as the rank of a node, throughout all the sequences of operations.
After a union( A, B), the name of the new tree root is set to A.
If either union rule is used, any tree of height h must contain at least 2 h elements.
Proof
We prove only the case where the union by size rule is used. The case of union by rank can be proved in a similar fashion. We proceed by induction on the number of union operations.
Before the first union, the lemma is clearly true since each set is of height O and contains at least 20 = 1 element. Assume that the lemma is true before a union( A, B). Assume without loss of generality that I A I = I 1?I so the root of B will be made a child of the root of A. Denote by h (A) and h(~) the heights of A and B before the union operation and by h( A U II) the height of the combined tree A U Il. Clearly,
As a consequence of the above lemma, the height of the trees achieved with either the union by size or the union by rule is never more than Flogl n. Henceforth, with either rule each union can be performed in 0(1) time and each find in O(log n) time.
A better amortized bound can be obtained if one of the following compaction rules is applied to the find path (see Figure 2 ). Although the six algorithms given above are all asymptotically optimal, there are certain differences of practical importance among the various union and compaction rules. First, union by rank seems preferable to union by size since it requires less storage. Indeed, it needs only O(log log n) bits per node to store a rank in the range [0, flog nl ], whereas union by size needs O(log n) bits per node to store a size in the range [1, n] . Second, path halving seems to be preferable among the three compaction rules. Path compression requires two passes over the find path, whereas path halving and path splitting can be implemented in only one pass. Furthermore, path halving has the advantage over path splitting in that it requires nearly as many as half pointer updates along the find path. Indeed, path halving needs to update every other node instead of every node in the find path.
An algorithm that performs find operations more efficiently has been recently proposed by La Poutr6 [1990a] . Following a technique first introduced by Gabow [1985] , he showed how to support the ith find operation in 0( a( i, n)) time in the worst case, while still solving the set union problem in a total of 0( n + ma( m + n, n)) worst-case time.
We conclude this section by mentioning that the trade-off between union and find operations has been recently studied by Ben-Amran and Galil [1990] . [Tarjan and van Leeuwen 1984] since the trees created by any of the union rules can have a height as large as O(log n). Blum [1986] proposed a data structure for the set union problem that supports each union and find in O(log n/log log n) time in the worst case.
The data structure used to establish the upper bound is called k-UF tree. For any k > 2, a k-UF tree is a rooted tree such that (i) the root has at least two children, (ii) each internal node has at least k children, (iii) all leaves are at the same level.
As a consequence of this definition, the height of a k-UF tree with n leaves is not greater than [log~n 1. We refer to the root of a k-UF tree as fat if it has more than k children and as slim otherwise. A k-UF tree is said to be fat if its root is fat; otherwise it is referred to as slim. Disjoint sets can be represented by k-UF trees as follows. The elements of the set are stored in the leaves, and the name of the set is stored in the root. Furthermore, the root also contains the height of the tree and a bit specifying whether it is fat or slim.
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Surveys, Vol 23, No 3, SeptemberA find(x) is performed as described in the previous section by starting from the leaf containing x and returning the name stored in the root. This can be accomplished in O(log~n) worst-case time.
A union( A, B) is performed by first accessing the roots r~and r~of the corresponding k-UF trees T~and TB. Blum assumed that his algorithm obtained in constant time r~and r~before performing a union( A, B). If this is not the case, r* and r~can be obtained by means of two finds [i.e., find (A) and find(B)] due to the property that the name of each set corresponds to one of the items contained in the set itself.
We now show how to unite the two k-UF trees TA and TB. Assume without loss of generality that height(l'~) s height(T~).
Let u be the node on the path from the leftmost leaf of TA to r~with the same height as TB. Clearly, u can be located by following the leftmost path starting from the root r~for exactly
steps. When implanting TB and TA, only three cases are possible, which gives rise to three different types of unions.
Type 1: Root rB is fat (i.e., it has more than k children), and u is not the root of T~. Then r~is made a sibling of U.
Type 2: Root rB is fat and u is fat and equal to r~(the root of T~). A new (slim) root r is created, and both r* and r~are made children of r.
Type 3: This deals with the remaining cases, that is, either root rB is slim or u is equal to r~and slim. If root r~is slim, all the children of rB are made the rightmost children of U. Otherwise, v is equal to r~and is slim. In this case, all the children of u = r* are made the rightmost children of r~. require at most O(logh n) time to locate the nodes r*, rB, and v as defined above. Both type 1 and type 2 unions can be performed in constant time, whereas type 3 unions require at most 0(k) time due to the definition of a slim root. Choosing k = Flog n/log log nl yields the claimed time bound. The space complexity is derived easily from the fact that a k-UF tree with~leaves has at most 2~-1 nodes. Henceforth the forest of k-UF trees that store the disjoint sets requires the most a total of 0(n) space. u Blum also showed that this bound is tight for the class of separable pointer algorithms. 
where c = 2.0847 . . . .
Random Spanning Tree Model
Each sequence of union operations corresponds to a "union tree" in which the edge (x, y) means that the set containing x is merged into the set containing y. In the random spanning tree model, all possible union trees are equally likely; there are nn-' possible unoriented trees and (n-l)! ways of choosing edges in each tree. In the simplest model, it is assumed that at any given time each pair of sets is equally likely to be merged by a union operation. This is also the least realistic model. Indeed, this assumption does not apply when one is interested in joining sets containing two elements chosen independently with uniform probability. The reader is referred to the original papers [Bollobas and Simon 1985; Doyle and Rivest 1976; Knuth and Schonage 1978; Yao 1976] for details concerning the analysis of the expected behavior of these algorithms.
Besides the significance of the three random input models chosen, these results underline that weighted quick-find algorithms are much faster than quick-find algorithms not only in the worst case but also in the average.
Special Linear Cases
The six algorithms using either union rule and either compaction rule as described in Section 1.1 run in 0( n + ma( m, n)) time on a sequence of at most n -1 union and m find operations. No better amortized bound is possible for separable and nonseparable pointer algorithms or in the cell probe model of computation.
As a consequence, to get a better bound, we must consider a special case of set union.
Gabow and Tarjan [1985] The problem can be formalized as follows. We are given a tree T containing n nodes that correspond to the initial n singleton sets. Denoting by parent(U) the parent of the node u in T, we have to perform a sequence of union and find operations such that each union can be only of the form union( parent(u), u). For such a reason, T is called the static union tree and the problem will be referred to as the static tree set union. Also, the case in which the union tree can dynamically grow by means of new node insertions (referred to as incremental tree set union) can be solved in linear time. We first briefly sketch the solution of the static tree set union problem.
Gabow and Tarjan's static tree algorithm partitions the nodes of T in suitably chosen small sets, called microsets. Each microset contains less than b nodes [where b is such that b = !J(log log n) and b = O(log n/log log n)], and there are at most 0( n / b) microsets. To each microset S a node r # S is associated, referred to as the root of S, such that S U {r} induces a subtree of T with root r.
The roots of the microsets are maintained as a collection of disjoint sets, called macrosets.
Macrosets facilitate access to and manipulation of microsets. The basic ideas underlying the algorithm are the following.
First, a priori knowledge about the d~tic union tree can be used to precompute the answers to the operations performed in microsets using a table look up. Second, any one of the six optimal algorithms described in Section 1.1 can be used to maintain the macrosets. By combining these two techniques, a linear-time algorithm for this special case of the set union problem can be obtained. The same algorithm given for the static tree set union can be extended to the incremental tree set union problem. For this problem, the union tree is not known in advance but is allowed to grow only one node at the time during the sequence of union and find operations performed. This problem has application in several algorithms for finding maximum matching in general graphs. The incremental tree set union algorithm is similar to the algorithm for static tree set union. The only difference is in the construction of microsets, which now might change over time because of new node insertions in the union tree T. The basic idea is to start with only one microset, the root of T. When a new node w is inserted to T, say as a child of u, w is put in the same microset as v. If the size of this microset does not exceed b, nothing need be done. Otherwise, the microset is split into two new microsets. It can be proved that this split can be performed in 0(b) time and the total number of such splits is at most 0( n / b). Therefore, the incremental tree set union problem can also be solved in linear time. A spanning tree S = (X, T) of a graph G = (V, E) is a tree that has the same vertex set G (i.e., X = V) and that contains only edges of G (i.e., T z E). If each edge (i, J") of G is assigned a cost C(i, j), then the cost of spanning tree is defined as c(s) = E C(i>j). The algorithm starts with a spanning forest of n singleton trees and examines all the edges of the graph in order of increasing costs. When an edge (u, U) is examined, the algorithm checks whether (u, v) connects two trees of the spanning forest. This is done by checking whether vertices u and v are in different trees of the spanning forest. If so, the trees are combined and (u, U) is inserted into the spanning tree. As shown in the above pseudocode, this algorithm can be efficiently implemented if the trees of the spanning forest are represented as disjoint sets subject to union and find operations.
There are numerous spanning tree problems that also benefit from ideas behind the set union algorithms. Among them are testing whether a given spanning tree is minimum [Tarjan 1979b ], performing sensitivity y analysis on minimum spanning trees [Tarjan 1982] , and finding edge replacements in minimum spanning trees [Tarjan 1979bl .
Another application of set union algorithms is the on-line maintenance of the connected components of an undirected graph. Namely, we are given an undirected graph in which edges can be inserted one at a time and for which connectivity questions, such as "Are vertices u and v in the same connected component?" must be answered at any time in an on-line fashion. As noted by Even and Shiloach [19811, this problem can be solved by maintaining the connected components of the graph as disjoint sets subject to union and find operations. Checking whether two vertices u and u are in the same connected component can be performed by testing whether find(u) = find(v).
The insertion of a new edge (x, y) can be accomplished by first checking whether x and y are already in the same connected component by means of two find operations. If so, the representation of disjoint sets need not be changed. Otherwise, x and y are in two different connected components and therefore in two different sets, say A and B. As a result of the insertion of edge (x, y), A and B are combined through a union operation.
By using the set union algorithms with any union rule and path compaction, the total time required to maintain an n-vertices graph under m edge insertions and k connectivity question is O(n -1-ka(k, n)).
A third application of set union algorithms is the unification problem. Informally, the unification problem can be stated as follows: "Given two different descriptions, can an object fitting both descriptions be found?" More formally, a description is an expression in logic composed of function symbols, variables, and constants. Finding value of variables that make two expressions equal is an important process in logic and deduction called unification.
The Aho et al. [1974, pp. 143-145] . ., n -1. In other words, the intervals A, partition the interval [1, n]. Set A, is said to be adjacent to sets A,_~and A,+~. The set union problem on intervals consists of performing a sequence of the following operations: Given the item x, return the name of the set containing x.
split(S, SI, Sz, x): Partition S into two sets Sl={a~Sla <x} and S2={ae S I a~x}. Figure 3 shows In this section, we will describe optimal separable and nonseparable pointer algorithms for the interval union-split-find problem.
The best separable algorithm for this problem runs in O(log n) worstcase time for each operation, whereas nonseparable pointer algorithms require only O(log log n) worst-case time for each operation. In both cases, no better bound is possible. delete, and successor on a set with elements belonging to a fixed universe S = {1,2, . . . . n}. The time required by each of those operation is O(log log n). Originally, the space was 0( n log log n) but later was improved to 0(n). It can be shown [Mehlhorn et al. 1988] that the above operations correspond to union, split, and find, respectively, and therefore the following theorem holds. Notice that this implies that for the interval union-split-find problem the separability assumption causes an exponential loss of efficiency.
Interval
Union-Find
The interval union-find problem is a restriction of the set union problem described in Section 1, where only adjacent intervals are allowed to be joined. Henceforth, both the O(a(m + n, n) amortized bound given in Theorem 1.1.1 and the O(log n/log log n) single-operation worst-case bound given in Theorem 1.2.1 still hold.
Whereas Tarjan's proof of the fl(a( m + n, n)) amortized lower bound also holds for the interval union-find problem, Blum's proof does not seem to be easily adaptable to the new problem. Hence, it remains an open problem whether a better bound than O(log n /log log n) is possible for the single-operation worst-case time complexity of separable pointer algorithms.
It is also open whether less than O(log log n) worst-case per operation time can be achieved for nonseparable pointer algorithms.
Gabow and Tarjan [19851 used the data structure described in Section 1.4 to obtain an 0(1) amortized time on a random access machine.
Interval Split-Find
According to Theorems 2.1.1, 2.1.2 and 2.1.3, the two algorithms given for the more general interval union-split find problem are still optimal for the singleoperation worst-case time complexity of the interval split-find problem. As a result, each split and find operation can be supported in @(log n) and in @(log log n) time, respectively, in the separable and nonseparable pointer machine model.
The amortized complexity of this problem can be reduced to O(log* n), where log* n is the iterated logarithm function,z as shown by Hopcroft and Unman [19'73] . Their algorithm is based upon an extension of an idea by Stearns and 'log* n = min{z Ilog ['] n s 1}, where log"] n = log log"-1' n for i > 0 and log '0] n = n. Informally, it is the number of times the logarithm must be taken to obtain a number less than 1. where F(i) = F(i -1)2 F('-1), for i > 1, and F(0) = 1. A node is said to be complete either if it is at level O or if it is at level i >1 and has 2'(' -1) children, all of which are complete. The invariant maintained for the data structure is that no node has more than two incomplete children. Moreover, the incomplete children (if any) will be leftmost and rightmost. As in the usual tree data structures for set union, the name of a set is stored in the tree root.
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Initially, such a tree with n leaves is created.
Its height is O(log* n), and therefore a find(x) will require O(log* n) time to return the name of the set. To perform a split(x), we start at the leaf corresponding to x and traverse the path to the root to partition the tree into two trees. It is possible to show that using this data structure, the amortized cost of a split is O(log* n) [Hopcroft and Unman 19731. This LYn + m a(m, n)) time to perform n -1 split and m find operations.
Using the power of a random access machine, Gabow and Tarjan [19851 were able to achieve El(l) amortized time for the interval split-find problem. This bound is obtained by using a slight variant of the data structure sketched in Section 1.4.
Applications of Set Union on Intervals
The problem of determining the longest common subsequence of two input sequences is an application of set union on intervals.
This problem has many applications, including sequence comparison in molecular biology and the widely used cliff file comparison program [Aho et al. 1983] . The problem can be defined as follows. A subsequence of a sequence x is obtained by removing elements from x. The elements removed need not necessarily be contiguous.
The longest common subsequence of two sequences x and y is a longest sequence that is a subsequence of both x and y. Hunt and Szymanski [1977] devised a solution to this problem based upon set union on intervals,
Denote by x = x~, x~, . . ..xm andy=yl, yz, ..., y. the two sequences whose longest common subsequence we would like to compute. Without loss of generality, assume m < n (otherwise exchange the role of the two sequences in what follows).
For each symbol a of the alphabet over which the two sequences are defined, compute OCCURRENCES(a) = { i I y, = a}. This gives us all the positions of the sequence y at which symbol a appears.
For the sake of simplicity, we only mention how to find the length of the longest common subsequence of x and y. The longest common subsequence itself can be found with some additional bookkeeping.
The algorithm considers each symbol XJ, 1 s j s n-z, and computes, for O s i < n, the length of the longest common subsequence of the two prefixes X1, X2,..., xl and yl, yz, . . ., y,. To accomplish this task efficiently, for a fixed j we define sets Ak of indexes as follows. Ak consists of all the integers i such that the longest common subsequence of xl, X29. . , XJ. and yl, yz, . . ., y, has length k. NotIce that the sets Ak partition {1, 2, . . . . n} into adjacent intervals since each Ah contains consecutive inte -gers and items in A~+~are larger than those in Ah for any k. Assume we have already computed the sets Ah up to position j -1 of the string x. We show how to update them to apply the position j. For each r in OCCURRENCES( x~), we consider whether we can add the match between x~and y, to the longest common subsequence of whether we can add the match between x~and yr to the longest common subsequence of X1, X2,..., x~. and yl, yz, . . . , Yr. The crucial point M that if both r -1 and r are in A~, then all the indexes s > r belong to A~~~when x~is considered. The following pseudocode describes this algorithm.
The reader is referred to Hunt and Szymanski [1977] Recently, the amortized complexity of set union with deunions was characterized by Westbrook and Tarjan [1989al, who derived a @(log n/log log n) upper and lower bound. The upper bound is obtained by extending the path compaction techniques described in the previous sections in order to deal with deunions. The lower bound holds for separable pointer algorithms.
The same upper and lower bounds also hold for the single-operation worst-case time complexity of the problem.
We now describe @(log n/log log n) amortized algorithms for the set union problem with deunions [Mannila and Ukkonen 1987; Westbrook and Tarjan 1989a] . They all use one of the union rules combined with path splitting and path halving. Path compression with any one of the union rules leads to an O(log n) amortized algorithm, since it can be seen by first performing n -1 unions that build a binomial tree (as defined, for instance, in Tarjan and van Leeuwen [1984] ) of depth O(log n) and then by repeatedly carrying out a find on the deepest leaf, a deunion, and a redo of that union.
In the following, a union operation not yet undone will be referred to as live and otherwise as dead. To handle deunions, a union stack is maintained, which contains the roots made nonroots by live unions. Furthermore, for each node x a node stack P(x) is maintained, which contains the pointers leaving x created either by unions or by finds. During a path compaction caused by a find, the old pointer leaving x is left in P(x) and each newly created pointer (x, y) is pushed onto
The bottommost pointer on these stacks is created by a union and will be referred to as a union pointer.
The other pointers are created by the path compaction performed during the find operations and are called find pointers.
Each of these pointers is associated with a unique union operation, the one whose undoing would invalidate the pointer. The pointer is said to be live if the associated union operation is live and it is said to be dead otherwise.
Unions are performed as in the set union problem, except for each union a new item is pushed onto the union stack containing the tree root made nonroot and some bookkeeping information about the set name and either size or rank. To perform a deunion, the top element is popped from the union stack, and the pointer leaving that node is deleted. The extra information stored in the union stack is used to maintain set names and either sizes or ranks.
There are actually two versions of these algorithms, depending on when dead pointers are removed from the data structure.
Eager algorithms pop pointers from the node stacks as soon as they become dead (i.e., after a deunion operation). On the other hand, lazy algorithms remove dead pointers in a lazy fashion while performing subsequent union and find operations.
Combined with the allowed union and compaction rules, this gives a total of eight algorithms. They all have the same time and space complexity, as the following theorem shows. As for the single-operation worst-case time complexity of set union with deunions, an extension of Blum's data structure described in Section 1.2 can also support deunions. As a result, the augmented data structure will support each union, find, and deunion in O(log n/log log n) time in the worst case, with an 0(n) space usage. There is actually an O(log n) time algorithm matching this lower bound, as the following theorem st~te~. Undo all the unions performed after the ith one.
Motivations
for the study of the set union problem with dynamic weighted backtracking arise in the implementation of search heuristics in the framework of Prolog environment design [Hogger 1984; Warren and Pereira 1977] . In such a context, a sequence of union operations models a sequence of unifications between terms [Mannila and Ukkonen 1986b], whereas the weight as. sociated with a union is used to evaluate the goodness of the state resulting from the unification to which the union is associated. Thus, backtracking corresponds to returning to the most promising state examined so far in the case of a failure of the current path of search. Furthermore, the repertoire of operations is enhanced by allowing the weight associated with each union already performed to be updated (both increased and decreased). Undo the last i live unions performed for any integer i >0.
Note that this problem lies between set union with deunions and set union with weighted backtracking.
In fact, as previously noted, it is more general than the set union problem with deunions, since a deunion can be implemented as backtrack(l).
On the other hand, it is a particular case of the set union with weighted backtracking, where only unweighed union, find, and backtrack operations are considered. As a consequence, its time complexity should be between O(log n./log log n) and O(log n). Apostolic et al. [1989] showed that the time complexity of this problem is O(log n /log log n) for separable pointer algorithms when unites instead of unions are performed (i. e., when the name of the new set can be arbitrarily chosen). There is a strict relationship between backtracks and deunions. We already noted that a backtrack (1) is simply a deunion operation. Furthermore, a backtrack (i) can be implemented by performing exactly i deunions. Hence, a sequence of ml unions, mz finds, and mb acktracks can be carried out by simply performing at most ml deunions instead of the backtracks.
Applying Westbrook and Tarjan's algorithms to the sequence of union, find, and deunion operations, a total of 0(( ml + mz)log n/log log n) worst-case running time will result. As a consequence, the set union problem with unlimited backtracking can be solved in O(log n/log log n) amortized time per operation.
Since backtracks contain deunions as a particular case, this bound is tight for the class of separable pointer algorithms.
Using either Westbrook and Tarjan's algorithms or Blum's augmented data structure, each backtrack(i) can require 0( i log n/log log n) in the worst case. and that the version with unites can be solved more efficiently than the version with unions. We recall here that after a unite (A, B) , the name of the newly created set is either A or B. This is not significant restriction in many applications, where one is mostly concerned with testing whether two ele ments belong to the same equivalence class, no matter what the name of the class. The lower bound of fl(log n) is a consequence of Theorem 2 in Mannila and Ukkonen [1988] , which depends heavily on the fact that a union cannot arbitrarily choose a new name. The crucial idea behind the proof of Theorem 2 in Mannila and Ukkonen [1988] is that at some point we may have to choose among @(n) different names of a set containing any given element in order to output a correct answer. But if a new name can be arbitrarily chosen after performing a union, the inherent complexity of the set union problem with unlimited backtracking reduces to fl(log n /log log n). Hence, the constraint on the choice of a new name is responsible for the gap between~(log n/log log n) and fl(log n).
PERSISTENT DATA STRUCTURES FOR SET
UNION
In this section we describe persistent data structures for the set union problem [Driscoll et al. 1989; Overmars 19831. Following Driscoll et al. [1989] , we define a data structure to be ephemeral when an update destroys the previous version. A partially persistent data structure supports access to multiple versions, but only the most recent version can be modified. A data structure is said to be fully persistent if every version can be both accessed and modified.
The fully persistent disjoint set union problem can be defined as follows. Throughout any sequence of operations, multiple versions of a set union data structure are maintained (i. e., multiple versions of the partition are maintained). Union operations are updates, whereas find operations are accesses. If the jth union operation applies to version u, u < j, the result of the update is a new version j. The operations on the fully persistent data structure can be defined as follows (we use uppercase initials to distinguish them from the corresponding operations on the ephemeral data structure).
Union( x, y, u): Denote by X and Y the two sets in version u containing, respectively, x and y. If X = Y, do nothing. Otherwise, create a new version in which X and Y are combined into a new set, The new set gets the same name as X.
Find( x, u): Return the name of the set containing element x in version U.
Initially the partition consists of n singleton sets {1}, {2}, . . . ,{n}, and the name of set {i} is i. This is version O of the set union data structure.
The restricted case in which union operations are allowed to modify only the most recent version defines the partially persistent disjoint set union problem.
We first consider the partially persistent disjoint set union problem. As in the case of the set union problem with unlimited backtracking, we have two versions of this problem, depending on whether union or unite operations are performed.
The time complexity of the two versions is quite different, as shown in the following two theorems. As in the case of the set union problem with unlimited backtracking, the constraint on the choice of a new name is responsible for the gap between O(log n /log log n) and fl(log n).
Turning to the fully persistent disjoint set union problem, Italiano and Sarnak [19911 gave an efficient data structure for this problem that achieves the following bounds. In this paper we described the most efficient known algorithms for solving the set union problem and some of this problem variants.
Most of the algorithms we described are optimal with respect to a certain model of computation (e. g., pointer machines with or without the separ-ability assumption, random access machines). There are still several intriguing problems in all the models of computation we have considered. Fredman and Saks' lower bound analysis [Fredman 1989; Fredman and Saks 19891 settled both the amortized time complexity and the single operation worst-case time complexity of the set union problem in the cell probe model of computation. La Poutr6 [1990b] settled the amortized time complexity of the set union problem for nonseparable pointer algorithms.
It is still open, however, as to whether in these models the amortized and the single operation worst-case complexity of the set union problems with deunions or backtracking can be improved. Furthermore, there are no lower bounds for some of the set union problems on intervals.
In the pointer machine model with the separability assumption, there is no lower bound for the amortized nor is there one for the worst-case complexity of interval unionfind. In the realm of nonseparable pointer algorithms, it remains open whether the O(log n /log log n) worst-case bound [Blum 1986 ] for interval union-find is tight. This problem requires E)(l) amortized time on a random access machine as shown by Gabow and Tarjan [19851. tomata.
