Abstract -A CMOS imager that combines single photon sensitivity with photon timing capabilities has been developed for Time-Of-Flight (TOF) measurements and for Time-Correlated Single-Photon Counting (TCSPC) applications. A test structure with 32x4 pixels is presented in this paper. Each pixel is based on a 30 μm diameter Single-Photon Avalanche Diode (SPAD) with low Dark Counting Rate (60 cps at room temperature) and a Time-to-Digital Converter (TDC) with 400 ps resolution. Some preliminary measurements confirm the possibility to use this SPAD array in a 3D TOF scanning system.
INTRODUCTION
The precise measurement of single-photon arrival times is of essential importance in many fields of science, medicine, engineering, industry and security. Round trip duration of a laser pulse in 3D scanners [1] , Time of Flight (TOF) of particles in nuclear science experiments, fluorescence decay curves of molecules in life sciences [2] , Time-of-Flight of gamma rays within TOF Positron Emission Tomography (PET) scanners [3] , are only few examples of time-intervals which have to be measured with sub-nanosecond precision. Therefore, there is an increasing demand for more performing, more compact and multi-channel instruments capable of measuring those times of arrival. Furthermore, many applications require an accurate reconstruction (intensity versus time) of fast optical waveforms. By employing a simple analog recording of the photodetector signal, the time-resolution would be limited by the bandwidth of the used detector, thus not allowing the reconstruction of very fast (sub-nanosecond) optical signals. Moreover, in many cases those optical signals are very faint, consisting of just few photons per pulse. In those cases, the discrete nature of the optical signal itself prohibits analog sampling. If the optical signal, which has to be reconstructed, repeats (e.g. can be triggered) periodically, then the solution for both problems is the Time-Correlated Single Photon Counting (TCSPC) technique [4] . The core parts of TCSPC setups are a detector with single-photon sensitivity and a very precise time-measurement instrument. The general requirements of TCSPC setups are very demanding, in terms of precision and differential non-linearity (DNL), just a few percent of the LSB.
We designed a CMOS chip for TOF and TCSPC measurements with Single-Photon Avalanche Diode (SPAD) and Time-to-Digital Converter (TDC) integrated into each pixel, and we tested it in 3D ranging applications. We selected a 0.35 m standard CMOS technology, to obtain high performing SPAD detectors, to be integrated with photontiming and readout electronics. In this paper we present a test structure with 32x4 pixels, but the final aim is to fabricate 32x32 pixels arrays or larger.
The paper is organized as follow: Section II focuses the sensor and illustrates the performances of SPAD and TDC; Section III describes the overall module developed for TOF applications; Section IV shows some 3D measurements and provides a characterization of the overall system; Section V summarizes the results.
II. CMOS SENSOR FOR TIME-OF-FLIGHT
The sensor is composed by the timing global electronics, the 32x4 array of pixels with one SPAD and one TDC each and the readout circuitry, as shown in Fig. 1 . The fill-factor of the array is 3.14%.
The SPAD has 30 μm diameter active area and very good performances in terms of Dark Count Rate (DCR as low as 60 cps at room temperature), Photon Detection Efficiency (PDE, 50% peak at 420 nm), afterpulsing probability (negligible with 40 ns hold-off time) and absence of crosstalk among adjacent pixels.
The TDC has a structure similar to the one presented in [5] , but with only one interpolation stage, because it has been designed for hundreds of picosecond resolution. Obviously the simpler the structure, the smaller the TDC, hence the higher the fill-factor of the array and also the lower the power consumption (6 mW per channel for the designed TDC). The TDC is divided into a coarse 6 bit counter, which assures a wide dynamic range, and a 4 bit interpolator, for fine resolution. The coarse counter is used to count the number of clock periods (typically the 80 MHz external clock frequency is internally doubled at 160 MHz) between the START and the STOP signals.
The fine interpolator is based on a global Delay-Locked Loop (DLL), which divides the clock period in 16 intervals of 400 ps each (stable to temperature and process variations), and includes an in-pixel discriminator to detect the phase of the START signal (photon absorption) with respect to the 16 multiphase clocks. An identical discriminator is used to detect the phase of the asynchronous global STOP. The result of the conversion is the sum of the time delay measured by the coarse counter plus the difference between the time delays measured by the START and the STOP interpolators, respectively. The TDC acts as a flash converter and requires a negligible conversion time of about 1 ns, due only to propagation delays.
Compared to Pulse-Shrinking [6] and Tapped Delay line [7] techniques, this method is advantageous because, by using two separate interpolators for START and STOP signals, it inherently implements the sliding scale technique, which was introduced by E. Gatti [8] to improve the linearity of high precision ADC systems. In fact, with asynchronous START and STOP signals, the same time interval is converted using different regions of the converter range and, by averaging many TOF measurements, TDC's non-linearity is averaged too thus deterministic non-linearity is converted into stochastic jitter. The improvement of linearity is paid in terms of a higher quantization error. Since the measurement of a time interval is obtained as difference between START and STOP measurements, the quantization error is:
where LSB START and LSB STOP are the resolution of the START and the STOP interpolator, respectively, and LSB is the TDC equivalent resolution. The result of each measurement consists of 6 bits from the in-pixel coarse counter (N coarse ), 4 bits from the in-pixel START interpolator (N START ), and 4 bits from the global STOP interpolator (N STOP ). The arrival time T meas is computed using where T ck is the reference clock period, i.e. 6.25 ns. Therefore, the TDC provides one least significant bit (LSB) unit of T ck /16=391 ps, with a full-scale range FSR of 400 ns and 10 bit resolution.
The array can also be used in photon-counting mode; in this case the coarse counter is used just to count the number of absorbed photons.
The performances of the single pixel that constitute this array are described in detail in [9] and summarized in the next two paragraphs.
A. SPAD performances
The SPADs have been designed for standard implantations of a 0.35 μm technology with high level of cleanness and controlled substrate quality in order to minimize the number of defects that drastically impact SPAD performances. Fig. 3 shows the Cumulative Distribution Function of the DCR in the 32x4 array. The majority of the devices have a DCR lower than 70 cps, only 1% of them are "hot" SPADs, with DCR higher than 100 cps. These SPADs are comparable to the best-in-class SPADs developed in custom technologies (i.e. not CMOS compatible) in terms of internal noise [10] .
The efficiency of each pixel of the array is shown in Fig. 4 ; the peak PDE is at about 420 nm and reaches 50%. An antireflection coating for the near-UV enhances the efficiency also below the 400 nm. The timing jitter has been measured by means of the TCSPC technique, which collects the histogram of the time delays between repetitive laser shots to the SPAD and its triggering. The time response presents a Full-Width at HalfMaximum (FWHM) of 90 ps at 520 nm and a negligible diffusion tail.
B. TDC characterization
The TDC has been characterized in terms of Differential Non-Linearity (DNL), Integral Non-Linearity (INL) and single-shot precision, i.e. the standard deviation of the TDC conversion results when a constant time interval is measured a large number of times.
The Code Density Test in Fig. 5 shows a DNL of 4.9% LSB rms and an INL of 11.7% LSB rms. The present TDC has the best linearity behavior compared to the other TDCs integrated with SPADs presented in literature so far [11] , [12] , [13] .
The TDC presents a uniform single shot precision across the entire range. A typical TOF histogram is shown in Fig. 6 , and it is characterized by a FWHM of 950 ps.
I. TOF MODULE FOR 3D RANGING
We developed a simple module to test the 32x4 array. It includes 2 boards: one with the SPAD array, the input signal conditioning electronics and the power supply; another one is an FPGA-based integrated module (Spartan-6) that manages inputs and outputs of the array and store the data in a RAM memory embedded in the board. The global STOP signal can be generated either internally by the FPGA or externally (for instance by the synchronization signal of the laser). An input comparator converts the external stop in PECL standard, reading either the rising or the falling edge of the external pulse. The multiplexer, which selects either the FPGA stop or the external stop, and the stop monostable are designed to minimize time-jitter, since it has a direct impact on the overall TDCs performance.
Through a user interface developed in MATLAB, it is possible to set many parameters, such as the operation mode (photon counting or photon timing), the frame duration (from 20 μs to 650 μs), the number of frames to be readout, and to launch, stop and save the measurements.
In TOF applications the round trip of a laser pulse is measured: the START signal is given by the SPAD output, whereas the STOP is given by the laser synchronization signal. Therefore, the distance of the object is:
where c is the speed of light and T M is the measured TOF.
The single shot resolution of the system is 6 cm (400 ps of round trip duration), but better resolutions can be achieved by computing the centroid of the TOF histogram. The maximum range is 60 m (i.e. 400 ns round trip).
As an example, in order to measure the TOF of a short laser pulse to reconstruct the 3D position of a target, the user interface builds the histogram of the arrival times measured by each pixel and computes its centroid, with a resolution of less than one LSB. Fig. 7 shows the dependence of the computed centroid precision on the number of conversions per each histogram; by averaging 10'000 measurements, a precision as low as 10 ps is obtained, with no further calibration to improve the linearity of the TDC.
The maximum frame rate is limited by the data transfer from the RAM memory, and it is of about 5 kfps. Depending on the laser power, the reflectivity of the scene, the distance of the target and the background illumination, at least 500 frames are required to build the TOF histogram, obtaining a maximum 3D frame rate of 10 fps.
In low light conditions, the frame rate can be increased if the maximum range can be reduced. In fact usually the laser fires only one time per frame (at about 5 kfps) and only one peak is detected in the TOF histogram. Using high repetition rate (e.g. 80 MHz) lasers, many peaks spaced by the laser period (e.g. 12.5 ns) appear in the TOF histogram. Unwrapping the histogram and accumulating the peaks, a higher statistic is obtained, with a time full scale range that corresponds to the laser period (Fig. 8) , without reduction of the frame rate.
In order to calibrate the sensor, the distance of a flat wall at about 20 cm from the SPAD array has been measured, using a pulsed laser at 840 nm, with 100 ps FWHM. The acquired distance image is reported in Fig. 9 . The image on the left has no calibration, and it is affected by the skew of the multiphase clocks that are distributed column-wise and independently in the upper and lower part of the array. Since this is a systematic error it can be corrected with a proper calibration. The calibration consists in measuring the same time interval in each pixel, with a known source-detector distance, and computing T cal :
where T real is the real duration to be measured and T M is the interval measured in each pixel. Then T cal can be subtracted from each measurement to obtain the corrected TOF, because it is independent of the measured distance. Thanks to the presence of a DLL, the calibration is also independent from temperature variations, within about ±5°C range. Fig. 9 right is the calibrated version of Fig. 9 left and, as can be seen, the computed TOFs are uniform on the entire array.
II. 3D RANGING PRELIMINARY MEASUREMENTS Some preliminary 3D ranging measurements have been performed in an indoor environment, with the targets at about 2 m distance from the SPAD array. The 200 mm objective is used to direct the outgoing laser to the target and also to collect the back-scattered photons. The average laser power was 100 nW at 555 nm wavelength, and the laser light covered a spot of about 5 cm diameter on the scene. In the first measurements three simple cooperative objects have been disposed at 80 mm distance each other (Fig. 10 left) . Fig. 10 right is the 3D map obtained scanning the scene vertically in five steps (i.e. a final 20x32 pixels resolution). The closest object was in the same position of the calibration flat wall, so the measured distance is about 0 mm. The pixels of the last column were not covered by the illumination spot, thus their measured TOF is not trustworthy. TABLE I shows for each target the real position in respect to the calibration wall, the measured position (average of all the pixels of the specific object, without considering the last column) and the standard deviation. The measured distance error is within 10 mm, better than the single shot precision, because the centroid of the TOF histograms has been obtained from 4096 frames. The integration time for each image was 800 ms.
A cooperative object and cooperative background have been imaged both in photon counting (intensity image, Fig. 11 top), and photon timing (3D image, Fig. 11 bottom) , scanning the scene (2 s integration time for each scan). The star has a size of about 5 cm. In order to improve the contrast in the intensity image the reflective coating was removed from the target, when the sensor was operated in photon-counting. The target was at 120 mm distance from the background and at 80 mm distance from the calibration wall, as clearly visible from the 3D image. Finally we compared the 3D profile obtained scanning respectively a non-cooperative colored target, a non-cooperative white target and a cooperative target, at about 150 mm distance from the background.
All the targets have the shape of a toy-car (about 8 cm size), but they have different details (e.g. the cooperative target is just the profile of the car, with no windows and car doors). The integration time for each scan was 800 ms in the three cases. From Fig. 12 we notice that the non-cooperative colored object (a) is barely distinguishable from the background, whilst both the non-cooperative white car (b) and the cooperative car (c) can be properly identified against the background. In (b) also the details are clearly visible, such as the windows and the holes in the middle of the wheels.
III. CONCLUSIONS
We designed a CMOS single photon sensor with 32x4 pixels, suitable for TOF applications. A SPAD with low DCR and a TDC with 400 ps resolution have been integrated into each pixel of the array imager. Compared to other arrays of SPAD and TDC presented in literature ( [11] , [12] , [13] ), this sensor shows better linearity and better SPAD performances, though timing resolution is lower. We have tested the SPAD array in indoor 3D ranging applications, demonstrating centimeter resolution. In order to increase the precision of the measure, maintaining a short integration time, we employed a high repetition rate (80 MHz) laser, and we unwrapped and averaged the TOF histogram, obtaining a total precision by far higher than the single shot precision. Differently from other techniques, such as the phase resolved indirect-TOF [14] , the implemented technique allows to obtain precise depth information even in very low back-scattered light conditions, enabling to use the array also for long distance (about 1 km) ranging applications.
