INTRODUCTION
Let £ = z > 1 ) be a strictly stationary sequence of random variables taking values in a finite state space S; speaking about a sequence we will always assume these properties. The k) is unconditionally independent of > k + m + 1), k > 1. For simplicity, we shorten the expressions "Markov of order n" and "dependent of order m" to n-Markov and m-dependent, correspondingly.
The aim of this note is to examine how these two properties interfere under restrictions on the cardinality of the state space. A more precise formulation will use the following notion of an index of a sequence. Let nÇ be the smallest nonnegative integer n such that a sequence ~ is n-Markov, let m~ be the smallest m > 0 such that ~ is m-dependent and let dç be the cardinality of the set of states which are attained with positive probabilities. Thus [ 1 ] and then in [2] , [6] where the focus was on the structure of block-factors. Notes on binary sequences of this type are in [11] and [12] . Our question is akin to the problems around probabilistic conditional independence structures [8] ; [4] and [5] settle an unconditional case for sequences of random variables. The lattest review of the field is in [7] . It is also worthwhile to mention the paper [9] Proof -Knowing that = Q we deduce that the spectra of both matrices are equal to ~0,1 ~ . Since P is primitive (all entries of some of its powers are positive) the number 1 is an eigenvalue of P with algebraic multiplicity one, see [10] . We can write P = T W T-l where T is a regular matrix and W is the Jordan canonical form of P, see [3] . .Every (3, 2, 2)-sequence ~ is equal in distribution to some ~~e or to the sequence obtained from some ~'~~~ by interchanging zeros and ones.
Proof. -The proportionality factor is 1 / 16. The conditions imposed on a and ,~ restrict the parameters to be between -1 and 1, see Figure 1 , and Figure 1 ). In the opposite direction, let ç be a (3,2,2)-sequence. By Lemmas 
