We introduce a new test to study the Cosmological Principle with galaxy clusters. Galaxy clusters exhibit a tight correlation between the luminosity and temperature of the X-ray-emitting intracluster medium. While the luminosity measurement depends on cosmological parameters through the luminosity distance, the temperature determination is cosmology-independent. We exploit this property to test the isotropy of the luminosity distance over the full extragalactic sky, through the normalization a of the L X − T scaling relation and the cosmological parameters Ω m and H 0 . To this end, we use two almost independent galaxy cluster samples: the ASCA Cluster Catalog (ACC) and the XMM Cluster Survey (XCS-DR1). Interestingly enough, these two samples appear to have the same pattern for a with respect to the Galactic longitude. More specifically, we identify one sky region within l ∼ (−15
Introduction
The Cosmological Principle (CP) is considered to be the foundation of modern cosmology, stating that the Universe must be isotropic and homogeneous on sufficiently large scales. It is robustly supported by various cosmological probes such as the cosmic microwave background observed by WMAP (Bennett et al. 2013) and Planck (Planck Collaboration et al. 2016a ) satellites, the distribution of distant radio sources (Condon 1988; Blake & Wall 2002) and the large scale distribution of galaxies (Marinoni et al. 2012; Appleby & Shafieloo 2014; Alonso et al. 2015; Pandey & Sarkar 2015) .
However, several studies, using the magnitude-redshift relation of Type Ia Supernovae (SNIa), have reported mildsignificance anisotropic signals of the Hubble expansion, mostly correlated with the cosmic microwave background (CMB) dipole (Schwarz & Weinhorst 2007; Antoniou & Perivolaropoulos 2010; Mariano & Perivolaropoulos 2012; Appleby et al. 2015; Bengaly et al. 2015; Javanmardi et al. 2015; Migkas & Plionis 2016) , even if the redshifts of the SNIa have been adjusted to the CMB rest frame prior to the analysis. However, such signals can be attributed to single SNIa acting as outliers, that can affect the cosmological parameters derived from smaller subsamples, as shown in Migkas & Plionis (2016) .
Furthermore, a similar dipole anisotropy has been found in the X-ray background from previous studies (Shafer & Fabian 1983; Plionis & Georgantopoulos 1999) , that could again be attributed to the local motions of the Local Group.
Of course, the consistency of the pinpointed anisotropy signal in different SNIa samples and other independent probes must be further investigated. A systematic finding of a dipole anisotropy that coincides with the CMB dipole direction could indicate that the reason behind the latter is not exclusively due to the Doppler shift caused by our own bulk motion.
The CP must be valid not only for cosmological parameters, but for the properties of astrophysical objects as well. Javanmardi & Kroupa (2017) found a significant hemisphere anisotropy in the galaxy morphological types aligned with the rotational axis of the Earth, arguing that is probably caused by a systematic bias in the classification of galaxy types.
Some of the most interesting objects to study and use in order to trace the behavior of the large-scale structure are galaxy clusters. They are the largest gravitationally bound systems in the universe, easily detected in the X-ray regime due to the large amounts of hot gas they contain (∼ 10% of their total mass) in the intra-cluster medium (ICM). One of the most crucial properties of galaxy clusters are their scaling relations, correlating im-portant physical quantities such as luminosity, temperature, and mass with each other. Kaiser (1986) , based on the self-similar model, provided a theoretical prediction for these scaling laws.
Specifically, the relation between the X-ray luminosity and the temperature of the ICM gas is given by L X E(z) −1 ∝ T 2 , where E(z) = Ω m (1 + z) 3 + (1 − Ω m − Ω Λ )(1 + z) 2 + Ω Λ takes into account the redshift evolution of the relation (Giodini et al. 2013) . This is derived under the assumption that gravitational energy is the only source of energy transferred to the ICM. The L X −T relation has been well-investigated (Edge & Stewart 1991; Markevitch 1998; Vikhlinin et al. 2002; Pacaud et al. 2007; Pratt et al. 2009; Eckmiller et al. 2011; Mittal et al. 2011; Hilton et al. 2012; Maughan et al. 2012; Takey et al. 2011; Connor et al. 2014; Bharadwaj et al. 2015; Lovisari et al. 2015) . The observed slope of the power-law is systematically steeper than the predicted one, indicating the existence of different energy sources contributing to the ICM. Such sources are active galactic nuclei (AGN) feedback, supernovae-driven winds, and so on.
While the L X − T slope heavily depends on the physical processes that heat the gas in the ICM, differences in the normalization of the relation can potentially reflect any differences that might exist in the cosmological parameters for different directions on the sky. This is due to the fact that H 0 , Ω m , Ω Λ , and so on, enter through the conversion of the observed X-ray flux to the X-ray luminosity, as well as from the E(z) factor. Therefore, for fixed values of redshift and temperature, a higher value for Ω m towards a sky region would lead to lower luminosity distances, thus to lower X-ray luminosities, and eventually to lower normalization values. At the same time, the temperature determination is cosmology-independent, something that motivates the use of the L X − T relation for anisotropy studies. Assuming fixed values for the cosmological parameters, one could precisely determine the normalization and slope of L X − T or vice versa. All these make galaxy clusters excellent tools for constraining the cosmological parameters and studying their underlying physics.
Previous studies have used the kinematic Sunyaev-Zeldovic effect of galaxy clusters to trace the large scale peculiar motions up to ∼ 600 h −1 Mpc, reporting challenging results for the ΛCDM model (Kashlinsky et al. 2008 (Kashlinsky et al. , 2010 (Kashlinsky et al. , 2011 AtrioBarandela et al. 2015) . However, the significance of these results has been challenged due to the controversial validity of the applied method (Keisler 2009; Osborne et al. 2011; Planck Collaboration et al. 2014) . Moreover, the X-ray flux-weighted method has been used for galaxy cluster luminosity functions (Plionis & Kolokotronis 1998; Kocevski et al. 2004) , finding consistent results with the concordance cosmology.
In addition, Bengaly et al. (2017) used the Planck measurements of the Sunyaev-Zeldovic effect (Planck Collaboration et al. 2016b,c) to probe the angular distribution of clusters in antipodal patches of the sky, finding fully consistent results with the statistical isotropy assumption.
In this study, we introduce a new method to test the validity of the CP, namely the isotropy of the L X − T scaling relation of galaxy clusters. To this end, we use two almost independent galaxy cluster samples. The first is contained in the Advanced Satellite for Cosmology and Astrophysics (ASCA) (Tanaka et al. 1994) catalogue and was compiled by D. Horner (Horner 2001) under the name ASCA Cluster Catalog (ACC); the second is the first data release from the XMM-Newton Cluster Survey (XCS-DR1) (Mehrtens et al. 2012) . Throughout this paper, we correct L X values, as given by the data samples, to a ΛCDM cosmology with H 0 = 70 km s −1 Mpc −1 , Ω m = 0.28 and Ω Λ = 0.72. Finally, log x is used as log 10 x.
Data samples

ACC
We use all the 272 galaxy clusters and groups contained in ACC, for which we have information for their right ascension (R.A.), declination (DEC), redshift (z), bolometric X-ray luminosity (L X ), correction factor l vir to apply to L X to obtain the luminosity within the virial radius r 200 (the radius inside which the mean density of the cluster is 200 times greater than the critical density of the Universe, e.g., the radius where we consider the virialized halo to extend) and X-ray temperature (T ) with its 90%-confidence levels. The confidence levels for L X are not given. The extraction region of the spectra and L X , was chosen such that the radial profile of cluster counts was at least 5σ greater than the background signal; for the vast majority of the objects, this corresponds to a radius of ∼ 0.8 r 200 − 1.05 r 200 . In order to be consistent for all the clusters of the sample, we use the bolometric L X emitted from within r 200 . Moreover, while the absorbed L X is given for all the 272 objects, only 230 clusters are also given with their L X values corrected for the neutral hydrogen column density absorption. Therefore, using XSPEC (Arnaud 1996) we correct the L X values ourselves for the remaining 42 galaxy clusters and groups.
For these 272 objects, the median relative temperature uncertainty is σ T T = 6.3%, demonstrating the spectroscopic precision of the observations. A specific selection function has not been applied to the ASCA clusters, since the final sample is an archival one composed of observations obtained for the needs of different projects at different times and not by one full-sky survey. To this preliminary catalog, Horner (2001) applied a homogeneous data reduction pipeline to obtain the final ACC sample. The spatial distribution of the ACC clusters is displayed in Fig. 1 . Finally, the cosmology used to derive L X was an EdS universe with H 0 = 50 km s −1 Mpc −1 , Ω m = 1, and Ω Λ = 0, which we convert to our default cosmology.
XCS-DR1
This sample consists of 503 optically confirmed X-ray galaxy clusters, serendipitously detected by the XMM-Newton telescope (Jansen et al. 2001) and drawn from publicly available data (Mehrtens et al. 2012) . The galaxy clusters were homogeneously selected, covering the full sky (except for the Galactic latitudes |b| ≤ 20
• ). Out of these 503 clusters, 356 are observed in X-rays for the first time and 255 are newly discovered.
We make use of the 364 clusters for which the abovementioned information plus the uncertainties of L X (σ Lx ) are given. In this case, we use the bolometric X-ray luminosity L X emitted from within r 500 . We excluded two clusters that appear to have a "negative" upper-limit L X uncertainty (L X,max < L X ). For these 364 galaxy clusters, the median relative uncertainties for L X and T are σ Lx L X = 40.7% and σ T T = 21.1%, respectively, which are considerably larger than the relative T −uncertainty of ACC. Most of these clusters (214, ∼ 60%) have a spectroscopically determined redshift (∼ 10% of them are X-ray redshifts) while the remaining 150 have photometrically determined redshifts. The redshift uncertainty was assumed to be zero during the derivation of L X (Lloyd-Davies et al. 2011) . From these, only three are already contained in the ACC sample, making the two catalogs almost independent. The cosmological parameters used to derive L X were H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3, and Ω Λ = 0.7. 
Analysis method
As previously stated, we use a new method to try to identify anisotropies of the extragalactic sky properties using the L X − T relation. The fact that L X heavily depends on the cosmological parameters through the luminosity distance, and that T can be measured regardless of the cosmology, is of crucial importance.
Form of the X-ray luminosity-temperature relation
The power-law form of the L X − T scaling relation that we use, following Mittal et al. (2011) , is given by
(
The parameter fitting is performed using the χ 2 -minimization method, using the logarithmic form of the L X − T relation. Additionally, we use the reversed T − L X relation as well when the σ T values are larger than the σ Lx ones. Both of these cases are displayed in Eq. (2).
Fitting procedure
The constraining of a and b is performed by minimizing χ 2 as displayed in Eq. (3) for L X − T or T − L X fitting, respectively, for N data 1 :
1 We set as L X = L X 10 44 erg/s E(z) −1 and T = T 4 keV .
where the numerator represents the difference between the measured value of L X (or T ) with respect to the theoretical prediction of the quantity based on Eq. (2). The expected value is based on the measured value of T (or L X ) of the cluster as well as on the free parameters p. Also, σ log L,T,i are the Gaussian logarithmic uncertainties which are derived as indicated in 2 . The derivation of the 3σ uncertainties that are displayed with every best-fit value, is based on the usual ∆χ 2 = χ 2 − χ 2 min limits (∆χ 2 ≤ 9 or 11.83 for 1 or 2 fitted parameters, respectively).
In order to account for the uncertainties of the data in both axes, we consider a purely geometrical reasoning. Firstly, we perform the fitting considering only the y-axis uncertainties, obtaining the best-fit value for the slope, b 1 . Then, we project the x-axis uncertainty to the y-axis, adding it to the already existing uncertainty of the y-axis quantity. For the L X − T case, this reads as σ
we repeat the procedure with the new y-uncertainties to obtain the final constraints of a and b of Eq. (1). This fitting method is equivalent to the one described by Akritas & Bershady (1996) and has been used by several studies; for example Zhang et al. (2017) . Moreover, a ∼ 100% change of b 1 would cause a ∼ 6% shift of the final best-fit values, suggesting that the obtained results are not sensitive to the uncertainty conversion that we apply.
Identification of anisotropies
In order to pinpoint the solid angles in the sky that seem to share the largest deviation between them, we "scan" the sky as following: We consider the sky region with the Galactic coordinates
• ] (here we avoid the notation l ∈ [315
. We obtain the best-fit value for the fitted parameters.
Subsequently, we shift this region by 5
• towards larger values of l (keeping the same size ∆l = 90
• ), obtaining again the bestfit values. We repeat until the entire sky is scanned, returning to the initial position of the sky region. Each region contains 19% − 30% of all the clusters for ACC and 14% − 43% for XCS-DR1.
Moreover, we follow the same steps to scan the sky in terms of the Galactic latitude b, where we consider regions with a width of ∆b = 40
• , with a shift of 10 • every time. The fewer clusters there are in a region, the larger the uncertainty in the derived result. We do not use smaller solid angles, since they contain fewer data and eventually they are heavily affected by individual clusters that can act as outliers, making the results untrustworthy.
Statistical significance and outliers
We need a valid expression for the statistical significance of the results that can be applied to both cluster samples. For this purpose, we use the Bootstrap resampling method. In detail, we
, where x + and x − are the upper and lower limits of the main value x of a quantity, considering its uncertainty.
consider the remaining sample, after excluding the clusters contained in the sky region, for which we want to express the statistical significance of its best-fit results. Then, we randomly draw 10000 different groups of clusters with the same number of data as the excluded one, fitting the parameters we are interested in for each group. Consequently, we obtain the mean values and the standard deviation of the results, allowing us to express the frequency with which the best-fit values of the excluded subsample could randomly appear.
If we identify inconsistencies between different subsamples, we need to clarify whether or not this inconsistency is caused by certain outliers; to do this we exclude them and check to see if the inconsistency disappears. To this end, we apply the Jackknife resampling method to identify such possible data with strong effects in the final best-fit solutions. The procedure we follow is similar to that described in Migkas & Plionis (2016) . For a given subsample with N galaxy clusters, we exclude one cluster each time, calculating the best-fit values of the parameters of our choice. Thus, we obtain N different best-fit values for N different subsamples, containing N − 1 clusters each time. If the best-fit values do not change significantly regardless of the excluded cluster, then we conclude that the peculiar behavior of the subsample is systematic and not caused by individual data.
Finally, we highlight the pair of independent solid angles with the largest tension, that does not depend on only a few cluster measurements.
Results
ACC
As explained in Section 2.1, in order to correct the X-ray luminosities of 230 objects (out of 272 in total), Horner (2001) used the HI column density values (N HI ) as given by Dickey & Lockman (1990) , based on 21cm measurements. The X-ray luminosities for the last 42 objects were corrected by us using the same method. As shown in Fig. 2 , N HI promptly increases for the Galactic latitudes b ≤ |20
• |, while it appears to have a mild structure with respect to the Galactic longitude l (small peaks every ∆l ∼ 90
• ). This of course also depends on the b−distribution of the clusters for every l region.
However, Baumgartner & Mushotzky (2006) and Schellenberger et al. (2015) have showed that the X-ray/total hydrogen column density (N H,tot ) roughly doubles compared to the HI column density, for N HI > 10 21 cm −2 . If this increase of the absorption is not taken into account, it could lead to an underestimation of the X-ray luminosities of clusters near the Galactic plane as well as towards any direction with a HI column density of N HI > 10 21 cm −2 . In order to obtain the correct N H,tot values for the sky position of every of these clusters, we use an online tool 3 which uses the method of Willingale et al. (2013) . Finally, using XSPEC, we correct the L X values for all the respective clusters, prior to our analysis.
General solution
Since ACC does not come with L X uncertainties, we use the T − L X fitting procedure, based on Eq. (??). However, the initially obtained normalization is not representative of the sample. This is due to the "overfitting" of some clusters with large L X and very low T −uncertainties that dominate the χ 2 -fit. With the purpose of applying a more realistic approach, we insert an extra 5% L X uncertainty to every data point, converting it to a y−axis uncertainty as described in Section 3, with b 1 = 3.405 (the best-fit value considering only σ T ). We choose this value for σ Lx because we want it to be small compared to the median σ T ; additionally, it is the minimum value of inserted σ Lx that does not affect our result significantly, but allows us to obtain a more representative fitting of the data. Compared to the case with only σ T , the slope changes by ∼ 1%, the normalization by ∼ 15% and the reduced χ 2 red = χ 2 min /d.o.f. by ∼ 50%. To ensure that our method does not bias our results, we always check whether or not the behaviors that we identify during the analysis exist also for the σ Lx = 0 case. We should note that Horner (2001) uses an inserted 20% uncertainty for L X for all clusters, in order to constrain the L X − T , stating that this has a minimum effect on the results. He also argues that the best-fit results do not significantly depend on the fitting method. We consider the case of the 20% L X uncertainty as well, every time we have an interesting finding, in order to see how (and if) it is affected by the different value of σ Lx .
The best-fit values with their 3σ credibility intervals for the 272 objects of ACC that we use are: 
While the normalization value is considered to be typical, the slope is slightly large for typical galaxy cluster samples. Using the same sample, Horner (2001) found b = 3.49 ± 0.1, fully consistent with our result, despite the different fitting procedures. Fukazawa et al. (2004) also considered some massive elliptical galaxies along with the galaxy clusters and groups of ASCA, finding b = 3.17 ± 0.15 for objects with a gas temperature of 1.5 − 15 keV and b = 3.74 ± 0.72 for 1.5 − 5 keV (90% C.I.), which is again consistent with our derived value. Generally, the slope obtained by the T − L X fitting is expected to be somewhat different from the corresponding L X − T fitting value. Furthermore, the best-fit values of the 3σ uncertainties we recover are quite small due to the considerably large χ 2 red . The latter emerges because the L X − T relation has significant intrinsic scatter and because the statistical uncertainty of L X is likely underestimated.
Different sky solid angles
The main goal of this project is to test the isotropy of the L X − T scaling relation. Before we apply the method described in Subsection 3.3, we divide the sky into hemispheres and derive the best-fit values for a and b. The results are shown in Table 1 .
The northern and southern hemispheres do not appear to have significant deviations. For ACC, we do not display the probability contours of the a−b solution space, since the reduced χ 2 red 1 and as a result, the real uncertainties should be larger than the ones derived by the usual ∆χ 2 limits. On the other hand, for the second pair of hemispheres, it is easily seen that there is a modest apparent inconsistency in the normalization value. In addition, it is noteworthy that the slope b is similar for all the Galactic hemispheres except for the southern, which seems to have a slightly increased b value. Since the southern Galactic hemisphere contains relatively few clusters, it is more easily affected by outliers. In fact, if we exclude its most extreme outlier, galaxy cluster 2A 0335+096 (we analytically explain why this is so further below), its slope shifts to b = 3.405 +0.090 −0.085 , becoming more consistent with the all the other Galactic hemispheres. Moreover, its normalization also shifts to a = 3.428 +0.162 −0.116 , becoming totally consistent with the northern Galactic hemisphere.
Furthermore, we are more interested in expressing any occurring deviations in terms of the normalization a, since the latter is more closely related to the cosmological parameters than to the slope (Section 1). We are not interested in the true values of a for every region, but in comparing the consistency between different sky patches. Since the obtained a value for a subsample clearly depends on the corresponding b value, we prefer to use the same slope value for every subsample so that the comparison is not biased. Even if two subsamples have significantly different slope values (being inconsistent in that manner) but similar a values, this discrepancy will propagate in the a values when we use the same slope for both, not allowing the deviation to be ignored. Thus, we fix the slope to b = 3.375 and we only fit the normalization a when we look for anisotropies with the "scanning" method.
As displayed in the left panel of Fig. 3 , the normalization of the L X − T relation strongly fluctuates with the Galactic longitude, while surprisingly, the highest and lowest peaks are separated by ∆l ≈ 90
• . Another interesting feature is the smooth transition to the peaks for l ∼ 30
• and l ∼ 270
• . This indicates that clusters in these regions have a systematic behavior towards higher/lower normalization values and they do not cause random fluctuations of the derived a value.
Additionally, from the right panel of Fig. 3 , we can see that the normalization heavily drops as we move towards the Galactic plane, suggesting that the X-ray luminosities of these low−b clusters have likely not been properly derived. Here it is essential to remind the reader that we correct the L X values for the total hydrogen column density absorption, since the given L X are supposed to be corrected for the absorption only due to the neutral atomic hydrogen column density. This "dip" in the a value is not relieved even for the most extreme case for which we assume that no absorption correction has been applied to the data (knowing this is not the case, since the catalog contains both the absorbed and the unabsorbed flux and luminosity values). Applying the correction ourselves (practically "overcorrecting" for the absorption twice in a row), the lowest point at b = 0
• ± 20
• shifts to a = 2.187
−0.121 ). After using the Jackknife method, we realize that this behavior cannot be entirely attributed to outliers. Consequently, when looking for possible anisotropies, we have to be careful with the consequences of clusters with |b| ≤ 20
• in our subsamples. Additionally, we see that when we exclude all (16) In order to put a proper probabilistic value on the deviations, we use the Bootstrap method as described in Subsection 3.4, where we consider 10000 random subsamples every time, after we have excluded the subsample of interest. The σ value in the parentheses henceforth represents the Gaussian deviation of the result as derived from the Bootstrap, with respect to the rest of the sample. According to this method, the region within
• ] is consistent at ∼ 2σ with the rest of the sample (excluding low-b clusters) and therefore is not considered as statistically significant. However, when we use the entire sample, the 16 clusters within |b| ≤ 20
• have a ∼ 2.4σ deviation from the rest.
For the left panel of Fig. 3 again, the peaks at l ∼ 120
• and l ∼ 215
• have the maximum deviation between them, but due to the sudden transition of their values, it is indicated that this is caused by single clusters acting as outliers. In order to confirm this, we again use the Jackknife method. In fact, the normalization of the region with central l ∈ [165
• ] (66 clusters) shifts from a = 4.596
+0.217 −0.206 (0.87σ) when we exclude the galaxy cluster 2A 0335+096, making the behavior of the region consistent with the rest of the sample. In particular, 2A 0335+096 has a temperature and a bolometric X-ray luminosity of T = 2.86 ± 0.03 and L X = 1.095 × 10 45 erg/s, respectively. However, this specific cluster has been found to have a higher temperature by Ikebe et al. (2002) Therefore, the region with practically the largest normalization is the one with l ∈ [−20
• , 75
• ] (75 clusters, where we consider as one the regions expressed by the two data points with the largest a), which has a = 4.563 • , ∆b = 40
• as a function of its central Galactic latitude. Given the bin widths, the data points are obviously strongly correlated.
rest slightly decreases to 2.09σ. From now on, we will call this region Group A. However, in this case the region with the maximum deviation from the rest of the sample is l ∈ [−10
• , 90
• ], with a = 4.932 −0.468 (1.77σ) when we exclude the galaxy cluster 3C 129, which is not such a big effect. Furthermore, excluding only A1885, we obtain a = 2.830
34σ). If we entirely exclude clusters with |b| ≤ 20
• , the normalization of the region changes to a = 3.312 +0.179 −0.168 while the deviation of this region remains the same (2.04σ). We refer to this region as Group C.
For the other low−a region with l ∈ [215
• ] which contains 63 clusters, a shifts from 2.891
−0.136 (1.86σ) to 3.020
(1.65σ) after excluding AS636. However, it also shifts to 2.713
−0.409 (2.16σ) when we only exclude the galaxy cluster PKS 0745-19. Excluding, once more, all the clusters with |b| ≤ 20
• , we obtain = 3.007
−0.154 and the deviation of this region shifts to 2.36σ, becoming less consistent with the general solution. From now on we refer to this region as Group B.
All these results show that there is a strong tension mainly between Group A and the rest of the sample, as well as between Group A and Groups B and C. If we exclude both Groups A and C from the sample and we apply the Bootstrap method, we find that the deviation of Group A from the rest of the sample is still at 2.21σ, while Group C is at 2.07σ. However, it is necessary to point out here that now the remaining sample, from which we draw the 10000 random subsamples of the same size as the Groups, consists of 115 clusters. Hence, the 75 or 82 clusters of Groups A and C, respectively, constitute a large fraction of the remaining 115. Therefore, the 10000 random subsamples will be highly correlated and this could lead to a decreased standard deviation of the Gaussian results, eventually leading to an overestimation of the tension between the Groups and the rest. Therefore, we must be cautious about the deviations that occur in the case where the size of the subsamples is > 50% of the sample from where we draw them.
Moreover, since we are dealing with small subsamples with large scatter, we must be very careful with the effect that outliers have on the results. Consequently, we apply the Jackknife method again to the rest of the sample, finding that the biggest effect comes from the galaxy cluster 2A 0335+096, as it was for the sky region within l ∈ (165
• , 260 • ). If we also exclude this cluster, the deviation for Group C heavily drops to 1.07σ while for Group A this increases to 3.71σ. As expected, if we now compare Group A with the rest of the sample including Group C, the deviation is at 3.64σ, much higher than the case where we include 2A 0335+096 in the rest of the sample. Accordingly, comparing Group C with the rest of the sample (including Group A) we find a tension of 1.90σ, slightly lower than the original case.
Assuming a typical subsample size of 77 galaxy clusters and considering the whole sample, we obtain that the deviation between Groups A and C is 3.84σ 4 , which is statistically very significant, although we stress again our reservations for this result, based on the sizes of the samples used. If we take the most conservative values excluding the two most important clusters for each group (as we identified them from the Jackknife), the tension is still at 3.11σ. Excluding 2A 0335+096, the deviation between Groups A and C becomes 4.75σ, and 3.88σ when we again exclude the most extreme cluster of each Group. This increased tension is obtained due to the lower scatter of the best-fit values of the normalization when 2A 0335+096 is not included, leading to a lower standard deviation of the Gaussian results. Excluding only Groups A and B this time and applying the Bootstrap to the rest of the sample, we find that Group B deviates by only 1.36σ, while Group A deviates by 1.83σ, mainly because the standard deviation is large. If we also exclude just 2A 0335+096, the deviation of Group A rapidly increases to 3.28σ. All these firmly indicate the large effect of this particular galaxy cluster and how sensitive our results are to outliers when we consider small samples.
Additionally, we test the case with no inserted 5% L X uncertainty, but only accounting for the temperature uncertainties. The values of the normalization slightly change (no more than 15%). When we consider Group A and the rest of the sample, we obtain a deviation of 1.02σ which is relatively low. If we now exclude 2A 0335+096 from the rest of the sample the deviation boosts to 2.88σ. The deviation values derived for Group C and the rest of the sample for these two cases are 1.72σ and 1.69σ.
For the case where we exclude both Groups A and C from the sample and compare with the rest, the deviation for Group C slightly decreases to 1.81σ. On the contrary, the deviation of Group A drops from 2.21σ to 0.78σ, due to the very large standard deviation of the results (114% larger). However, we have to consider the reason for which we initially inserted this extra uncertainty and this is to avoid the overfitting of some clusters with very low σ T that dominate the results. Thus, by only excluding the galaxy cluster 2A 0335+096 once more, the normalization of the rest of the sample drops by 28% and the deviation of Group A rockets to 2.72σ while Group C is now at 1.27σ. Consequently, we conclude that this small inserted luminosity uncertainty is necessary to derive trustworthy results, even if the deviation remains roughly the same without it.
Finally, we use an inserted L X uncertainty of 20%, following Horner (2001) . Now, in the cases that we include or not 2A 0335+096 in the rest of the sample, Group A deviates by 3.42σ and 3.84σ, respectively. On the other hand, Group C deviates by 2.26σ and 2.14σ for these two cases, respectively. All these show that the apparent deviations between these Groups do not strongly depend on the inserted L X uncertainty.
In Fig. 5 , the L X − T plane for Groups A and C is displayed.
Possible causes
Distributions of T, z and σ log Lx . Since ACC does not have a specific selection function, it is necessary to test if these apparent anisotropies are caused by different temperature, redshift, or uncertainty distributions in the different sky regions.
If the L X − T relation were not described well by a powerlaw for the whole temperature range (from groups to clusters), then having relatively more clusters with higher temperatures in one subsample compared to another could potentially bias the results. Similarly, if the redshift evolution of the L X − T relation • ) (Group C, blue). The best-fit functions (with a fixed slope of b = 3.375) are also displayed with green for Group A (a = 4.563) and with purple for Group C (a = 2.963).
were not satisfyingly described by the self-similar E(z) factor, more high-z data in one subsample than in another one would also add a bias in our derived normalization values.
In Fig. 6 , these distributions for Groups A, C, and the rest of the sample are displayed.
The temperature and the uncertainty distributions of the three subsamples are very similar. Furthermore, the redshift distributions of Groups A and C are comparable, while the rest of the sample has a higher fraction of low−z clusters than the two groups. However, this does not seem to play any role, since the two groups with similar distributions have such different best-fit values. This implies that the observed deviation is not the result of different selection effects.
In order to further investigate the reason for the behavior of the two different sky regions, we compare the best-fit normalization values of these three subsamples as they occur for low and high T and z. The results are shown in Table 2 .
The tension between the Groups A, C, and the rest of the sample persists in both the low-and high−T regimes. The relatively high value of the rest of the sample for the low−T data is mainly caused by 2A 0335+096 and without it, it decreases to a = 3.729 ± 0.175. Therefore, the strong deviation seems to be consistent for all temperatures.
In the high-z regime, there is only a small discrepancy in a between the two Groups, while the rest of the sample has a larger a than Group A. In the low-z data however, the discrepancy is ∼ 3σ. We have to take into account though that the large uncertainties of the derived results do not allow us to draw robust conclusions for the galaxy clusters with z > 0.1. Moreover, since the number of data is very small for these T and z ranges, the bestfit values are very sensitive to the exact limits of the different ranges. Nevertheless, one could conclude that the apparent deviation seems to be stronger in the local Universe, something that could potentially be attributed to differences in the local structure, such as the existence of superclusters. This will be further investigated for the XCS-DR1 sample, as described in Section 4.2.4. In addition, clusters with |b| ≤ 20
• do not change the results of the rest of the sample to an important degree, while excluding them shifts a for Group C (z ≤ 0.1) to a = 2.324 Redshift correction to the CMB frame and peculiar velocities. Another test is to check if the (conservatively assumed) heliocentric redshifts of the data affect the final normalization and if we need to use the redshifts of the clusters with respect to the CMB frame. To this end, we properly convert the redshifts of all the clusters in a way so to account for a bulk velocity of 371 km/s towards (l, b) ∼ (270
• , 35 • ). The direction of our bulk motion within the CMB frame has been previously found by Fixsen et al. (1996) to be towards (l, b) ∼ (264.14 • ± 0.30 • , 48.26
• ± 0.30 • ) with a velocity of 371 ± 1 km/s. Also, Bennett et al. (2003) found the same values for the direction and velocity and Watkins et al. (2009) found a bulk velocity of 407 ± 81 km/s towards (l, b) ∼ (287
• ). Thus, we adopt values for the direction in between the results of these three studies. We should note that the obtained results are not at all sensitive to the exact direction and amplitude of the relative motion.
Such a motion could lead us to observe smaller redshifts in this direction than the ones only due to the Hubble flow. Consequently, an underestimation of the distance and equivalently of the luminosity would take place, resulting in a lower normalization value.
Repeating the analysis up to now considering the CMB redshift correction, we see that this does not significantly affect the apparent deviation. The incompatibility between Groups A and C becomes somewhat smaller (4.16σ), while the one between Group A and the rest of the sample also slightly decreases (2.56σ). On the other hand, Group C has now a deviation of 2.53σ with the rest of the sample. Finally, it is remarkable that by only excluding galaxy cluster 2A 0335+096, the deviation of Group A becomes 3.45σ while the one of Group C remains almost constant.
In order for the tension between Group A and the rest of the sample to drop below 2σ, the velocity of our bulk motion towards (l, b) ∼ (270
• , 35
• ) would need to be u bulk 3030 km/s, which is obviously out of the question. The lowest possible bulk velocity that could decrease the above mentioned tension by same level is u bulk 415 km/s towards (l, b) ∼ (210 • , 0 • ) (the antipodal point of the center of Group A in the sky). However, all these cases would induce a dipole-like apparent anisotropy with the normalization maxima and minima separated by ∼ 180
• , and this does not seem to be the case, as shown in the left panel of Fig. 3 .
The obtained redshifts of all the galaxy clusters are more or less affected by their local motions. If we assume that all the clusters contained in the most extreme sky region (Group A), have roughly the same peculiar velocity amplitude projected to our line-of-sight and towards the same direction (which is of course not to be expected), this projected peculiar velocity still needs to be ∼ 430 km/s (moving away from us, or, in other words, all the redshifts of the Group A clusters need to be reduced by this velocity value) in order to explain the apparent anisotropy of Group A at a 2σ level. Finally, in all these cases, low-redshift samples such as ACC would be much more sensitive than high-redshift ones, such as XCS-DR1, which would not be significantly affected by such velocity amplitudes.
Possibly different N HI structure. Keeping in mind that clusters with large N H,tot in their direction tend to have lower measured L X values, an uneven distribution of these clusters between Groups A and C could cause such a behavior. We should point out here that we do not claim a physical reason behind this; rather we state an observational result, as shown in the right panel of Fig. 3 . As displayed in Fig. 2 though, such an uneven distribution does not seem to be the case. The two groups have the same percentage of clusters with N HI > 10 21 cm −2 (∼ 6%) and the rest of the clusters of the two groups have similar N HI values. Finally, the dependence of the derived T on N H,tot will be tested in future work. In the case where a multitemperature structure model needs to be considered, a significant Galactic absorption would unevenly affect the cold and hot thermal component, potentially biasing the measurement of T .
Cool-core clusters. A possible excess of cool-core clusters towards the Group A region could potentially result in higher a values compared to sky regions with less cool-core clusters. Furthermore, a higher fraction of mergers towards a region could alter the obtained results for different regions as well. To this end, as a first test, we use the HIFLUGCS sample Hudson et al. 2010; Mittal et al. 2011 ) which contains all the necessary information, including cool-core Xray luminosities L cool for the 64 brightest galaxy clusters in the sky. For these clusters, 56 are also contained in ACC. Moreover, 46 clusters in total (72% of the sample) have a cool-core, 16 of them lying within the Group A region (80% of the total 20 clusters in Group A). Thus, the rest of the sample has 30 coolcore clusters out of a total of 46 members (68%). At the same time, 60% (9 out of 15) of Group C clusters contain a cool-core. Group A contains 31% of all the sample's clusters and 35% of the cool-core ones.
These small differences are not sufficient to explain the ≥ 3σ deviations that we found for ACC. Moreover, these statistics are limited to a small fraction of the ACC clusters. Hence, they could be considered indicative for explaining these deviations only if the cool-core related results changed significantly compared to the general solution. When we consider the bolometric L X for the entire sample, the deviation between Group A and the rest of the sample is surprisingly high (3.39σ, using again the Bootstrap method), while Group C is totally consistent (< 1σ) with the rest of the sample for HIFLUGCS. Considering the coolcore-corrected luminosity L = L X − L cool for the 46 clusters, the deviation between Group A and the rest persists with the same significance (3.28σ). However, these deviation amplitudes are biased because of the quite different temperature distribution of Group A compared to the rest of the sky. Nonetheless, this strongly demonstrates that the obtained deviations are not the result of a possible bias added by an uneven distribution of cool-core clusters.
Environmental effects, mergers, and superclusters. The properties of galaxy clusters, and particularly the L X − T scaling relation, may depend on the environment in which the clusters are formed. Studies have shown that disturbed clusters tend to be less luminous than undisturbed clusters, for the same X-ray temperatures (Pratt et al. 2009; Chon et al. 2012) . Therefore, a larger number of disturbed systems in the rest of the sky than in the Group A sky region could result in a lower normalization value of the L X − T relation, causing the tension between the two subsamples. On the other hand, a significant difference in the number of these systems between Group A and the rest would be necessary to account for ∼ 3σ anisotropies. If this were actually the case, another form of an anisotropy would occur, since there are no obvious reasons why such a difference should occur.
Disturbed clusters are expected to coincide with mergers and, in general, to be found in overdense regions, such as superclusters (Schuecker et al. 2001) . With the purpose of applying a first test, we now look at two subsamples from the 400d catalog, as given in Vikhlinin et al. (2009) . There are 49 low-z and 36 high-z galaxy clusters, all observed with Chandra (while the 400d catalog was constructed by ROSAT (Truemper 1993) archival data). The low-z part is basically a subsample of the HI-FLUGCS catalog, from where the 15 clusters with the lowest z were excluded. All clusters come with an estimation of their dynamical state; for example, if they are relaxed or if they are merging systems. The vast majority of the low-z clusters (45 or 92%) are included in ACC as well. We see that for the low-z systems, Group A region contains ∼ 30% of all the clusters and ∼ 25% of all the mergers (covering 25% of the whole sky). This shows that for this limited subsample, there are no obvious significant differences from the rest of the sky. From the 36 high-z clusters, only 2 are lying within Group A, preventing us from comparing the number of mergers with the rest of the sample.
Another test that could be applied is to look for superclusters in the sample and test the behavior of their cluster members, as well as their position in the sky. However, our ability to perform such a test is limited by the fact that ACC is mainly compiled by archival data from pointing observations of clusters, which were conducted for the purposes of different projects. This would add a significant bias in the process of finding superclusters, since some clusters could in fact be members of superclusters, but we would not identify them as such, since the other members of the supercluster would not have been included in the ACC catalog. This problem would be even more severe in the case where the linking length of the members of a supercluster were greater than the ASCA (GIS) field of view (FOV), namely 50 arcmin (Tanaka et al. 1994) . Considering that ACC is a low-z sample, the vast majority of the supercluster members would be at distances greater than that (for the median z = 0.09, the distance covered by the FOV of ASCA would be ∼ 5.5 Mpc).
XCS-DR1
In order to verify this peculiar behavior of the specific sky regions as they have been identified for the ACC sample, we need to cross check our results with another, independent sample, namely XCS-DR1.
General solution and hemispheres
For this sample of galaxy clusters, the luminosity uncertainties σ Lx are more important than the temperature uncertainties σ T . Consequently, we now use Eq. (3) for the fitting procedure. We consider the log-uncertainties as described in Subsection 3.2, where b 1 = 2.220 is the best-fit value for the slope when we do not consider σ log T .
However, when we try to fit the model to the data, we notice the same behavior as in ACC. The normalization is fairly high (a ∼ 3) and does not represent the sample well. This is again caused by the very low σ log L and σ log T values of some high−L X clusters (L X > 10 44 erg/s). As a result, χ 2 is once again overfitting these data, leading to a rather high normalization. To fix this, we follow a similar approach as in ACC, adding an extra "false" uncertainty to the 5% of the sample with the lowest σ log Lx,final 5 . These clusters initially have σ log Lx,final < 0.068 and we apply the "correction" such that they eventually have σ log Lx,final = 0.068. These galaxy clusters also correspond to ∼ 4 − 7% of every subsample that we analyze later. The relative plot is shown in the left panel of Fig. 7 . From the right panel of the same Figure, we can see the rapid change of the best-fit a value once we add this extra L X uncertainty.
The final results for the entire XCS-DR1 sample and the four main Galactic hemispheres are shown in Table 3 . The noticeable features here are the much less steep slope compared to the ACC sample, the large uncertainties of the best-fit values, and the much lower χ for the redshift evolution that they fit), indicating the validity of our method.
Comparing the sky hemispheres, we do not find any deviations in their solutions (not larger than ∼ 1.5σ).
Different sky solid angles
We repeat the steps we applied during the ACC analysis, scanning the sky as described in Subsection 3.3, obtaining the normalization. During this, we fix the slope to b = 2.388. The results are displayed in Fig. 8 .
The clusters of the XCS-DR1 sample are not evenly distributed throughout the Galactic longitudes, since all the regions which are entirely included within l ∈ (90
• , 240
• ) contain more than 140 members each. At the same time, the rest of the regions could contain as few as 52 clusters. Groups A and B contain 78 and 83 objects, respectively.
As shown in the top right panel of Fig. 8 , in the case of XCS-DR1, a does not appear to have large differences for different Galactic latitude regions. The only region that could imply an inconsistent behavior is the one with b ∈ (−70
• , −30 • ), which ends up having a 2.01σ tension with the rest of the sample. At the same time, all the other regions have a < 1σ tension with the rest of the sample. XCS-DR1 does not contain any clusters with |b| < 20
• . The most characteristic feature of • , 95
• ), which we will also refer to as Group A for the XCS-DR1 sample. The corresponding region for ACC was lying within l ∈ (−20
• ) while the lowest values were found within l ∈ (75
• , 175 • ) and l ∈ (255
• , 340 • ). We remind the reader that XCS-DR1 shares only three common clusters with ACC, while only one is within the Group A regions, not causing a significant effect. Therefore, the two samples do not have an obvious reason to have the same behavior.
For XCS-DR1, the lowest a value belongs to the sky region within l ∈ (265
• , 355 • ), almost identically with ACC. However, its statistical significance, which we obtain after the performed analysis, is not sufficiently high (1.99σ), due to the few cluster members it contains (60). Therefore, practically the lowest a belongs to the region within l ∈ (200
• , 310
• ), which we will refer to as Group B. The region within l ∈ (95
• , 155
• ) (which we call Group C for XCS-DR1), which is a subpart of the Group C region as defined for the ACC sample, has also a low normalization, with a somewhat lower statistical significance than Group B. Originally, the region with the lowest a at that part of the sky, was l ∈ (65
• ) (∆l = 90 • ). However, since we do not wish this region to overlap with Group A, we set the low limit to l = 95
• , which in fact, gives a stronger deviation. Nevertheless, the main low-a sky part of XCS-DR1, remains Group B.
The large uncertainties of this sample lead to a χ 2 red of ∼ 3, significantly lower than the one of ACC. However, this again does not allow us to directly infer the deviations between subsamples only by the 3σ uncertainties of their derived best-fit results (using the ∆χ 2 limits), since this would require χ Table 4 . Galactic longitude l limits for Groups A, B, and C as they are defined for ACC and XCS-DR1. All groups have b ∈ [−90
In parenthesis, the number of clusters they contain and the deviation of each Group compared to the rest of the sample are displayed, as obtained by Bootstrap. The ± symbols indicate if each Group's normalization is greater or smaller than the rest of the sample.
Sky region
apply the Bootstrap and Jackknife methods to ensure that there are no outliers causing this behavior and to properly assess the statistical significance of any deviation. Due to the larger number of clusters XCS-DR1 contains and the nearly ten times larger uncertainties than ACC, the results are not affected by single data, as shown in Fig. 9 .
For Group A, we obtain a = 2.051 +0.337 −0.289 , which intensely deviates by 3.12σ from the rest of the sample. If we exclude the galaxy cluster with the most strong effect on the Group A behavior, cluster XMMXCS J2339.8-1213, the deviation shifts to 2.73σ.
Group B has a = 1.183
−0.126 and a discrepancy of 2.67σ with the rest of the sample. Excluding XMMXCS J0056.0-3732, the discrepancy moves to 2.44σ.
If we consider the rest of the sample subtracting both Groups A and B, the deviation of Group A is now 1.69σ, while for Group B it is 2.22σ. Considering a typical size for the random subsamples of 80 clusters while we apply the Bootstrap method, we find that the tension between Group A and Group B is at 3.89σ, for which the statistical significance is impressively large (again bearing in mind the small sample size). Even if we exclude the two above-mentioned galaxy clusters, the deviation is no less than 3.34σ.
In the bottom-left panel of Fig. 8 we also display the results for the T −L X fitting, which gives us a slope of b = 3.066±0.137. In this case, the sensitivity to individual clusters is larger, making the dispersion and the uncertainties of the derived best-fit values also larger. Due to these uncertainties, all the deviations we refer to between Group A, Group B, and the rest of the sample drop to 45% − 65% for the T − L X fitting. However, since the luminosity uncertainties are much larger than the temperature uncertainties, the L X − T fitting is more appropriate here.
Free slope
Now we consider the slope as a free parameter, in order to compare the a − b solution space between the two Groups and the rest of the sample. In Table 5 the results of the fit are displayed, where we see that the slope of Group A also differs to a large degree.
As shown in Fig. 10 , despite the large uncertainties in log L X (in the order of ∼ 100% adding σ log T as explained), Group A does not share any common 3σ solution space with Group B or the rest of the sample in general. Additionally, Groups A and B share very limited 3σ common solution space with the rest of the sample when both are excluded from it.
In Fig. 11 , the L X − T plot of the two Groups is displayed.
Possible causes
Distributions of T, z , and σ log Lx . As we did for ACC, we test if the apparent anisotropy is caused by different distributions of the temperatures, redshifts, or uncertainties of the Groups or by a specific temperature or redshift range. From Table 6 , we see that the tension between the two Groups and the rest of the sample is consistent for all the redshift ranges. However, Group B and the rest of the sample have the same solution for high−z clusters. Furthermore, this is also the case for Group A and the rest of the sample, but for high−T clusters. Therefore, the deviation seems to be due to the low−T clusters. As argued above, such a behavior could also be caused by a different redshift, temperature, or observable uncertainties distribution of the subsamples. XCS-DR1 is a homogeneous sample though, with the same selection functions towards all sky directions.
As illustrated in Fig. 12 , and as it was expected, this does not seem to be the case. All the distributions of Group A and the rest of the sample without Group B, are quite similar. On the contrary, Group B has more low−z galaxy clusters than Group A, but this is not the cause of the deviation between the two groups, since the latter is relatively consistent throughout all the redshift ranges, as shown in Table 6 . Thus, the reason for the strong deviation of mainly the Group A region and secondarily the Group B and C regions, that exists in both samples, remains to be found.
Redshift correction to the CMB frame and peculiar velocities. XCS-DR1 mostly contains clusters at high redshifts and thus their measured redshift values are not practically affected by the bulk motion of our Galaxy or the peculiar velocities of the clusters. With the purpose of demonstrating this analytically, we repeat the tests we performed for ACC. In order for Group A and the rest of the sample to be consistent at a 2σ level, the bulk velocity of our Galaxy would need to be u bulk 11000 km/s towards (l, b) ∼ (270
• , 35 • ) or u bulk 3800 km/s (the minimum possible) towards (l, b) ∼ (210
• , 0 • ). Moreover, if we again make the same assumption (as we also did for ACC), where we consider that all the Group A clusters have the same projected peculiar velocity to our line-of-sight, this velocity needs to be ∼ 2800 km/s in order to decrease the tension at 2σ (instead of 3.12σ that it was originally). Obviously all these peculiar velocity values are unreasonable in almost all cosmological models, meaning that the explanation for the obtained deviation does not seem to be based on the wrongly determined cosmological redshifts due to peculiar motions of the objects.
Environmental effects and superclusters As explained before for the ACC sample, identifying clusters that belong in rich environments such as superclusters (and are possibly disturbed), and studying their L X − T behavior, could indicate if these systems could cause the apparent deviations we observe between Group A and the rest of the sky. Since the XCS-DR1 sample is composed of clusters that were serendipitously detected on the archival observations of XMM-Newton data bases, there is a higher probability of identifying multiple members of the same supercluster, than in ACC. Of course the selection bias which was described in Section 4.1.3 will again affect our results, but to a lesser degree. This bias is eliminated in the case in which the supercluster members are separated by less than the FOV of XMM-Newton, namely ∼ 30 arcmin. Moreover, one has to consider that XCS-DR1 is a high-z sample, and thus the FOV covers greater proper distances at the cluster redshifts (∼ 10 Mpc for the median z = 0.315); however still not enough for the vast majority of superclusters. To this end, we perform a first, simple test to try to identify superclusters and investigate if they have any effect on the apparent anisotropy we obtain from the data. Using the coordinates and the redshifts of the clusters as well as a specific linking length R of our choice, we identify all cluster pairs separated by distances ≤ R. Then, starting from a pair, we find all the clusters which are connected to that pair, iteratively adding clusters until no more can be found at distances ≤ R. This is considered an isolated supercluster structure. Repeating these steps for all the initial pairs, we finally obtain all the clusters that belong to such structures. Of course, the number of such structures heavily depends on our choice of R.
Starting with R = 20 Mpc, we only find 10 superstructures, containing 21 clusters in total. It is rather obvious that the number of clusters is too small to properly evaluate their behavior, since the statistical uncertainties are quite large. Thus, we increase the linking length to R = 50 Mpc, this time obtaining 22 superstructures containing 48 galaxy clusters (most of them in pairs). For these clusters, we obtain a = 1.603 ± 0.311 and b = 2.969 ± 0.222, and if we fix the slope to b = 2.512, we then obtain a = 1.274 ± 0.234. This clearly shows that supercluster members are underluminous compared to field clusters. However, their sky distribution is not quite uniform, since 10 out of the 48 clusters are found in the XXL North part of the sky, a 25 deg 2 area fully observed by XMM-Newton with high exposure times, for the needs of the XXL survey (Pierre et al. 2016) . Moreover, out of these 48 clusters, only 5 lie within Group A, which is 6.5% of all the clusters of this group. At the same time, for the rest of the sky, 15% of all the clusters belong to superclusters. If we exclude the clusters contained in the XXL north region, which clearly adds a bias since 65% of its clusters belong to superclusters, then for the rest of the sky we find a fraction of 12.5%. There is a slight difference between Group A and the rest, but the statistics are too limited to derive a conclusive result. Nevertheless, the clusters that appear to belong in superclusters, seem to be significantly more luminous for Group A (5 clusters with a = 2.001 ± 1.143) compared to the rest (43 clusters with a = 1.197 ± 0.230). If we entirely exclude all the 48 clusters that seem to belong in superclusters and redo the analysis, the deviation of Group A decreases from 3.12σ to 2.50σ, which is still statistically significant. Finally, Groups B and C have once more the most underluminous clusters that belong to superstructures.
We now increase the linking length of the superclusters to R = 70 Mpc, finding 29 superclusters, containing in total 63 galaxy clusters. For these, we obtain a = 1.517 ± 0.240 and b = 2.804 ± 0.212. Fixing the slope to b = 2.512, we obtain a = 1.346 ± 0.195, so, again supercluster members appear underluminous compared to field clusters. Out of these 63 clusters, 11 belong to Group A (14% of all its clusters) and 52 to the rest of the sky (18%). Once again, the XXL North region contains 18 supercluster members, that is, 85% of its clusters. Excluding once again this region, the rest of the sky has a superclustermembers fraction of 13%. For this R, we see that the Group A region has practically the same fraction of supercluster members as the rest of the sky does, excluding or not the XXL North region. It is noteworthy that when we fit the 11 clusters of Group A, we obtain a = 2.285 ± 0.889, which is consistent with the general behavior of the Group A region, while for the rest of the sky we obtain a = 1.188 ± 0.217. For these clusters, Groups B and C have a = 0.953 ± 0.285 (13 clusters) and a = 0.831
(11 clusters), respectively. All in all, even the clusters that belong to rich environments such as superclusters, and are possibly disturbed, seem to share the same behavior trends for all the different sky patches, returning the similar differences in the normalization value as the ones we obtained during the initial analysis. If we once again exclude these 63 clusters from our analysis, the deviation between Group A and the rest of the sky shifts to 2.32σ. This small drop of the statistical significance is mostly due to the smaller size of Group A this time (67 clusters instead of 78) rather than the more consistent a values between the two subsamples. The interpretation from all these could be that the cause of the deviation of Group A compared to the rest of the sky, is also affecting the clusters located within rich environments, rather than be caused by them. This could also be seen by the similar fraction of such clusters between Group A and the rest.
Cosmological constraints
During our analysis up to now, we assumed fixed cosmological parameters towards all the directions in the sky in order to derive the normalization and slope of the L X −T relation. If this time we assume that the normalization and slope should be the same for every subsample of galaxy clusters (using the best-fit value for the whole sample), we can express any deviation that occurs in terms of the cosmological parameters, that is, Ω m and H 0 . These enter through the conversion of the X-ray flux to luminosity (via the luminosity distance) while Ω m also enters through the redshift correction factor E(z), as in Eq. (1). We should note that we do not care about the actual values of the the cosmological parameters, since they will be biased due to the a, b values which were determined using a specific cosmological model. Furthermore, we do not know precisely whether the actual intrinsic evolution is indeed self-similar. What we aim to compare are simply the occurring deviations between the Ω m and H 0 values for different subsamples. Generally, these parameters are strongly correlated with the normalization.
Ω m fitting
Repeating all the steps firstly with respect to the Ω m fitting, we find the Ω m deviations to be roughly of the same amplitude as for the normalization. In fact, for the XCS-DR1 sample the Ω m deviations are slightly larger, while for ACC, the Bootstrap results are not Gaussian and the exact statistical deviation cannot be determined. Towards Group A region, we obtain a much higher Ω m value than for the rest of the sky. This could indicate the need for smaller cosmological distances for a fixed redshift towards this sky region, leading to lower L X values of the clusters, and eventually alleviating the tension in the normalization of L X − T between this region and the rest of the sky.
For instance, for the entire XCS-DR1 sample, we obtain Ω m = 0.300 ± 0.061, while for Group A this is Ω m = 0.581 ± 0.242 and for the rest of the sample this is Ω m = 0.264 ± 0.064, giving us a 3.02σ tension. More specifically, Group B has Ω m = 0.150 ± 0.098 (2.28σ from the rest of the sample) and Group C gives Ω m = 0.076
−0.071 (2.05σ), not being as statistically significant as Group B. The Galactic coordinates map of these regions together with the results are shown in the left panel of Fig. 13 . Additionally, in the right panel of Fig. 13 , the best-fit values for Ω m are displayed for different patches of the sky. Interestingly, the lowest value in the right panel occurs from the sky region in which the axis for the maximum acceleration (minimum Ω m ) of the Hubble expansion has been detected by several authors and methods (see references in Section 1), usually with low to mild statistical significance. Moreover, the "warm" end of the CMB dipole roughly coincides with the center of this region. The higher Ω m occurs from the same l in the southern Galactic hemisphere, but it contains very few clusters in order to draw a trustworthy result.
Repeating the "scanning" of the sky for Ω m as we previously did for a, we obtain the results shown in Fig. 14. From this, we see that the largest deviation for Ω m does not occur for what we defined as Group A for XCS-DR1, but is found within l ∈ [−15
• , 75 • ], which is almost the same sky region with Group A as defined for ACC. The Ω m value for this sky patch is Ω m = 0.650 ± 0.262 and it appears to have a 3.53σ tension with the rest of the sample (which has Ω m = 0.258 ± 0.067), according to the Bootstrap results.
Moreover, the lowest Ω m = 0.120 ± 0.120 appears for the sky region within l ∈ [265
• , 345
• ] (where we "cut" the region l ∈ (345
• ] so it does not overlap with the highest-a region). However, it has a low statistical significance (1.44σ) due to its limited number of clusters (50). Thus, the lowest-Ω m region turns out to be l ∈ [75
• ] (where we excluded the first 10
• to avoid overlapping regions), which has Ω m = 0.074
with a deviation of 3.03σ from the rest of the sample. Therefore, the general sky region of Group A remains the one with the most intense inconsistency for the Ω m fitting as well.
XCS-DR1 is more suitable than ACC for the Ω m fitting, due to its larger z distribution. For clusters with low−z, such as those contained in ACC, the Ω m value cannot be easily constrained, since it does not change significantly the L X or the E(z) factor of a cluster.
With this in mind, for the entire ACC sample, we obtain a value of Ω m = 0.412 ± 0.091, while for Group A we get Ω m = 1.112 
H 0 fitting
If one wishes to study the apparent deviations based on a purely kinematic approach, the most obvious option would be to only fit H 0 , which directly probes the expansion rate of the local Universe. Since the effect of H 0 on L X through the luminosity distance does not depend on the redshift, both ACC and XCS-DR1 samples can be used to give us valuable results.
For the entire XCS-DR1 sample, we obtain H 0 = 69.32 ± 2.32 km s −1 Mpc −1 , while the results from the sky "scanning" are shown in the left panel of Fig. 15 +5.14 −4.76 km s −1 Mpc −1 (2.41σ). We see that Groups A and B have a similar statistical significance, with the difference that the Group A region has a consistent behavior regardless of the fitted parameter or the galaxy cluster sample used, unlike Group B region (although its statistical significance is > 1.5σ in all cases).
For the full ACC sample, we find H 0 = 70.06 ± 0.84 km s −1 Mpc −1 while the results from the sky "scanning" are shown in the right panel of Fig. 15 . Group A appears to have the largest value (that does not depend on single outliers) with H 0 = 78.30 ± 1.82 km s −1 Mpc −1 (2.36σ), while Group C is the sky region with the most statistically significant small value of H 0 = 63.12 ± 1.51 km s −1 Mpc −1 (2.17σ). Additionally, for Group B we obtain H 0 = 62.34 ± 1.52 km s −1 Mpc −1 (1.84σ). Now, once more, we exclude the most extreme outlier (galaxy cluster 2A 0335+096) which, as we showed in Section 4.1.2, has the strongest effect on the entire sample due to its "problematic" temperature determination. As a result, the deviation of Group A shifts to (3.34σ), while the one for Group C remains relatively constant. From all the obtained results, we see that the Group A sky region is mimicking the behavior of the minimum acceleration axis in a supposedly anisotropic universe, with a 2.5σ statistical significance in all cases. Generally, H 0 deviations are of slightly smaller amplitude than the ones of the normalization and Ω m .
Discussion
While the L X − T relation has been analyzed in several previous studies using different samples, there has not been an extensive analysis of the isotropy of this scaling relation for different sky directions. The main advantage of such an application, is the ability of directly measuring the X-ray flux, temperature, and redshift of the clusters, without the use of (cosmological) assumptions (unlike the mass determination). This classifies the L X −T relation as a very effective tool with which we can test the validity of the CP, totally independently from all the other cosmological probes used for this purpose. In addition, the almost entire independence of the two galaxy cluster samples used here gives us the opportunity to verify if a detected behavior of a sky region is consistent for every sample or if it the result of one sample's systematics.
The main finding of this project is the existence of an apparent anisotropy in the L X − T scaling relation between the socalled Group A sky region within l ∼ (−15
• ) and the rest of the sky, and especially the sky regions within l ∼ (200
• ) (Group C). The regions are slightly different for the two samples but are towards the same directions. We calculate the deviation using the Bootstrap method with 10000 random, non-identical samples every time. The deviation of the normalization of Group A (as defined in every sample separately) is 2.65σ for ACC and 3.12σ for XCS-DR1 when compared to the rest of the sample, while it shifts to ∼ 4σ when compared to other coherent and independent sky patches.
Another very noteworthy result is the striking similarity of the normalization trend as a function of the Galactic longitude between the two independent samples, following a pattern where high and low peaks are separated by ∆l ∼ 90
• . This could point to the need for an explanation that does not emanate from systematic behaviors of the samples but rather from independent factors, such as large-scale effects.
Moreover, using the Jackknife resampling method, we try to identify possible outliers that could be responsible for the deviations between subsamples. From this procedure, we see that single clusters can heavily affect the obtained result when the size of the subsample is not sufficient. However, for the specific groups, the tension is not significantly broken when we exclude their most "extreme" clusters. Other factors that were proven unable to explain the derived results were a redshift conversion to the CMB rest frame, a bulk flow motion of our Galaxy towards any direction and for any velocity amplitude, an exclusion of the galaxy clusters within |b| ≤ 20
• , a possible difference in the N HI values of different sky regions, or different T and z distributions. Furthermore, using the HIFLUGCS sample, we saw that the deviation of Group A is even stronger for the brightest clusters and is not at all affected by the cool-cores of many of the members. Another possible cause that has to be tested in more detail, is the effect that nearby structures, such as superclusters, could have on the L X − T behavior of the member clusters. The simple test that we applied, indeed shows that clusters found in rich environ- ments such as superclusters tend to have lower X-ray luminosities for the same temperature than clusters that are more isolated. However, as we pointed out, this does not seem to be the cause of the apparent deviation between Group A and the rest of the sky. The sky distribution of such structures, is roughly uniform between the two subsamples. In addition, the differences in the normalization between Group A and the rest of the sky can be also identified in the clusters that belong in superclusters (with large uncertainties of course due to the limited number of such clusters). Moreover, the dependance of the T measurement on different N HI values, in the case when a double thermal model fitting is needed, has to be studied in the future.
When we fix the normalization and slope to the same values for the entire sky, the behavior of the fitted cosmological parameters Ω m and H 0 is almost identical with the behavior that the normalization appeared to have before, having the same trends and deviation amplitudes. This indicates the effectiveness with which one can trace the differences in the obtained cosmological parameter values by only studying the normalization of the L X − T scaling relation. If one considers an anisotropic Hubble expansion to be the reason behind these statistically significant discrepancies between different sky regions, then Group A seems to have the minimum expansion rate, in contrast with Groups B (mainly) and C that appear to have the opposite behavior.
On the other hand, it should be pointed out here that galaxy clusters are driven by complex physical processes while the L X − T relation generally suffers from a large intrinsic scatter, and therefore other physical reasons for these apparent deviations must be examined. A future comparison with a large number of data from cosmological simulations would give us a better idea of how likely these deviations are to occur within a cosmologically isotropic frame.
Additionally, future all-sky samples such as eeHIFLUGCS (Reiprich 2017 ) and the one that will be constructed with the eROSITA telescope (Merloni et al. 2012; Pillepich et al. 2012; Borm et al. 2014; Predehl et al. 2016) , would be extremely useful to further investigate this phenomenon in depth. Finally, since the new method that we introduce in this paper is used for the first time, more work is needed to properly assess the significance of the obtained results.
Conclusions
In this study, we suggest a new method which takes advantage of the L X − T scaling relation of galaxy clusters in order to investigate the validity of the Cosmological Principle. Based on the fact that cosmological parameters enter the relation only through the luminosity distance and the redshift evolution of the L X − T relation, any deviations in the normalization of the latter will be strongly correlated with deviations in the cosmological parameters.
For this purpose, we use two full-sky galaxy cluster samples, ACC and XCS-DR1, which share less than 1% of their clusters. Remarkably, we find that the two samples have their higher and lower normalization values at similar Galactic longitudes, showing the same fluctuation tendency. The sky region that stands out the most in both samples is the one within l ∼ (−15
• , 90 • ) (Group A) that appears to have a statistically significant deviation from the rest of the sample (∼ 3σ). This behavior is consistent in both ACC and XCS-DR1 samples. More specifically, if one compares the regions with the lowest a values, Group A seems to have a ∼ 4σ deviation.
Several possible reasons for these inconsistencies were considered. Firstly, we demonstrated that single clusters that act as outliers are not the reason for the peculiar behavior of Group A region. Excluding clusters in low Galactic latitudes that could suffer from an improper L X derivation due to absorption did not alleviate the tension between the best-fit results of the independent subsamples. Furthermore, using the HIFLUGCS sample whose vast majority of clusters are contained in ACC, we saw that cool-core clusters are not responsible for the differences between Group A and the rest of the sky. A specific structure in the hydrogen column densities of different sky directions and its effects on the obtained L X values does not seem to be the case either, although the same remains to be verified for T measurements also. A redshift conversion from heliocentric with respect to the CMB frame as well as redshift conversions to account for possible bulk flows of the clusters, were also applied to both samples, without significantly changing the results. Moreover, Group A has similar T, z and σ log Lx, T distributions to the rest of the sky and to the lowest-a regions, for both ACC and XCS-DR1. Another reason that was tested is the effect of the environment on the L X − T behavior of galaxy clusters. While we found that clusters that appear to belong to superclusters tend to have lower L X values compared to field clusters, this cannot explain the observed deviations.
The reason behind this apparent mild anisotropy in the normalization value of the L X − T relation remains to be identified. This could also be expressed as a difference in the luminosity distance, for example, cosmological parameters of different sky regions. The same fluctuation trend as for the normalization has been obtained for Ω m and H 0 for both samples, while the statistical significance of Group A is similar in all cases (∼ 3σ). Of course, in order for such an extreme scenario to be considered, the statistical significance of the results must be higher and all the possible physical reasons for such a deviation must be examined and eventually rejected. Comparisons with isotropic cosmological simulations of > 10 6 galaxy clusters will also be made in future work. Finally, next-generation samples that will cover the full sky, such as eeHIFLUGCS and the eROSITA all-sky survey sample, containing large amounts of data with exceptional accuracy, will allow us to further investigate these interesting behaviors.
