We study sample-efficient distribution learning, where a learner is given an i.i.d. sample from an unknown target distribution, and aims to approximate that distribution. Assuming the target distribution can be approximated by a member of some predetermined class of distributions, we analyze how large should a sample be, and how should the learner use the sample, in order to be able to find a distribution that is close to the target in total variation distance. Determining the sample complexity of such learning with respect to an arbitrary class of distributions is a fundamental open problem.
INTRODUCTION
Learning about a probability distribution from a sample generated by that distribution is a fundamental task. In this work, we study an instance of this generic problem, where we fix a class of distributions that can approximate the target distribution, and the learner aims to find a distribution that is close to the target in terms of total variation distance. We focus on the sample complexity of this task, which is also known as density estimation.
Consider the case of learning with respect to the class of axis-aligned Gaussian distributions over R n , that is, Gaussian distributions with a diagonal covariance matrix. Given an i.i.d. sample generated from an unknown member of this class, the learner is supposed to output a (description of a) distribution that is close to the target in total variation distance-from now on, we call this distance the "error". In this case, it is known (e.g., (Ashtiani et al., 2017, Theorem 10) ) that a sample of size Θ(n/ǫ 2 ) is both necessary and sufficient to guarantee that (with constant probability) the error is smaller than ǫ.
The above result seems intuitive, as the sample complexity grows linearly with the number of parameters, and has inverse quadratic dependence on the accuracy parameter. That being said, determining the sample complexity of learning with respect to a general class of distributions is an open problem (see (Diakonikolas, 2016, Open Problem 15.1) ).
In this work, we study the class of k-mixtures of axis-aligned Gaussians (i.e., distributions whose probability density functions (PDFs) are convex combinations of k axis-aligned Gaussians' PDFs). Distribution learning with respect to this class, as well as the related class of mixtures of spherical Gaussians (those whose covariance matrices are multiples of the identity matrix), has been studied extensively (Suresh et al., 2014; Feldman et al., 2006) . Surprisingly, the best possible sample complexity of learning with respect to these classes is still unknown.
As the main technical result of this paper, we prove that the class of k-mixtures of axisaligned Gaussian distributions over R n can be learned using O(kn/ǫ 2 ) samples. This is the first result that, up to logarithmic factors, matches the known lower bound of Ω(kn/ǫ 2 ) (Suresh et al., 2014) .
We prove our main result by introducing a new form of sample compression. On a high-level, we show that if we are able to "encode" members of a class of distributions using only a few of the samples generated from them, then we can get an upper bound on the sample complexity of learning with respect to that class. In particular, by proposing a compression scheme for the class of mixtures of axis-aligned Gaussians, we come up with a nearly sharp upper bound on the sample complexity of learning with respect to that class.
The assumption that the target distribution belongs to a prespecified class of distributions (e.g., a mixture class) is rarely valid in practice. Therefore, we provide a more natural but stronger agnostic (robust) guarantee: our approach works even when the target does not belong to the class, provided that the target is "close" to (some distribution in) the class.
Let us emphasize that we address the problem of density estimation rather than that of parameter estimation (see (Diakonikolas, 2016, Section 15 .2) for their difference). This is motivated by the fact that in many applications, identifying the parameters is not the goal per se; instead, it suffices to have a good approximation of the target distribution.
The approach we adopt for proving the upper bound is algorithmic. However, our focus is not on computational efficiency. In particular, the bound is proved using a sample-efficient method whose running time is exponential in terms of the Euclidean dimension and the number of components of the mixture.
Previous Approaches, and Why They Fail
One known approach for acquiring upper bounds on the sample complexity of distribution learning is the minimum distance estimate (Devroye and Lugosi, 2001) , which is based on uniform convergence theory (Vapnik and Chervonenkis, 1971) . In particular, an upper bound can be achieved by bounding the VC-dimension of a related set system, called the Yatracos class (e.g., Diakonikolas et al. (2017b) used this approach to bound the sample complexity of learning high-dimensional log-concave distributions). However, for the case of mixtures of axis-aligned Gaussians in R n , the best known VC-dimension bound, based on the work of Karpinski and Macintyre (1997) , results in a loose upper bound of O((k 4 n 2 + k 3 n 3 )/ǫ 2 ) (see (Ashtiani et al., 2017) for details). It is also possible to first approximate the mixture class using a more manageable class like piecewise polynomials, and then study the associated Yatracos class, see, e.g., (Chan et al., 2014) . However, piecewise polynomials do a poor job in approximating Gaussians in high dimensions, resulting in a loose dependence on n.
The state-of-the-art in terms of n and k is the recent work of Ashtiani et al. (2017) , which provides an upper bound of O(kn/ǫ 4 ) for learning with respect to the class of mixtures of axisaligned Gaussians. On a high level, their method starts with an i.i.d. sample of size O(kn/ǫ 2 ), and then partitions this sample in every possible way into k subsets. Then, roughly O(k kn/ǫ 2 ) "candidate distributions" are generated based on those partitions. The problem is then reduced to learning with respect to a finite class of candidates. However, the exponential dependence of the number of candidates on 1/ǫ makes the final bound loose in terms of ǫ. It turns out that with their approach, there is no easy way to remove that exponential dependence.
Our approach also reduces the problem to learning with respect to finite classes; however, we adopt a different machinery, which results in a sharp bound.
Our Contributions
We introduce a novel method for learning distributions via a form of sample compression. Given a class of distributions, assume that there is a method for "compressing" the samples that are generated by any distribution in the class. Further, assume that there exists a fixed decoder for the class, such that given the compressed set of instances, it approximately recovers the original distribution. In this case, if the size of the compressed set is guaranteed to be small, we show that the sample complexity of learning that class is small as well.
We say that a class admits (d, m) compression if there exists a compression scheme such that after generating m samples from any distribution in the class, we are guaranteed, with high probability, to have a subset of size at most d of that sample, from which the decoder reconstructs the original distribution.
We will also formalize a related but stronger notion of robust compression, where the target distribution is supposed to be encoded using samples that are not necessarily generated from the target itself, but are generated from a distribution that is close to the target (see Definition 2.4).
We prove that robust compression implies agnostic/robust learning. In particular, we show that if a class admits (d, m) robust compression, then the sample complexity of agnostic learning with respect to this class is roughly O(m + d log m/ǫ 2 ). Note that m and d can be functions of ǫ, the accuracy parameter.
We also prove some closure properties of robust compression. Namely, we prove that if a base class admits robust compression, then the class of k-mixtures of that base class, as well as the class of products of the base class, are robustly compressible (Lemmas 4.2 and 5.3). Consequently, it will suffice to provide a robust compression scheme for one-dimensional Gaussian distributions in order to obtain a compression scheme for mixtures of axis-aligned Gaussians (and therefore, to be able to bound the sample complexity of learning that class).
As the final step, we prove that the class of one-dimensional Gaussian distributions admits (O(1), O(1/ǫ)) robust compression. Constructing this constant-size robust compression scheme ultimately enables us to prove a sharp bound for the sample complexity of learning, in terms of the dependence on ǫ.
The above results together imply an upper bound of O(kn/ǫ 2 ) for learning k-mixtures of axis-aligned Gaussian distributions over R n (and consequently, for the subset of mixtures of spherical Gaussian distributions). This is the first upper bound for this class that is tight in n, k, and ǫ, and matches, up to logarithmic factors, the minimax lower bound of Ω(kn/ǫ 2 ) (Suresh et al., 2014) .
The robust compression framework that we introduce is generic, and can be used to prove sample complexity upper bounds for other classes of distributions as well.
Paper Outline
In Section 2, we give the precise definition of distribution learning and robust distribution compression. In Section 3, we prove that if a class of distributions can be compressed, then it can be learned. Furthermore, in Section 4, we show that if a class F of distributions can be compressed, then the class of distributions that are formed by taking products of distributions in F can also be compressed. In Section 5, we extend this result to the class of distributions that are formed by taking mixtures of distributions in F . Section 6 provides a compression scheme for one-dimensional Gaussians. At the end of Section 6, we show, by putting all the above results together, that the class of mixtures of axis-aligned Gaussians can be compressed, hence it can be learned, and we bound its sample complexity. We conclude with some further discussions in Section 7. The proofs of some straightforward results have been put in the appendix.
THE FORMAL FRAMEWORK 2.1 Distribution learning
A distribution learning method is an algorithm that takes as input an i.i.d. sample generated from a distribution g, and outputs (a description) of a distributionĝ as an estimation for g. Furthermore, we assume that g belongs to or can be approximated by some class F of distributions, and we requireĝ to belong to this class (i.e., proper learning).
Let f 1 and f 2 be two probability distributions defined over the Borel σ-algebra B. The total variation distance between f 1 and f 2 is defined by
|dx is the L 1 norm of f (in this paper, we identify a "probability distribution" by its "probability density function."). In the following definitions, which are the same as those in (Ashtiani et al., 2017) , F is a class of probability distributions, and g is a distribution (not necessarily in F ). Define
Definition 2.2 (PAC-Learning Distributions, Agnostic Setting). For C > 0, a distribution learning method is called a C-agnostic PAC-learner for F with sample complexity m C F (ε, δ), if for all distributions g and all ε, δ ∈ (0, 1), given ε, δ, and a sample of size m C F (ε, δ), with probability at least 1 − δ outputs an (ε, C)-approximation of g.
We sometimes say a class can be "C-learned in the agnostic setting" to indicate the existence of a C-agnostic PAC-learner for the class. Note that the case C > 1 is sometimes called semiagnostic learning.
Distribution Compression Schemes
For a distribution g, S ∼ g m means that S is an i.i.d. sample of size m generated from g. Let F be a class of distributions over a domain Z.
which takes a finite sequence of elements of Z and a finite sequence of bits, and outputs a member of F .
Definition 2.4. [robust distribution compression schemes] Let d, t, m : (0, 1) → Z ≥0 be functions, and let r ≥ 0. We say that F admits (d, t, m) r-robust compression if there exists a decoder J for F such that for any distribution g ∈ F , and for any distribution q on Z with g − q 1 ≤ r, the following holds: For any ε ∈ (0, 1), if S ∼ q m(ε) , then with probability at least 2/3, there exists a sequence L of at most d(ε) elements of S, and a sequence B of at most t(ε) bits, such that J (L, B) − g 1 ≤ ε.
Essentially, the definition asserts that with high probability, there should be a (small) subset of S and some (small number of) additional bits, from which g can be reconstructed. We say that the distribution g is "encoded" with L and B, and in general we would like to have a compression scheme of a small size. This compression scheme is called "robust" since one wants to reconstruct g based on a sample that is generated from q rather than g itself. We will mainly consider constant values of r, and therefore q can be quite dissimilar to g.
Remark 2.5. In the next sections, we will see that (d + t), the total number of bits and instances used for compression, is the core quantity in the analysis. Therefore, we sometimes use the notation of (d, m) compression rather than the triplet notation, which means that the total number of bits and instances together is bounded by d. An "efficient" encoding will be one in which the size of the compression scheme, (d + t)(ε) is either bounded by a constant, or at most logarithmically dependent on 1/ε. Remark 2.6. In the definition above we required the probability of existence of L and B to be at least 2/3, but note that if this holds, one can boost this probability to 1 − δ by generating a sample of size m(ε) log(1/δ).
ROBUST DISTRIBUTION COMPRESSION IMPLIES AGNOSTIC LEARNING
In this section, we show that if a class of distributions can be compressed, then it can be learned; thus we build the connection between robust compression and agnostic learning. We will need the following useful result about PAC-learning of finite classes of distributions, which immediately follows from (Devroye and Lugosi, 2001 
Then F can be max{3, 2/r}-learned in the agnostic setting using
Proof. Let q be the target distribution that the samples are being generated from. Let α = inf f ∈F f − q 1 be the approximation error of q with respect to F . The goal of the learner is to find a distributionĥ such that ĥ − q 1 ≤ max{3, 2/r} · α + ε.
First, consider the case α ≤ r. In this case, we develop a learner that finds a distributionĥ such that ĥ − q 1 ≤ 3α + ε. Let g ∈ F be a distribution such that g − q 1 ≤ α + ε 12 (such a g exists by the definition of α). By assumption, F admits (d, t, m) compression. Let J denote the corresponding decoder. Given ε, the learner first asks for an i.i.d. sample S ∼ q m(ε/6)·log(2/δ) .
By the definition of robust compression, we know that with probability at least 1 − δ/2, there exist L ∈ S d(ε/6) and B ∈ {0, 1} t(ε/6) such that J (L, B) − g ≤ ε/6 (see Remark 2.6).
The learner is of course unaware of L and B. However, given the sample S, it can try all of the possibilities for L and B and create a candidate set of distributions. More concretely, let
Since H is finite, we can use the algorithm of Theorem 3.1 to find a good candidateĥ from H. In particular, we set the accuracy parameter in Theorem 3.1 to be ε/16 and the confidence parameter to be δ/2. In this case, Theorem 3.1 requires
additional samples-which is O(d ′ (ε)/ε 2 )-, and its outputĥ will be an (ε,3)-approximation of q:
Note that the above procedure uses O(m(ε/6) + d ′ (ε) ε 2 ) samples, and the probability of failure is at most δ (i.e., the probability of either H not containing a good h * , or the failure of Theorem 3.1 in choosing a good candidate among H, is bounded by δ/2 + δ/2 = δ).
The other case, α > r, is trivial: the learner outputs some distribution h. Since h and q are density functions, we have h − q 1 ≤ 2 < 2 r · α < max{3, 2/r} · α + ε.
ROBUST COMPRESSION OF PRODUCTS OF DIS-TRIBUTIONS
In this section, we show that if a class F of distributions can be compressed, then the class of distributions that are formed by taking products of distributions in F can also be compressed. Recall that if p 1 , . . . , p n are n distributions over domains Z 1 , . . . , Z n , then their product
For a class F of distributions, we define F n := { n i=1 p i : p 1 , . . . , p n ∈ F } . The following proposition is standard; see the appendix for a proof.
Proposition 4.1. For i ∈ [n], let p i and q i be probability distributions over the same domain F admits (d(ε) , t(ε), m(ε)) r-robust compression, then F n admits (nd(ε/n), nt(ε/n), m(ε/n) log 3n) r-robust compression.
Proof. Let G = Π n i=1 g i be an arbitrary element of F n . Let Q be an arbitrary distribution over Z n , subject to G − Q 1 ≤ r. Let q 1 , . . . , q n be the marginal distributions of Q on the n components. First, we claim that q j −g j 1 ≤ r for each j ∈ [n]. For, suppose there exists some j ∈ [n] with q j −g j 1 > r. By symmetry, we may assume j = 1. This means
We know that F admits (d, t, m) r-robust compression. Call the corresponding decoder J , and let m 0 = m(ε/n) log(3n), and S ∼ Q m 0 . The goal is then to encode an ε-approximation of G using nd(ε/n) elements of S and nt(ε/n) bits.
Note that each element of S is an n-dimensional vector. For each i ∈ [n], let S i ∈ Z m 0 be the set of the ith components of elements of S. By definition of q i , we have S i ∼ q m 0 i for each i. Thus, for each i ∈ [n], since q i − g i ≤ r, with probability at least 1 − 1/3n there exists a sequence L i of at most d(ε/n) elements of S i , and a sequence B i of at most t(ε/n) bits, such that J (L i , B i ) − g i 1 ≤ ε/n. By the union bound, this assertion holds for all i ∈ [n], with probability at least 2/3. We may encode these L 1 , . . . , L n , B 1 , . . . , B n using nd(ε/n) elements of S and nt(ε/n) bits. Our decoder for F n then extracts L 1 , . . . , L n , B 1 , . . . , B n from these elements and bits, and then outputs n i=1 J (L i , B i ) ∈ F n . Finally, Proposition 4.1 gives
ROBUST COMPRESSION OF MIXTURES OF DIS-TRIBUTIONS
In this section, we show that if a class F of distributions can be compressed, then the class of distributions that are formed by taking mixtures of distributions in F can also be compressed. We start by defining mixtures. Let ∆ n denote the n-dimensional simplex, ∆ n := {(w 1 , . . . , w n ) :
Definition 5.1. Let F be a class of probability distributions. Then the class of k-mixtures of F , written k-mix(F ), is defined as
We will need the following standard proposition, whose proof can be found in the appendix.
Proposition 5.2. Suppose that g and g * are distributions with g − g * 1 = ρ and g * = i∈[k] w i f i , with (w 1 , . . . , w k ) ∈ ∆ k and where each f i is a distribution. Then we may write g = i∈[k] w i G i , such that each G i is a distribution, and for each i we have f i − G i ≤ ρ. Proof. Let g be the distribution from which we have s samples, and suppose g * ∈ k-mix(F ) is the distribution to be compressed, so g − g * 1 ≤ r. Thus we have g * = i∈[k] w i f i with each f i ∈ F and (w 1 , . . . , w k ) ∈ ∆ k . By Proposition 5.2, we also have g = i∈[k] w i G i for some G 1 , . . . , G k , such that for each i we have f i − G i 1 ≤ r. We view g as a mixture of these k components, so the samples from g can be partitioned into k parts, so that samples from the ith part have distribution G i . We compress each of the parts individually.
Moreover, we compress the mixing weights w 1 , . . . , w k using bits, as follows. Consider an (ε/3k)-cover in ℓ ∞ for ∆ k , of size (1 + 3k/ε) k . Such a cover can be obtained from a mesh of grid-size ε/3k, and projecting each of its point onto ∆ k . Let ( w 1 , . . . , w k ) be an element in the cover that has ( w 1 , . . . , w k ) − (w 1 , . . . , w k ) ∞ ≤ ε/3k, then, w i − w i ≤ ε/3k for all i. Moreover, the particular element ( w 1 , . . . , w k ) of the cover can be encoded using log 2 ((1 + 3k/ε) k ) ≤ k log 2 (4k/ε) bits.
For any i ∈ [k], we say component i is negligible if w i ≤ 8 log(6k)/s. By a standard Chernoff bound together with a union bound over the k components, with probability at least 5/6, for each non-negligible component i, we have at least w i s/2 samples from i. Let β = km(ε/3), ε i = m −1 (w i β) = m −1 (w i km(ε/3)).
Let i be a non-negligible component. Since s ≥ 2 log(6k)β we have w i s/2 ≥ log(6k) × m(ε i ), so since F admits (d, t, m) robust compression and f i ∈ F , with probability at least 1 − 1/6k there exists d samples from part i and t bits, from which the decoder can construct a distribution f i with f i − f i 1 ≤ ε i (recall that we have assumed that d and t are constant and thus independent of ε i ). Using a union bound over the k components, this is true uniformly over all non-negligible components, with probability at least 5/6. (Note that, for negligible components i, there is no guarantee about f i .) Hence, given the mixing weights w 1 , . . . , w k , the decoder outputs w i f i . Thus to complete the proof of the lemma, we need only show that w i f i − w i f i 1 ≤ ε, which we prove by showing two inequalities.
First, let L ⊆ [k] denote the set of negligible components. Since s ≥ 48k log(6k)/ε, if i ∈ L then w i ≤ 8 log(6k)/s ≤ ε/6k, and thus i∈L w i ≤ k × ε/6k ≤ ε/6. Second, since the function h(x) = xm −1 (βx) is concave in x, by Jensen's inequality we have
where for the last equality we used the definition of β = km(ε/3). Putting everything together, we obtain
completing the proof of the lemma.
ROBUST COMPRESSION OF GAUSSIANS AND MIXTURES OF AXIS-ALIGNED GAUSSIANS
In this section, we show that the class of 1-dimensional Gaussians can be compressed. At the end of this section, we show, by putting all the above results together, that the class of mixtures of axis-aligned Gaussians can be compressed, hence it can be learned, and we bound its sample complexity. Let N (µ, σ) denote a 1-dimensional Gaussian distribution with mean µ and standard deviation σ. We will need the following lemma, bounding the L 1 distance of two Gaussians in terms of their parameters. The proof can be found in the appendix. Lemma 6.1. There exist a constant c 2 such that for any µ, σ, µ, σ with | µ − µ| ≤ ε 1 σ and | σ − σ| ≤ ε 2 σ and ε 1 , ε 2 ∈ (0, 1/2) we have N (µ, σ) − N ( µ, σ) 1 ≤ c 2 (ε 1 + ε 2 ).
Any vector (p 1 , . . . , p n ) ∈ ∆ n induces a discrete probability distribution over [n] defined by Pr(i) := p i . Lemma 6.2. Let (p 1 , . . . , p 2n+1 ) ∈ ∆ 2n+1 and (q 1 , . . . , q 2n+1 ) ∈ ∆ 2n+1 be discrete probability distributions with ℓ 1 distance between them ≤ t. Suppose we have 2n + 1 bins, numbered 1 to 2n + 1. We throw m balls in these bins, where each ball chooses a bin independently according to q i . We pair bin 1 with bin 2, bin 3 with bin 4, . . . , and bin 2n − 1 with bin 2n; so bin 2n + 1 is unpaired. The probability that, for all pairs of bins, at most one them gets a ball, is not more than
Proof. Let P 1 = {1, 2}, P 2 = {3, 4}, ..., P n = {2n − 1, 2n}, and let A := {A ⊂ [2n] : |A ∩ P i | = 1 ∀i ∈ [n]}. Clearly |A| = 2 n . For any A ∈ A, let E A be the event that, the first ball does not choose a bin in A, and let F A be the event that, none of the balls chooses a bin in A. Then,
Finally, observe that, if for each pair of bins, at most one them gets a ball, then there exists at least one A ∈ A, such that none of the balls chooses a bin in A. The lemma is thus proved by applying the union bound over all events {F A } A∈A . Theorem 6.3. The class of all Gaussian distributions over the real line admits (4, 1, O(1/ε)) 0.773-robust compression.
Proof. Let q be any distribution (not necessarily a Gaussian) such that there exists a Gaussian g = N (µ, σ) with q − g 1 ≤ r ≤ 0.773. Our goal is to encode g using samples generated from q. Let m = C/ε for a large enough constant C to be determined, and let S ∼ q m be an i.i.d. sample. The idea is to approximately encode µ and σ using only four elements of S and a single bit.
We start by defining the decoder J . Our proposed decoder takes as input four instances x 1 , x 2 , y 1 , y 2 ∈ R, and one bit b ∈ {0, 1}. The decoder then outputs a Gaussian pdf based on the following rule:
Our goal is thus to show that, with probability at least 2/3, there exists x 1 , x 2 , y 1 , y 2 ∈ S and b ∈ {0, 1} so that J (x 1 , x 2 , y 1 , y 2 , b) − g ≤ ε.
Let M = 1/ε and partition the interval [−2σ, 2σ) into 4M subintervals of length εσ. Enumerate these intervals as I 1 to I 4M , i.e., I i = [−2σ + (i − 1)(εσ), −2σ + i(εσ)). Also let
We state two claims which will imply the theorem, and which will be proved later.
Claim 1. With probability at least 5/6, there exist y 1 , y 2 ∈ S such that at least one of the following two conditions holds: (a) y 1 ∈ I i and y 2 ∈ I i+M for some i ∈ {M + 1, 2M + 2, ..., 2M}. In this case, we let b = 0, and so J (x 1 , x 2 , y 1 , y 2 , b) will have standard deviation |y 1 − y 2 |. (b) y 1 ∈ I i and y 2 ∈ I i+3M for some i ∈ [M]. In this case, we let b = 1, and so J (x 1 , x 2 , y 1 , y 2 , b) will have standard deviation |y 1 −y 2 | 3 . Also, if both cases of (a) and (b) happen, we will go with the first rule. Note that if Claim 1 holds, andσ is the standard deviation of J (x 1 , x 2 , y 1 , y 2 , b), then we will have |σ − σ| ≤ εσ.
Claim 2. With probability at least 5/6, there exist x 1 , x 2 ∈ S such that x 1 ∈ I i and x 2 ∈ I 4M −i+1 for some i ∈ [2M]. If so, J (x 1 , x 2 , y 1 , y 2 , b) will have mean x 1 +x 2 2 =:μ. Also note that if Claim 2 holds, then |μ − µ| ≤ εσ. Therefore, if both claims hold, Lemma 6.1 gives J (x 1 , x 2 , y 1 , y 2 , b) = N (μ,σ) would be a c 2 ε-approximation for N (µ, σ) = g, for some constant c 2 . In other words, g can be approximately reconstructed, up to error c 2 ε, using only four data points (i.e., {x 1 , x 2 , y 1 , y 2 }) from a sample S of size O(1/ε) and a single bit b (the definition of robust compression requires an ε-compression. For getting this, one just needs to refine the partition by a constant factor, which multiplies M by a constant factor, and as we will see below, this will only multiply m by a constant factor). Note also that the probability of existence of such four points is at least 1 − (1 − 5/6) − (1 − 5/6) ≥ 2/3. Therefore, it remains to prove Claim 1 and Claim 2. We prove Claim 1, and the proof for Claim 2 is similar.
View the sets I 1 , . . . , I 4M , I 4M +1 as bins, and consider the i.i.d. samples as balls landing in these bins according to q. Let p i := I i g(x)dx and q i := I i q(x)dx for i ∈ [4M + 1]. Note that, by triangle's inequality, the ℓ 1 distance between (p 1 , . . . , p 4M +1 ) and (q 1 , . . . , q 4M +1 ) is not more than the L 1 distance between g and q, which is at most r. Let x ∨ y := max{x, y}.
We pair the bins as follows: I i is paired with I i+M for i ∈ {M + 1, . . . , 2M}, and I i is paired with I i+3M for i ∈ [M]. Therefore, by Lemma 6.2, the probability that Claim 1 does not hold can be bounded by
where in the last step we used the fact that p i are coming from a Gaussian, and thus p 1 ≤ · · · ≤ p 2M = p 2M +1 ≥ · · · ≥ p 4M (we have also assumed, for simplicity, that M is even). Let Therefore since M = Θ(1/ε), by making m = C/ε for a large enough C, we can make this probability arbitrarily small, completing the proof of Claim 1. Via a similar argument, the probability that Claim 2 does not hold can be bounded by
< 2 2M (0.5 + 0.023 + r/2) m < 2 2M (0.91) m < 1/6, for m = C/ε with a large enough C.
Remark 6.4. By using more bits and adding more scales, one can show that 1-dimensional Gaussians admit (4, b(r), O(1/ε)) r-robust compression for any fixed r < 1 (the number of required bits and the implicit constant in the O will depend on the value of r), but this will not result in an improvement in the main result of this paper, Corollary 6.6. Applying Theorem 3.2 we obtain the main result of this paper.
Corollary 6.6. The class of mixtures of k axis-aligned Gaussians in R n can be 3-agnostically learned using O(kn/ε 2 ) many samples.
We note that this bound is tight up to logarithmic factors, as a minimax (worst-case) lower bound of Ω(kn/ε 2 ) was proved in (Suresh et al., 2014, Theorem 2) .
FURTHER DISCUSSION
PAC learning of distributions was first investigated in the computer science community by (Kearns et al., 1994) ; see also (Diakonikolas, 2016; Diakonikolas et al., 2017a; Ashtiani et al., 2017) for more recent related results. A closely related topic studied by statisticians is density estimation (Devroye and Lugosi, 2001) .
We proved that the class of mixtures of k axis-aligned Gaussian distributions over R n admits (O(kn), O(kn/ε)) robust compression. We conjecture that the class of mixtures of k general Gaussian distributions over R n admits ( O(kn 2 ), O(kn 2 /ε 2 )) robust compression, and hence can be learned in the agnostic setting given O(kn 2 /ε 2 ) samples (currently, the best known upper bound (in terms of k and n) for the sample complexity of learning k-mixtures of Gaussians in R n is O(kn 2 /ε 4 ) (Ashtiani et al., 2017, Theorem 14) ). For proving this, it suffices to show that the class of general Gaussians admits ( O(n 2 ), O(n 2 /ε 2 ))-compression. The reason that we think n 2 is needed here is that such a distribution has Θ(n 2 ) parameters.
In the context of binary classification, the fully combinatorial notion of Littlestone-Warmuth compression has been shown to be sufficient (Littlestone and Warmuth, 1986 ) and necessary (Moran and Yehudayoff, 2016) for learning. For distribution learning, while we have shown that robust compression is sufficient, its necessity remains an open problem.
Another related concept to compression is the notion of core-sets. In a sense, core-sets can be viewed as a special case of compression, where the decoder is required to be the empirical error minimizer. See the work of (Lucic et al., 2017) for the use core-sets in maximum likelihood estimation. Nevertheless, in our case, the additional flexibility of compression schemes proves to be useful in allowing for a constant-size scheme, and ultimately having a sharper bound in terms of ǫ. 
, let p i and q i be arbitrary probability distributions over the same domain. We will prove that
and this gives the proposition, since the L 1 distance is precisely twice the total variation distance. By the coupling characterization of the total variation distance, there exist couplings (X 1 , Y 1 ), (X 2 , Y 2 ), ..., (X n , Y n ), such that for each i we have X i ∼ p i , Y i ∼ q i , and Pr[X i = Y i ] = p i − q i T V . Observe that (X 1 , . . . , X n ) ∼ p i and (Y 1 , . . . , Y n ) ∼ q i , hence by the union bound,
Proposition 8.2. Suppose that g and g * are distributions with g − g * 1 = ρ and g * = i∈[k] w i f i , with (w 1 , . . . , w k ) ∈ ∆ k and where each f i is a distribution. Then, we may write g = i∈[k] w i G i , such that each G i is a distribution, and for each i we have f i − G i ≤ ρ.
Proof. Suppose that g and g * are distributions with g − g * 1 = ρ and g * = i∈[k] w i f i , with (w 1 , . . . , w k ) ∈ ∆ k and where each f i is a distribution. Then we want to show that we may write g = i∈[k] w i G i , such that each G i is a distribution, and for each i we have f i − G i ≤ ρ.
Write
with h 1 = ρ. Note that f i + h is not necessarily a density function. Let D denote the set of density functions, that is, the set of nonnegative functions with unit L 1 norm. Note that this is a convex set. Since projection is a linear operator, by projecting both sides of (1) onto D we find
where G i is the L 1 projection of f i + h onto D (since g ∈ D, the projection of g onto D is itself).
Also, since f i ∈ F ∩ D and projection onto a convex set does not increases distances, we have
as required.
The following lemma is (Klartag, 2007, Lemma 4.9) .
Lemma 8. 3 ((Klartag, 2007) ). There is a constant c 1 such that for any σ 1 , σ 2 ∈ R + we have N (0, σ 1 ) − N (0, σ 2 ) 1 ≤ c 1 max(σ 1 , σ 2 ) 2 min(σ 1 , σ 2 ) 2 − 1 Lemma 8.4. For any µ 1 , µ 2 ∈ R we have N (µ 1 , 1) − N (µ 2 , 1) 1 ≤ |µ 1 − µ 2 | Proof. Let D KL (f g) denote the KL-divergence between f and g. Using Pinsker's inequality, we have N (µ 1 , 1) − N (µ 2 , 1) 1 ≤ 2D KL (N (µ 1 , 1) N (µ 2 , 1)) = 2(1/2)(µ 1 − µ 2 ) 2 = |µ 1 − µ 2 |.
Lemma 8.5. There exist a constant c 2 such that for any µ, σ, µ, σ with | µ − µ| ≤ ε 1 σ and | σ − σ| ≤ ε 2 σ and ε 1 , ε 2 ∈ (0, 1/2) we have N (µ, σ) − N ( µ, σ) 1 ≤ c 2 (ε 1 + ε 2 ).
Proof. Setting c 2 = max{8c 1 , 1}, the proof follows from the use of triangle inequality, Lemmas 8.3 and 8.4, and the fact that variation distance is scale invariant (recall that ε 1 , ε 2 ∈ (0, 1/2)):
N (µ, σ) − N ( µ, σ) 1 ≤ N (µ, σ) − N ( µ, σ) 1 + N ( µ, σ) − N ( µ, σ) 1 ≤ ε 1 + 8c 1 ε 2 ≤ c 2 (ε 1 + ε 2 ).
