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We consider the following nonlinear Riemann–Hilbert problem in a given q-connected do-
main Gq ⊂ C with boundary ∂Gq =⋃qj=1 Γj consisting of q separated Jordan curves Γj with
parametric representations z = tj (sj ) for 0 sj  2π and j = 1, . . . , q:
Find a function Z(z) = u(z) + iv(z) which is holomorphic in Gq and continuous on the
closure Gq , and a value of the parameter ω ∈ Rq−2 satisfying the boundary condition
F
(
ω; z,u(z)+ iv(z))= 0 for z ∈ ∂Gq (Hq )
where F(ω; z,u+ iv) is a given real-valued function.
If q = 1 or 2, no additional parameter ω is needed.
For the special case when the functions Fj (ω; z,u+ iv) := F |Γj are independent of z and ω,
i.e., Fj = Fj (u + iv) for j = 1, . . . , q , this Riemann–Hilbert problem becomes a problem of
conformal mapping where Gq is mapped onto a domain in the complex (u, v) plane, whose
boundary is given by the equations: Fj (u + iv) = 0 for j = 1, . . . , q . Here, nonunivalued con-
formal mappings are also admitted.
On the other hand, if the functions Fj (ω;u+ iv) are linear in u and v, i.e.
Fj (ω; z,u+ iv) = Aj(ω; z) · u+Bj (ω; z) · v +Cj (ω; z) for z ∈ Γj , (1.1)
and ω fixed then (Hq) becomes the well-known classical linear Riemann–Hilbert boundary
value problem.
The problem of conformal mappings was first formulated and analyzed by Riemann in his
celebrated doctoral thesis [16] in 1851. The linear Riemann–Hilbert problem for the simply con-
nected case goes back to the pioneering work by Hilbert [9] and Noether [14]. The complete
solution of the linear Hilbert problem for the simply connected case can be found in the paper
by Koppelmann [11] and, also for multiply connected domains, in the book by Gakhov [7]. Gen-
eralizations have been analyzed in [15]. Conformal mappings for multiply connected domains
have already been treated by Keldysh [10].
For any fixed values of ω and sj , the real-valued functions Fj formulating the nonlinear
boundary conditions (Hq) define by
γω,sj ,j :=
{
Z = u+ iv ∈ CZ
∣∣ Fj (ω; tj (sj ), u+ iv)= 0}, j = 1, . . . , q, (1.2)
a family of q curves in the complex plane CZ . Correspondingly, the problem (Hq) can also be
formulated as follows:
Find a function Z(z) holomorphic in Gq and continuous in Gq , along with parameters
ω ∈ Rq−2 such that the geometric conditions
Z(
(
tj (sj )
) ∈ γω,sj ,j for j = 1, . . . , q, (1.3)
are satisfied.
This family of curves (1.2) will be characterized by topological conditions only, which we
call global cases, and correspondingly, we investigate global existence of solutions to (Hq). In
this context we distinguish two basically different cases of families of curves, namely
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(b) each of the curves is nonclosed and is going off to infinity.
The special case of conformal mapping belongs to case (a) whereas the straight lines defined by
the linear conditions (1.1) belong to (b). Correspondingly, we will speak of nonlinear Riemann–
Hilbert problems with closed and nonclosed boundary data, respectively.
The global existence of solutions for the nonlinear Riemann–Hilbert problem with closed
boundary data for a simply connected domain was obtained first by Šnirel’man in [17]. For the
case of nonclosed boundary data, global existence was given by Efendiev in [1], again for a
simply connected domain. Related problems for simply connected domains and both for closed
and nonclosed boundary data can be found in the book by Wegert [19]. In all these papers, the
existence proofs are fundamentally based on complex function theory on the unit disk.
For ω fixed, significant additional difficulties arise in the study of multiply connected do-
mains, since then the classical problems are not solvable in general. Here existence can only
be shown under appropriate additional assumptions for both the boundary curves γγ,sj ,j and the
index of the associated linear Riemann–Hilbert problems (see [7]). In the papers [2–5] we al-
ready have studied (Hq) in multiply connected domains. In [3,5] we have treated (H2), i.e., the
doubly connected case and have used the topological degree of quasilinear Fredholm maps that
are defined on the whole corresponding Banach space, in combination with a priori estimates.
In [4] we constructed a sequence of so-called boundary layer type solutions of (Hq) based
on a modification of Newton’s method for mappings whose Fréchet derivatives admit only right
inverses. This construction, however, requires from the solutions that they admit sufficiently large
winding numbers on Γj . But in hydrodynamical applications the winding numbers of the solution
must be zero (see [19,20]). Therefore in this paper we consider only solutions of (Hq) which
satisfy
nj := 12π
∫
Γj
d argZ(Γj ) = 0 for j = 1, . . . , q. (1.4)
In Section 2 we investigate the nonlinear Riemann–Hilbert problems (Hq) having closed
boundary data for q = 3 by using topological methods which can be employed without diffi-
culties also for q > 3 in the same manner. The decisive topological assumptions are collected as
geometric conditions (BCG) in the complex state plane, i.e., in the plane CZ with Z(z) ∈ CZ and,
equivalently, also as analytic conditions (BCA). Then, in Section 3 we proceed similarly as in [2].
Our geometric conditions allow conformal mapping of the upper half plane ImCZ  0 with the
real axis considered as the union of 6 nonoverlapping intervals with common endpoints Z,
 = 1, . . . ,6, onto a circular polygon in the unit disc with 6 corners on the unit circle ∂Ξ which
are the images of Z, have zero degree interior angles and have there tangent vectors perpendic-
ular to ∂Ξ [13]. Then consecutive reflections produce the universal covering Ξ of the unit disc,
and the corresponding mapping ℘(ζ ) from Ξ onto CZ is holomorphic for |ζ | < 1. Next, in Sec-
tion 4, any solution of (H3) will be lifted to Ξ defining there a new function ζ(z) = ℘−1 ◦Z(z),
holomorphic in G3, which satisfies on Γj the transformed new boundary conditions—now of the
type (b)—depending also on the parameter ω ∈ R. The corresponding linear Riemann–Hilbert
problems for the lifted solution ζ(z) and ω fixed define Fredholm mappings of index −1 and
can be represented in terms of Cauchy potentials with real, periodic density distributions μj
on Γj . Then the Plemelj–Sokhotski jump relations lead with the nonlinear boundary conditions
to a family of Fredholm ruled singular integral equations for the real, periodic densities μj in
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For fixed ω, now the Fredholm index is −1, hence, the introduction of ω ∈ R as an additional
unknown changes the Fredholm index to zero. In Section 5, employing Šnirel’man’s localiza-
tion technique, we find appropriate a priori estimates. The analytic conditions (BCA) can be
used to define a quasicylinder Ω ⊂ X ⊂ R ×H(Γ ) with H(Γ ) :=∏3j=1 H(Γj ), whose qua-
sicylindrical properties can be shown by the use of Fourier series expansions of μ in H(Γ ).
The conditions (BCA) also allow to show the blowup of A(ω, μ) for (ω, μ) → ∂Ω in X. As
a consequence, we can define a degree d(A,Ω) as introduced in Part I [6]. Finally, we use the
homotopy as constructed in [1], and vary ω as in [2], to connect the mappings with a case having
in Ω a unique constant solution Z(z) = ℘(ζ(z)) = P with ImP > 0. The latter exists due to our
geometric assumptions (BCG). In the same manner we obtain a second solution in the lower CZ
half-plane that cannot homotopically be connected with the first one.
2. Statement of the problem
Here, for our existence proof, we shall restrict ourselves to the case q = 3 since the cases
q > 3 can be treated within the same concept; the parameter ω ∈ R then is to be replaced by
q − 2 real parameters, i.e., ω = (ω1, . . . ,ωq−2) ∈ Rq−2.
Remark 2.1. In the cases q = 1 and 2, our concept is also applicable and leads to the same exis-
tence results as in [3,17]. Those results, however, are essentially based on the simple and double
connectivity of Gq , respectively, and particular mapping properties of the associated nonlinear
singular integral equations on ∂Gq . Here, however, we need to modify our problem setting in
order to obtain extended problems which become solvable.
Let ω ∈ R be an additional parameter and let γω,sj ,j , for j = 1,2,3, with 0  sj < 2π be
three families of closed curves in the complex Z-plane which correspond to F(ω; tj (sj ),Z) = 0
for fixed ω, sj and j . Hence, in G3 we want to find a pair (ω,Z(z)), where ω ∈ R and Z(z) is a
function holomorphic in G3 and continuous on G3, such that
Z
(
tj (sj )
) ∈ γω,sj ,j for j = 1,2,3. (2.1)
The global existence of solutions of this nonlinear Riemann–Hilbert problem will be shown under
the following geometrical conditions “(BCG).”
Conditions (BCG):
(a) The curves of the families
{γω,sj ,j where 0 sj < 2π and j = 1,2,3}
are smooth,2 closed, nonselfintersecting in the complex Z-plane for every fixed (ω, sj ); and
they depend smoothly on (ω, sj ).
(b) There exist real numbers Z in the complex Z-plane for  = 1, . . . ,5 with
Z1 <Z2 < · · · <Z6 := ∞
2 At least two times continuously differentiable. A more detailed analysis might allow less requirements (e.g., [5,19]).
M.A. Efendiev, W.L. Wendland / J. Math. Anal. Appl. 329 (2007) 425–444 429such that
Z1 ∈ intγω,s1,1 ∩ extγω,sj ,j for all (ω, s1) and (ω, sj ); j = 2,3;
Z2 ∈ intγω,sj ,j ∩ extγω,s3,3 for all (ω, s3) and (ω, sj ); j = 1,2;
Z3 ∈ intγω,sj ,j for all (ω, sj ); j = 1,2,3;
Z4 ∈ extγω,s1,1 ∩ intγω,sj ,j for all (ω, s1) and (ω, sj ); j = 2,3;
Z5 ∈ intγω,s3,3 ∩ extγω,sj ,j for all (ω, s3) and (ω, sj ); j = 1,2;
Z6 = ∞ ∈ extγω,sj ,j for all (ω, sj ); j = 1,2,3.
By intγ we denote the bounded component of C \ γ . Correspondingly, extγ denotes the un-
bounded component of C \ γ . We further introduce the real intervals Δ := [Z,Z+1] for
 = 1, . . . ,5 and Δ6 := [−Z6,Z1], and corresponding segments in CZ .
In addition, we require
Δ6 ∩ γω,sj ,j = ∅ for j = 2,3; Δ1 ∩ γω,sj ,j = ∅ for j = 1,2;
Δ2 ∩ γω,sj ,j = ∅ for j = 1,3; Δ3 ∩ γω,sj ,j = ∅ for j = 2,3;
Δ4 ∩ γω,sj ,j = ∅ for j = 1,2; Δ5 ∩ γω,sj ,j = ∅ for j = 1,3,
and for all (ω, sj ) ∈ R × [0,2π).
(c) The curves γω,sj ,j lie for every (ω, sj ) in a closed ring-shaped strip Πω,j where j = 1,2,3,
respectively, and each of the strips Πω,j , depends continuously on ω ∈ R and is home-
omorphic to a circular ring. Moreover, we will assume that for every fixed ω the strips
Πω,1,Πω,2,Πω,3 also satisfy the conditions (b). This means that every simple, closed smooth
curve in one of the strips satisfies the conditions (b) correspondingly. (See Fig. 1.)
To the point Z ∈ C we assign the index (α1, α2, α3) where αj ∈ {0,1} with αj = 0 if the point
Z ∈ extγω,sj ,j and αj = 1 if the point Z ∈ intγω,sj ,j for j = 1,2,3. Correspondingly, we define
the indices for the strips Πω,j and
Z ∈ extΠω,j :=
⋂
{extγω,sj ,j | ω ∈ R,0 sj  2π} or
Z ∈ intΠω,j :=
⋂
{intγω,sj ,j | ω ∈ R,0 sj  2π},
Fig. 1. BCG curves for fixed (s1, s2, s3) and ω.
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points in G have the index (α1, α2, α3). In order to characterize the possible geometric situations
we now introduce a binary vector function in the Z-plane as follows.
(d) For ω < −1, we assume that the domain CZ \ (⋃3j=1 Πω,j ) in the Z-plane consists of
components which have the indices (0,0,0), (1,0,0), (1,1,0), (0,1,0), (1,1,1), (0,1,1),
(0,0,1).
(e) For ω > 1, we assume that the domain CZ \ (⋃3j=1 Πω,j ) consists of components which
have the indices (0,0,0), (1,0,0), (1,0,1), (1,1,0), (1,1,1), (0,1,1), (0,0,1).
Without loss of generality, we choose Z3 = 0.
Definition 2.1. The solution (ω,Z(z)) of the problem (H3) is called “liftable” if
Z(G3) ⊂
⋃
{intγω,sj ,j | ω ∈ R, 0 sj  2π, j = 1,2,3}, (2.2)
Z(z) : G3 → S2 \ {Z1,Z2, . . . ,Z6} is homotopic to a constant solution, (2.3)
where S2 denotes the standard Riemannian sphere and Zj are the corresponding points on S2.
Note that the condition (2.3) implies that all the single winding indices vanish, i.e.,
nj := 12π
∫
Γj
d argZ(Γj ) = 0 for j = 1,2,3. (2.4)
We now state the main result of this section.
Theorem 2.2. Let the boundary conditions satisfy all the conditions (BCG). Then there exist
at least two topologically different “liftable” solutions of the nonlinear Riemann–Hilbert prob-
lem (H3).
Remark 2.2. If we modify the conditions (BCG) by requiring (d) and (e) only for the upper half
plane ImZ > 0 but require (d) also for ω > 1 then, with only marginal modifications, we obtain
the existence of at least one liftable solution.
3. Lifting of the Riemann–Hilbert problem
For the proof of Theorem 2.2, we first reduce our problem (H3) to a problem of the same
type, which will be better suited for our analysis. To this end, we use a universal covering Ξ of
the Riemannian sphere S2 without the points Z1,Z2, . . . ,Z6. Then Ξ is conformally equivalent
to the unit disk (see [13,18]). Let ℘ :Ξ → S2\{Z1,Z2, . . . ,Z6} be the associated projection and
let ℘−1(γω,sj ,j ) be the full preimage of the curves γω,sj ,j under the mapping ℘. It consists of a
countable set of connected components γ˜ω,sj ,j,m, with m = 0,±1,±2, . . . .
Theorem 3.1. Each of the nonclosed curves γ˜ω,sj ,j,m has on ∂Ξ = {ζ ∈ C | |ζ | = 1} two different
limit points Kj,m,1 and Kj,m,2.
Proof. Let us fix one of the circular hexagons T , i.e., one of the preimages of the up-
per half plane ImZ > 0 in Ξ under the mapping ℘. The corners of the hexagon T lie on
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thogonal to ∂Ξ . Moreover, the corners of the hexagon T are images of the points Z1,Z2, . . . ,Z6
under the conformal mapping ℘−1 from (Im Z) > 0 into Ξ . We will denote by α(j) the images
of the segments Δj , j = 1, . . . ,6. For the explicit representation of ℘ for given points Zk see
[13, pp. 179–180]. Let Sj be the hexagon, which is obtained from T by reflection with respect
to the arc α(j) of the hexagon T . It is clear that the corners of Sj also lie on ∂Ξ . The sides of
Sj consist of circular arcs which again are orthogonal to ∂Ξ . According to the reflection prin-
ciple, Sj is one of the conformal images of the lower half plane (Im Z) < 0 under the mapping
℘−1. Moreover, the corners of the hexagon Sj are images of the points Z1,Z2, . . . ,Z6 under the
conformal mapping ℘−1. We will now denote by β(1)j , β
(2)
j , . . . , β
(6)
j the images of the segments
Δ1,Δ2, . . . ,Δ6, respectively.
Let Tj,k be the hexagon with the sides α()j,k,  = 1, . . . ,6, obtained from Sj by reflection with
respect to the side β(k)j , j = k. Note that we obtain the hexagon T if we reflect Sj back with
respect to the side β(j)j . According to the reflection principle, each of these hexagons Tj,k is a
conformal image of the upper half plane Im Z > 0. Moreover, the corners of the hexagon Tj,k
are also images of the points Z1,Z2, . . . ,Z6 under the conformal mapping ℘−1. We will denote
by Sj,k, the hexagon, which is obtained from Tj,k by reflection with respect to the side α()j,k and
so on. As a result, Ξ is divided into a countable number of hexagons of the form
Sj1,k1,...,jr−1,kr−1,jr and Tj1,k1,...,jr ,kr
which are obtained from T by odd and even numbers of reflection, respectively.
Thus, we have identified the conformal image of the universal covering with the unit disk Ξ .
Let now the point Z(j)(t), for −∞ < t < +∞ trace the curve γω,sj ,j (with ω, j, sj fixed) in
the counter-clockwise direction satisfying the periodicity condition Z(j)(t) = Z(j)(t + 1) with
ImZ(j)(t0) > 0. Let ζ (j)(t) be one particularly chosen preimage of Z(j)(t) under the mapping ℘,
depending continuously on t . Then the curve ζ (j)(t) consists of a countable number of curves
γ˜ω,sj ,j,m with m ∈ Z. From condition (b) it follows that if
ζ (j)(t0) ∈ Tj1,k1...,jr ,kr , for j = 1,2,3,
then
ζ (1)(t0 + 1) ∈ Tj1,k1,...,jr ,kr ,6,3,
ζ (2)(t0 + 1) ∈ Tj1,k1,...,jr ,kr ,1,4,
ζ (3)(t0 + 1) ∈ Tj1,k1,...,jr ,kr ,2,5, (3.1)
respectively. Let h(j) : Ξ → Ξ be the mapping, which is defined as follows:
h(1) :Tj1,k1,...,jr ,kr → Sj1,k1,...,jr ,kr ,6 by reflection at α(6)j1,k1,...,jr ,kr ,
h(2) :Tj1,k1,...,jr ,kr → Sj1,k1,...,jr ,kr ,1 by reflection at α(1)j1,k1,...,jr ,kr ,
h(3) :Tj1,k1,...,jr ,kr → Sj1,k1,...,jr ,kr ,2 by reflection at α(2)j1,k1,...,jr ,kr ,
and
h(1) :Tj1,k1,...,jr ,kr → Tj1,k1,...,jr ,kr ,6,3,
h(2) :Tj1,k1,...,jr ,kr → Tj1,k1,...,jr ,kr ,1,4,
h(3) :Tj1,k1,...,jr ,kr → Tj1,k1,...,jr ,kr ,2,5, (3.2)
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mann sheets, with (3.1) it is clear that
ζ (j)(t + 1) = h(j)ζ (j)(t). (3.3)
From this definition it follows, that each h(j) can be extended continuously up to ∂Ξ . Ac-
cording to Brouwer’s fixed point theorem, the extended mapping h(j) :Ξ → Ξ has two distinct
fixed points on ∂Ξ . Since the curve ζ (j)(t) is invariant under the mapping h(j), these points are
the two end points Kj,m,1 and Kj,m,2 of the curve ζ (j)(t), respectively. 
Now we are in the position to reduce the problem (H3) to a problem on Ξ . Let (ω,Z(z)) be a
“liftable” solution of the problem (H3). Then there exists a function ζ(z) :G3 → Ξ , holomorphic
on G3 and continuous on G3, such that
℘
(
ζ(z)
)= Z(z) (3.4)
and there exist indices mj ∈ Z such that ζ(tj (sj )) ∈ γ˜ω,sj ,j,mj for each sj with 0 sj < 2π and
j = 1,2,3.
On the other hand, if the function ζ(z) is holomorphic in G3 and continuous on G3 such that
ζ
(
tj (sj )
) ∈ γ˜ω,sj ,j,mj (H˜3)
for some ω, then (ω,℘ (ζ(z)) is the solution of our problem (H3). Therefore we shall consider
in what follows the associated boundary value problems (H˜3) for a holomorphic function ζ(z)
in G3.
For the particular family of curves γ˜ω,s1,p1 let us consider the chain of all the hexagons
Tj1,k1,...,jr ,kr and Sj1,k1,...,jr ,kr ,jr+1 through which the curves γ˜ω,s1,1,m1 are trespassing and, anal-
ogously, the chains of hexagons associated with γ˜ω,s2,2,m2 and with γ˜ω,s3,3,m3 , respectively.
Then there is exactly one of the following three cases possible:
(1) these chains have an intersection with the domain Tj1,k1,...,jr ,kr ;
(2) these chains have an intersection with the domain Sj1,k1,...,jr ,kr ,jτ+1 ;
(3) these chains do not intersect at all.
Let γ˜ω,sj ,j,mj and γ˜ ′ω,sj ,j,m′j be two families of curves corresponding to the case (1) which
both are the preimages under the mapping ℘ of γω,sj ,j . Then they can be transformed into each
other by a mapping h :Ξ → Ξ which satisfies
h(Tj1,k1,...,jr ,kr ) = T ′j1,k1,...,jr ,kr ,
where the circular hexagons Tj1,k1,...,jr ,kr and T ′j1,k1,...,jr ,kr are intersections of all the hexagons
through which trespass the curves γ˜ω,sj ,j,mj and γ˜ ′ω,sj ,j,mj , respectively. Consequently, they are
equivalent and it suffices to consider the following cases only:
Let γ˜ω,s1,1,1 be the family which passes through the circular hexagons
. . . , T3,6, S3, T , S6, T6,3 . . . ,
γ˜ω,s2,2,1 be the family which passes through the hexagons
. . . T1,4, S1, T , S4, T4,1 . . . ,
γ˜ω,s3,3,1 is the family which passes through the hexagons
. . . T2,5, S2, T , S5, T5,2 . . . .
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Similarly, γ˜ ′ω,s2,2,1 is the family which passes through the hexagons
. . . S6,1,4, T6,1, S6, T6,4, S6,4,1 . . .
and γ˜ ′ω,s3,3,1 is the family which passes through the hexagons
. . . S6,2,5, T6,2, S6, T6,5, S6,5,2 . . . ,
which corresponds to the case (2). Then the family [γ˜ω,s1,1,1, γ˜ ′ω,s2,2,1, γ˜ ′ω,s3,3,1] is a representa-
tive of the case (2).
For each of these cases we prove an existence theorem for solutions of the nonlinear Riemann–
Hilbert problem (H˜3). In addition, we show that the sets of solutions of the problem (H3) of
the form (ω,Z(z)) = (ω,℘ (ζ(z))) for the cases (1) and (2) are homotopically different. For
the proof, we shall restrict ourselves to the case (1). The case (2) is investigated analogously.
For the existence of a liftable solution, it is necessary that for some ω the three families of
curves can homotopically be deformed to one intersection point within the corresponding strips.
In the case (3), however, at least two of the strips will be separated. Hence, such a homo-
topic deformation within the strips is impossible. Therefore, there is no liftable solution in the
case (3).
We will denote by D1 the domain which is the union of all hexagons of the chain which
contains γ˜ω,s1,1,1 together with the arcs dividing the neighbouring hexagons of the chain—in
order to obtain a connected domain. We will denote by D2 and D3 the analogous chain domains
for the families γ˜ω,s2,2,1 and γ˜ω,s3,3,1, respectively. Based on these preparations, we are now
going to prove existence of solutions of the following problem:
Find a pair (ω, ζ(z)), with ω ∈ R and a holomorphic function ζ(z) in G3 which is continuous
in G3, such that
(1) ζ
(
tj (sj )
) ∈ γ˜ω,sj ,j,1 for j = 1,2,3 and 0 sj  2π and
(2) ζ(G3) ⊂ D1 ∪D2 ∪D3. (H˜3)
Note that the curves γ˜ω,sj ,j,1 can be seen as finite sections of curves going off to infinity
and, hence, (H˜3) now is a problem belonging to the case (b). In order to show the existence
of solutions to problem (H˜3), we shall reduce (H˜3) to a system of nonlinear singular integral
equations and employ the degree concept developed in Part I [6].
4. Reduction of the lifted problem to nonlinear singular integral equations
For the formulation of the singular integral equations we replace the curves γω,sj ,j of the
boundary conditions of (H3)—which there are given in the geometrical setting—by the equiva-
lent boundary conditions in the form of the equations
Fj
(
ω, sj ,Z
(
tj (sj )
))= 0, ω ∈ R and 0 sj < 2π, j = 1,2,3. (4.1)
The Fj (ω, sj ,Z) are the given real-valued functions Fj (ω, sj ,ReZ, ImZ) of the boundary
conditions, which satisfy the following analytical conditions “(BCA)”:
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(1) F1(ω, s1,Z) is a smooth function of all arguments (ω, s1,Z) for ω ∈ R,0  s1 < 2π and
Z ∈ CZ \ (Δ1 ∪ Δ2 ∪ Δ4 ∪ Δ5) or, equivalently, on the corresponding domain on the Rie-
mannian sphere S2.
F2(ω, s2,Z) is a smooth function of (ω, s2,Z) for ω ∈ R,0 s2 < 2π and Z ∈ CZ \ (Δ2 ∪
Δ3 ∪Δ5 ∪Δ6) or, equivalently, on the corresponding domain on the Riemannian sphere S2.
F3(ω, s3,Z) is a smooth function of (ω, s3,Z) for ω ∈ R,0 s3 < 2π and Z ∈ CZ \ (Δ3 ∪
Δ4 ∪Δ6 ∪Δ1) or, equivalently, on the corresponding domain on the Riemannian sphere S2.
(2) For every (ω, sj ) ∈ R × [0,2π] we require
gradZ F1(ω, s1,Z) = 0 for Z ∈ CZ \ (Δ1 ∪Δ2 ∪Δ4 ∪Δ5), 3
gradZ F2(ω, s2,Z) = 0 for Z ∈ CZ \ (Δ2 ∪Δ3 ∪Δ5 ∪Δ6),
gradZ F3(ω, s3,Z) = 0 for Z ∈ CZ \ (Δ3 ∪Δ4 ∪Δ6 ∪Δ1).
(3) For each (ω, sj ) ∈ R × [0,2π] let
F1(ω, s1,Z) → +∞ for Z → Δ1 ∪Δ2 and → −∞ for Z → Δ4 ∪Δ5;
F2(ω, s2,Z) → +∞ for Z → Δ2 ∪Δ3 and → −∞ for Z → Δ6 ∪Δ5;
F3(ω, s3,Z) → +∞ for Z → Δ3 ∪Δ4 and → −∞ for Z → Δ6 ∪Δ1.
(4) For |ω| sufficiently large, i.e., for |ω| > 1 we assume that the functions Fj satisfy
Fj (ω, sj ,Z) = F 0j (ω,Z), j = 1,2,3.
In order to define the boundary conditions in (H˜3) for the lifted problem on Ξ , we define the
functions fj (ω, sj , ζ ) as follows:
fj (ω, sj , ζ ) := Fj
(
ω, sj ,℘ (ζ )
)
for ζ ∈ Ξ. (4.2)
Let H(Γ ) :=∏3j=1 H(Γj ) with  > 32 be the Sobolev space of periodic functions on Γj and
let X be the Hardy-type Banach space of functions holomorphic in G3 and continuous on G3
equipped with the norm
‖ζ‖X :=
∥∥ζ(Γ )∥∥
H(Γ )
=
{ 3∑
j=1
∥∥ζ(Γj )∥∥2H(Γj )
}1/2
, (4.3)
considered as a real Banach space. In connection with the chain domains on Ξ , we introduce the
following subset of the Banach space X as
Ω = {ζ ∈ X | ζ(Γj ) ⊂ Dj for j = 1,2,3}. (4.4)
As we shall see, Ω is an example of a quasicylindrical domain in X as introduced in Part I [6]
which is particularly designed for the nonlinear Riemann–Hilbert problem (H3).
Remark 4.1. The set Ω is a contractible domain in the Banach space X.
3 By gradZ F we abbreviate the real-valued gradient ( ∂F∂ ReZ ,
∂F
∂ ImZ ) of the real-valued function F .
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Let ζ ∈ Ω. Then ζ(tj (sj )) ⊂ Dj for 0  sj  2π and j = 1,2,3. Since the boundaries of the
domains Dj consist of circular arcs which are orthogonal to ∂Ξ , it is clear that with ζ ∈ Ω the
whole family of functions ϕt (ζ(z)) = (1 − t) · ζ(z) for 0  t  1 will also belong to Ω . Since
ϕ0(ζ(z)) ≡ ζ(z) and ϕ1(ζ(z)) ≡ 0, it follows that Ω is contractible in the space X. 
Let P :H(Γ ) → X be the linear mapping which is defined as follows:
P[ μ](z) = 1
2πi
∫
Γ1
μ1(s1)
t1 − z dt1 +
1
2πi
∫
Γ2
μ2(s2)
t2 − z dt2 +
1
2πi
∫
Γ3
μ3(s3)
t3 − z dt3
+ i
∫
Γ3
μ3(s3) ds3, (4.5)
where μ = (μ1,μ2,μ3).
It is well known that dim kerP = 1 (see [7]).
Proposition 4.1. [7] If we decompose H(Γ ) = E ⊕ kerP, then P :E → X is a linear isomor-
phism. Let
ζ(z) = u(z)+ iv(z) := P[ μ](z). (4.6)
Then the holomorphic potentials admit the following boundary values:
u
(
tj (sj )
)+ iv(tj (sj ))= 12ϑ(j)μj (sj )+ Tj0(μj ,μ2,μ3)(sj )
+ i
(
1
2
H0μj (sj )+ Tj1(μ1,μ2,μ3)(sj )
)
(4.7)
where
ϑ(j) =
{
1 for j = 1 and
−1 for j = 2 and j = 3
and
H0μ(s) = 12π p.v.
2π∫
0
μ(σ)ctg
s − σ
2
dσ (4.8)
is the Hilbert transform. The operators Tj,0, Tj,1 defined via (4.5) are integral operators with
complex analytic kernels.
In order to apply the degree theory developed in [6] to (H˜3), we characterize the chain domains
by level curves of suitably chosen real-valued functions Λj(u, v) ∈ C∞(Dj ) ∩ C(Dj ) with the
following properties:
(a) Dj = {ζ = u+ iv | Λj(u+ iv) < 0},
(b) grad(u,v) Λj (u+ iv) = 0 for 0 = ζ = u+ iv ∈ Dj ,
(c) Λj(u+ iv) → 0 for ζ = u+ iv → ∂Dj .
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singular integral equations, i.e.,
AH(ω, μ) = 0;AH :R ×Ω1 → H(Γ ) =
3∏
j=1
H(Γj ), (4.9)
where
AH(ω, μ) =
(
A1H (ω, μ),A2H (ω, μ),A3H (ω, μ)
)
,
AjH (ω, μ) = fj
(
ω, sj ,
1
2
ϑ(j)μj (sj )+ Tj0( μ)(sj ),+12H0μj (sj )+ Tj1( μ)(sj )
)
, (4.10)
and
Ω1 =
{ μ ∈ E | Λj(P[ μ]|Γj ) < 0 for j = 1,2,3} (4.11)
will become a quasicylindrical domain in E .
Lemma 4.2. The set Ω1 given by (4.11) defines a quasicylindrical domain in E ⊂ H(Γ ).
Proof. For the proof we first show that the set
Ω := {ζ(z) = u(z)+ iv(z) holomorphic in G3 ∣∣Λj (u(tj (sj ))+ iv(tj (sj )))< 0,
j = 1,2,3} (4.12)
is a quasicylinder in X. Then Ω1 = P−1(Ω) ⊂ E is also a quasicylinder in E since P is a linear
isomorphism E → X. To prove that Ω is a quasicylinder in X, we define the following family of
subsets of finite codimensions,
Ω˜ν,δ :=
{
ζ ∈ X
∣∣∣∣Λj( ∑
|k|<ν
(
uˆ
j
k + ivˆjk
)
eiksj
)
−δ for j = 1,2,3
}
(4.13)
with ν ∈ N and δ > 0, where
ζ
(
tj (sj )
)= u(tj (sj ))+ iv(tj (sj ))=∑
k∈Z
(
uˆ
j
k + ivˆjk
)
eiksj
are the Fourier expansions of ζ |Γj for j = 1,2,3. As for the example in [6, Lemma 2.2], we
define the monotonically decreasing sequence δ(ν) → 0 for ν → ∞ such that
3∑
j=1
∑
|k|ν
(∣∣uˆjk ∣∣+ ∣∣vˆjk ∣∣)< c0δ(ν) (4.14)
is satisfied where c0 := {sup |∇(u,v)Λj |}−1. Next, we show that the family
Ω˜ν := Ω˜ν,δ(ν) ⊂ X
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tion (a) in [6, Definition 2.1]. To this end, let ζ = u + iv ∈ Ω˜ν ∩ BR , i.e., ‖ζ(Γ )‖H(Γ ) < R.
Hence,
Λj(u+ iv|Γj ) = Λj
( ∑
|k|<ν
(
uˆ
j
k + ivˆjk
)
eiksj
)
+
{
Λj
(
(u+ iv)|Γj
)−Λj( ∑
|k|<ν
(
uˆ
j
k + ivˆjk
)
eiksj
)}
−δ(ν)+
3∑
j=1
{
sup |∇(u,v)Λj |
}( ∑
|k|ν
∣∣uˆjk ∣∣+ ∣∣vˆjk ∣∣)< 0.
This proves condition (a) in [6, Definition 2.1].
It remains to ensure condition (b). Let ζ ∈ ΩR,ε with some fixed positive R and ε. Then it
follows that
ζ
(
tj (sj )
) ∈ Dj,ε := {ξ + iη ∈ Dj ∣∣ distC ((ξ + iη), ∂Dj )> ε}. (4.15)
This can be shown by contradiction with the same arguments as in our example in [6] In par-
ticular, if there was a point sj0 with ζ(tj (sj0)) /∈ Dj,ε for some j ∈ {1,2,3} then there would
exist a nearest point ζˆ0 on ∂Dj . Now define ζ˜ := ζ + εn with n a constant unit vector directed
to the exterior of Dj . On one hand, ζ˜ ∈ Ω since ‖ζ˜ − ζ‖H(Γ ) = ε and ζ ∈ ΩR,ε which implies
Λj(u˜(tj (sj ))+ iv˜(tj (sj ))) < 0 for all sj and j . On the other hand, ζ˜ (t(sj0) /∈ Dj which implies
Λj(u˜(tj (sj0))+ iv˜(tj (sj0))) 0, a contradiction.
In order to show that ζ ∈ Ω˜ν for ν chosen sufficiently large, proceed as follows: Since
ζ ∈ ΩR,ε we can make use of (4.15) and obtain
Λj
( ∑
|k|<ν
(
uˆ
j
k + ivˆjk
)
eiksj
)
= Λj
(
(u+ iv)|Γj
)
−
(
Λj
(
(u+ iv)|Γj
)−Λj( ∑
|k|<ν
(
uˆ
j
k + ivˆjk
)
eiksj
))
< −ε inf |∇(u,v)Λj | + sup |∇(u,v)Λj |
3∑
j=1
∑
|k|ν
(∣∣uˆjk ∣∣+ ∣∣vˆjk ∣∣)
< −εc0 + δ(ν).
With ν sufficiently large such that δ(ν) < εco2 because of (4.14), we find
Λj
( ∑
|k|<ν
(
uˆ
j
k + ivˆjk
)
eiksj
)
< −δ(ν),
i.e., ΩR,ε ⊂ Ω˜ν ∩BR . This completes the proof of Lemma 4.2. 
Theorem 4.3. The operator AH defined via (4.10) belongs to F-QR (R × Ω1,H(Γ )) and sat-
isfies all the conditions of Theorem 2.10 in Part I [6].
Proof. First we fix ω = ω0. Then, with the Newton–Leibniz formula, for any fixed s0, we have
the representation
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(
ω0, s
0,
1
2
ϑ(j)μj
(
s0
)+ Tj0( μ)(s0), 12 (H0μj )(s0)+ Tj1( μ)(s0)
)
+
s∫
s0
{
f ′js
(
ω0, σ,
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ ), 12 (H0μj )(σ )+ Tj1( μ)(σ )
)
+ f ′ju
(
ω0, σ,
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ ), 12 (H0μj )(σ )+ Tj1( μ)(σ )
)
× d
dσ
(
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ )
)
+ f ′jv
(
ω0, σ,
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ ), 12 (H0μj )(σ )+ Tj1( μ)(σ )
)
× d
dσ
(
1
2
(H0μj )(σ )+ Tj1( μ)(σ )
)}
dσ
for j = 1,2,3. Hence, for fixed ω = ω0, we have
AH(ω0, μ) = L μ μ+ T ( μ) with L μλ =
(
L
(1)
μ λ1,L
(2)
μ λ2,L
(3)
μ λ3
)
, (4.16)
where(
L
(j)
μ λj
)
(s)
= 1
2
s∫
s0
{
f ′ju
(
ω0, σ,
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ ), 12 (H0μj )(σ )+ Tj1( μ)(σ )
)
λ′j (σ )
+ f ′jv
(
ω0, σ,
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ ),
1
2
(H0μj )(σ )+ Tj1( μ)(σ )
)(
H0λ
′
j
)
(σ )
}
dσ
+ fj
(
ω0, s
0,
1
2
ϑμj
(
s0
)+ Tj0( μ)(s0), 12 (H0μj )(s0)+ Tj1( μ)(s0)
)
for j = 1,2,3. The nonlinear compact remainder T ( μ) = (Tj ( μ))3j=1 is given by
Tj ( μ)(s) =
s∫
s0
{
f ′js
(
w0, σ,
1
2
ϑ(j)μj (σ )+ Tj0( μ)(σ ), 12 (H0μj )(σ )+ Tj1( μ)(σ )
)
= f ′ju
(
w0, σ,
1
2
ϑμj (σ )+ Tj0( μ)(σ ),
1
2
(H0μj )(σ )+ Tj1( μ)(σ )
)
d
dσ
Tj0( μ)(σ )
= f ′jv
(
w0, σ,
1
2
ϑμj (σ )+ Tj0( μ)(σ ),
1
2
(H0μj )(σ )+ Tj1( μ)(σ )
)
d
dσ
Tj1( μ)(σ )
}
dσ.  (4.17)
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(Γ ) → H(Γ ), defined by
λ → L μλ =
(
L
(1)
μ λ1,L
(2)
μ λ2,L
(3)
μ λ3
)
is Fredholm of index 0 for every fixed μ ∈ H−1(Γ ).
Moreover, due to the compact embedding H+1(Γ ) ↪→ H(Γ ), the operator T defined by
formula (4.17) is compact.
Proof. In fact, it is sufficient to prove that the linear integral operator L(1)μ :H
(Γ1) → H(Γ1)
defined by(
L
(1)
μ λ1
)
(s)
= 1
2
s∫
s0
{
f ′1u
(
ω0, σ,
1
2
μ1(σ )+ T10( μ)(σ ), 12 (H0μ1)(σ )+ T11( μ)(σ )
)
λ′1(σ )
+ f ′1v
(
ω0, σ,
1
2
μ1(σ )+ T10( μ)(σ ), 12 (H0μ1)(σ )+ T11( μ)(σ )
)
(H0λ
′
1)(σ )
}
dσ
+ fj
(
ω0, s
0,
1
2
ϑμj
(
s0
)+ Tj0( μ)(s0), 12 (H0μj )(s0)+ Tj1( μ)(s0)
)
is Fredholm of index 0 for every μ ∈ H−1(Γ ).
Indeed, the linear operator L(1)μ λ1 is defined by the composition of the inverse derivative on
periodic functions, which is an isomorphism on H−1(Γ ) → H(Γ ), with the Cauchy singular
integral operator
a(s)λ′1(s)+ b(s)H0λ′1(s) := f ′uλ′1(s)+ f ′vH0λ′1(s) (4.18)
on the real-valued periodic functions d
ds
λ1(s) = λ′1(s).
Since for  > 32 and μ ∈ H−1(Γ ), we have a, b ∈ H−1(Γj ) and, due to the Condi-
tions (BCA) (2) and (4), the winding number wind (a + ib) is zero, the mapping aI +
bH0 :H−1(Γj ) → H−1(Γj ) is a linear Fredholm operator of index zero provided |ω| > 1.
Because an isomorphism does not change the Fredholm properties and the winding number wind
(a + ib) depends continuously on ω ∈ R and is integer, L(1)μ is a Fredholm operator of index
zero for every ω ∈ R and μ ∈ H−1(Γ ). The linear operators L(j)μ λj for j = 2,3 have the same
properties.
The last part of the lemma is obvious due to the continuity of the nonlinear operator
T :H(Γ ) → H+1(Γ ). So, Lemma 4.4 is shown. 
In what follows we shall need the following proposition.
Proposition 4.5. Let Aω ∈ (F -QR) (X,Y ) with Fredholm index p ∈ Z be a family of operators
with real Banach spaces X and Y , depending continuously on the parameter ω ∈ Rk . Then the
operator B :Rk × X → Y defined by B(ω,x) := Aω(x) belongs to (F -QR) (Rk × X,Y) with
Fredholm index p + k.
Conversely, if X = X0 × Rk then the restriction of Aω|X0 belongs to F -QR(X0, Y ) with
Fredholm index p − k.
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be found in [8, IV Lemma 6.1].
Since Lemma 4.4 together with Remark 2.1 in Part I [6] implies that AH ∈ (F -QR)
(H(Γ ),H(Γ )) with Fredholm index zero we obtain with Proposition 4.5 that AH ∈ (F -QR)
(R × E,H(Γ )) also with Fredholm index zero.
In order to apply Theorem 2.10 in [6] for showing existence we shall use homotopy arguments
and the fact that d(AH ,R × Ω1) = 0. Hence, for the definition of some degree d(AH ,R × Ω1)
of the mapping AH we also need an a priori estimate (2.10) in [6]. As was shown with the help
of the localization principle in [2,17], for this purpose it is sufficient to prove pointwise a priori
estimates.
5. A priori estimate of solutions and proof of Theorem 2.2
Theorem 5.1. Let (ω,Z) be any liftable solution of the nonlinear Riemann–Hilbert prob-
lem (H3). Then
|ω| + max
z∈G3
∣∣Z(z)∣∣M, (5.1)
where M is an appropriate constant independent of ω and Z.
Proof. Because of Conditions (BCG) (d) and (e), no liftable solution exists for large |ω|. Hence,
there exists a constant M1 such that |ω| M1, for any solution (ω,Z). For these values of ω,
corresponding liftable solutions will satisfy an estimate∣∣Zω(z)∣∣M
because of (2.1), Conditions (BCG) and the maximum principle for holomorphic functions. Then
compactness arguments yield (5.1). 
With the pointwise estimate (5.1) available, the localization principle in [2] and [17] together
with a partition of the unity on Γj provides us with the Sobolev space estimate
‖Zω‖H 1(Γ )  C (5.2)
with some constant C which is independent of the solution Zω. On the other hand, since∣∣∣∣∣
s∫
s0
dsj argZω
(
tj (sj )
)∣∣∣∣∣ C1‖Zω‖H 1(Γj ),
we obtain with (5.2) for every lifted solution ζω(z) on Ξ , i.e.,(
ω,Zω(z)
)= (ω,℘(ζω(z)))
that ζ can trace only through at most [C1C] + 1 hexagons on Ξ corresponding to the curves
γ˜ω,s1,1,1, γ˜ω,s2,2,1 and γ˜ω,s3,3,1. So, all these lifted solutions ζω(z) ∈ Ξ satisfy an uniform a priori
estimate∣∣ζω(z)∣∣ q < 1 for z ∈ G3 (5.3)
with some constant q .
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partition of the unity on Γ which yields the a priori estimate
‖ζω‖H 1(Γ ) C. (5.4)
By using the regularity results for elliptic equations (“Shift Theorem”) and (5.4) we find an
estimate∥∥P[ μ]∥∥
X
= ∥∥ζω(Γ )∥∥H(Γ )  C0 (5.5)
for  > 32 fixed, where we invoke (4.6). Since P :E → X is an isomorphism (Proposition 4.1) we
finally find in view of (5.1) an estimate for (ω, μ) ∈ X = R × E :
|ω| + ‖μ‖H(Γ )  C1. (5.6)
To obtain the first a priori estimate (I) in [6, (2.10)] we apply the above arguments to the
modified boundary value problem
F
(
ω,z,℘
(
ζ˜ (z)
))∣∣
Γ
− g = 0,
where g ∈ H(Γ ) is given. As a result, we obtain the corresponding a priori estimate
‖ζ˜ω‖X C
(‖g‖H(Γ )),
where C(0) = C0, provided ‖g‖H(Γ ) is sufficiently small.
With Proposition 4.1 and (5.1) this implies for (ω˜, ˜μ) ∈ X = R × E :∥∥(ω˜, ˜μ)∥∥
X
= |ω˜| + ‖ ˜μ‖H(Γ )  C2
(‖g‖H(Γ )). (5.7)
Now we replace C2(h) by a smooth function Φ(h)  sup0h′h C2(h′) and obtain (I) in
[6, (2.10)] from (5.7).
It remains to show the second a priori estimate (II) in [6, (2.10)], i.e.,
dist( μ,∂Ω1) Ψ
(∥∥AH(ω, μ)∥∥H(Γ )) for μ ∈ Ω1 ⊂ E and ω ∈ R. (5.8)
Due to the assumption (c) in (BCG) there exists δ0 > 0 such that
dist
(
ζω(Γj ), ∂Dj
)
 δ0. (5.9)
Since Zω(z) = ℘(ζω(z)) we obtain from (5.9) the estimate
dist
(
Zω|Γj ,℘ (∂Dj )
)
 δ˜0 > 0
with some positive constant δ˜0. Again, by employing the localization principle and partition of
the unity on Γj together with ellipticity, we finally obtain an estimate of the form
dist
(
Zω|Γj ,℘ (∂Dj )
)
 δˆ0
(∥∥P[ μ]∥∥
X
)= δˆ0(‖ζω‖X) δ1 > 0
with some δ1 > 0 if (5.9) holds. Employing Proposition 4.1 and replacing δˆ0 by its infimum we
obtain an estimate of the form
dist( μ,∂Ω1) δ2 dist
(
Zω|Γj ,℘ (∂Dj )
)
 δ2Ψ˜
(∥∥P[ μ]∥∥
X
)
 δ2δ1 > 0
with some δ2 > 0. Using again the linear isomorphy of P between E and X together with the
continuity of AH we finally obtain an estimate of the form (5.8) as desired in [6, (2.10)(II)].
Hence, the operator AH(ω, ζ ) satisfies both desired a priori estimates.
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of the mapping AH : (R × E) → H(Γ ) where  > 32 . In order to apply Theorem 2.10 of Part I
[6] it remains to show that d(AH ,R ×Ω1) = 0.
The main tool, as usual, is the invariance property of the degree under admissible homo-
topies. First, based on assumption (BCG) (d) and (e), we deform the curves γ˜ω,sj ,j,1 as in
[3] continuously into the three curves γˆω,j,1 which are independent of sj , j = 1,2,3. Next,
as in [2], we shift these curves such that they have exactly one common intersection point P
with ImP > 0 which now corresponds to the unique constant solution in Ω1 of the deformed
boundary value problem (H˜3). Thus, d(ÂH ,R ×Ω1) = 1 = 0 where ÂH corresponds to the de-
formed boundary conditions. Clearly, the continuous deformations and shifts of the above curves
define an admissible homotopy between the singular integral operators A˜H and ÂH . Hence,
d(A˜H ,R × Ω1) = 1 = 0 which guarantees the existence of at least one solution (ω, μ) ∈ R × E
to the nonlinear integral equation AH(ω, μ) = 0. Then ζ(z) = P[ μ](z) is a holomorphic poten-
tial satisfying F(ω, z,℘ (ζ(z))) = 0 on Γ or, equivalently, ζ(tj (xj )) ∈ γ˜ω,sj ,j,1, and the a priori
estimate (5.6). Then ζ(G3) ⊂⋃3j=1 Dj since either ζ(z) is there a constant or this is a conse-
quence of the open mapping property of ζ(z) [12, Theorem 5.2]. Hence, we obtain at least one
solution to the nonlinear problem (H˜3). With the mapping (3.4), i.e.,(
ω,Z(z)
)= (ω,℘(ζ(z)))
we obtain at least one solution of (H3).
Now we prove that the sets of solutions of the problem (H3) of the form (ω,Z(z)) =
(ω,℘ (ζ(z))) for the cases (1) and (2) do not intersect.
We recall, that for the case (1), the pair (ω, ζ(z)) is the solution of the problem (H˜3) with the
boundary conditions
ζ
(
tj (sj )
) ∈ γ˜ω,sj ,j,1 ⊂ Dj for j = 1,2,3,
where the Dj are the chains of hexagons
D1 := . . . T3,6, S3, T , S6, T6,3 . . . ;
D2 := . . . T1,4, S1, T , S4, T4,1 . . . ;
D3 := . . . T2,5, S2, T , S5, T5,2 . . . .
For the case (2), the pair (ω, ζ(z)) is a solution of the problem with the different boundary
conditions for j = 2,3:
ζ
(
t1(s1)
) ∈ γ˜ω,s1,1,1 ⊂ D1 and ζ (tj (sj )) ∈ γ˜ ′ω,sj ,j,1 ⊂ D′j for j = 2,3,
where D′2 and D′3 are the chains
D′2 := . . .D6,1,4, T6,1, S6, T6,4, S6,4,1 . . . ,
D′3 := . . .D6,2,5, T6,2, S6, T6,5, S6,5,2 . . . .
We will denote by (ω, ζT (z)) and (ω, ζS(z)) solutions for the cases (1) and (2), respectively.
Let (ω,ZT (z)) = (ω,℘ (ζT (z))) and (ω, ζS(z)) = (ω,℘ (ζS(z))).
We aim at proving ζT (z) = ζS(z). To do so, we shall show that ζT and ζS are not homotopic.
Assume the contrary, namely that there exists a homotopy ϕ(1)t :D1 ∪D2 ∪D3 → D1 ∪D2 ∪
D3, a continuous mapping with respect to ζ ∈⋃3j=1 Dj and t ∈ [0,1] such that
ϕ
(1)
(ζ ) = ζ, ϕ(1)(ζ ) = P ∈ T .0 1
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to ζ ∈ D1 ∪D′2 ∪D′3 and t ∈ [0,1] such that
ϕ
(2)
0 (ζ ) = ζ and ϕ(2)1 (ζ ) = S ∈ S6.
It is clear that if ℘(P ) = Z(1) then ImZ(1) > 0 and for ℘(S) = Z(2) we have ImZ(2) < 0. Con-
sequently, solutions of the problem (H˜3) of the form ZT (z) = ℘(ζT (z)) and ZS(z) = ℘(ζS(z))
are homotopic to the functions ZT (z) = Z(1) and ZS(z) = Z(2), respectively.
Let I be a segment which is connecting the boundary components Γ2 and Γ3, parameterized
by a  x  b.
In the next step we shall see that Z(1) and Z(2) are not homotopic. Then, of course,
ZT (z) and ZS(z) cannot be homotopic either. To this end, let us consider gT = ZT (z)|I and
gS = ZS(z)|I . Due to the assumptions (BCG) they belong to the class A of continuous mappings
g : I → S2 \ {Z1, . . . ,Z6} such that
g(a) /∈ Δ2 ∪Δ3 ∪Δ5 ∪Δ6, g(b) /∈ Δ1 ∪Δ3 ∪Δ4 ∪Δ6.
Now we have to prove that gT and gS are not homotopic to each other in this class A. It is clear
that the mappings gT and gS are homotopic to g(1) : I → Z(1) and g(2) : I → Z(2), respectively,
where ImZ(1) > 0 and ImZ(2) < 0. Therefore, it is sufficient to show that g(1) is not homotopic
to g(2).
Assume the contrary. Then there exists a continuous mapping
g(x, t) for x ∈ I and 0 t  1
such that for every t0 ∈ [0,1]:
g(x, t0) ∈A, g(x,0) = Z(1), g(x,1) = Z(2).
Denote by ∂(I × [0,1]) the boundary of I × [0,1]. Note that the restriction g(·,·)|∂(I×[0,1]) is
homotopic to the trivial mapping g(a,0), belonging to e, the trivial element of the fundamental
group (see [18]), because ∂(I × [0,1]) is contractible in I × [0,1].
On the other hand, to the closed curve g(∂(I × [0,1])) given by {g(x,0), g(b, t), g(x,1),
g(a, t)} there corresponds the nontrivial element of the fundamental group π1(A,Z(1)) of the
form (h3 ·h2 ·h1)n1 ·h3 · (h3 ·h4 ·h5)n2 = e with some n1, n2 ∈ Z, where hj denote the generators
of the fundamental group π1, and e is the trivial element. This is a contradiction, which proves
that gT and gS are not homotopic to each other in A. Therefore gT = gS. Consequently ZT (z) =
ZS(z) and cannot be homotopically connected, either. This completes the proof of Theorem 2.2,
our main result. 
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