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Abstract
In previous work, we have presented a CCS-like process algebra PAFAS for compar-
ing the eﬃciency of asynchronous systems. Here, we give a complete axiomatization
for a fragment of PAFAS; the advantage of this axiomatization is that it does (al-
most) not need an extension to the algebra.
1 Introduction
In [3], a CCS-like process algebra is presented, which we will henceforth call
PAFAS (process algebra for fast asynchronous systems). Processes are re-
garded as asynchronous systems, and the intention is to consider their tempo-
ral eﬃciency. For this purpose it is assumed that actions happen within time
1, see [5] for a similar approach to the temporal behaviour of asynchronous
systems; since there is no positive lower time bound, components work with
indeterminate speed even under this assumption – as one expects from asyn-
chronous systems. Furthermore, time is assumed to be discrete; see [4] for a
justiﬁcation of this assumption. Thus, a process a.P can either do a immedi-
ately and become P – as usual – or it can let time 1 pass and become a.P ; a
is called urgent a, and a.P – as a stand-alone process – cannot let time pass,
but can only do a to become P .
A testing scenario a la De Nicola/Hennessy [1] is developed in [3] (using
a TCSP-style parallel composition), where a test is only successfully passed
if success is surely reached within a given time bound. As a consequence,
the resulting testing preorder compares some P to Q if P serves all possible
users or for all patterns of usage as eﬃciently as Q, i.e. P is faster than Q.
This faster-than-relation is characterized using some sort of refusal traces, and
with a slight reﬁnement it becomes a precongruence ≤. As one might expect
1 This work was supported by the DFG-project ‘Halbordnungstesten’.
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intuitively, we have e.g. a.P ≤ a.τ.P – but not vice versa – and a.P ≤ a.τ .P ≤
a.P . Also, we have no obvious expansion law, since e.g. a ‖∅ b ≤ a.b + b.a
but not vice versa. The purpose of the present paper is to give a complete
axiomatization for a fragment of PAFAS, consisting just of preﬁx and choice.
It should be stressed that the axioms for this fragment of PAFAS are quite
natural and not complicated. But the proof of completeness is not easy at
all. It might be the case that the proof could be simpliﬁed if the process
algebra were extended by operators that somehow model the characterising
refusal traces directly; but such operators would presumably allow to model
timeouts as the then-operator of [2], which of course makes sense but does
not ﬁt the setting of asynchronous processes. Furthermore, it seems that in
the present setting such operators would have to treat partial time steps (see
below) explicitly, and use of such artiﬁcial operators in the axioms would make
the axiomatization less pleasant in the opinion of the authors. Hence, it is an
important feature of our axiomatization that it does (almost) not rely on an
extension of the original process algebra.
One clearly has to pay for this with considerable technical eﬀort in the
completeness proof. Remarkable in this are the two-levelled deﬁnitions of
normal forms: ﬁrst we deﬁne ordinary, then saturated normal forms – actually
two of each. In particular, the saturated normal forms are quite subtle; the
advantage of the two levels is that in a saturated term, not all ‘branches’ have
to be saturated again; this makes the proofs easier than they could be (though
certainly not easy).
In the next section, a very short introduction to PAFAS is given; for more
motivation, technical details and further references, [3] should be consulted.
Section 3 presents the announced complete axiomatization. We thank Roberto
Segala for helpful discussions.
2 PAFAS and previous results
The intention of [3] is to compare the eﬃciency of ordinary CCS-like processes;
when considering the processes reachable from such ordinary processes, we will
encounter urgent actions as above, but with two restrictions: in a term a.P or
a.P , P will not contain urgent actions; in a sum P +Q either both summands
are urgent – as a.P – or both are ordinary. When deﬁning processes here, we
will keep the second restriction, but not the ﬁrst one – though we will almost
apply it when giving our axiomatization. Thus, in this section processes of
the (preﬁx,choice)-fragment are deﬁned by the following grammar, where I
generates the initial or ordinary processes and U the urgent ones.
I ::= 0
∣∣ a.I
∣∣ a.U
∣∣ I + I
U ::= 0
∣∣ a.U
∣∣ a.I
∣∣ U + U
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In this grammar, a is either the invisible action τ or a visible action from
our base alphabet A; since here we have no need for the special success action
ω, we do not consider Aω as in [3].
As explained above, a testing scenario leads in [3] to a testing preorder
that can be understood as faster-than relation. This faster-than relation can
be characterized as inclusion of the following temporal refusal-trace semantics.
The refusal traces RT(P ) of a process P are generated by the following
SOS-rules in the usual fashion; here, the occurrence of a (refusal) set X ⊆ A
is called a (partial) time step: the actions listed in the set are not urgent;
hence, P is justiﬁed in not performing them, but performing a time step
instead. Other actions might be urgent, so as a stand-alone-process P might
actually be unable to make a time step; but as a component of a larger system,
it might take part in a time step if it has to synchronize on those other actions
with the environment (e.g. a test) and the latter can refuse them.
a.P
a→r P a.P a→r P
P1
a→r P ′1
P1 + P2
a→r P ′1
P2
a→r P ′2
P1 + P2
a→r P ′2
a.P
X→r a.P
a /∈ X ∪ {τ}
a.P
X→r a.P 0 X→r 0
∀i=1,2 Pi X→r P ′i
P1 + P2
X→r P ′1 + P ′2
Extending the transition relation to sequences w of visible actions and
refusal sets as usual (i.e. suppressing τ ’s), we write P
w⇒r P ′ and P w⇒r; then,
RT(P ) = {w |P w⇒r} is the set of refusal traces of P .
For a process P , A(P ) = {a ∈ A ∪ {τ} |P a→r} is the set of immediately
enabled actions; P is called unstable if P
τ→r, stable otherwise.
For the following, we note two results. The ﬁrst, [3, Prop. 4.2.1], is usual
for failure-type semantics: a refusal set contains just some actions that can
be refused, so any subset is a refusal set as well. The second, [3, Prop. 4.10
ii)], reﬂects that actions only have an upper time bound; so in our approach,
everything that takes some time can also happen faster.
Proposition 2.1 Let X ⊆ A and P and Q processes.
(i) If P
X→r Q and X ′ ⊆ X, then P X
′→r Q.
(ii) wXw′ ∈ RT(P ) implies ww′ ∈ RT(P ).
We want to axiomatize the coarsest precongruence reﬁning RT-inclusion,
i.e. reﬁning the faster-than relation from above. Here, we can deﬁne this
eﬃciency precongruence ≤ by: P ≤ Q if (RT(P ) ⊆ RT(Q)) and (P stable iﬀ
Q stable) and (P initial iﬀ Q initial). Stability has to be considered (as usual)
to obtain a precongruence for choice; remarkable is the fact that the stability
requirement has to be an equivalence, although we work with a preorder where
one might expect just one implication. The third requirement is necessary
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since for typing reasons we are not allowed to exchange e.g. an initial process
for an urgent one in a sum of initial processes. We write P = Q if P ≤ Q∧Q ≤
P . The precongruence results for choice and preﬁxing of [3] carry directly over
to the additional processes we consider here, so ≤ is indeed a precongruence,
which is of course essential when considering an axiomatization.
3 Axiomatization
The aim of [3] is to study the temporal behaviour of ordinary CCS-like pro-
cesses, which are just PAFAS-processes without urgent actions; here, we will
give a complete axiomatization for their (preﬁx,choice)-fragment; for this pur-
pose, we also consider preﬁxing with urgent τ ’s, but not with other urgent
actions. Thus, a process is in this section deﬁned as above, but with the
urgent processes U restricted according to:
U ::= 0
∣∣ τ .U
∣∣ τ .I
∣∣ U + U
With the resulting grammar, our processes are essentially a subset of the
processes in [3] – but with the slight deviation that τ -preﬁxes are also allowed
inside P in a process a.P . For the following reason, τ is so important: τ
combines the usual aspect of allowing an unobservable choice with the aspect
of delaying a process by up to time 1. This combination poses a problem, and
τ helps to resolve this since τ represents only the ﬁrst aspect.
We will consider the following axioms, where  ∈ A ∪ {τ, τ}:
A00 τ .τ.0 ≤ τ .0 Termination
A10 .(τ .X + τ .Y ) = .X + .Y Decision
A11 τ .(X + Y ) ≤ τ .X + τ .Y Nondeterminism
A12 τ .X ≤ τ .X + Y Instability-0
A13 τ.X ≤ τ.X + Y Instability-1
A14 X + τ.X ≤ τ.X Subsumption
A20 τ .Y + τ .(X + τ.Y ) ≤ τ .(X + τ.Y )
A30 X + 0 = X
A31 X +X = X
A32 X + Y = Y +X
A33 (X + Y ) + Z = X + (Y + Z)
It is not hard to check that these axioms are sound for the eﬃciency precon-
gruence ≤ deﬁned in the preceding section in the sense that the (in)equalities
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are satisﬁed provided both terms under comparison are deﬁned, i.e. processes
of our setting.
If one disregards the distinction between τ and τ , these axioms look quite
usual; for A10 − A14 compare e.g. the laws τ1, τ3, τ4 and τ5 in [2]. For
A11 − A13 recall that ≤ is derived from a testing scenario and, hence, com-
bines a faster-than and an implementation relation; thus, the left-hand-side
process may be more deterministic, i.e. the right-hand-side process may have
additional behaviour.
But note that e.g. A10 would not hold with τ in place of τ . By A10, we
have .X = .τ .X (see D10 below), and also .X ≤ .τ.X holds (see D11
below), but .τ.X ≤ .X is false in general.
Also, two of the axioms would not hold in a synchronous setting: in such
a setting, τ would necessarily take time 1; hence, in A14 and A20, the left-
hand-side would have additional fast behaviour (due to X and τ .Y ). In our
setting, this fast behaviour can also be shown by the right-hand-side.
The standard axioms A30−A33 will often be used implicitly. In particular,
we will use ≡˜ to denote ≡ modulo 0-summands, i.e. up to applications of
A30. Furthermore, in order to economize on derivations when reasoning about
terms with similar structure, we will use square brackets [ ] around optional
(sub)terms.
Also, as a consequence of A30, A32 and A33, we can write terms like∑
I Xi, where i is understood to range over I and similarly for other letters,
see e.g. D15 below. In accordance with A30, the empty sum is 0.
Proposition 3.1 The following laws for processes are derivable from the ax-
ioms, where  ∈ A ∪ {τ, τ} and A ⊆ A ∪ {τ} and I = ∅ are ﬁnite:
D00 .0 = .τ.0
D10
∑
I .Xi = .
∑
I τ .Xi
in particular: .X = .τ .X
D11 .X ≤ .τ.X
D12 τ .X + τ .Y = τ .X + τ .Y + τ .(X + Y )
D13 X + τ.Y ≤ τ.(X + τ.Y )
D14 X + τ.X = τ.X
D15 τ .
∑
A(a.Xa + a.Ya) = (τ .
∑
A a.Xa) + (τ .
∑
A a.Ya)
D20 τ .(X + τ.Y ) = τ .Y + τ .(X + τ.Y )
D21 τ .(U + τ.V ) + τ .(X + τ.Y ) = τ .(X + U + τ.Y + τ.V )
D22 τ .Z + τ .(X + τ.Y ) = τ .Z + τ .(Z +X + τ.Y )
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Proof. Proofs have to be done in a diﬀerent order:
D14: τ.X ≤ τ.X +X by A13 and X + τ.X ≤ τ.X is A14. by A13 and A14
D10: By induction on |I|:
.X = .X + .X = .(τ .X + τ .X) = .τ .X by A31, A10 and A31 again.
For larger I, we have w.l.o.g. that 0 ∈ I; let I ′ = I \ {0}; then:∑
I .Xi = .X0 + .
∑
I′ τ .Xi = .(τ .X0 + τ .
∑
I′ τ .Xi) = .
∑
I τ .Xi by
induction, A10 and induction again.
D11: τ .X ≤ τ .X+ τ .(X+ τ.X) by A12, τ .X+ τ .(X+ τ.X) ≤ τ .(X+ τ.X) by
A20, τ .(X + τ.X) = τ .τ.X by D14, hence .X = .τ .X ≤ .τ .τ.X = .τ.X
by D10.
D00: ≤ by D11 and ≥ by D10, A00 and D10.
D12: τ .X ≤ τ .X + τ .(X + Y ) by A12, hence τ .X + τ .Y ≤ τ .X + τ .Y +
τ .(X + Y ). On the other hand, τ .(X + Y ) ≤ τ .X + τ .Y by A11, hence
τ .X + τ .Y + τ .(X + Y ) ≤ τ .X + τ .Y .
D13: First, τ.Y ≤ τ.Y + τ.(X + τ.Y ) by A13, hence X + τ.Y ≤ (X + τ.Y ) +
τ.(X + τ.Y ) = τ.(X + τ.Y ) by D14.
D15: First, for each a ∈ A we have τ .Xa ≤ τ .Xa + τ .Ya by A12, hence
a.Xa = a.τ .Xa ≤ a.(τ .Xa + τ .Ya) = a.Xa + a.Ya by D10, A10 resp., hence
τ .
∑
Aa.Xa ≤ τ .
∑
A(a.Xa + a.Ya);
by the same argument also
τ .
∑
Aa.Ya ≤ τ .
∑
A(a.Xa + a.Ya) hence
(τ .
∑
Aa.Xa) + (τ .
∑
Aa.Ya) ≤ τ .
∑
A(a.Xa + a.Ya).
On the other hand,
τ .
∑
A(a.Xa + a.Ya) = τ .((
∑
Aa.Xa) + (
∑
Aa.Ya)) hence
τ .
∑
A(a.Xa + a.Ya) ≤ (τ .
∑
Aa.Xa) + (τ .
∑
Aa.Ya) by A11.
D20: We have ≤ by A12 and ≥ is A20.
D21: On the one hand, we have ≥ by A11. On the other hand, we have
τ.Y ≤ τ.Y +U+τ.V by A13 and, hence, τ .(X+τ.Y ) ≤ τ .(X+U+τ.Y +τ.V );
similarly, τ .(U + τ.V ) ≤ τ .(X + U + τ.Y + τ.V ) and ≤ follows with A31.
D22: ≤ follows from τ.Y ≤ τ.Y +Z by A13 and ≥ follows from τ .Z+ τ .(X +
τ.Y ) ≥ τ .(Z +X + τ.Y ) by A11 and with A31.
✷
Definition 3.2 Henceforth, we will write ≤e or =e if the (in)equality is deriv-
able from the axioms above, where we can also use the derived laws listed in
the preceding proposition. In derivations, one often has the situation that a
subterm is transformed, then an axiom or law is applied and the transforma-
tion is reversed; we will indicate this with the words ’by reversal’.
We now deﬁne normal forms that are also typed as i- and u-normal-forms
or i-nf, u-nf resp. for short.
Let A ⊆ A ∪ {τ} be ﬁnite. Then ∑Aa.Pa is an i-nf if all Pa are u-nf.
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Let I be ﬁnite. Then
∑
I τ .Pi is a u-nf if all Pi are i-nf.
Note that A = ∅ yields i-nf 0 and I = ∅ yields u-nf 0. We will use A,B, . . .
for subsets of A∪{τ} and A,B, . . . for subsets of A; if both, A and A, appear,
then A denotes A \ {τ} etc.
We want to show that each process can be brought into the appropriate
normal form using our axioms. This is not so unusual; essentially, we have
to combine summands with the same preﬁx using D10. Things will become
subtle when as a second step we bring processes into saturated normal forms as
deﬁned below. Some of our proofs apply induction on the depths of processes
deﬁned as follows.
Definition 3.3 The depth |P | of a process P is a natural number deﬁned
structurally as
Nil: |0| = 0
Pref: |a.P | = 1 + |P | for a ∈ A ∪ {τ} and |τ .P | = |P |
Sum: |P +Q| = max(|P |, |Q|)
The intended result given in Proposition 3.6 below uses two lemmata,
which deal with τ -preﬁxing and choice.
Lemma 3.4 For each normal form P there is a normal form N =e τ .P with
|N | ≤ |τ .P |.
Proof. If P is an i-nf, then N ≡ τ .P with |N | = |P | is a u-nf according to
Deﬁnition 3.2, and we are done; this also treats the case P ≡ 0. If P ≡∑I τ .Pi
is a u-nf with I = ∅, then τ .P =e P by D10; hence we can choose N ≡ P in
this case. ✷
Lemma 3.5 Let P and Q be both i-nf or both u-nf.
(i) Then there is a normal form N =e P +Q with |N | ≤ |P +Q| and
(ii) if P ≡ ∑A a.Pa and Q ≡
∑
B a.Qa are i-nf, then N ≡
∑
A∪B a.Na;
moreover,
(iii) if B ⊆ A, then τ .P + τ .N =e τ .N and
(iv) if B = A, then τ .P + τ .Q =e τ .N .
Proof. We perform Noetherian induction on |P+Q| to show (i); assume it to
hold for all normal forms P,Q with |P +Q| < n for some n ∈ N0 and consider
P,Q with |P +Q| = n. We can assume P ≡ 0 ≡ Q by A30. Furthermore, if
P and Q are u-nf, then already N ≡ P +Q is a u-nf by Deﬁnition 3.2.
Hence, let P ≡∑A a.Pa and Q ≡
∑
B a.Qa be i-nf and let P
′ ≡∑A\B a.Pa
and Q′ ≡ ∑B\A a.Qa. Then P + Q =e P ′ + Q′ +
∑
A∩B(a.Pa + a.Qa) =e
P ′ + Q′ +
∑
A∩B a.(τ .Pa + τ .Qa) by A10. For each a ∈ A ∩ B there is u-nf
Ra =e τ .Pa + τ .Qa with |Ra| ≤ |τ .Pa + τ .Qa| by induction: there are u-nf
P ′′a =e τ .Pa and Q
′′
a =e τ .Qa by Lemma 3.4, such that |P ′′a | ≤ |τ .Pa| = |Pa| <
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|a.Pa| ≤ |P | and analogously for |Q′′a|, hence |P ′′a + Q′′a| = max(|P ′′a |, |Q′′a|) <
max(|P |, |Q|) = |P +Q|. Thus, P +Q =e P ′ +Q′ +
∑
A∩B a.Ra =e N , where
N is of the form N ≡ ∑A∪B a.Na with |N | ≤ |P + Q|. These constructions
also prove (ii).
For (iii) we have τ .P + τ .N
=e τ .
∑
A a.Pa + τ .
∑
A a.Na by (ii)
=e τ .
∑
A(a.Pa + a.Na) by D15
=e τ .
∑
A a.(τ .Pa + τ .Na) by A10
=e τ .
∑
A a.(τ .Pa + τ .(τ .Pa[+τ .Qa])) by the above [if a ∈ B]
=e τ .
∑
A a.(τ .Pa + τ .Pa[+τ .Qa]) by A10 [if a ∈ B]
=e τ .
∑
A a.(τ .Pa[+τ .Qa]) by A31 [if a ∈ B]
=e τ .
∑
A a.Na by the above
=e τ .N
For (iv) we have τ .P + τ .Q ≡ τ .∑A a.Pa + τ .
∑
A a.Qa
=e τ .
∑
A(a.Pa + a.Qa) by D15
=e τ .
∑
A a.(τ .Pa + τ .Qa) by A10
=e τ .
∑
A a.Na by the above
≡ τ .N ✷
Proposition 3.6 For each process P there is a normal form N =e P with
|N | ≤ |P |.
Proof. We perform induction on the structure of P : the base case 0 is clear,
hence by induction and Lemma 3.4 and Lemma 3.5(i) we can restrict attention
to the case a.P with a ∈ A∪{τ}, assuming P to be a normal form: then there
is u-nf P ′ =e τ .P with |P ′| ≤ |τ .P | = |P | by Lemma 3.4, hence – according
to Deﬁnition 3.2 – we can choose normal form N ≡ a.P ′ =e a.P by D10 with
|N | = 1 + |P ′| ≤ 1 + |P | = |a.P |. ✷
Normal forms are only a ﬁrst step. In a normal form
∑
Aa.Pa, we would like
a.Pa to be ‘responsible’ for all behaviours starting with a; now e.g. b.0+τ.τ .a.0
can do a but does not have a Pa, and a.0+ τ.τ .a.τ .b.0 can do ab but Pa ≡ 0
cannot do b.
To achieve our ﬁnal goal – proving completeness of our axioms –, we have
to consider saturated normal forms. The essential step for processes like the
examples in the previous paragraph will be to ‘lift’ behaviour ‘lying under’ a
τ to the ‘top level’ using D14.
First, we deﬁne saturated i-normal forms. In this deﬁnition we use ≡˜; since
the form of P is given ﬁrst, one can see that the only reason for writing P ≡˜ . . .
is that the ﬁrst sum on the right-hand-side might be empty and is actually
missing in P . Similarly, Qi has the given form except that the sum over Bi
and/or Qiτ might be 0. Other cases below are similar, e.g. P in Deﬁnition 3.9
is syntactically equal to Ps + Pτ except that one or both summands might be
0 and actually missing.
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Definition 3.7 Let P ≡ ∑Aa.Pa be an i-nf. Then P is saturated if P is
stable or
P ≡˜
∑
A
a.Pa + τ.
∑
I
τ .Qi where, for each i ∈ I, Qi ≡˜
∑
Bi
b.Qib +Q
i
τ
is saturated (such that Qiτ is 0 or of the form τ.Q), Bi ⊆ A and a.Qia+a.Pa =e
a.Pa for all a ∈ Bi.
Examples of saturated i-nf are 0, τ.0, a.0+τ.0, τ.τ .τ.0 and a.0+τ.τ .(a.0+
τ.0), but not τ.τ .a.0, since visible behaviour after ττ must also be present on
the ‘top level’, i.e. in
∑
A a.Pa. The latter is formalized above in Bi ⊆ A and
the succeeding equation. The proof of the following proposition consists of a
construction to make this true. This construction is not as complicated as it
might be, since for Pa or Q
i
b saturation is not required – they are just normal
forms; this is the point where the separation into normal and saturated normal
forms is an advantage. Note that, due to the recursive deﬁnition, Qiτ has to
be saturated.
Proposition 3.8 For each i-nf P there is a saturated i-nf N =e P with |N | ≤
|P |.
Proof. We perform induction on |P | and assume the property to hold for all
normal forms with depth < |P |. Let P ≡ ∑Aa.Pa. If τ /∈ A we can choose
N ≡ P , hence let Pτ ≡
∑
I τ .Qi ≡
∑
I τ .(
∑
Bi
b.Qib+Q
i
τ ) where we can assume
Qi to be saturated for each i ∈ I by induction. Then P ≡
∑
A a.Pa + τ.Pτ
≡∑A a.Pa + τ.
∑
I τ .(
∑
Bi
b.Qib +Q
i
τ )
=e
∑
A a.Pa +
∑
I τ.(
∑
Bi
b.Qib +Q
i
τ ) by A10
=e
∑
A a.Pa +
∑
I τ.(
∑
Bi
b.Qib +Q
i
τ ) + (
∑
I(
∑
Bi
b.Qib +Q
i
τ )) by D14
=e
∑
A a.Pa +
∑
I τ.(
∑
Bi
b.Qib + Q
i
τ ) + (
∑
I(
∑
Bi
b.Qib + Q
i
τ )) +
∑
I
∑
Bi
b.Qib
by A31
=e
∑
A a.Pa + τ.Pτ +
∑
I
∑
Bi
b.Qib by reversal
=e
∑
A\B a.Pa +
∑
A∩B(a.Pa +
∑
Ia
a.Qia) +
∑
B\A
∑
Ib
b.Qib + τ.Pτ
where B =
⋃
i∈I Bi and Ia = {i ∈ I | a ∈ Bi}
=e
∑
A\B a.Pa +
∑
A∩B a.P
′
a +
∑
B\A b.Q
′
b + τ.Pτ ≡˜ N
where N is without 0-summands and P ′a =e τ .Pa +
∑
Ia
τ .Qa is a u-nf with
|P ′a| ≤ |τ .Pa+
∑
Ia
τ .Qa| for each a ∈ A∩B, and Q′b =e
∑
Ib
τ .Qib is a u-nf with
|Q′b| ≤ |
∑
Ib
τ .Qib| for each b ∈ B \ A. These u-nf exist by Proposition 3.6.
Now N =e P is an i-nf with |N | ≤ |P |, and it is saturated since:
– for all j ∈ I with a ∈ Bj ∩ A we have
a.Qja+a.P
′
a =e a.Q
j
a+a.(τ .Pa+
∑
Ia
τ .Qia) =e a.Q
j
a+a.Pa+
∑
Ia
a.Qia =e a.P
′
a
(by D10 and, with j ∈ Ia, by A31)
– for all j ∈ I with b ∈ Bj \ A we have
b.Qjb + b.Q
′
b =e b.Q
j
b + b.
∑
Ib
τ .Qib =e b.Q
j
b +
∑
Ib
b.Qib =e b.Q
′
b
(by D10 and, with j ∈ Ib, by A31)
✷
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Now we deﬁne when a u-nf is saturated; this is clearly a complicated deﬁ-
nition, and since a simpler proof of our main result is not apparent, we regard
this deﬁnition as quite an achievement.
Definition 3.9 Let P ≡∑I τ .Pi be a u-nf and let I = Is∪˙Iτ be partitioned,
s.t. Pi stable iﬀ i ∈ Is, i.e.:
P ≡˜ Ps + Pτ with Ps ≡
∑
Is
τ .
∑
Ai
a.P ia and Pτ ≡
∑
Iτ
τ .Pi
where Ai ⊆ A for all i ∈ Is and Pi unstable for all i ∈ Iτ . Then P is saturated
if P ≡ 0 or P ≡ τ .0 or it satisﬁes the following conditions:
(i) |Iτ | ≤ 1 and Pi ≡ 0 for all i ∈ Is.
(ii) If Pτ ≡˜ τ .(P sτ + τ.Q), then Q ≡˜
∑
Js
τ .Qj +Qτ is a saturated u-nf and:
(a) if Qj ≡
∑
Bj
b.Qjb ≡ 0 for j ∈ Js, then Ai = Bj and Qj +Pi =e Pi for
some i ∈ Is.
(b) Pi + P
s
τ =e P
s
τ for all i ∈ Is.
(iii) If i = j ∈ Is, then Ai = Aj and Ai ∪Aj = Ak and Pi + Pj + Pk =e Pk for
a k ∈ Is.
E.g. 0, τ .0, τ .τ.0 are saturated, but τ .0 + τ .τ.0 is not. Note that again
only along at most one ‘branch’ of P terms have to be saturated, namely along
the (by (i) unique) τ -‘branch’ as described in (ii). Conditions (ii)(a) and (iii)
ensure that there is a unique Pi that can be made ‘responsible’ for a behaviour
starting with two refusal sets. (Note that A can always be refused initially.)
We show how to saturate a u-nf.
Proposition 3.10 For each u-nf P there is a saturated u-nf N =e P with
|N | ≤ |P |.
Proof. We perform induction on |P | and assume the property to hold for
all normal forms with depth < |P |. If P ≡ ∑I τ .Pi is not saturated, then
0 ≡ P ≡ τ .0 and some of the conditions in Deﬁnition 3.9 must be violated,
and we show how to saturate P :
(i)
First assume Pi ≡ 0 for some i ∈ I; if Pj ≡ 0 for all j ∈ I, then P =e τ .0
by A31, hence assume Pj ≡ 0 for some j ∈ I; then |P | ≥ |Pj| ≥ 1 since Pj
is an i-nf; now P =e τ .0 +
∑
I\{i} τ .Pi =e τ .τ.0 +
∑
I\{i} τ .Pi by D00, hence
we may assume Pi to be replaced by τ .τ.0 without increasing the depth of P
(since |τ .τ.0| = 1 ≤ |P |), thus Pi ≡ 0 for all i ∈ Is. Now let |Iτ | > 1. Then
P ≡˜ Ps + Pτ
≡˜ Ps +
∑
Iτ
τ .(P si + τ.Qi)
=e Ps + τ .
∑
Iτ
(P si + τ.Qi) by D21
=e Ps + τ .(P
s
τ + τ.Q)
where P sτ +τ.Q =e
∑
Iτ
(P si +τ.Qi) is an i-nf with |P sτ +τ.Q| ≤ |
∑
Iτ
(P si +τ.Qi)|
10
Vogler and Jenner
which exists by Lemma 3.5(i). Hence, we can replace Pτ by τ .(P
s
τ + τ.Q),
yielding |Iτ | = 1, without increasing the depth of P .
(ii)(a)
Let Pτ ≡˜ τ .(P sτ + τ.Q). If Q ≡ 0 or Q ≡ τ .0, then P vacuously satisﬁes
3.9(ii)(a). Hence assume 0 ≡ Q ≡ τ .0 now; then τ .Q =e Q by D10, thus Pτ
=e τ .(P
s
τ + τ.Q)
=e τ .Q+ τ .(P
s
τ + τ.Q) by D20
=e τ .Q+ Pτ
=e Q+ Pτ (∗)
Moreover, Q is a u-nf with |Q| < |Pτ | ≤ |P |, hence we may assume Q to be
saturated by induction and to be of the formQ ≡˜ Qs+Qτ ≡˜ (
∑
Js
τ .
∑
Bj
b.Qjb)
[+τ .(Qsτ + τ.R)]. In the case that the optional summand exists we have τ.Q+
τ.R
=e τ.(τ .Q+ τ .R) by A10
=e τ.(Q+ τ .R) by τ .Q =e Q
=e τ.(Qs + τ .(Q
s
τ + τ.R) + τ .R)
=e τ.(Qs + τ .(Q
s
τ + τ.R)) by D20
=e τ.Q
Hence – in any case – we have τ.Q[+τ.R] =e τ.Q (∗∗). Now Pτ
=e Q+ τ .(P
s
τ + τ.Q) by (∗)
=e
∑
Js
τ .Qj[+τ .(Q
s
τ + τ.R)] + τ .(P
s
τ + τ.Q) see above
=e
∑
Js
τ .Qj + τ .((P
s
τ [+Q
s
τ ]) + (τ.Q[+τ.R])) [by D21]
=e
∑
Js
τ .Qj + τ .(P
′ + τ.Q) by (∗∗)
where P ′ =e P sτ [+Q
s
τ ] is an i-nf with |P ′| ≤ |P sτ [+Qsτ ]| by Lemma 3.5(i). Also
noting that |Qj| < |P | for all j ∈ Js, we conclude that replacing Pτ according
to Pτ =e
∑
Js
τ .Qj + τ .(P
′ + τ.Q) does not increase the depth of P and –
assuming Js and Is disjoint – just adds Js to Is; 3.9(i) is still satisﬁed, since
for j ∈ Js Bj = ∅ by induction and saturation of Q, and we can choose
i = j in the enlarged set Js ∪ Is and have Ai = Bj and Qj + Pi =e Qj ≡ Pi.
Note that saturated u-nf Q is not changed by these transformations. Thus,
the transformed P now satisﬁes the conditions of 3.9(i) and 3.9(ii)(a); clause
3.9(ii)(b) is treated below.
(iii)
Let Is be partitioned into Is =
⋃
l∈N Il where Il = {i ∈ Is | l = |Ai|}. Assume
the conditions of 3.9(iii) to hold for all i = j ∈ ⋃0≤l<m Il for some m ∈ N0;
we show that we can transform P such that they also hold for all i = j ∈⋃
0≤l≤m Il.
First, assume Ai = Aj for some i, j ∈ Im; then with Lemma 3.5(i) there
is i-nf Pk =e Pi + Pj with |Pk| ≤ max(|Pi|, |Pj|) and Ak = Ai = Aj by
Lemma 3.5(ii). Furthermore, τ .Pi + τ .Pj =e τ .Pk by Lemma 3.5(iv), thus we
can assume i and j in Im to be replaced by k, yielding a smaller Im. This
preserves the conditions for i′ = j′ ∈ ⋃0≤l<m Il: Pi′ and Pj′ are untouched,
hence still Ai′ = Aj′ , and if w.l.o.g. Pi′ +Pj′ +Pi =e Pi, then Pi′ +Pj′ +Pk =e
Pi′ + Pj′ + Pi + Pj =e Pi + Pj =e Pk now, thus k replaces i – and analogously
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j – for this property. Similarly, the properties of 3.9(i) and 3.9(ii)(a) are
untouched or preserved. Hence, we can assume Ai = Aj for all j ∈
⋃
0≤l≤m Il
in the following.
Now assume Aj ⊂ Ai for some i ∈ Im and j ∈
⋃
0≤l<m Il; then with
Lemma 3.5(i) again there is i-nf Pk =e Pi + Pj with |Pk| ≤ max(|Pi|, |Pj|)
and Ak = Ai by Lemma 3.5(ii). Furthermore, τ .Pi + τ .Pk =e τ .Pk by
Lemma 3.5(iii); with this and D12 we get τ .Pi+ τ .Pj =e τ .Pi+ τ .Pj + τ .(Pi+
Pj) =e τ .Pi + τ .Pj + τ .Pk =e τ .Pj + τ .Pk and thus we can replace i by k in
Im. This removes the problematic pair (j, i), since now Pi + Pk + Pk =e Pk;
also, it preserves the conditions for i′ = j′ ∈ ⋃0≤l<m Il and those of 3.9(i) and
3.9(ii)(a) just as in the previous case, and keeps Ai′ = Aj′ also for i′, j′ ∈ Im.
Even more, if Pj′ +Pi′ +Pk′ = Pk′ for some i
′ ∈ Im and Aj′ ⊆ Ai′ and some k′
before, then also now: for i = k′ this follows as above and for i = i′ we must
have i = k′.
Finally, if Aj ⊆ Ai for some i ∈ Im and j ∈
⋃
0≤l≤m Il, then with
Lemma 3.5(i) again there is an i-nf Pk =e Pi + Pj with |Pk| ≤ max(|Pi|, |Pj|)
and |Ak| > |Ai|, hence k /∈
⋃
0≤l≤m Il and it suﬃces to add k to Is using D12,
keeping all previously ensured properties untouched.
We see that all transformations keep the properties of Deﬁnition 3.9(i)
and 3.9(ii)(a) and do not increase the depth of P ; since Im = ∅ for all m >
|⋃i∈Is Ai|, we are done.
(ii)(b)
Let Pτ ≡˜ τ .(P sτ + τ.Q); then P
=e
∑
Is
τ .Pi + τ .(P
s
τ + τ.Q)
=e
∑
Is
τ .Pi + τ .(
∑
Is
Pi + P
s
τ + τ.Q) by D22
=e
∑
Is
τ .Pi + τ .(P
′
τ + τ.Q)
where P ′τ =e
∑
Is
Pi + P
s
τ is an i-nf with |P ′τ | ≤ |
∑
Is
Pi + P
s
τ | which exists
by Lemma 3.5(i) and is stable by Lemma 3.5(ii). Hence we can transform P
to satisfy 3.9(ii)(b) without increasing the depth or touching any of the other
conditions of Deﬁnition 3.9. ✷
We will now give a series of lemmata, leading to our theorem; these lem-
mata study the semantic properties of saturated normal forms, i.e. their RT-
semantics or speciﬁc properties for pairs that are comparable under ≤.
Lemma 3.11 Let P ≡ ∑A a.Pa be a saturated i-nf, c ∈ A, Σ ⊆ A and
w ∈ (A ∪ 2A)∗. Then
(i) cw ∈ RT(P ) if and only if c ∈ A and w ∈ RT(Pc).
(ii) Let τ ∈ A; then ∅Aw ∈ RT(P ) iﬀ Σw ∈ RT(Pτ ) and ∅Acw ∈ RT(P ) iﬀ
cw ∈ RT(Pτ ).
Proof. (i) We perform induction on |P | and assume the property to hold for
all saturated i-nf with depth < |P |. The ‘if’-direction is clear and the ‘only-if’-
direction is straightforward for stable P . Hence, let unstable P ≡˜∑A a.Pa +
τ.
∑
I τ .Qi where Qi ≡˜
∑
Bi
b.Qib+Q
i
τ for all i ∈ I and assume cw ∈ RT(τ.Pτ ).
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Then P saturated implies Qi for all i ∈ I saturated, thus cw ∈ RT(Qi) implies
c ∈ Bi and w ∈ RT(Qic) by induction. Now by Deﬁnition 3.7 c ∈ A and
c.Qic + c.Pc =e c.Pc, thus w ∈ RT(Pc).
(ii) Let ∅Aw ∈ RT(P ); then P ∅→r P ′ A⇒r w⇒r or P τ→r Pτ ∅⇒r A⇒r w⇒r; since
τ is urgent in P ′ in the ﬁrst case and since time steps can be omitted by
2.1(ii) in the second case, we conclude Aw ∈ RT(Pτ ); hence Σw ∈ RT(Pτ ) for
all Σ ⊆ A by 2.1(i). On the other hand, Σw ∈ RT(Pτ ) implies Aw ∈ RT(Pτ )
since Σ must be performed by an initial subterm of Pτ , thus ∅Aw ∈ RT(P ).
Now let ∅Acw ∈ RT(P ); then Acw ∈ RT(Pτ ) as just shown, hence cw ∈
RT(Pτ ), since time steps can be omitted. On the other hand, cw ∈ RT(Pτ )
implies Acw ∈ RT(Pτ ), since c must be performed by an initial subterm of Pτ ,
hence ∅Acw ∈ RT(P ) by the above. ✷
Lemma 3.12 Let P ≡ ∑A a.Pa and Q ≡
∑
B b.Qb be saturated i-nf with
P ≤ Q. Then
(i) we have A ⊆ B and τ .Pa ≤ τ .Qa for all a ∈ A and
(ii) if P and Q are stable, then A = B; in particular, P ≡ 0 iﬀ Q ≡ 0.
Proof. (i) P ≤ Q implies A∩ {τ} = B ∩ {τ}, and with Lemma 3.11(i) and
(ii) and RT(P ) ⊆ RT(Q) we conclude A ⊆ B and RT(Pa) ⊆ RT(Qa) for all
a ∈ A, hence τ .Pa ≤ τ .Qa for all a ∈ A by deﬁnition of ≤.
(ii) For stable P , we have A{a} ∈ RT(P ) if and only if a /∈ A, hence:
a /∈ A implies A{a} ∈ RT(P ) ⊆ RT(Q), which implies a /∈ B, thus B ⊆ A.
This suﬃces by (i). ✷
Definition 3.13 For a saturated u-nf P ≡˜ Ps + Pτ let |P |τ be the τ -depth
deﬁned inductively as |P |τ = 0 if Pτ ≡ 0 and |P |τ = 1 + |P ′|τ if Pτ ≡
τ .([P sτ+]τ.P
′).
This τ -depth is not really needed, but it sharpens the next lemma, where
◦ denotes string composition extended to sets.
Lemma 3.14 Let P ≡˜ (∑Is τ .
∑
Ai
a.P ia) + Pτ be a saturated u-nf, let d >
|P |τ , let ∅ = A ⊆ A, let A = A \ A and let w ∈ (A ∪ 2A)∗. Then
(i) If P
∅d⇒r P ′, then P ′ is stable and urgent.
(ii) {∅dA} ◦ A ⊆ RT(P ) if and only if A = Ai for some i ∈ Is.
(iii) Let A = Ai for some i ∈ Is and let w start with an action; then ∅dAw ∈
RT(P ) if and only if w ∈ RT(Pi).
(iv) If A = Ai for some i ∈ Is, then RT(Pi) = (2A ∪ {λ}) ◦ (2Ai)∗ ◦ {w ∈
RT(Pi) |w starts with an action or w = λ}
(v) Let Σ,Σ′ ⊆ A and Pτ ≡ 0. Then ΣΣ′w ∈ RT(Pτ ) implies AAw ∈
RT(Pτ ), and AAw ∈ RT(P ) implies AAw,ΣΣ′w ∈ RT(Pτ ).
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Proof. (i) Induction on |P |τ , where the base case |P |τ = 0 is clear. If P ≡˜∑
Is
τ .Pi + τ .(P
s
τ + τ.P
′) with |P ′|τ < d − 1 and P ∅⇒r P ′′, then either P ′′ is
some Pi after a time step with i ∈ Is, hence stable and urgent, or we are done
by induction.
(ii) The ‘if’-direction is straightforward. For the ‘only-if’-direction, observe
that whenever P
∅dA⇒r P ′, then P ′ is stable and urgent by (i) and we have
A(P ′) ⊆ A; hence, if P ′ a→r for some a ∈ A, then P ′ is a stable subterm Ra of
P after a time step; Ra could e.g. be some Qj with j ∈ Js in Deﬁnition 3.9.
Now iterated application of 3.9(ii)(a) shows that for each a ∈ A there is some
i ∈ Is with a ∈ Ai ⊆ A. Hence, we can conclude Ai = A for some i ∈ Is by
repeated application of 3.9(iii).
(iii) The ‘if’-direction is straightforward. For the ‘only-if’-direction, con-
sider P ′ as in the proof of (ii): we see that w starts with some a ∈ A and that
there is some j ∈ Is with Aj ⊆ A and w ∈ RT(Pj); for j = i we apply 3.9(iii),
where we must have k = i, and conclude w ∈ RT(Pi).
(iv) The crucial observation is that Pi reaches the same process after per-
forming an action, no matter whether it performs time steps before that action
or not.
(v) When Pτ performs ΣΣ
′w, it reaches Q along the way; hence, we have
Pτ
τ→r A→r τ→r Q Σ
′w⇒r , omitting the time step Σ (see above) in case it is per-
formed by Q. With a similar argument, we conclude AAw ∈ RT(Pτ ). Since
Pτ ≡ 0, none of the Ai, i ∈ Is, is empty, hence AAw ∈ RT(P ) must stem from
Pτ , and this also gives ΣΣ
′w ∈ RT(Pτ ) by 2.1(i). ✷
The next lemma treats the special case of completeness where one process
is τ .0.
Lemma 3.15 Let P be a saturated u-nf.
(i) If P ≤ τ .0, then P ≤e τ .0.
(ii) If τ .0 ≤ P , then τ .0 ≤e P .
Proof. (i) We perform induction on |P | and assume the property to hold for
all saturated u-nf with depth < |P |. We have P ≡ 0 due to instability and
we only have to consider the case P ≡ τ .0; furthermore, P ≤ τ .0 implies
RT(P ) ⊆ (2A)∗, hence A(P ) ⊆ {τ}; thus by Deﬁnition 3.9(i) we can assume
P ≡˜ Ps + Pτ where Ps ≡ 0, thus P ≡ τ .τ.Q with saturated u-nf Q. Now
also RT(Q) ⊆ (2A)∗, hence either Q ≡ 0 or Q ≤e τ .0 by induction, since
|Q| = |P | − 1. In the ﬁrst case we are done by D00 alone, in the latter case
by D10 and then D00.
(ii) We again perform induction on |P |. Again, P ≡ 0, and the case P ≡
τ .0 is clear. Otherwise, RT(τ .0) = (2A)∗ ⊆ RT(P ). Since Pi ≡ 0 and hence
AA ∈ RT(Pi) for all i ∈ Is, we have Pτ ≡ τ .([P sτ+]τ.Q); whenever P performs
some AAw, this must involve a transition to Q, thus RT(τ .0) ⊆ RT(Q). If
Q ≡ 0, then τ .0 ≤e τ .τ.0 by D00; otherwise, Q is an unstable u-nf, τ .0 ≤e Q
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by induction and hence τ .0 ≤e τ .τ.τ .0 ≤e τ .τ.Q by D00 and D10. In any
case, we get τ .0 ≤e P by A13 and A12. ✷
Lemma 3.16 Let P ≡˜ ∑Is τ .Pi + Pτ and Q ≡˜
∑
Js
τ .Qj + Qτ be saturated
u-nf with P ≤ Q. Then
(i) P ≡ τ .0 or, for each i ∈ Is, there is some j ∈ Js with Pi ≤ Qj, and
(ii) if Pτ ≡ 0, then either P ≤e Q ≡ τ .0, or Qτ ≡ 0 and Pτ ≤ Qτ .
Proof. (i) Let P ≡ τ .0; it suﬃces to show that for each i ∈ Is there is
some j ∈ Js with RT(Pi) ⊆ RT(Qj). If P ≡ 0 we are done vacuously.
Otherwise, Ai = ∅ for i ∈ Is, and by Lemma 3.14(ii) there is some j ∈ Js
with A(Pi) = Ai = A(Qj). 3.14(iii) shows that each w ∈ RT(Pi) that starts
with an action is in RT(Qj) and now we are done with 3.14(iv).
(ii) Let Pτ ≡ 0, i.e. Q ≡ 0 by instability; now AA ∈ RT(P ) ⊆ RT(Q),
hence either Q ≡ τ .0 and we are done by Lemma 3.15(i) or Qτ ≡ 0 by
Deﬁnition 3.9. In the latter case, take some w ∈ RT(Pτ ) ⊆ RT(Q); if w =
aw′, then w ∈ RT(Qτ ) by 3.9(ii)(b) applied to Q, and the same applies for
w = Σaw′.
Finally, let w = ΣΣ′w′ ∈ RT(Pτ ); then AAw′ ∈ RT(Pτ ) ⊆ RT(Q) by
3.14(v), and this gives AAw′,ΣΣ′w′ ∈ RT(Qτ ) again by 3.14(v). We conclude
RT(Pτ ) ⊆ RT(Qτ ), hence Pτ ≤ Qτ due to instability and urgency. ✷
Theorem 3.17 Let P and Q be processes with P ≤ Q. Then P ≤e Q.
Proof. We perform induction on |P +Q|. By Propositions 3.6, 3.8 and 3.10
we may assume P and Q to be in saturated normal form; it is important that
these transformations do not increase the depth in order to apply induction.
P ≤ Q implies that either both are i-nf or both are u-nf.
First let P andQ be saturated i-nf. If P andQ are stable, then τ .Pa ≤ τ .Qa
for all a ∈ A = B by Lemma 3.12(i) and (ii), hence τ .Pa ≤e τ .Qa by induction;
thus, a.Pa ≤e a.Qa by D10 for all a ∈ A = B, and we can directly conclude
P ≤e Q. If P and Q are unstable, then a.Pa ≤e a.Qa for all a ∈ A ⊆ B as
above using 3.12(i), and since τ ∈ A ∩ B we can conclude P ≤e Q with A13.
Now let P and Q be saturated u-nf. If P ≡ 0, then Q ≡ 0 due to stability;
if P ≡ τ .0, we are done by Lemma 3.15(ii). Otherwise, for each i ∈ Is, there
is some j ∈ Js with Pi ≤ Qj by Lemma 3.16(i), hence Pi ≤e Qj by the above
or induction, since |Pi + Qj| ≤ |P + Q|. If Pτ ≡ 0, we have P ≤e Q by A12;
if Pτ ≡ 0, then by 3.16(ii) we have Q ≡ τ .0 and are done or Qτ ≡ 0 and
Pτ ≤ Qτ . For Pτ ≡ τ .P ′τ and Qτ ≡ τ .Q′τ , we have RT(P ′τ ) ⊆ RT(Q′τ ) and P ′τ
and Q′τ are initial and unstable. Thus, P
′
τ ≤ Q′τ and P ′τ ≤e Q′τ again by the
above or induction, and we are done by A12. ✷
Corollary 3.18 The axioms A00 – A33 are sound and complete for ≤ on the
(preﬁx,choice)-fragment of PAFAS as deﬁned in this section.
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Since general relabelling [Φ] as deﬁned in [3] (comprising ordinary rela-
belling and hiding) clearly distributes over choice and satisﬁes (a.P )[Φ] =
Φ(a).P [Φ] and (τ .P )[Φ] = τ .P [Φ], this result can be extended to this opera-
tion. Besides recursion, it remains to treat parallel composition; here it seems
that a complete axiomatization requires a signiﬁcant extension of the algebra
by a variant of the then-operator of [2]; in contrast to this then-operator, it
seems that one actually needs a family of operators indexed by the possible
refusal sets.
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