In the setting of Euclidean Jordan algebras, we prove majorization inequalities
1 p = 1 r + 1 s and compute the norms of Lyapunov transformation L a and quadratic representation P a relative to spectral norms.
Introduction
Consider a Euclidean Jordan algebra V of rank n carrying the trace inner product. For x ∈ V, let λ(x) denote the vector of eigenvalues of x written in the decreasing order. Given x, y ∈ V, we say that x is weakly majorized by y and write x ≺ w y if λ(x) ≺ w λ(y) in R n , which means that
; additionally, if the equality holds when k = n, we say that x is majorized by y and write x ≺ y. Replacing sums by products, one defines weak log-majorization and log-majorization, respectively denoted by x ≺ wlog y and x ≺ log y. The above concepts have been extensively studied in matrix theory and other areas, see for example, [17, 2, 12] . In the setting of Euclidean Jordan algebras, they have been recently studied in several papers [18, 19, 5, 6, 7] .
In this paper, we focus on majorization inequalities related to two specific transformations, namely, L a , the Lyapunov transformation of a, and P a , the quadratic representation of a, defined on V as follows:
L a (x) := a • x and P a (x) := 2 a • (a • x) − a 2 • x (a, x ∈ V).
(1)
In a recent paper [6] , it was shown that P a (x) ≺ L a 2 (x) for all a, x ∈ V. This, in particular, implies that λ P √ a (b) ≺ λ(a • b) for all a ≥ 0 and b ∈ V.
Our objective in the present paper is to directly relate the eigenvalues of P a (b) and a • b with those of a and b. Motivated by matrix theory results, we show that for a, b ∈ V,
λ |P a (b)| ≺ w λ(a 2 ) * λ(|b|), and (4)
where * denotes the componentwise product of vectors in R n . The first inequality (3) has its roots in Horn's log-majorization inequality which asserts that for any two complex square matrices of the same size, s(AB) ≺ log s(A) * s(B), where s(A) denotes the vector of singular values of A written in the decreasing order, etc. Our proof of (3) is modeled after a proof of Gelfand-Naimark Theorem presented in [15] (also in [12] , Theorem 6.13). We prove the second inequality (4) by combining (3) with the inequality
that is valid for all positive linear transformations P on V and b. The third inequality (5) will be proved by using various Euclidean Jordan algebraic results. Motivated by the above inequalities, we formulate a result (and a problem) of the form
where A is an appropriate n × n real symmetric matrix and A • b denotes the Schur product of A and b relative to a Jordan frame.
In the form of applications, we prove the generalized Hölder type inequality
and compute the norms of L a and P a relative to two spectral norms.
Preliminaries
Throughout this paper, R n denotes the Euclidean n-space whose elements are regarded as column vectors or row vectors depending on the context. For elements p, q ∈ R n , p * q denotes their componentwise product. For p ∈ R n , p ↓ and |p| denote, respectively, the decreasing rearrangement and the vector of absolute values of entries of p. Borrowing the notation used in the Introduction, we recall the following results. 
(c) Let p, q ∈ R n and I be an interval in R that contains all the entries of p and q. Then
Throughout, we let (V, •, ·, · ) denote a Euclidean Jordan algebra of rank n with unit element e [4, 9] ; the Jordan product and inner product of elements x and y in V are respectively denoted by
x • y and x, y . It is well known [4] that any Euclidean Jordan algebra is a direct product/sum of simple Euclidean Jordan algebras and every simple Euclidean Jordan algebra is isomorphic to one of five algebras, three of which are the algebras of n × n real/complex/quaternion Hermitian matrices. The other two are: the algebra of 3 × 3 octonion Hermitian matrices and the Jordan spin algebra. In the algebras S n (of all n × n real symmetric matrices) and H n (of all n × n complex Hermitian matrices), the Jordan product and the inner product are given, respectively, by
where the trace of a real/complex matrix is the sum of its diagonal entries.
According to the spectral decomposition theorem [4] , any element x ∈ V has a decomposition
where the real numbers x 1 , x 2 , . . . , x n are (called) the eigenvalues of x and {e 1 , e 2 , . . . , e n } is a Jordan frame in V. (An element may have decompositions coming from different Jordan frames, but the eigenvalues remain the same.) Then, λ(x) -called the eigenvalue vector of x -is the vector of eigenvalues of x written in the decreasing order. We write
It is known that λ : V → R n is continuous [1] .
We recall some standard definitions/results. The rank of an element x is the number of nonzero eigenvalues. An element x is said to be invertible if all its eigenvalues are nonzero; such elements form a dense subset of V. We use the notation x ≥ 0 (x > 0) when all the eigenvalues of x are nonnegative (respectively, positive) and x ≥ y when x − y ≥ 0, etc. The set of all elements x ≥ 0 (called the symmetric cone of V) is a self-dual cone. Given the spectral decomposition x = x 1 e 1 + x 2 e 2 + · · · + x n e n , we define |x| := |x 1 |e 1 + |x 2 |e 2 + · · · + |x n |e n and √ x := √ x 1 e 1 + √ x 2 e 2 + · · · + √ x n e n when x ≥ 0. The trace and determinant of x are defined by tr(x) := x 1 +x 2 +· · ·+x n and det(x) := x 1 x 2 · · · x n . Also, for p ∈ [1, ∞], we define the corresponding spectral norm ||x|| p := ( n 1 |x i | p ) 1/p when p < ∞ and ||x|| ∞ = max i |x i |.
An element c ∈ V is an idempotent if c 2 = c; it is said to be a primitive idempotent if it is nonzero and cannot be written as the sum of two other nonzero idempotents. We write J (V) for the set of all primitive idempotents and J (k) (V) (1 ≤ k ≤ n) for the set of all idempotents of rank k.
It is known that (x, y) → tr(x • y) defines another inner product on V that is compatible with the Jordan product. Throughout this paper, we assume that the inner product on V is this trace inner product, that is, x, y = tr(x • y). In this inner product, the norm of any primitive element is one and so any Jordan frame in V is an orthonormal set. Additionally, tr(x) = x, e for all x ∈ V.
Given an idempotent c, we have the Peirce (orthogonal) decomposition [4] : 1 2 ), and w ∈ V(c, 0).
Below, we record some standard results that are needed in the sequel. We emphasize that V has rank n and carries the trace inner product. 
x, c .
In the above proposition, Item (i) is stated in [1] , Lemma 20. The first inequality in (ii), known as the Fan-Theobald-von Neumann inequality, can be found in [1] , Theorem 23; the second inequality -a particular case of the first inequality -is a simple consequence of the rearrangement inequality of Hardy-Littlewood-Pólya in R n : p, q ≤ p ↓ , q ↓ . Item (iii) is a consequence of the the well-known min-max theorem of Hirzebruch [13, 10] . Items (iv) and (v) are well-known properties of P c , see, e.g., [4] . Items in (vi) follow from Theorem 3.2 in [6] .
Given a Jordan frame {e 1 , e 2 , . . . , e n } in V, we consider the corresponding Peirce decomposition
Here, V ii := R e i for all i and and V ij :
We call this the Schur product of A and x relative to the Jordan frame {e 1 , e 2 , . . . , e n }. Two
. We refer to [11] for further examples and properties. We record a recent result that connects Schur products and quadratic representations. Proposition 2.4 ([7], Corollary 3.4) Consider a Jordan frame {e 1 , e 2 , . . . , e n }. Suppose A = [a ij ] ∈ S n is positive semidefinite and let a = a 11 e 1 + · · · + a nn e n . Then, A • x ≺ P √ a (x) for all x ∈ V.
A log-majorization inequality
In this section, we prove the inequality (3). To motivate, suppose A, B ∈ H n are positive semidefinite. It is well known that the eigenvalues of AB are the same as those of √ AB √ A and the latter matrix is nothing but P √ A (B) in the algebra H n . Quoting a result of Horn ( [12] , Corollary 6.14), namely,
we see that
Our Theorem 3.4 given below is a generalization of this result to Euclidean Jordan algebras. Its proof (along with that of Lemma 3.3 below) is modeled after techniques given in [15] (or [12] , Theorem 6.13). First, we present several lemmas.
Proof. As a ≥ 0, we have λ 1 (a) = ||a|| ∞ and so, a ≤ λ 1 (a) e = ||a|| ∞ e. Since for any c, P c is a positive (linear) transformation,
where |a 1 | ≥ |a 2 | ≥ · · · ≥ |a n | and ε i = sgn(a i ) for all i. For 1 ≤ k ≤ n, let
Then, the following statements hold:
(ii) x and y operator commute,
This lemma follows from direct verification.
Proof. We have to show that for all k ∈ {1, 2, . . . , n},
with equality when k = n. By continuity, it is enough to prove this statement for a, b > 0. So, in the rest of the proof, we assume that a, b > 0 and fix k.
Corresponding to the spectral decomposition a = n i=1 a i e i (with a 1 ≥ a 2 ≥ · · · ≥ a n > 0) and k, we define x and y as in Lemma 3.3: a j e j .
In addition to the properties of x and y listed in Lemma 3.3, we observe that x, y ≥ 0, √ y • √ x = √ a, and P √ y P √ x = P √ a . Now, x ≥ e implies, via Lemma 3.1 and Proposition 2.3,
Hence
It follows that
This implies that
On the other hand, for any index i ∈ {1, 2, . . . , n}, from Lemma 3.2,
This proves the inequality (10) . Now suppose k = n. Then,
Finally, the weak-majorization inequality is an immediate consequence of the log-majorization inequality. This completes the proof.
As a consequence of the above log-majorization inequality, we now prove a weak-majorization inequality dealing with quadratic representations. While our primary focus here is to prove (4) 
We make one simple observation (using [2] , Corollary II.3.4): When φ is convex,
It is easy to see that sublinear functions on R are of the form φ(t) = α t for t In particular, λ |P a (b)| ≺ w λ(a 2 ) * λ(|b|).
We prove the above result by relying on the following lemma that may be of independent interest.
It is motivated by a recent result in [14] which states that φ(P u (x)) ≺ w P u (φ(x)) when φ is a convex function on R with φ(0) ≤ 0 and u 2 ≤ e. In the result below, we replace P u by a positive linear transformation, but restrict φ to sublinear functions. 
Proof. We first claim, for any x ∈ V and a ≥ 0, the inequality
holds. To see this, we write the spectral decomposition of x and use the definition of φ(x):
Since e i , a ≥ 0 for all i and φ is sublinear, it follows that
Thus, the claim holds. Now, we write the spectral decomposition of P (x) and use the definition of φ(P (x)):
Since the eigenvalues of φ(P (x)) are φ(α 1 ), . . . , φ(α n ), there exists a permutation σ on the set {1, 2, . . . , n} such that λ i (φ(P (x))) = φ(α σ(i) ) = φ( P (x), f σ(i) ) for all i. To simplify the notation, we let i ′ := σ(i). Then, for any index k, 1 ≤ k ≤ n, we have
where P * is the adjoint of P . As the symmetric cone of V is a self-dual cone, we see that P * is also a positive linear transformation, hence P * (f i ′ ) ≥ 0. By applying the above claim, we see that
Hence,
where the last equality follows from Item (i) in Proposition 2.3. As this inequality holds for all
Example 3.7 Let P be as in the above lemma. Taking φ(t) = |t|, φ(t) = max{t, 0}, or φ(t) = max{−t, 0}, we get the inequalities
for any x ∈ V.
Proof of Theorem 3.5: For the given a, b ∈ V, we have a 2 , |b| ≥ 0 and √ a 2 = |a|. By Theorem 3.4, λ P √ a 2 (|b|) ≺ log λ(a 2 ) * λ(|b|). Since the inequality p ≺ log q in R n + implies that p ≺ w q (see [2] , Example II.3.5), we see that
Now, it is known that P a (x) ≺ P |a| (x) for all x, see e.g., [7] , page 11. Using this and the above lemma with P a in place of P , we have
where we have used the condition that φ is nonnegative (so φ(t) ≥ 0 for all t ∈ R, consequently, φ(b) ≥ 0.) Finally, by putting φ(t) = |t|, we get λ(|P a (b)|) ≺ w λ(a 2 ) * λ(|b|).
Remark. As noted in the Introduction, P a (b) ≺ a 2 • b. In the next section, we will prove the inequality λ(|a • b|) ≺ w λ(|a|) * λ(|b|). Based on these two results, we can give an alternative proof of the absolute-value case in the above theorem as follows:
We now extend Theorem 3.5 to Schur products. In what follows, for a matrix A ∈ S n , diag(A) denotes the diagonal (vector) of A and (by abuse of notation) λ(diag(A)) is the decreasing rearrangement of diag(A). In particular,
Proof. We fix a Jordan frame {e 1 , e 2 , . . . , e n } relative to which all Schur products are defined. Since A is positive semidefinite, the map P : x → A • x is a positive linear transformation ( [11] ,
comes from an application of the above lemma. Now, letting A = [a ij ], we define a := a 11 e 1 + · · · + a nn e n and note that a ≥ 0. From Proposition 2.4
Applying the previous theorem,
When a, b ≥ 0, we now have two inequalities: λ P √ a (b) ≺ λ(a • b) (see the Introduction) and
holds. We answer this affirmatively in the next section.
A weak-majorization inequality
In this section, we prove the following. In what follows, we let ε (likewise, ε ′ ) be an element in V such as ε 2 = e. Clearly, such an element is of the form n i=1 ε i e i , where ε i = 1 for i = 1, 2, . . . , k and ε j = −1 for j = k + 1, k + 2, . . . , n (1 ≤ k ≤ n) for some Jordan frame {e 1 , e 2 , . . . , e n }. Proof. As the result is obvious when ε = e or −e, we assume the spectral decomposition of ε in the form ε = n i=1 ε i e i , where 1 ≤ k < n, ε i = 1 for i = 1, 2, . . . , k and ε j = −1 for j = k + 1, k + 2, . . . , n. We let c = k 1 e i and consider the Peirce 1 2 ) and w ∈ V(c, 0). A direct calculation leads to b • ε = u − w. Now, writing the spectral decompositions of u and w in the (sub)algebras V(c, 1) and V(c, 0) in the form u = k 1 u i f i and w = n k+1 w i f i for some Jordan frame {f 1 , f 2 , . . . , f n } in V, we see that We note a simple consequence. Proof. Let m = min{rank(c), rank(c ′ )}. Note that λ(c) * λ(c ′ ) is a vector in R n with ones in the first m slots and zeros elsewhere. From the previous Corollary, λ 1 (|c • ε)|) ≤ 1 and λ 1 (|ε ′ • c ′ |) ≤ 1; hence, by Item (vi) in Proposition 2.3,
Additionally, for some ε ′′ with (ε ′′ ) 2 = e,
where the first two inequalities come from item (ii) in Proposition 2.3 and the last inequality is due to the previous lemma and Item (a) in Proposition 2.1. Hence, Proof. We write the spectral decomposition b • (c • ε) = n i=1 λ i e i . As the conclusion of the lemma remains the same if b is replaced by −b, we may assume that some λ i is nonnegative. Without loss of generality, let λ i ≥ 0, for i = 1, 2, . . . , k and λ j < 0 for j = k + 1, k + 2, . . . , n, where k ∈ {1, 2, . . . , n}. (This includes the possibility that k = n, in which case, there is no λ j < 0.) Define ε ′ := n i=1 ε ′ i e i , where ε ′ i = 1 for i = 1, 2, . . . , k and ε ′ j = −1 for j = k + 1, k + 2, . . . , n. Then, for any idempotent f of rank l, that is, f ∈ J (l) (V), we have
where the first two inequalities come from item (ii) in Proposition 2.3 and the last inequality is from the previous Lemma. Now, taking the maximum over f ∈ J (l) (V) and using Item (i) in
that is,
Proof of Theorem 4.1. We write the spectral decomposition a • b = n i=1 λ i (a • b) e i . As the conclusion of the theorem remains the same if b is replaced by −b, we may assume that some λ i (a • b) is nonnegative. Without loss of generality, we assume that for some k ∈ {1, 2, . . . , n}, λ i (a • b) ≥ 0, for i = 1, 2, . . . , k and λ j (a • b) < 0 for j = k + 1, k + 2, . . . , n. ((This includes the possibility that k = n.) Define ε := n i=1 ε i e i , where ε i = 1 for i = 1, 2, . . . , k and ε j = −1 for j = k + 1, k + 2, . . . , n. We fix an index l, 1 ≤ l ≤ n, and c ∈ J (l) (V). Then,
where the last inequality is due to Lemma 4.5 and Item (a) of Proposition 2.1. Taking the maximum over all such c and using Item (i) in Proposition 2.3, we see that
This gives the inequality (11) .
The following examples (given in the Jordan spin algebra L 3 [9] ) show that the inequalities Then it is easy to verify that λ 1 |a| • |b| = 2 and λ 1 (|a • b|) = 1. Thus, λ |a| • |b| ≺ w λ(|a • b|).
Remarks. Combining (2) and Theorem 4.1, we see that for a, b ≥ 0, , where a has the spectral decomposition a = a 1 e 1 + a 2 e 2 + · · · + a n e n , A = [ a i +a j 2 ], and the Schur product A • b is defined relative to the Jordan frame {e 1 , e 2 , . . . , e n }. However, unlike the matrix of Theorem 3.8, this A is not, in general, positive semidefinite. Motivated by this observation, we raise the following problem: Characterize (real symmetric matrix) A such that
A generalized Hölder type inequality and norms of Lyapunov and quadratic representations
Given real numbers r, s ∈ [1, ∞] we consider spectral norms || · || r and || · || s on V. When r is the conjugate of s, that is, when 1 r + 1 s = 1, the following Hölder type inequality holds [6] :
It was conjectured in [8] , Page 9 that a generalized version, namely,
In what follows, we settle this conjecture in the affirmative. For a linear transformation T : (V, || · || r ) → (V, || · || s ), we define the corresponding norm by
The problem of finding these norms for L a and P a has been addressed in two recent papers [6, 8] .
We recall some related results (see [8] , pages 8, 9) . For r, s ∈ [1, ∞], it holds that ||a|| ∞ ≤ ||L a || r→s and ||a 2 || ∞ = ||a|| 2 ∞ ≤ ||P a || r→s .
Additionally, for any p ∈ [1, ∞] with conjugate q,
• ||L a || p→p = ||L a || p→∞ = ||L a || 1→q = ||a|| ∞ and ||L a || p→1 = ||L a || ∞→q = ||a|| q ,
• ||P a || p→p = ||P a || p→∞ = ||P a || 1→q = ||a|| 2 ∞ and ||P a || p→1 = ||P a || ∞→q = ||a 2 || q .
Moreover,
When 1 ≤ s < r ≤ ∞, based on interpolation arguments, ||L a || r→s and ||P a || r→s were estimated (see [8] , pages 8, 9) , but precise values were not described. In what follows, we fill this gap and describe these norms. 
When p = 1, equality holds in (12) if and only if (a) a and b • ε strongly operator commute and
where a • b has the spectral decomposition a • b = (z 1 e 1 + z 2 e 2 + · · · + z k e k ) − (z k+1 e k+1 + · · · + z n e n )
for some k, 0 ≤ k ≤ n and z i ≥ 0 for all i, and ε := (e 1 + e 2 + · · · + e k ) − (e k+1 + · · · + e n ).
When p > 1, equality holds in (12) 
This completes the proof of the inequality in the theorem. Now we consider the equality in (12) . When p = 1, the assertion comes from Theorem 1.1 in [6] . Now assume that p > 1 and ||a • b|| p = ||a|| r ||b|| s . As the function t → t p is an increasing and strictly convex function on [0, ∞), from (13) we have n i=1 λ p i (|a • b|) = n 1 λ p i (|a|)λ p i (|b|). By Theorem 4.1 and Item (c) in Proposition 2.1, we have λ i |a • b| = λ i (|a|)λ i (|b|) for all i. Again from (13) we have n 1 λ p i (|a|)λ p i (|b|) = ( n 1 λ r i (|a|)) p/r ( n 1 λ s i (|b|)) p/s . This implies that λ i (|a|) = θ λ s/r i (|b|) for some constant θ. Conversely, suppose that conditions (a) and (b) hold. Then, the first two inequalities in (13) become equalities. Therefore, ||a • b|| p = ||a|| r ||b|| s .
To see an application, suppose 1 ≤ s < r ≤ ∞. Let 1 p := 1 s − 1 r so that 1 s = 1 p + 1 r . Applying the above theorem, we see that
As in the classical Hölder's inequality case, we can show that the supremum in the above expression is attained. In fact, writing the spectral decomposition a = n i=1 a i e i , we can let b := n i=1 (sgn a i )|a i | p r e i to conclude that ||L a || r→s = ||a|| p when 1 ≤ s < r ≤ ∞, 1 s = 1 p + 1 r .
We can similarly show that ||P a (b)|| p ≤ ||a 2 || r ||b|| s and ||P a || r→s = ||a 2 || p when 1 ≤ s < r ≤ ∞,
