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Summary
Many experimental time series exhibit a stochastic behavior that can be
represented by a two-state process. Examples include the gating currents
of single ionic channels and the intermittent fluorescence of blinking nano-
crystals. The interesting property of these processes is that the waiting
time distributions in the two states are distinctly not exponential and rather
correspond to inverse power laws. Several proposals have appeared in the
literature to account for these non-exponential distributions. We focus our
attention on two major ones, called renewal and modulation. According
to the first proposal, each waiting time interval is generated independently,
without any correlation with the others. The second proposal is a form of
slow modulation of Poisson processes.
This thesis aims at discussing theoretically and numerically the properties
of time series generated according to these two approaches to complexity.
After illustrating in detail both proposals, we show that, although different,
they may lead to identical statistical results, as far as waiting distribution
and correlation function are concerned.
In this thesis we propose a method of time series analysis, based on aging,
which makes it possible to establish whether a given distribution of waiting
times obeys modulation or renewal schemes.
In the second part of the thesis, we discuss both slow modulation and
renewal as sources of diffusion generating fluctuations. The aim here is the
detection of the scaling parameters of the diffusion processes under exam;
this delicate issue is settled in the framework of the Continuous Time Ran-
dom Walk which, in the case of slow modulation, requires a suitable gener-
alization. We prove the unexpected result that the diffusion generated by
modulation, after a dynamical transition, reaches an asymptotic time regime
3
with the same scaling properties as the renewal model. In fact we find that,
even with slow modulation, the departure from ordinary statistical physics is
determined by crucial events of an underlying renewal process: these events
are responsible for the anomalous scaling and seem to be an unavoidable
consequence of any practical way we might adopt to realize modulation. On
the basis of these results, we make the conjecture that any experimental time
series is characterized by renewal crucial events embedded in a cloud of irrel-
evant events which exert a camouflage action. This sets a challenge for the
identification of the crucial events hidden in experimental time series.
4
Introduction
A time trajectory of an observable that fluctuates between two values, stem-
ming from some unknown underlying kinetic scheme, is the output of many
single molecule experiments. Therefore, many experimental time series ex-
hibit a random behavior which can be represented by a two-state process.
Examples of such processes, in which the state of the system jumps between
state “on” and state “off”, include ion channel gating dynamics [1, 2], blink-
ing quantum dots [3, 4, 5], and many others. In dramatic contrast to the
usual expectation, the distributions of “on” and “off” sojourn times of a
big portion of these processes follow a power-law behavior rather than the
characteristic exponential behavior of Poissonian kinetics.
The new field of complexity is attracting the attention of an increasing
number of researchers, and it is triggering vivacious debates about its true
meaning. Here we adopt the simple minded definition of complexity sci-
ence, as the field of investigation of systems characterized by non-canonical
statistics. On intuitive ground, this means that we trace back the devia-
tion from the canonical form of equilibrium and relaxation to the breakdown
of the conditions on which Boltzmann’s view is based: short-range interac-
tion, no memory and no cooperation. Thus, the deviation from the canonical
form, which implies total randomness, is a measure of the system complexity.
The objects of study in this thesis are numerically generated time series
reflecting complex behaviors. In particular we shall assume that the waiting
time distribution in the two symmetric states of the system is equal to:
ψ(t) = (µ− 1) T
µ−1
(t+ T )µ
, (1)
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with µ belonging to the interval [2; 3]. This distribution is properly normal-
ized, ∫ ∞
0
ψ(t)dt = 1, (2)
and the parameter T , making this normalization possible, gives information
on the lapse of time necessary to reach the time asymptotic condition where
ψ(t) becomes identical to an inverse power law:
lim
t→∞
ψ(t) =
1
tµ
. (3)
The choice of the form of Eq. (1), which reflects some experimental data,
is dictated by the simplicity criterion. This form has been known for many
years, and following Metzler and Nonnenmacher [6] and Metzler and Klafter
[7] we shall be referring to it as Nutting law. Even if we shall work out the
problem resting on the power-law form given by Eq. (1), most results herein
rest simply on the asymptotic form.
This thesis does not address the problem of the physical origin of the in-
verse power law nature of ψ(t). We simply imagine to have an experimental
time series we ought to reproduce properly with a theoretical model. The
main aim of this work is to contribute a statistical method of analysis that
might help to support or falsify some of the proposed approaches used to
reproduce the real waiting time distribution. Several proposals to account
for these non-exponential distributions have appeared in the literature. Here
we consider two different approaches: renewal and modulation. The first one
is based on renewal theories [8], while the second is connected with “super-
statistics” [9]. According to the renewal theory, the jumps from the “on”
to the “off” state and viceversa do not have any dependence on the earlier
jumps’ timing. The occurrence of a jump has the effect of resetting to zero
the system’s memory. On the other hand, the second proposal is a form of
slow modulation of Poisson processes making it possible to generate distri-
butions of the Nutting form. More precisely, it consists in extracting the
time intervals from exponential distributions, whose “rate” changes in time
(hence the term “modulation”). As it will be shown, the renewal approach is
physically equivalent to a fast modulation, with the system selecting a differ-
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ent Poisson process for any sojourn time. In the opposite limit of infinitely
slow modulation we cannot reproduce the process under examination with
a single trajectory, but we have to employ an ensemble of different Poisson
processes. This treatment, called “superstatistics”, shall be used to formally
build up modulation.
After describing the two proposals, we shall show that, although differ-
ent, they might lead to identical statistical results, as far as waiting time
distribution and correlation function are concerned. Thus, to a first sight,
one might be tempted to conclude that they are indistinguishable, leaving
no motivation whatsoever to prefer the one to the other. We shall prove
that it is not so, and that there exist physical properties whose observation
allows us to distinguish between the two proposals and to assess which one
is preferable to model a given experimental complex process.
The outline of the thesis is as follows.
In the first chapter the two proposals under study are introduced and de-
fined. In particular we describe the idealized version of the Manneville map
[10] that is adopted as the renewal model and we illustrate the physical foun-
dations of superstatistics and its connection with what we have called “mod-
ulation”. Besides, it is shown how to generate identical non-Poisson waiting
time distributions according to the renewal and modulation prescriptions,
respectively.
In chapter 2, we introduce the Symmetric Velocity Model and we com-
pare the two approaches theoretically and numerically, using conventional
statistical tools: we conclude that, looking at the waiting time distribution,
the autocorrelation function and the second moment, the time series seem
identical.
In chapter 3 we illustrate a technique of analysis, based on aging, as
a way to assess whether a given time series obeys renewal theories or slow
modulation. The aging experiment turns out to be an efficient criterion which
allows us to distinguish between the two time series under study; in fact, we
shall prove with numerical and theoretical arguments that modulation yields
negligible aging, in a striking conflict with the fact that renewal produces
strong aging effects. This is the first original result of this work.
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Chapter 4 is devoted to studying the diffusion process generated by either
renewal or modulation in the continuous time random walk’s framework.
The central issue of the diffusion process has to do with scaling, namely the
property:
p(x, t) =
1
tδ
F
( x
tδ
)
, (4)
which is expected to hold true in the time asymptotic limit. The departure
from ordinary statistical mechanics is signaled by either δ 6= 0.5 or F (y)
departing from the Gaussian form, or by both properties. After describing
the theoretical tool afforded by the Continuous Time Random Walk, we
generalize it to the case of slow modulation and we proceed to a careful
analysis. First of all we shall argue that modulation’s scaling depends, in
principle, on the special way modulation is realized. Moreover, we will prove
the emergence, for the diffusion stemming from a single modulated trajectory,
of the same form of Le´vy scaling that is found in renewal processes. This
is the second, surprising, result of this thesis: even with modulation, the
departure from ordinary statistical physics is determined by crucial renewal
events, which seem to be an unavoidable consequence of any practical way
we might adopt to realize modulation. Together with the aging experiment,
the analysis of the diffusion processes here considered is the subject of a
paper submitted to the journal “Physics Review E” and of a contribution to
the conference “UPoN 05”, to be published in AIP Proceedings [11]. Before
concluding Chapter 4, we study numerically the scaling properties in two
ways: using the method of the Diffusion Entropy, and by directly observing
the diffusive distributions p(x, t).
Finally, all results are discussed in the conclusions.
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Chapter 1
Two different perspectives:
Renewal and Modulation
This chapter is devoted to introducing and illustrating the two approaches
to complexity considered in this thesis. As the first one is concerned, we
limit ourselves to describing a model which allows us to easily generate the
waiting time distribution of Eq. (1) according to the renewal perspective.
Besides, we shall discuss some other examples of renewal models used in the
literature to reproduce similar non-Poissonian behaviors. Then, we sketch
a brief compendium of the origin of the superstatistics’ theory in order to
afford a mathematical base upon which to build up modulation. After that,
we illustrate the modulation approach and we show how to exactly generate
the Nutting law in this case. Even if the two waiting time distributions
look identical, in the following chapters we shall demonstrate that we are
able to recognize which theoretical approach is preferable in order to fit the
effective properties of a given experimental time series. It is worth pointing
out that the physical origin of the time series under exam is beyond the
scope of this thesis. Nevertheless, we consider a general physical model for
the modulation approach and, as it will result clear, we simply observe that
the renewal scheme can be interpreted as a form of fast modulation.
9
1.1 Renewal
The word “renewal” is used to indicate a process where the events of in-
terest occur independently and after each of them the system is renewed.
This means that every event resets the system causing total rejuvenation or
complete loss of memory. For this reason the uncorrelated and unpredictable
renewal events, or simply renewals, will be called crucial events. Under this
perspective, the strong connection between the Continuous Time Random
Walk of Montroll and Weiss [12] and the renewal approach is evident; this
important link will be widely discussed in chapter 4. Finally, for a tutorial
approach to the subject of Renewal Theory, we refer to the illuminating book
of D. R. Cox [8], whose main concepts are summarized in Appendix A.
1.1.1 The Renewal model adopted
We have now to illustrate the dynamic model used to derive the renewal
waiting time distribution ψ(τ) with the required Nutting form. It rests on
the physics of intermittent processes, namely, on a model adopted to account
for turbulence [13]. This is a popular prototype of deterministic approach to
turbulence given by the Manneville map [10]. This map reads
yn+1 = yn + y
z
n, mod1, (1.1)
with z ≥ 1, and it consists of two regions separated by the value d, defined by
d+ dz = 1. The regions 0 ≤ y ≤ d and d ≤ y ≤ 1 define the laminar and the
chaotic state, respectively. If we run this map, we obtain a trajectory that
spends a large amount of steps in the laminar region, and only a few steps
in the chaotic region, thereby mimicking a turbulent fluid that is charac-
terized by regular motion interrupted by unpredictable bursts of disordered
evolution.
The renewal waiting time distribution used throughout all this work is
obtained from the following idealized version of the celebrated Manneville
map. Let us consider a particle moving within the interval I = (0, 1] driven
by the equation of motion
d
dt
y = αyz, (1.2)
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with
z ≥ 1 and α > 0. (1.3)
Due to the positivity of α the particle moves from the left to the right, and
when it reaches the border y = 1, it is injected back to a randomly chosen
position y0, satisfying the condition
0 < y0 < 1. (1.4)
The sojourn time density, ψ(τ), is evaluated as follows. First of all, we
integrate Eq. (1.2) to determine the time τ necessary for the particle to
reach the border starting from a given initial condition y0:
α · τ = y
1−z
1− z
]1
y0
(1.5)
So, the time τ is given by:
τ =
1
α · (z − 1)
[
1
yz−10
− 1
]
. (1.6)
The probability for the particle to reach the border in the infinitesimal in-
terval [τ, τ + dτ ] is determined by
ψ(τ) · dτ = p0(y0) · dy0, (1.7)
where p0(y0) is the probability density distribution of y0. The crucial assump-
tion of uniform back injection implies p0(y0) = 1. In this way, we realize a
mixture of randomness (concentrated at y=1) and slow deterministic dynam-
ics. With this assumption, the relation between the waiting time distribution
and y0 simply becomes
ψ(τ) =
∣∣∣∣dy0dτ
∣∣∣∣. (1.8)
So, by solving Eq. (1.6) for y0,
y0 =
(
α(z − 1)τ + 1
) 1
1−z
, (1.9)
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and deriving it with respect to τ , we find:∣∣∣∣dy0dτ
∣∣∣∣ = α · (α(z − 1)τ + 1) z1−z . (1.10)
Finally, if we introduce
µ =
z
z − 1 ⇒ z =
µ
µ− 1 (1.11)
and
T =
µ− 1
α
⇒ α = µ− 1
T
(1.12)
we exactly get the Nutting distribution:
ψ(τ) =
∣∣∣∣dy0dτ
∣∣∣∣ = (µ− 1) T µ−1(τ + T )µ . (1.13)
The mean sojourn time, 〈τ〉, is
〈τ〉 =
∫ ∞
0
τ · (µ− 1) T
µ−1
(τ + T )µ
dτ =
T
µ− 2 . (1.14)
It is worth underlining that the renewal character of this model is made
evident by Eq. (1.6). In fact, the values of y0 are randomly chosen from a
uniform distribution over the interval I = (0; 1]. Any drawing does not have
memory of the preceding drawings. Consequently, a laminar region does not
have any memory of the previous laminar regions.
In practice, to generate the time sequence {τi} used to model the physical
processes under discussion according to renewal theory, we do not run either
the Manneville map nor its idealized version. Instead, we draw the numbers
{y0} from a uniform distribution on the interval I, and we convert each of
them into the corresponding τ through the transformation of Eq. (1.6). This
way of creating the sequence {τi} is undoubtedly a procedure much faster
than running a map.
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1.1.2 A few examples from the literature
In the literature there are many examples of renewal models yielding distri-
butions asymptotically decaying like inverse power laws. Let us quote first
the model illustrated by Zaslavsky [14]. We shall refer to this model as the hi-
erarchical islands’ trap since it deals with the condition of weak Hamiltonian
chaos, where regular islands are surrounded by a chaotic sea. The surface
of separation is characterized by the island-around-island phenomenon: any
iteration of a zooming process, yielding an increasing magnification, makes
the same structures appear at smaller and smaller space and time scales. In
other words, a particle that reaches this separation surface through diffusion
in the chaotic sea undergoes a stochastic motion that can be described by a
master equation corresponding to an unbounded chain of states, |w〉i, with
i = 1, 2, ...∞. The first state of this chain, |w〉1, is a doorway state, estab-
lishing a connection between the chaotic sea and the power law generating
chain. The particle in this state can either jump back to the chaotic sea or
forward to the second state of the chain. From the second state the particle
can either jump back to the doorway state, i = 1, or forward to the third
state, i = 3. As the particle moves forward, namely i increases, the jump-
ing rate becomes smaller and smaller. Given the fact that both the forward
motion and the backward one are possible, the particle, sooner or later, will
jump back to the chaotic sea. A renormalization group approach [14] yields
a distribution of waiting times corresponding, in the time asymptotic limit,
to an inverse power law, and thus to a theoretical prediction compatible with
the choice of Eq. (1). The renewal nature of the process is ensured by the
fact that, once the particle has jumped back to the chaotic sea, the memory
of the long sojourn in the power law generating chain is completely lost.
As a second example, the physical process that we adopt in this work
as a paradigm of complexity is the phenomenon of non-Poisson intermittent
fluorescence. A well known case of intermittent radiation-induced fluores-
cence is given by the Dehmelt experiment [15]. The experiment is done on a
single ion with three energy levels, |g〉, |e〉 and |s〉. A strong laser excitation
transfers the electron from the ground state |g〉 to the excited state |e〉, which
emits light making the electron fall back to the ground state. With the help
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of a photodetector this experiment would produce a continuous-time signal.
However, there exists a second possible electron cycle produced by a weaker
laser excitation that would make the electron move from the ground state
|g〉 to the third state |s〉, called shelving state by Dehmelt. The state |s〉
does not emit light. Thus, when the weak laser excitation alone is present,
there is no light signal; when both laser fields are on, the resulting effect is
an intermittent fluorescent light. This means that the system lives in the
“light on” state for a given time τ1, then it jumps to the“light off” state,
where it resides for a time interval τ2, at the end of which it jumps back
to the “light on” state, and so on. This experiment has been analyzed by
Cook and Kimble [16] with the help of a Markov master equation yielding, in
agreement with the experimental results, Poisson distributions for the times
of sojourn in the “light on” and “light off” states. According to the complex-
ity definition given in the Introduction, the Dehmelt intermittency is not a
complex process.
Instead, an example of “complex” fluorescence intermittency is given by
the blinking phenomenon in semiconductor nanocrystallytes [3]. In fact, in
this case, the waiting time distributions are found to fit an inverse power
law for some time decades. In this work, for simplicity sake, we assume that
the “light on” and “light off” time distributions are identical, and are thus
described by the same waiting time distribution ψ(τ). In the specific case of
“blinking quantum dots”, a model like that of Ref. [14] has been proposed
by the authors of Ref. [17]. This model, in turn, is formally equivalent to
that proposed years ago by Bouchaud ([18] and [19]) to explain the dynam-
ics of glassy systems. These two models are significant examples of a wider
category of renewal models, including the model proposed by Zaslavsky [14].
It is straightforward to adapt the picture of hierarchical islands’ trap to the
physics of blinking quantum dots. In this case, the electron is said to make
a jump from a state where spontaneous emission of light is possible, to a
state that can be thought of as the doorway state to a region where light
emission is quenched. From this state the electron can jump either back or
forward, the forward direction corresponding to a deeper and deeper em-
bedding within the “light off” region. The forward and backward jumping
rates become smaller and smaller as the embedding increases. The electron
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can come back to the doorway state and from there to the “light on”region.
We can imagine a similar condition for the “light on” state, generating a
non-Poisson distribution of sojourn times which can be identical to (as as-
sumed for simplicity in this work) or different from the distribution of times
of sojourn in the “light off” state. This creates a sequel of times of alternate
sojourns in the “light on” and “light off” states, with no correlation of any
kind among themselves. We shall see that the modulation approach, appar-
ently yielding the same result, generates instead a subtle form of correlation
among different sojourn times.
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1.2 Modulation
We define as modulation theory an approach to non-canonical waiting time
distributions based on the slow modulation of conventional Poisson processes.
Consider, for instance, a double-well potential under the influence of white
noise: it yields an exponential distribution of the times of sojourn in each well
[20]. In the case of a symmetric double-well potential, the unique distribution
is
ψ(t) = λ exp(−λt). (1.15)
Parameter λ is determined by the Arrhenius formula
λ = k exp
(
− Q
kBT
)
, (1.16)
where Q is the barrier intensity and T is the temperature1. Now, if the ar-
gument of the exponential in Eq. (1.16) changes in time, it is possible to
generate a non-Poisson distribution of the times of sojourn in the two states.
In fact, when either Q [20] or T [21] are slowly modulated2, the resulting
waiting time distribution becomes a superposition of infinitely many expo-
nentials. At least since the important work of Shlesinger and Hughes [22],
and probably earlier, it is known that a superposition of infinitely many ex-
ponentially decaying functions, if properly weighted, can generate an inverse
power law.
1.2.1 The origin of Superstatistics
In recent times the term superstatistics has been coined [23] to denote an
approach to non-Poisson statistics of any type, not only the Nutting form, as
in the original work of Beck [9]. Here we summarize the origin of superstatis-
tics which, as it will clearly result, is to be considered a form of infinitely
slow modulation. We shall follow the derivation of Beck and Cohen, originally
made for the motion of a Brownian particle in a turbulent fluid in a stationary
state.
1The particular use of the symbols T , γ and β is limited to this section.
2Here, the word “modulated” means time-dependent.
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First of all, we partition the system of interest in many cells3 which are
approximately in local (Maxwellian) equilibrium. Consequently to each cell
can be assigned an inverse temperature β, which changes slowly through the
system on a characteristic time scale T . Next, we consider the Brownian
particle with unitary mass, initially in a cell with inverse temperature β; its
velocity satisfies the linear Langevin equation,
u˙ = −γu+ σL(t), (1.17)
where L(t) is Gaussian white noise, γ > 0 is a friction constant, and σ
describes the strength of the noise. The stationary probability density of u is
Gaussian with zero average and variance β−1, where β = γ/σ2 is identified, as
already said, with the inverse temperature of ordinary statistical mechanics.
However here, unlike in Brownian motion, the parameters γ and σ of equation
(1.17) are allowed to fluctuate and this assumption completely changes the
ordinary situation. In particular, the quantity β varies on a time scale T ,
due to the complicated dynamics of the fluid through which the particle
moves passing from one cell to another, while the characteristic time for
the Brownian particle to reach equilibrium in a cell is γ−1. The particle
motion is therefore subject to two separated time scales. It is easy to show
that the Nutting distribution for u is obtained if the fluid dynamics can be
represented by a gamma-distribution for β. In other words, if we choose a
particular “ad hoc” function, it is possible to obtain the distribution given
in the Introduction by Eq. (1). To be specific, let us assume that either γ or
σ, or both, fluctuate in such a way that β is gamma-distributed with degree
n, i.e., the probability density of β is given by
f(β) =
1
Γ(n/2)
(
n
2β0
)
β(n/2−1)exp(−nβ/2β0). (1.18)
The Γ-distribution is a typical one that naturally arises in many circum-
stances. For example, consider n independent Gaussian random variables
3In the real space, but similarly to what Boltzmann did in the µ-space.
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χi, i = 1, 2, . . . , n, all with mean zero. The quantity
β =
n∑
i=1
χ2i (1.19)
has the probability density function of equation (1.18), with average β0 and
variance 2β20/n. So, if the fluid motion can be represented by n independent
Gaussian random variables, the resulting β-distribution is exactly given by
Eq. (1.18).
From now on we shall adopt Cohen’s derivation [23], from which it is
easier to understand the connection with our concept of modulation. First
of all, Eq. (1.18) is rewritten in the more schematic form:
f(β) =
1
bΓ(c)
(β
b
)c−1
e(−β/b), (1.20)
with c = n/2 and b = 2β0/n. Now we make the assumption that the time
scale of the β fluctuations is much larger than the typical scale γ−1 which
the Langevin system needs to reach equilibrium (this assumption is crucial
for the proper definition of modulation). So, simply using the condition
γ−1 ¿ T , we obtain for the probability of finding the Brownian particle with
velocity u in a cell in the fluid with energy E = (1/2)u2:
B(E) =
∫ ∞
0
e−βEf(β)dβ =
1
bcΓ(c)
·
∫ ∞
0
βc−1 · e−β(E+1/b)dβ. (1.21)
Using the known formula [24]:∫ ∞
0
xν−1e−µxdx =
1
µν
Γ(ν), (1.22)
we finally get the inverse power-law:
B(E) =
∫ ∞
0
e−βEf(β)dβ =
1
(1 + bE)c
. (1.23)
The generalized Boltzmann factor B(E) is therefore the product of the prob-
ability to find the Brownian particle in local equilibrium in a cell with energy
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E (∼ e−βE) and the probability f(β) to find the cell with an inverse temper-
ature β. Clearly, since γ−1 ¿ T , both the friction γ and the cell’s dimensions
must be big enough to enable the particle to reach a local Boltzmann distri-
bution before β changes significantly. Equation (1.23) expresses B(E) as a
“statistics (f(β)) of a statistics (e−βE)”. For this reason this approach has
been called superstatistics.
1.2.2 The Modulation approach
According to superstatistics, the Nutting distribution can be derived from the
superposition of infinitely many exponentially decaying functions. Besides,
Cohen points out explicitly that the time scale of the passage from a canonical
distribution to another must be much larger than the time scale of each
canonical process. Thus, we can qualify superstatistics as the limit form
of very slow modulation. However, we have in mind a unique sequence of
experimental waiting times and not an ensemble of different sequences. For
this reason, in order to make the passage from one exponential to another
possible, we do not adopt exactly superstatistics, but we rather consider
a form of slow modulation. We shall refer to this approach to complexity
simply as modulation.
Following the idea of the modulation theory exposed at the beginnings of
Section 1.2, the waiting time distribution should be written under the form
ψ(τ) =
∫ ∞
0
Π(λ) · λe(−λτ)dλ. (1.24)
At this point, with an appropriate choice for Π(λ), it is possible to obtain
different distributions of waiting times. In order to transform ψ(τ) into the
inverse power-law of the desired form, we use the Γ-distribution of order
(µ− 1), namely
Π(λ) =
T µ−1
Γ(µ− 1)λ
µ−2e(−λT ). (1.25)
This formula is nothing but Eq. (1.20) proposed by Cohen [23]. Originally
restricted to semi-integer numbers, in Ref. [25] it was generalized for real
values of µ. Let us show that, with this particular choice of Π(λ), ψ(τ)
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becomes exactly the Nutting distribution. In fact, substituting λT with λ′
into equation (1.24), we have
ψ(τ) =
1
T
∫ ∞
0
(λ′)µ−1
Γ(µ− 1)e
−λ′(1+τ/T )dλ′ (1.26)
After another variable’s change, λ′′ = λ′(1 + τ/T ), and a couple of passages,
we get
ψ(τ) =
T µ−1
(τ + T )µ
1
Γ(µ− 1)
∫ ∞
0
(λ′′)µ−1e−λ
′′
dλ′′ (1.27)
The integral in equation (1.27) corresponds to the definition of Γ(µ). Finally,
exploiting one property of the gamma-functions, we obtain the Nutting dis-
tribution:
ψ(τ) =
Γ(µ)
Γ(µ− 1) ·
T µ−1
(τ + T )µ
= (µ− 1) · T
µ−1
(τ + T )µ
. (1.28)
In conclusion, we have illustrated how superposing infinitely many expo-
nentially decaying functions it is possible to generate an inverse power law.
This, by itself, is not enough to qualify the approach as modulation because
its proper definition requires a time-scale separation. In fact, if each of the
τi values is selected from a different exponential distribution, these times are
totally uncorrelated and the resulting process is no doubt renewal. To make
it become a form of modulation theory, a large sequence of time values must
be drawn from each of the exponential distributions used to generate the
Nutting function. This serves the purpose of allowing the system to reach
the local form of canonical equilibrium.
Let us discuss the practical way we shall adopt to realize modulation.
To understand the physical implications of modulation, we make the as-
sumption of being able to generate time series with no computer time and
computer memory limitation. Of course, this is an ideal condition, and in
practice we shall have to deal with the numerical limits of the mathemati-
cal algorithm that we adopt to understand modulation. The reader might
imagine that we have a box with a very large number of labelled balls. The
label of any ball is a given number λ. There are many balls with the same
λ, so as to fit the probability density of Eq. (1.25). We randomly draw
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the balls from the box and after reading the label we place the ball back
in the box. Of course, this procedure implies that we are working with
discrete rather than continuous numbers. However, we make the assump-
tion that it is possible to freely increase the balls’ number so as to come
arbitrarily close to the continuous probability density of Eq. (1.25). After
creating the sequence {λj}, we generate the sequence {τi} with the following
protocol. For each λj, the reader should imagine a second box containing
another set of infinitely many balls. Each ball is now labelled with a num-
ber τi, according to the distribution density given by ψj(τ) = λj exp(−λjτ).
At this point, one problem arises: how many τi do we have to draw, keep-
ing the same λ? The number of τi extracted has to be very big, but when
precisely the change of λ has to happen? Obviously, the time series will de-
pend on this choice and, therefore, modulation is not uniquely built up. In
practice, to realize the sequence {τi} associated to the second approach to
complexity, we adopt two different criterions:
• Prescription N.1 For each λ, a fixed number Nd of time intervals is
extracted from the second box. In order to produce a slow modulation,
Nd must be much greater than 1. Notice that, according to the argu-
ments of Cohen [23], for modulation to be identified with superstatistics
it is necessary to make Nd extremely large, virtually infinite.
• Prescription N.2. The waiting times are drawn from the same Pois-
son distribution for a fixed amount of time Td. Again, Td must be
sufficiently large to ensure the proper definition of modulation.
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Chapter 2
Standard methods of analysis
A stochastic process is usually characterized by two fundamental quantities:
the probability density, which describes the amplitude distribution of the
fluctuations, and the autocorrelation function, which indicates how much a
given fluctuation influences the successive ones. In this chapter we perform
the first comparison of the time series stemming from the two approaches
to complexity. The properties of the different time series (which, by con-
struction, should have the same non-Poisson distribution) are theoretically
discussed and numerically tested with some standard tools of statistical anal-
ysis. After introducing the dynamic system to which we shall refer through-
out this work, namely the Symmetric Velocity Model, we will show that the
two proposals, although different, may lead to identical statistical results as
far as the waiting time distribution, the correlation function and the mean
squared displacement are concerned. Thus, at first sight, they seem indistin-
guishable, leaving no motivation whatsoever to prefer the one to the other
in the modelling of a given experimental time series.
2.1 Waiting-time distributions
As repeatedly said, either in the renewal or in the modulation perspective,
the real positive waiting times {τi} are generated in such a way as to yield
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the same Nutting distribution:
ψ(τ) = (µ− 1) T
µ−1
(τ + T )µ
. (2.1)
In particular, for reasons which will be soon clarified, we limit our investiga-
tion to the case:
2 < µ < 3. (2.2)
In Chapter 1 we have theoretically demonstrated the equality of the dis-
tributions obtained with the renewal and modulation perspectives. In the
following subsection we limit ourselves to describing the two Monte Carlo
simulations which generate the time sequences used for the numerical anal-
ysis throughout the thesis.
2.1.1 Numerical generation
The renewal time series is numerically generated by simply using the proce-
dure illustrated in Section 1.1.1: with the aid of a random-number generator,
the sequence {τi} is created by directly drawing the times from Eq. (1.6).
The numerical approach is instead a bit more delicate, as far as mod-
ulation theory is concerned. The first step in the Monte Carlo simulation
consists in generating a sequence of random numbers, corresponding to the
λ values, extracted according to the Γ-distribution Π(λ) given by Eq. (1.25).
An approach similar to the one used for renewal cannot be applied here be-
cause there is no simple analytical expression for the cumulative function of
Γ-distributions. As a consequence, it is not possible to obtain an explicit ex-
pression for the function relating the number λ to a uniform random number
belonging to the interval I = (0, 1]. We therefore decided to use a rejection
method, as suggested in Ref. [26], based on using an analytical majorant
function f(λ), whose values, at each λ, are slightly greater than the corre-
sponding values of the Γ-distribution. The idea of the method is to draw
uniformly random points in the plane region under the graph of f(λ); among
all of them, the points which fall also under the graph of the Γ-distribution
are accepted, the others are rejected. The random points are drawn as fol-
lows. First of all, we draw a random number λ having probability distribution
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f(λ)/A, where A > 1 is the area under the graph of f(λ). This is easily done
if f(λ) is chosen with a simple analytical expression, so that it is possible
to apply a procedure analogous to the one used in Section 1.1.1. Then, for
every extracted λ, a random number κ is uniformly drawn in the interval
[0, f(λ)]: if the point (λ;κ) falls under the Γ-graph, λ is accepted, otherwise
it is rejected. In the specific case, we have chosen the following majorant
function:
f(λ) =
{
αe−λ if λ < 1
β
λ2
if λ > 1
(2.3)
Of course, in order to obtain a given number of accepted points, the rejec-
tion method requires a greater amount of random drawings, the difference
depending on the choice of the majorant function. So, for the majorant
function defined by Eq. (2.3), we have found the parameter values which
approximately maximize the percentage of accepted drawings. These opti-
mizing values depend on µ: for instance, β = 1 and α = β ·e (e is the Neper’s
number) ensure a very small waste of points for µ = 2.5. Furthermore, we
compared the histograms computed from the sequence of simulated random
numbers with the probability distribution Π(λ) given in Eq. (1.25), and
found an excellent agreement.
Now, if we follow Prescription N.1, for each λ value, Nd numbers cor-
responding to Nd waiting times of the whole sequence must be drawn from
the exponential distribution of Eq. (1.15). This is easily obtained with the
method described in Section 1.1.1. In fact, given λ, the τ ’s are extracted
according to the density:
ψ(τ) = λe−λτ , (2.4)
and using the relation between this distribution and the uniform one (namely
p0(y) = 1, 0 < y ≤ 1),
|ψ(τ) · dτ | = |1 · dy| =⇒
∫ τ
0
λe−λtdt = y, (2.5)
we find the expression for τ :
τ = −1
λ
ln(1− y). (2.6)
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Below, we limit ourselves to presenting some numerical histograms of the
waiting time sequences {τi}, computed by using the two different approaches
under study. Notice that from now on we fix, for the numerical simulations,
the following values for the parameters T and µ:
T = 1, µ = 2.5. (2.7)
This particular choice of T does not imply any loss of generality and simplifies
the analytical calculations.
Figure 2.1: Renewal waiting time histogram over the time interval [0;1000]. The dotted
line plots the Nutting function: ψ(τ) = 1.5/(1 + τ)2.5.
Starting from the renewal case, the bilogarithmic plot of both the waiting
time histogram and the Nutting distribution shown in Fig.2.1 illustrates the
goodness of the numerical simulation: the probability density function looks
almost identical to the theoretical distribution.
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Also in the case of modulation, Fig. 2.2, the numerical and theoretical
distributions look indistinguishable if we limit the histogram’s range to the
time interval [0; 1000]. However, as shown in figure 2.3, this coincidence is
(a) Nd = 1 (b) Nd = 10
(c) Nd = 100 (d) Nd = 1000
Figure 2.2: Numerical histograms of the {τi} sequences corresponding to modulation
with different values of Nd (prescription N.1).
lost when we enlarge the region of times included in the histogram. This is
clearly an effect of the finiteness of the total number of extracted times (10
millions). Fig. 2.3(a) shows that, even if at very large times the renewal
histogram exhibits its discreteness, it keeps the theoretical form up to times
of the order of 10000 units1. On the contrary, when modulation is involved,
1The area under the graph is approximately the same as the corresponding area under
the Nutting function.
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the departure from the Nutting distribution becomes more and more marked
as the value of Nd is increased. In particular, this behavior becomes evident
for Nd = 1000 (Fig. 2.3(b)). We will discuss more deeply this delicate issue
and its consequences in Section 2.3.
(a) Renewal
(b) Modulation with Nd = 1000
Figure 2.3: Comparison between the histograms corresponding to renewal and modula-
tion with Nd = 1000 over the time interval [0;10000].
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2.2 Diffusion
Many complex processes generate erratic jumps from a state “on” to a state
“off” and back. For example, beside the already mentioned blinking quantum
dots, in patch clamp recordings, one measures the ion current through a
membrane-pore under an applied electric field for a long time. The current
fluctuations between two levels are attributed to conformational changes that
cause the opening and the closing of the membrane-pore. Starting from
the time series, a diffusion trajectory is usually generated and analyzed in
order to deepen the study of the underlying processes, like the dynamics of
conformational changes of the membrane-pore. However, when all the times
along the trajectory are uncorrelated, the waiting time probability density
functions contain all the information [27]. Therefore, two kinetic schemes
that lead to uncorrelated trajectories with the same waiting time distribution
cannot be distinguished through the trajectory analysis. On the contrary, if
one of the schemes produces some sort of correlation, it should be possible,
in principle, to reveal the differences between its diffusion trajectory and the
uncorrelated one. In the case of modulation, the grouping of the waiting
times τi extracted from the same exponential is a subtle form of correlation.
Therefore we expect that, through some sort of trajectory analysis, it should
be possible to distinguish between the renewal and modulation schemes.
2.2.1 The dynamic process
Once the waiting times are drawn, we use the resulting sequence {τi} to
distribute events on the time axis. So, we split the time axis into many
segments of lengths determined by the set of numbers {τi}: the first interval
begins at time t = 0 and ends with the first event at t = τ1, the second
begins at t = τ1 and ends at t = τ1 + τ2, and so on. This sequence of time
intervals, which cannot in general be directly observable, will be referred to
as the theoretical sequence. As in the Manneville map, the time intervals
between two consecutive events will be called laminar regions even if, in the
case of modulation, the laminar regions are subtly correlated.
Now it is time to introduce the dynamic system adopted to transform the
theoretical time-series into a diffusion trajectory. The starting point is the
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simple dynamic equation:
x˙ = ξ(t), (2.8)
where x and ξ represent respectively the diffusing variable and the velocity
associated to it. We are describing a diffusion process and thus the time
evolution of ξ(t) is extremely irregular and unpredictable. Assuming that we
are given a noiseless one-dimensional trajectory, we consider ξ as a stochastic
variable and Eq. (2.8) becomes a stochastic equation for x.
There are many possible choices for the stochastic process ξ(t). Here we
adopt the Symmetric Velocity Model (SVM): ξ(t) is a dichotomous signal
created as follows. At the beginning of each time interval we toss a coin
and, according to whether we get a head or a tail, assign to ξ the value W
or the value −W over the whole interval. The time intervals resulting from
the juxtaposition of laminar regions with the same value of ξ will be called
experimental laminar regions. Due to the protocol that we use to realize the
dichotomic sequence under study, a given experimental laminar region may
contain an arbitrarily large number of consecutive theoretical time intervals
that the coin tossing procedure labels with the same sign. By definition,
we can only observe the experimental laminar regions: they begin and end
with a random event, namely the coin tossing that determines its sign, but
we cannot establish if other random events occur or not, and how many,
between the beginning and the end of an experimental laminar region.
In a few words, the particle whose space coordinate is x moves with constant
velocity for a time τi until the coin-tossing procedure determines if it keeps
on going ahead or it suddenly reverts its motion; in no case the particle stops
and so it is possible to observe only the direction’s change. The successive
step lasts for a time τi+1, after which the coin-tossing is repeated. All this
procedure is summarized in figure 2.4.
We could have simply adopted the alternating sign criterion, namely, the
first laminar region is assigned the value W , the second the value −W , the
third the value W , and so on. The coin tossing has been introduced because,
as it will be clarified in Section 2.2.3, if the diffusion trajectory is built up in
such a way it is possible to get an exact analytical expression for the correla-
tion function. Besides, the consequent birth of two different probability den-
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Figure 2.4: SVM: Generation of the diffusion trajectory.
sity functions, ψtheo(t)
2 and ψexp(τ), and the adoption of the suggestive term
experimental reflect the fact that this procedure is just the same as that we
would adopt when making a real experimental observation. A relevant exam-
ple is the phenomenon of blinking quantum dots [3, 4], which has been the ob-
ject of some interesting theoretical papers [5, 28] using dichotomous stochas-
tic processes. A single quantum dot undergoing a process of resonant fluores-
cence produces an intermittent light signal, which can be identified with the
sequence ξ(t) under study, relating the valuesW and −W to the light-on and
light-off states, respectively. Actually, in this special case, the experimental
distributions of the light and darkness times are not identical and are found
to be inverse power laws with index µ < 2. In the model proposed here we
consider the complementary case µ > 2, so as to realize a condition com-
patible with the existence of a stationary correlation function for ξ(t) 3 and,
for simplicity, we assume that the two states have the same statistical weight.
2From now on, the theoretical distribution of time intervals will be denoted indifferently
by ψtheo(t) or simply by ψ(t).
3In this case the mean time of the distribution under study is finite and 〈τ〉 = Tµ−2 .
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It is worth noting that, even if ψexp(t) does not coincide with ψ(t), Zumofen
and Klafter [29] found that the theoretical waiting time distribution ψ(t) is
connected to the experimental distribution by the Laplace transform relation
ψˆexp(u) =
ψˆ(u)
2− ψˆ(u) , (2.9)
where fˆ (u) denotes the Laplace transform of a function f (t). Notice that, for
u → 0, the time asymptotic limit of ψexp(t) has the same inverse power-law
form with index µ as does ψ(t).
2.2.2 Second Moment and Autocorrelation Function
The study of the diffusion processes is usually based on the measurement of
the mean squared displacement, or second moment. So, consider again Eq.
(2.8). The integration of the starting dynamic equation gives
x(t) =
∫ t
0
ξ(t′)dt′ + x(0), (2.10)
whence, by squaring and averaging, it follows:
〈
x2(t)
〉
=
∫ t
0
dt′
∫ t
0
dt′′〈ξ(t′)ξ(t′′)〉+ 2
∫ t
0
dt′〈ξ(t′)x(0)〉+ 〈x2(0)〉. (2.11)
The average should be made over the ensemble of systems at equilibrium.
Actually, we compute it by using the unique sequence at our disposal, namely
averaging over a big number of different trajectories obtained starting from
different initial positions. If the ergodic hypothesis is valid and the sequence
is sufficiently long, the two averages coincide. So, let us introduce the nor-
malized correlation function,
Φξ(t
′, t′′) =
〈ξ(t′)ξ(t′′)〉
〈ξ2〉 , (2.12)
and let us make the key assumption that the process driving the dynamics
of ξ is stationary. This implies that:
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1. 〈ξ(t′)ξ(t′′)〉eq = 〈ξ(0)ξ(t′′− t′)〉eq = 〈ξ(0)ξ|t′− t′′|〉eq because of the time
simmetry.
2. 〈ξ(t)〉 and 〈ξ2(t)〉 do not depend on time. Without losing generality,
we assume 〈ξ(t)〉 = 0.
Thanks to the stationary condition, it is possible to define the normalized
equilibrium autocorrelation function for the fluctuation ξ (t) as
Φξ(t) =
〈ξ(0)ξ(t)〉
〈ξ2〉 , (2.13)
and it can be evaluated by adopting the time average, namely as the limit:
Φξ(t) = lim
T→∞
∫ T
0
ξ(t′)ξ(t′ + t)dt′
T
. (2.14)
Coming back to Eq. (2.11), the second term on the right hand side is null
since 〈ξ(t) · x(0)〉 = 〈ξ(t)〉 · 〈x(0)〉 = 0. Then, by using time symmetry, with
a simple variable change, we arrive at
〈
x2(t)
〉
=
〈
x2(0)
〉
+ 2
〈
ξ2(t)
〉
eq
∫ t
0
dt′
∫ t′
0
dt′′Φξ(t′′). (2.15)
From this equation it is evident that the behavior of the second moment is
determined by the autocorrelation function. If we derive it with respect to
time, we get:
d
dt
〈
x2(t)
〉
= 2
〈
ξ2(t)
〉
eq
∫ t
0
dt′Φξ(t′). (2.16)
This important equation sheds light on the relation between the time evolu-
tion of the second moment and the integral from 0 to t of the autocorrelation
function. This integral has the dimensions of time and its asymptotic value,
α =
∫ ∞
0
Φξ(t)dt, (2.17)
is called correlation time. In fact, α can be interpreted as the time within
which ξ(t) bears a correlation with ξ(t− t′). After a time longer than α, any
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memory of the past is lost. When Φξ(t) decreases so rapidly that α is finite
and positive, it immediately follows that〈
x2(t)
〉− 〈x2(0)〉 = 2Dt, (2.18)
where D =
〈
ξ2(t)
〉
eq
· α is the diffusion coefficient. Therefore, the second
moment is asymptotically linear in time.
In conclusion, whenever Φξ(t) is integrable, we obtain an asymptotic trend
corresponding to the Brownian motion predicted by the central limit theorem.
On the contrary, the divergence of the integral in Eq. (2.17) indicates long-
range correlations and anomalous diffusion. This is exactly what happens in
the cases under study.
2.2.3 Geisel’s expression for the correlation function
Let us go back to the particular diffusion model we are studying, namely
the Symmetric Velocity Model. The “experimental” sequence is generated
starting from the Nutting distribution and then grouping the patches filled
either with +W or −W . Since the mean time is finite and the fluctuation
ξ is symmetric, the corresponding two-point autocorrelation function can be
defined as
Φξ(t) =
〈ξ(0)ξ(t)〉
〈ξ2〉 , (2.19)
because the process is stationary in time. The autocorrelation function of
ξ is not apparently related to ψexp(t). However, in the framework of re-
newal theory, it is possible to relate the autocorrelation function Φξ(t) to the
theoretical waiting time distribution function ψtheo(t). This connection was
derived by Geisel et al. [30] and the approach that we adopt here rests on
the same time average procedure as that adopted by those authors.
Starting from the definition of Eq. (2.19), let us derive Geisel’s expression
for the two-point correlation function. With reference to the dichotomic
model under examination, we first observe that the sojourn times in the two
states are not correlated. Therefore, if we consider all the cases where 0
and t belong to different experimental laminar regions, we have that their
contribution to the mean value 〈ξ(0)ξ(t)〉 and so to Φξ(t) is zero. In fact, if
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these two times are located in different laminar regions, the adoption of the
coin tossing procedure, for any contribution of a given sign to the correlation
function, would produce with equal probability a contribution with opposite
sign, thereby providing a vanishing average contribution. Instead, if ξ(0) and
ξ(t) belong to the same laminar region, their contribution to the mean value
is always equal to W 2. These observations allow us to deduce an intuitive
formulation for the autocorrelation function: Φξ(t) can now be identified with
the probability of finding 0 and t in the same laminar region. Consequently,
it can be written as the product of two terms: the probability that the
instant 0 falls inside a laminar region of length t′ multiplied by the conditional
probability of having t in the same region, and then integrating over t′ 4.
The first term is equal to t′ψtheo(t′)/
∫∞
0
t′ψtheo(t′)dt′, because t′ψtheo(t′) is,
by definition, the fraction of time globally passed in laminar regions of length
t′; the second term is instead given by (t′ − t)/t′. Therefore we obtain
Φξ(t) =
∫ ∞
t
t′ψtheo(t′)∫∞
0
t′′ψtheo(t′′)dt′′
· (t
′ − t)
t′
dt′, (2.20)
from which Geisel’s expression for Φξ(t) follows:
Φξ(t) =
1
〈τtheo〉
∫ ∞
t
(t′ − t)ψtheo(t′)dt′ (2.21)
where 〈τtheo〉 is the mean waiting time of the theoretical distribution. Looking
at Geisel’s formula it is worth pointing out that the second derivative of the
correlation function is proportional to ψtheo(t), namely,
d2
dt2
Φξ(t) =
ψtheo(t)
〈τtheo〉 . (2.22)
Moreover, if we adopt the Nutting form for ψtheo(t) and substitute it into
equation (2.21), we have
Φξ(t) =
µ− 2
T
(µ− 1)T µ−1
∫ ∞
t
(t′ − t) 1
(t′ + T )µ
dt′ (2.23)
4Of course, t has to be smaller than t′.
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whence, after a couple of passages, it follows
Φξ(t) =
(
T
T + t
)β
, (2.24)
with
β ≡ µ− 2. (2.25)
Notice that, for µ > 3, the autocorrelation function of the fluctuation is in-
tegrable; on the contrary, for µ < 3, it is not.
In conclusion, we have obtained an analytic expression for the renewal cor-
relation function.
What about the correlation function of the corresponding diffusion pro-
cess generated with the modulation approach? The distribution density Π(λ)
is an equilibrium distribution allowing us to evaluate the correlation func-
tion through Eq. (2.19) even if we realize the inverse power-law distribution
through modulation rather than by means of the renewal prescription. We
notice that with prescription N.1 the time spent by the system with a given λ
is inversely proportional to λ, whereas prescription N.2 makes it independent
of λ. Therefore the autocorrelation function associated to the modulation ap-
proaches depends on the prescription.
Let us consider prescription N.1. We immediately notice that the corre-
lation function of the fluctuation ξ, defined as
Φξ(t) ≡ 1
W 2
〈ξ(t′)ξ(t′ + t)〉, (2.26)
is equal, for any fixed λ, to exp(−λt). We also notice that the smaller λ the
larger are the time intervals corresponding to it. Consequently, according to
Ref. [25], for a proper definition of the effect of modulation on Φξ(t), we have
to use the statistical weight Π(λ)/λ, which yields
Φξ(t) =
∫∞
0
Π(λ)
λ
exp(−λt)dλ∫∞
0
Π(λ)
λ
dλ
. (2.27)
This means that, as noted by the authors of Ref. [25], the waiting time
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distribution ψ(t) of Eq. (1.24) is proportional to the second time derivative of
Φξ(t), as resulting from Eq. (2.27). This is the same property found above for
the renewal case and expressed in Eq. (2.22). Thus, under prescription N.1,
not only do modulation and renewal yield the same ψ(t), but also the same
correlation function. As a consequence, by comparing the second moments
of the diffusing variable, it is not possible to discriminate between renewal
and modulation.
On the other hand, if we consider prescription N.2, the autocorrelation
function assumes the form
Φξ(t) =
∫ ∞
0
Π(λ) exp(−λt)dλ∫∞
0
Π(λ)dλ
. (2.28)
Therefore, if we adopt prescription N.2, the waiting time distribution ψ(t) is
proportional to the first rather than to the second time derivative of Φξ(t).
Due to the Central Limit Theorem, being 2 < µ < 3, the correlation function
is integrable and the scaling of the diffusion process is expected to be that of
standard diffusion; in a few words if, at least approximately, scaling holds,
then δ = 0.5 and the function F (y) of Eq. (4) is a Gaussian function.
In conclusion, prescription N.1 and prescription N.2 yield a non-integrable
and an integrable correlation function, respectively. In other words, prescrip-
tion N.1 makes it possible for renewal and modulation to produce the same
waiting time distribution ψ(t) and the same correlation function Φξ(t) as
well, whereas prescription N.2 leads to a different correlation function. Fi-
nally, we underline that, with both prescriptions, the condition of extremely
slow modulation is essential to assure the equilibrium condition allowing us
to define the stationary correlation functions of Eq. (2.27) and Eq. (2.28).
Now, let us come back to the analytical expression given by Eq. (2.24) for
the correlation function and valid in both cases of renewal and of modulation
with fixed Nd; it has an inverse power-law form and in particular,
lim
t→∞
Φξ(t) ∝ 1
tµ−2
. (2.29)
If µ belongs to the interval [2; 3], the correlation time diverges. In order to
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get an expression for the behavior of the second moment as well, we derive
Eq. (2.16) obtaining:
d2
dt2
〈
x2(t)
〉
= 2
〈
ξ2(t)
〉
eq
Φξ(t). (2.30)
From equations (2.29) and (2.30) it simply follows that, in the asymptotic
limit: 〈
x2(t)
〉 ∝ Kt2H (2.31)
where H is the Hurst parameter.5 In the case under examination,
H =
4− µ
2
. (2.32)
Being 2 < µ < 3, we have 1/2 < H < 1. In particular, H = 1 defines the
limiting case of ballistic motion in one direction (ξ constant and equal toW or
−W ), while H = 1/2 corresponds to the simple Brownian motion. It is then
clear that the Hurst parameter’s range considered in this work corresponds
to a correlation function with a positive tail and to a faster diffusive motion
than Brownian motion (superdiffusion).
Summarizing, the cases of renewal and modulation’s prescription N.1 have
the same correlation function and, therefore, also identical second moments.
Besides, µ belongs to the interval [2; 3] and so the processes under exam are
superdiffusive.
5From the scientist’s name who developed the statistical method of Rescaled Range
Analysis used to study a series of observations at different times, such as the water level
of the Nile river.
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2.3 Numerical analysis
The theoretical discussion made in Sections 2.2.2 and 2.2.3 is well supported
by the numerical outcomes of the Monte Carlo computer simulations. These
results are obtained by generating the Nutting distributed sequences of wait-
ing times, and then building up the experimental time series according to
the symmetric velocity model. The autocorrelation function and the second
moment are calculated on this final sequence, directly from their definitions.
Before showing and commenting the results, some observations are in or-
der. First of all, as already noticed in Section 2.1.1, the computer capabilities
are big but nevertheless limited and so it is impossible to generate infinite
sequences of waiting-times. We remember that the time average is calculated
over a single very long sequence (of approximately 107 laminar regions), by
generating a large number of different trajectories, each obtained by starting
at different points. If the sequence was infinite and the average made over in-
finitely many trajectories, assuming the ergodic theorem to be valid, our time
average would perfectly coincide with the ensemble average. In the numerical
simulation, the goodness of the measure is altered by the finiteness of the
sequence. For instance, let us consider the numerical correlation function for
the renewal case plotted in figure 2.5; it exhibits a good agreement with the
theoretical prediction for up to large time intervals. However, as expected,
at very big times the agreement becomes worse. The explanation is again
to be found in the fact that the distribution P (x, t) ranges over the interval
[−t; t] and for increasing times the statistics at our disposal is not sufficient
to properly describe the theoretical distribution. In particular, as time in-
creases, the tails of the distribution, namely the regions in which |x| ' t
and responsible for the asymptotic trend, depopulate more rapidly than the
central region, where the distribution is approximately Gaussian. To help
the reader understand this delicate point, let us think about the meaning of
the correlation function found in Section 2.2.3: its value at time t is nothing
but the probability of extracting from the entire sequence two random times
in the same laminar region of length t. So, even if virtually there should be
infinitely long waiting times, practically there is a maximum length for the
time intervals generated by the numerical distribution, and consequently the
38
Figure 2.5: Correlation functions corresponding to renewal and modulation with Nd =
100, 1000 (prescription N.1). The dotted line plots the exact Geisel’expression for the
correlation function: Φξ(t) = 1/(1 + t)0.5.
correlation function, for greater time values, falls to zero. Of course, increas-
ing the statistics, the maximum value of the sojourn times should likewise
increase and the numerical results would confirm the theoretical trends for
longer times.
As far as the modulation scheme is concerned, we have considered two
values of Nd, 100 and 1000, in order to investigate the effects of progressive
approaching the limit of Nd = ∞. Fig. 2.5 shows immediately that the
numerical simulations confirm the theoretical results for short times. In
fact, when we deal with modulation, a huge statistics is required to face,
in addition to the problems caused by the sequence’s finiteness, also the
numerical difficulties hidden in its proper definition. In a few words, Nd must
be very large because modulation has to be very slow. On the other hand,
increasing Nd makes necessary to correspondingly increase the total number
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of waiting times in order to properly reproduce the Nutting distribution: the
number of exponentials, on which the prescribed weighted average has to
be calculated, must remain sufficiently high. Therefore, on account of the
capabilities of a commonly used personal computer, we are forced to consider
Nd = 100 as sufficiently large to test modulation.
Figure 2.6: Mean squared displacements corresponding to renewal and modulation pre-
scription N.1. The dotted line plots the second moment analytical expression:
〈
x2(t)
〉
=
8
3 · (1 + t)1.5 − 4 · t− 83 .
Finally, let us come to Fig.2.6, showing the time evolution of the numerical
second moments. It is important to notice that, knowing the exact expression
for the autocorrelation function, the mean squared displacement can easily
be expressed analytically; in fact, simply by substituting Geisel’s correlation
function into equation (2.15), we get:
〈
x2(t)
〉
= 2 · T µ−2 ·
[
(t+ T )4−µ
(3− µ)(4− µ) −
T 3−µ
(3− µ) · t−
T 4−µ
(3− µ)(4− µ)
]
. (2.33)
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Thanks to this expression, it is possible to compare not only the asymp-
totic behavior, characterized by the Hurst coefficient H, but the whole time
evolution. This is particularly helpful here because of the above discussed
problems arising at large times. In conclusion, looking at Fig. 2.6, in the
case Nd = 100 the numerical outcomes are in very good agreement with the
theoretical predictions. Obviously, when Nd increases, the results become
worse.
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Chapter 3
Aging
In Chapter 2 we have shown that the waiting time distribution and the
second moment do not permit to distinguish whether the given time series is
generated according to a model based on the renewal theory or on modulation
with prescription N.1. However, according to Ref. [27], there should be some
trajectory’s property that reveals the subtle correlation hidden in the time
series generated with the modulation approach. One of these properties is
aging.
The phenomenon of aging has been known for a long time as a property
of spin glasses and polymers [31], and it is thought to be determined by the
fact that the system under study is out of equilibrium and that the regression
to equilibrium involves times larger than the observation time [32]. In a
few words, aging is a property of non-Poisson statistics which arises as a
consequence of beginning the system observation a significant time after its
preparation.
The waiting time distribution ψ(t) has the following meaning. The quan-
tity ψ(t)dt is the probability that a laminar region beginning at t = 0 ends in
the small interval [t, t+dt]. Suppose we have at our disposal a Gibbs ensem-
ble of sequences, all of which starting with the beginning of the first laminar
region, located at t = 0; to derive experimentally ψ(t) we have to observe
the time at which the first laminar region of each sequence of the sample
ends. This is equivalent to making the system’s preparation and observation
at the same time. What about the case when observation is delayed with
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respect to preparation? Let us imagine now that the preparation is made at
time t = −ta < 0. The first measured waiting time is denoted by τ1. The
first observed waiting time, at variance with the successive ones, does not
necessarily correspond to the total time duration of a laminar region. In fact,
the first laminar region could have started at some unknown time t = −ta,
so that the first real waiting time is given by τ1 + ta (if no event occurred
in [−ta; 0]). So, the first waiting time histogram records time lengths that
are generally smaller than those corresponding to preparing the system at
time t = 0. Nevertheless, in the case when the waiting time distribution is
exponential, both long and short time lengths are reduced by the same per-
cent. Thus, due to the normalization constraint, turning the histogram into a
waiting distribution density has the effect of recovering the same exponential
form. A renewal exponential process does not age. In the non-exponential
case, delaying the observation process has the effect of producing a larger per-
cent cut of the short-time laminar regions than that of the long-time laminar
regions. As a consequence, with the normalization of the resulting distribu-
tion, the weight of the short-time laminar regions is reduced and the weight
of the long-time laminar regions is enhanced, thereby slowing the decay of
the waiting time distribution.
In this chapter we study the aging effects on sequences generated ac-
cording to the two perspectives under examination by analyzing the corre-
sponding aged ψta(t). In particular we illustrate, with the help of numerical
simulations, how these effects are deeply related to the renewal character of
the process, whereas they rather vanish in the case of a slow modulation.
Finally, we point out that, being modulation with prescription N.2 already
distinguishable from renewal by studying the second moment, we do not
study aging on it.
3.1 Aging in renewal processes
There is a strong relation between renewal processes and aging. This clearly
emerges from the Renewal Theory [8] of Cox as it will be shown in Section
3.2. A lot of work has been done on this topic and complete results have
been obtained [33], [34], [35].
43
Consider the model discussed in section 1.1.1. First of all we should for-
mally define, as E. Barkai does [36], the waiting time probability density
ψta(t). So, let us imagine that the system of interest is prepared in a par-
ticular distribution at a time t = −ta < 0, and that the observation begins
at t = 0. This distribution is such to produce a sequence of time intervals
of length τi, according to the Nutting law. More precisely, the time interval
τ1 begins at t = −ta and ends at t = −ta + τ1, the time interval τ2 begins
at t = −ta + τ1 and ends at t = −ta + τ1 + τ2, and so on. The waiting-time
distribution of age ta, denoted by ψta(t), is determined by the first of these
time intervals overcoming t = 0: the time length of the overlap is the time
length whose distribution determines ψta(t). So, in general, this distribution
depends on ta. Actually, the naive conviction that the waiting-time distribu-
tion density of an experimental time series is given by ψ(t) is based on the
assumption that ta = 0. This means, in fact, that we are considering a set
of random walkers and that at time t = 0 all of them begin their sojourn in
the laminar region. This immediately leads to ψta=0(t) = ψ(t).
It is straightforward to derive the distribution of sojourn times corre-
sponding to ta = −∞. We denote this distribution with the symbol ψ∞(t).
In this case, namely the stationary case1, the probability of selecting a lam-
inar zone of length τ , by a random choice, is equal to τ〈τ〉ψ(t) · dτ , where 〈τ〉
is the mean length of a laminar zone. The probability density of observing
the first change of laminar phase after a time t, being in a laminar zone of
length τ , is given by the expression Θ(τ − t) · (1/τ), where Θ is the Heaviside
step-function. Consequently, for the probability density of having the first
change of laminar phase at time t, namely ψ∞(t), we get, integrating over all
possible τ values,
ψ∞(t) =
1
〈τ〉
∫ ∞
0
τψ(τ)
1
τ
Θ(τ − t)dτ = 1〈τ〉
∫ ∞
t
ψ(τ)dτ. (3.1)
Equation (3.1) clearly establishes that ψ∞(t) is different from ψ(t) and in
particular the index of the inverse power-law decreases by one.
Let us consider now the case of beginning the observation at a generic
time ta > 0. Using renewal theory, it is shown [34] that the resulting aged
1The infinitely aged waiting time distribution does not age any more.
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distribution ψta(t) is accurately described by the following formula,
ψta(t) ≈
∫ ta
0
dyψ(y + t)
Kta
, (3.2)
where K(ta) is the normalization factor defined by
K(ta) ≡
∫ ta
0
Ψ(t′)dt′, (3.3)
and Ψ(t) is the survival probability density function, namely the probability
that no event occurs within the time interval of length t. This formula
is obtained by making the assumption that the beginning of the first time
interval which overlaps the time interval t > 0 occurs with equal probability
at any point between t = −ta and t = 0. The validity of this assumption is
discussed in paper [34], which affords the exact expression for ψta(t) (see also
Ref. [37]) and establishes that the just mentioned approximation is very good
for inverse power-law time series. Even if in between the two limits for ta → 0
and ta →∞ the resulting prediction is not exact, the approximation is very
accurate and, in addition, it yields simple analytical formulas. Therefore,
we adopt this simplifying assumption for the evaluation of the probability
density function at any age.
It is immediate to show that in the case ψ(t) has an exponential form,
the ta-old time distribution coincides with the original distribution and there
is no aging. In fact:
ψta(t) =
∫ ta
0
λe−λ(t+y)dy∫ ta
0
e−λt′dt′
= λe−λt (3.4)
On the contrary, if the explicit form of the Nutting inverse power-law is used
for ψ(t), it is straightforward to prove that Eq. (3.2) yields:
ψta(t) = (µ− 2)(t+ T )
(1−µ) − (t+ T + ta)(1−µ)
T (2−µ) − (ta + T )(2−µ) . (3.5)
From this formula, it is easy to derive that in the limit of t << ta the index
of the inverse power-law distribution is µ, whereas for t >> ta it becomes
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µ − 1.2 This result agrees with the predictions made by Barkai [36] and
clearly indicates the presence of aging.
Now, it is possible to clarify an issue that is causing some confusion in
the literature. This has to do with the fact that in a renewal process, where
the occurrence of an event is totally unpredictable and it has the effect of
resetting to zero the memory of the system, yet a form of infinite memory
might exist. Let us see why it is so. In the non-Poisson case, the experimental
observation yielding ψta(t) allows us to establish at which time the system
was prepared. In fact, the decay of ψta(t) is slower than the decay of ψ(t), and
the experimental observation of the former, once the latter is theoretically
known, allows us to establish with absolute precision when the material was
originally prepared. This is a form of long-standing memory that yet is
compatible with the fact that the laminar regions showing up in the future
do not have any memory of those that occurred in the past.
3.2 Aging in the Renewal Theory
The approach developed by Cox offers a direct connection with the concept
of aging, a phenomenon which, as it will clearly result, arises as a natural
consequence of the renewal character of the system under study. In fact, the
most natural way to introduce aging is through the age-specific failure rate
of Cox [8]. To apply Cox’s arguments to the blinking quantum dots physics,
we have to identify the failure of a component, for instance an electric light
bulb, with the occurrence of an event, as discussed in Section 3.1. According
to Cox, let us consider a sequence of the considered Gibbs ensemble known
not to have produced an event at time t and let r(t) be the rate of event
occurrence at time t, namely, in the usual notation for conditional probability,
r(t) = lim∆t→0+
prob(t < tev ≤ t+∆t|t < Tev)
∆t
. (3.6)
According to Cox [8], r(t) gives the probability of almost immediate event
occurrence of a sequence known to be of age t.
2In accordance with formula (3.1) for ψ∞(t).
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Using the definition of conditional probability, Cox relates r(t) to ψ(t)
and Ψ(t), the survival probability defined by
Ψ(t) =
∫ ∞
t
dt′ψ(t′), (3.7)
yielding the very attractive formula
r(t) = −
d
dt
Ψ(t)
Ψ(t)
. (3.8)
This property of r(t) makes it possible for us to introduce the concept of
aging. In fact, using straightforward algebra (see Appendix A), in the case
where ψ(t) has the Nutting form, the rate r(t) becomes:
r(t) =
µ− 1
T + t
=
r0
1 + r1t
. (3.9)
We refer to r0 = (µ − 1)/T and r1 = 1/T as the rate of the brand new
system and the dynamical rate, respectively. Once r(t) has been introduced,
we see that aging becomes a natural consequence of the renewal process. It
is equivalent to saying that as time increases, the rate r(t) becomes smaller
and smaller, this being a signature of aging. By using Eq. (3.9), the age of
the system can be written as:
ta = T ·
(
r0
r(ta)
− 1
)
(3.10)
Besides, it is remarkable that the power-law index µ is determined by the
ratio of the rate of the brand new system to the dynamic rate,
µ = 1 +
r0
r1
. (3.11)
It is worth comparing Eq. (3.11) to Eq. (1.11), and to the renewal model
of Eq. (1.2). This shows that the parameter α is the rate of the brand new
system and 1/T is the dynamic rate, thereby clarifying the renewal nature
of the renewal model proposed in Section 1.1.1.
The definition of aging as a process yielding the time dependence of r(t),
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defined by Eq. (3.8), might generate the wrong impression that any process
with a non-exponential Ψ(t) has aging. It is important to stress that this is
correct only in the case where the renewal condition applies. The time depen-
dent rate of Eq. (3.9) can be interpreted as a manifestation of aging only in
the case when the waiting time distribution density ψ(t) of Eq. (1) is derived
from a histogram of times that bear no correlation whatsoever among them-
selves.
One last observation: a decay of r(t) slower than 1/t yields a survival prob-
ability that does not decay to zero for t → ∞. On the other side, a decay
of r(t) faster than 1/t generates for the survival probability ϕ(t) a form of
non-Poisson process which is not an inverse power-law, but a stretched ex-
ponential.
3.3 The Aging experiment
According to the literature on aging, we perform the aging analysis in the
following way. The starting point is the virtually infinite sequence of Nut-
ting distributed waiting-times generated with Monte Carlo methods. The
experiment is based on turning this infinite sequence into a large set of “sub-
sequences”. In practice, to establish whether aging exists or not, and, in the
first case, if it is exactly the aging predicted by the renewal theory, we create
a very big number of subsequences by shifting the beginning of each laminar
region to the origin of time. So, the first subsequence is the original one,
beginning at t = 0, with the first laminar region of length τ1, followed by the
laminar region of length τ2, and so on. The second subsequence begins with
the laminar zone of length τ2 followed by the laminar zone of length τ3, and
so on. The third subsequence begins with the laminar region of length τ3,
and so on. This procedure is illustrated in Fig. 3.1.
It is evident that, if we compute the histogram of the first laminar zones
beginning the observation at time ta > 0, the first time intervals detected in
the different subsequences are portions of laminar zones that began earlier.
Thus the resulting histogram does not coincide with the histogram obtained
when the observation starts at t = 0, namely the waiting time histogram
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Figure 3.1: Generation of the truncated waiting times.
of the original whole sequence. (Actually, this happens also in the case of
Poisson distributions; but if we take into account the fact that the distribu-
tion has to be normalized, the histogram of the first laminar regions results
independent of ta and identical to the one made on the original sequence).
In other words, given the sequence of waiting times and an aging time ta,
we compute the truncated waiting times, i.e., the differences between each
waiting time and ta. If the waiting time is shorter than ta, we add the suc-
cessive waiting times until the overall sum exceeds ta, as it is shown in figure
3.1. The truncated waiting time is then defined as the difference between
this sum and ta. In this way we obtain a sequence of truncated waiting times
characterized by some aged probability distribution ψta(t). Aging is present
if this distribution changes with ta.
Before concluding this section, it is worth to underline that the aging
experiment, as a technique of analysis, can be applied on real experimental
time series in order to establish if the system under exam obeys or not renewal
theory. In fact, let us mention the blinking quantum dots (BQD) case to
which part of this work is inspired. In that case, the data at disposal consists
in only one experimental time sequence. Yet, as explained above, we can
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create a very large set of distinct subsequences, measure the first waiting
times and proceed with the analysis. With this method it is possible to
assess not only the existence of aging, a fact already assessed by the authors
of Ref. [28], but it is also possible to show that the predictions of Eq. (3.2)
are fulfilled with surprising accuracy [11, 38]. This seems to be a compelling
proof that the dynamic model responsible for BQD systems must be built
up on the basis of a renewal perspective.
3.3.1 Numerical evidence
In order to compare the “aged distributions” ψta(t) generated both from the
renewal process and from modulation with different Nd’s, we performed a
series of numerical experiments.
First of all we had to face a technical problem: the aged distributions
corresponding to the different cases under examination crossed each other
and so it was difficult to establish which one changed more. To overcome
this problem, rather than working with the function ψta(t), we evaluate and
plot the aged survival probability Ψta(t), defined as:
Ψta(t) =
∫ ∞
t
ψta(t
′)dt′ = 1−
∫ t
0
ψta(t
′)dt′. (3.12)
The survival probability density functions are equivalent to the p.d.f.’s, and
besides they do not cross each other.
Another delicate point of the numerical simulation arises from the prac-
tical definition of modulation. In fact, as prescribed, modulation has to be
slow but very large values of Nd are not suitable because the number of
weighted exponentials that build up modulation has to be sufficiently large
as well. There is not a precise minimum value for Nd which grants for a
correct realization of modulation. In a concrete numerical experiment, the
two implicit requests in the definition of modulation collide and so we have
to make the best compromise. This point becomes even more crucial if we
consider that the modulation process, in the case Nd = 1, coincides with
the renewal process. This is clear if we think that for Nd = 1 any correla-
tion between successive waiting times disappears. Thereafter, to overcome
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the problem, we have performed numerical simulations for different and in-
creasing values of Nd, observing the behavior’s change and the asymptotic
tendency.
 0.001
 0.01
 0.1
 1
 0.1  1  10  100
S u
r v
i v a
l  P
r o
b a
b i
l i t y
t
Figure 3.2: Comparison between the Survival Probability Functions of the renewal
process (continuous lines) and of the modulation process with Nd = 1 (dots) for different
values of ta = 0, 50, 100, 150, 200 (from the lower to the upper curve).
Let us show and comment the numerical outcomes illustrated in the Figs.
3.2, 3.3, 3.4 and 3.5. All these figures illustrate the aging effects on both
the renewal and the modulation models. First of all, as a validation of the
computational experiment, Fig. 3.2 shows the aged survival distribution for
both renewal and modulation with Nd = 1. In this case, the choice of a
given λ determines only one waiting time. As a consequence, any laminar
region does not have anything in common with the earlier laminar regions,
and modulation is indistinguishable from renewal. In fact, as shown in the
figure, the survival probability functions of the two processes decrease with
t and coincide for every choice of ta; furthermore, for each fixed τ , they are
growing functions of ta. On the contrary, Fig. 3.3 shows that it is enough
to set Nd = 10 to make the curves corresponding to renewal significantly
depart from the modulation ones. We see that the first curves exhibit a
faster decay than the others, which implies that with modulation the aging
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effect is already significantly reduced. With a further increase of Nd this
effect becomes greater (Figs. 3.4 and 3.5). We see, in fact, that the dots
tend to coincide with the brand new survival probability.
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Figure 3.3: “Aged” Survival Probability Functions corresponding to the renewal process
(dashed lines) and to modulation process with Nd = 10 (dots) for different values of
ta = 50, 100, 150, 200 (from the lower to the upper curves). The lowest continuous curve
represent the “non-aged” Survival Probability Function (ta = 0).
In conclusion, Figs. 3.3, 3.4 and 3.5 show a clear discrepancy between the
two compared survival distributions: as Nd is increased from 1 to 1000, the
aging phenomenon of the waiting time distributions generated with mod-
ulation decreases until it becomes negligible. The case Nd = 1 shows the
maximum aging and coincides, as expected, with renewal theory, while the
slow modulation case (Nd = 1000) exhibits inappreciable aging. If we con-
sider the limiting case corresponding to Nd →∞, we can say that the aging
effect is annihilated. These plots provide a proof of aging reduction in the
modulation perspective with respect to the renewal theory. We thus conclude
that if we consider superstatistics as a form of infinitely slow modulation, it
yields no aging, in accordance with the prediction of Ref. [39]3.
3For this reason, modulation cannot be used to theoretically model blinking quantum
dots.
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Figure 3.4: “Aged” Survival Probability Functions corresponding to the renewal pro-
cess (dashed lines) and to modulation with Nd = 100 (dots) for different values of
ta = 50, 100, 150, 200.
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Figure 3.5: “Aged” Survival Probability Functions corresponding to the renewal process
(dashed lines) and to modulation with Nd = 1000 (dots) for different values of ta =
50, 100, 150, 200.
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3.4 Partial aging and crucial events
This section is devoted to the search for a quantitative expression able to de-
scribe modulation’s partial aging. As seen in Section 3.3.1, this phenomenon
takes place when, referring to Prescription N.1, we do not limit our investi-
gation to very big values of Nd.
Let us start from the analytical calculus of the expression of the aged
distributions in the renewal case. As already explained, it is convenient
to work with the survival probability densities. Thus, if we consider Eq.
(3.2), which is valid only in the renewal framework, and the corresponding
expression for the Nutting inverse power-law, Eq. (3.5), it is possible to derive
the aged form of the survival function. In fact, substituting the expression
for ψta(t) in the survival function’s definition, we obtain:
Ψta(t) =
∫ ∞
t
(µ− 2)(t
′ + T )(1−µ) − (t′ + T + ta)(1−µ)
T (2−µ) − (ta + T )(2−µ) dt
′, (3.13)
whence, with a simple integration,
Ψta(t) =
(t+ T )(2−µ) − (t+ T + ta)(2−µ)
T (2−µ) − (ta + T )(2−µ) . (3.14)
The plot of Ψta(t) obtained by using this formula is in very good agreement
with the curves corresponding to the numerical renewal aged Ψta(t), as it is
displayed in figure 3.6. The small difference is due to the fact that Eq. (3.2)
is an accurate but not exact formula.
An analogous expression for the aging phenomenon in the modulation
case can be derived introducing the concept of crucial events. In fact, we
make the following conjecture:
Aging is generated by and only depends on the “non-Poisson” cru-
cial events of the process under examination.
It is convenient to devote here some room to the definition of crucial or
critical event. We define the concept of crucial events in the general case of a
time series {τi}, recording the time of occurrence of events. The prototypical
random time series corresponds to tossing a coin at regular times and to
recording the result with the symbol + or −, if the event corresponds to
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Figure 3.6: Aging in the renewal case. The lower continuous line plots the non-aged
survival function Ψ(t), while the upper line plots the aged Ψ100(t); the dotted line is
obtained from equation (3.14). Notice the little discrepancy between the numerical survival
function and the calculated one.
head or tail, respectively. In this case the time distance between one event
and the next is constant, insofar as the events occur in the natural time scale
(see Abe et al [40]), thereby producing a regular time series. This means that
the series of time distances between events, namely {τi}, is a constant series.
It also means that every event is crucial. Here we are interested to studying
a time series with two kinds of events, “main” and “ordinary”. The main
events occur in the conventional time domain, the time distance between one
event and the next is random, and the adoption of the natural time scale is
not possible, as a consequence of the fact that the time interval between two
consecutive main events is filled with the ordinary events. We assume that
the ordinary events occurring after a main event obey a prescription that
remains unchanged until the occurrence of the next main event. This main
event has the effect of resetting to zero the system’s memory and establishing
a new prescription for the secondary events. This prescription can be either
deterministic, although with changing initial conditions, or stochastic. In the
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latter case, we define the main events as crucial events.
It is immediate to realize that, according to this definition, all the events
in a pure renewal time series are crucial. Instead, in the modulation case,
the only events which are truly not correlated with the preceding ones and
which reset completely the system are those occurring in correspondence with
the changes of λ. So, if we consider them as the effective critical events of
the time series, our conjecture implies that, in modulation processes, aging
only depends on these crucial events. Accordingly, the number of critical
events is approximately Nd times smaller than the total number of events,
which exactly equals the number of critical events in the renewal process.
As a consequence, in a process generated under the modulation perspective,
aging takes place as if the effective age is ta/Nd rather than ta. Therefore,
the corresponding theoretical expression for the aged survival density of a
process generated with modulation prescription N.1 could be evaluated by
using the following formula:
Ψta,Nd(t) =
(t+ T )(2−µ) − (t+ T + ta
Nd
)(2−µ)
T (2−µ) − ( ta
Nd
+ T )(2−µ)
. (3.15)
This expression is consistent with the numerical findings, as shown in fig-
ure 3.7. The discrepancy is due to the fact that ta/Nd is an approximate
expression for the effective age of the system and, besides, Eq. (3.15) is de-
rived directly from Eq. (3.14), which is not exact. Anyway, like Eq. (3.14)
for renewal aged processes, the expression found seems to be a fairly good
approximation. Of course, in the limit of Nd →∞, aging disappears.
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(a) Nd = 10
(b) Nd = 100
Figure 3.7: Nd-dependence of aging (ta = 100) in the modulation case (“partial ag-
ing”). The triangles plot the non-aged survival functions, the circles plot the renewal aged
survival functions and the squares correspond to the aged survival functions obtained
with modulation; finally, the dotted lines represent the aged survival functions calculated
through formula (3.15).
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Chapter 4
Continuous Time Random
Walk
In 1965 Montroll and Weiss generalized the concept of Random Walk : the
distances between events are not necessarily constant but, instead, they fluc-
tuate in time. Models of Continuous Time Random Walk (CTRW) were
originally introduced to study random walks on a lattice, but they are now
used in physics to model a wide variety of phenomena connected with anoma-
lous diffusion.
A CTRW can be defined as a simple random walk subordinated to a re-
newal process, in the sense that the inter-jump times are totally uncorrelated
and belong to a particular probability density distribution. The random-walk
increments represent the magnitude of particle nearest-neighbor jumps in the
lattice, and the renewal epochs represent the times of the particle jumps.
In this chapter we extend the study of anomalous diffusion beyond the
mean-squared displacement and focus on the probability p(x, t) to be at x at
time t, for a given an initial condition. In particular, the central issue of the
diffusion processes considered in this work has to do with scaling, namely,
the property:
p(x, t) =
1
tδ
F
( x
tδ
)
, (4.1)
which is expected to hold in the time asymptotic limit. The concept of scaling
invariance is related to that of stable distribution. In fact, the meaning of
Eq. (4.1) is as follows. Changing t does not produce any change provided
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that x is changed in such a way as to keep the ratio x/tδ constant. In the
case where the second moment of the waiting time distribution is finite, due
to the Central Limit Theorem, we have
p(x, t) =
1√
2pi〈x2〉e
−x2
2〈x2〉 , (4.2)
which leads us to conclude that the second moment 〈x2〉 = 2Dt can be used
to establish that the system scaling is δ = 0.5. Complexity, namely the
departure from ordinary statistical mechanics, is signaled by either δ 6= 0.5
or F departing from the Gaussian form, or by both properties. In order to
detect the corresponding scaling, we shall investigate the probability densities
p(x, t) generated with the two different approaches under examination, in the
framework of the continuous time random walk. It is clear that the CTRW,
namely the perspective of trajectories undergoing uncorrelated jumps, rests
on the renewal character of the process. Therefore, in order to derive the
scaling limit of both approaches, we introduce first the original continuous
time random walk, valid in the renewal scheme; then, we extend it to the
modulation case through the concept of crucial events.
4.1 CTRW: Renewal case
In this section we briefly describe the standard continuous time random walk
in the renewal case. In particular, we refer to the scheme proposed by Zu-
mofen and Klafter [29] and slightly readapt it to make the comprehension of
section 4.2 easier.
The CTRW scheme is based on the idea that the length of a given jump,
as well as the waiting time elapsing between two successive jumps, are drawn
from a probability density function ψ(x, t). Thus, the random-walk process is
entirely specified by ψ(x, t), the probability density to move over the distance
x in time t in a single motion event. This function can either be decoupled,
ψ(x, t) = ψ(t) · ρ(x), or coupled through some space-time relation, and it is
possible to define various models which describe the induced motion.
Here we consider the Symmetric Velocity Model already introduced in
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Section 2.2.1: the random walker moves with constant velocity for a time ti
and covering a distance xi (either positive or negative: we are considering
only the one-dimensional approach). Then, the walker halts and “chooses”
both the direction according to the coin-tossing procedure and the time in-
terval ti+1 (or, equivalently, xi+1), stemming from ψ(x, t), of the successive
motion. Consequently, the diffusion process is determined by ψ(x, t), which,
in the present case, assumes the form:
ψ(x, t) =
1
2
[δ(x+Wt) + δ(x−Wt)] · ψ(t), (4.3)
where ψ(t) corresponds exactly to the Nutting waiting time distribution and
the Dirac δ function expresses the constant velocity bond. The goal of all
this procedure is the walker’s probability density p(x, t) of being at location
x at time t. In order to calculate p(x, t), we introduce two other functions.
The first one is the probability Ψ(x, t) of walking for a displacement x with
no jumps occurring:
Ψ(x, t) =
∫ ∞
t
1
2
[δ(x+Wt) + δ(x−Wt)] · ψ(t′)dt′ =
=
1
2
[δ(x+Wt) + δ(x−Wt)] ·Ψ(t), (4.4)
where Ψ(t) is the survival probability defined in Eq. (3.7).
The second function, necessary to derive recursive expressions for p(x, t),
is
ψ(n)(x, t) =
∫ t
0
dt′
∫ ∞
−∞
ψ(n−1)(x− x′, t− t′)ψ(1)(x′, t′)dx′, (4.5)
and corresponds to the probability of arriving, in n jumps, exactly at x at
time t. Of course ψ(1)(x, t) = ψ(x, t).
Now, it is possible to write p(x, t) in the following concise way:
p(x, t) =
∞∑
n=1
∫ ∞
0
dt′
∫ ∞
−∞
ψ(n)(x′, t′)Ψ(x− x′, t− t′)dx′ +Ψ(x, t). (4.6)
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Let us introduce the Fourier-Laplace transform, defined as
f̂(k, u) =
∫ ∞
0
e−utdt
∫ +∞
−∞
e−ikxf(x, t)dx. (4.7)
By applying the convolution theorem to Eq. (4.5), we get
ψ̂(n)(k, u) =
[
ψ̂(k, u)
]n
. (4.8)
Therefore, in the Fourier and Laplace spaces, Eq. (4.6) simplifies to
p̂(k, u) =
∞∑
n=1
[
ψ̂(k, u)
]n · Ψ̂(k, u) + Ψ̂(k, u). (4.9)
Finally, using basic properties of series,
∞∑
n=0
[
ψ̂(k, u)
]n
=
∞∑
n=1
[
ψ̂(k, u)
]n − [ψ̂(k, u)]0 = 1
1− ψ̂(k, u)
− 1, (4.10)
we obtain:
p̂(k, u) =
Ψ̂(k, u)
1− ψ̂(k, u)
. (4.11)
This equation is of basic importance, making it possible to deduce the asymp-
totic properties of the diffusion process. In fact, according to Ref. [29] and
Ref. [41], for k → 0 and u → 0, corresponding to x and t going to infin-
ity, the Fourier-Laplace transform of ψ(x, t) can be calculated. In the case
2 < µ < 3, it results:
lim
k,u→0
ψ̂(k, u) = 1− u− c · |k|µ−1, (4.12)
where c is a constant. Therefore, we can derive an exact expression for the
asymptotic limit of p̂(k, u):
lim
k,u→0
p̂(k, u) =
1
u+ c · |k|µ−1 (4.13)
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The inverse Laplace transform of Eq. (4.13) yields the familiar expression
p̂(k, t) = e−c·t·|k|
µ−1
, (4.14)
which is the Fourier transform of p(x, t) and describes the Le´vy distribution
with index α = µ − 1. As already underlined, this result applies only if µ
belongs to the interval [2; 3]. Zumofen and Klafter [29] proved that for µ < 2
the scaling emerging from this picture is δ = 1. It is worth explaining why
the region 2 < µ < 3 yields Le´vy statistics, while µ < 2 does not. In the first
case, the mean sojourn time of the Nutting distribution is equal to T/(µ−2).
For µ < 2 this expression diverges and, consequently, it is no more possible
to prove that Le´vy statistics applies. In fact, if the mean time is finite, for t
large enough we can state that there have been approximately n = t〈t〉 events.
The diffusion process at t is not different from that emerging from n events.
This latter is a Le´vy process, due to the generalized central limit theorem. In
this case, the second moment of the diffusion process is finite because for the
random walker to make a jump of intensity |x| it takes a time proportional
to the jump. The problem of diffusion with renewal has been the object of
earlier work [42]. Anyway, starting from Eq. (4.14), it is straightforward to
prove that δ = 1/(µ − 1). In fact, by making the anti-Fourier transform of
Eq. (4.14), we get
p(x, t) =
1
2pi
∫ +∞
−∞
eikx · e−c·t·|k|µ−1dk, (4.15)
and setting y = k · t1/(µ−1),
p(x, t) =
1
2pi
1
t
1
µ−1
∫ +∞
−∞
e
iy· x
t
1
µ−1
·e−c·|y|µ−1
dy. (4.16)
Comparing this expression with Eq. (4.1), we find immediately that δ =
1/(µ−1). Finally, we notice that the Le´vy scaling, namely δ = 1/(µ−1) and
F of Eq. (4.1) being a symmetric Le´vy (µ− 1)-stable function, is a property
of the central part of the spreading distribution, which is limited by ballistic
peaks forcing it to become multi-scaling.
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4.2 CTRW applied on modulation with pre-
scription N.1
We now address the problem of diffusion generated by modulation using the
first of the two distinct prescriptions introduced in Section 1.2. As already
underlined, the CTRW’s framework is strongly connected with the renewal
character of the process. For this reason, it is not possible to directly apply
it on the process generated with modulation, whose waiting times are subtly
correlated. However, we can solve this problem and generalize the CTRW
to the modulation case by exploiting the concept of crucial events. In fact,
after the detection of the crucial events hidden in the time series under exam,
we shall construct the corresponding continuous time random walk based on
these uncorrelated events. The procedure that we plan to apply is as follows.
We study the diffusion process from t = 0 to a given time t > 0, by assuming
that for the walker to reach the position x at time t > 0 it is necessary to have
n crucial events. Remember that by a crucial event we mean the drawing of
a given value of λ from the random distribution Π(λ). Let us explain again
why the time of this drawing signals the occurrence of a crucial event. The
concept of event implies unpredictability, a property shared by the random
drawing of a given λ and by the successive Nd random drawings of the times
τi’s from
ψλ(τ) = λ exp(−λτ). (4.17)
This generates a subsequence that for large Nd is very extended, thereby
producing a diffusion process with diffusion coefficient Dλ proportional to
λ. This stochastic diffusion rule lasts for a time that is equal to the sum of
the Nd times. However, the property of being crucial is assigned only to the
drawing of a given λ. In fact, all the successive Nd time drawings adopt the
same Poisson prescription, dictated by this leading drawing. It is remarkable
that the sequence {τi} would pass some random tests, based on the ordinary
correlation function, due to the random drawing. However, as we have seen
in chapter 3, this sequence does not pass the aging test, which is a proof
of the subtle correlation created by the persistent use of the same Poisson
distribution for a large time span.
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We are now ready to build up the CTRW scheme. First of all, we define
as P (x, t) the probability of moving by a quantity x, either positive or neg-
ative, during time t, as an effect of the Nd drawings from the same Poisson
distribution. Analogously, with the symbol P (n)(x, t) we denote the proba-
bility that the walker moves by the quantity x, as a result of n crucial events,
occurring in such a way as to ensure that the walker moves by the quantity x
exactly in a time t. Note that after the occurrence of these n crucial events,
the walker might still be located at a distance x′ from the origin smaller than
x. With n + 1 events the walker might overshoot that position. Thus the
walker might make the remaining trip after the last crucial event occurring
at a time t′ < t. In other words, we calculate p(x, t), i.e., the probability
density of finding the walker in position x at time t using the formula
p(x, t) =
∞∑
n=1
∫ ∞
0
dt′
∫ +∞
−∞
P (n)(x′, t′)N(x− x′, t− t′)dx′ +N(x, t). (4.18)
Here the quantity N(x, t) denotes the probability of moving by a quantity x
in a time t with no crucial event occurring. The Fourier-Laplace transform
of p(x, t) is given by the expression
pˆ(k, u) =
1
1− Pˆ (k, u)Nˆ(k, u). (4.19)
This equation is of crucial importance to determine the resulting scaling. Let
us introduce the key-ingredients to study it. First of all, we have to define
the function ψ(i)(x, t). This is the probability of moving by the quantity x
in time t, with i time drawings from the same Poisson distribution. This
important function reads
ψ(i)(x, t) =
∫ ∞
0
ψ
(i)
λ (x, t) · Π(λ)dλ, (4.20)
where ψ
(i)
λ (x, t) denotes the probability of moving by x in time t as a result of
drawing i numbers from the same Poisson distribution, thereby corresponding
to the same value of the parameter λ. The functions ψ
(i)
λ (x, t) obey the
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following recursion relation:
ψ
(i)
λ (x, t) =
∫ t
0
dt′
∫ +∞
−∞
dx′ψ(i−1)λ (x
′, t′) · ψ(1)λ (x− x′, t− t′), (4.21)
with
ψ
(1)
λ (x, t) ≡ λ exp(−λt)
1
2
[δ(x−Wt) + δ(x+Wt)] . (4.22)
In conclusion, the physical meaning of the function ψ(i)(x, t) of Eq. (4.20)
corresponds to adopting the following procedure. With probability Π(λ) we
draw a given λ. Then, we draw i values of time intervals and we move the
walker by a quantity x with these i drawings.
With these prescriptions we express the quantity P (x, t) ≡ P (1)(x, t) as
follows
P (1)(x, t) = ψ(Nd)(x, t). (4.23)
In other words, the transition by the quantity x in time t generated by a
single crucial event is derived from Eq. (4.21) by setting i = Nd.
Finally, we must express N(x, t). As earlier mentioned, the function
N(x, t) denotes the probability of moving the walker by a quantity x in time
t with no crucial event involved. Thus, we can write
N(x, t) =
∫ ∞
0
Π(λ) ·Nλ(x, t)dλ, (4.24)
where we define Nλ(x, t) as
Nλ(x, t) =
Nd∑
i=1
∫ t
0
dt′
∫ +∞
−∞
ψ
(i−1)
λ (x
′, t′) ·Ψλ(x− x′, t− t′)dx′. (4.25)
Notice that with ψ
(0)
λ (x, t) we denote the initial condition δ(x)δ(t). In Eq.
(4.25) there are no crucial events involved because the maximum numbers of
time drawings is Nd − 1, not enough to generate a new crucial event, if we
start at time t = 0 with a crucial event. As a result of this partial number
of drawings the walker reaches position x′ in time t′. The remainder portion
of space x − x′ in the remainder portion of time t − t′ is travelled with no
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further time drawing, according to the prescription
Ψλ(x, t) =
1
2
[δ(x+Wt) + δ(x−Wt)] ·
∫ +∞
t
λ exp(−λt′)dt′. (4.26)
We have now a complete framework to analyze the diffusion process cor-
responding to modulation. In fact, to establish the scaling produced by the
modulation approach, we have first to evaluate the Fourier-Laplace trans-
form of ψ(i)(x, t), Ψλ(x, t) and P (x, t); then we simply have to put them into
Eq. (4.19).
First of all, by the straightforward calculation of the Fourier-Laplace
transform of Ψλ(x, t),
Ψλ(k, u) =
∫ ∞
0
e−utdt
∫ ∞
−∞
dx′e−ikx
1
2
[δ(x+Wt) + δ(x−Wt)] · exp(−λt),
(4.27)
we obtain:
Ψˆλ(k, u) =
(u+ λ)
(u+ λ)2 + k2W 2
. (4.28)
Analogously and using the convolution theorem, we get also:
ψˆ(i)(k, u) =
∫ +∞
0
dλ · Π(λ)
[
λ(u+ λ)
(u+ λ)2 + k2W 2
]i
(4.29)
At this stage, from Eq. (4.29) we derive immediately
Pˆ (k, u) =
∫ +∞
0
dλ · Π(λ)
[
λ(u+ λ)
(u+ λ)2 + k2W 2
]Nd
. (4.30)
This equation is the most important result of this section. In fact, by starting
from it, we shall be able to deduce the exact asymptotical properties of the
diffusion process.
In particular, we will prove that the asymptotic properties given by Eq.
(4.30) are the same as those revealed in Eq. (4.13), found for the renewal
case. An alternative proof, based on the Generalized Central Limit Theorem
is given in Appendix B. Here, we plan to reach the correct conclusion through
the study of pˆ(k, u), which, according to the Le´vy theory [43], should be
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asymptotically given by Eq. (4.13), implying Pˆ (k, u) ≈ 1−au− b ·kα, where
a and b are constant numbers. Using Eq. (4.30) we get this asymptotic
property provided that we show that Pˆ (k, 0) ≈ 1− const · kα. Note that we
have to prove that α = µ − 1. For this purpose we focus on Eq. (4.30), we
set u = 0, and, for simplicity but without any loss of generality, we consider
W = 1 and T = 1. Substituting y = λ/k, we obtain:
Pˆ (k, 0) =
k(µ−1)
Γ(µ− 1)
∫ ∞
0
yµ−2e−Tky
(
y2
y2 + 1
)Nd
dy. (4.31)
At this point, we use the binomial expansion and a useful trick:(
y2
y2 + 1
)Nd
=
y2Nd∑Nd
i=0
(
Nd
i
)
y2i
= 1−
∑Nd−1
i=0
(
Nd
i
)
y2i∑Nd
i=0
(
Nd
i
)
y2i
. (4.32)
Let us plug this expression into the integral of Eq. (4.31) and divide it in
two parts:
Pˆ (k, 0) =
k(µ−1)
Γ(µ− 1)
[∫ ∞
0
yµ−2e−Tkydy −
∫ ∞
0
∑Nd−1
i=0
(
Nd
i
)
y2i∑Nd
i=0
(
Nd
i
)
y2i
yµ−2e−Tkydy
]
.
(4.33)
The first term in square brackets is equal to Γ(µ − 1)/k(µ−1), and therefore
gives the unity term in the zero-th order of Pˆ (k, 0). Looking at the second
term, we notice that the integrand does not diverge in zero nor at the infinity:
therefore the integral can be considered as a Laplace transform (in Tk) of a
finite quantity. So, at this first order, we obtain a constant.
In conclusion, for the integral (4.31) we obtain the expression 1− const ·
kµ−1, which is the same first order expansion as that stemming from the
renewal process, thus yielding δ = 1/(µ− 1). This property is correct and is
expected to show up in the time asymptotic limit.
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4.3 CTRW: fixed time Td for the action of the
same λ
We have focused so far our attention on the modulation prescription N.1. In
order to confirm the predictions already discussed in Chapter 2, let us con-
sider now modulation’s prescription N.2. In the case where we keep drawing
the times τ from the same exponential distribution for a time Td assumed to
be very large, we can apply the following argument. The probability for the
walker to travel by the quantity x is given by
M(x) ≡ p(x, Td) =
∫ +∞
0
dλ · Π(λ)pλ(x, Td), (4.34)
where pλ(x, Td) denotes the probability of travelling by the quantity x, in the
positive or negative direction, for a time Td, throughout which the random
times τi have been always drawn from the same exponential distribution of
Eq. (4.17), with a particular fixed value of λ. It is to be pointed out that
also with prescription N.2 the crucial events correspond to the time when a
new value of λ is drawn. As a consequence of the random choice of λ, as
well as of the random choice of τi, the function M(x) must be interpreted
as a distribution of totally uncorrelated numbers. Therefore, according to
the Central Limit Theorem, we have to focus our attention on the power-
law tails of M(x). Notice that, with prescription N.2, the jumps occur at
regular times, separated by the fixed distance Td, a property that makes easier
and even more rigorous our scaling evaluation. With this prescription, it is
straightforward to find that, for each fixed λ, the diffusion process behaves as
a standard Brownian process with diffusion coefficient proportional to W 2/λ
and so:
pλ(x, Td) =
1
(4piW 2Td/λ)1/2
· exp
(−x2 · λ
4W 2Td
)
. (4.35)
Substituting this expression for pλ(x, Td) into equation (4.34) and using the
definition of Π(λ), we get
p(x, Td) =
∫∞
0
λ1/2 exp
(
−x2λ
4W 2Td
− λT
)
λµ−2T µ−1dλ
(4piW 2Td)1/2Γ(µ− 1) . (4.36)
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Let us consider for simplicity T = 1:
p(x, Td) =
1
Γ(µ− 1)
1
(4piW 2Td)1/2
·
∫ ∞
0
exp
[
−
(
x2
4W 2Td
+ 1
)
λ
]
λµ−3/2dλ.
(4.37)
Now, using integral 3.381(4) of Ref.[24],∫ ∞
0
xν−1e−µxdx =
1
µν
Γ(ν), (4.38)
we obtain
M(x) =
Γ(µ− 1/2)
Γ(µ− 1)
1
(4piW 2Td)1/2
(
4W 2Td
x2 + 4W 2Td
)µ−1/2
. (4.39)
We see that for µ > 2, the second moment of M is finite. Thus, in this case
the standard central limit theorem applies, and consequently modulation
yields
δ = 0.5, (4.40)
rather than
δ =
1
µ− 1 , (4.41)
the scaling predicted by the renewal condition. This result confirms the dis-
cussion made in chapter 2 at the end of which we concluded that prescription
N.2 produces ordinary diffusion. In fact, we found that, with prescription
N.2, the waiting time distribution ψ(t) is proportional to the first rather
than to the second time derivative of the correlation function Φξ(t). As a
consequence, Φξ(t) is given by
Φξ(t) =
(
T
T + t
)µ−1
, (4.42)
and is integrable.
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4.4 The Diffusion Entropy
Here we try to give a numerical proof of the analytical results obtained in
Section 4.2. In particular, the aim of this section is the computation of
the scaling parameter associated to the numerical diffusion processes under
exam. This quantity is usually assessed by measuring the second moment,
but this method is reasonable only when F (y) of Eq. (4.1) has a Gaussian
form. If the scaling condition applies, it is convenient to measure the scaling
parameter δ with the method of the Diffusion Entropy (DE) [42, 44, 45]. The
purpose of the DE algorithm is to establish the possible existence of a scaling,
either normal or anomalous, in the most efficient way as possible, without
altering the data with any form of detrending. This approach to scaling is
remarkably simple and it is based on the evaluation of the Shannon Entropy
of the probability density distribution produced by the diffusion process.
Before showing the numerical results, let us illustrate the main ideas of
this recently developed method of analysis. Suppose we have a stochastic
time series denoted by the function ξ(t). This time series is used to generate
a diffusion process as follows:
x(t) =
∫ t
0
ξ(t′)dt′ (4.43)
Here x(t) is the position occupied by a random walker at time t and the
function x(t) is a diffusion trajectory. It is evident that to create a probability
density function we need many diffusion trajectories, namely an ensemble
of statistically equivalent trajectories generated through Eq. ( 4.43). The
continuum form for the diffusion trajectory leaves us with two main problems.
The first problem is that we do not have a continuous time data, in which
case the integral in Eq. ( 4.43) is replaced by a sum and the time t is discrete.
The scaling property is discussed within a continuous time perspective and,
since the data are discrete, we must proceed with some caution. The second
problem is how to create many statistically equivalent trajectories starting
from the unique sequence generally at disposal. As already described in
Section 2.2.2, if the process is stationary, this problem can be solved by
generating a lot of different subsequences through the use of an overlapping
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windows technique. If l is a discrete time in the interval [1;M ], we define
M − l + 1 different diffusion trajectories in the following way:
xk(l) = Σ
k+l
i=kξi, k = 1, 2, . . . , N − l + 1. (4.44)
This corresponds to initiating a “window” of length l at the data point k,
and to aggregating all the data in the sequence ξi. For any window position
we sum all the values of the variable ξi spanned by the window. In this way
we are able to generate an ensemble of different diffusion trajectories and,
consequently, we can define the probability density distribution p(x, l) which
is expected to possess the scaling property of Eq. (4.1).
To evaluate the DE of the diffusion process, we proceed as follows. We
partition the x-axis into cells of a given size, assumed time-independent.
After labelling the cells, we count how many walkers are found in each cell
at a given time l. We denote this number by Ni(l). Then we use Ni(l) to
determine the probability that a walker can be found in the i-th cell at time
l, pi(l), by means of
pi(l) =
Ni(l)
(M − l + 1) . (4.45)
At this stage, the entropy of the diffusion process is determined and reads:
S(l) = −
∑
i
pi(l) ln [pi(l)] . (4.46)
Now, let us explain why S(l) allows us to determine the scaling parameter
δ. First of all, we make the simplifying hypothesis that considering large
times makes the continuous-time assumption valid. Therefore, let us identify
l with the continuous time t and let us convert the sum of equation (4.46)
into an integral:
S(t) = −
∫ ∞
−∞
p(x, t) · ln [p(x, t)] dx. (4.47)
Let us assume that the scaling condition of Eq. (4.1) applies1 and let us plug
1We make the simplifying assumption that F(y) maintains its form, namely that the
statistics of the process are unchanged.
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it into Eq. (4.47):
S(t) = −
∫ ∞
−∞
1
tδ
F
( x
tδ
)
· ln
[
1
tδ
F
( x
tδ
)]
dx. (4.48)
If we adopt the integration variable y = x/tδ, the integral becomes:
S(t) = −
∫ ∞
−∞
F (y) · ln [F (y)/tδ] dy. (4.49)
Thus
S(t) = −
∫ ∞
−∞
F (y) · lnF (y)dy + δ ln t
∫ ∞
−∞
F (y)dy. (4.50)
Exploiting the normalization condition of F , namely∫ ∞
−∞
F (y)dy = 1, (4.51)
and introducing the parameter A, defined as
A = −
∫ ∞
−∞
F (y) · lnF (y)dy, (4.52)
we finally get:
S(t) = A+ δ · ln t. (4.53)
In conclusion, by plotting S(t) in a linear-log scale diagram we obtain a
straight line whose slope δ is the scaling of the diffusion process under exam.
Let us focus on the particular time series we are studying. We remember
that the diffusion process under examination is created starting from a se-
quence of waiting times distributed according to the Nutting law and then
transformed into a time series by using the symmetric velocity model. In
the renewal case, it is known [46] that the scaling of such a diffusion process,
when 2 < µ < 3, corresponds to the Le´vy scaling, δ = 1/(µ − 1), found
also in Section 4.1. We notice, however, that this diffusion process has a
finite propagation front, with ballistic peaks showing up at both x = t and
x = −t. The population of these ballistic fronts, Ppeaks, decays as the corre-
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lation function and so Ppeaks(t) ∝ t2−µ. Due to the slow decay of Ppeaks(t),
the diffusion process is bi-scaling: the distribution enclosed between the two
peaks re-scales with δ = 1/(µ − 1), while the ballistic fronts are associated
to δ = 1. Thus, it is expected that the scaling detected by the DE method
might not coincide with 1/(µ−1) for the whole period of time corresponding
to the presence of peaks of significant intensity. However, the correct Le´vy
scaling shows up at long times, when the peaks intensity is sufficiently re-
duced. Finally, it is worth pointing out that, as we have seen in Chapter 2,
the scaling of the second moment is given by:
δ =
4− µ
2
. (4.54)
This incorrect value for the scaling parameter is larger than 1/(µ − 1) and
results from the combination of the Le´vy scaling, which refers to the central
part of the distribution p(x, t) and the scaling of the ballistic peaks.
Now, let us comment the numerically calculated diffusion entropies cor-
responding to the renewal process and the modulation process with a fixed
value of Nd = 100. As renewal is concerned, figure 4.1 shows a perfect
agreement with the analytical prediction, ensuring that the numerical im-
plementation is reliable. On the other hand, if we look at figure 4.2, we
notice immediately that the DE of the modulation process shows a slope
slightly shorter than the predicted value, namely the same as the renewal
δ. In fact, fitting the data over the time interval [1000; 10000] we obtain a
scaling parameter δ = 0.6156. This rather unsatisfying result is not com-
pletely surprising if we consider the fact that, in the case of modulation, the
crucial events are rarefied in a cloud of ”irrelevant events”.2 If we accept
the idea that the anomalous scaling is related to the crucial events hidden
in the process, we deduce that the time necessary to reach the asymptotic
scaling is much longer with respect to the renewal’s one (this conclusion is in
accordance with the phenomenon of partial aging discussed in Section 3.4).
However, as explained in Section 2.3, we cannot reach such times with the
2For an expression of the distribution of the crucial events, see equations (B.9) and
(B.10) in Appendix B.
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statistics at disposal: at extremely large times, ψ(t) and therefore the dis-
tribution p(x, t) lose their genuine theoretical properties. For this reason,
in the next section, we shall proceed to the direct study of the numerical
distribution p(x, t) itself.
Figure 4.1: The diffusion entropy as a function of time in the renewal case. Notice that
the x-axis scale is logarithmic and it ranges from 1 to 10000 time units. The slope of the
dotted line is δ = 1/(µ− 1) = 2/3.
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Figure 4.2: The diffusion entropy of the modulation process (Nd = 100). The x-axis
scale is logarithmic and it ranges from 1 to 10000 time units. The slope of the dotted line
is δ = 0.62.
4.5 The numerical distributions p(x, t)
In order to motivate the result of Section 4.4 and to deepen our investigation,
we have computed the numerical distribution p(x, t) obtained from the time
series generated with the modulation approach (Nd = 100).
From this final numerical experiment it appears clearly that the central
part of the distribution reaches the Le´vy scaling only at extremely long times.
However, contrarily to what happens in the renewal case, at shorter times,
another scaling process takes place. The value of the scaling parameter cor-
responding to this first time region is δ = 0.5, exactly the value predicted for
an exponential starting distribution of waiting times. Besides, the amplitude
of this transient seems to be proportional to 〈τ〉, the mean time, multiplied
by Nd. We conclude that the distribution p(x, t) behaves as if the sojourn
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times obeyed Poisson statistics for a while and then, when the incidence of
the crucial events becomes significant3, it begins to scale according to them.
Figure 4.3: The first scaling corresponding to δ = 0.5. The squares plot the distribution
p(x, 100) and the circles plot the re-scaled p(x, 20). The dotted line corresponds to the
theoretical distribution: k/
√
t · [4WTt/(4WTt+ x2)]µ−1.
Without entering in the details, here we prove the existence of the two
scaling regimes with some significative diagrams. In figure 4.3 two distri-
butions have been selected, p(x, 20) and p(x, 100) respectively, as represen-
tative of the first scaling process. By re-scaling appropriately the first one
according to the coefficient δ = 0.5, the two resulting distributions almost
coincide. Adopting the same procedure, in figure 4.4, we show the raising
of the Le´vy scaling at longer times (in this case the distributions p(x, 2000)
and p(x, 10000) have been chosen). In particular we observe that the two
distributions almost coincide except for the central peak: for short values
of x the re-scaled distribution is higher with respect to the other. Clearly,
3At times which include a sufficiently conspicuous number of crucial events.
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Figure 4.4: The Le´vy scaling corresponding to δ = 2/3 and emerging at large times.
The squares plot the re-scaled distribution p(x, 2000), while the circles plot the distribution
p(x, 10000). The dotted line represents the theoretical p(x, 10000) corresponding to the
scaling δ = 0.5 and shows clearly that the process under exam is superdiffusive.
this is due to the fact that p(x, 2000) still keeps some tracks of the preceding
scaling regime. However, looking at Fig. 4.4, it is evident that the diffusion
process is enhanced.
These diagrams, even if qualitative, afford an evident proof to what an-
ticipated above. Anyway, we have tried to contribute a more quantitative
argument through the analysis of p(0, t), namely the population of the dis-
tribution’s central peak. Theoretically, we should have:
p(0, t) ∝ t−δ. (4.55)
This equation gives us the possibility of studying the scaling parameter as a
function of time. The results, confirming the predictions, are shown in Fig.
4.5.
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Figure 4.5: The decay of the central peak, p(0, t), as a function of the logarithm of time.
The slope of the continuous line is δ = 0.5, while the slope of the dotted line is δ = 2/3.
Now it is possible to explain the δ-value found in the preceding section by
using the diffusion entropy. The DE detects the correct scaling parameter of
the central part of the distribution but, as described, this method of analysis
is based on the following assumptions: the function F (y) of Eq. (4.1) has to
maintain its form and δ must be time-independent. In this section we have
shown that these two hypothesis are not valid in the case of modulation.
Therefore, it is not surprising that the diffusion entropy afforded a value of
the scaling parameter belonging to the interval [1
2
; 2
3
]. However, it is plausible
that if we had no numerical limitations and we could boost our analysis to
longer times, the resulting scaling parameter would become closer to the
asymptotic Le´vy scaling.
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Conclusions
Let us discuss which are the main results emerging from this thesis.
First of all, we found that the waiting time distribution is not, by itself, an
unambiguous indicator of complexity. In fact, when all the successive waiting
times along the trajectory under study are uncorrelated, the “on” and “off”
sojourn time distributions contain all the information. On the contrary,
correlated trajectories contain additional information about the underlying
kinetic scheme. It is remarkable that the time sequence generated according
to the modulation prescription would pass some randomness tests, based
on the use of the correlation function method. In fact, as we have seen,
the correlation enforced by modulation refers to the persistent use of the
same Poisson prescription to generate waiting times that are otherwise totally
uncorrelated. At this stage, we can consider the physical model studied
throughout the thesis as based on the modulation theory. In fact, referring to
the more interesting prescription N.1, it is possible to give a precise meaning
to the two limits of Nd = 1 and Nd = ∞: the case of fast modulation
is equivalent to the renewal approach, while infinitely slow modulation is
nothing but superstatistics.
In Chapter 2 we have seen that, given a Nutting distributed sequence of
times, by studying the correlation function and the mean squared displace-
ment it is not possible to assess which approach has been used to generate
it. However, the adoption of the aging experiment of Chapter 3 bypasses the
limits of the conventional methods of analysis, since it establishes beyond
any doubt the difference between the renewal and the modulation character
of a sequence of times. From the point of view of time series analysis, a
relevant result of this thesis is that superstatistics, meant to be a total lack
of crucial events, yields no aging. On the other hand, the renewal approach
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produces the maximum aging effect. This is a fact of great importance for
the physics of blinking quantum dots [3]. The work of Brockmann et al. [28]
has already established aging in the intermittent fluorescence of these new
materials, and the more recent work of Ref. [38] confirms that this aging is
due to the renewal character of the process: the experimental survival dis-
tribution is exactly the same as that predicted by the renewal theory. Thus,
we conclude, in agreement with Refs. [38, 39], that the dynamic process
responsible for intermittent fluorescence must be built up on the basis of a
renewal perspective. In the case of BQD, the aging experiment has afforded
a precise answer. However, we can imagine that many other experimen-
tal processes can be reproduced with models which are in between the two
above mentioned limits of modulation. Even in such cases, the experiment
based on aging can give interesting information on the sequence of times. In
particular, observing the phenomenon of partial aging discussed at the end
of Chapter 3, it is possible to qualitatively estimate the amount of renewal
events hidden in the sequence under study.
The fact that slow modulation is ruled out as a proper perspective for the
physics of blinking quantum dots does not mean in any way that there are no
complex processes in nature that might lay their roots on this attractive per-
spective. This remark is related to the second important result of this thesis,
which gives an interesting contribution to the detection of renewal events in
nature. As suggested by the partial aging phenomenon, it is plausible that
not all the events recorded in a time series have a renewal character. Modu-
lation, behind superstatistics, corresponds to a slow physical process whose
realization does not rest on a unique procedure. However, it is plausible
that any realization of modulation might generate its non-Poisson renewal
events. These events, which occur in correspondence with the changes of the
exponential rate λ, can be considered to be crucial. In fact, all the events
following a given choice of λ are determined by the same Poisson prescrip-
tion. These crucial events are thus embedded in a Poisson sea which exerts a
camouflage action, and makes it extremely difficult to reveal their existence.
By exploiting the concept of crucial events, in Chapter 4 we have analyzed
the diffusion process and the resulting scaling parameter through a suitable
generalization of the CTRW framework. This was effectively based on as-
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suming the changes of λ as renewal crucial events. Thanks to this conjecture,
we prove that the diffusion generated by modulation, after a dynamical tran-
sition, reaches an asymptotic time regime with the same scaling properties as
the renewal model. In particular, we detected the emergence of the anoma-
lous Le´vy scaling of the central part of the probability density distribution
p(x, t) and, besides, we found the unexpected result that the diffusion process
is multi-scaling. The analytical results are well supported by the Diffusion
Entropy method and by the direct computation of the distributions p(x, t),
corresponding to the diffusion process.
The authors of Ref. [44] addressed in the past the study of non critical
events that are determined by a deterministic prescription [47]. They es-
tablished the DE method of analysis of time series, which, through scaling
evaluation, was proved to be an efficient tool to reveal the statistical proper-
ties of crucial events that, in spite of being invisible (not recorded) determine
the properties of the visible events. In this thesis we have discovered a new
class of irrelevant or secondary events which determine the stochastic rather
than the deterministic properties of the recorded events; besides, we have
shown that even in this case, the departure from ordinary statistical physics
signaled by an anomalous scaling is due to the presence of crucial events.
Therefore, the conclusion is that the physical realization of modulation gen-
erates unexpected renewal properties. This leads us to make the plausible
conjecture that real time series are characterized by renewal crucial events
embedded in a cloud of irrelevant events. This sets a challenge for their iden-
tification. In particular, we shall address in future work the delicate issue of
establishing the amount of irrelevant events that exerts a camouflage action
on the renewal events hidden in experimental time series.
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Appendix A
Cox’s Renewal Theory
This appendix is devoted to summarizing some specific sections of the book
of D. R. Cox, “Renewal Theory” [8]. We afford some of the basic concepts in
order to clarify the meaning of the term “renewal”. Besides, the topics chosen
and here exposed can be helpful for the understanding of some delicate issues
emerged in this work.
Renewal Theory began as the study of some particular probability prob-
lems connected with the failure and replacement of electric light bulbs. So,
consider a population of components, each being characterized by a non-
negative random variable, X, called its failure-time. The failure-time is the
age of the component at which some clearly defined event, called failure, oc-
curs. Notice that these variables can be identified with the waiting times of
the processes studied in this thesis. The random variable X has a continuous
distribution over the range (0,+∞), defined by a probability density function:
f(x) = lim
4x→0+
prob.(x < X ≤ x+4x)
4x (A.1)
with ∫ ∞
0
f(x)dx = 1. (A.2)
The central assumption of Renewal Theory is that the failure-times of differ-
ent components are mutually independent.
Even if the distribution of X is determined by the probability density
function f(x), it is convenient to introduce also other functions mathemati-
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cally equivalent to f(x) but, nevertheless, useful. One such is the cumulative
distribution function, F (x), which gives the probability that a component
has failed by time x and is:
F (x) = prob.(X ≤ x) =
∫ x
0
f(u)du (A.3)
Clearly F(x) is a non-decreasing function of x with F (0) = 0 and F (∞) = 1.
We also define the survival function ϕ(x), which gives the probability that a
component has not failed up to time x:
ϕ(x) = prob.(X > x) = 1− F (x) =
∫ ∞
x
f(u)du (A.4)
In this case, ϕ(x) is a non-increasing function of x with F (0) = 1 and F (∞) =
0. It is immediate to find that:
f(x) = −ϕ′(x). (A.5)
Another function equivalent to f(x) is the age-specific failure rate, r(x),
defined as follows. Consider a component known not to have failed at time
x and let r(x) be the limit of the ratio to 4x of the probability of failure in
(x, x+4x). That is, in the usual notation for conditional probability,
r(x) = lim
4x→0+
prob.(x < X ≤ x+4x | x < X)
4x . (A.6)
Thus, roughly speaking, r(x) gives the probability of almost immediate fail-
ure of a component known to be of age x. By the definition and from a
property of conditional probabilities, it follows that:
r(x) = lim
4x→0+
prob.(x < X ≤ x+4x)
4x ·
1
prob.(x < X)
=
f(x)
ϕ(x)
(A.7)
and so, using equation (A.5)
r(x) = −ϕ
′(x)
ϕ(x)
= − d
dx
logϕ(x). (A.8)
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Hence, by using the condition ϕ(0)=1 and integrating, we have that
ϕ(x) = exp
(− ∫ x
0
r(u)du
)
, (A.9)
from which it follows
f(x) = r(x) · exp(− ∫ x
0
r(u)du
)
, (A.10)
showing that r(x) uniquely determines the probability density function. As
we have seen, the function r(x) and relation (A.8) are deeply related to the
aging property discussed in chapter 3.
At this stage, we put under attention two particular waiting time distri-
butions which are clearly meaningful for us. The first probability density
function considered is the exponential of the form:
f(t) = λe−λt (A.11)
The corresponding survival function is
ϕ(t) =
∫ ∞
t
λe−λudu = e−λt (A.12)
From Eq. (A.8), we find that r(t) = λ: if the distribution is exponential,
r(t) is constant. Conversely, it is easy to show that, if r(t) is constant,
the probability density function must be exponential. Thus the exponen-
tial distribution is characterized by a probability of immediate failure of the
component not depending on its age.
The second distribution we consider is the Nutting law of Eq. (1). Inte-
grating it, we obtain
ϕ(t) =
∫ ∞
t
(µ− 1) · T µ−1
(u+ T )µ
du =
(
T
t+ T
)µ−1
(A.13)
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Using again Eq. (A.8), we find that
r(t) =
r0
1 + r1t
(A.14)
where
ro =
µ− 1
T
(A.15)
and
r1 =
1
T
(A.16)
In conclusion, for any finite value of µ, the age-specific failure rate r(t) decays
in time like 1
t
.
Now, it is possible to give a more precise definition of a renewal process.
Consider a population of components whose failure-time, X, is a continuous
random variable with p.d.f. f(t). Suppose that we start with a new compo-
nent at time zero. This component fails at time X1, say. Let it be replaced
immediately by a new component with failure-time X2. Then the second
failure will occur after a total time X1 +X2. Let this process be continued,
each component being replaced immediately on failure by a new component.
If {X1, X2, . . .} are independent identically distributed random variables, all
with p.d.f. f(t), we call the system a (ordinary) renewal process. If, in par-
ticular, the distribution is exponential with p.d.f. λe−λt, we call the ordinary
renewal process a Poisson process of rate λ.
The concept of ordinary renewal process can be generalized in many ways.
For example, suppose that all the conditions for an ordinary renewal process
are satisfied, but the time from the origin to the first failure has a different
distribution from the other failure-times. We call such a process a modified
renewal process. One particular situation in which a modified process arises
is when the component in use at time t = 0 is not new. So, suppose that the
time origin is taken a time ta after the start of an ordinary renewal process.
We define the backward recurrence time, Uta , as the age of the component
in use at time ta. If there is no renewal in (0, ta), U(ta) is equal to ta. Hence
prob(Uta = ta) = ϕ1(ta), (A.17)
85
where ϕ1(ta) is the survivor function for the first component. Next, for t < ta
and 4t → 0, the probability that Uta lies between t and t +4t is equal to
the probability that there is a renewal in the interval (ta− t−4t, ta− t) and
that the component introduced then has failure-time greater than t. Thus
the p.d.f. of the continuous part of the distribution of Uta is
h(ta − t)ϕ(t) (A.18)
where h(t) is the renewal density. Its physical interpretation is that h(t)4 t
is asymptotically the chance of a renewal in the interval (t, t+4t). Consider
now the limiting distribution of Uta as ta →∞. Since ϕ1(ta)→∞ as ta →∞,
the discrete part of the distribution can be ignored. Further, for any fixed t,
the limiting result for the renewal density is that
lim
ta→∞
h(ta − t) = 1〈t〉 (A.19)
Hence the limiting distribution of Uta has p.d.f. ϕ(t)/〈t〉. If the renewal
process is an equilibrium renewal process, the renewal density is constant and
equal to 1/〈t〉. Hence the exact distribution of Uta is the limiting distribution
censored at ta.
Consider now the forward recurrence-time, Vta , defined as the time mea-
sured forward from t to the next renewal. In other words, Vta is the residual
life-time of the component in use at time ta. For Vta to lie in the interval
(t, t+4t), either:
• the first component has failure-time in the interval (ta + t, ta + t+4t)
or,
• for some u, a renewal occurs in the interval (ta−u, ta−u+ δu) and the
component then introduced has failure time in the interval (u+ t, u +
t+4t). Notice that we suppose that δu¿4t¿ 1.
Therefore the probability density function of Vta is
f1(ta + t) +
∫ ta
0
h(ta − u)f(u+ t)du (A.20)
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So, if now we consider the limiting distribution as t → ∞, assuming that
f1(ta) → 0 as t → ∞, we have for the equilibrium (in the sense that the
system has been running a long time before it is first observed) limiting
p.d.f.
1
〈t〉
∫ ∞
0
f(u+ t)du =
1
〈t〉
∫ ∞
t
f(v)dv =
ϕ(t)
〈t〉 . (A.21)
Consider the exact result in Eq. A.20 for an equilibrium renewal process.
We have that
f1(ta + t) =
ϕ(ta + t)
〈t〉 , h(ta − u) =
1
〈t〉 (A.22)
so that the probability density function is
ϕ(ta + t)
〈t〉 +
1
〈t〉
∫ ta
0
f(u+ t)du =
ϕ(t)
〈t〉 (A.23)
Thus the limiting distribution of recurrence-time applies exactly, for any ta,
to an equilibrium renewal process. This is clear also from the interpreta-
tion of an equilibrium renewal process as an ordinary renewal process that
started a long time before the time origin. This result is perfectly identical
with the one obtained in Section 3.1, if we simply identify ψ∞(t) with Cox’s
limiting distribution of recurrence-times. This is a further proof of the equiv-
alence between Cox’s aging and the concept of aging defined in Chapter 3.
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Appendix B
An alternative way of detecting
the scaling of modulation (N.1)
The Le´vy scaling emerging from a sea of Poisson events, which annihilate,
as we have seen in chapter 3, any sign of renewal aging, is a disconcerting
property. The arguments of Section 4.2 afford already a compelling proof of
this surprising fact. However, as a form of double check, here we contribute
another way for the detection of the correct scaling properties of the diffusion
process corresponding to modulation with a fixed number of drawings for each
λ. Moreover, the adoption of this alternative approach shall anyway deepen
the study of the diffusion process under exam.
Let us start from equation (4.21), namely,
ψ
(i)
λ (x, t) =
∫ t
0
dt′
∫ +∞
−∞
dx′ψ(i−1)λ (x
′, t′) · ψ(1)λ (x− x′, t− t′), (B.1)
with
ψ
(1)
λ (x, t) =
λe−λt
2
[δ(x−Wt) + δ(x+Wt)] . (B.2)
With some algebra we find:
ψ
(2)
λ (x, t) =
λ2te−λt
4
{
[δ(x−Wt) + δ(x+Wt)] + θ(Wt− |x|)
Wt
}
,
ψ
(3)
λ (x, t) =
λ3t2e−λt
16
{
[δ(x−Wt) + δ(x+Wt)] + 3θ(Wt− |x|)
Wt
}
, (B.3)
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where θ denotes the step Heaviside function. The reader should compare
these higher order distributions with the expression of Eq. (B.2). We see that
increasing the number of drawings has the effect of weakening the intensity
of the ballistic component that, in the case of only one drawing, is known to
generate anomalous diffusion [29]. In fact, for only one drawing, using Eq.
(B.2), we have
ψ(1)(t) =
1
2
[δ(x−Wt) + δ(x+Wt)]ψµ(t), (B.4)
where
ψµ(t) ≡ (µ− 1) T
(µ−1)
(t+ T )µ
. (B.5)
Thus, with Nd = 1, we obtain the same result as that provided by the renewal
theory. Notice that, with only one drawing, the dynamic process stems from
the motion of two ballistic peaks (the two delta of Dirac of Eq. (B.2)). We
see that already with Nd = 2, a contribution embedded between the two
ballistic terms appear.
We shall make a first estimation of scaling, based on neglecting these non-
ballistic contributions. It is therefore evident that this prediction may not
be exact. To predict the effect of increasing Nd we notice that for t→∞ the
function ψ
(i)
λ (x, t) will tend to a Brownian motion with a diffusion coefficient
∝ 1/λ. This process, namely a renewal process with a single value of λ
is known to be described by the celebrated telegrapher’s equation, whose
solution is due to Cattaneo [48]. If we define Λ
(i)
λ (t) as the intensity of the
ballistic peaks of ψ
(i)
λ (x, t), namely within a single value of λ, and Λ
(i)(t) the
intensity of the peaks for the averaged distribution ψi(x, t), we find for the
former the asymptotic expression
Λ
(i)
λ (x, t) =
1
2i
[δ(x−Wt) + δ(x+Wt)] λ
iti−1
i− 1! exp(−λt). (B.6)
In this expression we identify three factors with a specific meaning. The
factor 2−i is a signature of the fact that for each ballistic contribution we
tossed the coin i times, always getting the same result. The second term
[δ(x − Wt) + δ(x + Wt)] means that we are considering only the ballistic
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motion. Finally in the third term, λiti−1 exp(−λt)/i! one can easily recognize
the Poisson distribution of obtaining the i-th success at the t-th trial, in a
urn model. This indicates that the elapsed time is generated by i distinct
drawings from the same Poisson distribution, with the same λ. Let us average
Λ(i)(x, t) over the weight Π(λ) and write
Λ(i)(x, t) =
1
(i− 1)!2i [δ(x−Wt) + δ(x+Wt)]
×
[
∂i−1
∂²i−1
∫ ∞
0
dλΠ(λ)λ exp(λ²t)
]
²=−1
. (B.7)
From this form we obtain
Λ(i)(x, t) = [δ(x−Wt) + δ(x+Wt)] · (µ− 1)µ . . . (µ+ i− 2)T
µ−1ti−1
(i− 1)!2i(t+ T )µ+i−1 .
(B.8)
The next step rests on replacing i with Nd, thereby defining the ballistic
contribution to P (x, t), which is, as earlier pointed out, the probability of
travelling by the quantity x, in the positive or negative direction, in time t.
At this stage, we are ready to find the waiting time distribution of the times
of sojourn between two consecutive crucial events, denoted by as ψcrucial(t).
We obtain this waiting time distribution, concerning crucial events, by inte-
grating Λ(Nd)(x, t) over x, a procedure that yields
ψcrucial(t) =
1
(Nd − 1)!2Nd (µ− 1)µ . . . (µ+Nd − 2) ·
T µ−1tNd−1
(t+ T )µ+Nd−1
. (B.9)
We see that the distribution of times of sojourn between two critical events
reaches a maximum at
t =
(Nd − 1)T
µ
. (B.10)
Thus, increasing Nd has the effect of postponing the transition to the asymp-
totic regime. However, when the asymptotic regime is eventually reached, we
see the emergence of an inverse power law with index µ. Due to the renewal
character of the crucial events, we get as a scaling δ, the following expression
δ =
1
(µ− 1) , (B.11)
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which corresponds to a Le´vy diffusion process [42].
As earlier remarked, this prediction is not exact, given the fact that we
have neglected the non-ballistic contributions to diffusion. We have consid-
ered only the delta of Dirac contributions, whose weight moreover tends to
decrease upon increasing Nd. We wonder which might be the physical effect
of the non-ballistic contributions that we have neglected.
We estimate the role of the neglected terms by means of an heuristic
approach, based on approximating the telegrapher’s diffusion with the or-
dinary Brownian diffusion. We denote this Brownian process with pλ(x, t),
expressing the probability of travelling by the quantity x in a time t, under
the condition that a given λ has been drawn at the beginning of the laminar
region, at time t = 0, and no further drawing of λ has occurred. We men-
tioned already that the diffusion coefficient is inversely proportional to λ. It
is easy to find that
pλ(x, t) =
1
(4piW 2t/λ)1/2
· exp
(−x2 · λ
4W 2t
)
. (B.12)
To find the distribution M(x) for the space travelled in time tc between two
events, we assume t = tc ≈ Nd/λ and we average over λ, namely, we write
M(x) =
T µ−1
Γ(µ− 1)
∫ ∞
0
λ
(4piW 2Nd)1/2
exp
( −x2λ2
4W 2Nd
)
λµ−2 exp (−λT ) dλ.
(B.13)
Since the first moment 〈τcrucial〉 of ψcrucial is finite, following Ref. [42] we
assume that asymptotically, namely after a very large number of critical
events, the central part of both P (x, t) and p(x, t) is approximated by a
jumping process, with jumps of intensity M(x), occurring at regular times,
namely the time interval between two consecutive jumps, is fixed to be equal
to 〈τcrucial〉.
It is well known that, if the second moment of M(x) is finite, the system
falls in the basin of attraction of Gaussian diffusion and δ = 0.5. If, on the
contrary, the second moment of x is divergent, the system falls in the basin of
attraction of Le´vy diffusion, the diffusion process being alpha stable (due to
the Generalized Central Limit Theorem). This means that to recover finite
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moments we have to study the fractional moments 〈|x|α〉, with α < 2. Note
that the index µ of the Le´vy inverse power law is µ = α+1. Thus, a heuristic
way to establish if the process is of Le´vy kind or not, rests on the evaluation
of the fractional moment 〈|x|α〉, with the weight M(x) of Eq. (B.13). Then,
for any α we must establish which is the threshold value of µ. By threshold
value of µ we mean the value of µ, below which the fractional moment 〈|x|α〉
diverges.
In other words, we set α < 2, and we look for the minimum value of µ
ensuring∫ +∞
−∞
dx|x|α
∫ +∞
0
dλ · λµ−1 exp
[−(xλ)2
4W 2Nd
− λT
]
<∞. (B.14)
We reverse the integration order and use the fact that the Gaussian moments
are always finite, to get∫ +∞
−∞
dx|x|αλα+1 exp
[−(xλ)2
4W 2Nd
]
= C. (B.15)
Notice that C is independent of λ. Thus the condition of Eq. (B.15) becomes∫ +∞
0
dλ · λµ−α−2 exp (−λT ) <∞. (B.16)
Note that the only source of divergence for this integral is the limiting con-
dition λ → 0. In fact the exponential factor exp(−λT ) ensures convergence
for all values of λ. To ensure the convergence of this integral we must focus
on the short values of λ. We see that the integral convergence is ensured by
µ > α + 1. According to the earlier illustrated criterion, this yields for the
scaling δ = 1/α, δ = 1/(µ − 1), thereby confirming the Le´vy scaling of Eq.
(B.11).
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