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Abstract
We give an infinite dimensional generalized Weierstrass representation for spacelike constant mean
curvature (CMC) surfaces in Minkowski 3-space R2,1. The formulation is analogous to that given by
Dorfmeister, Pedit and Wu for CMC surfaces in Euclidean space, replacing the group SU2 with SU1,1.
The non-compactness of the latter group, however, means that the Iwasawa decomposition of the loop
group, used to construct the surfaces, is not global. We prove that it is defined on an open dense subset, after
doubling the size of the real form SU1,1, and prove several results concerning the behavior of the surface
as the boundary of this open set is encountered. We then use the generalized Weierstrass representation to
create and classify new examples of spacelike CMC surfaces in R2,1. In particular, we classify surfaces
of revolution and surfaces with screw motion symmetry, as well as studying another class of surfaces for
which the metric is rotationally invariant.
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0.1. Motivation
It is well known that minimal surfaces in Euclidean 3-space have a Weierstrass representation
in terms of holomorphic functions, and that the Gauss map of such a surface is holomorphic. For
non-minimal constant mean curvature (CMC) surfaces, Kenmotsu [21] showed that the Gauss
map is harmonic, and gave a formula for obtaining CMC surfaces from any such harmonic maps.
On the other hand, as a result of work by Pohlmeyer [26], Uhlenbeck [35] and others, it became
known that harmonic maps from a Riemann surface into a symmetric space G/H can be lifted
to holomorphic maps into the based loop group ΩG, satisfying a horizontality condition – see
[16] for the history. Subsequently, Dorfmeister, Pedit and Wu [14] gave a method, the so-called
DPW method, for obtaining such harmonic maps directly from a certain holomorphic map into
the complexified loop group ΛGC, via the Iwasawa splitting of this group, ΛGC = ΩG ·Λ+GC.
This method has the advantage that the holomorphic loop group map itself is obtained from a col-
lection of arbitrary complex-valued holomorphic functions. Combined with the Sym–Bobenko
formula, discussed below, for obtaining a surface from its loop group extended frame, this gives
an infinite dimensional “generalized Weierstrass representation” for CMC surfaces in terms of
holomorphic functions.
Integrable systems methods have been shown to have many applications in submanifold the-
ory. Concerning CMC surfaces, notable early results were the classification of CMC tori in R3
by Pinkall and Sterling [25], and the rendering of all CMC tori in space forms in terms of theta
functions by Bobenko [5]. The DPW method has led to new examples of non-simply-connected
CMC surfaces in R3 – and other space forms – that have not yet been proven to exist by any
other approach [22,23,29].
Unsurprisingly, an analogous construction is obtained for spacelike, which is to say Rieman-
nian, CMC surfaces in Minkowski space R2,1, by replacing the group SU2, used in the Euclidean
case, with the non-compact real form SU1,1. However, there is a major difference, in that the
Iwasawa decomposition is not global when the underlying group is non-compact, which has
consequences for the global properties of the surfaces constructed.
There is already an extensive collection of work about spacelike non-maximal CMC surfaces
in R2,1 and their harmonic [24] Gauss maps. Works of Treibergs [34], Wan [36] and Wan and
Au [37] show existence of a large class of entire examples, which are then necessarily complete
(Cheng and Yau [10]). Other studies, also without the loop group point of view, include [11]
and [1]. Inoguchi [18] gave a loop group formulation and discussed finite type solutions and
solutions obtained via dressing, which are two further methods, distinct from the DPW method
employed here, that can also be used for loop group type problems.
Studying the generalized Weierstrass representation for CMC surfaces in R2,1 is interesting
for various reasons: from the viewpoint of surface theory, there is naturally a richer variety of
such surfaces, compared to the Euclidean case, due to the fact that not all directions are the same
in Minkowski space. CMC surfaces in Minkowski space are important in the study of classical
relativity – see for example, the work of Bartnik and Simon [4,3]. The main issue addressed
in those works was to give conditions which would guarantee that surfaces obtained from a
variational problem are everywhere spacelike. The holomorphic representation studied here is a
completely different approach: all surfaces are, in principle, obtained from this method and the
surface is guaranteed to be spacelike as long as the holomorphic loop group map takes its values
in an open dense subset of the loop group (the “big cell”). The surface fails to be spacelike
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dense set. Since all CMC surfaces have such a representation, understanding the behavior at
this boundary potentially gives a means to characterize the singularities. More generally in the
context of integrable systems in geometry, this example can be thought of as a test case regarding
the significance of the absence of a global Iwasawa decomposition, or, more broadly, of the non-
compactness of the group.
0.2. Results
In Sections 1 and 2 we present the Iwasawa decomposition associated to the group of loops
in SU1,1. The general case for non-compact groups had been earlier treated by Kellersch [20];
we provide a rather explicit proof for our case. The main new result here, which is important for
our applications, is that, after doubling the size of the group, by setting G = SU1,1 unionsq iσ1 · SU1,1,
where σ1 is a Pauli matrix, we are able to prove that the Iwasawa splitting we need is almost
global. That is, if ΛGC is the group of loops in a complexification GC of G, Λ+GC is the
subgroup of loops which extend holomorphically to the unit disc, and ΩG is the subgroup of
based loops mapping 1 to the identity, then
ΩG ·Λ+GC (1)
is an open dense subset, called the (Iwasawa) big cell, of ΛGC. We are primarily interested in
this result in the twisted setting, described in Section 2.
We also prove, in Section 1.4, that, for a loop which extends meromorphically to the unit disk
with exactly one pole, the Iwasawa decomposition can be computed explicitly using finite linear
algebra. This result is used for the analysis of singularities arising in CMC surfaces.
In Section 3 we give the loop group formulation and the DPW method for CMC surfaces
in Minkowski space. This uses the first factor F of the decomposition φ = FB , corresponding
to (1), to obtain a CMC surface from a certain holomorphic map φ : Σ → ΛGC, where Σ is a
Riemann surface.
In Section 4 we examine the behavior of the surfaces at the boundary of the big cell. In
Theorem 4.1, we prove that the DPW construction maps an open dense set Σ◦ ⊂ Σ to a smooth
CMC surface, and that the singular set, Σ \Σ◦ is locally given as the zero set of a non-constant
real analytic function.
The boundary of the big cell is a countable disjoint union of “small cells”, the first two of
which are of lowest codimension in the loop group, and therefore the most significant. We exam-
ine the behavior of the surface as points on the set Σ \Σ◦ which correspond to the first two small
cells are approached. In Theorem 4.2, we prove that the surface always has finite singularities at
points which are mapped by φ to the first small cell (and this also occurs along the zero set of a
non-constant real analytic function). On the other hand, we prove that, as points mapping to the
second small cell are approached, the surface is always unbounded and the metric blows up.
The next two sections are devoted to applications. There are a variety of CMC rotational
surfaces in R2,1, because the rotation axes can be either timelike or spacelike or lightlike. Clas-
sifications of such rotational surfaces were considered by Hano and Nomizu [17] and Ishihara
and Hara [19], with the aim of studying rolling curve constructions for the profile curves, but the
moduli space was not considered. Here we find the moduli spaces for both surfaces of revolution
and the more general class of equivariant surfaces. In Section 5, we explicitly construct and clas-
sify all spacelike CMC surfaces of revolution in R2,1. In particular, this results in a new family of
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associate families of the CMC surfaces of revolution, which we prove give all spacelike CMC
surfaces with screw motion symmetry (equivariant surfaces). In both those cases, the explicit
nature of the construction can be used to study the singularities and the end behaviors of the
surfaces.
In Section 6 we use the Weierstrass representation to construct R2,1 analogues of Smyth
surfaces [31] (surfaces whose metrics have a rotational symmetry), and study their properties.
1. The Iwasawa decomposition for the untwisted loop group
If G is a compact semisimple Lie group, then the Iwasawa decomposition of ΛG, proved
in [27], is
ΛGC = ΩG ·Λ+G, (2)
where ΩG is the set of based loops γ ∈ ΛG such that γ (1) = 1. For non-compact groups, this
problem was investigated by Kellersch [20]. An English presentation of those results can be
found in the appendix of [2]. Here we restrict to SU1,1, as it is a representative example, and as
it has applications to CMC surface theory.
1.1. Notation and definitions
Throughout this article we will make extensive use of the Pauli matrices
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
.
Let S1 be the unit circle in the complex λ-plane, D+ the open unit disk, and D− = {λ ∈ C |
|λ| > 1} ∪ {∞} the exterior disk in CP1.
If GC is any complex semisimple Lie group then ΛGC denotes the Banach Lie group of maps
from S1 into GC with some Hs -topology, s > 1/2. All subgroups are given the induced topology.
For any subgroup H of ΛGC we denote the subgroup of constant loops, which is to say H∩GC,
by H0.
For us, GC will be the special linear group SL2C. Now the real form SU1,1 is the fixed point
subgroup with respect to the involution
τ(x) = Adσ3
(
xt
)−1
. (3)
For our application, however, it will become clear that it is convenient to set
G := {x ∈ SL2C ∣∣ τ(x) = ±x}.
As a manifold, G is a disjoint union SU1,1 unionsq iσ1 · SU1,1, and has a complexification GC = SL2C.
It turns out that G works just as well as SU1,1 for our application, and this choice will mean
that the Iwasawa decomposition is almost global. We remark that an alternative way to achieve
this would have been to set GC to be the group {x ∈ GL(2,C) | detx = ±1}, and in this case the
appropriate real form G would be just the fixed point subgroup with respect to τ .
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extend τ to an involution of the loop group by the formula
(
τ(x)
)
(λ) := τ(x(λ¯−1))
= σ3
(
x
(
λ¯−1
)
t
)−1
σ3. (4)
Then it is easy to verify that the definition of ΛG ⊂ ΛGC is the analogue of G ⊂ GC:
ΛG = {x ∈ ΛGC ∣∣ τ(x) = ±x}
= (ΛGC)
τ
unionsq iσ1 ·
(
ΛGC
)
τ
,
where (ΛGC)τ = ΛSU1,1 is the fixed point subgroup with respect to τ . We want a decomposition
similar to the Iwasawa decomposition (2), but our group G is non-compact.
1.1.1. Normalizations for the untwisted setting
Let 
+ and 
− denote the sets of 2 × 2 upper triangular and lower triangular matrices,
respectively, and 
±
R
denote the subsets with the further restriction that the diagonal components
are positive and real. For any lie group X, let Λ±X denote the subgroup consisting of loops which
extend holomorphically to D±. We start by defining some further subgroups of the untwisted loop
group ΛGC := ΛSL2C. Denote the centers of the interior and exterior disks, D±, by λ+ := 0 and
λ− := ∞. Set
Λ±
G
C := {B ∈ Λ±GC ∣∣ B(λ±) ∈ 
±},
Λ+
R
GC := {B ∈ Λ+GC ∣∣ B(0) ∈ 
+
R
}
,
Λ±I G
C := {B ∈ Λ±GC ∣∣ B(λ±) = I}.
1.2. The Birkhoff decomposition
To obtain the corresponding results for the twisted loop group later, we normalize the factors
in the Birkhoff factorization theorem of [27], in a certain way:
Theorem 1.1 (Birkhoff decomposition). (See [27].) Any φ ∈ ΛGC, has a decomposition:
φ = B−MB+, B± ∈ Λ±
GC,
where either
M =
(
λ 0
0 λ−
)
, or M =
(
0 λ
−λ− 0
)
,  ∈ Z.
The middle term, M , is uniquely determined by φ. The big cell BU , where l = 0, is open and
dense in ΛGC, and in this case there is a unique factorization φ = Bˆ−M0Bˆ+, with Bˆ± ∈ Λ±I GC
and M0 ∈ GC. Moreover, the map BU → Λ−I GC ×GC ×Λ+I GC, given by [φ → (Bˆ−,M0, Bˆ+)],
is a real analytic diffeomorphism.
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without the upper and lower triangular normalization of the constant terms, and where the middle
term, M , is a homomorphism from S1 into a maximal torus, which is to say the first type of
middle term here. That is
φ = φ−
(
λl 0
0 λ−l
)
φ+, φ± ∈ Λ±GC.
Such a product can be manipulated so that the constant terms of φ± are appropriately triangu-
lar if one allows the middle term to become off-diagonal. 
1.3. The untwisted Iwasawa decomposition for G
Define the untwisted Iwasawa big cell
BU1,1 :=
{
φ ∈ ΛGC ∣∣ (τ(φ))−1φ ∈ BU}.
Theorem 1.2 (Untwisted SU1,1 Iwasawa decomposition).
(1) The group ΛGC is a disjoint union,
BU1,1 unionsq
⊔
m∈Z
Pˆm,
where Pˆm are defined below at item (3).
(2) Any element φ ∈ BU1,1 has a decomposition
φ = FB, F ∈ ΛG, B ∈ Λ+
GC.
We can choose B ∈ Λ+
R
GC, and then F and B are uniquely determined, and the product map
ΛG×Λ+
R
GC → BU1,1 is a real analytic diffeomorphism. We call this unique decomposition
normalized.
(3) Any element φ ∈ Pˆm can be expressed as
φ = FωˆmB, F ∈
(
ΛGC
)
τ
, B ∈ Λ+
GC,
where
ωˆm :=
( 1
2 λ
m
− 12λ−m 1
)
.
(4) The Iwasawa big cell BU1,1 is an open dense set of ΛGC. The complement of the big cell is
locally given as the zero set of a non-constant real analytic function g : ΛGC → C.
The proof of Theorem 1.2 is a consequence of the following lemma:
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ψ = (τ(B+))−1(±I )B+ or ψ = (τ(B+))−1
(
0 λm
−λ−m 0
)
B+
for some uniquely determined integer m, and for some B+ ∈ Λ+
GC.
Proof. Consider the two cases for the Birkhoff splitting of ψ given in Theorem 1.1. First, if
ψ = B− diag(λk, λ−k)B+, then
B = B+τ(B−) =
(
a b
c d
)
(5)
is an element of Λ+
GC, and the assumption that (τ (ψ))−1 = ψ is equivalent to the equation
(
a∗λ−k −c∗λk
−b∗λ−k d∗λk
)
=
(
aλk bλk
cλ−k dλ−k
)
.
It follows that b and c are both identically zero, that a, d are constant and real, and that
k = 0. So B = diag(α,α−1)(±I )diag(α,α−1) for some constant α > 0. Then ψ = (τ (ψ))−1 =
(τ (B+))−1(τ (B−))−1 = τ(B˜+)−1(±I )B˜+, where B˜+ = diag(α−1, α)B+.
Now consider the case ψ = B−
( 0 λk
−λ−k 0
)
B+. Proceeding as before, we have
(
a∗ −c∗
−b∗ d∗
)(
0 λk
−λ−k 0
)
=
(
0 λk
−λ−k 0
)(
a b
c d
)
,
where B is as in (5). It follows that a¯ = d is constant and |a| = 1, and b · c is identically zero.
Further, when k < 0, then b = 0 and c = c∗λ−2k with a finite expansion in λ of the form c =
c1λ1 +· · ·+ c−2k−1λ−2k−1, while, on the other hand, if k  0, we have that c = 0 and b = b∗λ2k ,
with b = b0λ0 + · · · + b2kλ2k .
Setting B˜+ = yB+ and B˜− = B−x−1 then the requirements that B˜+ ∈ Λ+
GC and ψ =
(τ (B˜+))−1
( 0 λm
−λ−m 0
)
B˜+ will be satisfied if we can choose y ∈ Λ+
GC and x ∈ Λ−
GC with
the properties:
x−1
(
0 λk
−λ−k 0
)
y =
(
0 λk
−λ−k 0
)
, B = y−1τ(x).
Set
y =
(√
a
−1
y1
y2
√
a
)
, x−1 =
(√
a
−1
x1
x2
√
a
)
,
then when k  0, we can take (y1, y2, x1, x2) = (−√ab/2,0,0,−√abλ−2k/2). When k < 0, we
take (y1, y2, x1, x2) = (0,−c/(2√a ),−cλ2k/(2√a ),0). 
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can apply Lemma 1.3, which implies that
ψ = (τ(B+))−1τ(ωˆ)−1ωˆB+,
where ωˆ is (uniquely) one of the following:
ωˆ+ = I, ωˆ− =
(
0 1
−1 0
)
, ωˆm =
( 1
2 λ
m
− 12λ−m 1
)
,
m ∈ Z, and B+ ∈ Λ+
GC. To see this, compute that (τ (ωˆ+))−1ωˆ+ = I , τ(ωˆ−)−1ωˆ− = −I and
τ(ωˆm)
−1ωˆm =
( 0 λm
−λ−m 0
)
.
Hence
φ = Fˆ ωˆB+,
where Fˆ = τ(φ)τ(ωˆB+)−1. Now ψ = τ(ωˆB+)−1 · ωˆB+ is equivalent to the equation τ(Fˆ ) = Fˆ ,
and so Fˆ ∈ (ΛGC)τ .
To prove item (2) of the theorem, note that φ ∈ BU1,1 if and only if (τ (φ))−1φ ∈ BU , and
this corresponds to ωˆ = ωˆ±, by the construction in Lemma 1.3. Since τ(ωˆ±) = ±ωˆ±, φ = FB+,
with F := Fˆ ωˆ±, is the required decomposition. The uniqueness and the diffeomorphism property
follow from the corresponding properties on the big cell in Theorem 1.1.
Item (3) has already been proved, and the disjointness property of item (1) follows from the
uniqueness of the middle term in the Birkhoff Theorem.
To prove item (4) note that, by definition, BU1,1 = h−1(BU), where h : ΛGC → ΛGC takes
φ → (τ (φ))−1φ. It is shown in [14] that the Birkhoff big cell BU is given as the complement
of the zero set of a non-trivial holomorphic section μ (called τ in [14]) of the holomorphic line
bundle ψ∗Det∗ → ΛGC, where ψ is a composition of holomorphic maps ΛGC → GLres(H) →
Gr(H), and Det∗ → Gr(H) is the dual of the determinant line bundle. Hence the Iwasawa big
cell BU1,1 is given as the complement of the zero set of the section h∗μ, locally represented by a
real analytic function g : ΛGC → C. The complement of such a zero set is either open and dense
or empty, and the big cell is not empty, as it contains the identity. 
Remark 1.4. A similar procedure can be used to prove the SU2 Iwasawa splitting. In that case, as
a consequence of the compactness of the group, everything is much simpler and the small cells
Pˆm do not appear.
1.4. Explicit Iwasawa factorization of Laurent loops
Computing the Iwasawa factorization explicitly is not possible in general. However, if
X ∈ BU1,1 extends meromorphically to the unit disk, with just one pole at λ = 0, then the Iwasawa
decomposition can be computed by finite linear algebra. To show this we will define a linear
operator on a finite dimensional vector space whose kernel corresponds to the G factor of X.
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Λp,q =
{
q∑
j=p
ajλ
j
∣∣∣ aj ∈ M2×2C
}
,
and let Pp,q : Λ−∞,∞ → Λp,q be the projection
Pp,q
( ∞∑
j=−∞
ajλ
j
)
=
q∑
j=p
ajλj .
Define the anti-involution ρ on Λ−∞,∞ by, for W ∈ Λ−∞,∞,
(ρW)(λ) = σ3W(1/λ)tσ3.
Note that if W(λ) is an invertible matrix, then ρ is the composition of τ with the matrix inverse
operation.
For any X ∈ ΛGC, define a linear map LX : Λ−∞,∞ → Λ−∞,−1 ⊕Λ−∞,−1 ⊕C4 by
LX(W) =
(
P−∞,−1(WX), P−∞,−1
(
adj(ρW)X), (P0,0(WX)− P0,0(adj(ρW)X))∣∣11,(
P0,0(WX)− P0,0
(
adj(ρW)X))∣∣22, P0,0(WX)∣∣21, P0,0(adj(ρW)X)∣∣21), (6)
where adj gives the adjugate matrix and the subscripts ij refer to matrix entries. The map LX is
clearly complex linear.
Lemma 1.5. Let n ∈ Z0 and X ∈ ΛGC∩Λ−n,∞. Suppose X lies in the big cell, and let X = FB
be its normalized SU1,1-Iwasawa factorization. Then
(1) KerLI = C · I and KerLiσ2 = C · σ1.
(2) If F ∈ (ΛGC)τ , then KerLX = C · F−1.
(3) If F ∈ iσ1 · (ΛGC)τ , then KerLX = C · (Fσ3)−1.
Proof. Let X ∈ ΛGC ∩ Λ−n,∞. By the definition of LX , W ∈ KerLX if and only if for some
p,q ∈ C,
P−∞,0(WX) =
(
p c1
0 q
)
and P−∞,0
(
adj(ρW)X)= (p c20 q
)
,
where ci ∈ C. It follows that
KerLI = C · I and KerLiσ2 = C · σ1,
KerLXB = KerLX for all B ∈ Λ+RGC,
KerLFX = KerLX · F−1 for all F ∈
(
ΛGC
)
.τ
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KerLFB = KerLI · F−1 = C · F−1.
If F ∈ iσ1 · (ΛGC)τ , then F = Giσ2 for some G ∈ (ΛGC)τ , and statement (3) follows from
KerLGiσ2B = KerLiσ2 ·G−1 = C · iσ1G−1 = C · σ3F−1 = C · (Fσ3)−1. 
Let X be a Laurent loop in the big cell, of pole order n ∈ Z0 at λ = 0 and with no other
singularities on the unit disk. Let X = FB be the SU1,1-Iwasawa decomposition. Then F is a
Laurent loop in Λ−n,n, because XB−1 = F has a pole of order n at λ = 0 and τ(F ) = ±F . In
fact, we have the following theorem:
Theorem 1.6. Lemma 1.5 provides an explicit construction of the normalized SU1,1-Iwasawa
decomposition of any X ∈ BU1,1 ∩ Λ−n,∞ by finite linear methods. In particular, let X = FB be
the SU1,1-Iwasawa decomposition. Then
(1) F is a Laurent loop in Λ−n,n if and only if X extends meromorphically to the unit disk, with
pole of order n at λ = 0, and no other poles.
(2) In this case, the two conditions that F ∈ ΛG and that B ∈ Λ+
R
GC form an algebraic system
on the coefficients of F−1 with a unique solution.
Proof. Compute W ∈ KerLX \ {0}. This involves solving a complex linear system with 16n+ 4
equations and 8n+ 4 variables.
That detW is λ-independent can be seen as follows: Since W solves the linear system, WX
and adj(ρW)X are in Λ0,∞, and so detW(λ) and detW(1/λ¯) are holomorphic in the unit disk.
In particular, detW(λ) is holomorphic on C∪ {∞}, and so is constant.
Thus, multiplying by a constant scalar if necessary, we may, and do, assume detW ≡ 1.
By Lemma 1.5, ((iσ3)kW)−1 is the ΛG factor of the normalized SU1,1-Iwasawa decomposi-
tion of X for some k ∈ {0, . . . ,3}. 
For the simplest case, when X is a constant loop, the linear system in the proof of Theorem 1.6
gives the following corollary:
Corollary 1.7. For X ∈ SL2C, the SU1,1-Iwasawa decomposition has three cases:
(1) When |X11| > |X21|, there exist u,v,β ∈ C and r ∈ R+ such that uu¯− vv¯ = 1 and
X =
(
u v
v¯ u¯
)(
r β
0 r−1
)
.
(2) When |X11| < |X21|, there exist u,v,β ∈ C and r ∈ R+ such that uu¯− vv¯ = −1 and
X =
(
u v
−v¯ −u¯
)(
r β
0 r−1
)
.
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X =
(
eiθ 0
eiγ e−iθ
)(
r β
0 r−1
)
.
2. Iwasawa factorization in the twisted loop group
2.1. Notation and definitions for the twisted loop group
As before, we set G = SU1,1 unionsq iσ1 ·SU1,1, but from now on we work in the twisted loop group
UC := ΛGCσ :=
{
x ∈ ΛGC ∣∣ σ(x) = x},
where the involution σ is defined, for a loop x, by
(
σ(x)
)
(λ) := Adσ3x(−λ).
We will also refer to three further subgroups of UC,
UC± :=
{
B ∈ UC ∣∣ B extends holomorphically to D±},
UˆC+ :=
{
B ∈ UC+
∣∣∣ B(0) = (ρ 00 ρ−1
)
, ρ ∈ R, ρ > 0
}
.
We extend τ to an involution of the loop group by the formula
(
τ(x)
)
(λ) := τ(x(λ¯−1)).
The “real form” is
U := ΛGσ =
{
F ∈ ΛGCσ
∣∣ τ(F ) = ±F}
= Uτ unionsqΨ (iσ1) · Uτ ,
where Uτ is the fixed point subgroup of τ , and Ψ (iσ1) =
( 0 iλ
iλ−1 0
) (see (8) below).
For any Lie group A, let Lie(A) denote its Lie algebra. We use the same notations σ and τ for
the infinitesimal versions of the involutions, which are given on Lie(ΛGC) by
(
σ(X)
)
(λ) := Adσ3X(−λ),
(
τ(X)
)
(λ) := −Adσ3Xt
(
λ¯−1
)
.
We have Lie(UC) = {X =∑Xiλi | Xi ∈ sl2C, σ (X) = X}, and Lie(U) is the subalgebra con-
sisting of elements fixed by τ . The convergence condition of these series depends on the topology
used.
For practical purposes, we should note that UC and Lie(UC) consist of loops ( a b
c d
)
which take
values in SL2C and sl2C respectively, and such that the coefficients a and d are even functions
of the loop parameter λ, whilst b and c are odd functions of λ. UC and Lie(UC) are the elements± ±
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their Fourier expansions. For a scalar-valued function x(λ), we use the notation
x∗(λ) := x(λ¯−1).
Then for the real form U we have
Uτ =
{(
a b
b∗ a∗
)
∈ UC
}
, Ψ (iσ1) · Uτ =
{(
a b
−b∗ −a∗
)
∈ UC
}
, (7)
and the analogue for the Lie algebras.
2.2. The Iwasawa decomposition for SU1,1
To convert Theorem 1.2 to the twisted setting, we use the isomorphism from the untwisted to
the twisted loop group, defined by
Ψ : ΛGC → ΛGCσ ,
(
a(λ) b(λ)
c(λ) d(λ)
)
→
(
a(λ2) λb(λ2)
λ−1c(λ2) d(λ2)
)
. (8)
We define the Birkhoff big cell in ΛGCσ by B := Ψ (BU). The Birkhoff factorization theorem,
Theorem 1.1, then translates to the assertion that B = UC− · UC+ , and that this is an open dense
subset of UC.
Define the G-Iwasawa big cell for UC to be the set
B1,1 :=
{
φ ∈ UC ∣∣ τ(φ)−1φ ∈ B}.
It is easy to verify that τ = Ψ−1 ◦ τ ◦Ψ , and this implies that Ψ maps BU1,1 to B1,1.
To define the small cells, we first set, for a positive integer m ∈ Z+,
ωm =
(
1 0
λ−m 1
)
, m odd; ωm =
(
1 λ1−m
0 1
)
, m even.
The n-th small cell is defined to be
Pn := Uτ ·ωn · UC+ . (9)
Note that elements of ΩG, in the Iwasawa decomposition (2), correspond naturally to elements
of the left coset space ΛG/G. For the twisted loop group, U , the role of ΩG is effectively played
by U/U0.
Theorem 2.1 (SU1,1 Iwasawa decomposition).
(1) The group UC is a disjoint union
UC = B1,1 unionsq
⊔
m∈Z+
Pm. (10)
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φ = FB, (11)
for F ∈ U and B ∈ UC+ . The factor F is unique up to right multiplication by an element of U0.
The factors are unique if we require that B ∈ UˆC+ , and then the product map U × UˆC+ → B1,1
is a real analytic diffeomorphism.
(3) The Iwasawa big cell, B1,1, is an open dense subset of UC. The complement of B1,1 in UC is
locally given as the zero set of a non-constant real analytic function g : UC → C.
Proof. The theorem follows from the untwisted statement, Theorem 1.2. Under the isomor-
phism Ψ , given by (8), ωˆ+ stays the same, ωˆ− becomes
( 0 λ
−λ−1 0
)
, and the ωˆm appear only for
odd m. Then, noting that, for m> 0,
(iσ3)ωˆm(−iσ3) =
(
1 0
λ−m 1
)
B+, B+ =
(
1/2 −λm
0 2
)
∈ Λ+GC,
and, for m< 0,
ωˆm =
(
1 λm
0 1
)
B+, B+ =
(
1 0
−λ−m/2 1
)
∈ Λ+GC,
and that B+ can be absorbed into the right-hand UC+ factor of any splitting, we can replace,
in Theorem 1.2, the above ωˆ± and ωˆm respectively with the matrices I ,
( 0 λ
−λ−1 0
)
and the ωm
defined in Section 3. This gives the small cell factorizations of (9) of Theorem 2.1. The big cell
factorization of item (2) follows from the observation that
τ
(
0 λ
−λ−1 0
)
= −
(
0 λ
−λ−1 0
)
,
so that elements with this middle term can be represented as φ = FB , with τ(F ) = −F , that is,
F ∈ Ψ (iσ1)Uτ ⊂ U .
The diffeomorphism property on the big cell, the disjoint union property, item (1), and item (3)
follow from the corresponding statements in Theorem 1.2. 
Corollary 2.2. The map π : B1,1 → U/U0 given by φ → [F ], derived from (11), is a real analytic
projection.
Remark 2.3. The density of the big cell can also be seen explicitly as follows: consider the
continuous family of loops
ψmz :=
(
1 0
zλ−m 1
)
, m odd; ψmz :=
(
1 zλ−m+1
0 1
)
, m even.
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Fmz ·Bmz , where, for odd values of m,
Fmz =
1√
1 − zz¯
(
1 z¯λm
zλ−m 1
)
, Bmz =
1√
1 − zz¯
(
1 − zz¯ −z¯λm
0 1
)
,
and, for even values of m:
ψmz = Adσ1ψm−1z = Adσ1Fm−1z · Adσ1Bm−1z .
If φ0 is any element of Pm, then it has a decomposition φ0 = F0ωmB0, in accordance with (9).
Now define the continuous path, for t ∈ R, φˆt = F0ψmt B0. Then φˆ1 = φ0, but for t = 1, φˆt =
F0Fmt B
m
t B0, which is in the big cell. So φˆt gives a family of elements in the big cell which are
arbitrarily close to φ0 as t → 1.
2.3. A factorization lemma
Later, in Section 4, we will use the following explicit factorization for an element of the form
Bω−1m , for B ∈ UC+ , and m = 1 or 2.
Lemma 2.4. Let B = ( a b
c d
) = (∑∞i=0 aiλi ∑∞i=1 biλi∑∞
i=1 ciλi
∑∞
i=0 diλi
)
be any element of UC+ . Then there exists a
factorization
Bω−11 = XBˆ, (12)
where Bˆ ∈ UC+ and X is of one of the following three forms:
k1 =
(
u vλ
v¯λ−1 u¯
)
, k2 =
(
u vλ
−v¯λ−1 −u¯
)
, ωθ1 =
(
1 0
eiθλ−1 1
)
,
where u and v are constant in λ and can be chosen so that the matrix has determinant one, and
θ ∈ R. The matrices k1 and k2 are in U , and their components satisfy the equation
|u|
|v| = |b1 − a0||a0|. (13)
The third form occurs if and only if Bω−11 is in the first small cell, P1, and the three cases
correspond to the cases |(b1 − a0)a0| greater than, less than or equal to 1, respectively.
The analogue holds replacing ω1 with ω2, the matrices ki and ωθ1 with Adσ1ki and Adσ1ω
θ
1 ,
and replacing P1 with P2, and Eq. (13) with
|u|
|v| = |c1 − d0||d0|. (14)
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Adσ1ω1, so we can get the factorization by applying the homomorphism Adσ1 to both sides
of (12).
To obtain the factorization (12), note that under the isomorphism given by (8), ω−11 becomes( 1 0
−1 1
)
, so the untwisted form of Bω−11 has no pole on the unit disc, and the factorization can be
obtained by factoring the constant term, using Corollary 1.7.
Alternatively, one can write down explicit expressions as follows: for the cases |(b1 −
a0)a0|ε > 1, where ε = ±1, the factorization is given by
X =
(
u vλ
εv¯λ−1 εu¯
)
,
Bˆ =
( −εu¯bλ−1 + dv + εu¯a − vcλ bεu¯− vdλ
εv¯bλ−2 − (εv¯a + ud)λ−1 + uc −bεv¯λ−1 + ud
)
. (15)
One can choose u and v so that ε(uu¯− vv¯) = 1 and such that Bˆ ∈ UC+ , the latter condition being
assured by the requirement that u
v¯
= ε(b1 − a0)a0. It is straightforward to verify that XBˆ =
Bω−11 .
For the case |(b1 − a0)a0| = 1, substitute u¯ for εu¯ and −v¯ for εv¯ in the above expression, and
choose u
v¯
= (a0 − b1)a0. One can choose u = 1√2 and v¯ =
−eiθ√
2
and
(
u vλ
−v¯λ−1 u¯
)
=
(
1 0
eiθλ−1 1
)( 1√
2
− 1√
2
e−iθ λ
0
√
2
)
.
Pushing the last factor into Bˆ then gives the required factorization. In this case, Bω−11 is in P1,
because it can be expressed as(
e−iθ/2 0
0 eiθ/2
)
·ω1 ·
(
eiθ/2 0
0 e−iθ/2
)
Bˆ. 
3. The loop group formulation and DPW method for spacelike CMC surfaces in R2,1
The loop group formulation for CMC surfaces in E3, S3 and H3 evolved from the work of
Sym [32], Pinkall and Sterling [25], and Bobenko [5,7]. The Sym–Bobenko formula for CMC
surfaces was given by Bobenko [6,7], generalizing the formula for pseudo-spherical surfaces
of Sym [32]. The case that the ambient space is non-Riemannian is analogous, replacing the
compact Lie group SU2 with the non-compact real form SU1,1, as we show in this section.
3.1. The SU1,1-frame
The matrices {e1, e2, e3} := {σ1,−σ2, iσ3} form a basis for the Lie algebra g = su1,1. Identi-
fying the Lorentzian 3-space R2,1 with g, with inner product given by 〈X,Y 〉 = 12 trace(XY), we
have
〈e1, e1〉 = 〈e2, e2〉 = −〈e3, e3〉 = 1
and 〈σi, σj 〉 = 0 for i = j .
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curvature H = 0. Choose conformal coordinates z = x + iy and define a function u : Σ → R
such that the metric is given by
ds2 = 4e2u(dx2 + dy2). (16)
We can define a frame F : Σ → SU1,1 by demanding that
Fe1F
−1 = fx|fx | , F e2F
−1 = fy|fy | .
Assume coordinates for the target and domain are chosen such that fx(0) = |fx(0)|e1 and
fy(0) = |fy(0)|e2, so that F(0) = I . Then the frame F is unique. A choice of unit normal vector
is given by N = Fe3F−1. The Hopf differential is defined to be Qdz2, where
Q := 〈N,fzz〉 = −〈Nz,fz〉.
The Maurer–Cartan form, α, for the frame F is defined by α := F−1 dF = U dz+ V dz¯.
Lemma 3.1. The connection coefficients U := F−1Fz and V := F−1Fz¯ are given by
U = 1
2
(
uz −2iHeu
ie−uQ −uz
)
, V = 1
2
( −uz¯ −ie−uQ¯
2iHeu uz¯
)
. (17)
The compatibility condition dα + α ∧ α = 0 is equivalent to the pair of equations
uzz¯ −H 2e2u + 14 |Q|
2e−2u = 0,
Qz¯ = 2e2uHz. (18)
Proof. This is a straightforward computation, using H = 18e−2u〈fxx + fyy,N〉, and the conse-
quent fzz = 2uzfz −QN , fz¯z¯ = 2uz¯fz¯ − Q¯N , fzz¯ = −2He2uN , in addition to
fz = 2euF ·
(
0 1
0 0
)
· F−1, fz¯ = 2euF ·
(
0 0
1 0
)
· F−1.  (19)
3.2. The loop group formulation and the Sym–Bobenko formula
Now let us insert a parameter λ into the 1-form α, defining the family αλ := Uλ dz + V λ dz¯,
where
Uλ = 1
2
(
uz −2iHeuλ−1
ie−uQλ−1 −uz
)
, V λ = 1
2
( −uz¯ −ie−uQ¯λ
2iHeuλ uz¯
)
. (20)
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Proposition 3.2. The 1-form αλ satisfies the Maurer–Cartan equation
dαλ + αλ ∧ αλ = 0
for all λ ∈ C \ {0} if and only if the following two conditions both hold:
(1) dα1 + α1 ∧ α1 = 0,
(2) the mean curvature H is constant.
Note that, comparing with (7), αλ is a 1-form with values in Lie(Uτ ), and is integrable for
all λ. Hence it can be integrated to obtain a map F : Σ → Uτ .
Definition 3.3. The map F : Σ → Uτ obtained by integrating the above 1-form αλ, with the
initial condition F(0) = I , is called an extended frame for the CMC surface f .
Remark 3.4. Such a frame F is also an extended frame for a harmonic map, as, for each λ ∈ S1,
Fλ projects to a harmonic map into SU1,1/K , where K is the diagonal subgroup. We will not be
emphasizing that aspect in this article, however.
When H is a nonzero constant, the Sym–Bobenko formula, at λ0 ∈ S1, is given by:
fˆ λ0 = − 1
2H
S(F )|λ=λ0 , (21)
S(F ) := Fiσ3F−1 + 2iλ∂λF · F−1. (22)
Theorem 3.5.
(1) Given a CMC H surface, f , with extended frame F : Σ → Uτ , described above, the original
surface f is recovered, up to a translation, from the Sym–Bobenko formula as fˆ 1. For other
values of λ ∈ S1, fˆ λ is also a CMC H surface in R2,1, with Hopf differential given by λ−2Q.
(2) Conversely, given a map F : Σ → Uτ whose Maurer–Cartan form has coefficients of the
form given by (20), the map fˆ λ obtained by the Sym–Bobenko formula is a CMC H immer-
sion into R2,1.
(3) If D is any diagonal matrix, constant in λ, then S(FD) = S(F ).
Proof. For (1), one computes that fˆ 1z = fz and fˆ 1z¯ = fz¯, so f and fˆ 1 are the same surface up to
translation. For other values of λ, see item (2). To prove (2), one computes fˆz and fˆz¯, and then
the metric, the Hopf differential and the mean curvature. Item (3) of the theorem is obvious. 
The family of CMC surfaces fˆ λ is called the associate family for f . The invariance of the
Sym–Bobenko formula with respect to right multiplication by a diagonal matrix is due to the fact
that the surface is determined by its Gauss map, given by the equivalence class of the frame in
SU1,1/K .
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Lemma 3.6. The surfaces
fˆ 1‖ = −
1
2H
Adσ1S(Adσ1F)|λ=1
= − 1
2H
[−Fiσ3F−1 + 2iλ∂λF · F−1]λ=1,
fˆ 1K = −
1
2H
[
0 + 2iλ∂λF · F−1
]
λ=1
are the parallel CMC −H surface and the parallel constant Gaussian curvature −4H 2 surfaces,
respectively, to fˆ 1.
3.3. Extending the construction to G
In the formulation above we used the group SU1,1, but we can use the bigger group G instead,
and allow the extended frame to take values in U = Uτ unionsqΨ (iσ1) · Uτ . If we integrate the 1-form
αλ above, with the initial condition Fˆ (0) = Ψ (iσ1) instead of the identity, we obtain a frame,
Fˆ = Ψ (iσ1)F , with values in Ψ (iσ1) · Uτ . But S(Ψ (iσ1)F ) = −Adσ1S(F ) + translation, and
the effect of −Adσ1 on the surface is just an isometry of R2,1, and so a CMC surface is obtained.
Similarly, it is clear that we can replace Uτ with U in the converse part of Theorem 3.5.
3.4. The DPW method for R2,1
Here we give the holomorphic representation of the extended frames constructed above. To
see how it works in practice, consult the examples below, in Section 3.5.
On a simply-connected Riemann surface Σ with local coordinate z = x + iy, we define a
holomorphic potential as an sl2C-valued λ-dependent 1-form
ξ = A(z,λ)dz =
( ∑∞
j=0 c2j λ2j
∑∞
j=0 a2j−1λ2j−1∑∞
j=0 b2j−1λ2j−1 −
∑∞
j=0 c2j λ2j
)
dz,
where the aj dz, bj dz, cj dz are all holomorphic 1-forms defined on Σ , and a−1 is never zero.
Choose a solution φ : Σ → UC of dφ = φξ , and G-Iwasawa split φ = FB with F : Σ → U
and B : Σ → UˆC+ whenever φ ∈ B1,1. Expanding
B =
(
ρ 0
0 ρ−1
)
+ O(λ), ρ(z, z¯) ∈ R+,
and, noting that
F−1 dF = BAB−1 dz− dB ·B−1
and τ(F−1 dF) = F−1 dF , one deduces that
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A1 =
(
0 λ−1ρ2a−1
λ−1ρ−2b−1 0
)
, A2 =
( ρz
ρ
0
0 −ρz
ρ
)
.
Take any nonzero real constant H . Substituting w = i
H
∫
a−1 dz, Q = −2H b−1a−1 and ρ = eu/2,
we have F−1 dF = Uλ dw+V λ dw¯ for Uλ(w), V λ(w) as in Section 3. By Theorem 3.5, F is an
extended frame for a family of spacelike CMC H immersions.
Remark 3.7. The invariance of the Sym–Bobenko formula, pointed out in Theorem 3.5, shows
that we did not need to choose the unique F ∈ U given by the normalization B ∈ UˆC+ in our
splitting of φ above, because the freedom for F (Theorem 2.1) is postmultiplication by U0, which
consists of diagonal matrices. The normalized choice of B , however, will be used sometimes, as
it captures some information about the metric of the surface in terms of ρ.
We also point out that allowing a−1 to have zeros will result in a surface with branch points
at these zeros.
We have proved one direction of the following theorem, which gives a holomorphic represen-
tation for all non-maximal CMC spacelike surfaces in R2,1. In the converse statement, the main
issue is that we do not assume Σ is simply-connected, which can be important for applications:
see, for example [13,12].
Theorem 3.8 (Holomorphic representation for spacelike CMC surfaces in R2,1). Let
ξ =
∞∑
i=−1
Aiλ
i dz ∈ Lie(UC)⊗Ω1,0(Σ)
be a holomorphic 1-form over a simply-connected Riemann surface Σ , with
a−1 = 0,
on Σ , where A−1 =
( 0 a−1
b−1 0
)
. Let φ : Σ → UC be a solution of
φ−1 dφ = ξ.
Define the open set Σ◦ := φ−1(B1,1), and take any G-Iwasawa splitting on Σ◦:
φ = FB, F ∈ U , B ∈ UC+ . (23)
Then for any λ0 ∈ S1, the map f λ0 := fˆ λ0 : Σ◦ → R2,1, given by the Sym–Bobenko formula (21),
is a conformal CMC H immersion, and is independent of the choice of F in (23).
Conversely, let Σ be a non-compact Riemann surface. Then any non-maximal conformal
CMC spacelike immersion from Σ into R2,1 can be constructed in this manner, using a holo-
morphic potential ξ that is well defined on Σ .
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struction of the extended frame associated to any such surface, together with the argument in
[14, Lemma 4.11 and the Appendix] given for the case that Σ is contractible. However, the lat-
ter argument is also valid if Σ is any non-compact Riemann surface: the global statement only
depends on the generalization of Grauert’s Theorem given in [9], that any holomorphic vector
bundle over a Stein manifold (such as a non-compact Riemann surface, see [15, Section 5.1.5])
with fibers in a Banach space, is trivial. 
Remark 3.9. We also showed above that if we normalize the factors in (23) so that B ∈ UˆC+ , and
define the function ρ : Σ◦ → R by B|λ=0 = diag(ρ,ρ−1), then there exist conformal coordinates
z˜ = x˜ + iy˜ on Σ such that the induced metric for f 1 is given by
ds2 = 4ρ4(dx˜2 + dy˜2),
and the Hopf differential is given by Qdz˜2, where Q = −2H b−1
a−1 .
3.5. Preliminary examples
We conclude this section with three examples:
Example 3.10. A cylinder over a hyperbola in R2,1. Let
ξ =
(
0 λ−1 dz
λ−1 dz 0
)
,
on Σ = C. Then one solution φ of dφ = φξ is
φ = exp
{(
0 zλ−1
zλ−1 0
)}
,
which has the Iwasawa splitting φ = F ·B , where
F = exp
{(
0 zλ−1 + z¯λ
zλ−1 + z¯λ 0
)}
, B = exp
{(
0 −z¯λ
−z¯λ 0
)}
,
take values in U and UˆC+ respectively. The Sym–Bobenko formula fˆ 1 gives the surface
−1
2H
· [4y,− sinh(4x), cosh(4x)],
in R2,1 = {[x1, x2, x0] := x1e1 + x2e2 + x0e3}. The image is the set
{
[x1, x2, x0]
∣∣∣ x20 − x22 = 14H 2
}
,
which is a cylinder over a hyperbola.
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ξ =
(
0 λ−1
0 0
)
dz,
on Σ = C. Then one solution of dφ = φξ is
φ =
(
1 zλ−1
0 1
)
,
which takes values in B1,1 for |z| = 1. For these values of z, the G-Iwasawa splitting is φ = F ·B
with F : Σ \ S1 → U and B : Σ \ S1 → UˆC+ , where
F = 1√
ε(1 − |z|2)
(
ε zλ−1
εz¯λ 1
)
,
B = 1√
ε(1 − |z|2)
(
1 0
−εz¯λ ε(1 − zz¯)
)
, ε = sign(1 − |z|2).
Then the Sym–Bobenko formula gives
fˆ 1(z) = 1
H(x2 + y2 − 1) ·
[
2y,−2x, (1 + 3x2 + 3y2)/2],
whose image is the two-sheeted hyperboloid {x21 + x22 − (x0 − 12H )2 = − 1H 2 }, that is, two copies
of a hyperbolic plane of constant curvature −H 2. For this example, we are in a small cell pre-
cisely when |z| = 1. In this case, we can write φ as a product of a loop in Uτ times ω2 times a
loop in UC+ , as follows:
(
1 zλ−1
0 1
)
=
(
p
√
z λ−1q√z
λq
√
z
−1
p
√
z
−1
)
·ω2 ·
(
(p + q)√z−1 0
−λq√z−1 (p − q)√z
)
,
where p2 − q2 = 1 and p, q ∈ R. Hence φ ∈ P2 for |z| = 1.
Example 3.12. The first two examples were especially simple, so that we were able to per-
form the Iwasawa splitting explicitly. This is not possible, in general. However, it can always be
approximated numerically, using, for example, the program XLab [28], and images of the sur-
face corresponding to an arbitrary potential ξ can be produced. For example, taking the potential
ξ = λ−1 ·( 0 1100z 0)dz, and integrating with the initial condition φ(0) = ω1, we obtain, numerically,
a surface with a singularity that appears to have the topology of a Shcherbak surface [30] singu-
larity at z = 0. The Shcherbak surface singularity is of the form (u, v3 + uv2, 12v5 + 10uv4).
The singularity from our construction is displayed in Fig. 1. Since φ(0) = ω1, this singularity is
arising when φ takes values in P1.
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4. Behavior of the Sym–Bobenko formula on the boundary of the big cell
We saw in Example 3.11 an instance of a surface which blows up as the boundary of the big
cell is approached. On the other hand, in Example 3.12, we have a case where finite singularities
occur. We now want to examine what behavior can be expected in general.
Let φ : Σ → UC be a holomorphic map in accordance with the construction of Theorem 3.8,
and Σ◦ := φ−1(B1,1). We also assume that φ maps at least one point into B1,1, so that Σ◦ is not
empty. Set
C := Σ \Σ◦ =
∞⋃
j=1
φ−1(Pj ).
Theorem 4.1. Let φ be as above, and assume that Σ is simply connected. Then Σ◦ is open
and dense in Σ . More precisely, its complement, the set C, is locally given as the zero set of a
non-constant real analytic function from some open set W ⊂ Σ to C.
Proof. This follows from item (3) of Theorem 2.1: the union of the small cells is given as the zero
set of a real analytic section s of a real analytic line bundle on UC (see the proof of Theorem 1.2).
Thus C is given as the zero set of φ∗s, which is also a real analytic section of a real analytic line
bundle. Since we assume that the complement of C contains at least one point, it follows that
this set is open and dense. 
For the first two small cells, for which the analysis is the least complicated, we will prove
more specific information: set
C1 := φ−1(P1), C2 := φ−1(P2).
Theorem 4.2. Let φ be as given in Theorem 4.1. Then:
(1) The sets Σ◦ ∪ C1 and Σ◦ ∪ C2 are both open subsets of Σ . The sets Ci are each locally
given as the zero set of a non-constant real analytic function R2 → R.
(2) All components of the matrix F obtained by Theorem 3.8 on Σ◦, and evaluated at λ0 ∈ S1,
blow up as z approaches a point z0 in either C1 or C2. In the limit, the unit normal vec-
tor N , to the corresponding surface, becomes asymptotically lightlike, i.e. its length in the
Euclidean R3 metric approaches infinity.
(3) The surface f λ0 obtained from Theorem 3.8 extends to a real analytic map Σ◦ ∪C1 → R2,1,
but is not immersed at points z0 ∈ C1.
(4) The surface f λ0 diverges to ∞ as z → z0 ∈ C2. Moreover, the induced metric on the surface
blows up as such a point in the coordinate domain is approached.
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is a neighborhood of z0 also contained in this set. Let z0 ∈ Σ◦ ∪ C1. Now Σ◦ is open, so take
z0 ∈ C1. It easy to see that, in the following argument, no generality is lost by assuming that
φ(z0) = ω−11 . We can express φ as
φ = φˆω−11 ,
where φˆ := φω1. Since φˆ(z0) = I , the identity, φˆ(z) is in the big cell in a neighborhood of z0,
and therefore can locally be expressed as
φˆ = FB, F : Σ → U , B : Σ → UC+ .
So φ = FBω−11 , and, denoting the components of B as in Lemma 2.4, we have that φ(z) is inP1 precisely when
g(z) := ∣∣b1(z)− a0(z)∣∣∣∣a0(z)∣∣− 1 = 0,
and is in the big cell for other values of this function. Note that g cannot be constant, because, by
Theorem 4.1, z0 is a boundary point of Σ◦. The case z0 ∈ Σ◦ ∪ C2 is analogous, and the claim
follows.
Items (2)–(4) are proved below as Corollaries 4.5, 4.9 and 4.11 respectively. 
Remark 4.3. Noting that Adσ1ω2k−1 = ω2k , and that the parallel surface is obtained by applying
the Sym–Bobenko formula to Adσ1F , the analogue of Theorem 4.2 applies to the parallel surface,
switching P1 and P2.
4.1. Behavior of the U and UC+ factors approaching the first two small cells
We can use Lemma 2.4 to show that the matrix F , in an SU1,1 Iwasawa factorization φ = FB ,
blows up as φ approaches either of the first two small cells. Note that all such discussions take
place for λ ∈ S1, so that, for example, if a is a function of λ, then a∗ = a¯.
Proposition 4.4. Let φn be a sequence in B1,1, with limn→∞ φn = φ0 ∈ Pm, for m = 1 or 2. Let
φn = FnBn be an SU1,1 Iwasawa decomposition of φn, with Fn ∈ U , Bn ∈ UC+ . Then:
(1) Writing Fn as
Fn =
(
xn yn
±y∗n ±x∗n
)
,
we have limn→∞ |xn| = limn→∞ |yn| = ∞, for all λ ∈ S1.
(2) Writing the constant term of Bn as
Bn|λ=0 =
(
ρn 0
0 ρ−1n
)
,
if m = 1 then limn→∞ |ρn| = 0, and if m = 2 then limn→∞ |ρn| = ∞.
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simply obtained from the first case by applying Adσ1 . According to Theorem 2.1, we can write
φ0 = F0ω1B0,
with F0 ∈ Uτ and B0 ∈ UC+ . Expressing φn as
φn = φˆnω1B0, φˆn := φnB−10 ω−11 ,
we have limn→∞ φˆn = F0, so φˆn ∈ B1,1 for sufficiently large n, because B1,1 is open. Thus, for
large n, we have the factorization φˆn = FˆnBˆn, and the factors can be chosen to satisfy Fˆn → F0
and Bˆn → I , as n → ∞. Using Lemma 2.4, with λ replaced by −λ, we have the expression
φn = FˆnBˆnω1B0 = FˆnXnB˜nB0, B˜n ∈ UC+ .
Since by assumption φn ∈ B1,1 for all n, the factor Bˆnω1 is also, and Xn is always a matrix of
the form k1 or k2, that is
Xn =
(
un vnλ
±v¯nλ−1 ±u¯n
)
,
with un and vn constant in λ. We also have from Lemma 2.4, that |un|/|vn| = |bˆ1,n − aˆ0,n||aˆ0,n|,
where bˆ1,n → 0 and aˆ0,n → 1, as n → ∞, because Bˆn → I . Hence limn→∞ |un||vn| = 1. Combined
with the condition |un|2 − |vn|2 = ±1, this implies that limn→∞ |un| = limn→∞ |vn| = ∞, and
lim
n→∞‖Xn‖ = ∞,
where ‖·‖ is some suitable matrix norm. Now the uniqueness of the Iwasawa splitting φn = FnBn
says that
Fn = FˆnXnDn,
where Dn = diag(eiθn , e−iθn) for some θn ∈ R. Then we have
‖Xn‖ =
∥∥Fˆ−1n Fn∥∥ ∥∥Fˆ−1n ∥∥‖Fn‖,
and so limn→∞ ‖Fˆ−1n ‖‖Fn‖ = ∞ also. But ‖Fˆ−1n ‖ → ‖F0‖, which is finite, and so we have
‖Fn‖ → ∞. Because the components of Fn satisfy |xn|2 − |yn|2 = ±1, the result follows.
Item (2): For the case m = 1, proceeding as above, we have φn = FˆnXnB˜nB0, where XnB˜n =
Bˆnω1, and Bˆn → I . Up to some constant factor coming from B0, the quantity ρ−1n is given by the
constant term of the matrix component [B˜n]22, for which we have an explicit expression in (15),
that is:
ρ−1n = −εbˆn,1v¯n + undˆn,0, where Bˆn =
(∑∞
i=0 aˆn,iλi
∑∞
i=1 bˆn,iλi∑∞ i ∑∞ ˆ i
)
.i=1 cˆn,iλ i=0 dn,iλ
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bn,1 → 0, dˆn,0 → 1,
|un|
|vn| = |bˆn,1 − aˆn,0||aˆn,0| → 1, |un| → ∞,
imply that |ρ−1n | → ∞, which is what we needed to show. The case m = 2 is obtained by applying
Adσ1 , which switches ρ and ρ−1. 
Corollary 4.5. Proof of item (2) of Theorem 4.2.
Proof. We just saw that all components of F blow up as φ approaches P1 or P2. Taking F =(
a b
±b∗ ±a∗
)
, Proposition 4.4 says |a| → ∞ and |b| → ∞. The unit normal vector is given by
Fiσ3F
−1 = i ·
(±(aa∗ + bb∗) −2ab
2a∗b∗ ∓(bb∗ + aa∗)
)
.
The e3 component, ±(aa∗ + bb∗), approaches ∞. Since N is a unit vector, the only way this can
happen is for the vector to become asymptotically lightlike. 
4.2. Extending the Sym–Bobenko formula to the first small cell
To show that the surface extends analytically to C1 = φ−1(P1), we think of the Sym–Bobenko
formula as a map from UC, instead of U , by composing it with the projection onto U . This is
necessary because we showed that the U factor blows up as we approach P1.
Recall the function S in (21) used for the Sym–Bobenko formula. Note that if F ∈ U then
either F or iF is an element of ΛGˆσ ⊂ UC, where Gˆ = U1,1. The Lie algebra of Gˆ is just
g = su1,1 and we can conclude that Fiσ3F−1 and iλ∂λF · F−1 are loops in Lie(U). Thus S is a
real analytic map from U to Lie(U). Define
K := {k ∈ U ∣∣ S(k) = iσ3}.
Lemma 4.6. K is a subgroup of U . Moreover, K consists precisely of the elements k ∈ U such
that
S(Fk) = S(F ), (24)
for any F ∈ U .
Proof. Both statements follow from the easily verified formula
S(xy) = xS(y)x−1 + 2iλ∂λx · x−1.
Hence it is straightforward to show that K is a group, and any element k ∈ K satisfies (24) for
any F . Conversely, if k is an element such that (24) holds for all F , in particular for F = I , then
S(k) = S(I ) = iσ3, so k ∈ K. 
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this lemma (see also Theorem 3.5) is
Lemma 4.7. The function S is a well-defined real analytic map U/U0 → Lie(U).
On the big cell, B1,1, we can define an extended Sym-formula S˜ : B1,1 → Lie(U), by the
composition
S˜(φ) := S(π(φ)), (25)
where π is the projection to U/U0 given by the SU1,1 Iwasawa splitting, described in Corol-
lary 2.2. It is a real analytic function on B1,1, since it is a composition of two such functions.
In spite of the conclusion of Proposition 4.4, we now show that this function extends to the first
small cell P1. The critical point in the following argument is the easily verified fact that the ma-
trices ki given in Lemma 2.4 are elements of K. The argument does not apply to the second small
cell, because the corresponding matrices Adσ1ki are not elements of K.
Theorem 4.8. The function S˜ extends to a real analytic function B1,1 unionsq P1 → Lie(U).
Proof. Let φ0 be an element of B1,1 unionsq P1. If φ0 ∈ B1,1 define S˜(φ0) by (25), and this is well
defined and analytic in a neighborhood of φ0. If φ0 ∈ P1, we have a factorization
φ0 = F0ω1B0, (26)
given by (10). Then φ0B−10 ω−11 is in B1,1, which is an open set. Hence we can define, for φ in
some neighborhood W0 of φ0, a new element
φˆ := φB−10 ω−11 ,
and φˆ is in B1,1 for all φ ∈ W0. Now we define, for φ ∈ W0,
Sˆ(φ) := S˜(φˆ). (27)
We need to check that this is well defined (because B0 is not unique in (26)) and also that (25)
and (27) coincide on W0 ∩B1,1. To prove both of these points it is enough to show just the second
one, because W0 ∩B1,1, is dense in W0 and because (27) is defined and continuous on the whole
of W0. Now on W0 ∩ B1,1, we have the Iwasawa factorization φ = FB , so
φˆ = FBB−10 ω−11 .
Since we know this is in the big cell, we can express this, by Lemma 2.4, as
φˆ = FkB ′,
where k is of the form
( u vλ
±v¯λ−1 ±u¯
)
, and B ′ is in UC+ . Now Fk ∈ U , so, by definition, S˜(φˆ) =
S(Fk). But k ∈ K, so, in fact, Sˆ(φ) := S˜(φˆ) = S(F ) = S˜(φ). 
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Proof. We just showed that the surface obtained by the Sym–Bobenko formula extends to a real
analytic map from Σ◦ ∪ C1. To prove that the surface is not immersed at z0 ∈ C1, suppose the
contrary: that is, there is an open set W containing z0 such that f λ0 : W → R2,1 is an immersion.
Let dsˆ2 denote the induced metric. From Remark 3.9, this metric is given on the open dense
set Σ◦ by the expression 4ρ4(dx2 + dy2). The 1-form dx2 + dy2 is well defined on Σ , but,
by item (2) of Proposition 4.4, the function ρ4 approaches 0 as z approaches z0. Therefore the
induced metric is zero at this point. This is a contradiction, because a conformally immersed
surface in R2,1 cannot be null at a point. 
4.3. The behavior of S˜ when approaching other small cells
The function S˜ does not extend continuously to any of the other small cells. To see this,
consider the functions ψmz and Fmz given in Remark 2.3. On the big cell, we have
S˜(ψmz )= S(Fmz )= iσ3 + 2i(m− 1)1 − zz¯
( −zz¯ z¯λm
−zλ−m zz¯
)
, m odd;
S˜(ψmz )= iσ3 + 2im1 − zz¯
(
zz¯ −zλ−m+1
z¯λm−1 −zz¯
)
, m even.
We know ψmz = ωm ∈ Pm at z = 1, and that ψmz ∈ B1,1 for |z| = 1; but, other than the case m = 1,
we see that S˜(ψmz ) does not have a finite limit as z → 1.
We next show that for P2 this behavior is typical. An example corresponding to the following
result is the two-sheeted hyperboloid of Example 3.11.
Theorem 4.10. Let φn be a sequence in B1,1 with limn→∞ φn = φ0 ∈ P2. Denote the components
of S˜(φn) by S˜(φn) =
( an bn
b∗n −an
)
. Then limn→∞ |an| = limn→∞ |bn| = ∞, for all λ ∈ S1.
Proof. Let φn = FnBn be the SU1,1 Iwasawa splitting for φn, and φ0 = F0ω2B0. Because
Adσ1ω2 = ω1, Adσ1φ0 = Adσ1F0 Adσ1ω2 Adσ1B0 is in P1. So Adσ1φn is a sequence in B1,1
which approaches P1. Therefore, by Theorem 4.8, there exists a finite limit:
lim
n→∞S(Adσ1Fn) = L.
Now
S(Adσ1Fn) = σ1
[−Fniσ3F−1n + 2iλ(∂λFn)F−1n ]σ1, (28)
and, from Proposition 4.4, we can write
Fnσ3F
−1
n =
(±(|xn|2 + |yn|2) −2xnyn
2x∗y∗ ∓(|x |2 + |y |2)
)
,n n n n
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and, for the limit L to exist it is necessary that all components of the matrix λ(∂λFn)F−1n also
blow up. Now we compute
S(Fn) = Fniσ3F−1n + 2iλ(∂λFn)F−1n
= −[−Fniσ3F−1n + 2iλ(∂λFn)F−1n ]+ 4iλ(∂λFn)F−1n
= −σ1S(Adσ1Fn)σ1 + 4iλ(∂λFn)F−1n .
Since the first term on the right-hand side has the finite limit −σ1Lσ1, and all components of the
second term diverge, it follows that all components of S(Fn) diverge. 
Corollary 4.11. Proof of item (4) of Theorem 4.2.
Proof. We just showed that f λ0 diverges to ∞ as z → z0 ∈ C2. The metric is given on Σ◦
by the expression 4ρ4(dx2 + dy2) (see Remark 3.9). By Proposition 4.4, we have ρ4 → ∞ as
z → z0. 
4.3.1. The higher small cells
Numerical experimentation shows that the behavior of the surface as Pj is approached, for
j  3, may not be so straightforward. To analyze the behavior analytically becomes more com-
plicated. In principle, one can obtain explicit factorizations such as in Lemma 2.4 by finite linear
algebra, but we do not attempt an exhaustive account here. One should observe, however, that,
relating the Iwasawa decomposition given here to Theorem (8.7.2) of [27] shows that the higher
small cells occur in higher codimension in the loop group.
5. Spacelike CMC surfaces of revolution and equivariant surfaces in R2,1
5.1. Surfaces with rotational symmetry
To make general spacelike rotational CMC surfaces in R2,1, we convert a result in [29] to the
SU1,1 case. This theorem provides us with a frame F that gives rotationally invariant surfaces
when inserted into the Sym–Bobenko formula.
Theorem 5.1. For a, b ∈ R∗ and c ∈ R, let Σ = {z = x + iy ∈ C | −κ21 < x < κ22 } and choose
κ1, κ2 so that x ∈ (−κ21 , κ22 ) is the largest interval for which a solution v = v(x) of
(v′)2 = (v2 − 4a2)(v2 − 4b2)+ 4c2v2,
v′′ = 2v(v2 − 2a2 − 2b2 + 2c2),
v(0) = 2b, (29)
is finite and never zero (′ denotes ddx ). When c = 0, we require v′(0) and −bc to have the same
sign. Let φ solve dφ = φξ on Σ for ξ = Adz with
A =
(
c aλ−1 + bλ
−aλ− bλ−1 −c
)
(30)
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φ = exp((x + iy)A), F = φ · exp(−fA) ·B−11 , B = B1 · exp(fA),
where, taking
√
detB0 so that
√
detB0|λ=0 > 0,
f =
x∫
0
2 dt
1 + (4abλ2)−1v2(t) ,
B1 = 1√detB0 B0, B0 =
(
2v(b + aλ2) (2cv + v′)λ
0 4abλ2 + v2
)
.
The second, overdetermining, equation in (29) excludes certain enveloping solutions. In par-
ticular it removes constant solutions for v, except precisely in the case where we want them
(when a = ±b and c = 0).
Proof. Because B0|z=0 = (4abλ2 + 4b2) · I , we have B|z=0 = F |z=0 = I . We set Θ = Θ1 dx +
Θ2 dy, where z = x + iy, with
Θ1 =
(
0 2ab
λv
− vλ2
2abλ
v
− v2λ 0
)
, Θ2 = i
( − v′2v 2abλv + vλ2
− 2abλ
v
− v2λ v
′
2v
)
.
A computation gives Bx + (Θ1 + iΘ2)B = 0 and Θ2B − iBA = 0, implying dB + ΘB −
BA(dx + i dy) = 0, and so F−1 dF = Θ . Noting that Θ1 + iΘ2 has no singularity at λ = 0, we
have that B is holomorphic in λ for all λ ∈ C. Also, trace(Θ1 + iΘ2) = 0 implies detB is con-
stant, so detB = 1. Hence B takes values in UˆC+ . We have τ(Θ) = Θ , so τ(F−1 dF) = F−1 dF .
It follows from F |z=0 = I that τ(F ) = F , so F takes values in Uτ . 
Remark 5.2. Note that we must restrict κ1, κ2 so that v is never zero on Σ . When v reaches
zero, this is precisely the moment when φ leaves B1,1. Also, note that v can be non-constant
even when c = 0. A solution to the equation for v, for example when 0 < b < a and c  0, is
given in terms of the Jacobi sn function as: v(x) = 2b−1snb/(2a)(2a(x + x0)), where  is the
largest (in absolute value) of the real solutions to the equation a24 + (c2 − a2 − b2)2 + b2 = 0,
and x0 is chosen so that v(0) = 2b and v′(0) 0.
Inserting the above F into the Sym–Bobenko formula, we get explicit parametrizations of
CMC rotational surfaces in R2,1. Because the mean curvature H and the Hopf differential term
Q are constant reals, and because the metric ds2 is invariant under translation of the z-plane in
the direction of the imaginary axis, we conclude that these surfaces are rotationally symmetric,
by the fundamental theorem for surface theory, and we have the following corollary.
Corollary 5.3. Inserting F as in Theorem 5.1 into (21) with λ0 = 1, we have a surface of revo-
lution fˆ 1 with axis parallel to the line through 0 and iA in R2,1 ≈ su1,1. In particular, the axis
is timelike, null or spacelike when (a + b)2 − c2 is negative, zero or positive, respectively. (See
Fig. 2.)
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curvature surface (left to right). The second and third surfaces appear to have cuspidal edge singularities.
Proof. The rotational symmetry of the surface is represented by F → exp(iy0A)F at λ0 = 1 for
each y0 ∈ R, and the Sym–Bobenko formula changes from fˆ 1 to
exp(iy0A)fˆ 1 exp(−iy0A)− iH−1∂λ
(
exp(iy0A)
)∣∣
λ=1 · exp(−iy0A).
The axis is then a line parallel to the line invariant under conjugation by exp(iy0A). 
Remark 5.4. Using conjugation by diag(√i,1/√i) on all of A, φ, F , B , one can see that if we
choose H = −2ab, Eq. (20) gives v = e−u and Q = 1, for the surfaces in Corollary 5.3.
5.2. Equivariant surfaces
By inserting the F in Theorem 5.1 into (21) and evaluating at various values of λ0 ∈ S1, we
get surfaces in the associate families of the surfaces of revolution in Corollary 5.3. These are the
equivariant surfaces, which we now describe.
Definition 5.5. An immersion f : U ⊂ R2 → R2,1 is equivariant with respect to y if there exists
a continuous homomorphism Rt : R → E into the group E of isometries of R2,1 such that
f (x, y + t) = Rtf (x, y).
Proposition 5.6. Let f : U ⊂ R2 → R2,1 be a conformal immersion with metric 4v−2|dz|2, mean
curvature H , and Hopf differential Qdz2. Then f is equivariant with respect to y if and only if
v, H and Q are y-independent.
Proof. The proposition is shown by the following sequence of equivalent statements:
1. The immersion f is equivariant with respect to y.
2. For any t ∈ R, the maps f (x, y) and ft (x, y) = f (x, y + t) differ by an isometry Rt
of R2,1. To show statement 1 from 2, note that Rs+t f (x, y) = f (x, y+ s+ t)= Rtf (x, y+ s) =
RtRsf (x, y), so under suitable non-degeneracy conditions on f , the map t → Rt is a continuous
homomorphism.
3. The immersions f and ft have equal first and second fundamental forms. Statements 2
and 3 are equivalent by the fundamental theorem of surface theory.
4. The geometric data for f satisfy v(x, y + t) = v(x, y), H(x,y + t) = H(x,y) and Q(x,
y + t) = Q(x,y).
5. The functions v, H and Q are y-independent. 
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4v−2|dz|2 and Hopf differential Qdz2. Take q ∈ R∗ := R \ {0} so that 4H 2 = q2, and suppose
|Q| is 1 at some point in R2. Then f is equivariant with respect to y if and only if Q is constant,
v depends only on x, and for some p ∈ R, v satisfies
v′2 = v4 − 2pv2 + q2, v′′ = 2v(v2 − p). (31)
Proof. If f is equivariant, then v and Q are y-independent by Proposition 5.6. Since f is CMC,
then Q is holomorphic in z, and is hence constant. So |Q| ≡ 1. Since v is y-independent, the
Gauss equation (18) with v = e−u is a second order ODE in x. Multiplying the Gauss equation
by u′ and integrating yields (31), where p is a constant of integration.
Conversely, if v and Q satisfy the conditions of the proposition, then f is equivariant, by
Proposition 5.6. 
Corollary 5.8. Any immersion fˆ λ0 into R2,1 as in (21), obtained from a DPW potential of the
form Adz, where A is given by (30), is a conformal CMC immersion equivariant with respect
to y.
Conversely, up to an isometry of R2,1, every non-totally-umbilic conformal spacelike CMC
H = 0 immersion equivariant with respect to y is obtained from some DPW potential Adz,
where A is of the form (30).
Proof. By Theorem 5.1, the extended frame of the immersion obtained from A is of the form
F(x, y) = exp(iyA)G(x) for some map G : J → SU1,1, where J = (−κ21 , κ22 ) ⊂ R. The Sym–
Bobenko formula fˆ λ0 applied to F yields an immersion which is equivariant with respect to y.
Conversely, given a CMC immersion f : (−κ˜21 , κ˜22 ) × R ⊂ R2 → R2,1, which is equivariant
with respect to the second coordinate y, let 4v−2|dz|2 and Qdz2 be the metric and Hopf dif-
ferential for f , respectively. By a dilation of coordinates z → rz for a constant r ∈ R, we may
assume |Q| = 1. Let q be as in Proposition 5.7. By that proposition, v satisfies (31) for some
p ∈ R. Let b = v(0)/2, and define a ∈ R∗ by the equation H = −2ab, and so q = ±4ab. Then
it follows that p  2(a2 + b2), and there exist c ∈ R and λ0 ∈ S1 such that p = 2(a2 + b2 − c2)
and Q = λ−20 . Let fˆ λ0 be the immersion induced from the DPW potential ξ = Adz, with A as in
Theorem 5.1, initial condition Φ(0) = I , and λ0 and H = −2ab. Then fˆ λ0 has metric 4v−2|dz|2,
by Theorems 5.1 and 3.8, and has mean curvature −2ab and Hopf differential λ−20 dz2. By the
fundamental theorem of surface theory, f and fˆ λ0 differ by an isometry of R2,1. 
We now describe the two spaces R/∼R and E/∼E of immersions into R2,1 which are ro-
tationally invariant and equivariant, respectively. Both constructions are based on the family of
solutions to the integrated Gauss equation (31), where solutions are identified which amount to
a coordinate shift and hence yield ambiently isometric immersions. Bifurcations in the space of
solutions to Eq. (31) lead to non-Hausdorff quotient spaces.
The space R/∼R of immersions with rotational symmetry is a quotient of the space
R = {(p, q, v0) ∈ R3 ∣∣ v40 − 2pv20 + q2  0}
parametrizing solutions to (31). The equivalence relation ∼R on R is defined as follows:
(p1, q1, v1)∼R(p2, q2, v2) if, for k = 1 and 2, the respective solutions to
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v′′ = 2v(v2 − pk),
v(0) = vk, (32)
are equivalent in the following sense: there exist r ∈ R+ and c ∈ R such that v2(x) = rv1(rx+ c)
or v2(x) = −rv1(rx + c). The space R/∼R is a 1-dimensional non-Hausdorff manifold. For a
point in R with q = 0, the corresponding surface is constructed by relating (32) to (29). This
determines a, b and c in Theorem 5.1, and the surface is given by Corollary 5.3. If q = 0, the
surface is totally umbilic.
To describe the space of equivariant immersions, let
E = {(p,P, v0) ∈ R×C×R ∣∣ v40 − 2pv20 + |P |2  0}.
The equivalence relation ∼E on E is defined as follows: (p,P, v0)∼E(p′,P ′, v′0) if there exist
q, q ′ ∈ R and λ ∈ S1 such that P = qλ−2 and P ′ = q ′λ−2, and (p, q, v0)∼R(p′, q ′, v′0). The
space E/∼E is a 2-dimensional non-Hausdorff manifold. The surface corresponding to a point
in E, when P = 0, is as in the case of the space R, except that the Sym–Bobenko formula now
uses general λ ∈ S1 (not necessarily λ = 1). When P = 0, the surface is totally umbilic.
The above constructions are summarized as:
Theorem 5.9. Up to coordinate change and ambient isometry, the spaces E/∼E and R/∼R
are the moduli spaces of CMC immersions into R2,1 which are respectively equivariant and
rotational.
5.3. The moduli space of surfaces with rotational symmetry
Fig. 3 shows a blowup of the moduli space of surfaces with rotational symmetry in R2,1.
The underlying space is the closed (b, c)-half-plane obtained by the normalization λ = 1 and
a = 1. The blowdown to the 1-dimensional moduli space of surfaces is the quotient modulo
identification of points on segments of hyperbolas 1 + b2 − c2 = (constant) · b foliating each
region. The examples with spacelike, timelike and lightlike axes are represented respectively by
the shaded and unshaded regions, and the left heavily-drawn v-shaped line. Subscripted letters S,
L and T denote one-parameter families with spacelike, lightlike and timelike axes, respectively;
likewise, s,  and t designate single examples, and the example m has no axis. The moduli space
is a connected non-Hausdorff space, and is the disjoint union of eight one-parameter families
S1a , S1b , S2a , S2b , S3, T1, T2, T3, eight individual examples s1a , s1b , s1c , 1a , 1b , m, , t , and the
hyperboloids corresponding to s0, 0, t0 considered with spacelike, lightlike and timelike axes
respectively. (See Figs. 4 and 5.)
The non-Hausdorffness of the moduli space arises from the fact that the limit surface of a
sequence of surfaces in any of the one-parameter families (designated by capital letters) to a
point not in that family is not uniquely determined: the sequence will have different limit surfaces
depending on how the sequence is chosen to be positioned in R2,1. The blowup of the moduli
space shown in Fig. 3 maps this topology. For example, the same sequence of surfaces in S3 can
converge to either s1a , s1b or s1c; likewise a sequence in T3 can converge to either l1a , l1b or m.
D. Brander et al. / Advances in Mathematics 223 (2010) 949–986 981Fig. 3. A blowup of the moduli space of surfaces with rotational symmetry R2,1. The blowdown is obtained by identifying
points along segments of hyperbolas within each region. The heavily drawn left v-shaped line represents the lightlike
axis examples, separating those with spacelike and timelike axes. The line segments and points in the diagram represent
examples whose metrics degenerate to elementary functions; in particular, the c-axis represents hyperboloids. Pairs in
the same associate family are represented by points reflected across the c-axis.
Fig. 4. Examples from each of the eight families of surfaces with rotational symmetry in R2,1. These families together
with the eight single examples shown in Fig. 5 comprise all such surfaces. The designation symbol and the numbers
(b, c) refer to the blowup of the moduli space in Fig. 3. Note that entire examples are necessarily complete [10]. Images
created with XLab [28].
6. Analogues of Smyth surfaces in R2,1
A generalization of Delaunay surfaces in R3 was studied by B. Smyth in [31]. These are
constant mean curvature surfaces whose metrics are invariant under rotations. They were also
studied by Timmreck et al. in [33], where they were shown to be properly immersed (a property
982 D. Brander et al. / Advances in Mathematics 223 (2010) 949–986Fig. 5. The eight surfaces with rotational symmetry in R2,1 whose metric is an elementary function. The last two ex-
amples, a cylinder over a hyperbola and a hyperboloid respectively, appear multiple times in the blowup of the moduli
space. Designation symbols are as in Fig. 3. Images created with XLab [28].
Fig. 6. Details of Smyth surface analogs in R2,1. An immersed portion of this surface (left) has three-fold ambient
rotational symmetry, Lemma 6.1. A singularity further out on the surface appears to be a swallowtail (second image).
The third image shows another singularity on the same surface.
which we will see does not hold for the analogue in R2,1). The DPW approach was applied in
[14] and [8].
Here we use the DPW method to construct the analogue of Smyth surfaces in R2,1 (see Fig. 6),
and describe some of their properties. Define
ξ = λ−1
(
0 1
czk 0
)
dz, c ∈ C, z ∈ Σ = C, (33)
and take the solution φ of dφ = φξ with φ|z=0 = I . If k = 0 and c ∈ S1, then one can explicitly
split φ as in Example 3.10, and the resulting CMC surface is a cylinder over a hyperbola whose
axis depends on the choice of c. When c = 0, one produces a two-sheeted hyperboloid. However,
when c /∈ S1 ∪ {0} or when k > 0, Iwasawa splitting of φ is not so simple.
Changing c to ceiθ0 for any θ0 ∈ R only changes the resulting surface by a rigid motion
and a reparametrization z → ze− iθ0k+2 . So without loss of generality we assume that c ∈ R+ :=
R∩ (0,∞).
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ξ in (33), with φ|z=0 = I and λ0 = 1, have reflective symmetry with respect to k + 2 geodesic
planes that meet equiangularly along a geodesic line.
Proof. Consider the reflections
R(z) = e 2πik+2 z¯,
of the domain Σ = C, for  ∈ {0,1, . . . , k + 1}. In the coordinate w := R(z), we have
ξ = A
(
λ−1
(
0 1
cw¯k 0
)
dw¯
)
A−1 , A = diag
(
e
πi
k+2 , e
−πi
k+2
)
.
Comparing this with (33), it follows that φ(z) = Aφ(w¯)A−1 , and hence
φ
(
R(z)
)= Aφ(z¯)A−1 .
It is easy to see that this relation extends to the factors F and B in the Iwasawa splitting φ = FB ,
and so we have a frame F which satisfies
F
(
R(z)
)= AF(z¯)A−1 .
Since we have assumed c ∈ R+, it follows from the form of ξ and the initial condition for φ that
φ(z¯, λ) = φ(z, λ¯). This symmetry also extends to the factors F and B , and combines with the
first symmetry as: F(R(z), λ) = AF(z, λ¯)A−1 . Inserting this into (21), we have
fˆ λ
(
R(z)
)= −Afˆ λ¯(z)A−1 .
Then for fˆ 1, the transformation fˆ 1 → −fˆ 1 represents reflection across the plane {x2 = 0} of
R
2,1 = {x1e1 + x2e2 + x0e3}, and conjugation by A represents a rotation by angle 2πi/(k + 2)
about the x0-axis. 
We now show that u : Σ◦ → R in the metric (16) of the surface resulting from the frame F is
constant on each circle of radius r centered at the origin in Σ , that is, u = u(r) is independent of
θ in z = reiθ . Having this internal rotational symmetry of the metric (without actually having a
surface of revolution) is what defines the surface as an analogue of a Smyth surface.
Proposition 6.2. The solution u of the Gauss equation (18) for a surface generated by ξ in (33),
with φ|z=0 = I , is rotationally symmetric. That is, u depends only on |z|.
Proof. Define
z˜ = eiθ z, λ˜ = eiθ e iθk2 λ,
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ξ(z, λ) = L−1
(
λ˜−1
(
0 1
cz˜k 0
)
dz˜
)
L, L =
(
e
−ikθ
4 0
0 e
ikθ
4
)
.
It follows that
φ(z˜, λ˜) = Lφ(z,λ)L−1.
Let φ = FB be the normalized Iwasawa splitting of φ, with B : Σ◦ → UˆC+ . Then
φ(z˜, λ˜) = (LF(z,λ)L−1) · (LB(z,λ)L−1)
= F(z˜, λ˜) ·B(z˜, λ˜).
Since LB(z,λ)L−1 and B(z˜, λ˜) are both loops in UˆC+ , and the left factors are both loops in U ,
it follows by uniqueness that the corresponding factors are equal. Recall from Section 3.4 that
u = 2 logρ is determined by the function ρ(z), which is the first component of the diagonal
matrix B(z)|λ=0. Since this matrix is diagonal and independent of λ, we have just shown that
B(z)|λ=0 = B(z˜)|λ=0, and hence u(z˜) = u(z). 
We now show that the Gauss equation for these surfaces in R2,1 is a special case of the
Painleve III equation. This was proven for Smyth surfaces in R3, in [8].
Proposition 6.3. The Gauss equation (18) for a surface generated by ξ in (33), with φ|z=0 = I ,
is a special case of the Painleve III equation.
Proof. The Painleve III equation, for constants α,β, γ, δ, is
y′′ = y−1(y′)2 − x−1y′ + x−1(αy2 + β)+ γy3 + δy−1,
where ′ denotes the derivative with respect to x. Setting y = ev , α = β = 0, γ = −δ = 1, we
have (v′ev)′ = e−v(v′ev)2 − x−1v′ev + 0 + e3v − e−v . Therefore
v′′ + x−1v′ − 2 sinh(2v) = 0 (34)
is a particular case of the Painleve III equation.
By a homothety and/or reflection, we may assume the surface has H = 1/2, and then we have
Q = −czk . (By Section 3.4, Q = −2Hb−1/a−1.) Setting r := |z|, the Gauss equation becomes
4uzz¯ + c2r2ke−2u − e2u = 0. (35)
To prove this proposition, we show that Eq. (35) can be written in the form (34). Set
v := u− 1 log |Q| = u− 1 log c − k log r,
2 2 2
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1
2 log c+ k2 log r) − e2(v+ 12 log c+ k2 log r) = 0, and this simplifies to
4vzz¯ − 2crk sinh(2v) = 0.
Now v is a function of r only, which means that vzz¯ = 14 (v′′(r) + 1r v′(r)), and the equation
becomes
v′′(r)+ r−1v′(r)− 2crk sinh(2v) = 0.
Now set
μ :=
(
1 + k
2
)−1
r1+
k
2
√
c.
Then ∂rμ = r k2 √c. So we have
∂r
(
∂μvr
k
2
√
c
)+ r−1∂μvr k2 √c − 2crk sinh(2v) = 0,
which simplifies to vμμ +μ−1vμ − 2 sinh(2v) = 0, coinciding with (34). 
References
[1] K. Akutagawa, S. Nishikawa, The Gauss map and spacelike surfaces with prescribed mean curvature in Minkowski
3-space, Tohoku Math. J. (2) 42 (1990) 67–82.
[2] V. Balan, J. Dorfmeister, Birkhoff decompositions and Iwasawa decompositions for loop groups, Tohoku Math.
J. 53 (2001) 593–615.
[3] R. Bartnik, Regularity of variational maximal surfaces, Acta Math. 161 (1988) 145–181.
[4] R. Bartnik, L. Simon, Spacelike hypersurfaces with prescribed boundary values and mean curvature, Comm. Math.
Phys. 87 (1982) 131–152.
[5] A.I. Bobenko, All constant mean curvature tori in R3, S3, H 3 in terms of theta-functions, Math. Ann. 290 (1991)
209–245.
[6] A.I. Bobenko, Constant mean curvature surfaces and integrable equations, Uspekhi Mat. Nauk 46 (4) (1991) 3–42,
English translation in: Russian Math. Surveys 46 (1991) 1–45.
[7] A.I. Bobenko, Surfaces in terms of 2 by 2 matrices. Old and new integrable cases, Harmonic maps and integrable
systems, Aspects of Mathematics, no. E23, Vieweg, 1994.
[8] A.I. Bobenko, A. Its, The Painleve III equation and the Iwasawa decomposition, Manuscripta Math. 87 (1995)
369–377.
[9] L. Bungart, On analytic fiber bundles, Topology 7 (1968) 55–68.
[10] S.Y. Cheng, S.T. Yau, Maximal space-like hypersurfaces in the Lorentz–Minkowski spaces, Ann. of Math. 104
(1976) 407–419.
[11] H.Y. Choi, A. Treibergs, Gauss maps of spacelike constant mean curvature hypersurfaces of Minkowski space,
J. Differential Geom. 32 (3) (1990) 775–817.
[12] J. Dorfmeister, G. Haak, On symmetries of constant mean curvature surfaces, I. General theory, Tohoku Math. J.
(2) 50 (1998) 437–454.
[13] J. Dorfmeister, G. Haak, Construction of non-simply connected CMC surfaces via dressing, J. Math. Soc.
Japan 55 (2) (2003) 335–364.
[14] J. Dorfmeister, F. Pedit, H. Wu, Weierstrass type representation of harmonic maps into symmetric spaces, Comm.
Anal. Geom. 6 (1998) 633–668.
[15] H. Grauert, R. Remmert, Theory of Stein Spaces, Springer-Verlag, 1979.
[16] M.A. Guest, Harmonic Maps, Loop Groups, and Integrable Systems, London Math. Soc. Stud. Texts, vol. 38,
Cambridge University Press, 1997.
986 D. Brander et al. / Advances in Mathematics 223 (2010) 949–986[17] J. Hano, K. Nomizu, Surfaces of revolution with constant mean curvature in Lorentz–Minkowski space, Tohoku
Math. J. (2) 36 (3) (1984) 427–437.
[18] J. Inoguchi, Surfaces in Minkowski 3-space and harmonic maps, in: Harmonic Morphisms, Harmonic Maps, and
Related Topics, Brest, 1997, in: Chapman & Hall/CRC Res. Notes Math., vol. 413, Chapman & Hall/CRC, Boca
Raton, FL, 2000, pp. 249–270.
[19] T. Ishihara, F. Hara, Surfaces of revolution in the Lorentzian 3-space, J. Math. Univ. Tokushima 22 (1989) 1–13.
[20] P. Kellersch, Eine Verallgemeinerung der Iwasawa Zerlegung in Loop Gruppen, PhD thesis, TU Munich, 1999.
[21] K. Kenmotsu, Weierstrass formula for surfaces of prescribed mean curvature, Math. Ann. 245 (1979) 89–99.
[22] M. Kilian, S.-P. Kobayashi, W. Rossman, N. Schmitt, Constant mean curvature surfaces of any positive genus,
J. Lond. Math. Soc. 72 (2005) 258–272.
[23] M. Kilian, I. McIntosh, N. Schmitt, New constant mean curvature surfaces, J. Exp. Math. 9 (2000) 595–611.
[24] T.K. Milnor, Harmonic maps and classical surface theory in Minkowski 3-space, Trans. Amer. Math. Soc. 208
(1983) 161–185.
[25] U. Pinkall, I. Sterling, On the classification of constant mean curvature tori, Ann. of Math. (2) 130 (1989) 407–451.
[26] K. Pohlmeyer, Integrable Hamiltonian systems and interactions through quadratic constraints, Comm. Math.
Phys. 46 (3) (1976) 207–221.
[27] A. Pressley, G. Segal, Loop Groups, Oxford Math. Monogr., Clarendon Press, Oxford, 1986.
[28] N. Schmitt, XLab, software.
[29] N. Schmitt, M. Kilian, S.-P. Kobayashi, W. Rossman, Unitarization of monodromy representations and constant
mean curvature trinoids in 3-dimensional space forms, J. Lond. Math. Soc. (2) 75 (3) (2007) 563–581.
[30] O. Shcherbak, Wave fronts and reflection groups, Uspekhi Mat. Nauk 43 (3(261)) (1988) 125–160, English transla-
tion in: Russian Math. Surveys 43 (3) (1988) 149–194.
[31] B. Smyth, A generalization of a theorem of Delaunay on constant mean curvature surfaces, IMA Vol. Math. Appl. 51
(1993) 123–130.
[32] A. Sym, Soliton surfaces and their applications, in: Geometric Aspects of the Einstein Equations and Integrable
Systems, in: Lecture Notes in Phys., vol. 239, Springer, 1985, pp. 154–231.
[33] M. Timmreck, U. Pinkall, D. Ferus, Constant mean curvature planes with inner rotational symmetry in Euclidean
3-space, Math. Z. 215 (1994) 561–568.
[34] A. Treibergs, Entire spacelike hypersurfaces of constant mean curvature in Minkowski space, Ann. of Math.
Stud. 102 (1982) 229–238, Seminar on Differential Geometry.
[35] K. Uhlenbeck, Harmonic maps into Lie groups: Classical solutions of the chiral model, J. Differential Geom. 30
(1989) 1–50.
[36] T.Y.H. Wan, Constant mean curvature surface, harmonic maps, and universal Teichmüller space, J. Differential
Geom. 35 (1992) 643–657.
[37] T.Y.H. Wan, T.K.K. Au, Parabolic constant mean curvature spacelike surfaces, Proc. Amer. Math. Soc. 120 (1994)
559–564.
