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Abstract
In this paper we prove the convergence of the law of grid-valued random walks, which
can be seen as time-space Markov chains, to the law of a general diffusion process. This
includes processes with sticky features, reflecting or absorbing boundaries and skew
behavior. We show that for an arbitrary grid, the convergence occurs at a rate of order
1/4 in terms of the maximum cell size of the grid for any p-Wasserstein distance. We
also show that it is possible to achieve convergence rates of order 1/2 if the grid is
adapted to the speed measure of the diffusion, which is optimal. This result allows us
to set up asymptotically optimal convergence schemes for general diffusion processes.
Finally, we give several examples where the quantities that determine the law of the
random walk are non-tractable or semi-tractable and where the diffusion it approxi-
mates exhibits various singular features.
Keywords: diffusion process, Markov chain approximation, sticky diffusion, skew process,
reflected process, Donsker theorem, slow reflection, Itô calculus, embeddable scheme, Wesser-
stein distance.
1 Introduction
In the diffusion process literature, the most well-studied and straightforward way to approx-
imate diffusion processes is the Euler scheme. While this method works well when dealing
with non-degenerate stochastic differential equations, it is not well defined for more general
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diffusion processes. Examples of such processes are ones that exhibit sticky features, skew
behavior or slowly reflecting boundaries.
First studied by Feller (see [14]), general diffusion processes are used to model a wide range
of phenomena from semi-permeable layers in the case of skew diffusions (see [19]), principal
agent problem dynamics in the case of sticky Brownian motion (see [24, 22]) to interest rates
behavior close to 0 for slow reflection (see [21]). For more theoretical results and applications
of general diffusions (see [20, 10, 6, 11, 17]). The resurgence of interest in these processes
along with the need to have a universal method of simulation have motivated the search for
new kind of approximation processes.
Several works aim at overcoming the shortcomings of the Euler scheme allowing us to approx-
imate the law of more general diffusion processes. In [3], the author proposes to approximate
the sticky Brownian motion with a simple random walk that stops for a fixed amount of time
as it reaches 0. In [21], a continuous time Markov chain is used to approximate slowly re-
flected solutions of SDEs, where the jumping intensities are computed using a discretization
of the infinitesimal generator of the diffusion. Another work where such a process is define
is [15], where the authors use a continuous time Markov chain to identify events in genomics
evolution. An approximation scheme that deals with more general diffusions is given in [4],
where a symmetric random walk with fixed time-step is proven to converge to the target
process under a mild non-explosion condition.
In this paper, we prove the convergence in law of grid-valued random walks to any general
diffusion process at an asymptotically optimal rate. This allows us to set up approximation
schemes that, while make it straightforward to take into account for sticky points, can also
be applied to any diffusion process that satisfy a mild non-explosion condition. This includes
processes with boundary conditions like absorption, reflection or slow-reflection as well as
the skew diffusions such as the Skew Brownian motion [20] and its generalizations. Thus, the
values taken by the random walk correspond to values taken by the target process at random
times, allowing us to classify it as an embeddable scheme along with [4] and [12]. We prove
that for a grid adapted to the speed measure of the diffusion process, the law of the random
walk converges at the rate of 1/2 in terms of the maximum cell size. This convergence rate
is optimal according the Donsker’s invariance principle, as this is the rate a simple random
walk converges to the standard Brownian motion (see [9]).
Besides the asymptotic optimal convergence rate, the usage of such an approximation process
yield several advantages. Firstly, the static character of the grid makes the quantities that are
involved in it good candidates for numerical approximation (see Sections 6 and 7). Moreover,
this scheme makes it straightforward to take into account potential sticky points of the
diffusion. At last, its universality is further validated by the fact that the Donsker’s invariance
principle [9, 3, 12] are all special cases of it.
We make heavy use of the speed measure/scale function characterization of diffusions (see
[16, 23]). According to this formulation, the law of a one-dimensional diffusion process with
state-space I an open interval of R is entirely determined by an increasing continuous function
s(x) and a positive locally finite measure m(dx) defined on I. The function s(x) is called
2
scale function and is defined as the unique function1 such that,




for a < x < b ∈ I and with τa being the hitting time of a. The measure m(dx) is called




















, for x > y.
(1)
We can also express the infinitesimal generator of the diffusion in terms of m(dx) and s(x)
as,
L = Dm Ds,
dom(L) = {f ∈ C0b (I,R) : L f ∈ C0b (I,R)},
(2)
where Dm an Ds are defined as,











These results give us analytic formulations of quantities of the form vk(x) = Ex(τ kab1τb<τa)
for k ∈ N0 and to bound these quantities in terms of the size of the interval (a, b). The latter
will be particularly useful for proving the convergence results of the algorithm.
Outline. We begin the main part of the paper with Section 2 where we present the approxi-
mation scheme along with its properties. In Section 3 we give analytical characterizations of
the quantities that determine the law of the random walk defined by the algorithm, allowing
us to implement it. Section 4 is dedicated to proving the convergence of embedding times.
In Section 5 we prove the main convergence result in terms of the maximum cell size of the
grid. The case of solution of an SDE is studied in Section 6. Finally, in Section 7 we apply
the scheme for several types of diffusions (reflection, stickiness, skew-behavior, singularity at
0 or ∞) and illustrate its convergence via histograms.
1Unique up to an affine transformation.
2Alternative definition of Green function.
3
2 The Spatio-Temporal Markov Chain Approximation
and its properties
2.1 The approximation scheme
In this section we define the approximation process for a one-dimensional diffusion process
on natural scale3 with state space I, an open interval of R. The general case is obtained by a
change of scale, as detailed in Section 2.2. Thus, let (Xt)t≥0 be such a process defined on the
filtered probability spaces (Ω,F , (Ft)t≥0, (Px)x∈I), where Px is the law of (Xt)t≥0 such that
Px{X0 = x} = 1. Let m(dx) be the speed measure of (Xt)t≥0 and g a grid on the state-space
I, which means that g is an ordered subset of I with no accumulation points within I.
We define the time-space Markov chain (X̃gt )t≥0 as the asymmetric random walk that has
the following properties:
• its state-space is g,
• its initial value has the same distribution as the value of Xt the first time it touches
the grid,
• it has the same transition probabilities and conditional expected transition times on g
as (Xt)t≥0.
Thus, under Px, if a and b are the closest lower and upper elements to x of g,
X̃0 =
{
a, with probability Px(τb < τa),
b, with probability Px(τa < τb) = 1− Px(τb < τa).
(4)
For the rest of the trajectory, if τa is the hitting time of a ∈ I for the process (Xt)t≥0,
τab := τa ∧ τb and (T g(n))n≥0 are the consecutive jumping times of (X̃gt )t≥0. Then, for all




∣∣X̃gTg(k) = x) = Px(τb < τa), (5)
and
T g(k + 1)− T g(k) =
{
Ex(τab|τb < τa), on {X̃gTg(k+1) = b} ∩ {X̃
g
Tg(k) = x},




As proved in Section 3, the quantities that appear on the right hand side of (5) and (6) are
explicit functionals of the speed measure m(dx).
Let cx be the cell of the grid g containing x, i.e. the smallest open interval with endpoints
in g having x in its interior. We observe from (5), (6) and Bayes rule that for all cells of
the grid cx = (a, b) both P
(
X̃gTg(k+1)
∣∣X̃gTg(k) = x) and T g(k + 1)− T g(k) depend only on x.
Thus, if we define the following quantities on each cell of the grid,
p+[x, (a, b)] = Px(τb < τa), T




p−[x, (a, b)] = Px(τa < τb), T
−[x, (a, b)] = Ex
[
τab
∣∣τa < τb], (7)
3Which means that s(x) = x.
4
we can simulate the random walk using Algorithm 1. We discuss in Section 3 on how to
compute the quantities in (7). Practical examples are given in Sections 6 and 7.
Remark 1. In the case of sticky diffusions, where m(dx) = mc(dx)+ρδ0(dx), the transition
probabilities and transition times (7) can be directly inferred from the quantities of the








Ga,b(x, ζ)v0(ζ)mc(dζ) + ρGa,b(x, θ)v0(θ).
Input : x initial value, T time horizon, g grid on I
Output: (X̂[k])k, (t̂[k])k
Initialization:
t̂[0] = 0, n = 0





if U == 1 then










j = j + 1
t̂[n+ 1] = t̂[n] + T+[xj, (xj−1, xj+1)]
else
j = j − 1
t̂[n+ 1] = t̂[n] + T−[xj, (xj−1, xj+1)]
end
X̂[n+ 1] = xj
n = n+ 1
end
STMCAa Algorithm
aSpace-Time Markov Chain Approximation
For the convergence, we make the further following assumption, that the diffusion process
(Xt)t≥0 satisfies the following non-explosion condition: There exist a constant k1 > 0 such
5





for all x ∈ I. In Section 5, we prove that the law of the random walk (X̃t)t≥0 converges
to the law of the target diffusion process for all p-Wasserstein distances, with p ≥ 1. The
p-Wasserstein distance Wp between two laws µ an ν of processes with paths in a functional










where by Γ(µ, ν) we denote the collection of all measures with marginals µ and ν. Thus, if
we take (C0([0, T ], I), ‖ · ‖∞) to be the functional space, we prove the following.
Theorem 2.1. Let (Xt)t≥0 be a diffusion process on natural scale whose speed measure
satisfies Condition (8) for a constant k1 > 0. Let also g be a grid defined on the state-
space I of (Xt)t≥0. Then, for all p ≥ 1, δ ∈ (0, 14), T > 0 and x ∈ I there exists a positive












where |g|? = supc∈g{m(c)|c|}.
Corollary 2.2. The process (X̃gt )t∈[0,T ] converges in law to (Xt)t∈[0,T ] in D([0, T ], I) as |g|? →
0.
Remark 2. In the case where m(dx) ≥ k1 dx, the constant4 C > 0 in Theorem 2.1 does not
depend on the starting point of the diffusion.
2.2 Convergence rate for the general case
While the convergence results we established in the previous section were proven in the case
of a diffusion process on natural scale, in this section we show how more general results can
be inferred. Let (Xt)t≥0 be a diffusion process with scale function s(x) and speed measure
m(dx). We assume that s belongs to the Sobolev space W 1,1(I). From Theorem 8.2 of [7]










4This results in the bound of Theorem 2.1 not depending on the starting point of the diffusion.
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We also assume that the inverse of s is α-Hölder continuous, i.e. there exists a constant




Given a grid g, we consider the random walk X̃gt defined by Algorithm 1, where the transition
probabilities and transition times in (7) can be computed using the formulas derived in
Section 3. We obtain the following Corollary of Theorem 2.1.
Corollary 2.3. Let (Xt)t≥0 be a diffusion process with scale function and speed measure
satisfying the above conditions. Let also g be a grid defined on the state-space I of (Xt)t≥0.
Then, for all p ≥ 1, δ ∈ (0, 1
4

















where |g|? = supc∈g{|s(c)|m(c)}.
Proof. We define the proxy process (Yt)t≥0 as Yt = s(Xt) which has scale function sY (x) = x
and speed measure mY (dx) = m ◦ s−1(dx). From condition (11) and a change of variables,
we get that (Yt)t≥0 satisfies condition (8) for the same constants k1 and k2. We also define
Ỹ
s(g)
t evolving according to Algorithm 1, with grid s(g) = {s(x);x ∈ g}. It can be defined
on the canonical space of (Xt)t≥0 so that s(X̃gt ) = Ỹ
s(g)
t almost surely. Thus, Condition (12)
implies that,









Theorem 2.1 implies Corollary 2.3.
2.3 Grid tuning
We observe that in the case of a Brownian motion this yields a convergence rate of O(|g|1/2)
which is optimal from Donsker’s invariance principle (see [9]). While this is a result we would
like to have for all diffusion processes, the following example illustrates that this is not the
case. We show how we can remediate to this by using a custom grid and extrapolate this
method to the general case via Corollary 2.5.
Example 2.4. Let Xt be a Brownian motion with a sticky point at 0, which is the process
having scale function and speed measure
s(x) = x, m(dx) = 2 dx+ ρδ0(dx),
7
with ρ > 0 being its stickiness parameter. From Theorem 2.1, the random walk defined by







so for a uniform grid of step size h,
2hρ ≤ |g|?.
(a) Approximation process of a Brownian
motion on the time interval [0, 5] with a
sticky point at 0 of stickiness ρ = 4.0 using a
uniform grid g with step size h = 0.1
(b) Approximation process of a Brownian
motion on the time interval [0, 5] with a
sticky point at 0 of stickiness ρ = 4.0 using
the tuned grid described in (15) with h = 0.1.
Figure 1: Sticky Brownian motion trajectory approximation.
This means that there are functionals of the trajectory for which the convergence rate is
much slower for this process in comparison with a standard Brownian motion. In order to
remediate to this, we propose a preliminary step to the approximation scheme that involves
finding a grid that is “adapted” to the speed measure of the process. In the case of the
Brownian motion with a sticky point at 0, such a grid can be defined as one that has

























As the approximation process is a random walk, for every k steps it makes, it spends O(
√
k)
steps on the cell containing 0. Thus, running the algorithm on either grid yields the same
algorithmic complexity.
The general case is covered by the following Corollary.
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Corollary 2.5. Let g be a grid such that |g|? ≤ C|g|2, then we can bound the p-Wasserstein




in Theorem 2.1 by |g|2δ instead of
|g|δ?. Thus, the law of the random walk converges at a rate of O(|g|1/2) instead of O(|g|1/4).
2.4 The case of diffusions with boundary conditions
When presenting the results and the structure of the scheme, we considered only processes
where s(I) is an open set, thus considering diffusion with unreachable boundaries. Our
results also adapt to the situation where either s(`) and/or s(r) are reachable, and in this
case some adjustments are needed, depending on the nature of finite boundaries and on the
condition at regular boundaries. In order to keep the presentation simple, we assume that
the process is on natural scale and that I = [0,+∞) (the adaptation to I = (l, r] or I = [l, r]
or I = [l, r) with ` = R ∪ {−∞} and r ∈ R ∪ {+∞} is straightforward).
It is well known (see for instance Section 5.11 of Itô’s book [18]) that the finite boundary 0









• 0 is an exit boundary if I <∞ and II =∞,
• 0 is a regular boundary if I <∞ and II <∞,
• 0 is a natural boundary if I =∞ and II =∞,
• 0 is an entrance boundary if I =∞ and II <∞.
The entrance type been excluded for a finite boundary of a diffusion process on natural scale,
and the natural type been considered in the settings of Theorem 2.1, this leaves us with two
possible types for the boundary 0: exit or regular. If 0 is an exit boundary, then the diffusion
process X is absorbed at the boundary 0. If 0 is a reflecting boundary, then the diffusion
process can be either absorbed or reflected at 0. In these cases, the convergence result of
Theorem 2.1 can be extended by considering a grid g on I containing 0 and by adapting the
dynamics of X̃g as follows. The dynamic of X̃g is the same as in Algorithm 1, up to the
time when it reaches 0, then:
• if 0 is an absorbing boundary (exit or regular), then the result can be immediately extended
by stopping X̃g when it reaches 0;
• if 0 is a reflecting regular boundary, then the process X̃g jumps from 0 to b := min g \{0}
with probability 1 and after a time
∫
[0,b)
(b− ζ)m(dζ). We emphasize that in this config-
uration, 0 may be a sticky boundary (i.e. with m(0) ∈ (0,+∞)).
9
The proof of the convergence in these situations is omitted here, since it is a straightforward










The case of killing boundaries, and in general of a process with non-zero killing measure,
leads to additional non-trivial difficulties. Devising an algorithm and a similar result as
Theorem 2.1 remains an active area of research.
2.5 Markovian embedding
The consecutive values of the process (X̃t)t≥0 defined in form a Markov chain with, by
construction, the same transition probabilities as (Xt)t≥0 on g. We define the embedding




t > τgk−1 : Xt ∈ g \ {Xτgk−1}
}
, ∀k ≥ 1.
(16)
As both X̃Tg(n) and Xτgn are both Markov chains with the same transition probabilities with
X̃0 forced to be equal in law to Xτg1 (see Section 2.1), the following equality in law holds,
Law(X̃Tg(n);n ≥ 0) = Law(Xτgn ;n ≥ 1). (17)
We define Kg(t) as the inverse of T g(n), i.e.,
Kg(t) = inf
{








∣∣Xτgk−1 , Xτgk ] > t}. (18)
Thus, we get the following Proposition.
Proposition 2.6. Let Xt be a diffusion process, g a grid defined over its state space I and
X̃gt be the approximation process defined in (5) and (6). Then, if τgn are the embedding times
of Xt in g, the following equality in law holds,
Law
(






; t ≥ 0
)
,
where Kg(t) is a random index defined defined in (18).
3 Moment characterization of conditional exit times
The law of the approximation process defined in the previous section was shown to be
determined by its transition probabilities Px(τb < τa) and conditional transition times
10
Ex(τab|τb < τa). In this section we show that quantities of the form vk(x) = Ex(τ kab1τb<τa)
yield an integral formulation with respect to the speed measure of the diffusion and involving
the scale function (we do not assume that the diffusion is on natural scale in the present
section). We also show that this results in them being solutions to Dirichlet problems where
the differential operator is the infinitesimal generator L of the diffusion. This allows us
to simulate such processes via Algorithm 1 and thus to approximate the law of the target
diffusion process (Xt)t≥0.
In terms of Algorithm 1, we need to compute for three adjacent points a, x, b of the grid the
quantities
v0(x) = Px(τb < τa), v1(x) = Ex(τab1τb<τa) and v1(x) = Ex(τab1τa<τb).
The quantities of (7) are then
p+[x, (a, b)] = v0(x), T









Proposition 3.1. The function v0(x) = Px(τb < τa) is solution to the problem with Dirichlet
boundary conditions 




where L is the infinitesimal generator of (Xt)t≥0, which also implies that v0 ∈ dom(L).
Proof. Let x ∈ (a, b), from the definition of the scale function and the factorization of the
infinitesimal generator L = Dm Ds








which equals 0 as m(dx) is a positive measure. As v0 and L v0 = 0 are both functions in C0b ,
we deduce that v0 ∈ dom(L) and L v0 = 0. Under Pb the stopping time τb = 0 a.s. and as
the process has a.s. continuous trajectories, τa > 0 a.s., i.e.
v0(b) = Pb(τb < τa) = Pb(0 < τa) = 1.
This, along with the symmetrical argument, allow us to retrieve the boundary conditions
of (20).











































The equality (21) results by applying directly Green’s formula.
Proposition 3.3. The function vk(x) = Ex(τ kab1τb<τa) is solution to the problem with Dirich-
let boundary conditions 




Lemma 3.4. Let g(x) =
∫
(a,b)
Ga,b(x, y)f(y)m(dy), where f ∈ C0b (a, b) and Ga,b(x, y) is the
Green function defined in (1). Then g ∈ dom(L) and
L g(x) = −f(x), ∀x ∈ (a, b).
Proof. Let x ∈ (a, b). Using the Dm Ds factorization of L and the dominated convergence
theorem we get




















= −v0(x)f(x)− (1− v0(x))f(x) = −f(x).
The continuity of g is a consequence of monotone convergence theorem for integrals. More-
over as Ga,b(x, y) is bounded by s(b) − s(a), m(dx) is locally finite and f is bounded, g is
also bounded. So, we deduce that f ∈ dom(L) and that on (a, b) we have L g = −f .





As v0 ∈ C0b (a, b), from Lemma 3.4 we deduce iteratively that vk ∈ C0b (a, b) for all k ∈ N and
that L vk = −kvk−1 on (a, b). For the boundary conditions we have that τab = τa ∧ τb = 0
a.s. for Pa and Pb, so for k ≥ 1
vk(a) = Ea(τ
k
ab1τb<τa) ≤ Ea(τ kab) = 0.
With the same argument we show that vk(b) ≤ 0 and as they are obviously positive quantities
vk(a) = vk(b) = 0.
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4 Convergence of the embedding times
In order to prove the convergence of the process (X̃gt )t≥0 we need to control quantities of the
form Ex
[




, where τgk are the embedding times of the process (Xt)t≥0 in
the grid g. In this section we show the existence of such bounds in terms of |g|? which is a




where by |c| we denote the Lebesgue measure of th cell c and by c ∈ g we denote the cells c
of the grid g which are the intervals of endpoints on the grid that have exactly one element
of the grid in their interior. For example if {xj}j∈J is an ordered grid, a typical cell will
have the form (xj−1, xj+1). We could consider a bound on m(c) for c ∈ g and bound the
quantities of interest in terms of |g| = supc∈g{|c|}, but in doing so we do not track correctly
the convergence rates of processes like the standard Brownian motion where |g|? = |g|2.
Moreover as shown in Section 2.3, having such bounds give us a direct way to adapt the grid
to the speed measure in order to accelerate the convergence rate of the scheme.
4.1 Bounds on the conditional moments of the exit times


















x−a , x ≤ y.








(b−a) , x > y,
(y−a)(b−y)
(b−a) , x ≤ y,
which is bounded by (b− a) in both cases as x, y ∈ (a, b).
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From Proposition 3.2, vk(x) = k
∫
(a,b)






























m(dx2) . . .m(dxk)










Ga,b(x3, x2)v0(x2)m( dx2) · · ·m(dxk)
= k(b− a)m((a, b))vk−1(x).
Since (b− a)m((a, b)) ≤ |g|?, we get the desired result on vk/vk−1.
Corollary 4.2. Let k ∈ N, then we have the following bound for vk(x) = Ex(τ kab1τb<τa),
‖vk‖∞ ≤ k!|g|k?.
Lemma 4.3. Let Xt be a diffusion process with speed measure m( dx), a < x < b elements









Proof. Developing the exponential series,
Ex(e

















From Corollary 4.2 we can bound the ratio of expected values by (N − 1)!|cx|N−1? and as
λ|cx|? ∈ (0, 1),
Ex(e









Thus, we need only to apply the inequality 1 + x ≤ ex to get (23).
Lemma 4.4. Let t,M > 0 and λ > 0 such that λ|g|? ∈ (0, 1). Then,
Px(τ
g





Proof. From Markov’s inequality,
Px(τ
g














Conditioning on the σ-algebra B generated by the trajectory of Xt on the grid g, i.e. B =














From the definition of |g|?, λ|c|? ≤ λ|g|? ∈ (0, 1) for each cell c of the grid g. Thus, applying
Lemma 4.3 on each term of the product in (26),
Px(τ
g










From the definition of Kg(t), we have that
∑Kg(t)
k=1 E(τk − τk−1|B) ≤ t+ ‖v1/v0‖∞ ≤ t+ |g|?,
thus proving (24).
4.2 Convergence of the embedding times
Lemma 4.5. Let (Xt)t≥0 be a diffusion process, τgk its embedding times on a grid g and








∣∣Xτgk−1 , Xτgk ) ≤ 2|g|?(T + |g|?).











































∣∣∣Xτgk−1 , Xτgk ].
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≤ 2|g|?(T + |g|?),
which is the desired inequality.
Proposition 4.6. Let Ft be the canonical filtration of the diffusion process (Xt)t≥0 and τgk
















∣∣Xτgk−1 , Xτgk ],
is a Gn-martingale.


















∣∣Xτgk−1 , Xτgk ]∣∣∣Am,B].














∣∣Xτgk−1 , Xτgk ]∣∣∣B] = Mm.
This proves the result.
Theorem 4.7. Let Xt be a diffusion process, g a grid on the state space I and τgk the

















where Kg(t) is defined in (18).
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∣∣Xτgk−1 , Xτgk ] is a Gn-martingale from Proposition 4.6, where














































∣∣Xτgk−1 , Xτgk )], (30)




. For the second term on the right hand
















So having bounded both additive parts of the right hand side of (28), we get (27).
5 Convergence rate of the Markov chain
5.1 Moment bounds
Lemma 5.1. Let Xt be a diffusion process on natural scale with a speed measure mX( dx)








≤ C ′ [1 + |x|p]eCT . (32)
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Moreover, C ≤ 2p(p − 1)/k1, where k1 is such that Condition (8) is satisfied and C ′ > 0 is
a constant that depends only on p.

















dBt, for |Zt| < 1,
2√
k1
Zt dBt, for |Zt| ≥ 1,
where Bt is a standard Brownian motion. We also suppose that Z0 = x a.s. for Px. As Xt
and Zt are on natural scale, they can be expressed as time-changed Brownian motion, i.e.
Xt = BγX(t) and Zt = WγZ(t), where Bt and Wt are two standard Brownian motions5 with
local times Lxt (B) and Lxt (W ) and with γX(t) and γZ(t) being the generalized inverses6










t (W )mZ(dx) respectively. It is straight-
forward that, using the same underlying Brownian motion in these definitions, we have














































Using Itô’s formula, followed by a classical localization argument, Fatou’s Lemma along with
the standard dominated convergence theorem, one obtains that for all q > 2/3,
Ex
[
(|Zt| − 1)3q1{|Zt|≥1} + 1]
≤ (|x| − 1)3q1{
|x|≥1









5We will suppose that Px(B0 = x) = Px(W0 = x) = 1.
6The generalized inverse of a function f is given by,
f−1(x) = inf{ζ ≥ 0 : f(ζ) > x}.
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Using the inequality |x− 1|3q−2x2 ≤ |x− 1|3q + 1 for all x ≥ 1,
Ex
[
(|Zt| − 1)3q1{|Zt|≥1} + 1]
≤ (|x| − 1)3q1{
|x|≥1




(3q − 1) Ex
[
(|Zs| − 1)3q1{|Zs|≥1} + 1] ds.
Using Gronwall’s Lemma, we deduce that, for all t ≥ 0,
Ex
[
(|Zt| − 1)3q1{|Zt|≥1} + 1] ≤ [(|x| − 1)3q1{|x|≥1} + 1]e6q(3q−1)t/k1 .





≤ C ′q [(|x| − 1)3q1{|x|≥1} + 1]e6q(3q−1)t/k1 , ∀t ≥ 0. (34)





≤ C ′p/3 [1 + |x|p]e2p(p−1)t/k1 , ∀t ≥ 0.
Replacing (34) in (33), we get the bound (32) for C ′ = p
p−12
p−1(C ′p/3+1) and C = 2p(p−1)/k1.
This proves the result.
From Lemma 5.1 and using the same arguments as in the proof of Theorem 3.1 in [5], we
derive the same result with a sharper constant.
Proposition 5.2. If Xt is a diffusion process with a speed measure mX(dx) that satisfies
Condition (8). Then, for each T > 0 and γ ∈ (0, 1
2






≤ C(1 + |x|).
5.2 Proof of the convergence rate for a process on natural scale






























7The extension to p = 2 is straightforward.
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Using Hölder’s inequality for q ≥ 1 and q/(q − 1) conjugates exponents and then applying






















































































































































which from Lemma 5.1 is bounded by C2 [1 + |x|p]eC3(m+1), where C2 and C3 are positive
constants depending on p. This, along with Lemma 4.4 and Hölder’s inequality gives us for





















where C2(pq′) ≤ 2pq′(pq′ − 1)/c and C2(pq′) > 0 a positive constant depending only on pq′.
Thus, setting C4(pq′) :=
[
C2(pq























































1−α). If we choose q

























{ (q′ − 1)αT
(1− α)|g|?
















































As |g|γ? and e−1/|g|? are both O(|g|
γ/2







≤ C|g|γ/2? , (40)
which is (10).
6 Computations for the classical SDE case and beyond
While Theorem 2.1 and Corollary 2.3 guarantee the convergence for all diffusion processes,
most such processes encountered in practice are solutions to SDE with sticky points and/or
boundary conditions. In this section we show how to compute the quantities (7) in the pure
SDE case, allowing us via Algorithm 1 to simulate all aforementioned processes. Thus, let
Xt be the solution of an SDE with time-homogeneous coefficients,
dXt = µ(Xt) dt+ σ(Xt) dBt,
8We remark that if this is satisfied for a grid g, then it is satisfied for all grids g′ such that |g′|? ≤ |g|?.
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where µ(x) and σ(x) are real measurable function and Bt is a standard Brownian motion. A
straightforward computation using Itô’s formula gives us the infinitesimal generator of Xt,
(L, dom(L)) =
{
L f(x) = µ(x)f ′(x) + 1
2
σ2(x)f ′′(x), ∀f ∈ dom(L),
dom(L) = C2(R).
(41)

























































The scale functions and the speed measures are defined up to additive and multiplicative
constant: for α ∈ R and λ > 0, the pairs (s,m) and (α + λS, λ−1m) are associated to the
same diffusion. In particular, as we are only concerned with points x ∈ [a, b], we could use
v0 for the scale function. The speed measure shall be adapted accordingly. For x, ζ ∈ [a, b],
the Green function in (1) takes the simpler form,
Ga,b(x, ζ) = v0(x ∧ ζ)
(
1− v0(x ∨ ζ)
)
.
























The quantities (43) and (44) or (45) can be computed analytically as we do for the Ornstein-
Uhlenbeck process in Section 7.4 or through a numerical approximation procedure as for the
Cox-Ingersol-Ross process in Section 7.4.
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7 Examples
7.1 Standard Brownian motion
The standard Brownian motion can be defined as the diffusion process with scale function
and speed measure
s(x) = x and m(dx) = 2 dx.
Let vk(x) := Ex[τ kab1τb<τa ] and vk(x) := Ex[τ kab1τa<τb ] for all k ∈ N0, where cx = (a, b). Then,


































where by BM we mean these quantities are associated with the Brownian motion. Thus
from (7), we have all the necessary quantities we need to implement the algorithm.
7.2 Sticky Brownian motion
The Brownian motion with a sticky point at 0 where the stickiness parameter is ρ > 0 can
be defined as the diffusion process with scale function and speed measure
s(x) = x and m(dx) = 2 dx+ ρδ0(dx).





From Proposition 3.2 we may deduce the following expressions for the conditional exit times
of cx = (a, b),
v1(x) = v
BM










where vBM1 (x) and vBM1 (x) are the analogous quantities for the standard Brownian motion.
24
(a) Histogram of a sticky Brownian motion with
stickiness parameter ρ = 0.3 at T = 1 using
Algorithm 1 with a tuned grid with parameter
h = 0.01.
(b) Histogram of a sticky Brownian motion with
stickiness parameter ρ = 1.0 at T = 1 using
Algorithm 1 with a tuned grid with parameter
h = 0.01.
Figure 2: Sticky Brownian motion approximation.
(a) Histogram of a skew Brownian motion with
skew parameter β = 0.6 at T = 1 simulated using
Algorithm 1 with a uniform grid of cell size h =
0.01.
(b) Histogram of a skew Brownian motion with
skew parameter β = 0.95 at T = 1 simulated using
Algorithm 1 with a uniform grid of cell size h =
0.01.
Figure 3: Skew Brownian motion approximation.
7.3 Skew Brownian motion
The skew Brownian motion at 0 with parameter β ∈ (0, 1) can be defined as the diffusion





, x ≥ 0,
x
1− β
, x ≤ 0
and m(dx) =
{
2β dx, x > 0,
2(1− β) dx, x < 0.
25





As the β and (1 − β) terms between the speed measure and the scale function compensate
themselves in the expressions giving vk in Proposition 3.2,
v1(x) = v
BM




Let Xt be an Ornstein-Uhlenbeck with mean reversion force θ > 0, long-term mean µ and
diffusion parameter σ > 0, i.e.
dXt = θ(µ−Xt) dt+ σ dBt,
where Bt is a standard Brownian motion. We will see that v0 can be expressed in terms of






























































D+(x), with D+(x) being Dawson function9. Thus, for an












































The Cox-Ingersol-Ross process or CIR process [8], introduced first by W. Feller [13], is the
diffusion that solves the SDE
dXt = θ(µ−Xt) dt+ σ
√
Xt dBt, (47)
9We use the latter representation in our numerical results.
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Figure 4: Histogram of an Ornstein-Uhlenbeck process with parameters (θ, µ, σ) = (1, 8, 1)
with an initial value of x0 = 0 at times T = 0.5 and T = 4 simulated using Algorithm 1 with
a uniform grid of cell size h = 0.01.
where Bt is a standard Brownian motion. The parameter θ > 0 expresses its mean reversion
speed, µ its long term speed and σ > 0 is its diffusivity parameter. The parameter θ >
0 expresses its mean reversion speed, µ its long term speed and σ > 0 is its diffusivity
parameter. This equation has a diffusion coefficients that degenerates at 0. It however
remains non-negative given X0 ≥ 0 and almost surely never hit 0 when 2θµ > σ2. A large
body of work have been devoted to the simulation of the CIR and related process, see e.g. [1].










































As the scale function yield no satisfactory closed formula, we perform a numerical approxi-
mation of both v0 and the couple (v1, v1).
These functions may be computed numerically. One may choose a suitable grid when the
process is close to 0 and it is noteworthy that the process may not cross 0, a problem which
arise when using Euler type schemes.
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(a) Histogram of a CIR process with param-
eters (θ, µ, σ) = (2, 5, 2) with an initial value
of x0 = 3 at T = 1 simulated using Algorithm
1 with a uniform grid of cell size h = 0.01.
(b) Histogram of a CIR process with param-
eters (θ, µ, σ) = (5, 5, 1) with an initial value
of x0 = 3 at T = 1 simulated using Algorithm
1 with a uniform grid of cell size h = 0.01.
Figure 5: CIR process approximation.
7.6 Skew and reflected Bessel process













, x ≤ 0,
m(dx) =
{
2βxδ−1 dx, x > 0,
2(1− β)|x|δ−1 dx, x ≤ 0.
(50)


















where Ga,b(x, ζ) is defined in (1). The probability transition kernels plotted in Figures 6a,
6b, 7a and 7b are computed in [2].
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(a) Histogram of a skew Bessel process of dimen-
sion 1.2 with skew parameter β = 0.8 at T = 1
simulated using Algorithm 1 with a uniform grid
of cell size h = 0.01.
(b) Histogram of a skew Bessel process of dimen-
sion 1.6 with skew parameter β = 0.8 at T = 1
simulated using Algorithm 1 with a uniform grid
of cell size h = 0.01.
Figure 6: Skew Bessel process approximation.
(a) Histogram of Bessel process of dimension 1.1
reflected at 0 with a starting point of x0 = 1 and
time horizon T = 1 simulated using Algorithm 1
with a uniform grid of cell size h = 0.01.
(b) Histogram of Bessel process of dimension 1.8
reflected at 0 with a starting point of x0 = 1 and
time horizon T = 1 simulated using Algorithm 1
with a uniform grid of cell size h = 0.01.
Figure 7: Reflected Bessel process approximation.
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