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Abstract The number of portable electronic devices capa-
ble of maintaining wireless communications increases day
by day. Such mobile nodes may easily self-configure to
form a Mobile Ad Hoc Network (MANET) without the
help of any established infrastructure. As the number of
mobile devices grows, the demand of multimedia services
such as video-streaming from these networks is foreseen
to increase as well. This paper presents a proposal which
seeks to improve the experience of the end users in such
environment. The proposal is called dCW-MMDSR (dy-
namic Contention Window-Multipath Multimedia Dynamic
Source Routing), a cross-layer multipath routing protocol
which includes techniques to achieve a dynamic assignment
of the Contention Window of the IEEE 802.11e MAC level.
In addition, it includes multipath routing suitable for layered
coded video to improve the performance of the service. The
operation is simple and suitable for low capacity wireless
devices. Simulations show the benefits under different sce-
narios.
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1 Introduction
A Mobile Ad Hoc NETwork (MANET) may be established
by wireless mobile nodes that are capable of communicating
with each other. MANETs have no fixed network infrastruc-
ture nor administrative support. Since the transmission range
of wireless network interfaces is limited, several intermedi-
ate nodes may be needed. Thus, each node may operate as
a terminal host as well as a router to forward packets for
other nodes. Nodes are free to move and their batteries have
limited capacities, which produce frequent changes in the
network topology [1]. Consequently, MANETs should adapt
dynamically to be able to maintain on-going communica-
tions in spite of these changes.
Much research work about MANETs has been done over
the last decade and abundant technical advances have been
published as a result. These multi-hop networks are foreseen
as an important type of access network of next generation, in
which multimedia services surely are going to be more and
more demanded by end users. MANETs have a huge variety
of applications, such as universities, museums, emergency
rescues or exploration missions, where video-streaming ser-
vices are likely to be used. These multimedia services re-
quire the provision of Quality of Service (QoS), which still
remains an open issue in Ad Hoc networks. The inherent
characteristics of MANETs, such as mobility, dynamic net-
work topology, energy constraints, lack on centralized in-
frastructure and variable link capacity, make the QoS provi-
sion over these networks a really challenging goal.
These questions make self-configuration and system
adaptation matters of key importance in MANETs. There-
fore, instead of using fixed network configuration parame-
ters, a more mature solution is to make the framework be
able to dynamically adapt according to the current environ-
mental state. In addition, since the QoS provided by a net-
work does not depend on any single network layer but on the
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coordinated efforts from all layers, it is very recommendable
to develop dynamic solutions based on cross-layer schemes
which consider several technical parameters of the protocol
stack [1].
Our contribution to this topic consists in a QoS-aware
self-configured dynamic framework able to provide video-
streaming services over MANETs. We have designed dCW-
MMDSR (dynamic Contention Window-Multipath Multi-
media Dynamic Source Routing), a multipath routing proto-
col especially suitable for video-streaming services able to
self-configure dynamically depending on the state of the net-
work. The approach includes cross-layer techniques to im-
prove the end-to-end performance of the service over IEEE
802.11e Ad Hoc networks. A dynamic Contention Window
(dCW) management has been developed to outperform the
mechanics of IEEE 802.11e by computing smoother values
of the CW at each Access Category (AC). This contribution
has shown to enhance the overall performance of the service
compared to standard IEEE 802.11e.
The remainder of this paper is organized as follows. Sec-
tion 2 introduces some related research. Section 3 presents
the underlying of our framework. In Sect. 4 we point out the
main features of our multipath routing protocol. In Sect. 5,
we present our scheme of a dynamic contention window
management. Simulation results to study the performance of
the proposed approach are shown and discussed in Sect. 6.
Finally, conclusions and future work are drawn in Sect. 7.
2 Related research
In the early 1990s, the first routing protocols that were pro-
posed for MANETs considered the number of hops as the
metric to select a route. Subsequent proposals considered
richer routing metrics such as available badwidth, link re-
liability or nodes’ mobility [1]. Later, proposals considered
routing metrics such as route lifetime regarding mobility [2]
and regarding battery duration [3].
Recently, many researchers have focused their efforts on
providing mechanisms to improve the MAC (Medium Ac-
cess Control) level to make configuration parameters evolve
dynamically depending on events of the Ad Hoc network.
Some proposals modify the MAC parameters to provide dy-
namic service differentiation based on access categories that
modify the contention window sizes used in the back-off al-
gorithm [4–6].
The proposal [7] dynamically adjusts the backoff interval
according to the priority and collision rate to arrange a fair
scheduling mechanism to access the medium. Proposal [8]
has the same goal although based on modifying the waiting
times of the stations to access the medium, resulting in a
fair and efficient scheme. A dynamic TXOP (Transmission
Opportunity) allocation in IEEE 802.11e is proposed in [9]
to enhance the QoS experienced in the network. Similarly,
in [10] the TXOP value dynamically changes depending on
the number of packets remaining to be sent in the buffers. A
sensing backoff algorithm is presented in [11], where every
node modifies its backoff interval according to the results of
the sensed channel activities.
Nonetheless, to the best of our knowledge none of the ex-
isting works have focused on attaining smoother variations
of the MAC parameters that adapt to the environment, which
we foresee would minimize the chance of collision. For this
reason, we have focused our approach on introducing a dy-
namic computation of the CW values for each one of the ac-
cess categories, using new functions to attain smoother tran-
sitions to avoid the sharped and slotted changes in the values
of the MAC parameters present in the standard. This way,
neighboring nodes will have higher probabilities to have
different CW values, thus collisions will decrease. These
new features have been tested over simulations which have
shown to outperform the standard EDCF in IEEE 802.11e
networks.
Besides, our framework includes a service-aware self-
configured multipath-routing scheme able to adapt to the in-
trinsic network dynamics in MANETs. It includes a cross-
layer design which considers parameters of several network
layers, so that a better holistic end-to-end QoS provision is
accomplished. The results will show that our proposal no-
tably enhances the performance of video-streaming services
over MANETs.
3 Underlying of the framework
Our framework uses the MAC (Medium Access Control)
IEEE 802.11e [12], which gives support to the QoS provi-
sion required by the video-streaming services. Video frames
are distributed using RTP/RTCP (Real Time Protocol/Real
Time Control Protocol) over UDP as transport protocols.
The proposed multipath routing scheme is an extension of
plain DSR (Dynamic Source Routing) protocol [13]. In this
section we briefly summarize the basics of the video codifi-
cation we have used and its imbrication with the MAC IEEE
802.11e.
3.1 Video codification
One of the most used data types in video-streaming appli-
cations is MPEG-2 VBR hierarchical scalable multi-layer
encoded video [14]. The MPEG-2 encoded video is formed
by sets of frames, typically somewhere from 4-20 frames
each, called GoP (Groups of Pictures). A GoP has three
types of frames: I, P and B, following a unique frame-pattern
in a video, which is repeated in each GoP. An example is
sketched out in Fig. 1.
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Fig. 1 Example of a GoP structure
I (Intra) frames encode spatial redundancy. They are the
base layer and provide a basic video quality. They carry the
most important video information for the decoding process
at the receiving side. GoPs could be decoded even if just I
frames were present. I frames are absolutely necessary to
decode the video sequence. The entire GoP would be lost
if the corresponding I frame were not available at decod-
ing time. P (Predicted) and B (Bi-directional) frames pro-
vide enhancement layers, so that fine granularity scalabil-
ity can be achieved. P and B frames carry differential in-
formation from preceding, or preceding and following, I or
P frames respectively. These video characteristics should
be taken into account when planning a QoS-aware scheme
for video-streaming services. This way, different priorities
could be assigned to the video frames according to their im-
portance within the video flow. Thus, I frames should have
the highest priority whereas B frames should have the lowest
one.
3.2 IEEE 802.11e
The standard IEEE 802.11e [12] defines two different ac-
cess mechanisms: the Enhanced Distributed Channel Access
(EDCA) and the Hybrid Coordination Function Controlled
Channel Access (HCCA). The proper access mechanism in
MANETs is EDCA, since no centralized access point is
needed. The IEEE 802.11e arranges four different Access
Categories (AC), as depicted in Fig. 2. We assume that each
packet from the higher layer arrives at the MAC layer with
a specific priority value. Packets are assigned to the proper
AC. Each AC has different parameters in the backoff entity,
named Arbitration Inter-Frame Spacing (AIFS[AC]), Min-
imum Contention Window (CWmin[AC]), Maximum Con-
tention Window (CWmax[AC]). Basically, the smaller AIFS,
CWmin and CWmax, the shorter the channel access delay
and hence the more capacity share, thus the higher its pri-
ority. However, the probability of collision increases when
neighboring nodes operate with smaller CWmin. In addition,
there is another parameter, the Transmission Opportunity
(TXOP[AC]) defined as an interval of time when a station
has the right to initiate transmissions. Finally, each AC has
a different Retry Limit[AC] value so that packets are dis-
carded in case the number of retransmission exceeds that
Fig. 2 IEEE 802.11e MAC scheme
value. These parameters can be used in order to differentiate
the channel access among different priority traffics.
We have defined this mapping of packets into each one of
the four access categories of the IEEE 802.11e MAC:
• AC0: signaling
• AC1: high priority packets (I frames)
• AC2: medium priority packets (P frames)
• AC3: low priority packets (B frames + Best Effort)
4 Multipath Multimedia Dynamic Source Routing
(MMDSR)
The basics of our proposal MMDSR were presented in pre-
vious works [15, 18], where its improvements over plain
DSR were extensively shown. In this section we give a short
summary of its main features. We use up to three paths to
constitute our multipath routing scheme. It is not worthwhile
to arrange more paths due to excessive overhead increase
and small improvement benefit, as it was proved e.g. in [15]
and [16]. The most important frames (I frames) of the coded
video flow are sent through the best available path, as de-
picted in Fig. 3. P frames are sent through the second best
path and B frames through the third. If only two paths were
available, I frames would be sent through the best path and P
and B frames through the other. In case of a unique available
path, all the frames would be sent together.
The customer requirements can be established by means
of Service Level Agreements (SLAs) which specify the val-
ues for a list of QoS parameters to provide the agreed im-
age quality. We consider these QoS parameters: minimum
expected bandwidth (BWmin), maximum percentage of data
losses (pmax), maximum delay (dmax) and maximum delay
jitter (jmax).
customer_req ≡ {BWmin,pmax, dmax, jmax} (1)
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Fig. 3 Multipath routing scheme using three paths
In MMDSR all the decisions (e.g. path selection) and op-
erations (e.g. tuning of configuration parameters) are man-
aged from source. The framework self-configures adjusting
to the network state. The quality of the available paths be-
tween source and destination are monitored by periodically
sending Probe Message (PM) packets from source to des-
tination through each one of the available paths found by
the DSR routing engine. This packet gathers information re-
garding the quality of the available paths. The destination
node sends back a Probe Message Reply (PMR) packet with
this information. It is worthwhile to mention that these pack-
ets have a low size and are sent just once by iteration, so
the committed overhead is negligible. This feedback infor-
mation is analyzed at the source and a score is assigned to
each one of the paths to classify them accordingly. We refer
the reader to [18] to see the path score process. Basically,
the quality parameters of the paths are compared to certain
thresholds, which self-adapt dynamically to the state of the
network as Sect. 4.1 details. After that, the source selects as
many paths as needed by the multipath scheme. The quality
parameters computed for each one of the available paths are
collected in a vector, named path-state:
path − stateik ≡ {BW,p, d, j,h,RM,MM}ik (2)
where i is the number of iteration of the algorithm and k
refers to each one of the paths. These parameters are the
end-to-end available bandwidth (BW ik), the percentage of
losses (pik), the delay (dik), the delay jitter (j ik), the hop dis-
tance (hik) and two new proposed QoS parameters we have
designed specially for MANETs: Reliability Metric (RMik)
computed from the SNR (Signal to Noise Ratio) of the links
involved in each path, and Mobility Metric (MMik) regarding
the relative mobility of the neighboring nodes within each
path. The computation of both RM and MM are detailed in
[18].
The algorithm arranges the available paths which fulfill
the user’s requirements set in (1), by checking sequentially
the qualifications of the parameters as follows in the next
list. We have chosen the RM and MM to be the most impor-
tant parameters to classify paths since most reliable and sta-
ble paths are preferred to provide video-streaming services
over MANETs. Delay, jitter and losses are not so decisive
metrics, although they are also considered to sort the paths.
Finally, the source selects as many paths as required by the
multipath routing scheme.
(a) RMik + MMik
(b) Mhik
(c) MBW ik
(d) Mpik + Mjik
(e) Mdik
This process is repeated periodically to refresh the paths,
since the dynamic nature of MANETs may produce link
breakages that make the topology vary throughout time. This
routing period (Trouting) also self-adapts to the network state,
as it is summarized in next section.
4.1 Dynamic operation to self-configure
Due to the inherent characteristics of MANETs the network
topology is highly dynamic. Hence, the designed frame-
work should be dynamic and able to adapt to the varying
network state. There is an increasing interest in designing
self-configured frameworks able to adapt to dynamic envi-
ronments such as MANETs, e.g. [20]. Following this line,
our framework operates in a self-configured fashion, as it is
fully detailed in [18]. Here we will just point out the basics
of the self-configuration operation. The framework monitors
the current network state to appropriately modify configura-
tion parameters such as the routing period of the algorithm
and a set of thresholds used to classify paths, which are
adjusted dynamically using tuning functions properly de-
signed. These tuning functions depend on a new parame-
ter called NState, which tracks information about the global
network state and which is computed as (3) shows:
NStatei = wRM · RMi + wMM · MMi + wBW · BW i
+ wp · pi + wd · di + wj · j i + wh · hi (3)
The average values of each parameter in (3) are the aver-
aged qualifications obtained for all the paths in the iteration
i of the algorithm. The weighting values for each parame-
ter, which have to add the unit, may have a higher or lower
value depending on the relevance given to each parameter,
although we have considered equal weights. Notice that al-
though we have considered RM and MM as the most impor-
tant metrics to arrange and select forwarding paths, in order
to first diagnose the network state, we must consider every
metric to detect a potentially bad state of the network, e.g.
checking if there are high losses or delay as well. This way,
a low mobile but lossy network should be tracked as a bad
network. Once the source has received the feedback from
the network in the PMR packets, it computes the NState as
defined in (3). The variation of this parameter throughout
time depends on the current qualifications of the paths and
therefore on the variations of the network. The thresholds to
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classify paths depend on NState. As a consequence, a higher
granularity in the classification process is attained so that
paths are better selected.
The dynamic behavior was also introduced in the pe-
riod (T i+1routing) of the algorithm to refresh paths following
the simple linear function expressed in (4). This function
was obtained after carrying out a lot of representative sim-
ulations and applying linearity. We conducted a high num-
ber of simulations under a wide range of situations where
the network performance was good (Fraction Packet Lost
≤2%), normal (2% < FPL ≤ 10%) and bad (10% < FPL)
[17]. Then, we obtained a simple linear function to com-
pute the proper routing period depending on NState [18].
It had to be very simple to be computed by light mobile de-
vices. This way, the better the quality of the paths (i.e. higher
NState) the higher the routing period, and those paths will be
used longer. Hence, lower signaling overhead is produced
under stable and favorable situations. Conversely, for bad
quality of the paths (i.e. lower NState) the iteration period
is lower, so new paths are searched sooner. This would cor-
respond e.g. to high mobility situations which produce fre-
quent topology variations, so the multipath scheme should
be refreshed soon.
T i+1routing = 10 ∗ NStatei + 3 (4)
Notice that the algorithm updates the self-configured pa-
rameters (i.e. thresholds to classify paths and routing period
to refresh the multipath routing scheme) to be used in the
next iteration of the algorithm. This self-configuration capa-
bility increases the resolution to classify paths, which im-
proves the performance of the service. Also, the signaling
overhead reduces around 20%, producing a better use of re-
sources which are so scarce in these environments. We refer
the reader to [18] to see the details of the benefits in the per-
formance.
5 Dynamic Contention Window management
Once we have summarized the layout of our framework,
we proceed to introduce a novel proposal to outperform
the MAC level. As we have seen in Sect. 2, there are
many works that aim at improving the performance of
IEEE 802.11 networks by applying dynamic policies to
the Contention Window (CW) management. Lately, several
works have focused on improving the performance of IEEE
802.11e networks. This is our case, as we seek to enhance
the assignation of the CW values for each AC present in the
IEEE 802.11e standard by modifying the functions that as-
sign the CW values. The IEEE 802.11e standard specifies
the values for CWmin and CWmax of each AC as depicted in
Table 1.
Table 1 IEEE 802.11e CW values for each AC
CWmin CWmax
AC0 7 15
AC1 15 31
AC2 31 1023
AC3 31 1023
Table 2 IEEE 802.11e CW modified values
CWmin CWmax
AC0 7 15
AC1 15 31
AC2 31 511
AC3 511 1023
The function that the IEEE 802.11e standard includes to
increase the CW of each nth access category when a colli-
sion takes place is the following [12], being std_CW[n] the
standard function to compute CW:
std_CW[n] = (CW[n] + 1) · 2 − 1 (5)
where CW[n] is the CW value of each AC, with n ∈ [0,3].
After each successful transmission, the CW is reduced auto-
matically to CWmin:
std_CW[n] = CWmin[n] (6)
In our approach, we decided to avoid these step func-
tions associated to the CW values, specially the reduction
of the CW to CWmin when a successful transmission occurs.
Since other nodes in the neighborhood may have simulta-
neous successful transmissions, the probabilities of collid-
ing when all the nodes were attempting to transmit with the
same CW value, i.e. CWmin[n], are higher than if these val-
ues were different. In our proposal, we seek to smooth out
the assignation of values for the CW of each AC in such a
way that it is more unlikely for the nodes to obtain the same
values of CW.
First of all, we modify the CWmax and CWmin values of
each AC in such a way that no AC can never get a higher pri-
ority than the AC with the nearest higher priority. The range
of CW values for each AC in every node is initially set up
as shown in Table 2. Secondly, to smooth out the assigna-
tion of CW values at each AC, we also modify the func-
tions described in the standard, which were depicted in (5)
and (6). After extended testing, we decided to use simple
parabolic functions to compute CW, which fit well with the
behavior of the CW we were looking for. This way, the CW
values change in a smoother way and take a wider range of
values than in the standard, so that neighboring nodes will
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Fig. 4 Dynamic vs. standard CW for AC[0] during collisions
Fig. 5 Dynamic vs. standard CW for AC[1] during collisions
have different CW values with higher probability and thus
the chance of collision decreases.
Figures 4 to 7 show the evolution of CW as a function of
the number of consecutive collisions in a node. This evolu-
tion is expressed in (7), where dyn_CW[n] is our proposal
to compute CW and Coll is the number of consecutive colli-
sions in the node.
Figures 8 to 11 depict the evolution of CW as a function
of the number of consecutive successful transmissions in a
node according to (8), where Nsucc is the number of consec-
utive successful transmissions. In both figures we can see the
proposed parabolic functions in triangle-shape lines com-
pared to the standard CW functions represented in squared
lines. The value of the CW computed in (7) and (8) is always
rounded off to the immediately inferior integer.
dyn_CW[AC] = CWmax[AC] − CWmin[AC]
62
· Coll2
+ CWmin[AC] (7)
dyn_CW[AC] = CWmin[AC] − CWmax[AC]
62
· Nsucc2
+ CWmax[AC] (8)
Fig. 6 Dynamic vs. standard CW for AC[2] during collisions
Fig. 7 Dynamic vs. standard CW for AC[3] during collisions
We can see in Figs. 4 to 7 how after the first collisions,
the CW values increase slowly and only when the number of
consecutive collisions is high (≥4), the CW values increase
notably. This is done to avoid increasing CW unnecessar-
ily when a small number of collisions occurs so the high
number of idle slots present with the standard is alleviated,
which decreases the delay. It is also worthwhile to mention
that the CW values of the highest priorities (i.e. d-CW[0]
and d-CW[1]) are considerably lower than the standard CW
values (i.e. s-CW[0] and s-CW[1]), so we assign higher pri-
orities to AC[0] and AC[1] than with the standard. On the
contrary, d-CW[3] is higher than s-CW[3], so we give AC[3]
a lower priority than with the standard. This action specially
benefits video-streaming services, since the most important
video frames (i.e. I frames) have the highest priority (i.e.
AC[0]).
Notice in Figs. 8 to 11 how with our smoother assignation
of CW values (i.e. d-CW in triangle-shape lines) the fast re-
duction of the CW value to CWmin present in the standard is
alleviated, so that it is more unlikely for neighboring nodes
to obtain equal values for CW[n] and the chance of collision
decreases.
Let us briefly analyze how the delay is modified in the
proposal:
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Fig. 8 Dynamic vs. std. CW for AC[0] during transmissions
Fig. 9 Dynamic vs. std. CW for AC[1] during transmissions
• According to Figs. 4 to 6, the amount of idle slots de-
creases (since d-CW values are lower than s-CW ones) in
case of collisions, which decreases the delay.
• According to Figs. 8 to 11, d-CW decreases slowlier than
s-CW in case of successful transmissions, which may in-
crease the delay. Nevertheless, this action is worthy since
it decreases the losses notably.
Given that video-streaming applications are delay sensi-
tive low CW would be preferred to decrease the duration
of the backoff procedure, since the lower the CW the lower
the idle time until the backoff process ends and the station
tries to transmit. However, the chance of collision increases
if neighboring nodes have low CW values, since they may
try to access the medium at the same time. Concluding, low
CW are preferred as long as the number of collisions re-
mains bounded. The evolution of the CW values in our pro-
posal has been designed with this goal.
In addition, the CW ranges shown in Table 2 are not fixed.
We have made CWmin[n] and CWmax[n] adapt to the current
instantaneous network situation so that they vary throughout
time. When the number of consecutive collisions is higher
than six for the nth AC, its CWmax[n] is incremented fol-
lowing the associated parabolic function set in (7). This way,
under severe congestion situations the AC with higher prior-
Fig. 10 Dynamic vs. std. CW for AC[2] during transmissions
Fig. 11 Dynamic vs. std. CW for AC[3] during transmissions
ities can alleviate their traffic with higher probabilities. The
CWmin[n + 1] and CWmax[n + 1] values of the AC with im-
mediately inferior priority are recomputed as well. This is
done seeking to guarantee that packets of higher AC are de-
livered with higher probability. The number of six consec-
utive collisions has been set derived from analysis done in
[21] and [22], where a proper retry limit of six is obtained.
To illustrate this dynamic change of CWmin and CWmax
values, in Fig. 12 we can see an example where these val-
ues change because there have been more than six un-
successful attempts to deliver a packet in AC[1]. In Fig.
12a, the initial configuration is applied, so CWmin[1] = 15
and CWmax[1] = 31. The node tries to send a packet six
times unsuccessfully using that configuration. After the sev-
enth consecutive collision of that packet, CWmax[1] and
the CW ranges of the inferior ACs (i.e. AC[2] and AC[3])
are recomputed using (7). This way, we see in Fig. 12b
that the CWmax[1] value increases as computed in (9).
The CWmax[1] was computed using (7) for dyn_CW[1] =
CWmax[1].
CWmax[1] =
⌊
31 − 15
62
· 72 + 15
⌋
= 36 (9)
CWmin[2] and CWmax[2] increase the same amount than
CWmax[1] has increased (i.e. 5), as (10) shows. This is done
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Fig. 12 CW ranges assignation
for each AC when consecutive
collisions occur in AC[1]
Table 3 Maximum range limits to assign CW values
CWmin CWmax
AC0 7 15 + 128 = 143
AC1 143 143 + (31 − 15) + 128 = 285
AC2 285 285 + (511 − 31) + 64 = 829
AC3 829 1023
to guarantee that the ACs keep their relative priorities. The
same happens to CWmin[3]. Notice that the total range of
CW values of AC[3] reduces. If an eighth collision occurred,
the ranges would be recomputed again. The same mecha-
nism applies for each nth AC that suffers more than six con-
secutive collisions. In that case CWmax[n] will increase ac-
cording to (7). This happens until CWmax[n] reaches a maxi-
mum assigned limit. In the limit, CWmax[0] can be increased
128 over the initial CWmax[0] value; CWmax[1] can increase
up to 128 over the initial CWmax[1] value; and CWmax[2] can
increase up to 64 over the initial CWmax[2] value. CWmax[3]
is always fixed at 1023. These values were determined in
order not to strangulate any AC with a very small range to
assign CW values. This way, each AC has a certain range of
values reserved to use independently on the behavior of the
other ACs. The maximum limits for CWmin and CWmax are
shown in Table 3.
CWnewmin [2] = CWmax[1] = 36
CWnewmax [2] = CWmax[2] + (CWnewmin [2] − CWmin[2])
= 511 + (36 − 31) = 516 = CWnewmin [3] (10)
Once a packet has been successfully transmitted (Fig.
12c), the decreasing parabolic functions (expressed in (8))
of the CW assignations start to work. In case that six con-
secutive packets were successfully transmitted for the nth
AC, the system would also start decreasing the CWmin[n]
and CWmax[n] values until they reach their initial values.
Concluding, the framework is able to avoid fast simulta-
neous reduction of the CW value to CWmin[n] of those ACs
that experiment successful transmissions. We noticed that
such a drastic reduction increases the probability of having
collisions, as the ACs of neighboring nodes would have very
similar CW values. Our goal was to avoid this problem and
our proposal has proved to alleviate it properly, as the simu-
lation results will show.
6 Simulation results
To evaluate the benefits of the proposed framework, we have
conducted simulations in the open source network simulator
ns-2 (v2.27) [23]. The whole system has been programmed
and the code is available in [24]. To obtain reliable results
we have averaged the values obtained from ten different
Random Waypoint scenarios for each simulation. These sce-
narios have been generated with the Bonnmotion tool [25]
which, in order to avoid odd effects due to the mobility
pattern, generates a scenario that lasts 3600 seconds longer
than required and then it deletes the initial 3600 seconds of
the results. In a previous work [18] we showed the benefits
of our approach a-MMDSR (adaptive-Multipath Multime-
dia Dynamic Source Routing) compared to plain DSR. For
example, in the scenarios under evaluation, DSR gave an
average PSNR (Peak Signal to Noise Ratio) of the received
video around 23 dB (bad/medium video quality) whereas a-
MMDSR gave an average PSNR around 29 dB (very good
video quality).
Dynamic framework with adaptive contention window and multipath routing for video-streaming services 387
Table 4 Simulation settings
Area 500 × 500 m
Number of nodes 50
Average node speed 2 m/s
Transmission range 80 m
Mobility pattern Random Waypoint
MAC specification IEEE 802.11e
Nominal bandwidth 11 Mbps
Simulation time 200 s
Video codification MPEG-2 VBR
Video bit rate 150 Kbps
Video sources 1 to 5
Video Blade Runner
Routing protocol dCW-MMDSR
Transport protocol RTP/RTCP/UDP
Maximum packet size 1500 bytes
Multipath scheme K = 3 paths
Weighting values (3) 1/7
Queue sizes 50 packets
Interfering CBR traffic 1 Mbps
Channel noise −92 dBm
To assess the improvement of the adaptive contention
window proposal, we have considered two scenarios. In the
first one we test the dynamic Contention Window (dCW)
proposal in static scenarios. The second scenario tests our
complete framework when mobility of the nodes is consid-
ered. Simulation settings parameters for both scenarios are
shown in Table 4.
Figure 13 shows the percentage of packet losses for a
different number of video flows (1 to 5) with and without
using dynamic contention window management (labeled as
dCW On and dCW Off). In this first set of simulations nodes
are static, so no breakages of links are present due to move-
ment of the nodes. Better results are obtained when using the
dCW scheme. With our smoother assignation of CW values
neighboring nodes obtain different values for CW[n] with
higher probability, and the chance of collision decreases as
a consequence so less packets get lost.
Figure 14 depicts the average end-to-end delay obtained
with and without using the dCW scheme. We can see that
in case of having the dCW scheme (i.e. dCW On) the de-
lay slightly increases for a low number of sources (1 or 2),
which would be the prize to pay to reduce the losses shown
in Fig. 13. The reason is that the dCW scheme increases the
average delay suffered by the packets in case of success-
ful transmission (which happens under low traffic) since the
new CW values can potentially be higher than with the stan-
dard assignation of IEEE 802.11e (see Figs. 8 to 11). Our
dCW scheme does not reduce drastically the CW value to
CWmin[n] after each successful transmission of a packet of
Fig. 13 Average % of packet losses (static nodes)
Fig. 14 Average delay (static nodes)
Fig. 15 Average delay jitter (static nodes)
class n, but on the contrary CW values are reduced smoother.
Thus, nodes will have different CW values with higher prob-
ability, which prevents collisions and reduces losses.
For a higher number of sources the proposal slightly im-
proves the delay given with the standard. The reason is that
idle slots are reduced with the new CW functions (see Figs. 4
to 6) since CW values are lower. Besides, neighboring nodes
that transmit packets successfully will progressively reduce
their CW values, which makes other sources wait less time
to try to access the medium. In addition, those attempts are
successful with a higher probability.
According to Figs. 8 to 11, the slower reduction of CW
may produce a slight increment in the average end-to-end
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Fig. 16 Average % of packets losses (mobile nodes)
Fig. 17 Average delay (mobile nodes)
delay since the backoff process can potentially take longer.
Nevertheless, the effects of these higher delays can easily be
alleviated using slightly larger buffers at the receiver side.
Such buffers are usually available on the nodes for caching
out-of-order packets. Let us remark the fact that for video-
streaming services an initial short delay is not an issue,
whereas the buffer can allocate the incoming frames for not
to lose them. More important is to maintain stable the de-
lay jitter to avoid a missing frame situation when that frame
is needed by the video decoder. Regarding the delay jitter,
in Fig. 15 we can see how using the proposed scheme (i.e.
dCW On) the delay jitter is slightly lower compared to the
case when it is not used (i.e. dCW Off).
In Figs. 16 to 18 results are shown for the second sets
of simulations in scenarios where nodes move up to 2 m/s,
being the rest of the parameters set as in the previous simu-
lations. Similar conclusions as in the static case can be de-
rived. Again, losses decrease with the dynamic CW scheme;
delays for a very low number of sources (1 or 2) slightly
increase and for a higher number of sources decrease. In
this second simulation case, both losses and delay are higher
than in the static scenario, because nodes move and break-
ages of the links are likely to happen.
Figure 19 shows the profit of our proposal compared to
plain DSR in terms of the PSNR (Peak Signal to Noise Ra-
tio), which is an objective measurement of the video quality
experienced by the users. Five simulations have been car-
ried out and confidence intervals of 99% are shown. In order
Fig. 18 Average delay jitter (mobile nodes)
Fig. 19 PSNR over time for DSR and a-MMDSR
to evaluate the importance of this improvement, let us high-
light some numbers about the relation between the PSNR
and the users’ Mean Opinion Score (MOS), which provides
a subjective evaluation of the video quality experienced by
the users. According to ITU-T recommendation P.801 [26],
the MOS evaluation can be Excellent (PSNR above 30 dB),
Good (PSNR about 29 dB), Fair (PSNR about 28 dB),
Poor (PSNR about 26 dB) or Bad (PSNR below 25 dB).
This relationship between MOS and PSNR can be found in
the specific video literature, e.g. [27], which are based on
user polls. Thus, according to Fig. 19 the service perfor-
mance with DSR would be Bad whereas with a-MMDSR
and dCW-MMDSR would be Excellent. Furthermore, our
proposal dCW-MMDSR outperforms a-MMDSR (i.e. with
plain IEEE 802.11e) in 0.5 dB.
7 Conclusions and future work
Providing video-streaming services over wireless Ad Hoc
networks is a challenging open issue due to the inherent
features of this kind of networks. In this paper we pro-
pose to use an extended version of DSR, dCW-MMDSR
(dynamic Contention Window-Multipath Multimedia Dy-
namic Source Routing), which includes a QoS-aware self-
configured multipath routing along with a proposal of dy-
namic contention window management for IEEE 802.11e.
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This new proposal is focused on avoiding the usual step
functions associated to the assignation of CW values,
and the consequent collisions increment when neighboring
nodes have successful transmission packets at the same time.
To cope with it, we propose a smoother assignation of the
CW values for each AC following simple to compute par-
abolic functions. Basically, after consecutive collisions the
parabolic function increases, and after successful transmis-
sions the parabolic function decreases. This way, the num-
ber of idle slots in the backoff procedure after consecutive
collisions is reduced, whereas the chance of collision af-
ter consecutive successfull transmissions decreases. In ad-
dition, the ranges of CW values per AC (i.e. CWmin and
CWmax) also vary during severe congestion situations so that
AC with higher priorities get more opportunities to alleviate
their traffic. Simulation results have shown that the proposal
outperforms plain IEEE 802.11e.
As part of future work, we plan to migrate the proposal
to other ad hoc scenarios, such as WSN (Wireless Sensor
Network) and VANET (Vehicular ad hoc Network) to ana-
lyze the potential benefits it could provide, after making the
proper adaptations to each particular MAC environment, i.e.
IEEE 802.15.4 for WSNs and IEEE 802.11p for VANETs.
Finally, it would be very interesting to show results of
real implementation of our approach using a test bed en-
vironment. In fact, with the near release of commercial
cell phones able to use freeware operative systems, we will
be able to easily implement our own applications in real
MANET scenarios.
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