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SUMMARY
This paper applies a previously derived equation for sampling error in hybrid systems to the case of hybrid computer systems which use first-order analog hold devices. Explicit expressions for sampling error are obtained for a general hybrid computer program and for several classes of programs corresponding to particular cases. The equations apply for most types of hybrid computer operation including the case for which the digital computer is used to integrate one or more of the problem equations.
The error equations are used to examine the effect of various allocations of computing operations, both in general terms and through use of a particular example. The results, while providing no new insight into gross effects, give quantitative relations which sharpen intuitive guidelines for programming a hybrid computer.
The equations place in evidence the following facts which are not apparent from a qualitative study: (1) The major components of sampling error depend on the first power of the sampling period, making the hybrid computer a first-order numerical method. (2) Digital execution time has an effect on error which is similar to that of the sampling period, but is weighted twice as heavily.
(3) A numerical integration method in the digital computer produces negligible error in relation to other error sources if it is of order 2 or higher.
INTRODUCTION AND PROBLEM STATEMENT
This paper investigates the effect of &dquo;sampling errors&dquo; in hybrid computer systems through developing a differential equation for such errors. &dquo;Sampling error&dquo; is used to denote hybrid computer errors caused by ( 1 ) time of sampling in A/D converters, (2) truncation effects in the digital computer, (3) the effect of zero-order analog hold devices, and (4) time delays in any of several elements. In many applications of modern large-scale hybrid computers, sampling error is the major error source.
Error analysis for hybrid computers has received considerable attention in the last five years. The most extensive work on the general error analysis problem has been done by Karplus and Vidal and reported in several papers 1,2, ,I, during the period 1964-66. Karplus identifies several classes of hybrid computer component errors, of which sampling errors are one class, and gives a qualitative characterization of each type of error. He uses the method of sensitivity functions to attack the problem of relating component error to system error.
Using the problem equations in state variable form, he determines a generic relation between a sensitivity matrix and properties of the given equation. His result contains a matrix, H, whose elements &dquo;express the relationships between each individual error source.&dquo;* The sensitivity equation will apparently apply for the major types of error, but explicit expressions for the elements of H are not derived.
Specific consideration of sampling errors has been restricted largely to the case of linear constant-coefficientproblem equations. For this case Miura 5 determines root shifts due to sampling and delays.
Sampling errors are present in sampled-data control systems and as such have received attention in the literature for a number of years. Most of this work is also restricted to linear constant-coefficient systems and frequently uses the z-transform approach. Gilbert6 summarizes the z-transform approach and applies the method to hybrid computer systems. Most of the work pertaining to sampling errors in general hybrid systems is based on the sensitivity approach used by Karplus and discussed theoretically, for example, by Murray and Miller' and by Tomovic8.
The present paper makes use of an equation for sampling error in hybrid systems derived by Hammond and Finn9. The equation, which is a member of the class of sensitivity relations discussed by Karplus, relates sampling error to basic parameters of the hybrid system.
SAMPLING ERROR EQUATIONS
In this section the sampling error equation of Reference 9 is formulated for a general hybrid computer system and then applied to several special cases. 'Ref. 4, p. 132. The error equation applies to a system satisfying an &dquo;ideal&dquo; equation* * given by partitioned so that the ideal analog equation is and the ideal digital equation is In these equations the variables are vector quantities identified, for a hybrid computer, as follows:
x( t) -ideal outputs of analog integrators z(t) -ideal numerical solution of I( t ) = g{x(t), z(t); t} f&dquo;vector of functions generated in the analog computer f ~ -vector of functions generated digitally (e) All components of the function f are updated with an execution time less than e and are converted D-to-A at the times t = k8 -fe. The sampling error equation which corresponds to the partitioned ideal equations (2) and (3) and the implementation of Figure I can be expressed ast where r( t) is a vector of errors defined as the difference between the solutions of the ideal equations and the * *&dquo;Ideal&dquo; is used to describe the equations which apply in the absence of sampling error, i.e., for an infinite sampling rate.
The derivation of this equation is given in Reference 9 and is summarized in the Appendix. solutions of the equations describing the actual hybrid computer system. The symbol ahlau (and 3L/3z) which denotes the partial derivative of a vector h with respect to a vector u (similarly for fa with respect to z) is a matrix whose element is ah;/au,.
It is sometimes convenient to express r(t) as r(t) == [y ( t) , a (t) ] where y ( t ) is the analog error vector and « ( t ) is the digital error vector. Equation (4) can then be written in a less compact form as to place in evidence the two types of error. Equation (4), or equations (5) and (6), apply in a limiting sense as 8 approaches zero and neglects terms involving 8 to the second and higher powers. The equation is thus O ( 8 ) $ since the terms neglected are O ( 82 ).
Within this order of accuracy the arguments of the functions h, f&dquo;, g, f ~, and 0 (which are not shown explicitly in the preceding equations) can be the true solutions of either the ideal equation or the equations applying to the actual hybrid implementation. Note that the sampling t Mathematically, the symbol 0[8] has the following significance: If f ( 8 ) is O[g( 8) ] as 8 -0, then there exists a positive constant c such that ; f ( 8 ) ; < c ~ I g( 8) for 8 sufficiently close to zero. error equations are differential equations in continuous time expressing error from the analog, rather than the digital, point of view.
Certain more specific assumptions concerning the given problem equation or the method of hybrid implementation result in simplifications of the error equation.
Hybrid computer .systems with zero sampling error It is instructive to examine the conditions under which the sampling error is zero, although this is clearly not a typical practical implementation. Zero sampling error occurs for two conditions which reduce equation (4) to a homogeneous equation with zero initial conditions, namely: ( ) the hybrid computer has 8 identically zero or (2) the following conditions apply: f & d q u o ; is independent of z (hence <3A</3~ = 0), ii is zero, and p is large, causing 8PO to be negligibly small. (All practical numerical methods have p > 1 since this is necessary for convergence of the numerical solution to the true solution as 8 approaches zero. ) Hybrid computer systems with negligible error in the numerical method
The term 8Pcp in equation (4) accounts for error in the numerical method. If p > 2 and § is bounded, this term is of higher order in 8 and hence negligible. For such cases equation (4) Hybrid computer systems for uncoupled problem equations.
Examination of equations (5) and (6) indicates that the equation for y(/) is coupled to the equation for «(t) by terms multiplied by af/az. Similarly, the equation for «(t) is coupled to the equation for y(t) by terms multiplied by oglo-Y. Thus for systems with a f /az = 0, equation (5) is independent of (6) and, for systems with Og/ox= 0, equation ( 6 ) is independent of ( 5 ) . Reference to equations (2) and (3) shows that these conditions hold if the analog problem equation is uncoupled from the digital problem equation or vice versa.
Note that if equation (6) is uncoupled from (5), a(t) is negligibly small if p > 2. Note also that (5) and (6) being uncoupled does not necessarily make either y(t) or ~(t) equal to zero.
DISCUSSION OF SAMPLING ERRORS IN HYBRID COMPUTATION
The error equation provides a quantitative means for examining the nature of sampling error in hybrid programs and how this error is affected by the sampling period, digital execution time, and various allocations of computing operations. Examination of equation (4) shows that since the equation has zero initial conditions, any nonzero error solution must be caused by the forcing function in the square bracket. Furthermore, this forcing function can be expressed as the sum of three terms, namely:
Because of the linearity of (4) the error solution can be determined as the sum of three functions resulting from using the homogeneous part of (4) and the forcing functions F], F'2, and F3, one at a time. It is instructive to examine separately the error solutions produced by each of these forcing functions.
Forcing function, J The forcing function Fl arises from the fact that z and fd are computed digitally and coupled to the analog computer through zero-order hold A/D converters. The magnitude of Fl is proportional to 8/2, and hence it produces an error response which is O ( 8 ) . Consequently, as long as Fl is nonzero the hybrid computer system will behave like a first-order numerical method.
The exact nature of the error response to Fl depends on the two functions Fla = [af«laz g, 0] t and Flb = [ f ~, 0] ~, which can be considered separately.
This term is effectively the sensitivity of the analog function f & d q u o ; to the digital variable z multiplied by g, which, using (3), is equal to ~. The term will be nonzero if f a depends on z and z is time varying.
The following trade-offs apply in minimizing error from this source:
( 1 ) The allocation of operations should keep ( as small as possible, consistent with requirements for using digital integration.
(2) The allocation of operations should keep all functions f,, generated on the analog computer insensitive to the z variables. This, of course, must trade off with the disadvantages of digital function generation as pointed out below. This term is present if time-varying functions fd are generated with the digital computer. The obvious requirement that f must be kept small can be elucidated by expressing id as The following considerations are apparent from this equation:
(1) Forcing functions and other contributions to the explicit dependence of f on t must be slowly varying so that afdlat will be small. This would indicate that, if possible, &dquo;fast&dquo; forcing functions should be confined to the analog equations.
(2) The function f cannot be made insensitive to both x and z. Thus, it would seem reasonable to attempt to make 3~/3~ ~ + afa/az z small by making afdlax and z small. This is consistent with other requirements that the &dquo;fast&dquo;
variables be analog and the &dquo;slow&dquo; variables digital so that 1 is large and ~ is small.
.
Forcing function F2 = e [ f ~, 0] t
The function F2 is caused by execution time of the digital computer in evaluating the vector of functions f d. The magnitude of /~ is proportional to e, and hence it produces an error response which is O ( e ) . Note that the execution time e affects error in essentially the same way as 8, but that the magnitude of F2 depends on e, whereas the magnitude of Fl depends on 8/2. Thus, in so far as digitally generated functions are concerned, execution time has the same effect as the sampling period, but is weighted twice as heavily.
The exact nature of the error response to F2 depends on f d. Ways to minimize error resulting from f were described in the previous section.
Forcing function F3 = -8p [0, ~] ~ t This term is caused by truncation error in the numerical method used for digital integration. The error response to this term is proportional to 8P, and its exact nature is determined by the value of p and the principal error function 0 of the numerical method. By choosing a method of order 2 or greater, the error component from this source is at most 0 ( 8z ) and hence will usually be negligible compared to the error components caused by Fl and Fz, which are 0 ( 8 ) .
The trade-off applying to this error component must account for the fact that the execution time of the digital computer typically increases with the order of the numerical method. In most cases execution time determines the minimum 8; so an appropriate compromise must be reached between the order of the numerical integration method and the value of the sampling period.
EXAMPLE OF AN ALLOCATION STUDY BASED ON THE ERROR EQUATIONS
Consider using a hybrid computer to solve Duffing's equations in the form:
The true solution to these equations is shown in Figure 2 .
Note that ul(t) is the slow variable and U2(t) is the fast variable.
Equations (4), (5), and (6) are used to examine the relative merits of three different allocations of computing operations. Those chosen for consideration are tabulated below. For each of the three cases the error equations were solved digitally for e = 8/2. The normalized errors, identified for this example as 1'11/8 and r,,../8, are plotted versus time in Figures 3, 4, and 5. The conclusions to be drawn from a comparison of the errors follow the general discussion of the last section. The smallest error occurs for Case 1 in which -8P~ and af,,/Z)z g, are made zero by integrating both equations on the analog computer. In this case id has its smallest nonzero value since afd/aZ -0, aid/at = 0, and af,llax is a function of the slow variable, xl, only.
Case 2 differs from Case 1 only in the respect that f d uses both the slow variable x, and the fast variable xz, and hence the value of !,, is increased. As noted from the curves this change in function generation increases the error extremes by a factor on the order of two as compared to Case 1. Case 3 differs from Case 1 only in the respect that integration of the iel equation is transferred from the analog to the digital computer. Since a first-order Euler integration method is used, the function -8PO becomes nonzero. The function afuiaz g is also made nonzero in this case, but f remains the same as in Case 1. The resulting increase in error turns out to be less than for Case 2 as noted from the curves.
In this example the smallest error for a hybrid system results for Case 1 which uses all-analog integration and digital generation of -.06 X13. The largest increase in error from Case 1 is caused by making fd also a function of the fast variable xz. Digital integration of the ~l equation causes an increase in error, but not as much as for digital function generation involving the fast variable. this manner, it is possible to obtain the approximations where g is an analytic vector function, A is a vector of increments, and G ( t ) is a typical output of a zero-orderhold device defined as Using (A8), z' ( t ) can be eliminated from (A7) to obtain The true solutions to (A3) and ( A 10 ) give the actual hybrid computer variables accurate to terms which are first-order in 8.
Subtracting the differential equations for x*(t) and *(~) from the corresponding equations for x( t) and z(t) and making appropriate use of (A8) and (A9) then yields the equation for the error vector r given by (4) 
