Convergence results for the (1,λ)-SA-ES using the theory of ϕ-irreducible Markov chains  by Auger, Anne
Theoretical Computer Science 334 (2005) 35–69
www.elsevier.com/locate/tcs
Convergence results for the (1, )-SA-ES using
the theory of -irreducible Markov chains
Anne Auger1
Equipe TAO, INRIA Futurs, LRI - Bâtiment 490, Université Paris Sud, 91405 ORSAY Cedex, France
Received 1 December 2003; received in revised form 24 November 2004; accepted 25 November 2004
Communicated by T. Baeck
Abstract
This paper investigates theoretically the (1, )-SA-ES on the well known sphere function.We prove
sufﬁcient conditions on the parameters of the algorithm ensuring the convergence of 1/n ln(||Xn||),
whereXn is the parent at generation n. This in turn guarantees the asymptotic log-linear convergence
or divergence of the algorithm. The technique used for this analysis calls upon the theory of Markov
chains on a continuous state space and on the so-called Foster–Lyapunov drift conditions. Those
conditions enable us to derive practical conditions that prove stability properties of Markov chains.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Evolutionary algorithms (EAs) are zeroth-order stochastic optimization methods some-
how inspired by the Darwinian theory of biological evolution: emergence of new species is
the result of the interaction between natural selection and blind variations. Among the class
of evolutionary algorithms, evolution strategies (ES) are the most popular algorithms for
solving continuous optimization problems, i.e. for optimizing real-valued function f deﬁned
on a subset of Rd for some dimension d. The common feature of EAs is to evolve a set of
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points of the search space: at each iteration, some points of the search space are randomly
sampled, then evaluated (the f value of the points is computed) and last, some of them are
selected. Those three step are repeated until a stopping criterion is met.
In evolution strategies, the speciﬁc variation operator used to create new points is the
so-called mutation operator. This operator consists in, starting from x ∈ Rd a so-called
parent, creating a new point or offspring by adding a random vector to this point. Usually
this random vector is a Gaussian vector and the mutation operator is thus
Rd →R
x → x + N(0, C)
where  ∈ R is the step-size of the mutation and C the covariance matrix of the random
vector N(0, C).2
Since the invention of ESs in the mid-1960s [15,20], the main issue in order to achieve
a faster search has been the adaptation of the step-size parameter  and of the covariance
matrix C. The ﬁrst work in this direction has been achieved by solely tuning the step size
with the famous 1/5-success-rule [15], where  is adapted based on the rate of successful
mutations. Then Rechenberg [15] and Schwefel [20] proposed to self-adapt the parameter of
the mutation, by mutating the step-size as well (this being usually achieved by multiplying
the step size by a log-normal random variable). This technique, called mutative step-size
adaptation, has been applied for the adaptation of one single step size, one step-size per co-
ordinate and a full covariance matrix. Following Beyer [4], we will use for those algorithms
the notation SA-ES, where SA stands for self-adaptive. The third technique introduced is
the so-called derandomized technique [14]. It has then been proposed to circumvent some
drawbacks of the mutative step-size adaptation technique and has been ever since developed
to adapt a step size along with a full covariance matrix, leading to the algorithm which is
nowadays the state-of-the-art for continuous optimization with EAs, the so-called CMA-ES
[10–12].
The algorithms summarized above have been developed to at least decrease linearly on
a log-scale on the sphere function (L2 norm), and it thus well known that in practice the
convergence on the sphere function is log-linear and that the logarithm of the step-size
decreases linearly as well at the same rate.
The theoretical investigations of those algorithms consist mostly in the progress rate
approach [15,20,4], looking at the expectation of progress from one step of the algorithm
to the next one (this progress is either measured in term of Euclidean distance or given by
the value of the function to optimize). Those investigations have been mainly performed on
the sphere function. Though providing important insights on how ESs work, this technique
is not suitable to mathematically handle the dynamic of the algorithm because it does not
take into account the stochastic nature of the step size.
Proving the convergence of the adaptive ESs described above has been an important
theoretical issue during those last years in the ﬁeld of evolutionary computation. It is due
to the fact that those algorithms are the one that are most commonly used in practice. As
pointed out in [5], even on the simple sphere function, the treatment of convergence issues
2 Note that the Gaussian random vector N(0, C) is the same as a Gaussian random vector of covariance matrix
2C.
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turns out to be especially difﬁcult. To the best of our knowledge, convergence results for
ESs pertaining to three families described above have only been achieved on the speciﬁc
(1, )-SA-ES algorithm: 3 recently, DeLaurentis et al. [7] and Semenov and Terkel [21,22]
investigated its convergence on the sphere function. Both works use the theory of martin-
gales. The former result [7] uses a simpliﬁed discrete mutation scheme and proves in this
context sufﬁcient condition on  allowing the algorithm to converge. The latter work [21,22]
makes use of Foster–Lyapunov functions to prove the convergence of the (1, )-SA-ESwith
uniform mutation. A convergence rate is also provided. Unfortunately, some key points of
the proofs are not formal proofs as they rely on some numerical estimations. In [5], Bien-
venüe and François use a different approach based on Markov chains and show that if one
is able to prove recurrence properties for a process associated to the (1, )-SA-ES, then
the convergence or divergence of the (1, )-SA-ES will follow. Moreover this technique
provides asymptotic convergence rates as soon as one has recurrence properties.
Building on this latter approach, this paper investigates the convergence of the (1, )-
SA-ES on the sphere function. Our motivation to investigate this speciﬁc algorithm comes
from the fact that it is the most investigated theoretically, though not the most up to date
technique for the adaptation of the step size. Nevertheless, there is no obvious obstacle
to the extension of those results to other adaptation techniques, more speciﬁcally to some
derandomized algorithms [14]. Following Bienvenüe and François [5], who investigated the
Markovian model of the algorithm, we prove sufﬁcient conditions connecting the parameter
 to the random variables used for the mutation. Those conditions ensure the asymptotic
convergence or divergence of the algorithm. Moreover this convergence result comes with
a convergence rate, proving the asymptotic log-linear convergence (or divergence) of the
algorithm. All results call upon the theory of -irreducible Markov chains on a continuous
state space, that is described in detail in the book byMeyn andTweedie [13].More precisely,
the analysis carried out here relies on the so-called Foster Lyapunov drift conditions. Such
drift conditions have already been successfully used in works related to the convergence
of MCMC (Monte Carlo Markov chains algorithms) [17,18] or for the convergence of
Simulated Annealing [1].
The remainder of this paper is organized as follows. Section 2 introduces formally the
algorithm, gives the milestones of the proofs, summarizes the main results. In this Section
too, intuitive meaning for the mathematical tools that we will use are provided: the formal
deﬁnitions as well as the speciﬁc main theorems on which the analysis relies will be given
in text when needed. Note that those theorems are denoted with an M. Section 3 proves
some basic properties of theMarkov chain useful in the sequel. Section 4 deﬁnes the Foster–
Lyapunov drift conditions that are needed to obtain the sufﬁcient convergence conditions
for convergence. Then our main theorems are proved in Section 5. Section 7 explains and
illustrates how those theoretical results allow to obtain conﬁdence intervals for numerical
estimations of the convergence rate of the algorithm. Finally, Section 8 brieﬂy discusses
possible future directions for research.
Readers who are not interested in the mathematical details of the proofs but wish to get
a general idea of the results and the methods can read Section 2.
3Where (1, ) means that at each iteration, starting from one parent,  offspring are created and the best of
them becomes the next parent of the following generation.
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2. Convergence of (1, )-SA-ES: outline of the results
This section will present all the results of the paper, but without any proof. We will
instead give the motivations of this study, the different milestones that gradually build the
main result (stated as Theorem 4 at end of this section), and the important tools and ideas
that will lead us to that ﬁnal result.We will also discuss the consequences of this result, and
interpret it by referring to what is known from a practical point of view.
2.1. The algorithm
The purpose of the (1, )-SA-ES is to minimize a given function f : S → R where S is
the search space typically equal to a subspace of Rd . For this, a parent, i.e. a vector of the
search space S denoted Xn in the sequel and a step size n, i.e. a positive real number, are
evolved according to the following steps:
(Xn,n)
mutation−−−−−−→(Xin,in)1 i selection−−−−−−→(Xn+1,n+1).
First, the mutation step consists in creating  offspring. This mutation takes place in two
stages: The ﬁrst stage is log-normal mutation of the step size n. The second stage is a
normal mutation 4 of the parent Xn itself. This leads, for each i = 1 . . . , to
in+1 = n exp(Ni(0, 1)), (1)
Xin+1 =Xn + in+1N˜ i(0, 1), (2)
whereNi(0, 1) and N˜ i(0, 1) are 2  independent normal random variables with mean 0 and
standard deviation 1 and  is a user-deﬁned parameter. 5
The second step is the selection among these  offspring of the parent Xn+1 and of the
associated step-size n+1 for the next generation. The new parent Xn+1 is the one among
the  offspring minimizing the function f
Xn+1 = argmin{f (Xin+1), i = 1 . . . }
def.≡ Xn+1 (3)
and the new step size n+1 is the one that was used to create the selected offspring
n+1 = n+1. (4)
The idea behind such an algorithm is that the evolution itself adjusts the parameter of the
mutation: if one offspring is selected, it means that its mutation parameter is somehow
adapted (at least, completely unadapted parameters will not give successive successful mu-
tations). Note that the name self-adaptation comes from the fact that the mutation parameter
is modiﬁed without any explicit user-deﬁned scheme.
In the sequel we will consider a more general algorithm including the one described
above. Indeed, the mutation of the step-size in Eq. (1) now consists in multiplying n by
a non-negative random variable in for 1 i, that we will moreover assume absolutely
4Also called Gaussian mutation.
5 Schwefel [20] recommends  ∼ 1√
d
.
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continuous, with densityp with respect to the Lebesguemeasure. The distribution of will
be denoted  in the sequel. Similarly the normal random variables N˜ i(0, 1) for 1 i
fromEq. (2) are replaced by symmetric random variables denoted in for 1 i, which are
also assumed absolutely continuous with density p with respect to the Lebesgue measure.
Their distribution will be denoted . This leads to the following algorithm that will be
investigated throughout this paper:
Xn+1 = argmin{f (Xn + n1n1n), ..., f (Xn + nnn)}, (5)
n+1 = n(Xn),  deﬁned by Xn+1 = Xn + n(Xn)(Xn). (6)
The main concern which has driven such a choice was to include the case used in practice.
Considering singular random variable (like the symmetrical two-point distribution) for the
mutation of step-size will only add technicalities to the analysis which is carried out here.
The function f under interest in this paper is the sphere function
f (x) = ||x||2
and for the sake of simplicity, the search space is R, equipped with the Borel -algebra
B(R), although the results presented here extend to higher-dimensional cases in an obvious
way.
2.2. Preliminary results: sufﬁcient conditions for the convergence of the (1, )-SA-ES
In this paper we are interested by convergence issues and more importantly by providing
rates for this convergence. In order to do so, we are going to look at the quantity ||Xn||/n.
Note that this is what is usually done for example in the progress rate approach: ||Xn||/n is
exactly the inverse of the normalized step size, denoted (n) in [3,4]. 6 Though in the latter
work, Beyer makes use either of the ﬁrst order approximation by considering averaged in-
stead of random behavior or the second order approximationwhere the random ﬂuctuations
are handled as some Gaussian noise, we will consider here the exact dynamic of ||Xn||/n.
The starting point for the analysis has been proved in [5], where after introducing the
process Zn = ||Xn||/n, Bienvenüe and François show that (Zn)n∈N is a Markov chain
whose dynamic is independent from the Markov chain (Xn,n)n∈N. For technical reasons,
we will rather use
Zn = Xnn .
It is indeed straightforward to obtain an almost sure convergence (see Theorem 10) with
that process whereas it is not in for the process considered by Bienvenüe and François. For
that process too, we prove, as in [5], that Zn is a Markov chain:
Lemma 1. Let (Xn,n) be deﬁned by Eqs. (5) and (6), and Zn a.s.= Xn/n. Then (Zn)n∈N
is an homogeneous Markov chains such that
Zn+1 = Zn + 

n(Zn)

n(Zn)
n(Zn)
(7)
6 Note that in [3,4], the index g referring to the generation is used instead of n.
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with Z0 = X00 ∈ R and where n(Zn) and n(Zn) are deﬁned by
||Zn + n(Zn)n(Zn)|| = min1 i ||Zn + 
i
n
i
n||, (8)
where in and 
i
n are the  independent samples giving (Xn,n) (Eqs. (5) and (6)).
This result is not true for a general function f (see the proof in appendix) though it
remains true for more general elliptic functions, i.e. for f (x) = xTHx where H is positive
deﬁnite symmetric matrix.
As already highlighted in [5], this is a general proof of Beyer’s result that “the  evolution
can be decoupled from the r evolution”.
The reasonwhy it is relevant to introduce this newMarkov chain to study the convergence
of (Xn)n∈N becomes clear when looking at the following equation:
1
n
ln(||Xn||) = 1
n
ln(||X0||)+ 1
n
n−1∑
k=0
ln
(∣∣∣∣∣∣∣∣Zk + k(Zk)k(Zk)Zk
∣∣∣∣∣∣∣∣) (9)
which is a straightforward consequence of the deﬁnition of (Zn)n∈N. Indeed one can rec-
ognize in the right term of the right hand side the typical quantity of interest for a Strong
Law of Large Numbers (LLN). Therefore, assuming that (Zn)n∈N satisﬁes the LLN then
1/n
∑n−1
k=0 ln
(∣∣∣∣∣∣Zk+k(Zk)k(Zk)Zk ∣∣∣∣∣∣) converges when n goes to inﬁnity (we will see later
how this limit term can be expressed) and thus the left hand side of Eq. (9) converges
as well. Therefore, if one is able to prove that (Zn)n∈N satisﬁes the LLN, the convergence
of 1/n ln(||Xn||) will follow, as stated in [5, Theorem 4.1].
To satisfy the LLN, a Markov chain must have good stability properties: the chain
should be -irreducible, property ensuring that the chain will visit every state A of 
measure positive (see Section 3 for a rigorous deﬁnition). But to guarantee that (Zn)n∈N
visits A enough often and satisﬁes a LLN, we will need to prove that (Zn)n∈N is Harris-
recurrent 7 and admits an invariant probability measure, i.e. is positive. The formal deﬁni-
tions of those concepts are given in Section 4. As we will see more precisely in Section 4
(TheoremM.3), a sufﬁcient condition to ensure that aMarkov chain satisﬁes the Strong Law
of Large Numbers is that it is positive and Harris recurrent. It gives us sufﬁcient conditions
for convergence. The following theorem proved in appendix formalize those ideas:
Theorem 1. Assume that the Markov chain (Zn)n0 is positive Harris recurrent with
invariant probability 	 and assume that ln((min1 i ||z+ ii ||)/||z||) is integrable with
respect to 	⊗  ⊗ · · · ⊗ . Then
1
n
ln(||Xn||) a.s.−−−→
n→∞
∫
R
E
[
ln
∣∣∣∣∣∣∣∣z+ (z)(z)z
∣∣∣∣∣∣∣∣] d	(z). (10)
7 Stronger concept than recurrence.
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Remark 1. The notation
∫
R E
[
ln
∣∣∣∣∣∣ z+(z)(z)z ∣∣∣∣∣∣] d	(z) stands for 	 ⊗  ⊗ · · · ⊗ (
ln
(
min1 i  ||z+ii ||
||z||
))
and can also be written as
∫
· · ·
∫ (
ln
(
min1 i ||z+xiyi ||
||z||
))
(dx1). . .(dx)(dy1). . .(dy)	(dz).
An equation that is similar to Eq. (9) can be written for n. Indeed from n+1 = n(Zn),
we deduce that
1
n
ln(n) = 1
n
ln(0)+ 1
n
n−1∑
k=0
ln((Zk)). (11)
Under the assumption that (Zn)n0 is positiveHarris recurrent, the right hand side converges
and we deduce the following Theorem, whose proof is given in Appendix:
Theorem 2. Assume that the chain (Zn)n0 is positive, Harris recurrent with invariant
probability measure 	 and assume moreover that E(| ln()|) < +∞. Then
1
n
ln(n)
a.s.−−−→
n→∞
∫
R
E
[
ln((z))
]
d	(z) (12)
where 	 is the invariant measure of (Zn)n0.
Moreover, we will see in Proposition 5 that∫
R
E[ln((z))] d	(z) =
∫
R
E
[
ln
(∣∣∣∣∣∣∣∣z+ (z)(z)z
∣∣∣∣∣∣∣∣)] d	(z). (13)
This implies in particular that, 1/n ln(||Xn||) and 1/n ln(n) converge to the same quantity.
This result is of course not surprising referring to what can be observed in practice. Indeed,
a typical run of a (1, )-SA-ES on the sphere function shows a linear decreasing of ln(||Xn||)
with respect to the generation n and also a linear decreasing of ln(n) at the same rate. The
slope of the line is the convergence rate 8 given either by the left hand side or right hand
side of Eq. (13).
One can argue that without knowing the sign of Eq. (13), the convergence proof is not
complete: Indeed, if
∫
R E
[
ln
( ∥∥∥ z+(z)(z)z ∥∥∥ )] d	(z) < 0, then ||Xn|| converges to zero and
if
∫
R E
[
ln
( ∣∣∣∣∣∣ z+(z)(z)z ∣∣∣∣∣∣ )] d	(z) > 0, then ||Xn|| diverges. Let us ﬁrst note that knowing
this sign is far from being straightforward looking at its expression, since it depends on the
invariant measure ofZn, for which the maximum that one will be able to prove in this paper
is its existence and the fact that it admits a density with support equal to R. However, on a
theoretical perspective, knowing the type of convergence (log-linear) even if an information
is missing (the sign) is important and probablymore important that knowing that, indeed the
8Actually, as the result is asymptotic when n goes to inﬁnity, the asymptotic convergence rate is equal to the
slope of the line that we can draw from (0, 1) to (n, ln(n)) for n enough high.
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algorithm reaches the optimum in an inﬁnite time: Consider the most simple optimization
algorithm consisting in sampling according to the same distribution and saving the best
point found so far. Provided that the support of the distribution is such that the optimum can
be seen with a positive probability, it will converge, but is it interesting? Moreover, having
the exact expression of this convergence rate can be a starting point for further research
investigating its sign.
To further precise this convergence rate, we are going to look for conﬁdence intervals for
1/n ln(n)−1/n ln(0) as an approximation of the convergence rate
∫
R E[ln((z))] d	(z).
Indeed, let us recall the basic idea relying on the Central Limit Theorem (CLT) to obtain
conﬁdence interval for an estimation. Assume that, (Yk)1kn are independent identically
distributed samples of a random variable Y such that E(Y 2) < ∞, then a consequence of
the Central Limit Theorem is that with a probability of 0.95
E(Y ) ∈
[
1
n
n∑
k=1
Yk −
√
Var(Y )
1.96√
n
,
1
n
n∑
k=1
Yk +
√
Var(Y )
1.96√
n
]
. (14)
Eq. (14) is called a 95% conﬁdence interval. When (Yk)k∈N is a Markov chain, provided
that it satisﬁes a Central Limit Theorem, we can have the same kind of conﬁdence interval.
Therefore, we are also going to investigate whether the Markov chain Zn satisﬁes a Central
Limit Theorem. For this we shall consider whether the chain Zn is geometrically ergodic,
i.e. whether the n-step transition kernel of Zn, deﬁned by
Pn(z,A) = P(Zn ∈ A|Z0 = z), n ∈ N, z ∈ R+, A ∈ B(R)
converges to the stationary measure of the chain Zn (we shall prove in Section 5 that such
a stationary measure exists for Zn) at a geometric rate (See Theorem [M.4] for a more
formal deﬁnition). Geometric ergodicity, for a Markov chain, induces a number of valuable
properties, among which the Central Limit Theorem, giving the following theorem, that
will be proved in Section 7:
Theorem 3. Let (Zn)n0 be deﬁned as in Lemma 1. If we assume that (Zn)n0 is geo-
metrically ergodic, then
√
n
(
1
n
(ln(n)− ln(0))−
∫
R
E[ln((z))] d	(z)
)
L−−−→
n→∞ N (0, 

2)
where 
 is given by

2 = lim
n→∞
1
n
E	
[(
1
n
n−1∑
k=0
ln((Zk))−
∫
R
E[ln((z))] d	(z)
)2]
.
2.3. Summary of the main results
Whatwill remain to do after establishing those preliminary results will simply be to inves-
tigate the chainZn andmore precisely ﬁnd conditions ensuring its stability: its irreducibility,
positivity, recurrence and geometric ergodicity. This is what is done in the remainder of this
paper. The ﬁrst step of the analysis consist in ﬁnding the transition kernel of the chain
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and proving basic properties on the chain. This is the purpose of Section 3. Then proving
that the chain is positive, Harris-recurrent and geometrically ergodic is the tricky part of
the analysis and is achieved here by using the so-called Foster–Lyapunov drift conditions,
widely used for the analysis of the convergence of MCMC (Monte Carlo Markov chains
algorithms) [17,18] or more recently for analyzing simulated annealing [1]. For all the steps
of the analysis, we will need to make assumptions on the different mathematical objects.
To improve the readability of the paper, we give now a summary of the results along with
the speciﬁc assumptions made.
Let start by formalizing the assumptions made in the beginning of this paper:
Assumption A.1. (i)  is symmetric.
(ii)  and  are absolutely continuous with respect with the Lebesgue measure with
densities respectively equal to p and p.
The ﬁrst step of the analysis (Section 3) will consist in proving some basic properties for
(Zn)n0: we shall describe its transition kernel, show that it is irreducible, aperiodic, and
prove that non empty compact sets ofR are small sets for the chain.We will have to assume
that:
Assumption A.2. (i) p is continuous almost everywhere, p ∈ L∞(R) and 0 ∈ ◦supp p
(i.e. ∃ B > 0 such that [−B, B] ⊂ supp p),
(ii) 1 ∈ ◦supp p.
We will prove the following theorem:
Theorem. Let (Zn)n0 be the Markov chain deﬁned by Eqs. (5) and (6). Assume that p
and p satisﬁes Assumptions A.1 and A.2. Then (Zn)n0 is 	Leb-irreducible, 9 aperiodic
and non-empty compact sets of R are small sets.
Then in Section 4, we will seek drift conditions ensuring the Harris-recurrence, the
positivity and the geometric ergodicity of (Zn)n0. Those drift conditions will be obtained
under the assumption that the expectation of the inverse of the random variable ˆ() 10
deﬁned below is smaller than 1. More precisely, let us deﬁne the couple of random variables
(ˆ(), ˆ()) as
ˆ()ˆ() = min{11, . . . , } (15)
where i (resp. i) for 1 i are  independent random variables with distribution 
(resp. ).
Deﬁne 0 as
0 =
{

 > 0 such that E
(∣∣∣∣1
∣∣∣∣
) < +∞ and E(||
) < +∞} . (16)
9 	Leb denotes the Lebesgue measure on R.
10 For  ∈ R.
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Deﬁne  as
 =
{
 such that ∃ ∈ 0 such that E
(
1
ˆ()
)
< 1
}
. (17)
An other equivalent deﬁnition that we will need in the sequel for  is
 = ⋃
∈0
 with  =
{
 ∈ Nsuch that E
((
1
ˆ()
))
< 1
}
.
Then we will prove in Theorem 6 that if  and  satisfyAssumptionsA.1 andA.2, for every
 ∈ , V (z) = |z| + 1 is a drift function where  ∈ 0 is such that E(1/ˆ()) < 1.
From this drift condition and from the following assumption.
Assumption A.3. E(| ln()|) < +∞.
We will deduce that the convergence rates in Eqs. (10) and (12) are integrable.
The consequence will be the following theorem, summarizing the results of
Theorems 8–10:
Theorem 4. Assume that  and  satisfy Assumptions A.1, A.2 and A.3, then for every
 ∈ 
1
n
ln(||Xn||) a.s.−−−→
n→∞
∫
R
E
[
ln
∣∣∣∣∣∣∣∣z+ (z)(z)z
∣∣∣∣∣∣∣∣] d	(z)
1
n
ln(n)
a.s.−−−→
n→∞
∫
R
E[ln((z))] d	(z)
and ∫
R
E
[
ln
∣∣∣∣∣∣∣∣z+ (z)(z)z
∣∣∣∣∣∣∣∣] d	(z) = ∫
R
E[ln((z))] d	(z).
Moreover we have
√
n
(
1
n
(ln(n)− ln(0))−
∫
R
E[ln((z))] d	(z)
)
L−−−→
n→∞ N (0, 

2),
where 
 is given by

2 = lim
n→∞
1
n
E	
[(
n∑
k=1
(
ln((Zk))−
∫
R
E[ln((z))] d	(z)
))2]
.
It is not straightforward to describe the set, it is however easy to simulate E((1/ˆ()))
and to ﬁnd numerically the set , it will be illustrated in Section 5.1. We will prove in
Proposition 1 that if the densities p and p have bounded supports (more precisely if there
exists 
 with 0 < 
 < 1 and  > 0 such that supp p = [1 − 
, 1 + ] and there exists
A > 0 such that supp p = [−A,A]), then there exists 0 ∈ N∗ such that
{0, . . . ,+∞} ⊂ .
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3. Irreducibility, small sets and aperiodicity for the (1, )-SA-ES
In this section basic properties for the chain Zn are proved. We ﬁrst derive an expression
for the transition kernel of Zn, deﬁned by
P(z,A) = P(Z1 ∈ A|Z0 = z), n ∈ N, z ∈ R+.
Lemma 2. Let (Zn)n0 be theMarkov chain deﬁned by Eqs. (7) and (8).Assume that  and
 satisfy Assumption A.1. Then the transition kernel of (Zn)n0 is absolutely continuous
with respect to the Lebesgue measure, more precisely, for every z ∈ R, A ∈ B(R) the
transition kernel is given by
P(z,A) =
∫
R
1A(v)p(z, v) dv, (18)
where for z ∈ R and v ∈ R
p(z, v) = 
∫
R+
p(u)p
(
v − z
u
)
P(|uv| < |z+ |)−1 du. (19)
Proof. Let A ∈ B(R). By deﬁnition P(z,A) = P
(
z+(z)(z)
(z) ∈ A
)
. As the  couples of
random variables (i1, 
i
1) for 1 i play the same role
P(z,A) = P
({
z+ 1111
11
∈ A
}⋂ ∩i=2 {|z+ 1111| < |z+ i1i1|}
)
or
P(z,A) = E
1{ z+1111
11
∈A
} ∏
i=2
1{|z+1111|<|z+i1i1|}
 .
By conditioning with respect to (11, 
1
1) we obtain
P(z,A) = E
1{ z+1111
11
∈A
}E
(
∏
i=2
1{|z+1111|<|z+i1i1|}|
1
1, 
1
1
) .
The couples of random variables (i1, 
i
1)2 i being independent and of same distribution
we have
P(z,A) = E
1{ z+1111
11
∈A
}E (1{|z+1111|<|z+2121|}|11, 11)−1

By introducing the densities p and p
P(z,A)=
∫∫
1A
(
z+xy
x
)
p(x)p(y)P(|z+ xy|<|z+|)−1 dx dy, (20)
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where  and  are two independent random variables with respectively distributions  and
. A change of variables in Eq. (20) gives
P(z,A) = 
∫∫
1A(v)p(u)p
(
v − z
u
)
P(|uv| < |z+ |)−1 du dv. (21)
By introducing p(z, v) deﬁned by Eq. (19), we obtain
P(z,A) =
∫
R
1A(v)p(z, v) dv. 
Remark 2. If we assume that p ∈ L∞(R), we remark, thanks to the expression of the
density p given by Eq. (19), that p ∈ L∞(R× R).
We shall now address the question of the -irreducibility of the chain Zn: the Markov
chain Zn is -irreducible if there exits a measure  such that for A ∈ B(R+)
(A) > 0 ⇒ Pz(A <∞) > 0, ∀z ∈ R+, (22)
where A = min{n > 0 : Zn ∈ A} is the ﬁrst return time toA, andPz denotes the probability
conditionally to the event Z0 = z. Another equivalent formulation for Eq. (22) is: for all
z ∈ R+ and for all A ∈ B(R+)
(A) > 0 ⇒ ∃nz,A such that Pz(Znz,A ∈ A) > 0. (23)
As thoroughly explained in [13], in order to develop conditions for Harris-recurrence and
geometric ergodicity, we need the concepts of small sets and aperiodicity. It is known
[13, Chapter 5] that for a -irreducible chain, any set A with (A) > 0 contains a small
set, i.e. a set C such that for some  > 0 and n > 0, and some non-trivial probability
measure ,
Pn(z, .)(.), z ∈ C. (24)
The chain is called aperiodic if, for some (and then for every) small set with (C) > 0, 1
is the g.c.d of all values n for which Eq. (24) holds.
Further, Theorem 5 below states that Zn is 	Leb-irreducible and aperiodic and identify
that compact sets are small sets.
Theorem 5. Let (Zn)n0 be the Markov chain deﬁned by Eqs. (5) and (6). Assume that
p and p satisﬁes AssumptionsA.1 andA.2. Then (Zn)n0 is 	Leb-irreducible, aperiodic
and non-empty compact sets of R are some small sets.
Proof. Though the basic idea of this theorem is very simple (taking the min in Eq. (18)),
the proof is rather technical requiring the establishment of two lemmas. For this reason, the
full proof is given in appendix, Section 9.1. 
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4. Drift conditions for Harris-recurrence and geometric ergodicity
The assumptions required for the chain Zn in Theorems 1–3 are Harris recurrence and
geometric ergodicity. Harris recurrence is a concept that ensure that the chain Zn visits the
state space R+ sufﬁciently often. More precisely, a -irreducible chain is Harris recurrent
if, for A ∈ B(R+)
(A) > 0 ⇒ Pz(A = ∞) = 1, z ∈ R+, (25)
where A is the occupation time of A, i.e., A =
∑∞
n=1 1{Zn∈A}. In order to establish
sufﬁcient conditions for the Harris recurrence of Zn, we use Foster-Lyapunov functions or
drift conditions. More precisely, deﬁne
• the drift operator  by V (z) := ∫ P(z, dy)V (y)− V (z),
• a function V to be unbounded off small sets if all its sublevel sets are small sets, where
the sublevel sets are deﬁned by
CV (n) = {y : V (y)n}.
The following theorem [13, Theorem 9.1.8] will be useful in the following:
Theorem M.1 (Drift conditions for Harris-recurrence). Suppose that Z is -irreducible.
If there exists a small set C and a positive function V unbounded off small sets such that,
∀z ∈ Cc,V (z)0, (26)
then Z is Harris recurrent.
Another result we shall need is that Harris recurrent chains admit an unique invariant
measure, i.e. a measure 	 such that
	(A) =
∫
	(dz)P (z,A). (27)
Moreover, when thismeasure is a probabilitymeasure, the chain is positive.Among valuable
properties satisﬁed by a positiveHarris recurrent chains is the Strong Law of Large numbers,
that will be crucial for the proof of Theorem 1. Again, we will use drift conditions in order
to establish the positivity of Zn. More exactly, we will use the following Theorem [13,
Theorem 13.0.1]:
Theorem M.2 (Drift conditions for positivity). Suppose that Z is a-irreducible aperiodic
Harris recurrent chain. Then Z is positive if and only if there exists a small set C, a function
V, unbounded off small sets, and a real value b such that
V (z) − 1+ b1C. (28)
As previously announced, a positive Harris chain satisﬁes the Strong Law of Large Numbers
(SLLN). This is stated in [13, Theorem 17.0.1] and recalled here.
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Theorem M.3 (LLN for Harris chains). Suppose that Z is a positive Harris chain with
invariant probability 	, then the LLN holds for any g satisfying 	(g) = ∫ g(x)	(dx) < ∞,
i.e.
1
n
n∑
k=0
g(Zk)
a.s.−−−→
n→∞ 	(g)
In order to prove that the chain is geometrically ergodic, i.e. that the chain converges
geometrically to its stationary distribution, we again shall use drift conditions, applying the
following theorem [13, Chapter 15]:
Theorem M.4 (Conditions for geometric ergodicity). Suppose that Z is -irreducible and
aperiodic. Then the following are equivalent for any V 1,
(1) The chain is geometrically ergodic in the sense that there exists a function V 1, ﬁnite
at least for one x, and constant values  < 1 and R <∞ such that for all n ∈ Z+ and
all z such that V in Eq. (30) is ﬁnite
||Pn(z, .)− 	||V RV (z)n (29)
where for any signed measure 	 the V norm is deﬁned as
||||V = sup|g|V
∣∣∣∣∫ (dy)g(y)∣∣∣∣ .
(2) There exists a function V 1, ﬁnite at least for one z, and a small set C, such that for
some C > 0, bC <∞ the following geometric drift condition holds
V  − CV + bC1C. (30)
One of the key results following from the proof of the geometric ergodicity is a Central
Limit Theorem (CLT) [13, Chapter 17]. For any function g, deﬁne
• Sn(g) by
Sn(g) :=
n∑
k=1
g(Zk).
• g¯(Zk) = g(Zk)− 	(g).
The CLT then holds for g if there exists a constant 0
g∞ such that for each initial
condition z
1√
n
2g
Sn(g¯)
distribution−−−−−−→
n→∞ N(0, 1). (31)
More precisely, as stated in [13, Theorem 17.0.1]:
Theorem M.5 (CLT for geometric ergodic chains). Suppose that Z is aMarkov chain with
invariant probability 	 and there exist V such that Eq. (30) holds. Let g be a function
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satisfying g2V. Then the value

g = E	[g¯2(Z0)] + 2
∞∑
k=1
E	[g¯2(Z0)g¯2(Zk)] (32)
is well deﬁned, non-negative and ﬁnite, and
lim
n→∞
1
n
E	
[(
n∑
k=1
g¯(Zk)
)2]
= 
2g.
Moreover, if 
2g > 0, the CLT holds for function g.
5. Sufﬁcient conditions for Harris recurrence and geometric ergodicity of the
(1, )-SA-ES
The purpose of this section is to ﬁnd sufﬁcient conditions on  so that (Zn)n0 satisﬁes
drift conditions ensuring that it is positive Harris-recurrent and geometrically ergodic. First,
we shall prove that Eq. (30) is satisﬁed. An immediate consequence will be that Eqs. (26)
and (28) are satisﬁed too.
Recall ﬁrst the deﬁnition of the random variables ˆ() and ˆ()
ˆ()ˆ() = min{11, . . . , }, (33)
where i for 1 i are  independent random variables of distribution  and i for
1 i are  independent random variables of distribution . To simplify notation, we
introduce  the random variable  where  and  are independent. The density of ˆ() is
thus given by
pˆ()(t) = p(t)
∫
R
p(u)(1− F(tu))−1 du, (34)
where F(t) = P( t) is the cumulative function of . For a ﬁxed , p(z)(t) converges
when |z| goes to +∞ to pˆ(t), this is what is stated in the following lemma:
Lemma 3. The density of (z) is given by
p(z)(t) = p(t)
∫
p(u)P (|z+ tu| |z+ |)−1 du. (35)
For almost every t ∈ R+
lim|z|→+∞p
(z)(t) = pˆ()(t). (36)
Let us consider  > 0 such that E
(( 1

))
< +∞, then
lim|z|→+∞E
((
1
(z)
))
= E
((
1
ˆ()
))
(37)
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Proof. This Eq. (35) comes from the fact that (z) is equal to twhen one among 1, . . . , 
is equal to t and when |z+ tz| |z+ ii | for all i =  where  corresponds to the index
such that (z) = t and can be obtained the same way as in Lemma 2.
To prove Eq. (36), we consider in a ﬁrst time that z is positive. Let t ∈ R+, u ∈ R and
 > 0. Then
P(|z+ tu| |z+ |)=P((|z+ tu| |z+ |) ∩ (z+ 0))
+P((|z+ tu| |z+ |) ∩ (z+ 0)). (38)
The second term of the right hand side of Eq. (38) is bounded by P(z + 0) which is
such that limz→+∞ P(z+ 0) = 0. Therefore
lim
z→+∞P((|z+ tu| |z+ |) ∩ (z+ 0)) = 0. (39)
Moreover the ﬁrst term of the right hand side of Eq. (38) can be written the following way:
P((−z− z+ tuz+ ) ∩ (z+ 0)),
which is the probability of the intersection of the following three events:
{−z− z+ tu} ∩ {z+ tuz+ ′′} ∩ {z+ 0}.
This intersection is included in the second event that can be rewritten as {tu′′}. More-
over, when z →+∞, this intersection of three events goes to {tu′′}, therefore
lim
z→∞P((−z− z+ tuz+ ) ∩ (z+ 0)) = P(tu) (40)
By using Eqs. (39) and (40) in Eq. (38) we obtain
lim
z→∞P(|z+ tu| |z+ |) = P(tu). (41)
By using the dominated convergence theorem to take the limit when z →+∞ in the integral
of Eq. (35), we deduce that
lim
z→+∞ p(z)(t) = pˆ()(t).
The case of z < 0 being symmetric we have (36).
To prove Eq. (37), we use the following upper bound, true for every z ∈ R:
p(z)(t)p(t)
which is again true for pˆ()(t). As E(1/) < +∞, p(t)/t is integrable. Moreover,
we have the almost sure convergence of p(z)(t) to pˆ()(t) when |z| goes to +∞. The
dominated convergence theorem gives us then
lim|z|→+∞E
((
1
(z)
))
= E
((
1
ˆ()
))
. 
We will make use in the sequel of the sets 0 and , respectively, deﬁned by Eqs. (16)
and (17).
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Theorem 6. Let  and  satisfy AssumptionsA.1 andA.2. Then for all integer  ∈ , the
function V (z) = |z| + 1 with  ∈ 0 such that E(1/ˆ()) < 1 is a drift function in the
sense of Eq. (30) for (Zn)n0. More precisely we have
lim supz→±∞
V (z)
V (z)
< 0.
Proof. Let  ∈ , there exists  ∈ 0 such that E(1/(ˆ)) < 1. Consider the function
V (z) = |z| + 1. As  ∈ 0, E(||) < ∞ and E(|1/|) < ∞. We know thanks to
Lyapunov inequality ([6]) that for every ˆ, E(||ˆ) < ∞ and E(|1/|ˆ) < ∞. We also
have E((||:)) < ∞ and E(|(1/):|) < ∞, where Y : is the th -order-statistic of
the random variable Y. Thus we obtain
∀ ˆ, E(|(z)|ˆ)E((||:)ˆ) <∞ (42)
and
∀ ˆ, E
(∣∣∣∣ 1(z)
∣∣∣∣ˆ
)
E
∣∣∣∣∣
(
1

):∣∣∣∣∣
ˆ
 <∞ (43)
The drift operator can thus be rewritten in the following way:
V (z) = E
(∣∣∣∣ z(z) + (z)
∣∣∣∣)− |z|.
If 0 < 1, we obtain that V (z)E(|z/(z)| + |(z)|)− |z| where
V (z) |z|
(
E
(
1
(z)
)
− 1
)
+ E(|(z)|). (44)
If 1, we deﬁne  > 0 such that,  = [] + , where [] is the integer part of . Thanks
to triangular inequality, we have(∣∣∣∣ z(z) + (z)
∣∣∣∣)  (∣∣∣∣ z(z)
∣∣∣∣+ |(z)|) .
Applying the Taylor–Lagrange formula to the right hand side of the previous equality, we
obtain∣∣∣∣ z(z) + (z)
∣∣∣∣  ∣∣∣∣ z(z)
∣∣∣∣ + |(z)| ∣∣∣∣ z(z)
∣∣∣∣−1 + · · ·
+(− 1) . . . (− [] + 1)[]! (|
(z)|)[]|Y |,
where Y is a random variable such that Y ∈ [| z(z) |, | z(z) | + |(z)|]. As we assumed
that E(||) < ∞, we have E(||(z)) < +∞ (cf. (42)) which justiﬁes that we can take
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the expectation in the previous Taylor formula. By using the following upper bound for
Y |z/(z)| + |(z)| we obtain
V (z)  |z|
(
E
(
1
(z)
)
− 1
)
+ |z|−1
(
E
( |(z)|
((z))−1
))
+ · · ·
+ . . . (− [] + 1)[]! E
(
|(z)|[]
(∣∣∣∣ z(z)
∣∣∣∣ + |(z)|
))
(45)
Consider now the right hand side of the previous inequality. All the coefﬁcients (depending
of z) before the |z|−p for 1p[] are bounded by constants independent of z. Indeed,
taking for example the term in front of |z|−1, i.e. the term ( |(z)||(z)|−1 ), then
|(z)|
((z))−1
 ||:
((
1

)1:)−1
(46)
where ||: is the ieme order statistic of || and (1/)1: the ﬁrst order statistic of 1/. As
||: and (1/)1: are independent, by taking the expectation in Eq. (46), we obtain that
E(|(z)|/((z))−1) is bounded by the following constant, independent of z:
E
( |(z)|
((z))−1
)
E(||:)E
((
1

)1:)−1
. (47)
Moreover for the dominant term of the right hand side of Eq. (45), we know, thanks to
Lemma 3, that
lim|z|→+∞E
(
1
(z)
)
− 1 = E
((
1
ˆ()
))
− 1
Dividing inequality (45) by V and taking the limsup we obtain that
lim|z|→∞ sup
V (z)
V (z)
= E
((
1
ˆ()
))
− 1
Choosing now  ∈  we obtain that
lim|z|→∞ sup
V (z)
V (z)
< 0.
As non-empty compact ofR are small sets for (Zn)n0 we deduce thatV is a drift condition
to the sense of Eq. (30). 
5.1. On the set 
It is not obvious in a general case to describe the set , though it is easy to simulate
E(1/ˆ()) and to have an idea of the set , as shown at the end of this section. However
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when the random variables  and  have bounded supports, it is easy to see that there exists
0 such that
{0, . . . ,∞} ⊂ .
This is what we prove in Proposition 1.
5.1.1. Bounded case
Proposition 1. Assume that supp p = [1− 
, 1+ ] with 0 < 
 < 1 and  > 0, assume
that supp p = [−A,A] with A > 0 then
lim
→∞
E
((
1
ˆ()
))
=
(
1
1+ 
)
. (48)
Proof. We are ﬁrst going to prove that 1/ˆ() converges in probability to 1/( + 1) and
we will deduce then the convergence in L1 from the uniform integrability of the sequence
(1/ˆ(), 1). To prove the convergence in probability of 1/ˆ(), we ﬁrst show the con-
vergence in probability of 1: toward −A(1 + ). Thanks to assumptions made on  and
 the support of  is equal to [−A(1+ ), A(1+ )]. For x ∈ R, we have
P(1: > x) = P( > x),
and thus for every  > 0, we have P(1: > −A(1+ )+ ) = P( > −A(1+ )+ )
which goes to 0 because P( > −A(1+ )+ ) < 1. Therefore the sequence (1:, 1)
converges in probability toward −A(1+ ).
Let  > 0, there exists 1 > 0 such that the event {1/ˆ() > 1/(1+ )+ } is included
in the event {ˆ() < 1 +  − 1}. Moreover, there exists 2 > 0 such that this later event
is included in the event {1: > −A(1 + ) + 2}. As we have seen that (1:) converges
in probability to −A(1 + ), we deduce that (1/ˆ(), 1) converges in probability to
1/(1 + ). We deduce that ((1/ˆ()), 1) converges in probability to (1/(1 + )).
Moreover as for every , 1/(1+ )(1/ˆ())1/(1− 
)
E
((
1
ˆ()
))

(
1
1− 

)
the sequence ((1/ˆ()), 1) is uniformly integrable. Therefore, we have the convergence
in L1, i.e. Eq. (48). 
A straightforward corollary is that
Corollary 1. Under the assumptions of Proposition 1, there exists 00 such that
{0, . . . ,∞} ⊂ .
5.1.2. Case used in practice: numerical simulations
When  has a log-normal distribution and  a normal distribution, we simulate for  and
, the expectation E((1/ˆ())) thanks to a Monte-Carlo method. For the simulation we
have used 10 000 samples and computed the 95% conﬁdence interval. As soon as we ﬁnd
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 and  such that the upper bound of the conﬁdence interval is below 1 we deduce that
 ∈ . For three values of  (parameter for the log-normal distribution), respectively 0.5,
1 and 2 we have performed for several values of  (between 1 and 10−4), 20 values of 
between 2 and 100. We did not have found any value of  such that the upper bound of the
conﬁdence interval is below 1 for  = 2. On the contrary for  = 0.1, we have found that
as soon as  is above 3, E((1/ˆ())) < 1. We moreover have observed the monotony in
lambda of the expectation. All this allow us to conjecture that for the three values of 
 = {3, . . . ,∞}.
6. Convergence of the (1, )-SA-ES
6.1. Positivity, Harris-recurrence and geometric ergodicity for (Zn)n0
From Theorem 6 we deduce the following theorem:
Theorem 7. Under the assumptions of Theorem 6,we have that for every  ∈ , (Zn)n0
is positive, Harris-recurrent and geometrically ergodic.
Proof. From Theorem 6, we deduce that V (z) = |z| + 1 is a drift condition to the sense
of Eq. (30) and thus also to the sense of Eqs. (28) and (26), we deduce then that (Zn)n0
is positive, Harris-recurrent and geometrically ergodic. 
6.2. Properties of the invariant measure of (Zn)n0
6.2.1. Equivalence between 	 and 	Leb
Astraightforward consequenceof the	Leb-irreducibility andof the recurrenceof (Zn)n0
is that the invariant probability measure of (Zn)n0, 	 is equivalent to the Lebesgue mea-
sure (cf. [13, Theorem 10.4.9]). Thus, under the assumptions of Theorem 6, 	 is equivalent
to 	Leb. 11 As 	 is absolutely continuous with respect to the Lebesgue measure, we know
from the Radon–Nykodym Theorem that it admits a density with respect to the Lebesgue
measure.Moreover, the support of this density isR since the Lebesguemeasure is absolutely
continuous with respect to 	. If we note f	 this quantity, the measure 	 can be written, for
every A ∈ B(R)
	(A) =
∫
R
1A(z)f	(z) dz.
Moreover, the following proposition will give us a representation for the density f	 with
respect to 	 and to p, the density of the kernel transition given by Eq. (19).
Proposition 2. f	(y) =
∫
R
p(z, y)	(dz) 	Leb p.p.
11 It means that 	 is absolutely continuous with respect to 	Leb and 	Leb is absolutely continuous with respect
to 	, see [6] for further details.
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Proof. The proof can be found for example in [8]. We reproduce this simple proof for the
sake of completeness.
Let B ∈ B(R),
∫
B
f	(y) dy = 	(B)
=
∫
R
	(dz)P (z, B)
=
∫
R
f	(z)
∫
B
p(z, y) dy dz
=
∫
B
∫
R
f	(z)p(z, y) dz dy
As this is true for every B ∈ B(R), we deduce that
f	(y) =
∫
R
p(z, y)	(dz) 	Leb p.p. 
We have seen in the Remark 2 that if p ∈ L∞(R) then p ∈ L∞(R×R), we deduce by
using the representation of the previous lemma the following corollary.
Corollary 2. If p ∈ L∞(R), f	 ∈ L∞(R).
6.2.2. Moments for the invariant measure
Proposition 3. Assume that V (z) = |z| + 1 is a drift function for (Zn)n0 in the sense
of Eq. (30). Then
∫
R
|z|	(dz) < +∞.
Proof. Let V (z) = |z| + 1, a drift function in the sense of Eq. (30). Thanks to Eq. (29) in
Theorem M.4, we know that there exists  < 1 and R < +∞ such that for every z ∈ R,
for every n ∈ N
||Pn(z, .)− 	||V RV (z)n. (49)
Thanks to the triangular inequality, for every n ∈ N, for every z ∈ R we have
||	||V  ||Pn(z, .)− 	||V + ||Pn(z, .)||V (50)
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Besides
||Pn(z, .)||V = sup
|g|V
∣∣∣∣∫ Pn(z, dy)g(y)∣∣∣∣ (51)
 sup
|g|V
∫
|Pn(z, dy)g(y)| (52)

∫
Pn(z, dy)V (y). (53)
Also for n = 0 we have ∫ Pn(z, dy)V (y) = V (z), and thus the right hand side in Eq. (50)
for n = 0 is ﬁnite for all z ∈ R. Moreover the left term of the right hand side for n = 0 is
also ﬁnite thanks to equality (49). Therefore ||	||V < +∞. Moreover∫
R
|z|	(dz) =
∫
R
V (z)	(dz)− 1 = ||	||V + 1,
we deduce that
∫
R |z|	(dz) < +∞. 
6.2.3. Integrability of ln(|z|) with respect to the invariant measure
Proposition 4. If p ∈ L∞(R) and if there exists  > 0 such that |z| is integrable with
respect to 	, then
∫
R
| ln(|z|)|	(dz) < +∞.
Proof. If p ∈ L∞(R), we have seen in the Corollary 2 that f	 ∈ L∞(R). Thus, ln(|z|) is
integrable on every bounded interval [−A,A] since ln(|z|) is integrable on [−A,A] with
respect with the Lebesguemeasure. Moreover when z goes to inﬁnity, | ln(|z|)| is dominated
by |z| which is integrable with respect to 	. Therefore ln(|z|) is integrable on R. 
6.3. Almost sure convergence of 1/n ln(||Xn||) and 1/n ln(n)
Theorem 8. Let  and  satisfyAssumptionsA.1 andA.2 such that0 is non-empty.Assume
moreover that E(| ln()|) < +∞. Let  be deﬁned by Eq. (17). Then, for every  ∈  the
chain (Zn)n0 satisﬁes the assumptions of Theorem 1 and therefore
1
n
ln(||Xn||) a.s.−−−→
n→∞
∫
R
E
[
ln
∣∣∣∣∣∣∣∣z+ (z)(z)z
∣∣∣∣∣∣∣∣] d	(z). (54)
Proof. Let  ∈ , then there exists  > 0 such that E(1/ˆ()) < 1. According to
Theorem 6, the function V (z) = |z| + 1 is a drift function for (Zn)n0 which is therefore
positive and Harris-recurrent thanks to Theorem 7. To see that the right hand side of (54) is
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ﬁnite, we write∫
R
E
(∣∣∣∣ln ∣∣∣∣∣∣∣∣1+ (z)(z)z
∣∣∣∣∣∣∣∣∣∣∣∣) d	(z)
=
∫
R
E
(∣∣∣∣ln ∣∣∣∣∣∣∣∣z+ (z)(z)(z)
∣∣∣∣∣∣∣∣+ ln((z))− ln(||z||)∣∣∣∣) d	(z)

∫
R
E
(∣∣∣∣ln ∣∣∣∣∣∣∣∣z+ (z)(z)(z)
∣∣∣∣∣∣∣∣∣∣∣∣) d	(z)+ ∫
R
E
(| ln (z)|) d	(z)
+
∫
R
E (| ln ||z|||) d	(z).
The term
∫
R E (| ln ||z|||) d	(z) is equal to
∫
R | ln ||z||| d	(z) which is integrable thanks to
Proposition 4.
The ﬁrst term can be written as∫
R
E
(∣∣∣∣ln ∣∣∣∣∣∣∣∣z+ (z)(z)(z)
∣∣∣∣∣∣∣∣∣∣∣∣) d	(z) = ∫
R
∫
R
| ln ||y|||P(z, dy) d	(z)
and as
∫
R | ln ||z||| d	(z) is integrable, by applying the Fubini theorem and by using the fact
that 	 is invariant∫
R
∫
R
| ln ||z|||P(z, dy) d	(z) =
∫
R
| ln ||y||| d	(y) < +∞.
Moreover, from assumption E(ln()) < +∞, we have that ln((z)) is integrable, as can
be seen with the following upper bound:
| ln((z))| max(| ln(1:)|, | ln(:)|), (55)
where 1: and : are, respectively, the ﬁrst and last order statistic among the  random
variables among which (z) has been chosen. Therefore, the right hand side of (54) is
ﬁnite. All the assumptions of Theorem 1 are thus satisﬁed. 
6.3.1. Other expression for the convergence rate
Proposition 5. Under the assumptions of Theorem 8∫
R
E
[
ln
∣∣∣∣∣∣∣∣z+ (z)(z)z
∣∣∣∣∣∣∣∣] d	(z) = ∫
R
E[ln((z))] d	(z) (56)
Proof. We rewrite the left hand side of (56)
E
[
ln
(∣∣∣∣∣∣∣∣1+ (z)(z)z
∣∣∣∣∣∣∣∣)] d	(z)
=
∫
R
E
[
ln
(∣∣∣∣∣∣∣∣z+ (z)(z)(z)
∣∣∣∣∣∣∣∣)+ ln((z))− ln(||z||)] d	(z).
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Applying now, similarly to the proof of Theorem 8, the Fubini theorem∫
R
E
[
ln
(∣∣∣∣∣∣∣∣1+ (z)(z)z
∣∣∣∣∣∣∣∣)] d	(z) = ∫
R
ln(||z||) d	(z).
We deduce Eq. (56). 
6.3.2. Convergence of 1/n ln(n)
Theorem 9. Under the assumptions of Theorem 8
1
n
ln(n)
a.s.−−−→
n→∞
∫
R
E[ln((z))] d	(z). (57)
Proof. Starting from n+1 = n(Zn) (we have seen, indeed in the proof of Lemma 1
that (Xn/n) = (Xn,n) almost surely), therefore
1
n
ln(n) = 1
n
ln(0)+ 1
n
n−1∑
k=0
ln((Zk)) (58)
As (Zn)n0 is positive, Harris-recurrent, we have
1
n
ln(n)
a.s.−−−→
n→∞
∫
R
E[ln ((z))] d	(z). 
7. Approximation of the convergence rate for the (1, )-SA-ES
One of the most interesting consequences of the Central Limit Theorem is the derivation
of conﬁdence intervals for 1/n
∑n
i=1 g(Zi) as an estimate for 	(g). In order to estimate the
convergence rate given by either the left hand side or the right hand side of Eq. 56, we shall
now prove the following theorem, that derives directly from the geometrically ergodicity
of Zn:
Theorem 10. Under the assumptions of Theorem 8
√
n
(
1
n
(ln(n)− ln(0))−
∫
R
E[ln((z))] d	(z)
)
L−−−→
n→∞ N (0, 

2) (59)
where 
 is given by

2 = lim
n→∞
1
n
E	
[(
1
n
(ln(n)− ln(0))−
∫ ∞
0
E[ln((z))] d	(z)
)2]
(60)
Proof. Consider the Markov chain n = (Zn, 1n, . . . , n, 1n, . . . , n). Lemma 4 below
tells us that n is geometrically ergodic as soon as (Zn)n0 is geometrically ergodic and
more precisely it tells that n satisﬁes the drift condition given by Eq. (30) for every V
given by Eq. (61). Moreover
(ln((z)))2
(
ln(1 ∧ · · · ∧ )
)2 + (ln(1 ∨ · · · ∨ ))2 + 1.
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Taking V2 =
(
ln(1 ∧ · · · ∧ ))2 + ( ln(1 ∨ · · · ∨ ))2 + 1, we obtain(
ln
∣∣(z)∣∣)2 V + V2
for every V such that (Zn)n0 is V-geometrically ergodic. Using then Theorem M.5 with
g = ln |(z)| we obtain Eqs. (59) and (60). 
To complete the proof of Theorem 10, it remains to prove the following lemma whose
proof is given in appendix:
Lemma 4. Let n the Markov chain n = (Zn, 1n, . . . , n, 1n, . . . , n) deﬁned on the
state space (R+)+1 × (R). Assume that (Zn)n0 is geometrically ergodic and more
precisely satisﬁes for a function V1 the drift condition given by Eq. (30). Thenn is 	Leb⊗
 ⊗ -irreducible, aperiodic and satisﬁes the drift condition given by Eq. (30) for
V (z, 1, . . . , , 1, . . . , ) = V1(z)+ V2(1, . . . , , 1, . . . , ), (61)
where V2 is a function greater or equal to 1.
7.1. Application: computation of the convergence rate
The remaining part of this section illustrates the previous result using the standard (1, )-
SA-ES, i.e. with  ∼ N(0, 1) and  ∼ exp(N(0, 1)) ( > 0). Numerical estimations of
 for  equal to 1 and 10 have shown that  = {3, . . . ,∞}. Hence the expression of the
convergence rate given by either the left hand side or the right hand side of Eq. (56) is valid
for any  greater than 3.
This opens the way to the kind of analysis carried out in [20], where the purpose is
to determine for adaptive Evolution strategies what are the best parameters (among the
number of offspring, the mutation parameters, …). Indeed the technique traditionally used
(see [20]) to determine the best parameters is to maximize the so-called progress rate, i.e.
the conditional expectation
E (f (Xn+1)|Xn)− f (Xn)
for f (x) = ||x||2. This technique has been extended in [4] to other functions and other
strategies, including the algorithm investigated in the present paper. Instead of looking at
the one step progress, we propose the alternative to look at the convergence rate. Though
this convergence rate cannot, in general, be computable since it depends on the unknown
invariant measure 	, we propose to approximate this convergence rate. From Theorem 10,
a natural estimate for the convergence rate is 1/n(ln(n) − ln(0)). Therefore estimat-
ing the convergence rate amounts to make a simple run of (1, )-SA-ES and computing
1/n(ln(n)− ln(0)). But, Theorem 10 provides also conﬁdence intervals for the estima-
tion of the convergence rate with 1/n(ln(n)− ln(0)). It allows to estimate the precision
of the estimation. More precisely, a 95% conﬁdence interval for this approximation is:
1
n
(ln(n)− ln(0))± 1.96 
√
n
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Fig. 1. 	̂m along with the 95% conﬁdence interval for  = 1 (a) and  = 10 (b) with respect with .
where the asymptotic variance 
2 is given by Eq. (60). The estimation of the variance 
2
is achieved here with a batch-means method using the fact that 1/n(ln(n) − ln(0)) =
1/n
∑n−1
k=0 ln((Zk)). As the purpose here is only to illustrate a corollary of Theorem 10,
we did not spend lots of time testing several approaches for the estimation of the asymptotic
variance but the interested reader is referred to [9] for a discussion on several methods to
accurately estimate such asymptotic variances, as well as to [16] for more recent techniques
based on renewal theory.
The batch-means method consists in dividing a set of n samples into m batches, with
N = n/m observations in each batch. For each batch i, compute the sample average
	̂iN =
1
N
iN∑
k=(i−1)N+1
ln((Zk)).
The ﬁnal estimator for the convergence rate is
	̂m =
1
m
m∑
i=1
	̂iN .
Finally, the asymptotic variance is estimated by

m =
1
m− 1
m∑
i=1
(	̂iN − 	̂m)2
and consequently the approximated 95% conﬁdence interval is given by
	̂m ± 1.96

m√
m
.
Following [19] where it is stated that the number of batches should not exceed 30, we have
chosen here m = 30. Each batch contains 1000 points. Fig. 1 shows, for  = 1 and 10,
the estimated mean 	̂m as well as the approximated 95% conﬁdence interval for several
values of . For  = 1 it may be seen that with a 95% conﬁdence interval for any 3, the
convergence rate is negative, i.e. the (1, )-SA-ES converges to zero. The same assertion
for  = 10 can only be made for 5.
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8. Conclusion
This paper has investigated a theoretical analysis of the (1, )-SA-ES on the well known
sphere function. The main result that has been proved gives some sufﬁcient conditions on
 that ensure the asymptotic log-linear convergence or divergence of the algorithm. Those
conditions on  only depend on the randomvariables deﬁning themutation. Sincewe are still
unable to have the sign of the limit of 1/n ln(Xn), this result does not prove, strictly speaking,
the convergence of the algorithm. However, it provides a rigorous proof of a probably
more important issue: the log-linear type of the convergence, when it happens—plus some
theoretically grounded estimations of numerical estimations of the convergence rate. First,
note that making strong hypothesis (but probably unrealistic for pragmatic purposes) on
the density  would allow us to analytically determine the sign of the limit of 1/n ln(Xn),
but we rather considered more realistic models. Second, since we investigated the exact
dynamic of the algorithm, our analysis gives the exact expression of the convergence rate.
Knowing this exact expression is a natural starting point to investigate its properties.
Whereas theory of Markov chains on continuous state space is widely used in other
communities [8,2], it is not common to use them for analyzing EAs. We believe that it
is a promising technique to handle convergence issues of EAs and that we have laid the
foundations for future analysis. Using this technique we would like to extend those results
to other step-size adaptation methods, in particular derandomized techniques [14] but also
to generalize to more general functions. The case of the CMA-ES algorithm [10–12] which
is considered nowadays as the state-of-the-art in EAs on continuous domain, will probably
be more difﬁcult to analyze: in that algorithm, both the step-size and the covariance matrix
are adapted, and hence its analysis requires the use of non-homogeneous Markov chains.
Appendix: proofs
Proof of Lemma 1. Let (Xn,n) be the Markov chain deﬁned with Eqs. (5) and (6). Let
us start with the following equality:
min
1 i
||Xn + ninin|| = n min1 i
∣∣∣∣∣∣∣∣Xnn + inin
∣∣∣∣∣∣∣∣ . (62)
Then, the couple denoted by (n(Xn,n), 

n(Xn,n))which gives the minimum of the left
hand side of (62), i.e.
||Xn + nn(Xn,n)n(Xn,n)|| = min1 i ||Xn + n
i
n
i
n||
is the same as the couple (n(Xn/n, 1), 

n(Xn/n, 1)) giving the minimum of the right
hand side of (62).
||Xn + n(Xn/n, 1)n(Xn/n, 1)|| = min1 i ||Xn/n + 
i
n
i
n||
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Deﬁne Zn = Xn/n, then
Zn+1 = Xn+1n+1 =
Xn + nn(Xn,n)n(Xn,n)
nn(Xn,n)
or
Zn+1 = Zn + 

n(Xn,n)

n(Xn,n)
n(Xn,n)
, (63)
where the previous equalities hold almost surely. Therefore
(n(Xn/n, 1), 

n(Xn/n, 1)) = (n(Zn), n(Zn))
almost surely, where this last couple is deﬁned by Eq. (8). From Eq. (63), we see that
(Zn)n0 is a Markov chain. Starting from Z0 = z, we see that
Z1 = z+ 

1(z)

1(z)
1(z)
(64)
with ||z+ 1(z)1(z)|| = min1 i ||z+ i1i1||. 
Proof of Theorem 2. The chain (Zn)n0 being positive, Harris recurrent, we apply the
Strong Law of Large Numbers to the right hand side of (58). The fact that ln ((z)) is
integrable is here simple to prove and can be deduce form the integrability of ln(). Indeed,
we have the following inequality:
| ln((z))| max(| ln(1:)|, | ln(:)|)
where 1: and : are, respectively, the ﬁrst order statistic and the last among the  random
variables fromwhich (z) has been selected.Moreover, from the deﬁnition of 1: and :,
we deduce that E(| ln(1:)|)E(| ln()|) and E(| ln(:)|)E(| ln()|). Thus, ln((z))
is integrable. 
9.1. Proof of Theorem 5
We will distinguish two cases, depending on the support of the density p. The ﬁrst case
presented in Section 9.1.1, is when supp p = R (it is the case for the classical algorithm).
For the second case, presented in Section 9.1.2, we will simply assume that there exists a
non-empty interval [−B, B] included in supp p. Though the ﬁrst case is included into
the second one, we present for the former a simpler proof.
The proof of this theorem requires two technical lemmas, proved in Section 9.1.3:
Lemmas 5 and 6, proving some properties on the density of the transition kernel deﬁned by
Eq. (19).
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9.1.1. Case where supp p = R
Let C be a non-empty compact of R. Let ﬁrst start with the following expression for the
transition kernel P(., .) of (Zn)n0 given by Eq. (18)
P(z,A) =
∫
1A(v)p(z, v) dv.
Thanks to Lemma 5, we have that p is strictly positive and thus (Zn)n0 is 	Leb-irreducible.
Moreover for z ∈ C we have the following lower bound:
P(z,A)
∫
1A(v)min
z∈C p(z, v) dv. (65)
A direct consequence of Lemma 5 is that for every v ∈ R, z → p(z, v) is continuous and
strictly positive. As C is compact, we deduce that for every v ∈ R, minz∈C p(z, v) > 0.
This implies that
(A) =
∫
1A(v)min
z∈C p(z, v) dv, (66)
is a non-trivial measure. By introducing  in Eq. (65), we have that
∀z ∈ C, P (z,A)(A). (67)
Thus C is a small set, and (Zn)n0 is aperiodic. 12
9.1.2. Case where ∃B; [−B, B] ⊂ supp p
Let z0 ∈ R andA ∈ B(R). Let Cz0 = B(z0, B/4) the closed ball of center z0 and radius
B. From Eq. (18) we have, P(z,A) =
∫
1A(v)p(z, v) dv. Therefore
P(z,A)
∫
1A(v) min
z∈Cz0
p(z, v) dv. (68)
From Lemma 6, we know that p is continuous, and that p(z, v) > 0 for every (v, z) ∈
Cz0 ×Cz0 . As Cz0 is compact, we have that minz∈Cz0 p(z, v) > 0 for every v ∈ Cz0 . Deﬁne
 with
(A) =
∫
1A(v) min
z∈Cz0
p(z, v) dv,
 is a non-trivial measure and
∀A ⊂ Cz0 , (A) > 0. (69)
Eq. (68) becomes then
∀z ∈ Cz0 ,∀A ∈ B(R) P (z,A)(A). (70)
12 Strongly aperiodic.
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Eq. (70) will give us the 	Leb-irreducibility of (Zn)n0: Let z0 ∈ R and A ∈ B(R) such
that 	Leb(A) > 0. Then, proving the 	Leb-irreducibility amounts to proving that
∃nz0,A such that Pnz0,A(z0, A) > 0. (71)
For this, let us consider the following covering of R:
⋃
k∈Z B(kB/8, B/8). Then, there
exists k0 such that 	Leb
(
A ∩ B(k0B/8, B/8)
)
> 0. Moreover P(z0, A)P(z0, A ∩
B(k0B/8, B/8)).
Taking this time Cz0 = B(k0B/8, B/8) and using the same reasoning that the one
giving us Eqs. (70) and (69) we deduce that
∀z′ ∈ B
(
k0
B
8
,
B
8
)
, P (z′, A) > (A). (72)
Moreover A ⊂ B(k0B/8, B/8), the equation equivalent to Eq. (69) that we will prove
give us (A) > 0, we therefore have
∀z′ ∈ B
(
k0
B
8
,
B
8
)
, P (z′, A) > 0. (73)
Moreover, there exists n′z,A such that
P
n′z,A
(
z, B
(
k0
B
8
,
B
8
))
> 0. (74)
Indeed, let us take Cz0 = B
(
(k + 1)B/8, B/4
)
and A = B ((k + 1)B/8, B/8) in
Eq. (70), we obtain
∀z ∈ B
(
k
B
8
,
B
8
)
⊂ Cz0 , P
(
z, B
(
(k + 1)B
8
,
B
8
))
> 0. (75)
Let us take also z0 ∈ B((k1)B/8, B/8): from Eq. (75), and from Chapman–Kolmogorov
equation [13, Theorem 3.4.2], we deduce
P |k1−k0|
(
z0, B
(
k0
B
8
,
B
8
))
> 0. (76)
From Eqs. (73) and (76), we obtain
P |k1−k0|+1(z0, A) > 0 (77)
which is exactly Eq. (71), with nz0,A = |k1 − k0| + 1.
Let now turn to the aperiodicity and to small sets for the chain (Zn)n0, as (Cz0) > 0,
we deduce from Eq. (70) that the ballCz0 is a small set and that the chain is aperiodic. From
[13, Theorem 5.5.7, Proposition 5.5.5] we deduce that every union of balls Czi for i ∈ I
with card I ∈ N is a small set and that every compact set is a small set because included
in a small set made of union of Czi .
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9.1.3. Lemma for Theorem 5
Lemma 5. Let p : R × R → R+ be the density of the transition kernel of (Zn)n0
given by
p(z, v) = 
∫
R+
p(u)p
(
v − z
u
)
P(|uv| < |z+ |)−1 du.
If p is continuous almost everywhere, supp p = R and p ∈ L∞(R).
Then for every (z0, v0) ∈ R× R, p is continuous in (z0, v0).
Moreover for every (z, v) ∈ R× R, p(z, v) > 0.
Proof. Let g(z, u, v) = P(|uv| < |z+ |)−1, then an expression for g is
g(z, u, v) =
∫∫
1{|uv|<|z+xy|}(x, y)p(x)p(y) dx dy.
Let (z0, v0) ∈ R× R. Let u0 ∈ R+. Then for almost every (x, y),
(z, u, v)→ 1{|uv|<|z+xy|}(x, y)
is continuous in (z0, u0, v0). Moreover for every (z, u, v) ∈ R× R× R
1{|uv|<|z+xy|}(x, y)p(x)p(y)p(x)p(y). (78)
From the theorem of dominated convergence we deduce that (z, u, v)a → g(z, u, v) is
continuous in (z0, u0, v0). Moreover by integrating Eq. (78), we obtain that g(z, u, v)1.
As p is supposed continuous almost everywhere, it is clear that for almost every u,
(z, v)→ p(v − z/u) is continuous in (z0, v0). Thus for almost every u
(z, v)→ p(u)p
(
v − z
u
)
g(z, u, v)−1
is continuous in (z0, v0). Moreover for every (z, v) ∈ R× R and for almost every u,
p(u)p
(
v − z
u
)
g(z, u, v)−1 ||p||L∞(R)p(u).
From the dominated convergence theorem we deduce that (z, v) → p(z, v) is continuous
in (z0, v0).
Let (z, u, v) ∈ R×R+ ×R, as supp p = R, we deduce that g(z, u, v) > 0. It follows
that for every (z, v) ∈ R× R, p(z, v) > 0. 
Lemma 6. Let p : R× R→ R+ be the density of the transition kernel of (Zn)n0 given
by
p(z, v) = 
∫
R+
p(u)p
(
v − z
u
)
P(|uv| < |z+ |)−1 du.
If p is continuous almost everywhere, and that there exists B > 0 with [−B, B] ⊂
supp p, 13 p ∈ L∞(R) and 1 ∈ ◦supp p.
13We assume that 0 ∈ ◦supp p.
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Then for every (v0, z0) ∈ R×R, p is continuous in (v0, z0).Moreover, for every (v, z) ∈
Cz0 × Cz0 , p(z, v) > 0 with
Cz0 = B
(
z0,
B
4
)
.
Proof. Let g(z, u, v) = P(|uv| < |z+ |)−1, then an expression of g is
g(z, u, v) =
∫∫
1{|uv|<|z+xy|}(x, y)p(x)p(y) dx dy.
For the continuity the proof is the same as in Lemma 5. It remains to prove the positivity of
p on Cz0 × Cz0 where z0 ∈ R. Assume that z0 ∈ R+, the proof in the case where z0 ∈ R−
is the same. First let us prove that
∀(v, z) ∈ Cz0 × Cz0 , ∃1 such that∀u ∈ [1− 1, 1+ 1], g(z, u, v) > 0. (79)
Let 0 <  < 1 enough small, such that [1− , 1+ ] ⊂ supp p and let u ∈ [1− , 1+ ]
and (z, v) ∈ Cz0 × Cz0 . We can thus write
(1− )
(
z0 − B4
)
 |uv|(1+ )
(
z0 + B4
)
.
For (x, y) ∈ [1− , 1+ ] × [−B, B] we obtain
z+ xyz0 + B4 + (1+ )B
and
−z0 − B4 − (1− )B − z− xy.
If  is such that
(1+)
(
z0+B4
)
<z0+B4 +(1+)B−z0−
B
4
−(1−)B<(1−)
(
z0−B4
)
(80)
then
	Leb ⊗ 	Leb ({(x, y) ∈ supp p × supp p such that |uv| < |z+ xy|}) > 0
and thus
	Leb ⊗ 	Leb (supp1{|uv|<|z+xy|}) > 0.
Taking 0 < 1 < 1 such that Eq. (80) is satisﬁed (it is possible to choose such an 1 as can
be seen by taking the limit in Eq. (80)) and such that [1− 1, 1+ 1] ⊂ supp p, Eq. (79)
follows.
Let us prove now that we can choose 3 such that [1 − 3, 1 + 3] ⊂ supp p and such
that for u ∈ [1− 3, 1+ 3] and (v, z) ∈ Cz0 × Cz0
p(u)p
(
v − z
u
)
g(z, u, v)−1 > 0. (81)
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Let 0 <  < 1, enough small such that [1− , 1+ ] ⊂ supp p, and let u ∈ [1− , 1+ ]
(v, z) ∈ Cz0 × Cz0 . We can write(
z0 − B4
)
+ −z0 − B/4
1+  v −
z
u
z0 + B4 +
(B/4− z0)
1−  .
By choosing 0 < 2 < 1 such that [1− 2, 1+ 2] ⊂ supp p and the following inequalities
are satisﬁed
z0 + B4 +
(B/4− z0)
1−  B,−B
(
z0 − B4
)
+ −z0 − B/4
1+  , (82)
it comes that for every u ∈ [1 − 2, 1 + 2], |v − zu |B when v ∈ Cz0 and z ∈ Cz0 . Let
3 = 1 ∧ 2, for u ∈ [1− 3, 1+ 3] and (v, z) ∈ Cz0 × Cz0
p(u)p
(
v − z
u
)
g(z, u, v)−1 > 0.
This completes the proof of (81) and implies that
p(z, v)
∫
[1−3,1+3]
p(u)p
(
v − z
u
)
g(z, u, v)−1 du > 0. 
9.2. Proof of Lemma 4
Proof. For the proof of this lemma, we consider the Markov chain n = (Zn, 1n, . . . , n,
1n, . . . , 

n), on the state space (R+)+1 × (R) equipped with the Borel -algebra
B((R+)+1 × (R)). The transition kernel P for this chain is given by
P
(
(z, 1, . . . , ), A× A1 × · · · × A × B1 × · · · × B
)
= P(z,A)(A1) . . . (A)(B1) . . . (B) (83)
where P is the transition kernel of the chain Zn and  (resp. ) is the distribution of 
(resp. ). We shall prove that the chain n satisﬁes the drift condition given by Eq. (30)
for V = V1(z) + V2(1, . . . , , 1, . . . , ), where V1 is such that the chain Zn satisﬁes
Eq. (30) and V2 is a function 1. We ﬁrst remark that Eq. (24) implies that (R+) × (R)
is a small set for the chain (1n, . . . , n, 
1
n, . . . , 

n). Then, for V21, the drift operator 
applied to (1, . . . , , 1, . . . , ) ∈ (R+) × (R) is equal to
V2(1, . . . , , 
1, . . . , )
= E(V2(H 1, . . . , H ,1, . . . ,))− V2(1, . . . , , 1, . . . , ), (84)
where for 1 i, Hi (resp. i) is a random variables following the distribution  (resp.
). Then Eq. (84) implies that the drift condition given by Eq. (30) is satisﬁed with C2 =
(R+) × (R) as small set, b2C = E(V2(H 1, . . . , H ,1, . . . ,)) and 2C = 1. We now
prove that the chain n satisﬁes the drift condition given by Eq. (30) for
V (z, 1, . . . , , 1, . . . , ) = V1(z)+ V2(1, . . . , , 1, . . . , )
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where V1 is such that the chain Zn satisﬁes Eq. (30) i.e.
V1(z) − 1CV1(z)+ b1C1C1(z) (85)
and V2 is a function 1. Indeed, due to the expression Eq. (83) of the kernel ofn, we get
V (z, 1, . . . , , 1, . . . , ) = V1(z)+ V2(1, . . . , , 1, . . . , ). (86)
Using the drift condition satisﬁed by both V1 and V2, we obtain
V (z, 1, . . . , , 1, . . . , )
(−1CV1 + b1C1C1)(z)+ (−2CV2 + b2C1C2)(1, . . . , , 1, . . . , ).
Giving thus
V  − 1C ∧ 2CV + b1C ∨ b2C1C1×C2 (87)
which is the equation of Drift, Eq. (30). 
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