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Female athletes have often experienced internal conflict because 
society still expects them to be passive and submissive women. This 
behavior is diametrically opposed to the characteristics which a good 
competitor should possess. 
In recent years, the area of psychology of sportswomen has 
received the research attention which for years was reserved only for 
men. Research which dealt with the personality profiles of female 
athletes, or their sex-role orientations, was examined and critiqued. 
Most of the studies in this area concluded that there were 
psychological differences between female athletes and female 
non-athletes, or the general female population. While it is difficult 
to point to definitive conclusions from these studies because of 
diverse samples and different instruments, with great caution it may 
be stated that female athletes are achievement-oriented and very 
independent. 
ii i 
After the background methodology was presented, a number of 
instruments were administered: the Personality Research Form (PRF), 
the PRF-Andro, and the Sports Background Inventory. The sample was 
composed of 99 Division I female athletes from several different New 
England teams. A number of statistical tests were conducted (t-test, 
Pearson's Correlation, Spearman's Correlation, ANOYA, ANCOVA, MANOVA, 
and MANCOYA) to determine whether women athletes differ among each 
other and between themselves and other college women. 
The women athletes in this study were found to have greater needs 
for achievement, aggression, and dominance. The sample was found to 
be distributed differently across the sex-role categories from what 
was expected from probability or from the normed population. The four 
sex-role groups were also found to differ in personality traits 
(achievement, aggression, and dominance). 
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CHAPTER I 
INTRODUCTION 
Background 
If a group of individuals was asked to describe the personality 
traits of the typical male and the typical female, almost everyone 
would have basically the same adjective list. The "typical" male is 
usually seen as independent, assertive, intelligent, and unemotional. 
The "typical" female, by contrast, is usually characterized as gentle, 
nurturing, and emotional. Hence, society has assigned certain 
behavior expectations based on sex alone. These profiles are also 
considered to be at opposite ends of the personality spectrum. Any¬ 
thing considered masculine is then, by definition, unfeminine and vice 
versa. For instance, it is often considered appropriate for a woman 
to cry, to be passive, quiet, and unambitious. A man displaying these 
same characteristics would be approved of by few in society - both 
male and female. The culturally collective assumption is that "Men 
should be men, and women should be women." Anything else is 
frequently thought to be psychologically unhealthy. 
In 1972, Sandra Bern presented a paper at the UCLA Symposium on 
Women entitled "Psychology looks at sex roles: Where have all the 
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androgynous people gone?" She focused on the problem that the field of 
psychology simply ignores or, worse yet, misanalyzes a large portion 
of the population, those that are androgynous. This, of course, 
brings up the need for a clarification of what is meant by androgyny. 
Androgyny, as used in this study, is defined as the combined 
presence of socially valued, stereotypically masculine and feminine 
traits. The two qualifiers, socially valued and stereotypical, are 
key to understanding the concept of androgyny. "Socially valued" 
refers to general societal behavioral expectations of men and women. 
The term "stereotypical" refers to the abstract cluster of psycho¬ 
logical traits that have been labeled masculine or feminine by 
society. Stated simply, it implies what is commonly meant by the 
statements "acting like a man," or "acting like a woman." 
There are also several underlying assumptions of androgyny which 
must be mentioned. An androgynous person is assumed to: 
1. possess a broad repertoire of responses - Persons who have 
integrated personalities of both masculine and feminine 
traits should have a wider range of possible reactions and 
responses to stimuli than people who only respond with 
behavior appropriate to their sex. 
3 
2* be flexible in response to situational demands - The 
androgynous person is able to react according to what he 
or she deems most optimal in each particular situation, 
For example, the androgynous office manager could be 
forceful and assertive when reprimanding a subordinate who 
has been neglecting important duties, and nurturing and 
understanding with an employee experiencing personal 
problems. 
3. be more effective - Androgynous people should be 
successful in whatever task is required of them. This 
relates directly to being more flexible, more broad, and 
using optimal behavior. 
Traditional bipolar unidimensional measures of masculinity-fem¬ 
ininity have given way to independent dual measures of these traits. 
Tests such as the Minnesota Multiphasic Personality Inventory (MMPI) 
and the California Psychological Inventory (CPI) still use the 
traditional measures based on the assumption of nonoverlapping of the 
distributions between sexes. This assumption also has a very serious 
ramification. The majority of people who score within a certain range 
for their particular sex are classified as "normal" or sexually well 
adjusted. Females who score in the masculine range and men measured 
to be on the feminine end of the spectrum are judged to be "abnormal," 
deviant, maladjusted, or sexually confused. It is an either/or 
situation. When masculinity is defined as "not feminine" and 
femininity as "not masculine," the concept of androgyny is precluded. 
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For a person to be characterized as having both masculine and feminine 
traits, it becomes obvious that two independent dimensions are needed: 
one for masculinity and one for femininity. 
Three other instruments (besides the one used in this study) have 
been developed to measure androgyny. The first, and still the most 
popular of the sex-role inventories is the Bern Sex-Role Inventory 
(BSRI; Bern, 1974). The Bern is a 60-item test. The scales consist of 
20 masculine, 20 feminine, and 20 questions measuring social 
desirability. The respondent is asked to rate each item on a seven- 
point scale on the basis of how characteristic that item is of her or 
him. 
The Personal Attributes Questionnaire (PAQ; Spence, Helmreich, 
and Stapp, 1974) was developed from the 82-item Sex-Role Stereotype 
Questionnaire (Rosenkrantz, et al, 1968). The 20-item instrument 
asked the respondent to rate the desirability of certain traits on a 
five-point semantic differential scale. From these 20 questions, three 
scales, are produced: Masculine (M), Feminine (F), and Masculine- 
Feminine (M-F). The feminine items were those rated desirable for 
both sexes, but more typical for women than men. The converse 
situation exists for masculine items. The M-F items are seen as being 
desirable for either sex, but not both. 
Heilbrun (1976) developed masculinity and femininity scales from 
the 300-item Adjective Check List (ACL; Gough and Heilbrun, 1965). 
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He selected the 28 masculine and the 26 feminine items. Only those 
items selected by males who identified with their fathers and items 
endorsed by women who identified with their mothers were used in the 
two scales. 
All these instruments, as well as the PRF-Andro, use the median 
split scheme of classifying individuals into sex-role types: high 
masculine/high feminine (androgynous), high masculine/low feminine 
(masculine typed), low masculine/high feminine (feminine typed), and 
low masculine/low feminine (undifferentiated or indeterminate). 
Statement of the Problem 
Victorian ideas about women still permeate United States society. 
Women are still expected to be passive, delicate, emotional, and sub¬ 
missive. This puts the female athlete in a precarious position, 
because the traits that are usually predicated to successful sports 
competitors are generally associated with males: aggression, 
dominance, and autonomy (Harris, 1971, p. 1). Women athletes have 
dual role expectations; being a woman and being an athlete (Hart, 
1971). Role conflict for the woman is a frequent occurrence. Dorothy 
Harris (1973) elaborates: 
When a female chooses to participate in vigorous competitive 
activity, she may be risking a great deal. She is laying on 
the line everything she may represent as a female in much the 
same way as the girl who first smoked in public risked her 
image, or the female who first appeared in public wearing 
pants. The female who has the courage of her convictions and 
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the security of her feminine concept is still taking a risk 
when she wins a tennis match from her male opponent or out¬ 
performs any male whether it be in sports, business, or a 
profession dominated by the male. Competitive sports are 
still primarily the prerogative of the male in this society. 
(p. 193). J 
Research shows that more than half of the female college athletes 
perceive a conflict between being an athlete and being feminine (Sage 
and Loudermilk, 1979). Cryptovictorian ideals about femininity 
manifest themselves in the forms of stereotypes and stigmas which are 
felt by both athletic and non-athletic women (Snyder, Kivlin, and 
Spreitzer, 1975). 
The perennial stereotype about sportswomen is that they become 
masculine, both physically and mentally. Studies have shown that 
women athletes do not differ statistically in height and weight from 
non-athletes (Snyder and Kivlin, 1975). The question of psycho¬ 
logical composition is a more interesting and complex topic. The task 
of separating the myth from'the reality is further complicated by a 
world view that often (consciously or unconsciously) imposes male 
standards on women. Sociologist George Simmel wrote: 
We measure the achievements and commitments...of males and 
females in terms of specific norms and values; but these 
norms are not neutral standing above the contrasts of the 
sexes; they have themselves a male character. (Coser, 1977). 
It is precisely this process of derogation based on outdated, 
male-oriented values which must be addressed. The female athlete 
toils under a multitude of difficulties. She is often referred to as 
masculine, unladylike, unrefined, or even homosexual. Any sports 
l 
7 
activity which involved physical contact, direct application of bodily 
force to a heavy object, or the projection of the body through the air 
in what is considered an ungraceful manner, is considered inappropri¬ 
ate for women. This is, in essence, a form of bigotry and discrim¬ 
ination. Sociological and psychological traits have been predicated 
to the woman athlete by society (i.e., masculinity, aggressiveness, 
dominance) without consideration of their veracity. 
Significance of the Study 
In recent years, the area of psychology of women athletes has 
received the research attention which for years was reserved only for 
their male counterparts. Most of the research, however, suffers 
greatly from inappropriate or unreliable instruments, inappropriate or 
unreliable research design, or insufficient sample size. These 
deficiencies will be evident upon the reading of the next chapter. If 
the only thing this study accomplished was the elimination of 
methodological errors, it would be worth doing. At the present time, 
no definitive conclusions can be drawn. This study can serve as a 
base of knowledge from which other researchers may build, and 
eventually get an accurate assessment of the psychological composition 
of the sportswoman. It is time the myths, stereotypes, and stigmas 
were replaced by truth, tolerance, and understanding. 
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The Purpose of the Study 
The sportswoman pays a price for stepping outside of what society 
considers "appropriate" gender behavior. There are few female 
athletes who have not been made to feel ashamed, guilty, anxious, 
insecure, or at least sociologically or psychologically uncomfortable. 
In one way or another, every sportswoman has been hurt by societal 
stigmas and stereotypes. Perhaps the worse case of all are the 
females who simply do not take part in sports at all, thereby 
effectively avoiding anxiety and role conflict, but depriving 
themselves of many hours of pleasant and healthy activity. This study 
will attempt to determine the relationship between sex-role orienta¬ 
tion and personality traits in female athletes. The intent of this 
investigation is to gain a better understanding of the psyche of the 
female athlete. At the same time, great precautions have been taken 
to avoid the usual pitfalls of research: social bias, inappropriate 
instrumentation, or inadequate research design. Most importantly, 
every stage of the analysis will be approached with understanding, and 
the tendency to settle for simple explanations will be consciously 
avoided. The hypotheses which are to be tested are listed in Table 1, 
along with a delineation of dependent and independent variables. 
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Null Hypotheses 
Dependent 
Yariable(s) Independent Variable(s) 
Ho:. - There is 
no difference in 
personality trait 
scores (Achieve¬ 
ment, Aggression, 
Dominance) be¬ 
tween the sample 
and the normal 
population. 
Achievement 
Aggression 
Dominance 
Sample Group. 
General Population. 
Ho:« - There is 
no relationship 
between person¬ 
ality traits 
(Achievement, 
Aggression, Dom¬ 
inance) and Mas¬ 
culinity and 
Femininity Scores. 
Achievement 
Aggression 
Dominance. 
Masculinity Score. 
Femininity Score. 
Ho:3 - There is 
no relationship 
between parental 
educational level 
(father and mother) 
and personality 
traits. 
Achievement 
Aggression 
Dominance 
Father's Educa¬ 
tional Level. 
Mother's Educa¬ 
tional Level. 
Ho:, - There is 
no relationship 
between parental 
educational level 
(father and mother) 
and Masculinity and 
Femininity scores. 
Masculinity Scores 
Femininity Scores 
Father's Educa¬ 
tional Level. 
Mother's Educa¬ 
tional Level. 
STUDY OUTLINE 
Chart 1 
continued on next page 
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Chart 1, continued: 
Null Hypotheses 
Dependent 
Yariable(s) Independent Variable(s) 
Ho:5 - The sample 
wilT be equally 
distributed among 
the four sex role 
categories (P =P = p —d \ am 
Kf~Ki * 
The number of 
individuals in 
each category 
Androgynous 
Femi ni ne 
Masculine 
Indeterminate 
Hoig - The observed 
proportions will be 
equal to the pro¬ 
portion expected in 
the population. 
(P(s) ■ V 
The number of 
individuals in 
each category 
Sample Group 
Normal Group 
Ho:, - The four 
sex-role groups 
have the same level 
of (Achievement, 
Aggression, and 
Dominance). 
Achievement 
Aggression 
Dominance 
Androgynous 
Feminine 
Masculine 
Indeterminate 
Hoig - The four 
sex-role groups 
have the same level 
of (Aggression and 
Dominance) when the 
level of Achieve¬ 
ment is controlled. 
Aggression 
Dominance 
Androgynous 
Feminine 
Mascul ine 
Indeterminate 
Achievement (co¬ 
variant) 
Ho:g - The four sex- 
rol? groups have the 
same personality pro¬ 
files (Aggression and 
Dominance). 
Aggression 
Dominance 
Androgynous 
Feminine 
Mascul ine 
Indeterminate 
continued on next page 
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Chart 1, continued: 
Null Hypotheses 
Dependent 
Variable(s) 
Independent 
Variable(s) 
Ho:io - The four Aggression Androgynous 
sex-role groups Dominance Feminine 
have the same per- Masculine 
sonality profiles Indeterminate 
(Aggression and Achievement (co- 
Dominance) when the 
level of Achieve¬ 
ment is controlled. 
variant) 
Ho:11 - The four Aggression Androgynous 
sex-role groups Dominance Feminine 
have the same per- Masculine 
sonality profiles 
(Aggression and 
Dominance) when the 
level of Achieve¬ 
ment and Parental 
Educational Level 
is controlled. 
Indeterminate 
Father's Educa¬ 
tional Level, (co¬ 
variant) 
Mother's Educa¬ 
tional Level, (co¬ 
variant) 
Achievement (co¬ 
variant) 
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Definitions 
The following terms all relate to personality traits measured by 
the Edwards Personal Preference Schedule (EPPS) and the Personality 
Research Form (PRF). A clear conception of these definitions is 
needed because they will be referred to frequently in the next four 
chapters of the study. 
1. Achievement (Ac) - to do one's best, to be successful, to 
accomplish something of great significance. 
2. Deference (De) - to get suggestions from others, to accept 
the leadership of others, to do what is expected. 
3. Order (Or) - to have work neat and organized, to make 
plans. 
4. Exhibition (Ex) - to have others notice and comment upon 
one's appearance, to talk about personal experiences and 
adventures, to be the center of attention. 
5. Autonomy (Au) - to say what one thinks about things, to do 
things that are unconventional, to do things without 
regard to what others may think. 
6. Affiliation (Af) - to be loyal to friends, to do things 
for friends, to form new friendships. 
7. Succorance (Su) - to have others provide help when in 
trouble, to seek encouragement from others. 
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8. Dominance (Do) - to argue for one's point of view, to be a 
leader in groups to which one belongs. 
9. Abasement (Ab) - to feel guilty when one does something 
wrong, to accept blame when things go wrong. 
10. Nurturance (Nu) - to help friends when they are in 
trouble, to forgive others, to treat others with kindness 
and sympathy. 
11. Change (Ch) - to do new and different things, to 
experiment and try new things, to experience novelty and 
change in daily routine. 
12. Endurance (En) - to keep at a job until it is finished, to 
work hard at a task, to work at a single job before taking 
on others. 
13. Aggression (Ag) - to attack contrary points of view, to 
become angry, to blame others when things go wrong, to 
criticize others publicly. 
14. Cognitive Structure (Cs) - to dislike ambiguity or un¬ 
certainty in information. 
15. Harmavoidance (Ha) - to not enjoy exciting activities, 
especially if danger is involved. 
16. Impulsivity (Im) - to act on the "spur of the moment" 
without deliberation, and to speak freely. 
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17. Play (PI) - to do things "just for fun"; to spend a good 
deal of time participating in games, sports, social 
activities, and other amusements. 
18. Sentience (Se) - to notice smells, sounds, sights, 
tastes, and the way things feel; to believe that these 
sensations are an important part of life. 
19. Social Recognition (Sr) - to want to be held in high 
esteem; concerned about reputation and what other people 
think. 
20. Understanding (Un) - to want to understand many areas of 
knowledge; inquiring, reflective, analytical, and 
intellectually curious. 
21. Infrequency (In) - to respond in an implausible or pseudo¬ 
random manner due to carelessness, poor comprehension, 
passive non-compliance, or confusion. (Jackson, 1984) 
Overview 
The organization of this study will be built around five 
chapters. Chapter 2 presents a review of significant literature 
relating to the personality characteristics and sex-role orientation 
of the female athlete. Included will be a discussion of the 
limitations and deficiencies in each of the studies. 
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Chapter 3 will present the methodology for conducting the study 
and the statistical techniques to be utilized in the testing of the 
stated hypotheses. In Chapter 4, data will be evaluated and 
interpreted, and conclusions formulated. The final chapter will 
consist of a summary of study conclusions, as well as recommendations 
for further study. 
CHAPTER II 
REVIEW OF THE LITERATURE 
In the late 1950s and during the decade of the 1960s, there was 
much interest in the psychological make-up of athletes. Due to social 
values, almost without exception, the focus of investigation was the 
male competitor. The role of women in all facets of participation 
expanded greatly in the 1970s. This increased female involvement, as 
well as the legal impetus of Title IX, prompted researchers (many of 
them women) to profile the personalities of women in sports. The 
eight major studies contained in this paper all address the question 
of the psychological composition of the female athlete. 
The Peterson, Weber, and Trousdale Study 
The intent of these University of Oklahoma researchers is to 
discern the psychological differences.of women who compete in team 
sports and those who engage in individual events (Peterson, Weber and 
Trousdale, 1968). The subjects in this study were volunteers chosen 
from a group of 156 women AAU athletes, and the 1964 United States 
Olympic team. A total of 38 women from individual sports (swimming, 
diving, riding, fencing, canoeing, gymnastics, and track and field) 
agreed to participate. The 59 women athletes were all part of the 
Olympic basketball and volleyball teams. 
Each participant in the study completed Cattell's Sixteen Person¬ 
ality Factor questionnaire (16PF). The raw scale scores were then 
16 
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converted to Sten scores, which are standard scores on a 10-point 
scale. Sten scores above 6 and below 4 on the 16PF are considered 
deviant. The t-test was used to discern possible differences between 
groups for each of the 16 factors. 
Table 1 shows the comparison of the two groups of Sten scores. 
The 16 bi-polar scales may be described as follows: Factor A (reserved 
vs. outgoing). Factor B (less intelligent vs. intelligent). Factor C 
(emotionally unstable vs. emotionally stable). Factor E (humble vs. 
assertive) Factor F (sober vs. happy-go-lucky). Factor G (expedient 
vs. conscientious). Factor H (shy vs. venturesome). Factor I 
(tough-minded vs. tender-minded). Factor L (trusting vs. suspicious). 
Factor M (practical vs. imaginative) Factor N (forthright vs. shrewd). 
Factor 0 (placid vs. apprehensive). Factor Q[l] (conservative vs. 
Table 1 
Comparison of Mean Sten Scores of Individual Sports Athletes 
and Team Sports Athletes on Factors of the 16 PF 
Factor I T Factor I T 
A 4.08 4.37 L 6.20 6.53 
B 6.99 6.75 M 6.13 4.05* 
C 6.63 5.96 N 5.00 5.96* 
E 6.58 5.52* 0 5.01 5.33 
F 5.37 5.08 Q[l] 5.89 5.01* 
G 5.60 5.91 Q[2] 6.08 5.01* 
H 6.49 5.41* Q[3] 5.43 5.58 
I 5.20 3.77* Q[4] 5.12 5.18 
* Observed difference significant at or beyond the .05 level. 
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experimenting). Factor Q[2] (group-dependent vs. self-sufficient). 
Factor Q[3] (undisciplined vs. controlled). Factor Q[4] (relaxed vs. 
tense). A low score on any of the factors corresponds to the first 
description given, and a high score to the latter explanation. 
Differences were found (as denoted by an asterisk) on seven of the 
personality traits. Female competitors of individual sports were 
found to score higher on the assertive scale (Factor E), more 
adventurous (Factor H), more sensitive (Factor I), more imaginative 
(Factor M), more experimenting (Factor Q[1]), and more resourceful 
(Factor Q[2]) than women who engaged in team sports. Team members 
were found to be more worldly and sophisticated (Factor N) than 
individual sports athletes. 
The study concludes by profiling the average individual sports 
competitor as "dominant, impulsive, introverted, and independent in 
both thought and deed." Team players were said to be dependable, 
practical, stable, and emotionally well-disciplined. Both groups were 
found to be less social than the average for women their age. The 
athletes were also intellectually brighter, more conscientious, 
assertive, and enduring than other women of "equivalent age and 
education." These assertions were made because the athletes either 
scored above or below the threshold levels of 6 and 4. 
This was probably the first study to examine empirically the 
psychological makeup of the female athlete. The use of Olympic team 
members may make the sample somewhat less representative of the 
19 
members may make the sample somewhat less representative of the 
universe of female athletes. The main problem with doing individual 
vs. team sports comparisons is that large samples are required because 
the means of each sport should be examined first before the categories 
are collapsed. There is no reason to expect runners and equestrians 
to be alike. The use of Sten scores instead of raw scale scores in 
the t-test calculations is also methodologically debatable. 
The Wendt and Patterson Study 
In this study, the personality traits of 21 women participating 
in intercollegiate team sports were compared with 21 women competitors 
of individual sports (Wendt and Patterson, 1974). This admittedly 
"small group" of volunteers completed the Edwards Personal Preference 
Schedule (EPPS) anonymously. The means of the two groups are 
presented for each of the 15 personality characteristics of the EPPS 
in Table 2. 
The authors conclude that there are no differences between the 
two groups on any of the traits. The omission of standard deviations 
from the data presentation renders the comparison of means relatively 
useless. Moreover, no statistical tests were conducted; not even 
simple t-tests. Also, the indiscriminate grouping of very diverse 
sports under the headings of individual sports (golf, gymnastics, 
skiing, swimming, tennis, and track) and team sports (basketball, 
field hockey, softball, and volleyball) is questionable. A one-way 
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Table 2 
Comparison of Individual and Team Sports Competitors on Raw 
Scores of the Edwards Personal Preference Schedule 
Scale Individual Team 
Achievement 14.29 14.19 
Deference 9.57 10.86 
Order 6.10 5.38 
Exhibition 15.91 13.86 
Autonomy 14.81 14.91 
Affiliation 16.10 17.29 
Intraception 16.81 17.76 
Succorance 12.95 14.86 
Dominance 11.86 12.81 
Abasement 16.48 16.86 
Nurturance 17.43 19.43 
Change 18.57 18.67 
Endurance 9.24 10.24 
Heterosexuality 16.91 12.10 
Aggression 12.33 11.57 
factoral analysis of variance with a substantially larger sample size 
might have been better suited for the intended purposes. Also, with 
such small sample sizes, the possibility of Type II error is very 
great. 
The O'Connor and Webb Study 
The aim of this study was to compare the personality composition 
of four groups of volunteer female college athletes, and one group of 
volunteer non-athletes (O'Connor and Webb, 1976). The athlete sample 
represents two universities, and four different sports: basketball 
(N-13), gymnastics (N=6), tennis (N=9), and swimming (N=13). Both 
forms A and B of the Cattell Sixteen Personality Factor Test (16PF) 
were given to all subjects during the two weeks prescribed by Raymond 
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Cattell (Cattell and Eber, 1957). The administration of both forms 
putatively increases test validity and reliability. A brief personal 
information questionnaire was also completed by the participants. It 
contained questions about the subject's age, height, weight, year in 
school, academic major, and athletic history. 
The authors chose multivariate stepwise discriminate analysis to 
examine the 16 personality factors for differences among groups. This 
statistical technique was selected over others because of its "power 
to discriminate and exclude contamination by other variables" 
(O'Connor, p. 206). O'Connor and Webb than decided to do post hoc 
F-comparisons in order to “prevent the results from being influenced 
by between-variable interaction"...and to "determine the location of 
the significant group differences" (Ibid.). The results of this 
analysis are presented in Table 3. 
Significant differences were found among groups on four different 
personality characteristics. Factor B (intelligence). Factor Q[l] 
(conservative vs. experimenting). Factor Q[2] (group dependent vs. 
self-sufficient), and Factor Q[3] (undisciplined self-conflict vs. 
controlled). The groups which differed in scoring are shown in the 
last column in Table 3, under "significant post hoc comparisons." All 
groups were found to be above the mean on Factor B except basketball. 
On Factor Q[l], swimming, tennis and non-athletic groups classified as 
more experimenting than the basketball group. Tennis players were 
found to be much less self-sufficient (Factor Q[2]) than basketball 
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players, swimmers or non-athletes. Finally, an inspection of factor 
Q[3] reveals that the basketball and swimming groups are more con¬ 
trolled than either the gymnastic or tennis groups. 
The researcher's choice of discriminate analysis for the stated 
purpose is indeed a unique one. It is also probably the wrong choice. 
First of all, with such small sample sizes, any results from the use 
of this technique would be very questionable at best. The decision to 
use step-wise instead of regular discriminant analysis is also 
disputable since their purpose here is not to reduce the number of 
variables in the analysis, and co-linearity would not seem to be a 
concern. All of the normal statistics that should accompany any test 
of this kind are excluded. The discriminant functions (four would be 
required here) are not included as well as figures on their prediction 
and classification accuracy. A simple classification matrix is needed 
as well as accuracy statistics such as Chi-square, Mahalanobis' D[2], 
or Wilks' lambda U Statistic. All this is really a moot subject, 
since this problem would have been better dealt with using analyses of 
variance and the appropriate post hoc comparison tests. Considering 
the small sample size, it would also have been better if all the 
sports groups had been combined and then compared to a larger sample 
of non-athletes. 
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The Balazs Study 
As part of her doctoral dissertation, Balazs conducted an ex- 
post-facto study of 24 female competitors in the 1972 Olympics 
(Balazs, 1977). The purpose of the investigation was to determine the 
psychological and sociological make-up of women who obtain high levels 
of athletic achievement. The Edwards Personal Preference Schedule 
(EPPS) was used as a measure of personality traits. The Personal Data 
Questionnaire (PDQ), an instrument created by the researcher to 
extract demographic information from subjects, was also given. 
Additional in-depth interviews were conducted to obtain qualitative 
data. 
The subjects filled in the EPPS answer sheets anonymously and the 
forms were hand scored. Group means were then calculated for each of 
the 15 personality traits plus a consistency measure. The group 
means, standard deviations, and variances are presented in Table 4. 
The raw scores were then converted into percentile ranks based on the 
EPPS norms for college women. 
Scores that are important are those which differ significantly 
from the 50th percentile. Two personality traits are said to be 
higher than normal: achievement (74%) and autonomy (70%). This is 
quite understandable for a group of outstanding female athletes. The 
lowest group needs were affiliation (38%), and intraception (38%). An 
impression of a somewhat solitary, goal-oriented individual can be 
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drawn from these results. The authors conclude that a successful 
female athlete is well-balanced, and differs from the normal 
population only in the traits mentioned earlier. They finally 
conclude that since the empirical results reflect a theoretical 
position, the Edwards is "a promising personality measure to assess 
achievement motivation" (Ibid., p. 47). 
The last conclusion is very untenable. An average percentile 
ranking of 74 is not really very high, especially considering the 
nature and size of the population. No valid implications can be made 
based on this study. The most glaring weakness, however, stems from 
the total absence of statistical tests of group differences. After 
calculating means, and standard deviations, it would have been a simple 
matter to look up the corresponding figures in the EPPS manual, and 
compute t-statistics. 
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TABLE 4 
Group Scores on the EPPS of a Sample of 1972 
Olympic Contenders 
U.S . Female 
EPPS 
Item Description 
Group 
Average 
Group 
SOB N Variance 
1 Achievement 15.25 3.14 24 9.85 
2 Oeference 11.63 3.84 24 14.73 
3 Order 10.25 4.43 24 19.60 
4 Exhibition 13.21 4.26 24 18.17 
5 Autonomy 14.25 5.59 24 31.19 
6 Affiliation 15.74 3.94 24 15.52 
7 Intraception 15.46 4.96 24 24.58 
8 Succorance 13.54 5.05 24 25.50 
9 Dominance 12.46 3.97 24 15.75 
10 Abasement 14.79 4.66 24 21.75 
11 Nurturance 15.96 4.49 24 20.12 
12 Change 15.96 5.73 24 32.79 
13 Endurance 13.00 5.32 24 28.25 
14 Heterosexuality 15.38 6.56 24 43.07 
15 Aggression 11.50 3.95 24 15.58 
16 Consistency 6.08 1.53 24 
2.33 
Source: 
Femal e 
Eva Balazs, "A Personality Needs Profile 
Athletes." Journal of Clinical Psychology 
of 
, 32 
Some Outstanding 
, 1977 , p. 46. 
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The Stoner and Bandy Study 
The volunteer subjects of this study included 30 females 
competing in intercollegiate individual sports, 30 female members of 
inter-collegiate team sports, and 30 non-athletics college women 
(Stoner and Bandy, 1977). The individual sports included tennis, 
diving, badminton, bowling, and track. Basketball, volleyball, field 
hockey, and softball were the team sports under investigation. 
The Edwards Personal Preference Schedule (EPPS) was used to test 
for personality differences among the three groups. A one-way 
analysis of variance was used to determine the difference on the 15 
EPPS scales. The results of the analysis can be viewed on Table 5. 
Significant differences were found on four scales: deference (F 2,87 
4.61, p < .05), intraception (F 2,87 s 7.03 < .01), change (F 2,87 = 
5.12, p < .01), and heterosexuality (F 2,87 = 4.42, p < .05). Tukey' 
HSD test indicates that the difference in all four personality traits 
are between the non-participants and the athletes. Significant 
differences were found between non-participants and team athletes on 
deference (F 2,87 = 4.26, p < .05), intraception (F 2,87 = 3.94, p < 
.05), change (F 2,87 = 4.18, p < .05), and heterosexuality (F 2,87 = 
4.25, p < .05). Individual athletes differ from non-participants on 
intraception [interspection] (F 2,87 = 5.14, p < .01), and change (F 
2,87 = 3.52, [ < .05). 
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TABLE 5 
Means and Standard Deviations for 15 EPPS Scales (n = 30) 
Edwards Non- Ind. sport Team sport 
participants participants participants 
M SD M SD M SO 
Achievement 
Deference 
Order 
Exhibition 
Autonomy 
Affiliation 
Intraception 
Succorance 
Dominance 
Abasement 
Nurturance 
Change 
Endurance 
Heterosexuality 
Aggression 
13.67 4.50 
9.83 3.13 
8.57 3.64 
14.87 3.26 
14.00 5.27 
16.40 4.59 
18.93 4.10 
12.70 4.43 
12.73 5.13 
13.20 5.33 
17.97 4.41 
18.76 4.48 
10.97 5.45 
17.57 5.34 
10.27 3.76 
11.83 3.84 
11.43 3.13 
10.34 4.89 
14.50 4.07 
13.73 4.63 
18.10 4.31 
15.26 4.01 
14.43 4.46 
11.03 4.31 
16.63 4.07 
18.63 5.49 
15.86 5.12 
11.03 4.63 
15.63 5.67 
10.84 5.18 
12.53 3.29 
12.30 3.30 
9.13 4.15 
13.73 3.27 
13.57 3.20 
18.30 4.07 
16.13 3.91 
13.20 5.39 
12.80 3.53 
18.06 3.86 
18.59 4.73 
15.33 3.49 
10.77 5.40 
12.80 7.32 
12.27 4.25 
The findings suggest that women college athletes (team and 
individual) do not differ in personality makeup as measured by the 
EPPS. This would be consistent with the conclusions of Wendt, et al. 
(1974). Non-participants differ from participants in that they have a 
higher need for intraception, change, and heterosexuality, and a lower 
need for deference. 
The methodology is the strong point of this study. It was a good 
idea to compare the two athletic groups (experimental) with a non- 
athletic (control) group. The research would have been much more 
beneficial if the sample of volunteers in each category had been at 
least doubled. This would have decreased the possibility of Type II 
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error greatly, and would have lowered the within cell variance which 
is intensified by grouping many diverse sports together in one group. 
The Butt and Schroeder Study 
This Canadian study differs from most of the others because 
antecedent family characteristics were included as a possible 
correlant to the sex-role and socialization patterns of female 
athletes (Butt and Schroeder, 1980). The investigators hypothesized 
that different styles of sport participation should be identified in 
relationship to sex-role orientation and socialization measures. The 
participants were 121 female athletes, 36 of whom were members of a 
competitive swimming club. They are said to average 17.3 in age, be 
active in a sport or recreational activity, and range in competence 
from beginners to members of a national team. 
Four instruments were used to measure personality in this study. 
The Femininity and Socialization scales of the California Psycho¬ 
logical Inventory (CPI) was administered to the entire sample. So, 
too, was the Sport Protocol (designed by Butt to determine attitudinal 
positions on sports and leisure activities). A very succinct tool, 
the Sport Motivation Scales (Butt, 1979) was also taken by all 
involved. Only swimming club members, however, completed the 
Personality Research Form (PRF). 
The participants were divided into four quadrants using the 
median split technique, with the Femininity and Socialization scales 
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of the CPI. The four groups formed by this method are: high 
femininity-high socialization (Quadrant 1, N = 40), low femininity 
-high socialization (Quadrant 2, N = 29), low femininity-low social¬ 
ization (Quadrant 3, N = 32), and high femininity-low socialization 
(Quadrant 4, N = 20). An analysis of variance was conducted on the 
four groupings, with the measures of the Sports Motivation Scales and 
three variables from the PRF used as dependent variables. A special 
self-report inventory was used to obtain background information such 
as: 1) support from mother and father in sport, 2) ambition of self 
and coaches, 3) most influential person during development, 4) future 
career choice, and 5) demographic characteristics (i.e., age, 
education, height, and weight) was also obtained. Finally, interviews 
were conducted on the extreme scorers in each of the four groups. 
No statistically significant differences were found among the 
four quadrants on the variables of age, education, height, weight, 
ambition in sport, and ambition of the coach. Table 6 reports the 
significant findings. The results indicate that Quadrants 2 and 3 
(both low femininity) were highest in achieved level of sports 
competence, while the high femininity groups (Quadrants 1 and 4) 
scored low in this area. Members of Quadrant 4 had the highest number 
of siblings and the highest sports motivation. Quadrant 2 members 
(low femininity-high socialization) experienced the least neurotic 
conflict (as measured by Butts' Sports Protocol) (2.8) followed by 
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TABLE 6 
Results of F and Multiple Range Tests on Variable Scores for Four 
Personality Types 
Means of Quadrants[l] 
Variable F-value 
Level of 
Signifi¬ 
cance 
1 2 3 4 
Competence 
level 2.7 .05 1.6 2.3 2.1 1.8 
Number of 
siblings 3.0 .03 2.4[ab] 2.1[abl 1.9[a] 3.4[bl 
Total Sports 
Motivation 2.3 .04 20.3 22.6 25.1 26.2 
Neurotic 
Conflict 4.3 .007 3.2[ab] 2.8[a] 4.6[b] 4.3[ab] 
Dominance 4.0 .03 
Personality Research Form 
8.4[b] 5.8[abl 3.4[a] 
Variables 
6.5[ab] 
7.3[ab] Endurance 6.7 .001 10.6[b] 11.8[b] 6.7[a] 
Infrequency 4.1 .02 .6[ab] .Of a] .6[ab] 2.0[b] 
f i j Means to Mowed by same letter are homogeneous on multiple range 
test. If no letter, the 4 means are homogeneous. 
Quadrant 1 (3.2). The PRF scales revealed that groups 2 and 4 
displayed the same dominance levels, while groups 1 and 3, 
respectively, scored significantly higher and lower on this trait. 
The high socialization groups (1 and 2) were both high on endurance, 
with group 3 obtaining the lowest score. Finally, Quadrant 2 took the 
test most carefully (Infrequency .0) and Quadrant 4 the least (2.0) 
A sumnary of the profiles of the four personality types is 
available in Figure 1. 
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The study concludes that: 
(1) quadrants 1 and 2 are both well adjusted groups with 
quadrant 2 members being the best paradigm of sports 
competence because of high assertiveness, independence, and 
control; 
(2) quadrants 3 and 4 display problem patterns because of low 
socialization and control levels; 
(3) quadrant 3 individuals have genuine sports potential, but 
face the major problem of behavioral control; 
(4) quadrant 4 individuals were forced into sports to please 
someone else, and therefore sport is not an opportunity for 
self development. (Ibid, p. 97) 
Overall, the study is one of the best in this small field. The 
only major drawback in this investigation is the lack of a sufficient 
description of the sample. The researchers note that all participants 
were active in a sport or recreational activity. This could mean 
anything from daily jogging to intramural participation to an 
organized sports team. Also, due to the young average age of the 
sample (17.3) it appears that Butt and Schroeder mixed high school and 
college athletes. These two groups would certainly be expected to 
differ psychologically. Also, the research design is a bit muddled in 
that a non-randomly selected group (the swimming club) received a 
specific treatment (the PRF) which was generalized to the entire 
sample. It is also a mystery why the Infrequency scale of the PRF (a 
validity scale) is used when the inventory contains many other traits 
(i.e., autonomy, aggression) which would be of interest to researchers 
in this area. The conclusions are also a bit heavy-handed, given the 
sample and methodology. 
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Del Rey and Sheppard Study 
These two researchers are concerned with the relationship of 
self-esteem to psychological androgyny and sex role stereotyping. The 
population of interest is female college athletes (Del Rey and 
Sheppard, 1981). A sample was taken of 119 women competing at the 
varsity level in three public universities. These volunteer subjects 
represented the sports of basketball, fencing, field hockey, 
gymnastics, softball, swimming, track, and volleyball. The Texas 
Social Behavior Instrument (TSBI) was used to estimate self-esteem, 
while the short form of the Personal Attributes Questionnaire (PAQ) 
measured psychological sex roles. The PAQ classifies subjects in four 
categories: (1) androgynous (possessing both masculine and feminine 
traits), (2) stereotypically masculine, (3) stereotypically feminine, 
and (4) undifferentiated. 
More of the athletes fell into the androgynous and masculine 
categories (32.77% and 22.68%). A two-way analysis of variance design 
(school x PAQ category) was utilized with self-esteem, masculine value 
(MV) and feminine value (FV) as dependent variables. Table 7 reveals 
significant college and PAQ category effects in all three dependent 
variables. Since no "college x PAQ" category interaction was 
evidenced, the researchers decided to collapse PAQ categories across 
colleges, and conduct one-way ANOVAs. Table 8 illustrates the 
results of such a choice. Again, self-esteem was significantly 
different for all four categories: androgynous (95.61), masculine 
(91.14, feminine (82.61), and undifferentiated (75.63). As predicted 

9£ 
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by theory, androgynous and masculine subjects scored higher on 
self-esteem than persons classified as feminine or undifferentiated 
subjects. They also found significant categorical differences using 
MY scores and FY scores as the dependent variables. Del Rey and 
Sheppard maintain that since masculine and androgynous subjects had 
significantly higher MY scores, and since feminine and androgynous 
subjects had higher FY scores than the other groups, this is evidence 
of the validity of the androgyny theory. Pearson correlations between 
self-esteem and MY and self-esteem and FV yield significant coeffici¬ 
ents of .522 and .205 respectively. For androgynous subjects alone 
the computed correlation between MV and self-esteem was .45. No 
information was given about the correlation of each PAQ category and 
self-esteem. 
The researchers concluded that the strong relationship between 
psychological androgyny and self-esteem is due in part to the 
relationship of masculinity to self-esteem. Since no significant 
inverse relationship was found between FV and self-esteem, they 
concluded that "the absence of characteristics to lesser degree do not 
yield high self-esteem and do not result in a significant relation¬ 
ship with self-esteem" (Ibid., p. 173). 
The use of analysis of variance on self-esteem scores partialized 
by psychological sex-role orientation was a legitimate validation 
procedure which has been substantiated in other studies (O'Connor, et 
al, 1978; and Helmreich and Spence, 1977). However, the use of MV 
scores and FV scores as dependent values in ANOVA is not without its 
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drawbacks. While this action may not violate any of the major 
assumptions of analysis of variance, the use of MV and FV to classify 
the subjects and then usinQ those same scores as dependent measures 
defeats the purpose of the test. The fact that the researchers found 
a difference among categories may simply be a matter of a self-ful¬ 
filling prophecy. 
The Salisbury and Passer Study 
The hypotheses of interest here was whether female athletes in 
stereotypically non-feminine sports possess more liberal attitudes 
toward women's role in society than participants in the traditionally 
feminine sports (Salisbury and Passer, 1982). This issue was also 
tested across two age group categories. The subjects included 189 
women volunteers, ages 19-65, and 184 female adolescent volunteers, 
ages 14-18. The sports represented in the sample included basketball, 
rugby, soccer, softball, tennis, track/running, and volleyball. 
The sports were ranked from most feminine to most unfeminine. 
This was done by having participants of their own sport indicate their 
degree of agreement with the statement: "For women, competing in 
_ is an unfeminine thing to do." They were asked to rate 
their response on a seven-point scale (l=strongly agree, 7=strongly 
disagree). They were then given the short version of the Attitudes 
Toward Women Scale (AWS) to determine their attitude toward women's 
roles. The AWS is a very concise instrument, consisting of 15 
statements concerning women's rights and roles in society. It is 
scored on a four-point Likert scale (0-3). An aggregate score was 
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TABLE 9 
Means and Standard Deviations on the Attitudes Toward 
Women Scale as a Function of Sport and Age Group 
Sport (n) 
Adults 
M SD (n) 
Adolescents 
M SD 
Tennis 27 30.93 7.30 30 29.60 7.24 
Volleyball 31 34.81 6.85 25 31.40 6.17 
Softball 33 34.27 6.02 25 33.24 5.50 
Track/Running 30 39.07 4.84 41 30.02 7.20 
Soccer 29 36.07 6.40 29 32.00 5.86 
Basketball 26 37.70 7.77 34 31.00 6.40 
Rugby 13 43.15 2.04 - - - 
Source: Jan Salisbury, et.al., "Gender-Role Attitudes and Participants 
in Competitive Activities of Varying Stereotypic Femininity," Person- 
ality and Social Psychology Bulletin, Vol. 8, No. 3, (September, 
p. 488. -- 
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obtained for each subject. The higher the total score, the more 
"liberal" or pro-feminist the subject. 
The sports are ordered, in Table 9, from most feminine to the 
least feminine, as determined by indigenous ratings. Means, standard 
deviations and the numbers in each of the categories are listed. 
Rugby was not played by high school females in this Portland, Oregon 
sample. 
The authors used Spearman's rank-order correlation coefficients 
to test the relationship between ranks and AWS scores. For the adult 
sample, results showed that women in less feminine sports had more 
liberal sex-role attitudes than women in the feminine rated sports. 
The Spearman's r[s] was found to be .39, which was significant at the 
.001 level. This was not the case, however, with the adolescent 
sample. For this group the correlation was not found to be signifi¬ 
cant (r[s] s .02). 
Additionally, an analysis of variance (ANOVA) was used to inspect 
the conjoint efforts of sports femininity and age group upon AWS 
scores. To promote group comparability, rugby was dropped from the 
analysis. A median split was then used to reclassify tennis, 
volleyball, and softball as high-femininity sports, and track, soccer, 
and basketball as low-feminity sports. The ANOVA revealed significant 
main effect of both age group (F[l,356] = 40.57, p < .001), and sports 
femininity (F[l,356] = 7.24, p < .01). The results were qualified by 
a significant interaction (F[l,356] = 10.71, p < .001). This 
necessitated the use of the Tukey Honestly Significant Difference Test 
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(HSD), an a posteriori test that compares individual cell means. The 
HSD test showed that adults in low-feminine sports (M = 37.62) had 
sex-role attitudes that were significantly different from adults in 
high-feminine sports (M = 33.46), or adolescents in either low- or 
high-feminine sports (M = 30.89 and 31.30 respectively). 
The study concludes that the original hypothesis is supported by 
the results of the adult sample. These researchers suggest that 
mostly women with pro-feminist attitudes choose to play organized 
sports beyond the high school level. 
If there is no difference between AWS scores between female 
college athletes and non-athletes then another reason must be 
responsible for the occurrence. It is possible that there is a 
tendency for females with pro-feminist stances to decide to attend 
college. A more plausible explanation, however, is that once in 
college, many women are educated and aculturated into envisioning 
larger roles for themselves in society. 
While the academic world has benefited from the studies in this 
area, no consistent patterns have been found. This is due to several 
factors: (1) inappropriate research design, (2) insufficient sample 
size, (3) unreliable, inappropriate, or invalid measuring instruments, 
(4) incorrect choice of statistical methodology, and (5) the stating 
of conclusions which are inflated, given the constraints and 
limitations of the study. 
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The Collcer and Widom Study 
These researchers were Interested In examining the interrelations 
among the variables of psychological masculinity and femininity, 
self-esteem, and attitudes toward women (Colker and Widom, 1980). 
Several questions were investigated in this study: 
1) female athletes were compared to their non-athletic collegiate 
counterparts on masculinity scores; 
2) athletes from different sports were compared on the same sex-role 
scales; 
3) the level of athletic experience and commitment were correlated 
with self-esteem and attitudes toward women; and 
4) changes due to time were examined by retesting a subset of the 
athletes later in the season. 
The population in this study consisted of 71 intercollegiate 
varsity women athletes at a major northeastern university. The 
volunteer subjects represented four sports: crew, basketball, squash, 
and swimming. For purposes of comparison, a sample of-185 non- 
athletic women from the same university was obtained. 
Three different instruments were used to measure the variables in 
this analysis. The Personal Attributes Questionnaire (PAQ, Spence, 
Helmreich and Stapp, 1974) supplied masculinity and femininity scores. 
The Texas Social Behavior Inventory (TSBI, Helmreich and Stapp, 1974) 
provides a measure of self-esteem based on the respondents' self¬ 
rating their self-confidence and competency in interpersonal 
situations. The Attitudes Toward Women Scale (AWS, Spence, Helmreich 
and Stapp, 1973) is a short, 15-item inventory which measures 
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attitudes about women; the higher the score the more "pro-feminist" 
the subject. Finally, the participant was asked to rate her 
commitment to athletics on a one-to-ten scale, where one indicated the 
lowest level of commitment, and ten the highest. Some additional 
perfunctory demographic questions were also used. 
Table 10 shows the means and standard deviations of the dependent 
variables for both athletes and non-athletes (College students). 
TABLE 10 
Means and Standard Deviations for Female Athletes 
and College Students on Psychological Masculinity, 
Femininity, Attitudes Toward Women, and Self-Esteem 
College 
Athletes Students 
Variable 
(N = 
Mean iN " Mean 
58) 
“5U 
Masculinity 21.4 5.0 20.1 4.5 
Femininity 21.7 4.6 23.6 4.r 
Attitudes Toward Women 38.2 6.6 39.8 5.2 
Self-esteem 39.5 8.7 - - 
a p<.05. 
Source: R. Colker and C. Widom, Correlates of Female Athletic 
Participation; Masculinity, Femininity, Self-Esteem, and 
Attitudes Toward Women, Sex Roles, Volume 6, No. 1, 1980, 
p. 5?. 
The two groups did not differ significantly in masculinity, attitudes 
toward women, and self-esteem. The did differ, however, on femininity 
(t(l,254) =2.43, p<.05). 
44 
The population was then classified Into the four sex-role 
categories: androgynous (high masculine-high feminine); feminine (low 
masculine-high feminine); and undifferentiated (low masculine-low 
feminine). The medians used to determine the cutoff points were based 
on the norms of Spence and Helmreich (1978). A chi-squared statistic 
was calculated for the two gruops to test whether there existed a 
difference In distribution among the four categories; It was found to 
be non-significant. 
The athletes were then segmented by sports (crew, squash, 
swimming, and basketball) and examined using one-way analysis of 
variance on each of the personality and attitudinal variables. No 
group difference was found with any of the dependent variables. The 
authors suggest that perhaps the sport chosen by a female athlete is 
unrelated to psychological masculinity, femininity, self-esteem, or 
attitudes toward women (Ibid., Colker and Widom, p. 53). 
To measure the relationship between the athletes' level of 
commitment and the other variables, correlation coefficients were 
computed. The results are presented In Table 11. Commitment was found 
to be positively correlated with masculinity, femininity, and 
attitudes towards women. As in other studies, self-esteem was found 
to be more highly related to femininity, but not nearly as strongly 
(rs.31). 
Colker and Widom then decided to divide the athletes into two 
groups (high and low commitment) and use t-tests to compare them on 
each of the variables. Differences were found for masculinity 
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TABLE 11 
Intercorrelations Matrix for Personality and Attitudinal 
Variables for Female Athletes 
Commit- 
Variable ment 
Mascu- 
1 inity 
Femin¬ 
inity 
Self¬ 
esteem 
Attitudes 
toward 
women 
Commitment 1.00 
(N = 48) 
.44c .25a .15 .29a 
Masculinity 
(N - 71) 
1.00 .15 .71c .15 
Femininity 
(N - 71) 
1.00 .31b .08 
Self-esteem 
(N = 70) 
1.00 .07 
a p<.08 
b p<.01 
c p<.001 
Source: Ibid., p. 54. 
(t=3.1, p<.01), and attitudes towards women (t=2.77, p<.01) - Women 
with high commitment were more masculine and more pro-feminist. 
They repeated the process using experience level as the 
independent grouping variable (high and low). As one might expect, 
experienced athletes were more committed than novices (t=4.72, 
p<.001). No differences were found on any of the other variables. 
The members of the crew team were retested for changes over time. 
All variables remained constant except the level of commitment, which 
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tended to Increase, and self-esteem, which also rose during the 
six-month period. 
The researchers finally concluded that: 
1. "...women who engage in organized sports on a regular basis are not 
necessarily more masculine than their college peers..." (Colker, et 
al., p. 56). — 
2. "Being a committed athlete...does not necessarily make one more 
profeminist than one's college peers." (Ibid., p. 57). 
3. "The fact that all of these teams were composed mostly of 
freshwomen and sophomores is an indication of the high-caliber 
athlete entering female college programs..." (Ibid., p. 57-58). 
4. "The female athlete of the future is likely to be similar to the 
highly conmitted athlete of today." (Ibid., p. 58). 
The design of this study is adequate, although the choice of 
statistical procedures is often not optimal. For example, instead of 
just conducting a number of separate ANOVAs, one multivariate analysis 
of variance (MANOVA) could have been done. This would seem not only 
advisable, but necessary due to the intercorrelation among the 
dependent variables evidenced in Table 11. Also, the level of 
commitment and experience level could have been used as control 
variables in an analysis of covariance. It would have been a more 
direct, valid, and powerful method to obtain the desired conclusions. 
All conclusions reached, however, seem appropriate considering the 
statistical results. 
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The Hoferek and Hanick Study 
The Intent of this study Is twofold: (1) to Investigate the 
detraction from or enhancement of femininity from girls participation 
in sports, and (2) to determine whether the general population held 
different attitudes toward females engaging in various athletic areas 
(Hoferek and Hanick, 1985). These researchers were also trying to 
replicate an earlier study conducted in Toledo, Ohio (Snyder, Kivlin 
and Spreitzer, 1973). 
A town in Iowa was selected as the sample population because 
historically it had a very strong basketball team and was accessible 
to the investigators. From a list of 1500 names available in the town 
register, 300 were randomly selected and questionnaires mailed. The 
eventual return rate was 51 percent. 
The same six-page survey used by Snyder et al. is used here. It 
.measured physical activity attitudes and experiences. Other questions 
relating to sports participation and attitudes, as well as demo¬ 
graphics, were also included. The three main questions of the present 
study were: 
1) If you had a daughter, what sport would you prefer that she 
participate in? 
2) In your opinion, would participation in any of the following sports 
detract from a girl's/woman's feminine qualities? If yes, please 
check. 
3) In your opinion, would participation in any of the following sports 
enhance a girl's/woman's feminine qualities? If yes, please check. 
(Hoferek et al., op. cit., p. 690). 
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The results indicated that, with this population, athletics 
neither detracted from or enhanced a female's feminine qualities. 
This fact is very evident from the next two tables. Table 12 displays 
the percentage of the respondents who think that sports enhance a 
female's feminine qualities. A comparison is also made between the 
results of the two different studies. 
TABLE 12 
Percent Responding that Participation Enhances 
Feminine Qualities 
"In your opinion, would participation in any of the following 
sports enhance a girl's/woman's feminine qualities?" 
Percent saying yes 
Sport Ohio city Iowa town x2a 
Gymnastics 54 48 - 
Swimming 67 42 c 
Tennis 57 35 c 
Basketbal1 14 24 b 
Track 13 23 b 
Softbal1 14 20 - 
a X2 based on 2(0hio vx. Iowa) x 2(yes vs. no) analysis with 
df = 1. 
b p<.05. 
c p<.01. 
Source: M. Hoferek and P. Hanick, "Women and Athlete: Toward Role 
Consistency," Sex Roles, Vol. 12, Nos. 7/8, 1Q84, p. 691. 
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Chi-squared statistics were calculated to detect differences between 
the responses of the two populations. The groups differed in both the 
ranking of the various sports and the percentage answering positively. 
The table shows that the cities have different perceptions of 
swimming, tennis, basketball, and track. Although a considerable 
number of Iowans felt that participation in sports has feminizing 
qualities, no sport was selected in more than 50 percent of the cases. 
This differed significantly from the results of the Ohio study. 
The contrary question of whether athletic participation detracted 
from one's femininity was then examined. Again, the two midwestern 
towns differed. The first thing that becomes evident (see Table 13) 
is that no one in the Iowa town thought that gymnastics, swimming, or 
tennis detracted from a woman's or girl's femininity. The two samples 
were found to be statistically different in their opinions of the 
sports of gymnastics, basketball, track, and softball. The large 
dichotony between the more traditionally feminine sports (gymnastics, 
swimming, and tennis) and the non-traditional ones (basketball, track, 
and softball) was not present in this study as it was in the previous 
one. 
While basketball only ranked fourth in its ability to enhance 
femininity (see Table 12), it was the overwhelming choice of the 
Iowans when queried on what sport they would prefer their daughters to 
participate In if they had one. It was selected as the first choice 
by 53 percent of the population (see Table 14). Track, the next 
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TABLE 13 
Percent Responding that Participation Detracts from 
Feminine Dualities 
"In your opinion, would participation in any of the following 
sports detract from a girl's/woman's feminine qualities?" 
Percent saying yes 
Sport Ohio city Iowa town X2a 
Gymnastics 6 0 b 
Swimming 2 0 - 
Tennis 2 0 - 
Basketball 21 7 c 
Track 30 7 c 
Softball 20 9 b 
a X2 based on 2(Ohio vx. Iowa) x 2(yes vs. no) analysis with 
df = 1. 
b p<.05. 
c p<.01. 
Source: loc. cit. 
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TABLE 14 
Sport Preference for Daughters 
"If you had a daughter, what sports 
would you prefer that she participate 
in? Percent 
First choice 
Basketball 53 
Track 9 
Tennis 8 
Swimming 8 
Gymnastics 7 
Softball 3 
Other 12 
Second choice 
Softball 29 
Track 19 
Basketball 11 
Tennis 9 
Golf 8 
Other 24 
Source: Ibid., p. 693. 
52 
"first choice" was only noted by nine percent of the respondents. 
Three non-traditional feminine sports led the list of second choice 
sports (softball, track, and basketball). 
The researchers concluded that the people in the Iowa town have 
transcended the rigid sex-role stereotypes reported in other studies. 
They note that 
...the strong preference for basketball as a female activity 
may reflect the impact of the long (60 years) tradition of 
the sport in the state of Iowa and the subsequent rewards and 
opportunities for girls. Thus, sport preference in this case 
may be contingent on opportunity set and environmental 
support, rather than on consistency with societal sex-role 
stereotypes. (Ibid., p. 694). 
It does appear as if the popularity of women participating in 
basketball has overshadowed the normal societal stereotypes in what 
can be considered a "typical" U.S. town. Moreover, the acceptability 
of other non-traditionally feminine sports may have been positively 
enhanced because of it. The two sample towns are not totally 
demographically similar, hence differences between the populations in 
certain sport (i.e., tennis and swimming) may be explained by the town 
versus city effect. While the authors fail to explain why women's 
basketball is so popular in Iowa, they do conservatively suggest that 
if more opportunity for women in sports existed, the sex-role stereo¬ 
typing might end. 
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Summary 
Most of the studies in this area concluded that there were 
psychological differences between female athletes and female 
non-athletes or the general female population. The results of this 
research are condensed in Table 15. The sole exception to the 
contention of personality differences is the Wendt and Peterson Study 
(1974). Their conclusion that no psychological differences existed 
may be explained by their unfortunately small sample size. The 
probability that differences actually exist in the universe, but are 
not evidenced in the sample (Type II error) is very great, even using 
a t-test. The lack of statistical power was a major problem with most 
of the review work. 
It is important to point out that the scores obtained in the EPPS 
are ipsative, and therefore relative. Each need is expressed not as 
an absolute value, but in relation to the individual's other needs. 
Consequently, two respondents may have the same EPPS scores, but 
differ dramatically on absolute scales. Because the scores are ipsa¬ 
tive, the practice of norming the results is methodologically differ¬ 
ent. Also, it is difficult to conduct validation studies, or 
correlate the EPPS with other scales because ipsative scales tend to 
have a mean correlation of zero (Hicks, 1970). 
It is difficult to point to definitive conclusions from these 
studies because of diverse samples, and different instruments. With 
great caution it may be stated that female athletes are achievement- 
oriented and very independent. 
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While the academic world has benefited from the studies in this 
area, no consistent patterns have been found. This is due to several 
factors: (1) Inappropriate research design, (2) Insufficient sample 
size, (3) unreliable, inappropriate, or invalid measuring instruments, 
(4) incorrect choice of statistical methodology, and (5) the stating 
of conclusions which are inflated, given the constraints and limita¬ 
tions of the study. 
CHAPTER III 
RESEARCH AND METHODOLOGY 
An attempt will be made here to determine if there is a 
relationship between sex-role orientation and personality traits in 
female college athletes. This chapter presents the methods used for 
testing the various hypotheses, as well as reviewing the research 
instruments used in personality measurement. The three main 
inventories used in this research will be the Personality Research 
Form (PRF), the PRF-Andro, and a background questionnaire (PDF). The 
null hypotheses to be tested in this study are listed in Table 11, as 
well as the instruments used, and the statistical method and 
corresponding statistic needed for decision making. 
Also included in this chapter are the following: 
1. An outline of the data collection procedure. 
2. A discussion of the instruments used in the study. 
3. An explanation of the statistical methods used in the testing 
of the hypotheses. 
The Collection of Data 
Respondents in this study will be females competing in an 
official Division One NCAA sport. First, the Directors of Athletics 
for each of these eastern and New England colleges will be contacted 
by mail: Boston College, Boston University, Harvard, Northeastern, 
Yale, the University of Massachusetts at Amherst, the University of 
Connecticut, and the University of Hartford. A phone call will then 
be made to each of the Athletic Directors. The same letter followed 
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TABLE 16 
Null Hypotheses Measure(s) 
Statistical 
Method 
Test 
Statistic 
Ho:, - There is 
no difference in 
personality trait 
scores (Achieve¬ 
ment, Aggression, 
Dominance) be¬ 
tween the sample 
and the general 
population. 
PRF Student's 
univariate t 
t 
Ho:« - There is 
a relationship 
between person¬ 
al ity traits 
(Achievement, 
Aggression, Dom¬ 
inance) and Mas¬ 
culinity and 
Femininity Scores. 
PRF and 
PRF-Andro 
Correlation Pearson's r 
Ho:3 - There is 
no relationship 
between parental 
educational level 
(father and mother) 
and personality 
traits. 
PRF and 
PDF 
Correlation Spearman's 
r 
Ho:. - There is 
no relationship 
between parental 
educational level 
(father and mother) 
and Masculinity and 
Femininity scores. 
PRF-Andro 
and PDF 
Correlation Spearman's 
r 
continued on next page 
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Table 16, continued: 
Null Hypotheses Measure(s) 
Statistical 
Method 
Test 
Statistic 
Ho:c - The sample 
will be equally 
distributed among 
the four sex role 
categories (P =P ■ 
n _n\ am 
Kf V* 
PRF-Andro Chi-Square X2 
Ho:g - The observed 
proportions will be 
equal to the pro¬ 
portion expected in 
the population. 
(P(s) *P(p)> 
PRF-Andro Chi-Square x2 
Ho:7 - The four 
sex-role groups 
have the same level 
of (Achievement, 
Aggression, and 
Dominance). 
PRF and 
PRF-Andro 
Analysis of 
Variance 
F 
Ho:g - The four 
sex-role groups 
have the same level 
of (Aggression and 
Dominance) when the 
level of Achieve¬ 
ment is controlled. 
PRF and 
PRF-Andro 
Analysis of 
Covariance 
F 
Ho:g - The four 
sex-role groups 
have the same 
personality 
profiles (Ag¬ 
gression and 
Dominance). 
PRF and 
PRF-Andro 
Multiple 
Analysis of 
Variance 
F 
continued on next page 
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Table 16, continued: 
Null Hypotheses Measure(s) 
Statistical 
Method 
Test 
Statistic 
Ho:|Q - The four 
sex-role groups 
have the same per¬ 
sonality profiles 
(Aggression and 
Dominance) when the 
level of Achieve¬ 
ment is controlled. 
PRF and 
PRF-Andro 
Multiple 
Analysis of 
Covariance 
F 
Ho:|| - The four 
sex-role groups 
have the same per¬ 
sonality profiles 
(Aggression and 
Dominance) when the 
level of Achieve¬ 
ment and Parental 
Educational Level 
is controlled. 
PRF, PRF-Andro 
and PDF 
Multiple 
Analysis of 
Covariance 
F 
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by phone conversation process will continue with the Physical 
Education faculty and coaches. Appointments will then be made with 
each individual faculty member to administer the instruments to their 
class. The tests will be given in person by the same individual. 
This procedure will hopefully reduce the error variances which could 
result from differences in administration. The wide range of 
institutions used in the study is intended to enhance the diversity 
and representativeness of the resulting sample. A minimum sample size 
was calculated to be 72. This takes into account all the statistical 
tests mentioned in the first chapter, using an alpha level of 0.06 and 
a constant beta or power of 0.30. Copies of the instruments used are 
available in the Appendix of this paper. They will be completed by 
hand to avoid information lost due to miskeying or Opscan reading 
errors. The hand-scored results will then be punched into the 
computer for descriptive analysis and presentation. 
The Personality Research Form 
The Personality Research Form (PRF) is based on the personality 
theory of H.A. Murray, developed at the Harvard Psychological Clinic 
(Murray, 1933). Murray and associates assembled a system of manifest 
needs upon which the PRF is based. The inventory consists of 20 need 
scales plus two measures of test validity (Desirability and 
Infrequency). The manifest needs associated with each of the PRF 
variables include: Achievement, Deference, Order, Exhibition, 
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Autonomy, Affiliation, Succorance, Dominance, Abasement, Nurturance, 
Change, Endurance, Aggression, Cognitive Structure, Harmavoidance, 
Impulsivity, Play, Sentience, Social Recognition, Understanding, 
Desirability, Infrequency. 
The inventory (Form AA) is composed of 440 statements, each 
representing one of the 2? scales. The respondent is forced to 
determine whether the statement describes herself or himself. Two 
sample items, from the Dominance and Achievement scales respectively, 
are given below: 
1. I seek out positions of authority. True False 
2. I often set goals that are very difficult 
to reach. True Fal se 
The scales range from 0 to 20. An equal amount of true and false 
keyed items are used to reduce acquiescence. Desirability variance is 
reduced by selecting only those items which did not correlate with the 
desirability scale. This procedure also works in lowering the inter¬ 
correlation among scales by eliminating any shared desirability 
variance. The population used for the college norms consisted of over 
1000 male and 1000 female students. They are said to be assembled 
from over 30 North American non-religious universities. However, even 
though the author assures us that the sample is very representative, 
no exact figures on sample demographics are given (Jackson, 1984). 
64 
Reliability 
There have been several independent studies of the reliability of 
the PRF. At Stanford University (Bentler, 1964), 135 students were 
administered the test on two occasions, with a one-week differencing 
interval. The test-retest reliability estimates ranged from a low of 
0.77 (Autonomy ) to a high of 0.90 (Harmavoidance). These figures may 
be considered conservative since the testing conditions on the two 
occasions were not identical; the first was in class, and the second 
at home. 
Another test of the PRF's stability was conducted with a group of 
English-speaking subjects residing in the Federal Republic of Germany 
(Angleitner, Stumpf and Wieck, 1976). Two groups of 82 were given 
both Form AA and Form BB on two occasions separated by a two-week time 
period. Coefficients ranged from 0.80 to 0.96 for Form AA and 0.85 to 
0.96 for Form BB. 
The PRF manual lists odd-even or split-half reliabilities for 
both long forms. The Kuder-Richardson Formula 20 (KR-20) estimates 
for Form AA are also shown in Table 17. The average odd-even 
reliability estimates were 0.72 for Form AA and 0.70 for Form BB. The 
KR-20 coefficients were determined from two samples. The first was 
composed of all males from Princeton, New Jersey (N=71) and the second 
of both male and female Pennsylvania State University students 
(N=202). The average KR-20s for both samples were 0^74 and (K71 
respectively. 
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TABLE 17 
PRF Reliability Data 
Internal Consistency Reliabilities 
Odd-Even Reliability 
Form 
KR-20 
Form AA 
Scale 
AA 
(N = 192) 
BB Sample 1 
(N = 71) 
Sample 2 
(N = 202) 
Achievement 
.77 .77 73 
.72 
.75 Affiliation .81 .80 .81 
Aggression 
.68 .82 
.78 76 Autonomy 
.78 .73 
.78 .69 
Dominance .86 
.88 
.86 .85 
Endurance 
.82 .82 
.75 .78 
Exhibition 
.81 .82 
.79 .77 
Harmavoidance 
.82 .90 
.80 .83 
Impulsivity 
.66 .83 
.72 .67 
Nurturance 
.68 .75 .76 .73 Order 
.86 .84 .85 .85 
Play 
.72 .71 .78 .69 
Social Recognition .84 .83 .79 .80 
Understanding .68 .78 .62 .66 
Infrequency .33 .41 .57 .33 
Abasement 
.66 .65 .65 .63 
Change .68 .51 .66 .54 
Cognitive Structure .75 .62 .80 .72 
Dependence .48 .61 .68 .69 
Sentience .60 .66 .65 .68 
Succorance .85 .82 .80 .78 
Desirability .63 .73 .59 .52 
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Val idity 
While everyone now considers reliability to be a critical factor 
in test construction, validity has frequently been ignored. Perhaps 
the most demanding and convincing form of validation for a psycho¬ 
metric instrument is the comparison of personality scale scores with 
the ratings of judges. These judges may be professional psychologists 
and psychiatrists, or individuals who know the examinee well. 
Table 18 presents the results of two such studies. The first 
study used Stanford University and San Jose College students (Jackson, 
1969). In addition to behavior ratings by judges, a Trait Rating 
Form, developed by Jackson, consisting of 660 adjectives relating to 
each of the PRF scales, was used in the California study. The median 
correlation for the peer behavior ratings and the 20 PRF scales was 
0.52. The validity coefficients were slightly higher with the Trait 
Rating Form and the PRF. The average correlation was 0.56. In a 
study of 202 Pennsylvania State University students, results were 
similar (Jackson and Guthrie, 1968). Instead of using the Trait 
Rating Form, the students were asked to rate the presence or absence 
of a particular trait in themselves. Peer behavior ratings were also 
obtained. The median correlations were 0.53 and 0.51. These figures 
may be considered lower boundary estimates since 1) only one judge was 
used per subject, and 2) no adjustments were made for attenuation. 
Other validity studies revealed results that were even more 
promising (Kusyszyn, 1968; Ostendorf, Angleitner and Ruch, 1983; 
Paunonen and Jackson, 1979). 
TABLE 18 
Validity Coefficients for Twenty PRF Scales 
California Sample Pennsylvania Sample 
Scale 
Behavior 
Ratings 
N=40 N=51 
Iran 
Rating 
Form 
N=40 N=51 
Behavior 
Ratings 
N=202 
Self 
Ratings 
N=202 
Achievement 53 52 55 42 46 65 
Affiliation 44 43 80 75 40 56 
Aggression 52 66 71 73 36 38 
Autonomy 55 54 66 60 26 44 
Dominance 69 56 73 75 38 63 
Endurance 44 52 52 35 27 52 
Exhibition 73 71 45 51 45 43 
Harmavoidance 62 60 42 40 53 58 
Impulsivity 36 34 73 65 30 39 
Nurturance 41 34 72 72 27 37 
Order 64 63 72 68 64 76 
Play 48 55 52 53 42 52 
Social Recognition 44 47 47 57 20 56 
Understanding 29 58 58 58 16 29 
Abasement 25 17 33 19 19 33 
Change 38 28 • 28 29 22 24 
Cognitive Structure 32 35 39 35 18 30 
Defendence 42 57 45 58 25 23 
Sentience 24 10 57 45 32 31 
Succorance 60 59 58 55 20 49 
NOTE: Decimals have been omitted from the above Pearson product-moment 
correlations. The Pennsylvania sample is based on a study by Jackson 
and Guthrie (1967). For the Pennsylvania sample, the .05 and .01 
levels of r are .14 and .18 respectively; for the California sample, 
they are .28 and .36 for N=51 and .31 and .40 for N=40, respectively. 
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The Development of the PRF-Andro 
As with the PAQ and the ACL, the masculine and feminine scales of 
the PRF-Andro were developed from an established instrument: the Per¬ 
sonality Research Form. The PRF-Andro (Berzins, Welling and Wetter, 
1978) was developed with the same theoretical rationale as the BSRI. 
Bern's rationale included provisions for: 
(a) separate Masculinity and Femininity scales, (b) items 
selected on the basis of sex-typed desirability (e.g., in 
American society, a masculine characteristic should be judged 
more desirable for a man than for a woman), and (c) items 
with generally positive content. (Ibid, p. 128) 
The researchers chose to apply this rationale to the PRF item 
pool, since psychometrically it is one of the best personality 
inventories in existence, and if sex-role scales were successfully 
developed, accumulated research data could be re-analyzed. 
The long form of the PRF (Form AA) was used in the development of 
the PRF-Andro because it provided the largest pool of items. The 20 
traits measured in this form are: Abasement, Achievement, Affiliation, 
Aggression, Autonomy, Change, Cognitive Structure, Defendence, 
Dominance, Endurance, Exhibition, Harmavoidance, Impulsivity, 
Nurturance, Order, Play, Sentience, Social Recognition, Succorance, 
Understanding, Infrequency and Desirability. Each of these traits is 
measured by 20 items, 10 keyed true and 10 keyed false. 
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The original scale classification of an item was disregarded in 
the selection of potential Masculinity and Femininity items. Instead, 
the a priori selection process involved judging items for the Mascu¬ 
linity scale according to abstract definitions of social-intellectual 
ascendancy, autonomy, and orientation toward risk. The Femininity 
scale was created to reflect the themes of nurturance, affiliative- 
expressive concerns, and self-subordination. PRF items that fit each 
scale's criteria were then selected only if they seemed more desirable 
in either men or women. After the provisional scales were developed, 
it was found that no PRF-Andro items came from the Change, Cognitive 
Structure, Order, or Sentience scales. Nine of the Masculinity items 
were drawn from the Dominance scale, while eleven of the Femininity 
items came from the Nurturance scale. The scales were eventually 
reduced to 29 Masculinity items (19 keyed true, 10 false), and 27 
Femininity items (17 true, 10 false). 
To empirically test the consensuality of the researchers 
theoretical selection process, an experiment was conducted. An intro¬ 
ductory psychology class of 177 students (61 male and 116 female) 
rated all of the items of the PRF-Andro on a 1-7 scale, according to 
desirability. Each question was presented in its full form, and 
followed by the question, "In American society, how desirable is it 
for a man (alternately, woman) to mark this question true? The 
students were told to make normative judgments. No students rated 
both men and women. 
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A 2 x 2 analysis of variance (judge sex by target sex) was 
conducted on the data. A difference was found between mean target sex 
desirability (F, [1,173] = 497.57, p < .0001) with the Masculinity 
scale as the dependent variable. The mean desirability was 5.35 when 
the target was a man, and 3.29 when the target was a woman. A 
significant difference was also found between men and women (F [1,173] 
= 392.01, p < .0001) on the Femininity scale. The mean with men as a 
target was 5.29, and 3.58 for women. In neither case was there 
significant Judge sex effects, or a Judge x Target Sex interaction. 
Normative Data 
Two samples were used to develop the norms used in the PRF-Andro. 
The first sample was composed mostly of introductory psychology 
students at the University of Kentucky in 1974-1975. The mean age for 
this group was 20, which suggests that they were not all psychology 
majors, but a diverse university population taking the course as a 
general elective. The size of sample 1 was 1160 (457 men and 703 
women). 
The second sample had a more equal distribution of males and 
females (434 men and 552 women), but a much younger average age 
(18.7). Sample 2 consisted of students in introductory psychology 
courses in 1970, at the same institution as Sample 1. 
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Table 19 presents the means and standard deviations of both 
samples by sex. It also shows analysis of variance tests for sex 
differences on the Masculinity and Femininity scales. Although sex 
differences in item choices were not a criterion in item selection, 
men exceeded women on the Masculinity scale, and women scored higher 
than men on the Femininity scales. This occurred in both samples at a 
very high significance level. (Ps < .0001). 
TABLE 19 
Normative Data and Sex Differences on the PRF-Andro Scale 
in Two College Samples 
Males Females 
Measure M SD M SD F 
Sample 1 
Masculinity 
Femininity 
16.70 
14.29 
4.33 
3.59 
12.86 
17.90 
4.76 
3.50 
192.29* 
287.01* 
Sample 2 
Masculinity 
Feminity 
16.18 
14.31 
4.78 
3.57 
11.86 
18.37 
4.84 
3.60 
195.19*' 
312.29* 
NOTE: Sample 1 is comprised of 457 men and 703 women. Sample 2, of 
434 men and 552 women. 
* p < .0001. 
Differences between the two samples may be attributed to 
differences in (1) age (2) academic level, and (3) cultural changes 
(1970 vs. 1974-75). 
Psychometric Analysis of the PRF-Andro 
Reliability 
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The instrument meets the theoretical requirement that the 
Masculinity and Femininity scales be orthogonal. The correlations 
between the scales in samples 1 and 2 respectively were 0.05 and -0.11 
for men, and -0.16 and -0.24 for women. 
The Coefficient of Stability was determined to be 0.81 for both 
scales using a three-week test-retest time interval. This estimate 
was obtained from a separate sample of 55 men and 82 women enrolled in 
a Personality Theory class. Half the sample completed the entire PRF 
first in class, then filled out the Interpersonal Disposition 
Inventory (composed of the 56 items of the PRF-Andro scale, the 20 
items of the PRF Desirability scale, and the 5 items from the PRF 
Infrequency scale) at home. The other half reversed the order of this 
procedure. This was done to lower the effects of aquiescency on 
retest. The estimate should be considered a conservative one because 
1) the item sequence and context differed, 2) the conditions of 
administration differed, and 3) the sample was totally unaware that 
they were being tested for sex-role orientations. 
The alpha coefficients (a measure of scale homogeneity) of the 
Masculinity scale were 0.76 in Sample 1 and 0.79 in Sample 2. For the 
Femininity scales, the coefficients were 0.67 and 0.70 for the respec¬ 
tive samples. 
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Validity 
In order to test for convergent validity of the PRF-Andro scales, 
the Bern Sex-Role Inventory (BSRI) scales were used. Three desira¬ 
bility scales were used to assess the assumption of independence 
from socially desirable responding: 1) the PRF Desirability scale, 2) 
the Marlowe-Crowne (M-C) Desirability scale, and the BSRI Desirability 
scale. Self-esteem and Locus of Control scales were also utilized to 
determine discriminant validity. The results of these comparisons are 
displayed on Table 20. The coefficients for men are shown on the 
right diagonal of the table, while those for women are represented on 
the left. 
The correlation between the PRF-Andro and the BSRI Masculinity 
Scales was 0.65 for women and 0.60 for men. The convergent validity 
coefficients for the Femininity scales were 0.52 and 0.50 for men, and 
women respectively. The correlation for the sexes combined were 0.68 
on the Masculinity scales and 0.61 for the Femininity scales. 
There were no significant relationships found between any of the 
sex-role inventories, and the three Desirability scales (the PRF, 
BSRI, and the M-C). All correlations were generally low and positive. 
The coefficients for the PRF-Andro scales range from 0.00 to 
0.29. This would seem to indicate that socially desirable responding 
explained very few of the scale variances. 
Self-esteem, however, was found to be strongly correlated with 
the PRF Masculinity scale. This held true for both male and female 
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samples (0.36 and 0.38). By contrast, the PRF Femininity scale showed 
no relationship at all with self-esteem. The respective sample co¬ 
efficients (-0.06, 0.13) seem to support the results of previous 
studies which maintain that self-esteem is derived mainly from the 
masculine component of the personality (Spence, Helmreich and Stapp, 
1975). 
Finally, Locus of control was determined to be basically 
unrelated to either sex-role scale. There was a slight negative 
correlation with the Masculinity scale in the sample of men (-0.15), 
but it is apparent that the best predictor of Locus of control is 
desirability. This is probably true because of the large self-esteem 
component of this scale. 
Sex-Role Classification 
The researchers used the method popularized by Spence et al. 
(1975), and Bern (1977) to classify individuals according to sex-role 
types. Using the entire population, the sample was dichotomized using 
the median of both of the scales. Hence, Masculinity scores of 15 or 
greater were considered high, and all those of lesser magnitude were 
said to be low. The cut-off point for the Femininity scale was 
determined to be 17. Four categories were created by this procedure: 
(1) Androgynous (high masculinity-femininity); (2) Stereotypically 
Masculine (high masculinity-low femininity); (3) Stereotypically 
Feminine (low masculinity-high femininity); and (4) Indeterminate (low 
masculinity-low femininity). When both of the previously mentioned 
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samples were pooled, the classifications distribution for women and 
men, respectively, were Androgynous (18.7% and 20.3%), Masculine 
(10.4% and 48.1%), Feminine (48.7% and 13.6%) and Indeterminate (22.1% 
and 17.9%). 
The PRF-Andro is the most appropriate measure of androgyny for 
the purposes of this study, because it is concise, psychometrically 
rigorous, substantially validated, and (unlike all the other 
instruments) it has been normed using a large population. 
Statistical Analysis 
This next section presents, in detail, the statistical procedures 
and techniques used to test the study's hypotheses. 
Correlation Analysis 
Correlation analysis refers to techniques for determining the 
degree of association between different factors. The two most 
utilized measurements of correlation are the coefficient of correla¬ 
tion and the coefficient of determination. 
The correlation coefficient measures the degree of association 
between two variables. 
n e xy - e x e y 
r 
m*2- (Ex)2)(n ly2 - (Ey)2) 
where: r 
y 
n 
x 
is the coefficient of correlation, 
is the number of paired observations, 
is the independent variable, 
is the dependent variable. 
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The null hypothesis would be: 
Ho: r = 0. 
(Stockton, p. 374) 
The values of the coefficient of correlation range from -1 to +1. A 
'r' statistic of -1 indicates a perfect inverse relationship, while a 
coefficient of +1 means a perfect linear relationship. When 'r' equals 
or approximates 0, it means that no linear relationship exists. 
The other important measurement of association is the coefficient 
of determination. It measures the percentage of variation in the 
dependent variable which has been explained by the independent 
variable. The value of the coefficient of determination may be 
calculated by simply squaring 4 or by removing the square root sign 
from the denominator and squaring the numerator of the correlation 
formula. Hence, the coefficient of determination is known 
symbolically as r . As an example, if r is equal to 0.75, then 75 . 
percent of the variability in the dependent variable can be attributed 
to the independent variable. 
The Pearson's Correlation Coefficient will be used in this study 
to determine whether a relationship exists between personality trait 
scores and Masculinity and Femininity scores. 
The Spearman's Rank Correlation Test 
Rank correlation has several advantages over regular correlation. 
For instance, if one were doing a study relating college rank to the 
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substituent rank of the subjects within corporate organizations, rank 
correlation would be the method of most researchers. Since the data 
here is ordinal, there is no constant relationship between rank (i.e., 
a college student ranked first is not a hundred times smarter than 
another ranked hundredth). The Spearman's rank correlation test also 
has the advantage of not being biased by extreme observations as a 
Pearson's correlation coefficient might be (Hamburg, p. 393). 
The formula used to calculate the coefficient of rank correlation 
is: 
6zd2 
r s s 1 2 
n (n -1) 
where: r$ is Spearman's coefficient of rank correlation. 
n is the number of paired observations. 
d ' is the difference between ranks for each pair 
of observations (Levin, 1978). 
The rank coefficient is interpreted in exactly the same way as the 
correlation coefficient. A perfect association between observation 
ranks is indicated when a coefficient of 1 is computed. A rank 
coefficient of -1 would imply a perfect inverse relationship, and a 
statistic equal to zero indicates no relationship at all between 
ranked pairs. 
The Spearman's Rank Correlation Test is used in this paper to 
investigate the possible relationship between the parental educational 
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level and scores on the PRF and PRF-Andro scales. The hypothesis for 
the test may be stated as follows: 
V rs=® " nu^ hypothesis: There is no rank correlation between 
the level of education and personality 
scores. 
^i * V0 ~ alternative : There is rank correlation between 
hypothesis the level of parental education and 
personality scores. 
It may be tested by comparing the computed r$ value with the critical 
values obtainable from a Spearman's Rank Correlation distribution 
table. If the computed r$ value is greater than or equal to these 
values, the null hypothesis may be rejected. 
The Chi-Square Statistic 
When research focuses on the frequency distribution among 
discrete categories, the chi-square statistic is the technique most 
often used. It is most appropriate when trying to determine whether 
the observed differences among several sample proportions are 
significant or merely chance occurrences. For example, one may be 
interested in determining whether the sex-role classification 
proportions for female athletes are the same as would be expected for 
the rest of the female population, or whether these athletes 
predominate in a particular category. The observed proportions of the 
four categories may be symbolized as: 
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pa s proportion classified as androgynous; 
Pm 3 proportion classified as masculine; 
Pf 3 proportion classified as feminine; 
P.j 3 proportion classified as indeterminate. 
Using these symbols, the null hypothesis can be stated as: 
H 3 P 3 P 3 Pf 3 P. 
o a m r i 
To test this null hypothesis, the observed frequency 
distributions will be compared with those which would be expected 
under the laws of probability. The chi-square statistic may be 
computed using the simple formula: 
where: 
r 
E I 
i3l j3l l 
ij 
the observed number of cases categorized in 
Uh row of jth column. 
. E.• 3 the number of cases expected under HQ to be 
1J categorized in -th row of -th column, 
* J 
r k 
E E directs one to sum over all cases (Siegal, p. 
i3l j-1 104). 
Calculate the expected frequency for any cell by applying the 
equation: 
fe 3 RTCT 
n 
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where: fe = the expected frequency in a given cell, 
RT = the row total for the row containing that cell, 
CT = the column total for the column containing that 
cell, 
n = the total number of observations (Summers, d. 
360). H 
If the calculated chi-square statistic is sufficiently large in 
relation to the corresponding degrees of freedom (df), then it would 
indicate that a substantial difference existed between observed and 
expected values. The number of degrees of freedom cam be determined 
easily: 
* 
df = (r-l)-(c-l) 
where: r = the number of rows. 
c = the number of columns (Siegal, p. 106). 
Should the calculated chi-square statistic be greater than or equal to 
the critical chi-square figure (found in any univariate statistical 
text) at a given level of significance, and the appropriate degrees of 
freedom, then the null hypothesis should be rejected. Otherwise, one 
must fail to reject the Hq. 
Analysis of Variance 
The analysis of variance (ANOVA) technique is of great use in 
comparing means of several groups simultaneously. The null hypothesis 
would be: 
Ho: U1 = v2 = “3 = ui- 
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This method can also be used to evaluate more than one factor at a 
time. For instance, the factors of status (athlete or non-athlete) 
and sex-role orientation (masculine, feminine, androgynous, or 
indeterminate) may be studied to determine what ways the dependent 
variable aggression is effected. Three different questions will be 
answered in this design: 
1) whether status has a significant effect, disregarding the 
effect of sex-role orientation; 
2) whether sex-role orientation has a significant effect, dis¬ 
regarding the effect of status; and 
3) whether there is an interaction between the two factors of 
status (Factor 1) and sex-role orientation (Factor 2). 
The effect of Factor 1 (averaged over the levels of Factor 2) is 
called a main effect. This also holds true for the effect of Factor 
2. When the effect of one factor is not the same at all levels of the 
other factor, it is known as an interaction effect. When an inter¬ 
action occurs between the two factors, the differences in the 
dependent variable due to changes in factor are not the same for each 
level of the other factor (Pagano, p. 373). 
Four variance estimates are needed to answer the three questions 
mentioned earlier: 
(1) S1 2 - the within-cell variance estimate. 
(2) S2 - the row variance estimate and is sensitive to the 
r effects of Factor 1, 
83 
(3) Sc - the column variance estimate and is sensitive to the 
effects of Factor 2, 
2 
(4) Spc - the row x column variance estimate, which is based 
on the variability of cell means and sensitive to 
the^;t®^ti°n effects of Factors 1 and 2 (Kochigan, 
p. 203-209). 3 
Correspondingly, three F ratios are formed from these estimates to 
answer the questions of concern: 
.2 
V 
T 
for Factor 1, c4 F = br
w 
for Factor 2, F = . S c 
7T 
>w 
and for the interaction F = brc 
w 
(Ibid, p. 206) 
The first two ratios are exactly the same as those which would have 
been produced if two different one-way analyses had been performed. 
The difference with this design is the ability to evaluate the 
interaction between the two factors. 
The significance of each F-score is then determined. From a 
practical point of view, the interaction should be examined first. If 
there is no significant interaction, then the main effects can simply 
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be interpreted as usual. However, if interaction effects exist, each 
cell must be compared to find out at which combinations of levels of 
Factors 1 and 2 do differences occur. Multiple comparisons need to be 
conducted. 
Only a one-way ANOVA will be used in this paper. It will be used 
to test for differences in personality scores among the four sex-role 
orientation groups. 
Scheffe Comparisons and Contrasts 
When comparisons are not planned, they are called post hoc. The 
Scheffe method is such a test. It is not used unless a significant 
F-ratio is found. It is especially useful if an interaction is found. 
As a simple example of why one would employ the Scheffe test, suppose 
a significant F-ratio was found for the factor sex-role. The 
researcher still would not know which of the four categories differed 
from each other, and which were homogeneous. The test compares all 
possible combinations of comparisons (contrasts), while maintaining 
the Type I error rate (rejecting a true HQ) at alpha. This means that 
not only can any pair of means be compared, but in a four group 
situation, for instance, the mean of one group may be compared against 
the average of the remaining three. 
A contrast (L.) may be mathematically defined as: 
c 
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where 
c 
z c,. 
j*i 1J 
s 0, 
4j ■ contrast coefficients. 
group mean estimate. 
C 3 the number of groups (Berenson, Levine, 
and Goldstein, p. 90). 
Thus, with the four groupings of sex-role orientation ([Andro¬ 
gynous, [M]asculine, [F]eminine, [Indeterminate) this study is 
interested in evaluating the following 13 contrasts: 
4 = y(a) * V) 
4 ■ t(a) ' V) 
4 * t(a> * V) 
4 * V) ' V) 
4 = y(a) ‘ Yd) 
4 * y(a) ‘ Y(i) 
Y M ) 
) 
L 9 
(V); ".w-) 
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; , Y ., y<a> * y<m) + Ym , 
in (I) 1-3-> 
.T . , V(M) + Y(F) + Y(I) , 
11 (A) 3- 1 
i -T - f V(A> + Y(F> + Y(H , 
12 (M) 3- 1 
; .T . , Y(A) + Y(M) + Y(I) ( 
13 (F) 1 3- ’ 
It should be mentioned that to Lg are simply pairwise comparisons, 
while the remaining contrasts compare each group mean against an 
average of those remaining. 
Once the contrasts have been determined, the standard deviation 
of each contrast must be calculated from the formula: 
c ^ 
• "»—• 
where MSW = Mean Square Within 
n = cell sample size (Ibid., p. 91) 
The final step is to declare any contrast significant if the 
absolute value of its estimate |L-j| equals or exceeds the critical 
value determined by multiplying the standard deviation of each 
contrast by a constant: 
SL. (C-1)FW(C-1( n-c) (Ibid-, p. 92) 
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Analysis of Covariance 
Analysis of covariance (ANCOVA) is an extension of the univariate 
technique, ANOVA, discussed earlier. With ANCOVA, the effect of the 
independent variable or variables on the dependent variable can be 
assessed after controlling for the effects of one or more covariates. 
ANCOVA is often used to increase the power of the test of the 
independent variables by statistically removing experimental error 
from the data. The procedure is also used in situations where random 
assignments of subjects to different treatments is not possible 
(Ibid., pp. 343-344). The analysis of the dependent variable is 
carried out as if all subjects had equal scores on the covariate 
variable. For example, a researcher might want to compare the 
starting salaries of recent male and female college graduates, while 
controlling for the effect of grade point average. 
The addition of the covariate can expose differences not revealed 
by ordinary analysis of variance. The same measures of contrast and 
association used with ANOVA can also be utilized here. 
Achievment scores and Parental Educational Level will be used as 
a control in this analysis. Using these scores as covariants equates 
all the subjects by achievement orientations, and socio-economic 
background, and therefore assures the researcher that what is being 
measured is not subject to the effects of the identified concomittant 
variables. 
Multiple Analysis of Variance and Covariance 
Multivariate analysis of variance (MANOVA) is analogous to 
standard univariate ANOVA, but with more than one dependent variable. 
It is ideal for the simultaneous comparison of means of a number of 
dependent variables. For example, one may wish to determine whether 
the four sex-role groups differ on several scales of the PRF. This 
single multivariate test is often preferred to several univariate 
tests. This is true because (1) the latter technique does not take 
into account the intercorrelation among dependent variables which may 
mask differences between groups, (2) MANOVA protects against Type I 
error, and (3) MANOVA is often a more powerful test because it con¬ 
siders dependent variables in combination (Myers, p. 467). Although 
MANOVA is a very complex technique, it may be viewed as a method for 
creating a new dependent variable based on the best linear combination 
of all dependent variables. An ANOVA is then performed on the new 
dependent variable. 
Multivariate analysis of covariance (MANCOVA) may be used in the 
same situations as ANCOVA, and is the natural extension of the MANOVA 
technique. It also has all of the same advantages of ANCOVA, but is 
applied to the examination of more than one dependent variable. 
The MANOVA and MANCOVA techniques will be used in this paper to 
create psychological profiles by combining the different PRF person¬ 
ality measures. This way, the people in the four sex-role categories 
are compared in terms of their whole personality, and not just on 
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certain individual scales. Again, as with the ANCOVA procedure, the 
effects of differences in achievement and parental educational level 
will be eliminated from the profile comparison through the use of the 
MANCOVA procedure. 
Hotelling's T-Squared and Multivariate Pairwise Comparison 
When the independent variable consists of only two groups, 
2 
Hotelling's T can be used to simultaneously compare means of more 
2 
than one dependent variable. Hotelling's T is to MANOVA what 
Student's t is to ANOVA. This makes the Hotelling technique perfect 
for the post hoc pairwise comparisons needed in MANOVA and MANCOVA. 
For instance, suppose a significant difference was found among the 
four sex-role categories using the PRF personality scales as dependent 
variables. The important task of determining which groups differed 
with each other is yet undone. 
Hotelling's T-Squared actually is the composite of two sources of 
difference between the two groups: (1) the difference in the profiles 
(level) of the two curves, and (2) a difference in the shape (slope) 
of the group curves. In the first case, the null hypothesis is: 
Ho(i): 
Ho(i). 
where ^ is 
the profiles for the two groups are at the same 
level, or more operationally stated. 
a vector of means (Harris, p. 118). 
90 
This simply states that the mean sum of the separate variables is 
the same for the two groups. 
The second aggregate difference of the T2 statistic can be stated 
as: 
H /w\: The profiles for the two groups are parallel (have 
v ’ the same shape); that is, 
Ho(b): slope,1 ' slope,2 = °* (Ibld*» P* 119)- 
The implication here is that if the two groups have the same profile, 
each line segment that makes up that profile will be parallel. 
The test statistic can be calculated using the following matrix 
formula: 
l2 ’ ( tTl ‘V t$'1) (VT2> 
where n^ * the number of subjects in group one, 
n2 - the number of subjects in group two, 
7, s a column vector that contains the means of 
1 of the variables in group one, 
T = a column vector that contains the means of 
L of the variables in group two, 
S s a square variance-covariance matrix of the 
two groups in which the diagonal consists of 
variance estimates and the off diagonal entries 
are covariance estimates, 
•/* = the transposition of the matrix, 
'-1' = the inverse of the matrix (Myers, op. cit., p. 
470) 
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The statistic can then be transformed to an F-statistic: 
b(N-2) 
where N = n2 + n2 
b = the number of variables in the analysis 
2 2 T = Hotelling s T statistic for the two groups. 
This F-statistic has b, N-(b-l) degrees of freedom, and is needed to 
determine the level of significance (Ibid., p. 471). 
If a significant F-statistic is found in either the MANOVA or 
MANCOVA tests, Hotelling's T-Squared will be used to make pairwise 
comparisons among the four sex-role groups. 
Student's t 
Hotelling's univariate alternative, Student's t-squared, may also 
be of interest for comparative purposes. It may be computed using the 
formula: 
t = (Xx - x2) - 
where X^ = the mean of group one, 
X2 = the mean of group two, 
N1 = the sample size of group one, 
N2 = the sample size of group two. 
92 
= the variance of group one, 
S2 * the variance of group two (Dixon, p. 96) 
The null hypothesis is that the two groups have identical means or, 
alternatively, HQ: u1 = u2. 
The t-test will be used here to compare the personality scores of 
the sample population with those of the general populace. 
In Chapter 4, data will be evaluated and interpreted, and conclu¬ 
sions formulated. The final chapter will consist of a summary of 
study conclusion, as well as recommendations for further study. 
CHAPTER IV 
ANALYSIS OF RESULTS 
Introduction 
In this chapter, a description of the sample will first be 
given, to give the reader an idea as to the demographic charac¬ 
teristics of the respondents. Then the reliability of the measures 
used in this study will be examined. Finally, each of the hypotheses 
previously listed will be tested, and the results analyzed. 
Description of Sample 
The sample was composed of 99 women athletes from several 
different collegiate teams (track, crew, soccer, softball, swimming, 
basketball, lacrosse, field hockey, and gymnastics). Neither the 
teams not the schools will be identified here, in accordance with the 
University of Massachusetts at Amherst Human Subjects Policy and at 
the expressed request of some of the team coaches. 
A complete tabulation of the survey results is available in 
Appendix B. Only information pertinent to the hypothesis of this 
study will be presented in the text of this chapter. 
In detailing their sports history, 90% of the women said that 
as a child they played mostly with boys or with both girls and boys 
(Question 1-1). Most of them played sports with their brothers (63%) 
and fathers (48%; Question 1-2). Almost all of them (97%) 
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participated In organized sports before high school, and almost half 
(43%) of those sampled were Involved in college intramural teams In 
addition to their regular varsity schedule (Question 1-4). Fathers 
were credited for being the family member most encouraging in their 
athletic endeavors (41%; Question 1-5). The motivation behind their 
participation appears to be divided: health and fitness, 30%; 
competition, 26%; and improving of skills, 34% (Question II-7). Very 
few of those sampled came from a large family; 82 percent came from 
families with three or fewer siblings (Question III-5). 
The athletes ranged in age from 18 to 22, with the median age 
* 
being 19.5 (question IY-12). They were equally distributed among 
this confined age range (see Appendix B). The sample was not so 
representative when It came to parental background. The parental 
educational level (father and mother) was measured on a five point 
scale: l=some high school, 2=high school graduate, 3=some college, 
4=college graduate, 5=post-graduate. The educational level of the 
father was also an unusually good predictor of family income. Almost 
a third (31.3%) of the fathers were reported to have done 
post-graduate work. When the two highest educational rankings are 
combined (4 and 5), it indicates that 69.8 percent of the athletes' 
fathers possessed at least a bachelor's degree. Similarly, over 53 
percent of the mothers of the respondents held some kind of college 
degree. More than half (53.2%) noted that they held strong or very 
strong feminist views, and almost all (96%) said that they would 
still be playing sports in the next five years. 
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Instrument Reliability 
The three scales of the Personality Research Form (PRF) and the 
two scales of the PRF-Andro were tested for reliability using 
RELIABILITY Program of version 9 of SPSS. Although all measures were 
found to be reliable (i.e., they were above the minimum level of 0.4) 
(Nunnally, 1964), the coefficients were all lower than those listed 
by the authors. Table 21 contains the odd-even reliability 
coefficients for the PRF form AA. The coefficients for Jackson and 
this study respectively are: Ac(.77, .66), Ag(.6B, .52), Do(.86,.54). 
While the coefficients obtained in this study are acceptable, they 
are lower than those given by Jackson. He also calculated the KR-20 
statistic for these scales. It is fairly equivalent to the alpha, 
but is generally used when the answers are dichotomous. Again, the 
Alpha values computed in this study are less than those of the 
definitive sample. The coefficients for the Jackson sample and this 
study respectively are: Ac(.73, .71), Ag(.7B, .55), Do(.86, .61). 
The alphas of the PRF-Andro scales were found to be about a 
tenth of a point lower than Berzins et al (see Table 22). The alpha 
coefficients for Berzins and this study respectively are: Masculinity 
(.76, .54), Femininity (.67, .55). 
The lower reliability estimates can be explained by the 
unplanned and sometimes adverse administration conditions (i.e., on 
the floor of the gym, on the playing field, on the bus, or in a 
classroom). Hence, administration differences are the likely cause 
of the discrepancy. 
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TABLE 21 
Comparative Reliability Data for the PRF Scales 
Odd-Even Reliability 
Form AA 
KR-20 
Form 
Alpha 
AA 
Scale 
Jackson 
Sample 
(N=192) 
Study 
Sample 
(N=99) 
Jackson 
Sample 
(N-71) 
Study 
Sample 
(N=99) 
Achievement 0.77 0.66 0.73 0.71 
Aggression 0.68 0.52 0.78 0.55 
Dominance 0.86 0.54 0.86 0.61 
- 
TABLE 22 
Comparative Reliability Data for the PRF-Andro Scales 
Alpha Coefficients 
Berzins Study 
Scale Sample Sample 
(N=l ,160) (N=99) 
Masculinity 0.76 0.64 
Femininity 0.67 0.58 
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Study Analysis 
The Comparison of Personality Traits 
The first question to be tested is whether a difference in 
personality traits exists between women athletes and the general 
population. It can be stated as: 
Ho^: There is no difference in personality trait scores 
(Achievement, Aggression, Dominance) between the 
sample and the general population. 
This composite, statement of three null hypothesis can be tested by 
computing three separate univariate t-statistics. The means (M) and 
the standard deviations (SO) are presented in Table 23 for both the 
normed and the study sample. Upon visual inspection, the means of 
the athletic sample are higher than those of the norms, while the 
standard deviations are comparable. The last column of the table 
contains the t-scores which statistically compare the means of the 
two groups. 
The t-score is significant for all three personality traits. 
For Achievement, the calculated value is t(1,98)=6.15, which is 
significant at the .01 alpha level. The largest statistic was 
generated for the Aggression scale: t(l,98)=6.24. Finally, the women 
athletes tested higher on the Dominance scale: t(l,98)=6.28. 
For each of the three variables tested, it is necessary to 
reject the null hypotheses and conclude that women athletes scored 
significantly differently from the general population. This differ¬ 
ence is perhaps better illustrated in Chart 2, where the raw group 
means are converted into percentile ranks. The differences are more 
evident here than in just the visual inspection of the group means. 
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TABLE 23 
Personality Comparisons between Women Athletes and the General 
College Women Population 
(N=99) 
Normed Sample Study Sample 
Measure H 515 M 515“ t 
Achievement 12.29 3.41 14.32 3.20 6.15** 
Aggression 5.86 3.23 7.91 3.18 6.24** 
Dominance 8.68 4.28 11.80 4.58 6.28** 
p<.01 
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Personality Traits and Sex-Role Scores 
The next area of interest is the possible relationship among 
the personality traits and the masculine (MASCUL) and feminine 
(FEMIN) sex-role scales. The general null hypothesis can be stated 
as: 
Ho^: There is no relationship between personality traits 
(Achievement, Aggression, Dominance) and Masculinity 
and Femininity scores. 
The Pearson's correlation coefficient was chosen to investigate 
the possible relationships. Table 19 holds the results of the tests. 
TABLE 19 
The Correlation of Personality Traits and Sex-Role Scores 
(N*73) 
Ac Ag Do 
MASCUL 0.3540** 0.4457** 0.7117** 
p».001 p=.001 ps.001 
FEMIN -0.0163 -0.0756 0.0633 
p=.880 
** = p<.01 
p=.482 p=.567 
The outcomes in this case are mixed. Masculinity is positively 
related to all of the personality variables while Femininity is found 
to have no relationship at all with the traits. Coefficients between 
femininity and the personality scores are all near zero. On the 
other hand, the Masculinity scale was found to be highly correlated 
with all the personality scales, especially Dominance (r=0.71). 
It is then necessary to reject the null hypothesis for the 
Masculinity scale, and fail to reject the null hypothesis for 
Femi ni ni ty. 
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Parental Educational Level and Personality Traits 
The educational attainment level of the athletes' parents is 
the primary background variable utilized in this paper. The 
relationship between parental educational level and personality 
traits is examined as: 
Ho3: There is no relationship between the parental educational 
level (father and mother) and personality traits (Achieve¬ 
ment, Aggression, Dominance). 
The Spearman's Rank Correlation coefficient is used to test the 
hypothesis because parental educational level is divided into ranks 
^(1 - some high school or less; 2 = high school graduate; 3 = some 
college; 4 = college graduate; 5 = post graduate). For information 
on the frequency distribution of these variables, see Appendix B, 
variables 13 and 14. 
No significant correlations were found between either Mother's 
or Father's educational level and the subject's personality. The 
null hypothesis cannot be rejected in all variations. 
Parental Educational Level and Sex-Role Scores 
It is also interesting to see how the sex-role scales relate to 
the educational level of the athletes' parents. The null hypothesis 
is then: 
Ho>i: There is no relationship between parental educational level 
1 (1=1ow, to 5=high) (father and mother) and Masculinity and 
Femininity Scores. 
Table 24 contains the Spearman's Correlation Coefficients which 
result from this analysis. 
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TABLE 24 
The Correlation of Parental Educational Level and Sex-Role Scores 
(N=99) 
Father's Education 
(l=low, 5=high) 
Mother's Education 
(l=low, 5=high) 
MASCUL 0.1766 0.2138** 
p=. 221 p=.023 
FEMIN 
-0.0827 -0.1160 
P-.217 p=.136 
** p<.01 
The small resultant correlation matrix produced only one 
significant coefficient. Masculinity is proportionally related to 
the educational attainment of the mother. The correlation between 
the two variables is 0.2138. While this coefficient is statis¬ 
tically significant at the .023 alpha level, it translates into a r2 
of only 0.0457. This means that the mother's level of education 
determines approximately 5 percent of the female athlete's subse¬ 
quent Masculinity scores. 
The null hypothesis cannot be rejected in all cases except for 
the combination of the mother's education and the Masculinity scale. 
Distribution of Athletes Among Sex-Role Categories 
The sample of women athletes was divided into the four standard 
sex-role types: (1) Androgynous (high masculinity-high femininity); 
(?) Stereotypically Masculine (high masculinity-low femininity); (3) 
stereotypical^ Feminine (low masculinity-high femininity); and (4) 
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Indeterminate (low masculinity-low femininity). Once this was done, 
different assumptions about the distribution of subjects throughout 
each category could be tested. 
The most natural Question to ask is whether the same freguency 
of athletes was assigned to each category. The null hypothesis, 
testable with the Chi-Square statistic is: 
H05: The sample will be equally distributed among the four 
sex-role categories (Pa=P|Tf pf=pi) • 
With a population of 99, the expected random frequency for each 
category is 24.75 exactly. Chart 3 illustrates graphically how 
unequally the group was assigned to the four classifications. The 
actual distributions were as follows: Androgynous=12; Masculine=64; 
Feminine=6; and Indeterminate=17. 
The calculated Chi=Square statistic was a very large 85.44, 
with an exact significance level of 0.0001. Even without the 
statistical test, it is obvious that the null hypothesis must be 
rejected. 
This result, however, was not altogether unexpected. Previous 
tests with a large population determined the expected classification 
distributions norms for women to be: Androgynous. 18.7%; Masculine, 
10.4%; Feminine, 48.7%; and Indeterminate, 22.1% (Berzins, Welling, 
and Wetter, 1978). Armed with these expected distribution 
proportions, the actual cell frequencies can be compared to the 
theoretical distributions. The null hypothesis for doing this may be 
written: 
Hoc: The observed proportions will not differ from the proportion 
expected in the population. (P(S)sP(p))• 
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Table 25 shows the actual and expected frequencies, as well as 
the Chi-square statistic. The calculated Chi-square score was again 
very large (.120.14) and with an exact probability level of 0.0001. 
One must reject the null hypothesis and conclude that the observed 
frequency distribution is different from that of the normed 
population. 
TABLE 25 
Observed versus Expected Sex-Role Distribution 
(N=99) 
Observed Frequencies: 10.00 46.00 5.00 12.00 
Expected Frequencies: 18.53 10.31 48.26 21.90 
Number of Observations: 99 
Chi-Square: 320.1389 
Significance Level: 0.0001 
Personality Traits Among the Four Sex-Role Categories 
The four sex-role groups were compared to determine if 
personality differences exist between them. This can be stated as: 
H07: The four sex-role groups do not differ in the level of 
(Achievement, Aggression, and Dominance) 
This assertion can be tested by using three separate 1x4 
ANOVAs. 
Achievement 
The first trait to be compared is achievement. Table 26 lists 
the results of the one-way analysis of variance, as well as a 
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breakdown of the mean achievement score for each group: 
TABLE 26 
ANOVA Table: Achievement by Sex-Role Category 
Sum of Squares DF Mean Square F-Ratio F Prob 
Between Groups 83.4116 3 27.8039 2.8743* 0.0406 
Within Groups 860.QUO 88 9.6732 
Total 944.3226 92 
Sex-Role Mean SO ETA S0RD 
1. Androgynous 14.7500 2.3012 0.0883 
2. Masculine 14.7288 2.9933 
3. Feminine 15.0000 2.9665 
4. Undifferentiated 12.2500 3.9917 
The F-Ratio was found to be significant at the .05 alpha level 
(F=2.87438), leading to the conclusion that there exists a 
statistical difference among the four groups, and a rejection of the 
null hypothesis. The Scheffe procedure reveals that the difference 
in achievement is between the first three groups and the 
Indeterminate category. The Eta square statistic indicates that only 
about 8 percent of the variance in achievement scores are predicted 
by sex-role classification. 
Aggression 
Aggression is compared using the same procedure. The results 
of the analysis are contained in Table 27. 
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TABLE 27 
ANOVA Table: Aggression by Sex-Role Category 
Sum of Squares DF Mean Square F-Ratio F Prob 
Between Groups 8*.2619 3 28.7539 3.0427 0.0330 
Within Groups 841.0500 88 9.4500 
Total 927.3118 92 
Sex-Role Mean SO ETA SQRD 
1. Androgynous 8.5000 3.0000 0.0930 
2. Masculine 8.3167 3.0281 
3. Feminine 4.667 1.5055 
4. Undifferentiated 7.1333 3.6814 
* 
The F-Statistic was found to be narrowly significant (p=0.0330). 
Here, the null hypothesis is that there is no difference in 
aggression among the groups. Upon inspection, it is found that the 
Feminine category (m=4.67) is much different from the others. 
Although the Ho must be rejected again here, an Eta-squared of only 9 
percent indicates that not much association exists. 
Dominance 
Finally the personality trait of Dominance is used in the same 
one-way design. The following tabulation (Table 29) holds the 
results of the statistical examination: 
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TABLE 28 
ANOVA Table: Dominance by Sex-Role Category 
Sum of Sguares DF Mean Sguare F-Ratio F Prob 
Between Groups 427.0022 3 142.3341 8.6516** 0.0000 
Within Groups 1332.5968 88 16.4518 
Total 1759.6000 92 
Sex-Role Mean sn ETA SQRD 
1. Androgynous 14.6250 3.4615 0.2427 
2. Masculine 12.6949 4.4071 
3. Feminine 7.5000 2.8868 
4. Undifferentiated 7.6429 2.7346 
The two asterisks mean the F-Score indicate that it is significant at 
the .01 level of higher (p=.0000). Hence, the null hypothesis is 
rejected. The Scheffe method points out the dichotomy of the groups 
relating to this variable. The first two classifications 
(Androgynous, masculine) differ greatly in dominance level from the 
two other groups (feminine, undifferentiated). The Eta-statistic is 
a respectable 0.2427, indicating that sex-role category explains 24 
percent of the variance in dominance levels. 
Aggression Controlling for Achievement 
After testing for personality differences among sex-role 
categories, the prudent researcher investigates whether other factors 
may be in operation. If no significant difference is found among 
groups, it may be because some other variable is masking the true 
effect. Contrarily, a putatively significant effect may actually be 
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a spurious cloud which disappears when taking into account the true 
influencing variable(s). Therefore, all the previous ANOVAs were 
reanalyzed using the analysis of covariance (ANCOVA) procedure to 
control for different factors. 
Aggression was narrowly found to be an insignificant factor in 
differentiating among sex-role groups. Using the same 1x4 design 
with achievement as the concomittant variable, the results in Table 
29 were obtained: 
TABLE 29 
ANCOVA Table: Aggression by Sex-Role with Achievement 
Source of 
Variation Sum of Squares OF Mean Square F-Ratio F Prob, 
Covariates: 
Achievement 7.712 1 7.712 0.872 0.353 
Main Effect: 
Sex role 99.102 3 29.701 3.360* 0.023 
ETA S0R0 = 0.11727 
The first statistic evaluates the effect of the covariate on the 
dependent variable. The F-score (0.972) is not significant at the 
.05 percent confidence level, and achievement does not seem to have 
any effect on aggression. The second line of the table contains the 
results of the ANOVA analysis after the effects of the covariate 
(Achievement) have been taken into account. In this case, the 
F-Ratio (3.360) is significant (p=0.023). So, in essence, the null 
hypothesis is: 
Hog: pie four sex-role groups do not differ in the level of 
Aggression when the level of Achievement is controlled. 
no 
This must be rejected. The ETA for this run is 12 percent, 
indicating that the relationship is not very strong. 
Dominance Controlling for Achievement 
The previous procedure is repeated with Dominance as the 
dependent variable, Sex-Role as the independent variable, and 
Achievement as the covariate. The null hypothesis is: 
Hogb: The four sex-role groups do not differ in the level of 
Dominance when the level of Achievement is controlled. 
The results of the test are in Table 30. 
TABLE 3D 
ANCOVA Table: Dominance by Sex-Role with Achievement 
Source of 
Variation Sum of Squares DF Mean Square F-Ratio F Prob 
Covariates: 
Achievement 11.928 1 11.928 0.734 0.384 
Main Effect: 
Sex role 372.676 3 124.225 7.641 0.001 
ETA SORD = 0.2323489 
Achievement had almost no effect at all on this analysis. The 
F-statistic is below one (F=0.734). The effect of Dominance is 
almost the exact same as the related ANOVA run (F=7.641, and ETA2 = 
23%). In this instance, the decision to once again reject the null 
hypothesis is clear. 
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Multivariate Analysis of Sex-Role Groups: Aggression and Dominance 
Since Aggression and Dominance are highly correlated 
(r$=0.5851, pa.001), multivariate analysis of variance is advisable. 
The null hypothesis is simply: 
Hoq: The four sex-role groups do not differ in personality profiles 
(Aggression and Dominance) 
This procedure will test for differences in the aggression/dominance 
profiles among the four sex-role categories. The results are 
available in Table 31. 
TABLE 31 
MANCOVA Table: Aggression and Dominance by Sex-Role 
Source of 2 
Variation Wilks LAMBDA Eta RAO's F Sig. of F 
Sex role 0.72666 0.27334 4.44291 0.00036 
These results point out a great difference in the aggression/ 
dominance profiles of women athletes. Not only is the F-score very 
significant, but the ETA* illustrates the strongest association (27%) 
encountered in this study. Hence, the null hypothesis should be 
rejected, leading to the conclusion that they do have different 
personality profiles. 
Multivariate Analysis of Sex-Role Groups Profiles Controlling for 
Achievement 
The same multivariate procedure used in the previous example is 
again used, but with the addition of the covariate. Achievement. The 
Multivariate Analysis of Covariance (MANCOVA) technique is used to 
test the null hypothesis: 
H°io: four sex-role groups do not differ in personality profiles 
(Aggression and Dominance) when the level of Achievement is 
controlled. 
This is exactly the same as the previous proposition except for the 
use of Achievement as the concomitant variable. The run results 
are shown in Table 32. The first line details the effect of the 
covariate. In this case, the covariate had little adjustment effect 
(F=1.2) and is nonsignificant (p=0.310). The effect of the indepen¬ 
dent variable is almost the exact same figures as the previous 
analysis. So, while the null hypothesis is rejected, the overall 
effect of the introduction of a covariate (Achievement) adds no 
information to the model. Achievement is mildly related to 
Aggression, but has almost no relationship with Dominance. 
TABLE 32 
MANCOVA Table: Aggression and Dominance by Sex-Role with Achievement 
Source of 
Variation Wilks LAMBDA Eta2 RAO's F Sig. of F 
Covariates 0.96885 0.03115 1.18946 0.31014 
Sex role 0.73304 0.266796 4.14356** 0.00071 
Multivariate Analysis of Sex-Role Group Profiles Controlling for 
Achievement and Parental Education 
The last question answered in this study again uses the same 
design as the two previous ones. The difference is the use of the 
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factors as covariates (1) Achievement, (2) Father's Educational Level 
(V13), (3) Mother's Educational Level (V14). The Ho is then: 
H°n: Tour sex-role groups do not differ in personality profiles 
(Aggression and Dominance) when the level of Achievement 
and Parental Educational Level is controlled. 
The results for this test are a mirror of the last two. First of 
all, the covariates are of no use at all in explaining the Aggression 
and Dominance among categories (see Table 33). 
TABLE 33 
MANCOVA Table: Aggression and Dominance by Sex-Role with Ac, V13 & 
Source of 
Variation Wilks LAMBDA Eta2 RAO's F Sig. of F 
Covariates 0.95460 0.04540 0.55621 0.76449 
Sex role 0.72955 0.27045 4.04155** 0.00090 
Both the MANCOVA models are of absolutely no use in explaining the 
situation. These results are only fractionally different from those 
in Table 27. The main effect is significant, but the covariates are 
useless. The null hypothesis is rejected here, just as in the other 
two tests. Apparently, the four sex-role groups have different 
personality profiles (Ag, Do) even when Ach and Parental educational 
level is controlled. 
CHAPTER V 
SUMMARY AND CONCLUSIONS 
The primary objective of this research was to determine the 
relationship between sex-role orientation and personality traits in 
female athletes. This chapter will summarize related research, as 
well as present conclusions drawn from testing the various 
hypotheses. Limitations of the study will be discussed along with 
recommendations for additional research. 
Summary 
There has been an increased interest in both the psychology of 
women in sports and their corresponding sex-role orientation. The 
Intent here was to gain a better understanding of the psyche of the 
female athlete. A presentation of the history relating to the 
investigatory problem, as well as an overview of women's difficulties 
In sports, and an Introduction to the concept of androgyny were done 
in the first chapter. 
Several major studies have been done recently which examine 
personality traits of female athletes. The most applicable research 
was done by Del Rey and Sheppard (1981), Salisbury and Passer (1982), 
Butt and Schroeder (1980), and Stoner and Bandy (1977). While there 
is no consensus in the results (due to differences in research 
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design, populations, measurement instruments, and sample size), most 
would agree (as this study did) that these women are independent, 
confident, and success oriented. 
The methodology for the sex-typing of the sample, as well as 
the statistical procedures necessary to test the propositions of 
interest, was illustrated. Eleven hypotheses were then tested and 
the results presented. 
Conclusions 
The following conclusions were drawn from the study: 
1. Women athletes were found to be more achievement oriented, 
more aggressive and more dominant than women in the general 
population, rhis is probably due to the fact that these are 
the traits that are needed to be a good athlete. This is 
especially true of these very serious Division I competi¬ 
tors. Testing any other sub-population of competitive 
success-oriented Individuals would probably yield the same 
results. The apparent homogeneity of the sample suggests 
that no team differences exist. These results are 
consistent with the findings of Balazs (1977), but not those 
of Stoner and Bandy (1977). Both of these studies, however, 
used the EPPS as the measurement Instrument for comparing 
athletes with the general population. 
2. Masculinity was found to be statistically related to 
Achievement, Aggression, and uominance. This result, of 
course, is not altogether unexpected since these three 
traits are often predicated to masculinity. Moreover, some 
of the same questions which make up these three personality 
scales were also used to create the Masculinity scale. 
Hence, there is an inherent shared variance which makes this 
result self-fulfilling, and therefore should be interpreted 
with caution. 
3. Femininity was found to be unrelated to any of the 
personality traits. Unlike the Masculinity Scale, 
Femini ni ty contained no items from the Achievement, 
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Aggression, and Dominance scales. One might expect there to 
be a negative correlation between Femininity and these three 
characteristics but it was not found. This supports the 
theoretical background for the development of these sex- 
role scales which postulate that Masculinity and Femininity 
are two unique multi-dimensional characteristics. If 
Femininity were considered to be the opposite of 
Masculinity, then a positive correlation between Masculinity 
and the personality traits would lead to an almost automatic 
negative correlation between Femininity and these traits. 
A. No relationship between personality traits and parental 
educational level was found. I he intention here was to 
determine whether the educational attainment level of the 
athlete's parents had any relationship to her level of 
achievement, aggression, and dominance. It was suspected 
that the higher the parental educational level, the higher 
the achievement orientation. Daughters of highly educated 
mothers were expected to have greater achievement needs (or 
even more aggression and dominance needs) because of the 
balues their mothers could have possible handed down. 
5. Masculinity was found to be positively related to the 
educational attainment level of the mother. While no 
statement of causation can be made with this research 
design, this result is interesting and certainly worthy of 
further investigation. For this sample, anyway, the more 
educated the mother, the more assertive the daughter. This 
is also a little unexpected since most of the women (41.3%) 
listed their father as the most encouraging in their 
athletic endeavors. 
6. No relationship existed between Femininity and the 
educational level of either of the parents, me Femininity 
scores of the athletes were round to oe uncorrelated with 
the educational level of the parents, which again validates 
the concept that Masculinity and Femininity are not bipolar 
uni dimensional characteristics (see conclusion 5). 
7. The subjects of this sample were found not to be equally 
distributed among the four sex-role categories. While this 
may have been a necessary hypotnesis to test, the results 
were as expected. The norms of the PRF-Andro indicate that 
the classification of subjects will be different for the 
four categories. 
8. The distribution of the study sample among the four sex-ro^e 
rategories was found to be statistically different tromthe 
expected proportions based on the normed population. Hie 
sample of athletes deviated substantially rrom thenormed 
117 
population of women. Almost four times the women were 
classified as Masculine than was expected. Conversely, only 
about 5 percent of the women were found to be Feminine, when 
49 percent were expected to be theoretically. A reason for 
this may simply be that to be the serious, dedicated 
athletes these women appear to be requires them to possess 
the type of traits which are, by the definitions used In 
this study. Masculine. Women athletes may not be any more 
"masculine" than any other highly motivated, achievement 
oriented men or women (i.e., investment bankers). It is 
just that the values and characteristics that are needed to 
achieve success are deemed to be "masculine" by society. 
9. In the sample, the four sex-role groups were found to differ 
in Achievement and uominance levels but not in Aggression. 
Although the groups did differ on these personality 
characteristics, they also scored higher than the normed 
population on these traits. Moreover, the low Eta-squares 
indicate that the association between sex-role classifi¬ 
cation and these personality traits Is not very strong. 
10. When the level of Achievement was statistically controlled, 
the sex-roie groups differed in both Aggression and 
Uominance, rue sex-role groups differed greatly in this 
maNCUVa analysis. Achievement was not found to be a 
significant covariant. Indicating that high achievement is a 
component of almost all the sample. The Eta-square showed 
that 25 percent of variance in Aggression and Dominance 
scores are explained by sex-role classification. Although 
this model is more complete than the previous univariate 
models, a lot of variance (75%) is left unexplained. More 
variables are necessary to get a true conception of the 
situatl on. 
11. The four sex-role groups were found to have different 
personality profiles (Aggression and Dominance) even when 
the effects of Achievement and parental educational level 
are taken into account: me results obtained were almost 
exactly the same as in the previous conclusion. None of the 
covariates had any significant effect on the dependent 
variables so the same explanations apply. 
Limitations of the Study 
Two limitations of this study are significant and should be 
noted. 
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The first limitation has to do with the nature of the sample. 
While the sample size is large enough to legitimately utilize the 
statistical procedures implemented here, the sample is not well 
representative of women athletes In general. It was drawn basically 
from a block of New England Schools which may be intrinsically 
different from the rest of the country. The women studied here were 
mostly white (over 90 percent) and came from households with educated 
parents. Hence, the results here may not be very generalizeable to 
the population as a whole. 
Also, there Is an amount of self-fulfilling prophecy having to 
do with the design of the Instrument. A large number of items in the 
Masculinity scale were taken from the Aggression and Dominance of the 
PRF. This automatically creates a certain amount of intrinsic shared 
variance. Hence, Masculine subjects are more likely to be more 
aggressive and dominant than the other categories. Reliability 
coefficients were also lower than those in the manuals (both PRF and 
PRF-Andro) because of differences in administration conditions. 
Recommendations for Further Study 
The two limitations mentioned earlier are also part of the 
recommended areas for further study. 
First, a national mailing could be done to get a more repre¬ 
sentative, and a larger study sample. The subject is important 
enough to warrant this type of effort. 
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Second, more personality traits should be used to describe the 
female athlete. Using only three scales from an instrument that 
originally contained 22 gives a very limited, myopic, and one¬ 
dimensional picture of the athlete. 
Finally, other data collected in this study can be used to 
explain outcomes. Only data which related to the original hypothesis 
were used in testing. 
Appendix A 
Personality Research Form 
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PERSONALITY RESEARCH FORM 
Form AA 
DIRECTIONS 
On the following pages you will find a series of statements which 
a person might use to describe herself. Read each statement and de¬ 
cide whether'Or not it describes you. 
If you agree with a statement or decide that it does describe 
you, answer TRUE. If you disagree with a statement or feel that it is 
not descriptive of you, answer FALSE. 
Answer every statement either true or false, even if you are not 
completely sure of your answer. 
Published by: RESEARCH PSYCHOLOGISTS PRESS, INC. 
Copyright 1965 by Douglas N. Jackson. 
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1. I enjoy doing things which challenge me. 
2. T get a kick out of seeing someone I dislike 
appear foolish in front of others. 
3. I would enjoy being a club officer. 
4. Self-improvement means nothing to me unless it 
leads to immediate success. 
5. It doesn't bother me much to have someone get 
the best of me in a discussion. 
True False 
T F 
T F 
T F 
T F 
T F 
6. I am not very insistent in an argument. 
7. I get disgusted with myself when I have not 
learned something properly. 
3. I swear a lot. 
T F 
T F 
T F 
9. I try to control others rather than permit them 
to control me. T F 
10. I work because I have to, and for that reason only. T 
11. If someone does something I don't like, I seldom 
say anything. T 
12. I have little interest in leading others. T 
13. I will keep working on a problem after others 
have given up. T 
14. If someone has a better job than I, I like to 
try to show them up. T 
15. I feel confident when directing the activities of 
others. T 
16. I try to work just hard enough to get by. T 
17. I am quite soft-spoken. T 
F 
F 
F 
F 
F 
F 
F 
F 
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True False 
18. I would make a poor judge because I dislike 
telling others what to do. j 
19. I often set goals that are very difficult to 
reach. j 
20. Stupidity makes me angry. j 
21. I am quite good at keeping others in line. T 
22. I would rather do an easy job than one involving 
obstacles which must be overcome. T 
23. I seldom feel like hitting anyone. T 
24. Most community leaders do a better job than I 
could possibly do. T 
25. My goal is to do at least a little bit more than 
anyone else has done before. T 
26. Life is a matter of "push or be shoved." T 
27. I seek out positions of authority. T 
28. I really don't enjoy hard work. T 
29. If someone hurts me, I just try to forget about it. T 
30. I think it is better to be quiet than assertive. T 
31. I prefer to be paid on the basis of how much work 
I have done rather than how many hours I have 
worked. T 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
32. I often find it necessary to criticize a person 
sharply if he annoys me. T F 
33. When I am with someone else I do most of the 
decision-making. T F 
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True False 
34. I have rarely done extra studying in connection 
with my work. j p 
35. If I have to stand in line, I seldom try to cut 
ahead of the other people. j p 
36. I would make a poor military leader. T f 
37. People have always said that I am a hard worker. T F 
38. I often make people angry by teasing them. T F 
39. When two persons are arguing, I often settle the 
argument for them. T F 
40. When people are not going to see what I do, I 
often do less than my very best.* T 
41. T show leniency to those who have offended me. T 
42. T would not do well as a salesman because I am 
not very persuasive. T 
43. I don't mind working while other people are having 
fun. T 
F 
F 
F 
F 
44. I become angry more easily than most people. T 
45. If I were in politics, I would probably be seen as 
one of the forceful leaders of my party. T 
46. It doesn't really matter to me whether I become 
one of the best in my field. T 
47. I do not like to see anyone receive bad news. T 
48. I feel incapable of handling many situations. T 
49. Sometimes people say I neglect other important 
aspects of my life because I work so hard. T 
60. I have a violent temper. T 
51. I try to convince others to accept my political 
principles. T 
F 
F 
F 
F 
F 
F 
F 
F 
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True False 
52. I am sure people think that I don't have a 
great deal of drive. j p 
53. I do not think it is necessary to step on others 
in order to get ahead in the world. T F 
54. I would not want to have a job enforcing the law. T F 
55. I enjoy work more than play. IF 
56. I often quarrel with others. T p 
57. With a little effort, I can "wrap most people 
around my little finger." T F 
58. It is unrealistic for me to insist on becoming 
the best in my field of work all the time. T F 
59. I try to show self-restraint to avoid hurting 
other people. T f 
60. I don't have a forceful or domineering personality. T F 
61. When someone opposes me on an issue, I usually 
find myself taking an even stronger stand than I 
did at first. T F 
62. I try to control others rather than permit them 
to control me. T F 
63. I will keep working on a problem after others have 
given up. T F 
64. I feel confident when directing the activities of 
others. T F 
65. I don't mind being conspicuous. T F 
66. I would never pass up something that sounded like 
fun just because it was a little bit hazardous. T F 
67. I am quite good at keeping others in line. T F 
68. My goal is to do at least a little bit more than 
anyone else has done before. T F 
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True 
69. I seek out positions of authority. j 
70. T usually make decisions without consulting 
others. j 
71. If T have a problem, I like to work it out alone. T 
72. I will not go out of my way to behave in an 
approved way. j 
73. When I see a new invention, I attempt to find out 
how it works. j 
False 
F 
F 
F 
F 
F 
74. When I am with someone else, I do most of the 
decision-making. T F 
75. I delight in feeling unattached. T F 
76. I don't care if my clothes are unstylish, as long 
as I like them. T F 
77. When two persons are arguing, I often settle the 
argument for them. T 
78. I prefer to face my problems by myself. T 
79. If I were in politics, I would probably be seen 
as one of the forceful leaders of my party. T 
80. Adventures where I am on my own are a little 
frightening to me. T 
81. I would make a poor judge because I dislike 
telling others what to do. T 
82. I usually try to share my problems with someone 
who can help me. T 
83. I avoid some hobbies and sports because of their 
dangerous nature. 
84. I am only very rarely in a position where I feel 
a need to actively argue for a point of view I 
hold. 
F 
F 
F 
F 
F 
F 
F 
F 
85. I prefer a quiet, secure life to an adventurous 
one. 
86. If I get tired while playing a game, I generally 
stop playing. 
87. I feel incapable of handling many situations. 
88. Surf-board riding would be too dangerous for me. 
89. It is unrealistic for me to insist on becoming 
the best in my field of work all the time. 
90. When I see someone who looks confused, I usually 
ask if I can be of any assistance. 
91. I don't want to be away from my family too much. 
9?. The good opinion of one's friends is one of the 
chief rewards for living a good life. 
03. People like ta tell me their troubles because 
they know I will do everything I can to help them. 
94. Once in a while I enjoy acting as if I were tipsy. 
95. I make certain that I speak softly when I am in a 
publ ic. place. 
96. I believe in giving friends lots of help and 
advice. 
97. I think it would be best to marry someone who is 
more mature and less dependent than I. 
98. I am usually the first to offer a helping hand 
when it is needed. 
99. To love and be loved is of great importance to me. 
100. I would prefer to care for a sick child myself 
than to hire a nurse. 
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True 
101. One of the things which spurs me on to do my 
best is the realization that I will be praised 
for my work. 
102. When I see a baby, I often ask to hold him. 
103. Sometimes I get others to notice the way I dress. 
104. I like to be with people who assume a protective 
attitude toward me. 
ins. Seeing an old or helpless person makes me feel 
that I would like to take care of him. 
T 
T 
T 
T 
T 
False 
F 
F 
F 
F 
F 
106. I get a kick out of seeing someone I dislike 
appear foolish in front of others. T F 
107. I dislike people who are always asking me for 
advice. T F 
108. I would not like to be married to a protective 
person. T F 
109. I get little satisfaction from serving others. T F 
110. I prefer not being dependent on anyone for 
assistance. T F 
111. I seldom go out of my way just to make others 
happy. T 
112. When I see someone I know from a distance, I 
don't go out of my way to say "hello." T 
113. People's tears tend to irritate me more than to 
arouse my sympathy. T 
114. I am quite independent of the people I know. T 
115. It doesn't affect me one way or another to see a 
child being spanked. 
F 
F 
F 
F 
F 
Appendix B 
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SPORTS BACKGROUND INVENTORY 
The following questions permit you to express some of your 
opinions about sports, particularly opinions related to your own 
personal experience. Please remember there are no right or wrong 
answers. Your own subjective, though experienced, opinion is 
precisely what this questionnaire is designed to measure. Your 
individual response to this survey will remain strictly confidential. 
Please add any comments you wish either in the margins or on a 
separate sheet of paper. 
***(A11 numbers in brackets represent percentages.)*** 
I. SPORTS INTEREST 
1. When you were growing up, in your neighborhood who did you 
generally play with as a child? 
Both girls and boys [50] Mostly girls [ 7] 
Played alone [ 2] Mostly boys [40] 
Don't know [ 1] 
2. When you were growing up, with which family members did you 
participate most often in sports or physical activity? (Check 
all that apply) 
Mother [18] Grandfather [ 7] Cousins [30] 
Father [50] Grandmother [ 2] Other [ 5] 
SIsters [27] Uncle [ 7] None [ 4] 
Brothers [64] Aunt [ 3] Don't know [ o] 
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3. When you were growing up, who was your favorite sports role 
model? 
Name of that person _ 
4. Have you participated in organized athletic programs (school. 
Little League, town leagues, swim club, etc.) at the following 
levels? 
Have 
Have not 
participated 
participated 
actively (but 
not as a leader 
Have 
participated 
as a leader 
a. Pre-high school 
age teams C 3] [44] [53] 
b. High-school age 
teams (non-varsity) [31] [28] [41] 
c. High school varsity [ 5] [12] [83] 
d. College intramural 
teams [56] [31] [13] 
e. College varsity 
teams [ 0] [75] [25] 
f. Amateur teams [59] [25] [16] 
g. Olympic teams [96] [ 4] [ 0] 
h. Professional teams [ 0] [ 0] [ 0] 
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5. When you were growing up, which family members most actively 
encouraged you in your athletic endeavors? (Rank three where 1 
= most encouraging. 2 = second most encouraging, etc.) 
1st 2nd 3rd 
Mother [33] [36] [20] 
Grandfather [ 0]. [ 2] [ 3] 
Cousin [ 0] [ 0] [ 4] 
Father [41] [31] [12] 
Grandmother [ 1] [ 0] [ 7] 
Other [ 0] [ 5] [ 4] 
Sister [ 5] [ 6] [22] 
Uncle [ 0] [ 1] [ 4] 
None [ 5] [ 2] [ 0] 
Brother [12] [16] [20] 
Aunt [ 0] [ 0] [ 3] 
Don't know [ 2] [ 1] [ 4] 
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II. SPORTS PARTICIPATION 
6. Below is a list of activities. Please indicate how often you 
engaged in them during the past year. Some activities you may 
do only in the winter or the summer. When answering how often 
you participate in those activities, think of how often you did 
them during that season. 
Participation Level 
Every day 
or almost 
every day 
About once 
or twice 
a week 
About 
once a 
month or 
less Never 
OK/ 
NA 
1. Tennis, squash 
badminton or 
other racquet 
sports [ 7] [18] [52] [20] [ 3] 
2. Golf [ 2] [24] [71] [ 3] [ 0] 
3. Jogging/running [49] [31] [14] [ 4] [ 2] 
4. Swimming [20] [30] [37] [12] [ 1] 
5. Bicycling [18] [42] [30] [ 8] [ 2] 
6. Horseback 
ri ding [ 1] [ 3] [21] [68] [ 7] 
7. Skating [ 1] [ 5] [33] [57] [ 4] 
8. Boating/ 
canoeing [18] [13] [29] [36] [ 4] 
9. Skiing [ 1] [11] [48] [39] [ 1] 
10. Pool/billiards [ 2] [ 8] [43] [41] [ 6] 
11. Table tennis/ 
ping pong [ 3] [ 4] [32] [55] [ 6] 
12. Basketball [ 4] [20] [46] [28] [ 2] 
13. Bowling [ 0] [ 2] [35] [56] [ 7] 
14. Softball or 
baseball [13] [12] [31] [38] [ 6] 
15. Football [ 0] [ 7] [34] [51] [ 8] 
16. Soccer [13] [ 9] [31] [45] [ 2] 
17. Volleyball [ 8] [ 6] [35] [47] [ 4] 
18. Lacrosse [14] [ 2] [ 7] [69] [ 8] 
19. Hockey [ 5] [ 2] [ 5] [80] [ 8] 
20. Gymnastics 
21. Wrestling 
[11] [ 6] [ 9] [67] [ 7] 
[ 2] [ 0] [ 8] [78] [11] 
22. Handball [ 0] [ 0] [ 4] [36] [10] 
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Participation Level 
About 
Every day About once once a 
or almost or twice month or DK/ 
every day a week less Never NA 
23. Archery [ 0] [ 2] [ 3] [88] [ 7] 
24. Fencing [ 0] [ 0] [ 0] [93] [ 7] 
25. Weightlifting [20] [67] [ 6] [ 6] [ 1] 
26. Calisthenics/ 
aerobics [21] [33] [25] [18] [ 3] 
27. Dancing [ 7] [23] [36] [29] [ 5] 
28. Walking [73] [15] [ 6] [ 4] [ 2] 
29. Other [58] [ 5] [ 0] [26] [11] 
7. How important to you are the following reasons for engaging is 
sport/fitness activity? Please rank the two (2) most important 
reasons where 1 s most important, 2 = second most important. 
1st 2nd 1st 2nd 
a. Improved health/ e. Friendship/ 
[26] fitness 
0 
[30] [14] sociability [4] 
b. Competi ti on [26] [19] f. Improved athletic 
skills/sense of 
[22] c. Relaxation/stress accomplishment [34] 
reduction [ 3] [ 3] 
g. Sense of being 
[12] d. Winning [ 1] [ 4] member of Team [1] 
8. In your sports and fitness activities, 
family and friends of your efforts? 
how supportive are your 
Very Somewhat 
supportive supportive 
Romantic 
companion [78] [21] 
Parent!s) [82] [15] 
Work 
associates [36] [47] 
Children [33] [39] 
Women friends [68] [27] 
Men friends [72] [26] 
Not very Not at all 
supportive supportive 
[ 1] 
[ 2] 
[13] 
[ 9] 
[ 5] 
[ 1] 
[ 0] 
[ 1] 
[ 4] 
[18] 
[ 0] 
[ 1] 
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9. To what do you attribute the unequal media attention that 
women's sports get? Please rank two (2) where 1 = most 
important and 2 3 second most important. 
1st 2nd 1st 2nd 
Discrimination by media Dominant male 
decision-makers [34] [46] culture [56] [31] 
General low level of com¬ Don't know [3] [11] 
petition in women's 
athletics [ 6] [13] 
III. SPECTATOR SPORTS 
10. In your opinion, the federal government's title IX program 
promoting equality of educational and athletic opportunity for 
women has been: 
Very successful [ 4] Very unsuccessful [ 3] 
Somewhat successful [47] Don't know [30] 
Somewhat unsuccessful [15] 
IV. BACKGROUND 
11. Are you Female [100] or Male [ 0]? 
12. What is your age? mean : = 19.6; median = 19.5; mode 3 19 
13. What is the last grade of school your father completed? 
Some high school or less [ 2] College graduate [39] 
High school graduate [10] Post graduate [31] 
Some college [16] Don't know [ 2] 
14. What is the last grade of school your mother completed? 
Some high school or less [ 2] College graduate [34] 
High school graduate [22] Post graduate [19] 
Some college [21] Don't know [ 2] 
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15. When you were growing up. 
How many older brothers did you have? mean ■ 1.2; median =0.8; 
mode = 0 
How many total brothers and sisters? mean = 2.3; median = 2.0; 
mode = 2 
How many older sisters? mean = 0.7; median = 0.4; mode = 0 
16. What is your primary ethnic origin? 
Asian [ 2] Black [ 5] Hispanic [ 0] 
White [89] Native Amer. [1] Other [ 2] 
Don't Know [ 1] 
17. If feminism is defined as being committed to equality for women 
In all aspects of life, how strong would you say your feminist 
views are? 
Very strong [20] Not very strong [14] 
Strong [33] I do not consider 
[11] myself a feminist 
Somewhat strong [20] 
Don't know [ 2] 
18. Do you think you will be participating in sports in the next 
five years? 
Yes [96] No [ 4] 
19. On a scale of 1 (least skilled) to 10 (most skilled) how would 
you rate your athletic ability compared to your teammates? 
(Circle number) 
mean = 7.4; median = 7.7; mode = 8 
123456789 10 
THANK YOU! 
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