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E-mail address: ivan.stajduhar@riteh.hr (I. ŠtajduhDifferent survival data pre-processing procedures and adaptations of existing machine-learning tech-
niques have been successfully applied to numerous ﬁelds in clinical medicine. Zupan et al. (2000) pro-
posed handling censored survival data by assigning distributions of outcomes to shortly observed
censored instances. In this paper, we applied their learning technique to two well-known procedures
for learning Bayesian networks: a search-and-score hill-climbing algorithm and a constraint-based con-
ditional independence algorithm. The method was thoroughly tested in a simulation study and on the
publicly available clinical dataset GBSG2. We compared it to learning Bayesian networks by treating cen-
sored instances as event-free and to Cox regression. The results on model performance suggest that the
weighting approach performs best when dealing with intermediate censoring. There is no signiﬁcant dif-
ference between the model structures learnt using either the weighting approach or by treating censored
instances as event-free, regardless of censoring.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Standard supervised machine-learning (ML) techniques allow
us to learn predictive classiﬁcation models from data. Once learnt,
these models are able to predict whether or not the event of inter-
est (outcome, class) will occur for a new, as yet unclassiﬁed in-
stance based on its features. Some of these models express their
prediction as a posterior probability distribution.
Survival data, in addition to standard data, is also characterised
by survival times. Survival times represent the measured time until
an event of interest occurs for that instance. In medicine, an in-
stance is normally described with a patient record and the event
of interest usually marks the development of a disease, response
to a treatment, relapse, or death of the patient [1]. If the event of
interest for a patient was not observed during the follow-up time,
that patient’s outcome is considered to be censored, and his or her
true ﬁnal outcome is thus unknown.
Censoring in the data is the main reason why standard super-
vised ML techniques are hard to use for modelling survival. By
treating censored data as event-free, one would bias the model to-
wards the event-free outcome. On the other hand, standard statis-
tical techniques for survival analysis [2–4] have no problem at all
in dealing with censoring in the data. Moreover, they produce
models that are capable of predicting a survival function for a
new, as yet unclassiﬁed instance. This function expresses the prob-ll rights reserved.
ar).ability of survival, calculated from the instance features, as a func-
tion of time.
Estimating survival functions is crucial in domains where the
underlying distribution cannot be handled as a classiﬁcation prob-
lem. For example, in palliative patient care, we are certain that
death will occur for each and every patient, but would like to esti-
mate when. On the other hand, numerous specialised domains that
describe event occurrence until a certain time can be handled as
classiﬁcation problems. For example, if a disease is curable but
can also be lethal for a patient if incorrect therapy is applied, deter-
mining the ﬁnal outcome for that patient given his or her known
features is of primary interest. A patient that survives the disease
will eventually die of other causes, but this should not concern
us as it does not imply the need for survival functions. In all cases
in which the time to the occurrence of an event is not of interest
and observation time equals survival time, virtually any supervised
ML technique can learn prognostic models from data [5].
Bayesian networks (BNs) [6] are excellent tools for knowledge
representation. They are capable of expressing causal inﬂuences
probabilistically, which corresponds to human reasoning about
causality and uncertainty. They have been enjoying increasing
use as decision support systems in various ﬁelds of biomedicine
and health care [7].
In our previous work [8], we analysed the impact of censoring
on learning BNs from survival data by treating censored instances
as event-free. We have shown that this data-handling procedure
can be efﬁciently used in the presence of light (up to 20%)
censoring. In this paper, we adapted the BN structure-learning
algorithms used in [8] by using a censoring weighting scheme
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to parameter learning. We compared this procedure with the pro-
cedure of learning BNs by treating censored instances as event-free
and with Cox regression [2], which is a standard statistical tech-
nique for survival analysis.
This paper is organised as follows. Section 2 explains in detail
how censored data were preprocessed for their use with the ML
algorithms. Section 3 describes the weight-adapted algorithms
for learning BNs from data. Related work is described in Section
4. Thorough empirical performance testing in a simulation study
is explained next in Section 5, followed by clinical application in
Section 6. Section 7 summarises and interprets the results.2. Handling censored survival data
In this paper, we adopted a procedure for handling censored
survival data that divides the data into three groups, as suggested
by Zupan et al. [9]: (1) instances for which the event occurred at
any time are labelled positive; (2) instances censored after a
certain critical time point T are labelled negative (event-free);
(3) instances censored before time point T are doubled, split into
both possible outcomes, and then assigned an estimated probabil-
ity of outcome based on the Kaplan–Meier method. Labelling is
illustrated in Fig. 1. Suppose we have a dataset consisting of six
instances, x?A;x
?
B;x
?
C ;x
?
D;x
þ
E ;x
þ
F
 
, four of which are censored (super-
scripted ?) and two of which are positive instances (superscripted
+). Labelling procedure transforms this dataset into xþA ;x

A ;x

B ;

xþC ;x

C ;x
þ
D ;x

D ;x
þ
E ;x
þ
F Þ, increasing dataset size by half. All split in-
stances are then assigned weights, based on their estimated out-
come probabilities. This is described next.
The Kaplan–Meier product limit estimate [10] of inherent sur-
vival function SðtÞ is given by:
bSðtÞ ¼ Y
i:ti<t
ni  di
ni
 
¼ bSðt  1Þ 1 dt
nt
 
; ð1Þ
where di is the number of events that occurred at time ti (when one
or more events occurred) and ni is the number of patients still ob-
served at time ti. This method assumes that the censoring times
are independent of the survival times. It is not suitable in cases
where a record is censored due to reasons related to the causes of
event occurrence [1].
Each doubled instance (that was censored before T) is assigned
weights according to its observation time T. Its negative spawn is
assigned weight w ¼ bSðTÞ=bSðTÞ, whereas its positive spawn is as-
signed weight wþ ¼ 1w. Given two censored instances, the oneFig. 1. Labelling instances based on their T=T proportion (observation time/critical
time). Instances xE and xF are originally positive (observations ending with an X),
other are censored. Labels are assigned in the following way: (1) positive (xE and
xF ); (2) negative (xB); (3) split into both possible outcomes (xA; xC and xD).observed for a longer time period should have a higher probability
of survival until T than the one observed for a shorter time period.
Time point T is usually determined using expert knowledge,
depending on the underlying problem. For example, a 5-year inter-
val is considered to be sufﬁcient for follow-up of oncology patients
[11–13]. If the underlying survival distribution is exponential in
nature, as T approaches T;w approaches 1, and wþ approaches
0. As the derivative of the survival function S0ðtÞ approaches zero,
T can be chosen arbitrarily. Since both the simulation study do-
mains and the clinical domain have (approximately) exponentially
distributed observation times, we chose to use the largest observa-
tion time for T. The observation time is discarded from the dataset
after applying weights.
Weight assignment is illustrated using the example from Fig. 1.
Kaplan–Meier survival estimate for the dataset is presented in
Fig. 2. Both positive instances (xE and xF) and the single negative
instance ðxBÞ are assigned weight 1. Since the largest observation
time is selected as the critical time point, T ¼ 14, estimated termi-
nal probability of survival bSðTÞ ¼ 0:55. Censored instances (xA;xC
and xD) are split into both outcomes and assigned the following
weights: w xC
  ¼ 0:55=1 ¼ 0:55;w xþC  ¼ 1w xC  ¼ 0:45;w xA 
¼ 0:55=0:8 ¼ 0:6875;w xþA
  ¼ 1w xA  ¼ 0:3125;w xD  ¼ 0:55=
0:55 ¼ 1;w xþD
  ¼ 1w xD  ¼ 0.
This procedure for weighting censored records was used for
learning Bayesian networks. Following data pre-processing and
weight assignment, the modiﬁed dataset can be used for learning
both network structure and network parameters. Details regarding
the use of weighted data by the BN learning algorithms is de-
scribed in Section 3.1 and Section 3.2. Cox regression, on the other
hand, did not need any intervention in handling censored survival
data for learning. Some of the evaluation metrics did, however, re-
quire the projection of the estimated survival functions onto single
probabilities of survival. For this purpose we chose the probabili-
ties of survival at median observation time.3. Bayesian networks
Bayesian networks are a powerful formalism for knowledge
representation and reasoning under uncertainty. They encode con-
ditional independence relationships among vertices and can be
used to represent causal interactions. They are, however, incapable
of modelling time-variant covariate interactions. Unlike standard
BNs (also referred to as static), dynamic BNs handle temporal rela-
tionships among covariates [14]. This can be extremely useful for
reasoning about time in tasks such as diagnosis, prognosis, and0 2 4 6 8 10 12 14
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Fig. 2. Kaplan–Meier survival estimate for the sample from Fig. 1. Observation time
endpoints of all instances are marked on the survival curve.
Fig. 3. Pseudo code for the hill-climbing algorithm (HC) for learning BN structure.
I. Štajduhar, B. Dalbelo-Bašic´ / Journal of Biomedical Informatics 43 (2010) 613–622 615treatment options [6]. In this paper, we concentrate solely on the
application of static BNs.
A Bayesian network B [15] is formally deﬁned as a pair
B ¼ ðG; PrÞ, where G is a directed acyclic graph G ¼ ðVðGÞ;AðGÞÞ
with a set of vertices VðGÞ ¼ fV1;V2; . . . ;VNg, representing stochas-
tic covariates, and a set of arcs AðGÞ#VðGÞ  VðGÞ, representing
conditional and unconditional stochastic (in)dependencies among
the covariates. On the set of covariates V, a joint probability distri-
bution Pr is deﬁned that respects the independencies represented
in the graph: PrðV1; . . . ;VNÞ ¼
QN
i¼1PrðVijpðViÞÞ, where pðViÞ stands
for the covariates corresponding to the parents of the vertex Vi.
Learning BNs from data involves two subtasks: (1) learning net-
work structure (determining dependencies, qualitative part) and
(2) learning the parameters (determining the strength of these
dependencies, quantitative part).Fig. 4. Pseudo code for the conditional independe
Fig. 5. Two randomly generated B3.1. Structure learning from censored data
Most methods for learning BN structures from data are either
score-based or constraint-based. Score-based methods search for
the model structure G that best matches the data D by introducing
a scoring function that evaluates each model candidate with
respect to D [16–19]. Commonly used scoring functions include be-
lief scoring functions [17] and minimum description length-based
scoring functions (MDL) [20]. Constraint-based methods, on the
other hand, use conditional independence statements (constraints)
that are determined by statistical tests on the data [21–23].
When working with discrete data, both the scoring function
(score-based methods) and conditional independence tests (con-
straint-based methods) are calculated via frequency distributions
over conditional subspaces [24]. Censored survival data, pre-
processed by the method described in Section 2, are easily handled
by both BN structure-learning methods by taking into account the
weight distribution ðw;wþÞ for the class bin counts. Both condi-
tional and unconditional class probability distributions are then
calculated as the average of weights
P
wf;þg=
P
w, instead of in-
stance counts.
For testing the described procedure, we used a free data mining
software Weka [25]. Although many of Weka’s implemented ML
algorithms normally handle weighted data, this is not the case
with its implementations of BN learning algorithms, so we had to
make some adjustments to the software. Next, we describe two
standard and well-known algorithms for learning BNs from data,
one representing the score-based methods, and the other repre-
senting the constraint-based methods.3.1.1. Hill-climbing algorithm
A scoring function for a Bayesian network B ¼ ðG; PrÞ deﬁned
with structure G and parameters Pr is determined using the net-
work’s data likelihoodLðDjBÞ ¼LðDjG; PrÞ. To prevent overﬁtting,
the score is modiﬁed by adding a factor to penalise overly complex
structures. The weight-adapted MDL scoring function [20] is used
as the criterion function to be minimised. It is given by the follow-
ing equation:nce algorithm (CI) for learning BN structure.
Ns from the simulation study.
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2
log2N  log2LðDjG; P^rÞ; ð2Þwhere d is the number of free parameters of multinomial local con-
ditional probability distribution tables, N is the number of instances
in the sample and P^r represents the local conditional probability
distribution tables estimated from dataset D (see Section 3.2).
Since the space of all possible structures is at least exponential
in the number of covariates, exhaustive search is impracticalTable 1
Observation time hazards used for different levels of censoring.
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Fig. 6. True classiﬁcation accuracy, sensitivity and speciﬁcity of meth(mostly impossible). A heuristic search procedure is used instead
[26]. Pseudo code for the algorithm is presented in Fig. 3 (steps
are referenced in the text). The search begins with an empty graph
(step 1). For each attribute pair, an attempt is made to add, remove,
or reverse an arc (step 4.2). The network that minimises the score
(step 4.3) becomes the current candidate (step 4.4.2), and then the
process is iterated. The process stops when no single-arc change
can further lower the score (step 4). This does not guarantee global
optimum convergence.% 50% 60% 70% 80%
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Pseudo code for the conditional independence algorithm is pre-
sented in Fig. 4. Starting with a complete undirected graph (step 1),
the algorithm tries to ﬁnd conditional independencies hVi;VjjZi in
the data. For each pair of covariates ðVi;VjÞ, it considers subsets of
covariates that are neighbours of both Vi and Vj;Z, ranging in car-
dinality from zero to the number of covariates minus two (step
2.1). If an independency is identiﬁed, the arc between Vi and Vj
is removed from the skeleton (step 2.1.1). To test whether a covar-
iate pair ðVi;VjÞ is conditionally independent given a set of covar-
iates Z, a network structure with arcs 8Vk 2 Z : Vk ! Vj is
compared with one with arcs fVi ! Vjg [ 8Vk 2 Z : Vk ! Vj. The
test is done with weight-adapted Bayesian metric [17]. Arc direc-
tions are then assigned following a set of graphical rules (steps 3
and 4) [27]. If the data do not have a perfect map [15], then the
algorithm will not be able to assign directions for all of the de-
tected arcs.
3.2. Parameter learning from censored data
Once a BN structure is determined, conditional probability ta-
bles (CPTs) are estimated directly from the data by calculating fre-
quency distributions over conditional subspaces [24]. As with
structure learning, both conditional and unconditional class prob-
ability distributions are calculated as the average of weightsP
wf;þg=
P
w, instead of instance counts.4. Related work
Standard ML techniques need to be adjusted to survival data,
primarily because of their inherent censoring. The most commonly
used approaches for data and method adjustment include (1) treat-
ing censored instances as event-free [28], (2) learning separate
models from observation time-divided data [29,30], (3) removing
instances observed for shorter time periods [11,31] and (4) weight-
ing censored instances [9]. Artiﬁcial neural networks [31], decision
trees [9] and support vector machines [32] have been successfully
applied to different ﬁelds of clinical medicine and molecular
biology.
On the other hand, little effort has been made to use BNs in tra-
ditional survival analysis [7]. We encountered only two papers
dealing with BNs for learning from censored survival data. Sierra
and Larranaga [33] studied the application of genetic algorithms
to learning BNs from data. They handled censoring by using the
second approach described above. Marshall et al. [34] used a dy-
namic BN for handling the time dimension in survival data. They
combined a BN with a latent Markov model, thus handling both
causal representation and survival events. The approaches de-
scribed in both papers produced multiple structure or parameter-
wise time-dependent BNs.
We, on the other hand, were interested in producing a single BN
to model the ﬁnal outcome. In our previous work [8], we studied
the impact of censoring on learning BNs from survival data by
treating censored instances as event-free. We have shown that this
simple data-handling method can be efﬁciently used in the pres-
ence of light (up to 20%) censoring. The work presented in this pa-
per can be viewed as an extension to [8], suggesting a possible
solution for learning BNs in the presence of intermediate (from
40% up to 60%) censoring.Fig. 7. Average classiﬁcation accuracy ranks of censored data-handling methods for
different levels of censoring (the percentage presented on the right side of each
horizontal bar). Groups of methods that are not signiﬁcantly different ða ¼ 0:05Þ are
connected with lines.5. Simulation study
Synthetic data were ﬁrst sampled from BNs with randomly gen-
erated structures and CPTs, which should depict relationships typ-
ically seen in prognostic factor studies. Different survival andobservation times were then generated and assigned to sampled
instances to produce censoring.
5.1. Generating synthetic Bayesian networks
Let a BN consist of 15 vertices ðV1; . . . ;Vo; . . . ;V15Þ, representing
14 covariates and an outcome Vo. This particular number of covar-
iates was chosen as the result of a learnability-complexity trade-
off. For each Vi; i < o, exactly one arc was added; pointing to Vo
with probability pðVi ! VoÞ ¼ 0:33 or pointing to any other subse-
quent vertex with probability pðVi ! VjÞ ¼ 0:66; j > i. For each
Vi; i > o, exactly one arc was added; pointing from Vo to Vi with
probability pðVo ! ViÞ ¼ 0:33 or pointing to any other subsequent
vertex with probability pðVi ! VjÞ ¼ 0:66; j > i. Two additional arcs
were added between two randomly chosen vertices Vi ! Vj; i < j,
to decrease the probability of disconnected graph topologies. This
procedure ensures that the resulting network topology is acyclic.
In order to make the numbers of possible causes and effects of
the outcome variate approximately equal, we chose o ¼ 8. Net-
618 I. Štajduhar, B. Dalbelo-Bašic´ / Journal of Biomedical Informatics 43 (2010) 613–622works containing any vertices with either four or more parents or
four or more siblings were discarded and generated anew. This
procedure generates possibly multiply connected yet simple topol-
ogies, emphasising direct covariate-outcome interactions. Fig. 5
shows examples of the BN topologies generated.
Next, the interaction of connected vertices was probabilistically
expressed via generated CPTs. To simplify the problem, each vertex
could assume one of two possible values, either 0 or 1, the latter
representing the event-occurred state in the outcome variate. For
each orphan Vi, a distribution ðpi;1 piÞ was generated by sam-
pling pi from the beta distribution with parameters a ¼ b ¼ 0:2.
For each Vi with m parents, 2
m independent distributions0 20 40 60 80
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added, missing and reversed arcs (on the right).ðpi;1 piÞ were generated in the same manner, one for each possi-
ble combination of parent values. This type of BN will be called a
concept BN.5.2. Sampling and censoring data records
Data were sampled from the generated concept BN, by ﬁrst
ordering the network vertices hierarchically and then sampling a
value for each vertex hierarchically, considering the value combi-
nation of its parents (if any). To ensure approximately equal quan-
tities of positive and negative records (regarding the outcome),0 20 40 60 80
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0:45 < po < 0:55 were rejected along with their concept BNs.
Survival and observation times were generated next. Both were
simulated using the exponential distribution [35] of the covariates
and regression coefﬁcients, estimated from a ﬁtted logistic regres-
sion model [36]. The times are expressed by:
Ti ¼  ln ti
k  eb0xi ; ð3Þ
where ti is sampled from a pseudo-random uniform distribution on
(0, 1). For survival times we assumed the hazard kS ¼ 0:002. For
each simulated survival time, 8 additional pseudo-random, expo-
nentially distributed observation times were generated in the same
manner with different hazards kC (Table 1), to produce 9 different
levels of censoring (from 0% to 80%). Censoring occurs when the
generated observation time is shorter than the generated survival
time [37]. When that happens, the outcome information reverts
from its original state (0 or 1) to a censored state (0).
5.3. Simulation study results
Using the procedure described above, 100 independent BNs
were generated. From each model, a separate dataset, containing0 20 40 60 80
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Fig. 10. Kaplan–Meier survival estimate for the GBSG2 datas1000 instances, was sampled. Each sampled dataset was assigned
observation times and then censored at 9 different levels (from
0% to 80%). The results reported here present the average of strat-
iﬁed 10-fold cross-validation over the 100 BNs.
Since we were interested in examining the inﬂuence of censor-
ing on both structure and parameter learning of BNs, we compared
several censored data-handling setups. In the ﬁrst setup, we used
both algorithms without any intervention, by treating censored in-
stances as event-free (HC, CI). Second, we used the described pro-
cedure of handling censored data (Section 2) only on parameter
learning, whilst structure learning was performed by handling cen-
sored instances as event free (sHC, sCI). Third, we used the proce-
dure for both parameter and structure learning (wHC, wCI). Finally,
Cox regression (PH) was also used for reference.
Fig. 6 presents the true classiﬁcation accuracy, sensitivity and
speciﬁcity of different censored data-handling methods under dif-
ferent levels of censoring. We emphasise the word true, because in
this test setup we compared the predicted class values to the ori-
ginal class values, the ones recorded prior to artiﬁcial censoring.
Handling the censored records as event-free (HC, CI) performs best
under light censoring (from 0% to 30%). With intermediate censor-
ing (from 40% do 60%), the weighted method of handling censored
data (sHC, wHC, sCI, wCI) outperforms the event-free approach0 20 40 60 80
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Table 2
Performance of different censored data-handling methods on the GBSG2 dataset.
Values in the table represent the average (with standard deviation) of 10 iterations of
stratiﬁed 10-fold cross-validation for the following evaluation metrics: weighted
classiﬁcation accuracy (WCA) and concordance index (CInd). The best results are
shown in boldface.
Method WCA (%) CInd
HC 48.8 (1.2) 0.561 (0.009)
sHC 65.3 (0.6) 0.573 (0.017)
wHC 65.2 (0.6) 0.570 (0.012)
CI 43.7 (0.2) 0.590 (0.007)
sCI 65.3 (0.5) 0.593 (0.006)
wCI 65.1 (0.5) 0.546 (0.012)
PH 45.1 (0.3) 0.651 (0.002)
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heavy censoring (from 60% to 80%). For both BN learning algo-
rithms, both weighted handling methods increase the sensitivity,
but decrease the speciﬁcity of the models learnt.
As suggested by Demšar [38], we performed statistical hypoth-
esis tests of performance similarities. For each BN, all methods
were ranked according to their classiﬁcation accuracy, by assigning
the best method ﬁrst place, second best method second place, etc.
In the case of a tie, the average rank was assigned (e.g., if the meth-
ods ranked 3 and 4 have equal scores, both are assigned the rank
3.5). As was expected, the Iman and Davenport hypothesis test
[39] conﬁrmed that the methods are not all equal, regarding
classiﬁcation accuracy. We then performed a post-hoc Nemenyi
test [40] for pairwise comparisons of statistical similarities. Two
methods are signiﬁcantly different if the difference of their ranks
is larger than the critical difference (CD). For the ranking of 7
methods over 100 independent datasets, under a ¼ 0:05, we get
CD ¼ 0:9009.
Fig. 7 compares the average classiﬁcation accuracy ranks of dif-
ferent censored data-handling methods for learning Bayesian net-
works and Cox regression under different levels of censoring. This
approximately conﬁrms the results presented in Fig. 6.
Next, we performed tests on the structural differences between
the learnt BNs and the concept BNs. Structural difference of two
BNs is measured via the number of added (surplus), missing
(non-detected) and reversed arcs of (1) the entire network, and
(2) the immediate class neighbourhood. These values are then pre-
sented as percentages of the total number of arcs in the concept BN
(15 arcs) for the ﬁrst case and percentages of the number of arcs
originally connected to the class for the second case (Fig. 8). TwoFig. 11. BN structures learnt with differecensored data-handling methods for learning BN structures are
compared, one using the weighting scheme (wHC, wCI), and the
other treating censored instances as event-free (HC, CI). Surpris-
ingly, there is little difference between the two censored data-han-
dling approaches. Weighting censored records generally produces
more surplus arcs and less missing and reversed arcs in the class
neighbourhood under intermediate and heavy censoring. Fig. 9
presents the numbers of atomic structure changes needed to cor-
rect the learnt BN, so it becomes equal in structure to the concept
BN. An atomic change can be the removal, addition, or reversal of
one arc. The wHC method performs better than HC under medium
and heavy censoring. wCI performs better than CI under medium
censoring. This becomes more apparent in the immediate class
neighbourhood. Statistical tests inspecting the method perfor-
mance regarding the number of atomic changes (both in the wholent methods from the GBSG2 dataset.
HC sHC wHC CI sCI wCI PH
40
50
60
70
W
CA
 (%
)
Methods
HC
CI
sCI
PH
wCI
sHC
wHC
HC sHC wHC CI sCI wCI PH
0.3
0.4
0.5
0.6
CI
nd
Methods
HC
sHC
wHC
CI
sCI
wCI
PH
Fig. 12. Box and Whisker plots (on the left) of results on survival evaluation metrics obtained through the 5  2 cross-validation test. Methods not signiﬁcantly different
under a ¼ 0:05 are connected with a line (graphs on the right).
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any signiﬁcant difference ða ¼ 0:05Þ between the weighted and
event-free approaches to handling censored data. Here we used
the same statistical procedure that was used in the classiﬁcation
accuracy tests (Fig. 7).
6. Clinical application
The method performance was next analysed on a clinical
dataset. We used data from the study of the treatment of
node-positive breast cancer patients, known as the German
breast cancer study group (GBSG2) [41]. The phrase node-posi-
tive in the name of the disease describes the state, where tumour
cells have metastasised to lymph nodes. The dataset includes 686
data records describing the condition of women who had posi-
tive regional lymph nodes but no distant metastases. Women in-
cluded in the study were 65 years of age or younger and were
observed for cancer recurrence. The dataset is available as part
of the ipred package of the R environment [42]. It is also available
online at http://www.blackwellpublishing.com/rss/Volumes/
A162p1.htm (Accessed: 31 December 2009). Kaplan–Meier sur-
vival estimate for the GBSG2 dataset is presented in Fig. 10.
Each data record is described with seven prognostic covariates
(patient age, menopausal status, tumour size, tumour grade, num-
ber of positive nodes, progesterone receptor and oestrogen recep-
tor), a hormonal therapy indicator, observation time, and status.
Status describes whether the observation was censored or whether
the cancer recurred. Prediction covariates describing patient age,
tumour size, number of positive lymph nodes, progesterone recep-
tor levels and oestrogen receptor levels were discretised using the
method proposed in [43,44], which is based on determining the
best log-rank separation threshold.
BNs learnt using both censored data-handling methods and
both BN learning algorithms are presented in Fig. 11.
The performance of the methods was evaluated using two well-
known survival evaluation metrics: the weighted classiﬁcation
accuracy (WCA) [31] and concordance index (CInd) [45]. WCA is
basically equivalent to the weighting procedure used for learning
[9]. Every censored instance is divided into two: a positive one, as-signed weightwþ and a negative one, assigned weightw (both are
estimated from the Kaplan–Meier survival curve of the test set).
Depending on the prediction made, if the outcome is censored,
one of the weights increases the count of correct predictions, while
the other increases the count of incorrect predictions, by the mag-
nitude of its size. Positive instances have wþ ¼ 1. WCA is then cal-
culated as 100 Pwþ= Pwþ þPwð Þ. The concordance index is
the probability that, given two randomly selected instances, the in-
stance with the observed worse outcome is predicted to have a
worse outcome. It is calculated as a proportion of the consistent in-
stance pairs over the number of usable instance pairs. An instance
pair is usable if the event occurred for the instance with a shorter
follow-up time. A pair is consistent if the instance with a
shorter follow-up time is assigned a higher probability of event
occurrence.
The average results (with standard deviations) of 10 iterations
of stratiﬁed 10-fold cross-validation are presented in Table 2.
Weighted handling of censored data for learning BN parameters
outperformed other methods, according to WCA. CInd conﬁrms
that this method of censored data-handling is better than the
others. Cox regression, however, has the highest CInd.
To conﬁrm the signiﬁcance of the difference in performance be-
tween methods, we performed the non-parametric Friedman
ANOVA test (which does not make the normal distribution assump-
tion), following the post-hoc Bonferroni adjusted Wilcoxon signed-
rank test ða ¼ 0:05Þ [46]. We used the results obtained through 5
iterations of 2-fold cross-validation, to reduce bias [47]. Box and
Whisker plots of the tests, accompanied by similarity diagrams,
are shown in Fig. 12. The test on WCA suggests that all weighting
methods are signiﬁcantly different ðp < 0:05Þ from the non-weight-
ing methods (HC, CI) and Cox regression (PH). The test on CInd sug-
gests that PH is signiﬁcantly different from HC, wHC, wCI and sHC.
7. Conclusion
Bayesian networks are an excellent tool for knowledge repre-
sentation. They are capable of acquiring this knowledge from data
by using procedures for both structure and parameter learning.
BNs combine causal representation of covariate interactions with
622 I. Štajduhar, B. Dalbelo-Bašic´ / Journal of Biomedical Informatics 43 (2010) 613–622their stochastic relationships. Because of their intuitive interpreta-
tion, BNs are now widely used as expert models in several different
areas of clinical medicine. A number of research papers discussing
the problem of using different ML techniques for learning from
censored survival data has emerged in the last decade. Only a
few of them consider using BNs for modelling survival.
In this paper, we apply the procedure of weighting censored in-
stances [9] for the purpose of learning BNs from censored survival
data. We use this weighting procedure both for estimating the
parameters (CPTs) from data and for structure learning. Structure
learning is performed using an adapted search-and-score hill-
climbing algorithm and an adapted constraint-based conditional
independence algorithm. The weighting procedure is thoroughly
benchmarked against other methods in a simulation study and
on a clinical dataset.
Simulation study results on their classiﬁcation accuracy suggest
that the weighting methods should be used with BNs only when
dealing with intermediate censoring in the data (from 40% to
60%). If censoring in the data is light (up to 30%), one should use
the original algorithms for learning BNs, by treating censored in-
stances as event-free [8]. Heavy censoring renders all the applied
methods inoperable, except for Cox regression. Tests on the struc-
tural correctness of the learnt BNs suggest, that there is no signif-
icant difference between the weighted method and event-free
handling of censored records.
Tests performed on the GBSG2 dataset suggest that the weight-
ing methods should be used only for parameter learning. When
applying the same method also to structure learning, the results
become slightly worse. The difference between the different
data-handling approaches for learning BNs is, however, statisti-
cally insigniﬁcant.
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