The theory of bifuxcation from equilibria based on center-manifold reduction and Poincare-Birkhoff normal forms is reviewed at an introductory level. Both differential equations and maps are discussed, and recent results explaining the symmetry of the normal form are derived. The emphasis is on the simplest generic bifurcations in one-parameter systems. Two applications are developed in detail: a Hopf bifurcation occurring in a model of thxee-wave xnode coupling and steady-state bifurcations occurring in the real Landau-Ginzburg equation. The forxner provides an example of the importance of degenerate bifurcations in problexns with more than one parameter and the latter illustxates new effects introduced into a bifurcation problexn by a continuous symmetry.
In this review the "objects in question" will be dynamical systems in the form of di6'erential equations and difference equations. In the sciences such dynamical systems commonly arise when one formulates equations of motion to model a physical system. The setting for these equations is the phase space or state space of the system. A point x in phase space corresponds to a possible state for the system, and in the case of a differential equation the solution with initial condition x defines a curve in phase space passing through x. The collective representation of these curves for all points in phase space comprises the phase portrait. This portrait provides a global qualitative picture of the dynamics, and this picture depends on any parameters that enter the equations of motion or boundary conditions. If one varies these parameters the phase portrait may deform slightly without altering its qualitative (i.e. , topological) features, or sometimes the dynamics may be modified significantly, producing a qualitative change in the phase portrait. Bifurcation theory studies these qualitative changes in the phase portrait, e.g. , the appearance or disappearance of equilibria, periodic orbits, or more complicated features such as strange atiractors. The methods and results of bifurcation theory are fundamental to an understanding of nonlinear dynamical systems, and the theory can potentially be applied to any area of nonlinear physics.
In Secs. II -VIII, we present a set of core results and methods in local bifurcation theory for systems that depend on a single parameter p. Here (Ruelle, 1989) . The heuristic idea is simply that, when a parametrized system of equations exhibits a generic bifurcation, if we perturb the system slightly then the bifurcation will still occur in the perturbed system. One says that such a bifurcation is robust. Bifurcations that are robust in this sense for systems depending on a single parameter are referred to as codimension-one bifurcations. More generally, a codimension-n bifurcation can occur robustly in systems with n parameters but not in systems with only n -1 parameters.
The aim is to provide an accessible introduction for physicists who are not expert in dynamical systems theory, and an effort has been made to minimize the mathematical prerequisites. Consequently I begin with a summary of linear theory in Sec. II that includes the Hartman-Grobman theorem to underscore the link between linear instability and nonlinear bifurcation; this summary is supplemented in Sec. IV by an analysis of the persistence of equilibria using the implicit function theorem. The center-manifold -normal-form approach is outlined in Sec. III and developed in Secs. V -VIII.
Two applications of the theory are considered in Sec. IX. These illustrate the calculations required to reduce a speci6c bifurcation to normal form. In addition the examples offer a glimpse of several important and more advanced topics: new bifurcations that arise when there is more than one parameter, center-manifold reduction for infinite-dimensional systems, e.g. , partial differential equations, and the effect of symmetry on a bifurcation.
Finally in Sec. X a brief survey of some topics omitted from this review is included for completeness and to provide some contact with current research areas in bifurcation theory. Our subject is very broad, and there is much activity by mathematicians, scientists, and engineers; the literature is enormous and widely scattered. This introduction does not attempt to assemble a comprehensive bibliography; the material of Secs. II -VIII can be found in many places, and in most cases the cited references are chosen simply because I have found them helpful. More extensive bibliographies can be found in the references.
A. The basic setup It is advantageous to express different systems in a standard form so that the theory can be developed in a uniform way. As an example consider the second-order It is worth emphasizing that the division between local and global bifurcations introduced here should not be taken too seriously. A detailed investigation of a global bifurcation often uncovers a rich spectrum of accompanying local bifurcations; similarly a local bifurcation of sufBcient complexity can imply the occurrence of global bifurcations.
2The geometric connotations of codimension can be made precise, but we do not require this development here (Arnold, 1988a) . Roughly speaking, the set of systems associated with a codimension-n bifurcation corresponds to a surface of codimension n. osclllatol equation y'+y+y+y =0; (1.1a) by defining xI =y and xz -= y, we can rewrite this evolution equation as a first-order system in two dimensions, X2 X2 X) X) (l.lb)
Clearly if higher-order derivatives in t had appeared in Eq. (l.la), we could still have obtained a first-order system by simply cnlaI'g1Ilg the dimension, c.g. , dcfin1ng
x3 -= y; similarly, if the equations of motion had involved dependent variables in addition to y (t), these could also have been incorporated by enlarging the dimension appropriately. As this example suggests, there is great generality in considering dynamical processes defined by first-order systems:
(1.3b)
Note that given a fixed-point solution (po, xo) one can always move it to the origin by a change of coordinates, so the representation in Eq. (1.3) is quite general.
The theory we develop for maps (1.2b) is useful in a var1cty of circumstances. Two particularly 1mportant applications are to bifurcations from periodic orbits of di6'crential equations and in the related context of bifurcations in systems that are periodically forced. Let x,(t) denote a periodic solution to Eq. (1. 2a) with period~, i.e. , x,(t)=x,(t +~); the dynamics near x,(t) can be analyzed by constIucting the Poincare return map. I.et X denote an n -I dimensional plane in I" which intersects x,(t) at the point p (see Fig. 1 We shall also consi. der a second type of dynamics that represents the evolution of a system at discrete time in- tervals. In this case, the motion is described by a map, x=V(p, x, t), xEE", @PE (1.5a) This definition is sensible for all points on X in an appropriate neighborhood of p. Notice that p is a Axed point for f,f(p) =p, since x is a periodic orbit.
In the second application, a periodic modulation is applied to the system in Eq. (1.2a) so that V(p, x) is replaced by x. +i=f(p, x ), x&E", p&E, (1.2b) and where j =0, 1,2, . . . is the index labeling successive po1nts on thc tI'ajcctoiy. There alc close conncct1OQs between the dynamical systems defined by maps and vector fields. For example, in Eq. (1.2a), we may also think of solutions as trajectories:
an initial condition x (0) uniquely determines a solution x (t), and the corresponding curve in E" (parametrized by t) is the trajectory of x (0). More abstractly, the association x (0) -&x(t) defines a mapping V(p, x, t)= V(p, ,x, t+~), (1.5b) where r is the period of the modulation. In this circumstance it is convenient to introduce the "stroboscopic" map f by, in efFect, recording the state of the system only once during each period of the modulation. Mox'e precisely, fix a definite time to and then choose any initial condition xo&E". Let x (t;to) denote the solution with the initial condition x (to', to) =xo, and define fby P, :E"-&E"
(1.2c) x +, = f(x~), j =0, 1,2, . . . where $, (x(0))=x(t). This mapping is called the fioio determined by Eq. (1. 2a).
In each case, the dynamics is allowed to depend on an adjustable parameter p, and the origin (p, x ) =(0,0) is assumed to be an equilibrium or fixed point for the motion, where x =x(to+jr", to). The qualitative properties of the map f (x) in Eq. (1.6) are independent of the specific choice to used in the definition. Furthermore, fixed V(0, 0) =0, (1.3a) 3Qne often wishes to consider phase spaces more general than IR, for example, 6nite-dimensional manifolds such as tori or spheres. However, in these cases the dynamics on a neighborhood of a 6xed point can be described by the models we consider by introducing a local coordinate system. van- ishes, and near x =0 we study the linearized system, x =DV(0, 0)*x, (2.3} ignoring momentarily the CCects of the nonlinear terms.
In the typical situation the eigenvalues of DV(0, 0}are nondegenerate and this matrix can be diagonalized by a linear change of coordinates x~x '. This allows Eq. {2. 3) to bc reexpressed as 4More precisely, this is true for hyperbolic fixed points, as defined in Sec. II.A.2, and follows from the averaging theorem (Guckenheimer and Holmes, 1986 (Arnold, 1973; Hirsch and Smale, 1974 then it will also be asymptotically stable for the original nonlinear system (1.2a) (Hirsch and Smale, 1974) . In Fig.   4 Fig. 4 (a) for arbitrarily laI'ge initial conditions. In the nonlinear phase portrait Fig. 4(b) (Jordan and Slllltll, 1987 We conclude this discussion of steady-state bifurcation by indicating how perturbations of transcritical or pitchfork bifurcation can restore the expected "generic" behavior, i.e. , saddle-node bifurcation. ' Suppose V(p, x ) describes a transcritical or pitchfork bifurcation at (p, x)=(0,0). We can perturb V(p, x) by including a small term V, (p, x ) For (5.22a), we assume that at criticality (@ =0) the cubic coe%cient does not vanish, where 0~e && 1. The perturbation V& may be chosen ara, (0)WO; (5.24) In the presence of such perturbations the transcritical or pitchfork bifurcation is said to be imperfect. A rigorous and systematic theory of such imperfect bifurcations can be developed using the techniques of singularity theory (Golubitsky and Schaeffer, 1985) .~4
The phase shifts in 8 are described mathematically by the rotation group SO(2) (Fig. 10 ).
Period-doubling bifurcation:
a simple eigenvalue at -1
In Sec. IV we proved that this instability does not change the number of fixed-point solutions, thus any branches of solutions bifurcating from the equilibrium will necessarily have different dynamical properties. The normal form is one dimensional and has a reQection symmetry, 
bits with approximately twice the period of the original orbit (see Fig. 13 ). This leads to the terminology perioddoubling bifurcation.
respectively. Thus to satisfy Eq. (5.33) we need only assume (dA, /dp)(0)%0 and a, (0) 
with the bifurcation diagrams for fixed points of f (p, x ) shown in Fig. 10 .
These diagrams for f (p, x ) show three branches of fixed points x =0 and x =x+(p), and we now consider the implications for the original map f(p, x ). Obviously, the x =0 branch is the fixed point for f(p, x ), whose stability is lost at @=0. The x~(P) branches of the pitchfork for f (p, x ) 
dp +g ( 2) a, (0) =sgn(pa& (0) Golubitsky and SchaefFer (1985) ; the connection between center-manifold reduction and LiapunovSchmidt reduction has been explored by Chossat and Golubitsky (1987) and Marsden (1979 Fig.  2(c) .
The properties of center manifolds are somewhat more subtle (Lanford, 1973; Carr, 1981; Sijbrand, 1985 One does not know in general how large U will be, only that such a neighborhood exists; the situation is illustrated in Fig. 15 . The first property (i) is sometimes referred to as local attractiUI, ty. Notice that there is no claim here that a typiThere is an extensive mathematical theory of invariant manifolds with application to sets far more complex than the equilibria considered here. For a relatively introductory discussion see Irwin (1980) and Lanford (1983) ; other standard mathematical references include Hirsch, Pugh, and Shub (1977) where for x, sufliciently small the point x =(x"h(x, )) belongs to 8"'. Since x =0 is in the center manifold, we require A center manifold associated with E' will pass through x =0, and at x =0 the manifold will be tangent to E'. where dim E'=2 and dim E'= 1. h (0)=0, (7.3b) and the tangency condition at x =0 implies D h(0)=0 .
(7.3c)
The geometric interpretation of this representation is illustrated in Fig. 16 for the particular three-dimensional example n, =1, n, =2, and E" empty.
The invariance of 8' implies an equation for h (x, ).
Let x'(t)=(x&(t), xz(t)) denote a trajectory of Eq. 
x', (t)=h(x', (t)) .
This implies immediately that dx2 dx )
=Dh(x ((t)).
dl, (7.4) A solution to this equation that also satisfies Eqs. (7.3b) and (7.3c) determines a center manifold near x =0.
The dynamics on the center manifold h (x& ) follows from Eqs. (7.2a) and (7.4): h(x, ) =P(x, )+8(x",) as x,~0
(7.11) (Carr, 1981) . It is a straightforward calculation to insert P(x i ) from Eq. (7.9) into (7. For a nonhyperbolic equilibrium, the theorem was generalized by Shoshita'ishvili to allow for the effect of the critical modes (7.2a); in effect, Eq. (7.12) must be supplemented by the center-manifold dynamics (7.8).
Theorem VII.1. Let P, (x) denote the flow of Eq. (7.1) and P, (xi,x2) Arnold (1988a) and Vanderbauwhede (1989) . Heuristically, the change of coordinates %' "straightens out" the nonlinear manifolds of Eq. (7.1) locally; note that for Eq. (7.13) the invariant manifolds coincide with the linear invariant subspaces (see Fig. 17 ). In addition, the flow P, transverse to the center manifold is linear.
A useful featuxe of this theorem is the information it provides on the stability of solutions in the center mani- fold. The first equation in (7.13) describes stability relative to perturbations within the center manifold, and the second equation characterizes stability relative to perturbations transverse to the center manifold. Thus for the original nonlinear problem (7.1) the stability to transverse perturbations can be inferred from the eigenvalues of the matrix B in Eq. (7.13).
The properties (i) and (ii) of center manifolds discussed in Sec. VI.A follow from the equivalence in Eq. (7.15).
Consider the decoupled system (7.13) and suppose x (0) E U is an initial condition whose forward trajectory x(t) remains in U. Since x(0)=[x&(0),xz (0) Pliss (1964) in the circumstance that there are no unstable modes (n"=0). Shoshitaishvili (1972 Shoshitaishvili ( , 1975 The prefactor e '~e nforces h (x) -+0 as x~0 and h'(x)~0 as x -&0. Note that Eq. (7.23}contains an arbitrary constant. Hence the solution is not unique, and in fact the equilibrium (x,y)=(0, 0) has an uncountably infinite number of distinct center manifolds. However, the term ce ' causing the lack of uniqueness vanishes to all orders at the origin, so these manifolds all have the same power-series representation (7.19). One can show that this circumstance is generally the case (Sijbrand, 1985) : when the center manifold is not unique the differences are too small to be detected in the asymptotic description (7.9). Thus in practice one does not worry about possible non-uniqueness, since it will not affect practical calculations based on the power-series representation of the center manifold. Vi ( (7.28a) (7.28b) (7.28c) (7.28d)
Instead of applying center-manifold reduction to Eq.
(7.27) at p=0, we form the suspended system for (7.27): 
Now using ihe expansions and V"', i.e. , L((()("))= -[V"),P(")]. Arnold (1988a) In terms of the spaces &("', Eq. (8.4) asserts P' '&&'"'(E ') and (8.7) implies x"". In addition, we define notation~a~: -a, +a&+ . +a"and, for future reference, a!=a&!a2! . . a"!.
leaving behind the "essential" nonlinear terms at order k namely V, '"'. In this way P( ' is first specified, then P' ', and so forth so that one generates a power series representing the desired normal-form transformation to all orders:
The normal form resulting from this procedure has the structure L(y(k))- These two vectors are a natural basis for the complement C'"' to the range of I. ,
The implication for Eq. Belitskii (1978 Belitskii ( , 1981 , Cushman and Sanders (1986) , and Elphick et al. . (1987) . The results of Elphick et al (1987) are clearly discussed in Cxolubitsky, Stewart, and , whose presentation is summarized here.
The key result is that the complementing subspace C' ' in Eq. (8.14) may be defined by a symmetry I that is V'"'(exp(sM ) x)=exp(sM ) V'"'(x) (8.28) for all s ER.
We shall prove that &r"' may be taken as the complement C'"' to the range of L so that Eq. (8.14) becomes 4. Normal-form symmetry (0) ) sin(st (0) ) cos(see (0) 
where now L is defined by On the center manifold we find a map that may be written xj+, = f(x') = f "'(x')+ f ' '(x, ')+ is quite similar to the argument leading to Eq. (8.29). With L (y'"')(x) =M y'"'(x) y'"'(M x )- (8.56) denoting the operator L [cf. Eq. (8.50b)] at criticality, the identities (8.36) and (8.37) imply L~=L r. Therefore (kerLM) =L~(&' ') and kerLM =kerL r hold as before, and we obtain &( '(E ')=LM(&("'(E '))ekerL (8.57) by the same reasoning that led to Eq. (8.44). It is only necessary to check that kerL r=&i-"'(E ') still holds.
This follows by noting that P H kerL & if and only if M P(x)=P(MT x ), (8.58) which in turn is also necessary and sufhcient for (t em(, ")(E" ).
The splitting (8.55) has the same significance here as in the vector-field case: only when T' defines a nontrivial symmetry should we expect the Poincare-BirkhofI' normal form to be simpler than the original map. In addition, the normal form for the original map (8.49) will be f(x)=f"'(x)+f' '(x)+f' '(x)+ where f '"'(x) E&z"'(R ') 2. Period-doubling bifurcation on R' (8.59) Since A, (0) = -1, eigenvalue A, ( 1 -A, " ' ) will vanish at criticality when k is odd; thus terms of even degree can be removed, and only odd terms, dk dp
The space &(")(R) is one dimensional for all k, and the single basis vector, is ' an eigenvector for L:&(")( R)~H '"'( R ); from Eq.
As for Rows, one expects n, =2 for Hopf bifurcation, (8.61) and with coordinates (x,y) on IR we have for 0 
The eigenvectors of L are again given by Eq. (8.21), and (8.65) yields which the nondegeneracy condition (5.24) fails, and higher-order terms in the normal form must be considered. This degeneracy allows us to detect and analyze a secondary saddle-node bifurcation for the Hopf limit cycle.
In the second application, we study steady-state bifurcations in the (real) Ginzburg-Landau equation. This analysis illustrates center-manifold reduction for bifurcations in infinite dimensions, i.e. , for a partial differential equation. Because the Ginzburg-Landau equation is relatively simple we are able to calculate not only the initial bifurcation from the "trivial" equilibrium but also the secondary bifurcations from the resulting "pure-mode"' solutions. These secondary bifurcations are the mechanism for the Eckhaus instability, which plays an important role in the theory of spatially extended patternforming systems (Eckhaus, 1965 (Verhulst, 1990) . Since the equations are unchanged by the shift (Q,y )~( -0, -y ), we may assume 0 to be non-negative.
Nonlinear plasma theory involves, in part, an analysis of the interactions between the various waves supported by the plasma. In this example we examine the saturation of a linearly unstable plasma wave via a "three-wave interaction" in a simplified model considered originally by Vyshkind and Rabinovich (1976) with (x,y, z) expressed in terms of (x',y', z') using Eq.
(9.14). For convenience in our discussion below, the result of fully expanding the right-hand side of Eq. (9.17) will be denoted '(x ', y ' ) with inverse (x',y')=(x, y) -P' '(x,y)+0 (3) h(x', y') =hix' +h2y' +h3x'y'+ Meunier et al. (1982) .
To determine how the SXsurface approaches the Hopf surface requires an analysis that includes both periodic orbits. Since the SN surface intersects the Hopf surface at y =0, the saddle-node bifurcation occurs for arbitrarily small positive values of y. This means that the two orbits can merge while the Hopf orbit is still in a very small neighborhood of r =0. Under these circumstances the local attractivity of 8" near r =0 will not permit a periodic orbit that is not in fact contained in 8". Hence both periodic orbits must lie in W' and their merger is a feature of the center-manifold dynamics (9.34). Since the phase-shift symmetry decouples 0 from r, the radia1 equation (9.34a) is adequate to describe the saddle-node bifurcation provided the fifth-order term a2r is included.
At criticality for the saddle-node bifurcation the linear stability of the Hopf orbit is lost, but the orbit still exists.
Near y=0, the SX surface is determined by these two facts. The existence of the Hopf orbit at criticality means that r = r~is still a solution to dr/dt =0, which implies y+a & rII+a2rH =0 . Fig. 23 and reveals the dramatic effect of the saddle-node bifurcation. (Langer, 1986; Ahlers, 1989 u'u'u'u'u'u''u'"uljuIIu"uugm provide a comprehensive introduction to equivariant bifurcation theory, and there are also the more concise reviews by Stewart (1988) , Gaeta (1990) (Brand, 1989; Collet and Eckmann, 1990; Manneville, 1990 Table I ). We shall see that these initially unstable pure modes A regain their stability as p increases further above p = Q . (Cross and Newell, 1984; Brand; Newell et al. , 1990 y. A~(x;P)=A~(x;P), y=T, (g), Z(P) . (9.69) v(x)=ri(A, )e'" +r2(A, )e (9.78a) In addition, the discrete group Z& generated by 2m. /Q spatial translations (T2 && ) is a symmetry of A&(x;p).
Let a(x, r) be defined by
Then the translated eigenvector iv(x)=(T &2kv)(x)=iri(A)e'"" -ir2(A)e (9.78b)
A(x, r)= A&(x;P)(1+a(x, r)) . )(x,r) = A&(x;P)(1+(Td.a )(x, r)) (K(P). A )(x, r) = A&(x;P)(1+(Cl~"a )(x, r)); (9.72) The Cvitanovic (1984) , Collett and Eckmann (1980) , Lanford (1980) , Vul et al. (1984) , as well as the original papers by Feigenbaum (1978 Feigenbaum ( , 1979 Feigenbaum ( , 1980 (1988, 1990) . In addition, the paper by Glendinning and Sparrow (1984) provides an accessible introduction to the Silnikov bifurcation. The recent lecture by Arnold (1989) and Roberts and Stewart (1991) are two recent conference proceedings. Bifurcation theory for symmetric systems is likewise an actively developing subject. In addition to the recent reviews by Stewart (1988) , Gaeta (1990) 
