Abstract: Commercial biopharmaceutical manufacturing comprises of multiple distinct processing steps that require effective and efficient monitoring of many variables simultaneously in real-time. This article addresses the problem of real-time statistical batch process monitoring (BPM) for biopharmaceutical processes with limited production history; herein, referred to as the 'Low-N' problem. In this article, we propose an approach to transition from a Low-N scenario to a Large-N scenario by generating an arbitrarily large number of in silico batch data sets. The proposed method is a combination of hardware exploitation and algorithm development. To this effect, we propose a Bayesian non-parametric approach to model a batch process, and then use probabilistic programming to generate an arbitrarily large number of dynamic in silico campaign data sets. The efficacy of the proposed solution is elucidated on an industrial process.
INTRODUCTION
In recent years, biotechnology-based products have gained increasing visibility and success in treating chronic diseases such as arthritis, diabetes and cancer. Commercial-scale biopharmaceutical manufacturing typically operates as a batch or fed-batch process for a finite duration, with multiple campaigns, depending on the market demand. Biopharmaceutical manufacturing includes multiple batch processing unit operations, such as scale-up bioreactors, harvest and purification. Throughout the operation, a high degree of reproducibility is desired across batches to ensure that the quality targets are met and the products conform to their quality specifications.
To efficiently monitor and control biopharmaceutical processes, multivariate statistical techniques are commonly deployed for batch process monitoring (BPM). A BPM method relies on multivariate methods, such as principal component analysis (PCA) or partial least squares (PLS), to capture common-cause variations in a batch process. These data-based models are built using historical batches sampled under normal operations (Tulsyan and Barton, 2016) . Given a BPM model, an incoming batch is monitored in real-time by projecting the batch on a control chart (e.g., Hotelling T 2 or Q 2 chart), and comparing the projections against the control limits. An alarm is raised if the projections are outside the control limits (Tulsyan et al., 2017; Tulsyan and Gopaluni, 2016) . Despite over two decades of research in BPM, the biopharmaceutical BPM framework suffers from a unique challenge -the 'Low-N' problem (or small-data problem). The Low-N problem represents a scenario where a product has a 'limited' production history, denoted here by N .
The current best industrial practices to deal with the Low-N problem is to switch from multivariate to univariate or use other substandard monitoring methods until sufficient product history is available to deploy the multivariate platform. Despite being a common practice, every campaign run without a robust multivariate BPM platform poses an opportunity cost. In absence of a BPM framework, holistic monitoring of processes is also resource intensive. In fact, non-conformances and batch-failures under the Low-N scenario due to inefficient monitoring of atypical operations are possible. The Low-N problem is an industrywide problem in biopharmaceutical manufacturing, and to the authors' best knowledge the problem has not been addressed before , Submitted, 2018 .
There are several possible solutions to address the Low-N problem in BPM. One approach is to use methods that are robust under the Low-N scenario. For example, the authors in Byrne (1993) propose a maximum-likelihood criterion to avoid model over-fitting under the Low-N scenario. A similar Bayesian criterion was later proposed by Mao et al. (2006) . In fact, Bayesian methods have proven to be effective in identifying robust process models. For example, in Jang and Gopaluni (2011) , the authors use a Markov-Chain Monte Carlo (MCMC) method to identify a state-space model (SSM) representation of a batch process, while in Oniśko et al. (2001) , a Bayesian network model is identified. Similarly, support vector machine (SVM) and neural network (NN) models have also been studied under the Low-N scenario Ingrassia and Morlini (2005) . While these advanced methods are effective in identifying robust predictive models, these models do not always lend themselves useful in the BPM context. For example, it is not clear how the control charts should be derived for a support vector machine, neural network or a Bayesian belief model. Further, from an industry-perspective, using methods that are in significant departure from the standard BPM protocol requires considerable investments that many companies might be reluctant to undertake.
An 'industry-friendly' approach to address the Low-N scenario is to seek solutions around the existing statistical BPM framework that has been developed and fine tuned over the last two decades. To ensure continued reliability of the existing BPM framework, in this paper, we develop a novel approach for transiting from a Low-N scenario to a High-N scenario (i.e., large number of data) by generating virtual or in silico batch data sets. The in silico batch is defined as any campaign data generated on a computer, as opposed to in batch production. Given a pool of in silico and real batch data sets, the existing BPM framework can be used as is without any additional modifications.
REAL-TIME BATCH PROCESS MONITORING
nx be an n x -dimensional batch data sampled at time t ∈ N in a batch n ∈ N and at a sampling rate k ∈ R. Assuming x (k) n,t for all t = 1, 2, . . . , T are available, where T ∈ N is the final sample, then the process data from the n-th batch can be compactly represented as follows
where x n,1:T ∈ R T ×nx is a two-dimensional data matrix. Now, assuming that data from N historical batches are available, we can define the process data matrix as follows
The N batches in (2) are assumed to be sampled under normal operating conditions (NOC). In monitoring, the NOC batches are referred to as 'in-control' batches. The data is assumed to have been preprocessed to filter any process or measurement noise and to remove any collinearity, outliers or missing data. Further, it is assumed to have been mean-centered to remove any nonlinear dynamic behavior and is scaled to unit variance.
The first step in online BPM is to capture the commoncause variations in a batch operation. This is done by building a model between (2) and a time vector y ∈ R
A multi-way partial least squares (MPLS) is a popular method to capture common-cause variations in a batch process (Nomikos and MacGregor, 1994 ). An MPLS model with n r ∈ N principal components (where n r ≤ n x ), decomposes x and y into a combination of a score f ∈ R N T ×nr and loadings p ∈ R nx×nr and q ∈ R nr×1 such that the following two relations hold
where e x ∈ R N T ×nx and e y ∈ R N T ×1 are the residuals and the scores are calculated as follows
where w ∈ R nx×nr is a weight matrix. The procedures to compute the score and loadings in the MPLS model are well established and is discussed in Wold et al. (1987) .
Process abnormalities are detected by referencing future batches against the model. Formally, let x ,t ∈ R nx denote a sample from a new batch at time y t ∈ N. Now, given (4), the process states can be predicted in real-time as follows
where x ,t is the model-based prediction and f ,t is the predicted score, which is obtained by
The residuals associated with (6) are calculated as follows
where e ,t ∈ R nx is the residual error. The BPM platform uses control charts to monitor (7) and (8) in real-time to flag any unusual process operations. The two statistics commonly used for control charts are the D and Q statistics. For example, the D statistic is defined as follows
wheref t and s t are the 'in-control' mean and covariance of the score vector, respectively, calculated using historical data. Now, if f ,t ∼ N (f t , s t ) is distributed according to a multivariate Gaussian distribution, with meanf t and covariance s t , then (9) follows (Tracy et al., 1992 )
where F α (n r , N − n r ) is the upper 100α% critical point of the F -distribution with n r and N − n r degrees of freedom. A deviation is detected if the D statistic crosses the upper control limit (UCL) defined by the right-hand side of (10). The Q statistic is another popular statistic, defined as
where g ∈ R is a constant and χ 2 h is a Chi-squared distribution with h ∈ R degrees of freedom. Similar to (10), the UCL for the Q statistic is given by gχ 2 h , where (g, h) ∈ R × R is a set of parameters that are estimated by fitting a weighted χ 2 distribution to the in-control historical batch data.
BPM under Low-N Scenario
The BPM discussed in Section 2 is a big-data technology platform that assumes N is 'large'. Below we enumerate issues with the BPM platform under the Low-N scenario (a) Under Low-N operations, the batch data in (2) does not capture the normal operations of a batch process in its entirety. As a result, the MPLS model (4) underestimates the NOC at best, leading to high false alarm rates. (b) The distribution of the D-statistic in (10) is derived for Gaussian scores. If the process variables are not Gaussian, the scores can be approximated to be Gaussian using the central-limit theorem (CLT); however, under the Low-N scenario, the CLT cannot be used, and this invalidates the distribution for the D statistic in (10). (c) The upper control limit (UCL) for the D statistic in (10) can be computed only when N is strictly greater than n r , i.e., N −n r > 0. This leads to the sub-optimal selection 2018 IFAC ADCHEM Shenyang, Liaoning, China, July 25-27, 2018 of the number of latent components that can be used by an MPLS model under the Low-N scenario. (d) The parameter set (g, h) ∈ R × R in the calculation of the UCL in (11) is estimated using the method of matching moment, which is susceptible to error under the Low-N scenario (Nomikos and MacGregor, 1994) .
The limitations (a) through (d) lowers the efficiency, and even the validity of the existing BPM platform. To continue leveraging the benefits offered by the existing BPM platform, we propose to convert a Low-N scenario into a High-N scenario by generating an arbitrary number of artificial or synthetic data sets, which we refer to as in silico data (i.e., data generated on a computer (a silicon chip) as opposed to in an actual campaign). This is done in two steps -first we employ a hardware sampling strategy to generate multiple data sets, and then we build a mathematical model to simulate in silico data sets. The proposed method is discussed in details next.
HARDWARE SAMPLING
Biopharmaceutical processes exhibit relatively large time constants compared to other traditional chemical processes as it involves the use of living cells to produce biologics. Despite the large process time constant, the current data acquisition systems (DAQs) employed in biopharmaceutical manufacturing, and process industries elsewhere, can support data acquisition at second or sub-second sampling rates. The widespread use of such state-of-the-art DAQs coupled with the multitude of on-line/at-line/in-line/offline sensors and analyzers have lead to an explosion in the amount of data being sampled and stored in a campaign.
While high-resolution batch data is routinely stored in the DAQ, it is rarely used in practice, as large process time constants do not warrant monitoring at such highfrequencies. In fact the monitoring platform in biopharmaceutical manufacturing is often set up to monitor the upstream operations once every 10−20 minutes depending on the process time constant. In other words, the sampling rates for the DAQ and the monitoring platform are often different, with the latter being much slower. For example, let k ∈ N and m ∈ N be the sampling times for the monitoring platform and the DAQ, respectively, with
T , where mT = C represents the batch data stored in the DAQ then
represents the data used by the monitoring platform. The inherent differences in sampling times of the DAQ and the monitoring platform can be exploited to generate additional data sets. Given a DAQ data set x (m) n,1:T , we are interested in generating J low-resolution batch data sets, denoted by {u
with sampling time k. Now, for a given k, we assume that for each t = 1, 2, . . . , T , the DAQ signal x (m) n,l in the interval l ∈ [(t − 1)k + 1, tk] is independent and identically distributed (IID). This is not a restrictive assumption since k is designed offline, taking into account the underlying process dynamics and the time constant. In fact, by selecting k, the implicit assumption is that x exhibit any 'significant' process shifts or dynamic changes to warrant process monitoring any faster than k.
Generating low-resolution data from a high-resolution data can be viewed as a subsampling problem. Under the IID assumption, low-resolution subsequences can be generated using systematic sampling. Formally, given a DAQ batch data x (m) n,1:T , first, a random sample x (m) n,r is selected as a starting sample, and thereafter every k-th sample starting from r is selected until the end of the batch, such that
is the j-th low-resolution sample. The same procedure can be repeated to generate additional low-resolution data sets (see Figure 2 for illustration).
While the hardware sampling trick alleviates the statistical and stability issues of the BPM framework under Low-N operations, limitation (a) still remains unresolved. Notice that hardware sampling is simply a subsampling procedure to generate low-resolution subsequences from a high-resolution data sequence. In other words, if the original batch data under-represents the normal operating conditions, then any data set generated therefrom would also under-represent the normal operations.
To improve the 'coverage' of the data sets in the normal operations, a natural first recourse is then to learn the normal operations of a batch process.
DYNAMIC GENERATOR MODEL
We propose a probabilistic model to generate in silico data sets with improved coverage of the normal operations. A probabilistic model uses probability distributions to represent the stochastic process dynamics, as well as all the uncertain unobserved quantities in the model, including structural, parametric and noise-related. Unlike deterministic models that predict a single output value for a given input signal, probabilistic models predict an entire distribution of output conditioned on the input signal. Thus a probabilistic models deliver possibly infinite number of outputs with nonzero probability of being generated from a given input. Such fuzziness in predictions arise due to process uncertainties, that grow as the uncertainties increase, since distributions with larger support are required to represent the overall uncertain process behavior.
Having a probabilistic representation of a batch process is useful for generating in silico data sets, since for every output randomly sampled from the distribution, a new in silico batch trajectory is created. Since the coverage of the generated in silico batch data sets is proportional to the fuzziness (or variance) of the distribution, by 2018 IFAC ADCHEM Shenyang, Liaoning, China, July 25-27, 2018 Fig. 2. A schematic of a GP generator for a batch process.
systematically exploiting the process uncertainties and noise in the low-resolution batch data sets, it is possible to learn a probabilistic model over a large operating space.
The central idea employed here is as follows -first, we use the low-resolution and low-coverage campaign data sets from the hardware sampling step to build a probabilistic model for the batch process. Once the model is trained, we simulate it using probabilistic programming to generate arbitrarily large number of in silico dynamic campaign data sets with improved coverage of the normal operations. We assume that a batch process can be represented using the following auto-regressive exogenous (ARX) model
where y t ∈ R and u ∈ R nu are the model output and inputs, respectively, n a and n b are the number of past values of output and inputs used in the model and t is the measurement noise. In absence of any a priori information, ascribing a fixed structure (e.g., linear or nonlinear) to f in (14) severely limits the flexibility of the generator model, especially if the process exhibits multiple normal operation modes. To ensure that (14) remains flexible and adaptive to changes in process operations, we consider a nonparametric representation, with f assumed to be a Gaussian process (GP). A GP is a stochastic process where any finite number of random variables have a joint Gaussian distribution (Rasmussen, 2006) . We provide a concise summary of GP regression (GPR) for a multiple input and single output (MISO) system. For a detailed treatment on GPR, see Rasmussen (2006) .
or in compact notation D = {b,ā}, whereb ≡ {b 1 , b 2 , . . . , b J } andā ≡ {a 1 , a 2 , . . . , a J }, be a set of ordered pairs of input-output data,such that b j ∈ R is a scalar output and a j ∈ R na is an n a -dimensional input vector. Let the inputs and output be related according to
for all j = 1, 2, . . . J, where f ∈ R is a latent function modeled as a GP and j ∼ N (0, σ 2 ), with σ 2 as unknown. The objective in GPR is then to use D to learn the latent GP function f ∈ R. By the definition of a GP, for any finite set of inputs, sayā ≡ {a 1 , a 2 , . . . , a J }, we can write
such that f (ā) ∼ GP(µ θ (ā), k θ (ā,ā)) represents a random sample from a GP with mean µ θ (·) ∈ R J and covariance function k θ (·, ·) ∈ R J×J defined as follows
For the sake of convenience, and general brevity, it is assumed that µ θ = 0 na ; however, this need not be the case, in general. The results presented here easily extend to GPR problems with µ θ = 0. The role of a covariance function in GP is similar to that of the kernels used in support vector machines (SVM). A common choice for the covariance function is the Gaussian kernel, and is given by
where k θ (a i , a j ) ∈ R + is the covariance between the input pair {a i , a j }. A Gaussian kernel k θ (a i , a j ) assigns a higher correlation if the inputs in the set {a i , a j } are 'close' to each other as defined by the Euclidean distance. Further, for a Gaussian kernel, (18) is a positive definite symmetric matrix, such that k θ (·, ·) ∈ S J×J ++ . In (18), the set θ ≡ {β, {α l } na l=1 } is a set of hyperparameters. Physically, α l ∈ R + is a length-scale parameter and β ∈ R + is a signal-variance parameter. The choice of a Gaussian covariance function in (18) corresponds to a prior assumption that f is smooth and continuous. Thus by varying the hyperparameters of the covariance function, the 'smoothness' of f can be varied. Now given D = {b,ā} the objective in a GPR problem is to learn the hyperparameters of the GP, including any other unknown model parameters. For the GP in (15), the set of unknown parameters is γ ≡ {θ, σ 2 } ∈ Γ ⊆ R nγ . The parameter learning step in GPR is typically performed by maximizing the marginalized likelihood (or evidence) function over the space of unknown parameters. For example, for the GP in (15), a marginalized likelihood function is given as follows
where: p(b|ā) is a marginalized likelihood function; p(b|f ,ā) is the likelihood function given by p(b|f ,ā) = N (f (ā), σ 2 I J×J ); (20) and p(f |ā) is the prior density function given in (16). For a Gaussian likelihood and prior densities in (20) and (16), respectively, the integral in (19) has a closed-form solution, such that the marginalized likelihood function is given by
Now given (21), γ ≡ {θ, σ 2 } ∈ Γ ⊆ R nγ can be estimated by solving the following optimization problem γ * ∈ arg max
where γ * ∈ Γ is an optimal estimate. Now a gradientdescent method can be used to to solve (22). Note that (22) is generally a non-convex optimization problem with multiple local optima; therefore caution needs to be exercised while solving the optimization problem. For the rest of the section, we will assume that γ * is known or can be computed by solving (22). Further, to ease the notational burden, hereafter γ will be assumed to be the optimal estimate γ * , unless specified otherwise.
Once a GP model is trained, it can be used for generating in silico data sets via probablistic programming. A probabilistic programming first requires a probabilistic model, which in our case is (15). The idea is then to make calls to a random number generator in such a way that 2018 IFAC ADCHEM Shenyang, Liaoning, China, July 25-27, 2018 repeated runs from (15) would generate new data sets. For a detailed exposition on probabilistic programming, the reader is referred to (Prékopa, 2003) . For our purposes, starting with a random initial state we generate an in silico batch trajectory by driving the random initial condition through (15) and repeatedly predicting the next transition state by way of probabilistic inference. For example, let D be the training data set used to train a GP, and let a * ∈ R na be a new test input. The objective is then to predict an output b * ∈ R corresponding to the test input a * . The first step in computing b * is to construct a joint density of all the training output setb and the test GP output f (a * ) conditioned on the training input setā and the test input a * . This joint density is given by
where
Given (23), under the Bayesian framework, the GP output f (a * ) is calculated by constructing a distribution over all GP outputs. In other words, we seek a posterior distribution for the GP output f (a * ). Of course, the posterior distribution over f (a * ) need to include only those functions which agree with the training set D. Under a probabilistic settings, a posterior distribution over f (a * ) can be computed by conditioning the joint distribution in (23) on the training set D to give (see Rasmussen (2006) 
where p(f (a * )|D, a * ) is a posterior distribution for the GP output, and µ *
and
Given (24), a predictive posterior distribution for the output b * can be computed as follows
where µ * θ and k θ are given in (25) and (26), respectively. Observe that for a single test input a * ∈ R na , the GPR prediction in (28) gives a distribution of outputs that have non-zero probability of being realized. Now to generate an in silico data corresponding to the test input a , we simply generate a randomly sampled output according to
where b is the insilico output. Once an insilico output is generated, it can be treated as a test input for the next sampling time, and a new output can be generated using the same proceure discussed here. This process of probabilistic simulation is continued until the end of the batch. Note that probabilistic programming can be used to generate an arbitrarily large number of in silico batches.
INDUSTRIAL CASE STUDY
In this case study, we are interested in establishing a BPM framework for a commercial-scale expansion bioreactor. The primary function of the expansion bioreactor is to generate sufficient viable cell mass to inoculate the production bioreactor at the required initial viable cell density (VCD).
The data set used in this study is from a product that has been produced only twice previously, such that N = 2. The batch data sets from the expansion bioreactor were assembled directly from the DAQ, operating at a frequency of 1 Hz. There are several hundred process states that are monitored for this bioreactor; however, for realtime monitoring, we only consider nine critical states, namely: culture pH; carbon dioxide flow-rate (L/min); vessel temperature (
• C); oxygen flow-rate (L/min); vessel pressure (psig); dissolved oxygen (% saturation); agitation (RPM); vessel mass (Kg); and air flow-rate (L/min). These variables are critical and regularly monitored in real-time, as they affect the performance of the bioreactor.
For N = 2, the Low-N condition of the process is evident. While it is plausible to build a Low-N monitoring model for N = 2 using standard approach, from a theoretical standpoint, a Low-N model may not only be inconsistent and statistically unstable, but also incorrect for reasons discussed in Section 2.1. Nevertheless, to elucidate the limitations in Section 2.1, we build a Low-N model with N = 2. We use SIMCA -an industry standard BPM platform to build and deploy monitoring models. For N = 2, SIMCA identifies an n r = 4 component PLS model that explains 51.1% (R 2 = 0.511) and predicts 95.4% (Q 2 = 0.954) of the data variation. Despite the modest performance of the Low-N model, it is nontrivial to build control charts or control limits. This is because the Low-N model violates the fundamental assumptions required to derive the control charts and control limits. For example, Figure 3 (a) shows a T 2 chart for a new incoming batch based on the Low-N model. Observe that the T 2 values are 'large' with no control limits to flag any atypical process operations. This is because to derive T 2 control limits, we require N > n r (see (10) for illustration). Clearly, for N = 2 and n r = 4, this core assumption is violated.
Next, we use the two historical batches to generate additional in silico batches using the method proposed. We generate 50 additional in silico batches by way of probabilistic simulation of a trained GP generator model. Now with N = 52 (50 in silico plus 2 original batches) batches, we build a Large-N model. SIMCA identifies an n r = 4 component PLS model that explains 65.7% (R 2 = 0.657) and predicts 95.8% (Q 2 = 0.958) of the data variation. Clearly, the Large-N model outperforms the Low-N model in terms of explaining and predicting the data variation (recall that the Low-N model explains 51.1% and predicts 95.4% of the data variation). Furthermore, unlike the Low-N model, the Large-N model is also statistically stable as it is able to satisfy much of the Law of large numbers (LLN) based assumptions in the BMP theory. it is evident that the oxygen flow rate, vessel pressure and carbon dioxide flow rate (in the same order) are the top three contributors to the fault-scenario. Figure  3(d) shows the oxygen flow rate profile for the new batch (represented by the black line). Clearly, the oxygen flow rate for the new batch is in complete departure from the historical batches, which had much higher oxygen flow into the bioreactor, while the new batch needed much less oxygen. Further investigation revealed that the two historical batches were produced in 2014, while the new batch was produced in 2016. From 2014 to 2016, the manufacturing site was upgraded several times as part of continuous process improvement and site maintenance. As a part of the change-over plan to prepare for the production of the new batch, a new oxygen sparging system was installed in the bioreactor, with much better mixing capabilities. Based on the change-over, the new batch was able to achieve comparable product quality attributes to the historical batches while using less oxygen, through an improved oxygen sparger design. The atypical behavior detected in the vessel pressure and the carbon dioxide flow rate were also related to change-overs, and are not shown here for the sake of brevity. Now since the atypical process behavior flagged by the Large-N model is due to process maintenance and improvement, and not due to a process fault per se, the alarm is noncritical, and does not require any further action from the operator. This case study clearly highlights that while the Large-N model is able to detect, flag, and diagnose atypical process behavior in a new batch operating under a Low-N condition, the Low-N model fails to even detect any abnormal operations.
CONCLUSIONS
In this paper, we have developed a systematic approach to address the Low-N problem in biopharmaceutical manufacturing in the context of BPM. The proposed method addresses the Low-N problem by generating in silico batches by combining hardware manipulation and algorithm development. The tool is compatible with most of the industrial batch monitoring platforms. The presented case studies demonstrate the benefits of the proposed tool in flagging atypical process behavior under a Low-N scenario.
