with A(x) an analytic (n x n)-matrix in a reduced neighborhood of OE C having a pole at x = 0 and v(x) EC". It is well known that there exists a formal fundamental matrix f(x) =p(t)t" exp Q(t-'), t = xl@, (0.2) where p E N, Q(t) a diagonal matrix whose entries are polynomials in t, /i a constant matrix such that AQ(t) = Q(t)A, and fi an (n x n)-matrix with entries in C [tn.
Here we show that the formal series p(t) are multisummable in the sense of Ecalle [8, 93 and Martinet and Ramis [ 141. The multisums F of P exist on certain sectors S with vertex at 0 such that F(t) N 4 t) as t + 0 on S and Y(x) = F(t)t" exp Q(tr'), t = xl/p, (0.3)
is a fundamental matrix of (0.1) on S,, where x E S,, iff t E S. The sectors S are such that every pair of distinct diagonal elements of Q(t-') has at most one dominance change on S, in accordance with Jurkat [ 13, Sect. 7f ].
In two consecutive sectors S and S of this type we get two multisums F and P and two fundamental matrices Y and y. Then y(x) = Y(x)C, where 45 Stokes multipliers, we give relations in terms of Bore1 transforms and accelerates of the formal matrix Pin case an extra condition is fulfilled. The Stokes multipliers are determined by the behavior of those accelerates at their singularities, so by resurgence in the sense of Ecalle. Another approach to the study of Stokes multipliers has recently been given by Immink [12] .
The multisummability result is derived from a general multisummability property of equations D [y] =g, where D is as in (0.1) and the coefficient matrix A(x) and g(x) are multisums of formal series. If this equation has a formal series solution then it is multisummable and its sum is an analytic solution.
This paper may be seen as an example of Ecalle's general theory of resurgent functions [7] and in particular of his later theory of accelero summability [S, 91. Very general results concerning D[y] =g(x, y) with g nonlinear in y have been announced by Ecalle during the "Journees de la resurgence" in June 1989 in Paris. There he gave a rough idea of a proof.
We have worked out the linear case in his spirit using a special case of his concept of accelero-summability, viz. multisummability. Here we follow the treatment of multisummability given recently by Martinet and Ramis [ 141. We will return to the nonlinear case in another paper, using the same methods.
The multisummability property of formal fundamental matrices of (0.1) may also be derived from the decomposition of p(t) as a product of summable factors given by Ramis [ 151. Another proof will be given in a forthcoming paper of Balser et al. [l] using a cohomological method (cf. [ 171) .
The organization of this paper is as follows. In Section 1 we collect the information on acceleration and multisummability needed in the sequel. The multisummability of formal solutions of D [v] =g is studied in Section 2. Here we need some properties of solutions of associated convolution equations which are proved in Section 3. In Section 4 we consider the multisummability property of fundamental matrices of (0.1). Then we give a decomposition of multisummable functions by means of finite Laplace transforms in Section 5. This we use in Section 6 to obtain relations for Stokes multipliers. We end with examples for the determination of these multipliers for differential equation with two and three levels. This paper has been prepared at the School of Mathematics and the Institute of Mathematics and its Applications of the University of Minnesota and the Department of Mathematics of the University of Southern California. I thank these institutes for their hospitality. In particular, I thank Professor W. A. Harris, Jr., and Professor Y. Sibuya for useful and stimulating discussions. For short we then write f~ E(k, S). Assume S is as above, f is analytic in S, k > 0, (1.2) holds, and there exists E > 0 such that Here 8 E (0-, 8 +) is chosen so that Re(e"'xek) > C. If there is no fear of confusion we write 9, instead of 9&.
If z E S and f is as above except that we do not assume (1.2) we define
where the path of integration is in S. Then (Y;f)(x) is an entire function of XPk.
If g is an analytic function in a region S(C) as in (1.5) with C>, 0, 8_ < 8, , then we define the Bore1 transform of order k of g in S(C) by
where y is a contour in S(C) from 0 exp{i(B + arg 9)) to Oexp{i(-0+arg5)} f or some 0 2 n/2k provided the integral converges, and ?~ES(K, (3,) .
If&<8+ andfisanaIyticinS:=S(B_,8+)andif(1.2)and(1.3)hold with k > 0, E > 0, then B k,S(C,%,S.f =f: (1.8) If k > 0, we define pk f by (Pan) :=f(~"~) and
provided the integral exists. In particular,
Iffand g are analytic in S=S(K, e+), 0_ <8+, and (1.2) and (1. 
Thus (1.14)
(1.15)
If we substitute for 2 and B their integral expressions and then change the order of integration we get tAv,k,sf)(O = 4Ck' 6 exp(re) C,,,,ttr/5)")ftt)dttk), (1.16) where 5 E S(& -7c/21c, 6 + + n/2x), 6' E (0-,8+ ), such that Re(eie/t)" > 0 and
The last relation defines Ecalle's function, C,(t):
c,(t) := f, n! r;lnla) if ~0 1.
The asymptotic behavior of this function is given by
on larg tI <rc/2/?+ 6, where /I :=a/(a-1) and 6 >O is some constant. From this it follows that the definition of Ak,,k,S may be extended to functions f analytic in S := S(e ~, 8 + ) with fe E(rc, S) and (1.3) with some E > 0 by means of (1.16) again for 5 E S(& -71/2rc, 0 + + 7c/2rc), Re(@/r)" > C, C as in (1.2) with k replaced by K.
We also use a truncated operator A;,,k. Let f be analytic in S=S (K,e+) and satisfy (1. We give a proof of this theorem by means of convolution equations as in Ecalle's theory of resurgent functions. We only need to prove the theorem with co = p(O) = 0, since the general case may be reduced to this case. We use the notation of (1.27)-( 1.30) with f= xa + and 2, 'pj = O[j and rj, respectively. we obtain for $ E C:
We extend the definition of Qj to analytic functions J/: So --+ C", where So is a subsector of Sj with vertex 0 such that Ii/(x) = 0(x'-'1) as x + 0 on S,. is an analytic solution of Qj+ I$ = yj+, in a neighborhood of 0 in sj(6) := S(qjP -7c/2tcj+ 6, 'p,? + 7c/2tc,-6) for any 6 > 0, and (2.10) with j replaced by j + 1 holds on sj (0).
We postpone the proof of these lemmas to Section 3. From Lemma 1 and Lemma 3 with j= 1 we see that (2.8) with j= 2 holds in a neighborhood of 0 in g,(S), 6>0, and (2.10) with j=2 holds on s,(O) provided 3, c (S,\ VI). From the convolution equation (2.8) with j= 2 we see that $z can be continued analytically on S,\ V,.
Now we apply Lemma 3 with j= 2 and 3, c (S,\ V,) n s,(O). From this and (2.8) with j= 3 we get a solution 1//3 of (2.8) with j= 3 on S,\ V, (possibly multivalued) such that (2.10) with j= 3 holds on s,(O). We may repeat this procedure for j= 3, ..,, r -1 with sj c (S,\ Vi) n sjj I(O). Thus we obtain til as solution of (2.8) with j= r on S,\ V,, which satisfies (2.10) with j= r on s,-,(O) and $?E E(k,, S,). So y= yk,,s,$, exists on a neighborhood of 0 in J,(S) if 6 P-0 and y(x) N p(x) as x -+ 0 on s,(O). From (2.5) and (2.8) it follows that We know from the definition of multisummability (cf. (1.27~( 1.30)) that
Let h E { 1, . . . . r} be such that nJk,+ , < r+ -t-< rc/kh. Then we choose 'pi := r-+ n/(2kj) and CP,? := r + -n/(2kj) if j>h+ l..Hence, if j>/z+ 1, then (2.13) holds. If OE((P/,(P,?)~ W,, j>h+l, then (z-,r+) would contain the Stokes rays c -n/(2k,) and cr + n/(2kj), contradicting the assumption on 3. Hence (cp,: , cp,? ) n Wj = 0 if j > h + 1. If j < h, we use z+ -z-< x/k,,. Then we may choose 'p]: -rc/( 2kj) < z -, z + < cpf + n/(2kj) such that (2.13) holds and (cp,:, cp,?)n W,= 0 if j<h. If j = 1 we may replace s(0; ,d: ) by a reduced neighborhood of 0.
Correspondingly we define y,* by Hence Q,$, = yj is equivalent to tjj = Tj~i + y:.
Proof of Lemma 1. We use a method which in case Y = 1 occurs in Horn [ 111. Horn's method is modified here in a manner which is similar to the method used by Harris, Sibuya, and Weinberg [lo] (cf. also [6, 4, 51) .
If NEN, N>k,, we define Then Ic/,=T,$l+y: is equivalent to r,=T,r,+6,, where 6,:= y: + T, fN -fN. Since Dj = 2 we see that I$, := Bk, 9 is a formal solution of ~k,MID&,$=fik,M1g, so Qrlc/= f1 and t,b=T,$+y,*. From this it is easily verified that S,(c) = U(<"-k') as t + 0.
Let V:= {rEC[ 151 <p} with p > 0 so small that k, ljklZl -A 1 is invertible for 5 E I'. Let W be the Banach space of analytic functionsfon I' such that llfll := sup I?-"f(r)1 < co. 56 v From a, = &,(xA +(x)) and (1.26) we deduce al(t) = 0(t'-k'), t -+ 0. If f~ W and <E I/ we obtain with the help of (1.9) and (1. We estimate F on WC using the following estimates which we prove later on:
If a, b, c, and ,u are positive, and 0 6 a + b -1 < pa, then where P(t) is polynomial and diagonal, N nilpotent, and R(t) an analytic (n x n)-matrix in a full neighborhood of 0, and
J=l j= I
where m E N, I, and N, are (nj x n,)-matrices, n,E N, CT nj = n, I, is an identity matrix, Ni is a Jordan block nilpotent of order nj, and pi(t) is a polynomial in t or pi(t) = 0. Moreover, Turrittin showed that (4.2) has a formal fundamental matrix @'(t)=l?(t)tP(o)+Nexp Q(tr'), where
fi(t)EGL(n;C[t]). (4.4)
So the matrices P(O), N, and Q(t) commute. Correspondingly, (0.1) has the formal fundamental matrix (0.2) with ,4 = P(0) + N and
We now substitute for w in (4.2) an (n x n)-matrix W and put
W(t)=H(t)t" exp Q(tr'). (4.5) Then the equivalent differential equation for H is t$=(P(;)+N)H-H(P(~)+N)+tR(t)H. (4.6)
Now we use the partition of H into blocks H, which corresponds with the partition of P(t Let k, be the degree of (ph -pi)(t) if p,, #pi and otherwise k,= 0. We assume that at least one k, differs from zero. Otherwise P is constant and t = 0 is a regular singular point of (4.2), which implies that Z?(t) converges.
We have (Ph-Pj)(t)=Chjtkh,(l +o (1)) as t-+03, chj#o if ph#pj- Here ii,. (t) is an (nh x n)-matrix analytic in a neighborhood of 0. From this we see that (4.7) with h = 1, . . . . m constitutes a differential equation for H.j of the type (2.1) with g= 0 and with a formal solution Z?.j(t), to which Theorem 1 is applicable.
To formulate the result we first consider the levels and singular values associated with (4.7). The degrees k, of ph -p] with k, > 0 are the levels of (4.7). For fixed j we arrange these in increasing order, m,j -C ... < m,CjJ,j, so that rnflj is the pth level associated withj in (4.7). If we arrange the levels k,, > 0 in increasing order with both h and j varying we obtain the levels m, < ... Cm, of (4.7). A singular value of level k, of (4.7) is a number phj # 0 such that in (4. Since qI = @r, the assertion for j = 1 is obvious. Suppose it holds for j. We have Using (1.18) and (1.19) we see that the right-hand side exists and is analytic on C, and bounded on any S(K) 0,) as 5 + co. Since .&qj exists on sj+l and belongs to E(lcj+ 1, ,+ 1 S. ) as we saw above, now also 4j+ I = ;ii$j has this property. Furthermore, In the discussion of Stokes multipliers in Section 6 we need some related decompositions of solutions of (0.1) considered in Theorem 2. We derive those here using the notation of Section 4.
Let d be a half-line arg 5 = f&,, S, := S(8, -6, 0,, + 6), S-:= S(8, -6, f3,), S, :=S(0,,8,+6), and S=K or S,. Here 6>0 is so small that S,\d does not contain singular values of (4.7): VIJ n (S,\d) = 0 for all j and 1 (cf. (4.10)). Let H be the multisum associated with fi such that in its definition all Sh include S (cf. (1.29) ). If S= S and S= S,, we denote H also by Hand H+, respectively. Choose 1, E C such that Re A,,>0
if Ah=ph(0)+ A,, h = 1, . . . . m. (5.6) In the discussion in Section 6 we use
Here G ,j = G; or G :. according to whether S = S or S'. Here we give a decomposition of these functions. Let B mg,. so tNl+j.~'~=: qgj, Bm,,sSH.j=: tjgj, ge { 1, ***1 r(j)}, (5.8) in the sense of (1.31). Then Here we first choose r and 8 such that Re(S/p)k < 1, 0 = arg p, where k := k,, p := phj. By varying 5 and 8 we see that yj"'(<) may be continued analytically for gk # pk, and yjh'(r) + 0 as < --f cc on any sector of finite opening. By inversion of (5.13) we get (cf. (1.18)) ev(q, -qj)(tp') = jccph,) {exp -(~lt)k")Ylh'(~)d(5kh~), (5.14) where the contour is a loop from coeia'g ' around phj in negative sense to toe iargr which does not enclose phjexp(2gzi/khj), g = 1, . . . . k,-1. We also may rewrite (5.14) as exp(qh-qj)(t-')= (~kh,,,+Yjh'-~h,.S~yjh'}(f), (5.15) where t E So. In ss+ we may deform the path of integration without passing thru phj, and similarly for Y'., . yjh' exist and are analytic on C,. In the case of the upper sign we choose the path of integration in S"," and in the case of the lower sign in S. Then x2'+ is analytic in S"," and can be continued analytically into S-except for a branch point at phj, and similarly for x$)-. Furthermore, if p > g we have that x2'* is analytic in S"," v S-with singular (branch) points in plh Ed with k,h =mpj, so in V(h,p,j). Finally, from (1.12), ( where r = r(j). 
RELATIONS FOR STOKES MULTIPLIERS
Here we consider two fundamental matrices Y+ and Y-of (0.1) in overlapping sectors S+ and S-as constructed in Theorem 2. Then Y+(x) = Y-(x)C, where C E GL(n; C) is the corresponding Stokes matrix. We derive relations of C with accelerates of the B,,-transform of fi of Theorem 2.
Since (0.1) corresponds via (4.1) with (4.2) we have
where W+(t) and W-(t) are fundamental matrices of (4.2) on S+ and S. so w+(t)= w-(t)C. Let W*(t)=H'(t)t"expQ(t-'), A=P(O)+N, H'(t)-A(t)onS*, G'(t)=H'(t)t"+"" if A #O, and G*(t)=H'(t) if A=O, (6.1) where 1, is such that Re Aj > 0 as in (5.6). Using the block notation as introduced after (4.6) we have ifjE { 1, . . . . m} The function (~2 in (6.6) can be constructed by acceleration of the Bore1 transform of order mlj of fi.j. In particular, cp$ is the (m;' -m2;')-'-sum of @zj= I?,,fi.j (cf. Section 1, remark after (1.30)). (6.9) where the contour C, lies in S(B,,--6, B0 + 6) and runs from z, to z1 around the singular points of 'pv in negative sense. Here 0 < 6 < ~/(2k,) and 6 is chosen sufficiently small. In particular we deduce from (6.8) (6.9) and (5.12) that G:(t)-G;(t)=O(l)exp(-c It/-ml') as t-+OonS(B,-6,0,+6) (6.10) for some c>O.
The multisums in the right-hand side of (6.2) are defined in S(& -6,8, + 6) c So for some 6 > 0. Hence we obtain with (6.10) (6.14)
hEI,, I=2
Here T(z,) is as in (5.21) and such that V(h, 1,j) is outside T(zr) if hoZIJ and V,j n d is inside T(z,) (cf. (4.10) ). This is possible because of assumption (Ai). We may deform T(z,) such that 0 lies outside T(z,) since the integrand is analytic near 0 in S(8, -6, B0 + 6).
Now consider
f(s) := ji' (exp(s/t)"l~}N,(t)d(t-"'i), where t, E d, 1 t, 1 sufficiently small. From the behavior of the last member of (6.14) near t = 0 (cf. (5.12), (5.22), (6.13), and (6.12)) it follows thatf(s) is analytic for s E d, IsI < R, were R + co, as z1 + cc. From (6.14) and (6.6) we also deduce
By using a contour f' from z, to zI which includes s but not 0 we see that j(s) = -2niKij(s) + J,-, , where the last integral is analytic inside r'. Hence K,(s) is analytic inside T(z,) and N,(t) = 0 in (6.14).
From (6.14) and the behavior of U$ (t) and u!:)(t) near t=O (cf. 
where R, is defined by (6.6) with tildes added, and r runs from z2 to z2 once around V(2, j) n d in negative sense and with V(h, 2, j) outside r if h E I,,.. This is possible because of assumption (Ai). Since I$ -cp and 2 -x are analytic according to Section 5, we may omit the tilde in (6.18) . Since N,(t) = 0, we obtain from (6.14)
r(i) N*(t) = -c @h: -uh;)(t)+ i c 'f u$'(t)+X,(t), Thus we obtain that Kzj is analytic inside r, N,(t) = 0, and J,\12,=J,, so IcJ~uZ,~LJZ~/.
By repeating this procedure we obtain the result concerning Kgj for ge { 1, .'., g} in the theorem. Moreover, we see that Remark 4. Another method to obtain relations for Stokes multipliers has recently been given by Immink [12] . In the case of one level the problem has received much attention; for example, see Balser, Jurkat, and Lutz [2, 33 and R. Schlfke [16] . EXAMPLE 1. We consider the special case of (4.2) t$= [diag (0, at-', 2t-*} + tR(t)]w, where R(t) is an analytic (3 x 3)-matrix in a neighborhood of 0. We now have two levels so that the functions (p,+ in Theorem 3 can be constructed using single k-summability instead of accelerations.
From (4.4) we see ql(t) = 0, q2(t) = -at, q3(t) = -t*, and there is a formal fundamental matrix Z?(t)diag{l,exp(-at-'),exp(-t-*)}, A$ Hkik, H,=I. 0 From (4.9) we get pzl = a, pi2 = -a, psl = _+ 1, pi3 = +i, ~32~ + 1, ,023 = k i, ki2=1, k,,=k23=2, m,,=m,,=l, m2,=m22=m13=2, r(l)=r(2)=2, r(3)=1.
From (4.9) we deduce k,, = 1, p2i =a, k,, =2, p31 = +b, kdl = 3, p4, = -1, exp( +7ci/3). Z?.,(t) is (3,2, 1)-summable in S(%/6, 11x/6) and S(n/6,7n/6) and we consider the Stokes multipliers C,, associated with the corresponding fundamental solutions.
The intersection of these sectors is S(57c/6, 7x/6) and so we have (6.3) with t9,=n, k=3=k,,=m3,, G= 
