In this paper the Bry and Boschan (1971) procedure is modified such that it can be applied to quarterly data in order to recalculate the maximum duration of business cycles. In this way it can be shown that the maximum duration of business cycles constitutes 42 quarters in the United 
Introduction
Whoever deals with business cycles will hear the names of Burns and Mitchell. Mitchell (1927, p. 468) Unfortunately, Burns and Mitchell are not only cited for their definitions of business cycles but rather often also in connection with their basic properties.
Last but not least, the book of Burns and Mitchell is also consulted as a reference for the minimum and maximum duration of business cycles.
Over the course of the last few years different new methods to measure business cycles were developed. Especially the methods from the field of spectral analysis obtained great popularity, among other things because they get by with very few assumptions on the business cycle. One of the assumptions which has to be made concerns the minimum and maximum duration of a business cycle.
For example, when applying the high-pass filter methods by Prescott (1986) and King and Rebelo (1993) a minimum duration has to be defined, whereas the band-pass filters by Stock and Watson (1998) , Baxter and King (1999) and Christiano and Fitzgerald (2003) require a minimum and a maximum duration.
When indicating the minimum and maximum duration, most authors refer, directly or indirectly, to the calculations of Burns and Mitchell (1946) . This raises a problem, as Burns and Mitchell calculated their figures on a data series ranging from 1885 to 1931. With other words, the figures for the minimum and maximum duration that are nowadays used by many authors are based on very old data. This is astonishing for mainly two reasons: Firstly, the National Bureau of Economic Research (NBER) regularly publishes new and updated data for the minimum and maximum duration of the business cycles in the United State of America; however there is no known article which utilizes this data. Secondly, already Burns and Mitchell noticed that the data concerning the characteristics of business cycles changes over the course of the years.
The following chapters attend to the minimum and maximum duration of business cycles. Chapter 2 briefly highlights the minimum and maximum duration calculated by Burns and Mitchell (1946) as well as different methods to identify the characteristics of business cycles. In chapter 3 the method of Bry and Boschan (1971) is modified in a way such that it is applicable to quarterly data. This procedure is then verified in chapter 4 using business cycle data of the United States of America. This verification shows that the procedure developed in chapter 3 delivers very exact data about the characteristics of business cycles, and thus, it is qualified to examine the characteristics of business cycles of other countries. As several authors have already studied the characteristics of business cycles of different countries, chapter 6 and 7 focus on the analysis of business cycles of the sectors and industries of the United Kingdom. Finally, chapter 8 clarifies whether the changed data of the minimal and maximal duration of business cycles have an impact on the filters developed by Baxter and King (1999) and Christiano and Fitzgerald (2003) , and could result in misleading conclusions about the assessment of business cycles. Burns and Mitchell (1946) define the duration of a business cycle for the United States of America between a minimum of 16 and 22 months and a maximum of 100 and 106 months. For the United Kingdom the values lie between minimal 16 and 22 months and maximal 135 and 141 months. In quarters this would be minimal 5 to 7 quarters and maximal 33 to 35 quarters in the United States, and 45 to 47 quarters in the United Kingdom.
Duration of Business Cycles
As mentioned before, Burns and Mitchell (1946) are often cited in the lit-erature -albeit with varying accuracy and reliability. Baxter and King (1999) refer to Burns and Mitchell, but declare the minimum and maximum duration of a business cycle 6 respectively 32 quarters. Other studies which likewise refer to Burns and Mitchell are among others King and Plosser (1994) , Stock and Watson (1998) or Christiano and Fitzgerald (2003) .
It is astounding that the data from Burns and Mitchell (1946) are, even after 60 years, still commonly used, even more so as their study refers to a period before the second world war (1885 to 1931). However, since the second world war many important characteristics of the classical business cycle have changed. The service sector for example increased heavily; other sectors, such as the agriculture sector, underwent a decline. In addition to these sectoral transformations economic developments, such as the emergence of new central banks or the unification of Europe, took place. Already Burns and Mitchell pointed out that the characteristics of business cycles are altering with the course of time: They showed that the average duration of business cycles was shorter in the period from 1915 to 1931 than in the period from 1885 to 1915, and thus, made clear that the minimum and maximum duration of business cycles may change. However, these results seem not to find their way into the current literature.
The following study attempts to define the minimum and maximum duration of business cycles since 1955 (thus, since the beginning of the postwar period).
In the literature several methods are suggested for this purpose. In general they can be distinguished between non-parametric and parametric methods. To the category of non-parametric methods belongs the Bry and Boschan (1971) procedure, which requires no statistical model to determine the turning points of a data series.
2 The second category, namely the parametric methods, can be subdivided into four classes. Authors like Beveridge and Nelson (1981), Nelson and Plosser (1982) and Campbell and Mankiw (1987) define the first class.
They consider ARM A or ARIM A processes in order to characterize business cycles. The second class, which is dominated by authors such as Harvey (1985) , Watson (1986) or Clark (1987) , utilizes linear unobserved components models for the analysis of the characteristics of business cycles. A third class of methods follows the co-integration specification of Engle and Granger (1987) . These three approaches are all based on the assumption that the first difference of the log of the gross domestic product follows a linear stationary process. The fourth class embraces the methods of Hamilton (1989) and Filardo and Gordon (1998) ; they assume that the first difference of the log of the gross domestic product follows a non-linear stationary process, and apply Markov processes to define the characteristics of business cycles.
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If the goal is the utilization of a method as automatic as possible, making as few assumptions concerning the business cycle as possible, only the nonparametric procedure of Bry and Boschan (1971) is to be considered. Harding and Pagan (2003) compared the method by Hamilton (1989) with the one by Bry and Boschan (1971) and came to the conclusion that the Bry and Boschan procedure is more appropriate to reach the aforesaid goal. The Bry and Boschan procedure is relatively widespread and requires only very few assumptions to determine the turning points of a data series; the minimum and maximum duration can then be derived very easily based on these turning points. The following chapter describes the Bry and Boschan (1971) procedure and develops a computer algorithm thereto.
The Bry and Boschan Procedure
The algorithm by Bry and Boschan (1971, p. 21 ) is based upon the method of the National Bureau of Economic Research. In comparison to the method of the National Bureau of Economic Research, which is built upon several data series, the algorithm by Bry and Boschan requires only one data series for the identification of the turning points. This simplifies the calculation, but also leads to certain imprecisions.
The Bry and Boschan (1971) procedure has already been applied several times in the literature and is regarded as a practical and straightforward method to compute the turning points of a time series (in the majority of cases the gross domestic product). Amongst others, the procedure was addoped by King and Plosser (1994) , Watson (1994) , Pedersen (1998) and Harding and Pagan (2002) .
The procedure byBry and Boschan (1971) is comprehensibly structured. At first the time series to be analyzed is being highly smoothed in order to determine the approximate time of the turning points, or rather narrow down the region in which the turning points are likely to be located. Afterwards the smoothing is being reduced in various gradings until the original time series is at hand. After each reduction of the smoothing the turning points are being adjusted (however not newly determined anymore), so that in the end the exact period, in which the peaks and the troughs occur, results.
This procedure is particularly suited for data series with many local minima and maxima, as observed in most business cycle indicators. 4 Such time series quite often feature multiple peaks or troughs which follow each other, and consequently no obvious cycle which could be assessed.
More precisely, the Bry and Boschan (1971) procedure consists of six steps.
In a first step, outliers and extreme values are removed. The second step is about the smoothing of the time series with a moving average and the determination of the approximate turning points. Thereby it is imperative to pay attention to the circumstance that a peak always follows a trough and vice versa. In the third step, the smoothing of the time series is reduced and the turning points are adjusted to the new time series. Furthermore, a minimum duration for the cycles is enforced. In the fourth step, the smoothing is reduced again and the turning points are readjusted. The fifth step readjusts the turning points in respect to the original time series and again enforces a minimum duration for the cycles (as in the third step). In the sixth step, the turning points which were calculated in the five previous steps are displayed.
Most probably the Bry and Boschan (1971) procedure is so popular because only very few assumption have to be made. Such assumptions were defined by
Bry and Boschan for monthly data. However, as the data series for the gross domestic product is only available in the form of quarterly data, the assumptions have to be adjusted. Hence in the following the five assumptions which form the basis of the presently developed quarterly Bry and Boschan procedure are defined. The first three assumptions, which include the crucial points, were already mentioned in the preceding paragraph, however to report in full, they are defined once more and connected with a value. 2. A phase (from peak to trough or from trough to peak) must have a duration of at least 2 quarters.
3. A cycle (from peak to peak or from trough to trough) must have a duration of at least 5 quarters.
4. Turning points are not to be situated within the first or last 2 quarters of a time series.
5. The first (last) peak and trough must be higher respectively lower than values closer to the beginning (end) of the data series.
Most variations from the original Bry and Boschan procedure are relatively obvious. The translation from monthly periods into quarterly periods only causes a problem with the values of 4 and 5 months, as these would theoretically correspond to 1.333 and 1.667 quarters respectively. The procedure described here was tested with three different options of rounding: normal rounding, rounding up to the next integer, and rounding down to the next integer. The empirical tests in chapter 4 showed that strict normal rounding is best suited to reflect the data of the gross domestic product. In other words 4 months correspond to 1 quarter, 5 months correspond to 2 quarters, et cetera.
However, the quarterly Bry and Boschan procedure developed in table 2 was not only adjusted to quarterly data but also slightly modified; the applied modifications are described in full detail in chapter 4. c Elimination of peaks (or troughs) at both ends of the data series which are higher (or lower) than values closer to the end.
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d Elimination of cycles whose duration is less than 5 quarters.
e Elimination of phases whose duration is less than 2 quarters.
6. Statement of the final turning points. † : To be exactly accurate a 4-quarter moving average should be used. But chapter 4 shows that a 2-quarter moving average better reflects the reality. * : The QCD values are per definition either 1 or 2.
For the programming in MatLab the monthly Bry and Boschan procedure from Watson (1994) , which was written in Gauss, was adapted and partially modified. Three authors are known to also make use of the Bry and Boschan procedure for quarterly data: Pedersen (1998), Harding and Pagan (2002) , and Inklaar, Jacobs, and Romp (2003) . However, these procedures are either not available or cannot resolve all doubt.
6 For example Inklaar, Jacobs, and Romp 5 The procedure was programmed in MatLab and is available upon request. 6 The doubts concerning the procedure from Harding and Pagan (2002) are expressed in 8 overlooked a mistake while programming their procedure. They are using a 15-point Spencer curve for quarterly data, which in practice is relatively often used to smooth monthly data. Kendall and Stuart (1966) show that a 15-point Spencer curve features approximately the same reduction as a moving average of 5. It is therefore apparent that the smoothing characteristics of the Spencer curve have to be adjusted when using quarterly data. Therefore a 5-point Spencer curve with the weights 1 35 [−3, 12, 17, 12, −3] is used in the following. The same Spencer curve is also used to identify the outliers and extreme values of the data series.
Verification of the Bry and Boschan procedure
To verify cycles with a minimum duration of 18 months or 6 quarters and a maximum duration of 128 months or 43 quarters. As already mentioned in chapter 2, Burns and Mitchell (1946) defined the minimum duration to 16 to 22 months footnote 11. and the maximum duration to 100 to 106 months, respectively 5 to 7 and 33 to 35 quarters. In other words: The minimum duration did not change since the analysis conducted by Burns and Mitchell, the maximum duration of a business cycle however seems to have been prolonged by approximately 2 years over the same period.
Therefore, to measure the minimum and maximum duration of business cycles in the United States, the Bry and Boschan procedure is basically not necessary, but just a quick analysis of the data from the National Bureau of Economic Research will do. 7 Facing this fact it is not precisely pursuable why known authors such as King and Plosser (1994) , Watson (1994) or Baxter and King (1999) still use the data published by Burns and Mitchell (1946) for their calculations instead of accessing the current data of the National Bureau of Economic Research.
As the characteristics of the business cycles of the United States of America are announced by the National Bureau of Economic Research and as these data are often used as benchmark in the literature, the quarterly procedure developed in chapter 3 will in the following be evaluated and examined by means of this data. Additionally, the two modifications of the procedure will be analyzed.
In comparing the turning points of the gross domestic product of the United
States calculated with the unmodified quarterly Bry and Boschan procedure and the official data published by the National Bureau of Economic Research, it becomes evident that the Bry and Boschan procedure is too restrictive. The unmodified procedure only finds 4 business cycles, while the National Bureau of Economic Research defines 7 cycles. A deeper analysis of the procedure shows that mainly step 2 of the unmodified quarterly Bry and Boschan procedure, which is about the determination of the cycles in a smoothed data series, is too restrictive.
The restrictions in step 2 (the individual steps are listed in table 2) of the quarterly Bry and Boschan procedure could be released in two possible ways.
Either step 2a, namely the identification of points higher (or lower) than 5 months on either side, could be loosened in rounding down the original indication of 5 months and translating it with 1 quarter, or step 2, in other words the determination of the cycles in a 12-months moving average, could be made less tight in not determining the cycles in a 4-quarter but a 2-quarter moving average. It becomes evident in table 3 that, the results change relatively strongly with the first modification (step 2a), namely the identification of points higher (or lower) than only 1 quarter on either side. Two of the three business cycles which are missing in the unmodified procedure are now included in the procedure.
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Indeed, the maximum duration fits the benchmark data clearly better, while with 57 quarters it is still relatively far away from the 43 quarters determined by the National Bureau of Economic Research.
With the second modification (step 2), which is the determination of the cycles in a 2-quarter moving average, the results again improve unambiguously.
With this modification all business cycles are contained in the procedure; 10 in addition it very precisely maps the maximum duration of the business cycles onto the duration defined by the National Bureau of Economic Research with a difference only one quarter.
As a combination of both modifications does not lead to additional accuracy, only the modification of step 2, which uses a 2-quarter moving average instead of a 4-quarter moving average to determine the cycles, will be applied in the following. The procedure to this modification is described in detail in chapter 3, Of further interest is also the confirmation that the maximum duration of business cycles in the United States of America has clearly been extended since Burns and Mitchell (1946) . If authors like King and Plosser (1994) , Stock and Watson (1998), or Baxter and King (1999) still assume a maximum duration of 32 quarters, they distinctly underestimate it. They should also adopt the actual maximum duration of 42 to 43 quarters. By means of table 3 the precision of the procedure developed in chapter 3 regarding the minimum and maximum duration was examined. But from this table it is not evident whether the modified Bry and Boschan procedure deter-11 Although Harding and Pagan (2002) did not mention any deviations from the original procedure, it has to be assumed that they also did not filter with a 4-quarter moving average but used some modification. The peak in Quarter IV 1969 as well as the trough in Quarter IV 1970 are only apparent with a 2-quarter or 3-quarter moving average. The discrepancy of Quarter IV 1970 could be removed with a modification of step 5a of the quarterly Bry and Boschan procedure, so that the lowest values are not identified within 1 quarter but within 3 quarters. However, as this represents a rather large intervention to the original procedure, this modification will not be undertaken.
The second discrepancy, which is the one of Quarter IV 1982, cannot be resolved, as the data series of the gross domestic product reaches the trough in Quarter I 1982. From the gross domestic product data a second trough appears in Quarter III 1982; but this trough lies higher than the trough of Quarter I 1982.
In conclusion, it can be said that the Bry and Boschan procedure developed in chapter 3 adequately reproduces the turning points published by the National Bureau of Economic Research. The duration of the boom and recession phases, the duration of the business cycles, as well as the time of the turning points fit in astoundingly well.
After having successfully tested the quarterly Bry and Boschan procedure in this chapter, the next chapters apply the procedure to sectorial and industrial data of the United Kingdom.
12 Both troughs appear in the quarterly Bry and Boschan procedure three quarters too early.
13

Data and Definitions
The United Nations (2003) publish data of the gross domestic product for 179 countries and regions, among them also the gross value added for 16 industries in constant prices.
Unfortunately these data are only published yearly by the United Nations.
However, similar data are available from the Office for National Statistics of the United Kingdom: The Office for National Statistics publishes quarterly indices at constant prices of the gross value added for 16 industries, which are also analyzed in the United Nations statistics. In the following these 16 industries are, as shown in table 4, summarized in 4 sectors and 14 industries. The data on the gross domestic product belonging to these statistical series is only available since 1955. Therefore series available for a longer period of time will in the following only be analyzed since 1955. As most European economies, and certainly also the one of the United Kingdom, were strongly affected by 13 Whereas the agriculture and construction sector are also counted as industries.
the war and post-war events until the fifties, this circumstance should not be valued too negatively. It can be assumed that most economies recovered from these events until the year of 1955, and hence, that since 1955 an unaltered gross domestic product is at hand.
In the following, the quarterly Bry and Boschan procedure developed in chapter 3 is calculated for the sectors and industries classified in table 4 to determine the duration of the business cycles of the individual sectors and industries respectively. For reasons of simplicity the agriculture and construction sector, which cannot be segmented into different industries, are thereby treated as a sector as well as an industry.
Duration of the business cycles by sector
As mentioned in chapter 2 a standardized procedure is needed for calculating the duration of the business cycles of the gross value added of sectors and industries. Table 5 shows the duration of sectorial business cycles, calculated with the modified Bry and Boschan procedure developed in chapter 3. The breakdown of the overall economy into different sectors corresponds to the classification described in table 4. Each business cycle lasts from peak to peak or trough to trough. If the number of peak to peak cycles differs from the number of trough to trough cycles, the higher value is selected. As no detailed trend analysis was conducted, and as the analysis in table 5 merely relates to the duration of cycles and phases of the gross value added of individual sectors and not to their long-term growth, no qualitative conclusions about the growth of the sectors can currently be drawn. When analyzing the average duration of boom-and recession phases caution should be exercised. Chapter 4 showed that the maximum duration of business cycles in the United States of America increased since 1932. As not all industries have the same lengths of data series, a comparison between the average duration of different industries is not unproblematic. However, as the differences in the length of the data series of many industries are not too big, a quick analysis of the cycles and phases shall be attempted in the following. Table 6 shows that the industries mining and quarrying, public administration and construction dispose notedly long boom-and recession phases; in the mining and quarrying and the public administration industry recessions on average even last longer than booms. For all other industries the same result applies as for the sectors in chapter 6: boom phases normally last longer than recession phases. On average for all industries booms last 8.61 quarters (hence more than 2 years) longer than recessions. As already mentioned this indicator is being falsified trough the circumstance that some industries dispose a shorter data set. The indicator for the gross domestic product is more accurate: As already shown in the analysis concerning the sectors in chapter 6, the boom phases of the gross domestic product last on average 14.71 quarters longer than the recession phases.
Duration of the business cycles by industry
Implications for band-pass filters
Chapters 4, 6 and 7 showed that the maximum duration of the business cycles of the gross domestic product strongly differs from the value proposed by Baxter and King (1999), Christiano and Fitzgerald (2003) and others. Business cycles in the United States of America last for a minimum of 6 and a maximum of 42 quarters, while in the United Kingdom they last for a minimum of 5 and a maximum of 49 quarters.
Furthermore, it has been illustrated in chapter 6 and 7, that the minimum and maximum duration of the business cycles sometimes strongly differ among individual sectors and industries. Table 6 for instance shows that the maximum duration varies, depending on the industry, between 23 and 57 quarters.
The differences to the minimum and maximum durations of Burns and Mitchell (1946) as well as the large differences of the durations of the inid-vidual sectors and industries elucidate, that in order to correctly apply filter techniques such as the Baxter and King (1999) or the Christiano and Fitzgerald (2003) filter, it is essential to know the minimum and maximum duration of the cycles under investigation.
The filter by Baxter and King as well as the one by Christiano and Fitzgerald divide data series into a long-term trend, a medium-term business cycle and short-term noise. All cycles which are shorter than the minimum duration are regarded as short-term noise, those longer than the maximum duration as longterm trend. Hence, if for instance the gross domestic product of the United
States of America is filtered with a maximum duration of 32 quarters (instead of 42 quarters), as it was proposed by Baxter and King (1999) , the cycles with a duration between 32 and 42 quarters are interpreted as long-term trend and not as medium-term business cycles. Consequently, the amplitudes of the mediumterm business cycles are underestimated, while the variability of the growth rate of the long-term trend is overestimated.
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As described in Everts (2006) , longer business cycles are better reproduced with the filter from Christiano and Fitzgerald (2003) than with the one from Baxter and King (1999) .
Therefore, in the following the Christiano and Fitzgerald filter with the minimum and maximum duration of 6 and 32 quarters, as proposed by the authors, is compared to a filter with the real minimum and maximum duration, as determined in the chapters 4, 6 and 7.
16 Afterwards the differences of the two calculation methods on the medium-term business cycles and the long-term trend is analyzed. In a first step this proceeding is applied to the gross domestic product of the United States of America, in a second step to the gross domestic product of the United Kingdom, and in a third step to the individual sectors and industries of the United Kingdom. Figure 2 shows the medium-term business cycles and the long-term trend of 15 It requires no interpretation that the variability of the medium-term business cycles increases, if the maximum duration is set higher, and hence more business cycles are included.
16 The filter was programmed in MatLab and is available upon request. From figure 2 it appears that the business cycles filtered with a maximum duration of 42 quarters display a higher amplitude than the business cycles filtered with a maximum duration of just 32 quarters. To estimate the difference of the amplitudes, the average amplitude at the turning points determined with the procedure developed in chapter 3 is being calculated. The average amplitude of the turning points is 23% higher when using a filter with a maximum duration of 42 quarters instead of a filter with a maximum duration of 32 quarters.
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Figure 2 also reveals that the growth rate of the long-term trend with a minimum duration of 42 quarters varies less than the growth rate of the trend with a minimum duration of 32 quarters. If a filter with a maximum duration of 32 quarters is applied, the growth rate of the long-term trend in the period between 1979 and 1983 apparently is underestimated, between 1983 and 1988 overestimated, and subsequently -in the period from 1988 to 1993 -again underestimated. To determine this difference in the variability, the standard deviation of the growth rate of the long-term trend is being calculated. For 17 All filters are calculated on the logarithm of the gross domestic product or the gross value added respectively. For the diagrams the values are multiplied with 100 in order to emphasize differences in size.
18 If the average amplitudes are calculated at the turning points determined by the National Bureau of Economic Research, the average amplitude for the filter with a maximum duration of 42 quarters is 9.36% higher than for the filter with a maximum duration of 32 quarters.
the filter with a maximum duration of 42 quarters the standard deviation is 0.07%, for the filter with a maximum duration of 32 quarters 0.08%. Hence the variability of the long-term trend would be underestimated by 11.69%, if a filter with a maximum duration of 32 instead of 42 quarters is applied.
The two effects become even more apparent, if -in a second step -the gross domestic product of the United Kingdom is analyzed instead of the of the United States of America. As pointed out in chapter 6, some authors refer to the studies of Baxter and King (1999) and therewith indirectly to Burns and Mitchell (1946) In conclusion it can be said that the variability of the growth rate of the longterm trend is being overestimated, and that the amplitudes of the medium-term business cycles are being underestimated, if the maximum duration is chosen to small. If the maximum duration is too big, the variability of the growth rate of the long-term trend is being underestimated, and the amplitudes of the medium-term business cycles overestimated.
Similar results hold for the over-and underestimation of the minimum duration. If the minimum duration is chosen too small, the amplitudes of the medium-term business cycles are overestimated. But if the minimum duration is chosen too big, the amplitudes of the medium-term business cycles are underestimated.
In a next step, the over-and underestimation of the average amplitudes of the medium-term business cycles as well as of the variability of the growth rate of the long-term trend are being calculated in table 7 and 8. The data each refer to the difference between a filter with a minimum duration of 6 quarters and a maximum duration of 32 quarters and a filter with the real minimum and maximum duration. The real minimum and maximum duration, which was calculated in chapter 6 and 7, are once again reproduced. Table 8 shows the over-respectively underestimation of the average amplitudes of the business cycles and of the variability of the growth rate of the trend for the individual industries of the United Kingdom. Table 8 shows that the average amplitudes of the medium-term business cycles are underestimated and the variability of the long-term trends overestimated, if the real maximum duration is clearly larger than 32 quarters, as for example in the industries mining and quarrying, electricity, wholesale and retail, hotels, transport, real estate, and other services. If the maximum duration is clearly smaller than 32 quarters, as in the industries public administration and education, the average amplitudes of the medium-term business cycles are overestimated and the variability of the growth rate of the long-term trend underestimated. However, in the education industry it is not unambiguously evident whether the overestimation of the amplitudes of the medium-term business cycles results from the shorter maximum duration or from the longer minimum duration.
Generally, the following can be stated: For an exact determination of the business cycles as well as the trends it is of utmost importance to know the minimum and maximum duration of the business cycles. Thus it is advised against applying the values of 6 and 32 quarters proposed by Baxter and King (1999) and Christiano and Fitzgerald (2003) without reflection. If the minimum duration is chosen too high (low), the amplitudes of the medium-term business cycles are overestimated (underestimated). And if one chooses the maximum duration to low (high), the average amplitudes of the business cycle are underestimated (overestimated) and the variability of the growth rate of the long-term trend is overestimated (underestimated).
Conclusions
If band-pass filters as those from Baxter and King (1999) or Christiano and Fitzgerald (2003) are employed, the question arises, what data to use for the minimum and maximum duration of the business cycles. For the the minimum and maximum duration the authors of the filters refer to the seminal paper of Burns and Mitchell (1946) The article at hand consequently proposes a procedure which calculates the minimum and maximum duration of the business cycles by means of a single data series such as the gross domestic product or the gross value added. The proposed procedure is an amended Bry and Boschan (1971) procedure, which is modified to the extend that it is applicable to quarterly data such as the gross domestic product.
A shown that the maximum duration of the business cycles of the United States of America amounts to 42 quarters. Hence the maximum duration of business cycles clearly lies above the 32 quarters applied by Baxter and King (1999) and Christiano and Fitzgerald (2003) or proposed by Burns and Mitchell (1946) .
A similar result arises for the United Kingdom: There, the maximum duration of the business cycles of the gross domestic product even amounts to 49 quarters. If additionally the minimum and maximum duration of the business cycles of the individual sectors and industries are compared by using the gross value added it becomes apparent that the minimum and maximum duration varies depending on the sector or industry.
Both outcomes, the finding that the maximum duration of the business cycles of the gross domestic product is clearly longer than assumed so far, and the outcome that the minimum and maximum duration differ by sector and industry, lead to the suspection that caution is advisable with the application of the filters by Baxter and King (1999) and Christiano and Fitzgerald (2003) .
If the maximum duration for band-pass filters is chosen to low (high), the variability of the growth rate of the long-term trend is overestimated (underestimated) and the amplitudes of the medium-term business cycles are underestimated (overestimated). In other words: If the maximum duration for the filters by Baxter and King (1999) or Christiano and Fitzgerald (2003) is chosen too low, certain cyclical fluctuations are mistakenly interpreted as long-term trend and not as medium-term business cycles. On the other hand, if the maximum duration is chosen too high, some changes in trend are mistakenly interpreted as medium-term business cycles instead of long-term trend.
The study at hand shows the importance of the considerations that have to be taken into account when it comes to assessing which components of a data series belong to the medium-term cycles and which to the long-term trend; or in other words which maximum duration or frequency is considered to be the boundary between business cycles and changes in growth.
