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Abstract
Let R = F2 + uF2 + u
2
F2 be a non-chain finite commutative ring, where u
3 = u. In this paper,
we mainly study the construction of quantum codes from cyclic codes over R. We obtained
self-orthogonal codes over F2 as gray images of linear and cyclic codes over R. The parameters
of quantum codes which are obtained from cyclic code over R are discussed.
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1. Introduction
Quantum computation is the study of information processing tasks that can be accomplished
using quantum mechanical systems. This quantum security model is planned to explore error
correction in quantum based systems. Quantum error-correcting codes have a prominent place
in quantum communication as well as quantum computation. One of the most cogent arguments
against the feasibility of quantum computation appears to be the difficulty of eliminating error
caused by inaccuracy, decoherence and other quantum noise. Many good quantum cyclic
error-correcting codes were constructed from Hamming codes, BCH codes and Reed-Solomon
codes. The first quantum error-correcting code was discovered by Shor(10).
Cyclic codes over rings have generated a great deal of interest because of their rich algebraic
structures and construction of quantum codes. Even through the theory of quantum error
correcting codes has striking differences from the theory of classical error correcting codes,
Calderbank et al.(4) transformed the problem of finding quantum error correcting codes from
classical error correcting codes over GF (4) in . Many good quantum error-correcting codes have
been constructed by using classical cyclic codes over finite field Fq with self-orthogonal or dual
containing properties (see Refs.(9)).
Recently, the theory of quantum error-correcting codes over some special rings have been
developed rapidly. Several authors(2, 5, 7, 8) constructed quantum codes by using linear codes
over finite rings . Qian et al.(8) gave a construction for quantum error correcting codes from
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cyclic codes of odd length over finite chain ring F2 + uF2 with u
2 = 0. Inspired by this study
Kai and Zhu(6) established a construction for quantum codes from cyclic codes of odd length
over finite chain ring F4+uF4 with u
2 = 0. They discussed Hermitian self-orthogonal codes over
F4 as Gray images of linear and cyclic codes over F4 + uF4. Existence condition of quantum
codes which are derived from cyclic codes over finite ring F2 + uF2 + u
2F2, u
3 = 0 with Lee
metric are discussed by Yin and Ma(13). Further, Qian(7) gave a new method of constructing
quantum error correcting codes from cyclic codes over finite ring F2+ vF2, v
2 = v, for arbitrary
length. Later Ashraf and Mohammad(2) provided the study quantum code from cyclic codes
over F3 + vF3, where v
2 = 1. In the recent paper(5), good quantum codes obtained from cyclic
codes over A2 = F2 + uF2 + vF2 + uvF2. Motivated by Ashraf(2) and Qian(7), we considered
Cyclic Codes Over F2 + uF2 + u
2
F2, where u
3 = u to obtain quantum code. Cyclic code over
finite chain ring have been study in several paper(1, 11). Also cyclic code and self dual codes
over F2 + uF2 have been extensively studied(3). Shi et al.(9) discussed cyclic codes and weight
enumerator linear codes over F2 + vF2 + v
2
F2, where v
3 = v.
The ring R = F2+uF2+u
2
F2, u
3 = u is a commutative non-chain ring. The sequence of paper
is structured as follows: In second section, we give some basic background about finite ring R,
cyclic code and dual code. We define a Gray map from R to F 32 , and to show that if C is self
orthogonal so is Φ(C). We have also obtained the Gray image of cyclic code over R in section 3.
In section 4, we give a necessary and sufficient condition for cyclic codes over R that contains
its dual. The parameters of quantum error correcting codes are obtained from cyclic codes over
R.
2. Preliminaries
Let R be the commutative, characteristic 2 ring R = F2+uF2+u
2
F2 = {a+ub+u
2c|a, b, c ∈
F2}, with the property u
3 = u. The principal ideal ring R can also be thought of as the quotient
ring F2[u]/〈u
3 − u〉. It is endowed with obvious addition and multiplication. The unit elements
of R are 1 and 1 + u+ u2. Ideals of R are listed below:
〈0〉 = {0} ,
〈u〉 =
{
0, u, u2, u+ u2
}
,
〈1 + u〉 =
{
0, 1 + u, u+ u2, 1 + u2
}
,
〈u+ u2〉 =
{
0, u+ u2
}
,
〈1 + u2〉 =
{
0, 1 + u2
}
.
R is a semi local ring with two maximal ideals 〈u〉 and 〈1+u〉. A commutative ring R is called a
chain ring if its ideals form a chain under the relation of inclusion. From above, we can see that
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they do not form a chain as 〈u〉 and 〈1 + u〉 are not comparable. Therefore, R is a non-chain
ring.
A linear code C of length n over R is a R-submodule of Rn. An element of C is called a
codeword. A code of length n is cyclic if the code is invariant under the automorphism σ which
has
σ(c0, c1, · · · , cn−1) = (cn−1, c0, · · · , cn−2).
It is well known that a cyclic code of length n over R can be identified with an ideal in the
quotient ring R[x]/〈xn − 1〉 via the R-module isomorphism as follows:
Rn −→ R[x]/〈xn − 1〉
(c0, c1, · · · , cn−1) 7→ c0 + c1x+ · · ·+ cn−1x
n−1(mod〈xn − 1〉)
The Hamming weight of a codeword c is defined as wt(c) =
∑n−1
i=0 wt(ci), where
wt(ci) =


1, if ci 6= 0.
0, if ci = 0.
(1)
The Hamming distance between two codewords c′ and c′′, where c′ 6= c′′, is given by dH(c
′, c′′)
= wt(c′ − c′′). Hamming distance of C is defined as dH(C) = min dH (c
′, c′′), where c′, c′′ ∈ C.
For any x = (x0, x1, . . . , xn−1), y = (y0, y1, . . . , yn−1), the inner product is defined as
x · y =
∑n−1
i=0 xiyi.
If x ·y = 0, then x and y are said to be orthogonal. The dual of a linear code C over R of length
n is given by C⊥ = {x : ∀ y ∈ C, x · y = 0}. It is also a linear code over R of length n. A code
C is self-orthogonal if C ⊆ C⊥, and self-dual if C = C⊥.
A matrix G is called the generator matrix of C, if its row vectors generates C and all the
row vectors are linearly independent. A linear code C over R of length n is also described in
terms of its parity check matrix. A parity check matrix H for the code C is defined as
C =
{
x ∈ C : HxT = 0
}
. Two codes C1 and C2 having same length are said to be equivalent, if
one can be obtained from the other by permuting the coordinates.
Proposition 2.1. Any R-linear code containing some nonzero codewords is permutation equivalent
to an R-linear code with a generator matrix G of the form
G =


Ik1 A B1 + uB2 C1 + uC2 D1 + uD2 E1
0 uIk2 0 (1 + u)C3 uD3 + (1 + u)D4 E2
0 0 (1 + u)Ik3 (1 + u)C4 (1 + u)D5 E3
0 0 0 (1 + u2)Ik4 0 E4
0 0 0 0 (u+ u2)Ik5 E5


,
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where E1 = E11 + uE12 + u
2E13,
E2 = uE21 + (1 + u)E22 + u
2E23 + (1 + u
2)E24 + (1 + u
2)E25,
E3 = (1 + u)E31 + (1 + u
2)E32 + (u+ u
2)E33,
E4 = (1 + u
2)E41 + (u+ u
2)E42,
E5 = (u+ u
2)E51;
A, B1, B2, Ci (i = 1 to 4), Dj (j = 1 to 5), E11, E12, E13, E21, E22, E23,
E24, E25, E31, E32, E33, E41, E42, E51 are 2-ary matrices. And C is an abelian group of type
8k14k24k32k42k5 containing 23k1+2k2+2k3+k4+k5 codewords.
For a code C to be self dual (i.e. C = C⊥) over R, k2 = k4, k3 = k5, and k1 + k2 + k3 = n/2,
see reference(9).
Let g(x) and h(x) be two polynomials in Rn such that g(x)h(x) = 0, we define the reciprocal
polynomial of h(x) to be hˆ(x) = xdeg(h(x))h(x−1), its coefficients are those of h(x) in reverse
order. If g(x) is a generator polynomial of C, then the generator polynomial of C is given by
hˆ(x), where xn − 1 = g(x)h(x).
3. Gray Map
Let x = a+ ub+ u2c be an element of R where a, b, c ∈ F2. We define the Gray map Φ from
R to F32 is defined as Φ(a+ ub+ u
2c) = (a, a+ c, b) for all a, b, c ∈ F2. It can be extended to
map from Rn to F3n2 given by Φ : R
n → F3n2 such that
Φ(x0, x1, . . . , xn−1) = (a0, a0 + c0, b0, a1, a1 + c1, b1, . . . , an−1, an−1 + cn−1, bn−1)
where xi = ai + ubi + u
2ci for i = 0, 1, . . . .(n− 1). From definition, the Lee weights of elements
of R are defined as follows
wL(0) = 0, wL(1) = 2, wL(u) = 1, wL(u
2) = 1, wL(1 + u) = 3, wL(1 + u
2) = 1, wL(u +
u2) = 2, wL(1 + u + u
2) = 2. Let C be a linear code over R of length n. For any codeword
c = (c0, c1, . . . , cn−1), the Lee weight of c is defined as wL(c) =
∑n−1
i=0 wL(ci), where wL(ci)
denote the Lee weight of its ith component. It is easy to verify that Lee weight of C is the
Hamming weight of its Gray image Φ(C). Lee distance between two codewords c and c′, c 6= c′
is defined as dL(c, c
′) = wL(c − c
′). Lee distance of C is defined as dL(C) = min dL(c, c
′), c
and c′ ∈ C.
Theorem 3.1. The Gray map Φ is a distance preserving map from (Rn, Lee distance) to (F3n2 ,
Hamming distance). Moreover it is an isometry from Rn to F3n2 .
Theorem 3.2. If C is a (n, k, dL) linear codes over R then Φ(C) is a (3n, k, dH ) linear codes
over F2, where dH = dL.
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Proof : Let x1 = a1 + ub1 + u
2c2, x2 = a2 + ub2 + u
2c2 ∈ R, α ∈ F2 then,
Φ(x1 + x2) = Φ(a1 + a2 + u(b1 + b2) + u
2(c1 + c2))
= (a1 + a2, a1 + a2 + c1 + c2, b1 + b2)
= (a1, a1 + c1, b1) + (a2, a2 + c2, b2)
= Φ(x1) + Φ(x2)
Φ(αx) = Φ(αa1 + uαb1 + u
2αc1)
= (αa1, αa1 + αc1, αb1)
= α(a1, a1 + c1, b1)
= αΦ(x)
so Φ is linear. Since Φ is bijective, therefore | C |=| Φ(C) |. From above theorem, we have
dH = dL.
Theorem 3.3. Let C be a code of length n over R. If C is orthogonal, so is Φ(C).
Proof : Let x1 = a1 + ub1 + u
2c1, x2 = a2 + ub2 + u
2c2, where a1, b1, c1, a2, b2, c2 ∈ F2.
x1 · x2 = a1a2 + u(a1b2 + a2b1 + b1c2 + b2c1) + u
2(a1c2 + a2c1 + b1b2 + c1c2),
if C is orthogonal, then we have a1a2 = 0, a1b2 + a2b1 + b1c2 + b2c1 = 0, a1c2 + a2c1 + b1b2 +
c1c2 = 0. Now,
Φ(x1) · Φ(x2) = (a1, a1 + c1, b1) · (a2, a2 + c2, b2)
= a1a2 + a1a2 + a1c2 + a2c1 + c1c2 + b1b2
From above, Φ(x1) · Φ(x2) = 0.
Therefore, we have Φ(C) is self orthogonal.
Let c ∈ F 3n2 with c = (c0, c1, . . . , c3n−1) = (c
(0) | c(1) | c(2)), where c(i) ∈ Fn2 for i = 0, 1, 2.
And let λ denote the cyclic shift from Fn2 to F
n
2 given by λ(c
(i)) = ((c(i,n−1)), (c(i,0)), . . . , (c(i,n−2)))
for every c(i) = (c(i,0), c(i,1), . . . , c(i,n−1)) ∈ Fn2 , where c
(i,j) ∈ F2, i = 0, 1, 2, and j =
0, 1, 2, . . . , n−1. Let τ be a mapping from F3n2 to F
3n
2 given by τ(c) = (τ(c
(0)), τ(c(1)), τ(c(2))).
Theorem 3.4. Let Φ be the gray map from Rn to F3n2 , and λ be the cyclic shift and τ be the
mapping defined above. Then Φλ = τΦ.
Proof : Let xi = ai + ubi + u
2ci be the elements of R for i = 0, 1, . . . , n− 1.
We have λ(x0, x1, . . . , xn−1) = (xn−1, x0, x1, . . . , xn−2).
Now we apply Φ, we have
Φ(λ(x0, x1, . . . , xn−1)) = Φ(xn−1, x0, x1, . . . , xn−2)
= (an−1, a0, . . . , an−2, an−1+cn−1, a0+c0, . . . , an−2+cn−2, bn−1, b0, . . . , bn−2).
On the other hand
Φ(x0, x1, . . . , xn−1) = (a0, a1, . . . , an−1, a0 + c0, a1 + c1, . . . , an−1 + cn−1, b0, b1, . . . , bn−1)
By applying τ , we have
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τ(Φ(x0, x1, . . . , xn−1)) = (an−1, a0, . . . , an−2, an−1+cn−1, a0+c0, . . . , an−2+cn−2, bn−1, b0, . . . , bn−2).
Thus, Φλ = τΦ.
Theorem 3.5. A code C of length n over R is cyclic iff Φ(C) is quasi cyclic code of index 3
over F2 with length 3n.
Proof : Suppose C is cyclic code. Then λ(C) = C. If we apply Φ, we have Φ(λ(C)) = Φ(C).
From above theorem, Φ(λ(C)) = τ(Φ(C)) = Φ(C). Hence, Φ(C) is a quasi cyclic code of index
3. Conversely, if Φ(C) is a quasi cyclic code of index 3, then τ(Φ(C)) = Φ(C). From above
theorem, we have τ(Φ(C)) = Φ(λ(C)) = Φ(C). Since Φ is injective, it follows that λ(C) = C.
4. Quantum code from cyclic codes over R
Self-orthogonal code has an important application in the construction of quantum codes, as
shown(4) quantum error-correcting codes can be obtained from self orthogonal codes over F2.
Theorem 4.1. Let C and C ′ be binary [n, k, d] and [n, k1, d1] codes, respectively. If C
⊥ ⊂ C ′,
then an [[n, k + k1 − n,min{d, d1}]] code can be constructed. Especially, if C
⊥ ⊆ C then there
exists an [[n, 2k − n, d]] code.
Let C be a cyclic code of odd length n over R. Since R = F2+uF2+u
2
F2 = F2[u]/〈u(1+u
2)〉,
for any element x = a + ub + u2c ∈ R, according to the Chinese Remainder Theorem, x =
CRT−1(a, a+ b+ c+ bw), where w = u+ u2 and w2 = 0. Similarly,
(a,A+Bw)
CRT
−−−→ a+Bu+ (a+A+B)u2 ∈ R
where A, B ∈ F2. Hence, a code C over R can be written as C = CRT
−1(C2, Cw), where
C2 ∈ F2, Cw ∈ Rw = F2 + wF2. If Cw is a cyclic code of odd length n over Rw, then Cw =
〈g(x), wa(x)〉 = 〈g(x)+wa(x)〉, where g(x) and a(x) are binary polynomials with a(x)|g(x)|(xn−
1) mod 2.
Theorem 4.2. (9) Let C be a cyclic code of odd length n over R. Then C is an ideal in Rn =
R[x]/〈xn−1〉, which can be generated by C = CRT−1(C2, Cw), where C2 = 〈g2(x)〉, Cw = 〈g1(x)+
wa1(x)〉, a1(x)|g1(x)|(x
n − 1), g2(x)|(x
n − 1) and | C | = 23n−deg(g1(x))−deg(a1(x))−deg(g2(x)).
Moreover, there is a unique polynomial g(x) such that C = 〈g(x)〉, namely, every ideal of Rn is
principal.
Since g1(x)|(x
n−1), there exists r1(x) ∈ Rn such that x
n−1 = g1(x)r1(x), we set gw(x) = g1(x)+
wa1(x), it follows that x
n − 1 = wgw(x)r1(x), so gw(x)|(x
n − 1). Let hw(x) = (x
n − 1)/g2(x) =
wr1(x). It is well known that, if g(x) is generator polynomial of C, then the generator polynomial
of C⊥ is given by hˆ(x), where xn − 1 = g(x)h(x). We can obtain the following theorem
Theorem 4.3. (9) Let C be a cyclic code of odd length n over R, which is generated by
C = CRT−1(C2, Cw), where
C2 = 〈g2(x)〉, Cw = 〈g1(x) + wa1(x)〉, a1(x) | g1(x) | (x
n − 1), g2(x) | (x
n − 1).
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Then we have
C⊥ = CRT−1(C⊥2 , C
⊥
w ) = CRT
−1(〈hˆ2(x)〉, 〈wrˆ1(x)〉)
and
| C⊥ | = 2deg(g1(x))+deg(a1(x))+deg(g2(x))
,
where h2(x) = (x
n − 1)/gw(x). Moreover, there is a unique polynomial hˆ(x) such that C
⊥ =
〈hˆ(x)〉 = 〈hˆ2(x) + rˆ1(x)u+ (hˆ2(x) + rˆ1(x))u
2〉.
The necessary and sufficient condition for self orthogonality of cyclic codes is given by lemma
as follow:
Lemma 4.1. (4) A binary cyclic code C with generator polynomial g(x) contains its dual if and
only if
xn − 1 ≡ 0 (mod g(x) gˆ(x))
, where gˆ(x) is the reciprocal polynomial of g(x).
Lemma 4.2. (3) Let C = (f1f2, wf1f3) be a cyclic code of odd length n over R, where f1f2f3 =
xn − 1. Then C is self-dual if and only if f1 = fˆ3 and f2 = fˆ2.
Now, we give a necessary and sufficient condition for cyclic code over R that contains its dual.
Theorem 4.4. Let C = CRT−1(C2, Cw) be a cyclic code of odd length n over R. Then C
⊥ ⊆ C
if and only if
xn − 1 ≡ 0 (mod g2(x) gˆ2(x))
and
xn − 1 = f1f2f3,
where gˆ2(x) is the reciprocal polynomial of g2(x) and f1 = fˆ3 and f2 = fˆ2, respectively.
Proof : Let
xn − 1 ≡ 0 (mod g2(x) gˆ2(x))
and
xn − 1 = f1f2f3.
Then by Lemma 1 and 2, we have C⊥2 ⊆ C2, C
⊥
w ⊆ Cw, which implies
CRT−1(C⊥2 , C
⊥
w ) ⊆ CRT
−1(C2, Cw)
Therefore C⊥ ⊆ C. Next, if C⊥ ⊆ C, then CRT−1(C⊥2 , C
⊥
w ) ⊆ CRT
−1(C2, Cw). From CRT ,
we get
C⊥2 ⊆ C2, C
⊥
w ⊆ Cw
Therefore
xn − 1 ≡ 0(mod g2(x)gˆ2(x))
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and
xn − 1 = f1f2f3.
Corollary 4.1. Let C = CRT−1(C2, Cw) are cyclic code over R of odd length n, then C
⊥ ⊆ C,
iff
C⊥2 ⊆ C2, C
⊥
w ⊆ Cw.
From Theorem 6 and 9, we can now construct quantum code given by the following theorem.
Theorem 4.5. Let C = CRT−1(C2, Cw) be a cyclic code of odd length n over R with type
8k14k24k32k42k5 . If C⊥2 ⊆ C2 and C
⊥
w ⊆ Cw, then C
⊥ ⊆ C and there exits a quantum error
correcting code with parameters [[3n, 6k1 + 4(k2 + k3) + 2(k4 + k5)− 3n, dL]], where dL is the
minimum Lee distance of C.
Example 4.1. Let n = 3, then
x3 − 1 = (x+ 1)(x2 + x+ 1)
in F2[x]. Suppose g1(x) = g2(x) = x+1 and a1(x) = 1, then C = 〈g(x)〉 = 〈1+ u+u
2+x〉, C
is a linear cyclic code with length 3 and Lee distance 2. The dual code C⊥ = 〈hˆ2(x) + rˆ1(x)u+
(hˆ2(x)+rˆ1(x))u
2〉 can be obtained of Theorem 8. Clearly, C⊥ ⊆ C. Thus, we obtained a quantum
code with parameters [[9, 5, 2]]. Suppose g1(x) = x+ 1, g2(x) = x
2 + x+ 1 and a1(x) = 1, then
also in this case we find that C⊥ ⊆ C, and we obtained a quantum code with parameters [[9, 3, 2]].
Example 4.2. Let n = 5, then
x5 − 1 = (x+ 1)(x4 + x3 + x2 + x+ 1)
in F2[x]. Suppose g1(x) = g2(x) = x+ 1 and a1(x) = 1, then C = 〈g(x)〉 = 〈1 + v + v
2 + x〉
is a linear cyclic code with length 5 and Lee distance 2. The dual code C⊥ = 〈hˆ2(x) + rˆ1(x)u+
(hˆ2(x)+rˆ1(x))u
2〉 can be obtained of Theorem 8. Clearly, C⊥ ⊆ C. Thus, we obtained a quantum
code with parameters [[15, 11, 2]].
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