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 In this project, Particle Swarm Optimization (PSO) as one of Swarm Intelligence 
Algorithm based has proposed to be integrated with PID (Proportional, Integral, 
Derivative) Controller in order to achieve optimal tuning method. PSO-PID Controller is 
employed to improve the control performance of DC Motor. PSO-PID Controller has 
successfully eliminated the overshoot at the same time had faster response time. Inertia 
Weight PSO (IWPSO) and Constriction Factor PSO (CFPSO) are also employed in this 
project. Both of them verify to be able to improve the convergence of swarm by showing 
smaller value of MSE. CFPSO-PID Controller has regarded as the best tuning method 
since it results the best control performance and smaller value of MSE. The simulation is 
performed both in C++ and MATLAB. PSO-PID Controller algorithm is performed in 
C++. The results will be the optimal value of controller parameters. In order to evaluate 
the control performance, the three control parameters will be used to tune DC Motor 
simulated in MATLAB. PSO-PID Controller Graphical User Interface (GUI) has 
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1.1 Background of Study  
Control techniques have been widely proposed to be applied in electromechanical 
design control. Therefore several control techniques have been researched and 
developed to enhance the system performance. Control techniques have kept progressing 
like adaptive control, fuzzy control and neural control. However PID (Proportional 
Integral Derivative) controller has been extensively applied in industry and more 
preferable due to simple algorithm, easy implementation, robust performance, and its 
convenience in adjusting the controller parameter [1]. However these advantages can be 
achieved if only the controller parameter has been properly tuned. PID tuning means 
finding the best gain for controller parameter, while properly tuning system will have the 
better dynamic performance, and guaranteed security.  
 
Therefore, PID tuning method has developed in order to properly tune PID controller 
parameters. The conventional PID (CPID) tuning like Ziegler-Nichols, Cohen-coon and 
many other methods has employed to tune controller parameters. Ziegler-Nichols tuning 
method has been preferred by most of the engineers, because it is quite effective in 
determining the controller parameter when the system is linear. However it is not 
applicable when the system is non linear, and most of plants and motors have higher 
order, time delays and non-linearity [1], [2].  
 
This inadequate performance of CPID has triggered the attempt to integrate Artificial 
Intelligence (AI) with PID Controller. Fuzzy Logic and BP Algorithm is the pioneer of 
AI-PID development. However they still has some shortcomings like long and 
unpredicted training process, low convergence speed and no general systematic 
procedure [3], [4]. AI-PID has continued its development by introducing GA (Genetic 
Algorithm) as one of evolutionary computation. Furthermore GA has been successfully 
implemented in PID controller for non-linear plant. However recent studies have 
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identified some shortcomings in GA performance. The inefficiencies identified in GA 
emerges in application where the parameters being optimized are highly correlated, and 
the issue with premature convergence [1], [5], [6]. 
 
Table 1 is the summary of the development of existing tuning methods and their 
limitations: 
Table 1: Literature review of PID Tuning Methods 
Year  Author  Tuning 
Method  
Limitations  
2004  Astrom, K.J.,& 
Hagglund, T. [7]  
Ziegler 
Nichols.  
- The method relies on trial and error 
- Difficult to properly tune the non-linear 
system  
2011  Luoren, L. & 
Jinling L [3].  
BP 
Algorithm,   
Neural 
Network.  
- A long and unpredictable training process 
- Low convergence speed  




- Restrictive in general application 
- Expert knowledge needed in input-output 
relation  
- No general systematic for the design.  
2004  Gaing [1]  Genetic 
Algorithm.  
- Enormous computational efforts  
2009  Fang, H., & 
Chen,  L. [5]  
Genetic  
Algorithm  
-Needs a complete set of object information, 
pre-requisite knowledge 
- Premature convergence  




- Inefficiency in application with a highly 
correlated parameter.  
 
1.2 Problem Statement 
The development of PID tuning method have not yet resulted the best technique, 
therefore the needs of increasing the capability of PID controller by adding new features 
is indisputable [8]. Conventional PID (CPID) controller has been employed for such a 
long time in motor control and relied mostly in trial and error and intuitive tuning. Trial 
and error is time and cost consuming, and also unguaranteed security. While intuitive 
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tuning can only be performed by experienced engineers which has involved in PID 
tuning for many years, and knows the plant so well. In practical, Ziegler Nichols method 
relies on trial and error and difficult to properly tune for the non-linear system [1], [2], 
[7]. However CPID is the most preferred due to the reluctance to learn new techniques.    
Over the years, several heuristic methods have been proposed to improve PID tuning 
method. However there have been some PID tuning methods emerged, but still none of 
them has been regarded as the best tuning method. Therefore Artificial Intelligence (AI) 
has introduced to be integrated in PID controller. AI has initiated the growth of 
Evolutionary Algorithm (EA) and Swarm Intelligence Algorithm (SI). GA as one of 
evolutionary algorithm has been successfully implemented in PID controller for higher 
order and non-linear system [6]. However these methods have not been able to improve 
the control performance into satisfactory level. Therefore Swarm Intelligence (SI) 
emerges as the features integrated with PID Controller. Particle Swarm Optimization 
(PSO) as one of swarm intelligence is expected to be able to overcome limitations 
found in GA. 
 
1.3 Objective  
The main objectives of this project are:  
 To investigate algorithms that can improve the performance of PID tuning.  
 To examine the effectiveness of the control performance of loops tuned with 
PSO method and its variance  
  To evaluate which one of PSO variants that results the best performance of 
DC Motor  








1.4 Scope of Study 
The focus of this project is to research about the development of algorithm that can 
improve the performance of PID tuning starting from the CPID, AI-PID until SI-PID 
controller. Investigating each of algorithms and finally come up with better 
understanding about PSO and propose PSO-PID controller design. There will be 
comparative studies between the available algorithms. After recognizing the advantages 
and disadvantages of each of algorithms and finally finding out that the most of research 
papers propose PSO method as the best algorithm among them.  
 
     PSO-PID controller program will be simulated in C++ due to faster computation time 
compare to MATLAB. However after getting the value of the controller parameter from 
PSO-PID Controller program in C++, this value needs to be simulated in MATLAB to 
observe the control performance. The control performance set as the standard to 
determine that PSO has successfully improved the performance of PID controller 





















2.1 PID Controller 
PID controller consists of three parameters (  and . Proportional gain,  
functions to reduce steady state error but never to eliminate it, and also to reduce rise 
time. Integral gain,  eliminates steady state error but poor transient error, while 
derivative gain  can reduce overshoot and improve transient response [2]. The 
following equation is the PID controller in time domain [9]: 
 
PID controller is implemented as speed control for DC Motor. First PID Controller will 
track the actual speed of DC Motor, the difference of actual speed and desired speed will 
be the error signal, e(t). Error signal will be fed into PID controller results as control 
signal u(t). Control signal will compensate the error in order to achieve the desired 
speed.   
 
Performance criteria is to effectively minimize the errors in time domain including 
overshoot ( ), rise time ( ), settling time ( ) and steady state error ( . The 
objective functions are to minimize overshoot, to reduce rise time and settling time, and 
to eliminate steady state error. Therefore these time domain criteria are the objective 
function of the proposed PSO-PID controller which will use to evaluate PSO-PID 
Controller as the fitness function. 
 2.2 PSO 
 PSO is one of optimization and evolutionary computation techniques (Kennedy and 
Eberhart, 1995). This optimization method is inspired from bird flocking and fish 
schooling. Furthermore swarm defines as population which consists of particle or 
individual. Particles monitor its position and velocity based on its own and others flying 
experience in the search space. The main purpose is to find the best position of particle, 
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as the particle is a candidate solution to the problem. The following section points the 
basic parameters of PSO [1], [2], [10]:  
 Population or swarm size,  
It defines as the number of particles in the swarm. The optimal solution can be 
obtained by PSO with small swarm size of 10 to 30 particles. 
 Particle 
Each particle which keeps adjusting its velocity and position in the search space is 
represented as the potential solution to the problem. The particle i is defined 
as  in d-dimensional space, while the velocity for particle i is 
represented as  
 Personal best solution  
As the particles moves in the search space adjusting its position based on its own 
flying experience, the best position that particle has been experiencing so far is 
defined as personal best solution, . 
 Global best solution 
The best position of the particle based on its own and others flying experience in 
the entire population achieved so far is identified as global best solution, . 
 Acceleration Coefficient  
c1 represents cognitive acceleration changing the velocity of particle towards pbest 
while c2 represents social acceleration changing the velocity of particle toward 
gbest. This parameters need to be adjusted in order to get optimal solution.  
2.2.1 PSO Variants   
 In order to improve the performance of PSO in terms of convergence swarm, PSO 
variants is introduced. The following type of PSO variants is going to employ in this 




 Inertia Weight Approach  
Inertia weight is another mechanism to control the convergence of swarm proposed 
by Eberhart and Shi (1998). The inertia weight needs to have large value in initial 
stage for maximize the global exploitation, and smaller value in final stage to 
concentrate in local exploration [10], [11]. Random inertia weight is one of type of 
inertia weight proposed, as shown in the following equation  
  
 Where  is the initial inertia weight,  is the final inertia weight, is 
the maximum number of iterations and  is the current iteration. 
Mathematically, the updated velocity and position is calculated using the basic 




 Constriction Factor Approach   
Furthermore constriction factor is introduced by Clerc (1999) to accomplish a 
better convergence compare to inertia weight. To focus on previous best position 
the particle fluctuation is reduced [8]. Constriction factor can be expressed in the 
following equations [2], [12]: 
 
Where  is defined as:   
 
The following equation shows how constriction factor utilized in updating the 






   number of particles in a population 
   number of members in a particle 
                pointer of iteration 
   inertia weight 
    constriction factor  
  velocity of particle i at iteration t 
    
                acceleration coefficient, component of cognitive velocity  
                acceleration coefficient, component of social velocity 
,   random number between o and 1  
  pbest of particle i 
  gbest of population 
 
 
2.3 Related Works 
 According to Table 2, it has shown that some heuristic algorithms have been 
integrated with control techniques in order to improve the performance of DC motor or 
AC motor. The control techniques that have been used are LQR, GA-PID, GA-BPNN-
PID, PSO-PID, PSO-FLC, PSO-SMC, and PDPSO. Linear Quadratic Regulator (LQR) 
has compared with GA and PSO. PSO has the best control performance to improve in 
overshoot, steady state error and transient response. While for GA it only improves in 
overshoot and steady state error but it has poor transient response compare to LQR [6]. 
It proves that GA is no longer satisfactory in improving the control performance because 
of its transient poor performance. PSO is not only integrated with PID but also with 
other control techniques like Fuzzy Logic Controller (FLC) and Slide Mode Controller 
(SMC) [13], [14]. PSO-FLC is able to improve the deficiency of FLC, which is the 
insufficient analytical technique. However when it compares with PSO-PID, PSO-PID 
has robust performance than FLC-PSO [13]. Besides conventional PSO, PDPSO 
(Performance Dependent PSO) has also been applied in DC Motor to improve 
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conventional PSO by implementing adaptive inertia weight. PDPSO proves to have 
more speed than conventional PSO [15].  
 
 PSO has been implemented not only in AC and DC motor, but also in other 
plants which has more complexity. Implemented in exhaust temperature control of gas 
turbine system, PSO has shown that the conventional performance criteria has resulted 
high overshoot. MPPC is introduced as performance criteria to overcome this limitation 
[2]. In Shell and Tube heat exchanger application, ARPSO (Attractive-Repulsive PSO) 
has also been introduced to improve PSO because of its convergence issue [16]. Another 
modification of PSO has applied in pantograph system, which is Global-Oriented PSO to 
improve computation efficiency of conventional PSO using a Cauchy Operator for 
escaping local minima [17]. Furthermore, intelligent ship autopilot which has both PID 
and FLC auto pilots has applied APSO (Anti-predatory PSO)and proves APSO converge 
faster than PSO [18].In slider-crank mechanism system integrating intelligent fuzzy rule 
with PSO-PID has transformed into self-tuning PID controller [19]. While for 
decoupling control system in Ball Mill, the forward NN-PID controller based on chaos 
PPSO-BP hybrid optimization has been implemented [20].  
 
 In conclusion for plants with more complicated system than DC or AC Motor, 
PSO-PID is no longer has robust performance, the improvement of PSO like GPSO, 
ARPSO, APSO, self-tuning PSO, and hybrid PSO has been introduced and it proves to 




Table 2: Related works 
No Author Year Publication  Title of Journal Technique used Application  Advantages  
1. MaerzoughiA., 
Selamat H., 
Rahmat M. F., 









controller for the 
exhaust temperature 
control of a gas turbine 










control of a 
gas turbine 
system  
-PSO-PID using MPPC results 
optimal transient response 
-MPPC is more reliable, consistent, 











based Controller for 
Temperature Control of 









- ARPSO has the best control 
performance compare to PSO and 
GA 
 
3. Rana M. A., 







Automatic Control of 
Ball and Beam System 
using Particle Swarm 
Optimization  
-PSO-PID  - 
PD-ITAE 
equation 





-PSO is the best control 
performance, negligible transient 
- ITAE no requirement for chart 
like root locus and bode plot  
4. Verma H.K., 










Optimization of PID 
Controller for DC 





- PSO highly depends on its 
parameters. 
-PDPSO has faster speed and better 





5. Fang H., & 





Application of an 
enhanced PSO 
algorithm to optimal 






EPSO has stable convergence 
characteristic and good 
computational ability  
6. Allaoua B., 
Gasbaoui B., 





Practices  and 
Tech  
Setting up PID DC 
motor speed control 
alteration Parameter 
using PSO  
- PSO-PID 
- PSO-Fuzzy 
DC motor  -Fuzzy-PSO improve the dynamic 
performance  
-PID-PSO satisfactory performance 
and good robustness 
7. Payakkawan, 
et al [22]. 
2009 ISCIT Dual-line PID 
Controller based on 
PSO for speed control 
of DC motor 
- PSO-PID DC motor -Adaptive PSO-PID has more 
robust stability and efficiency 
compare to PSO-PID and ZN.   
8. Qiming C., 
Yinman C., 
Ruiqing G., & 





The forward NN- PID 
Controllers based on 








Hybrid n  
Ball Mill NN-PID control based on PSO-BP 
hybrid optimization can decouple 
the coupling object, enhance system 




9. Gaing Z. L., & 
Chang R. F. 
[17]. 
2009 TENCON Optimal PID Controller 
for High-Speed Rail 
Pantograph System 









Improve computation efficiency of 
PSO using Cauchy Operator.  
GPSO has robust and quick search 
of PID parameter 









Based PID Controller 
Parameters Tuning  





-APSO reduces the rate of 
overshoot compared to GA 
-APSO running time less than PSO 
and GA  
11. Samanta B. 
[18]. 
2008 IEE Swarm 
Intelligence 
Symposium   
Design of Intelligent 











- APSO converge faster than PSO-
FLC  
- PID- PSO faster response, PID-
APSO improve the overshoot 
- FLC, PSO & APSO has same rise 
& settling time. 
12. Jain T., & 
Nigam M. J. 
[24]. 





Optimization of PD-PI 










- PSO is more effective than GA 
and BG 
- The time computation of PSO is 
less than GA and BG  








i M. [6].  
2007 World 
Academy Sci. 
Eng. & Tech 
26 
A PSO-Based Optimum 
Design of PID 
Controller for a Linear 
Brushless DC Motor 








-PSO has the best dynamic 
performance  (Mp, Tr, Ts, and Ess) 
compare to GA and LQR 
-GA has better performance 
compare to LQR 
14. Xu-zhou L., 
Fei Y., & You-





and Security  
PSO Algorithm based 
Online Self-Tuning of 
PID Controller  
PSO  Online Self-
Tuning 
-Choosing the suitable fitness 
function, initial range of each 
particle closed to optimum solution  
15. Kao C. C., 
Chuang C.W., 




The self tuning PID 
control in a slider –
crank mechanism 
system by applying 
PSO approach  
- Fuzzy self 
tuning PSO- 






- Fuzzy role computation  time is 
shorter than RGA  
- Fuzzy self tuning PSO-PID 
controller more robust stability and 
quickly solve the searching and 
tuning problem than RGA.  
16. Yu K.W., & 






An Application of AC 
servo motor by using 
PSO based sliding 
mode controller (SMC) 
PSO based SMC AC servo 
motor  
- PSO based SMC The trajectory of 
the motor and desired input are 






3.1 Project Activities  
This project work flow basically consists of literature review, simulation, 



























 Figure 1: Flowchart of Project Process Flow 
  Y/N 
Start 
Understanding PSO parameters and PSO-PID 
Algorithm 
 DC Motor Modeling using MATLAB 
Literature review of PSO 
DC Motor Parameter & transfer function 
Conventional PID Controller (Kp, Ki, Kd) 
Design PSO-PID using C++ 
Parameter setting, MSE and iteration 
evaluation 
Compare the performance of PSO variants and CPID  




Result: Optimal value of Kp, Ki, Kd 
Inverse Laplace 
Transform  
Develop PSO-PID Controller- GUI 
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The project work starts with literature review comparing the related work 
regarding algorithm that have been integrated in PID controller. This work continues 
with investigating each of algorithms like Fuzzy system, ANN, GA, and PSO and 
how it helps to improve the performance of application like DC motor or other 
plants. Since PSO algorithm has chosen, based on its advantages from comparative 
study, now the project work continues with understanding the basic parameters of 
PSO algorithm. The most challenging step in literature review is to understand how 
to integrate PSO with PID controller. The gantt chart of this project is also attached 
in APPENDIX VI and VII as reference for the schedule for FYP1 and FYPII. 
 
The next phase in the project work is to do the simulation of PSO. PSO-PID 
Controller is simulated in C++. The work starts with modeling DC Motor by deriving 
its transfer function and evaluate the control performance. The transfer function is 
converted into time domain using Inverse Laplace Transform. The code is 
developing in C++ compiler and input the time domain equation of Y_Model into 
coding. Compile and Run the program. After getting the value of Kp, Ki and Kd then 
simulate it using MATLAB in order to determine the control performance.     
 
3.2 PSO-PID Controller Algorithm 
 To utilize the PSO in PID tuning, the population and the particles are required 
to be clearly defined. The population is set of  particles, and particle is the potential 
solution in d-dimensional search space. Furthermore the potential solution in PID 
tuning is the optimal value of controller parameters which consists of three 




















  The following is the procedures for utilizing the proposed PSO-PID 
controller in DC Motor:  
Step 1: Model DC Motor from the datasheet of chosen motor, get the physical 
parameter and convert it into SI units. The physical parameter is used to derive open-
loop transfer function.  
Step 2: After deriving transfer function then simulate in MATLAB both for open 
loop and closed loop response. After observing the control performance, PID 
Controller is required to be implemented in the system. 
Step 3: Transfer function is converted into time domain using Inverse Laplace 
Transform. Since the program is developed in C++ compiler (Dev C++), edit 
Y_Model according to equation that has been calculated in time domain  
Step 4: Compile the program and run it from the executable file. Vary the 
parameter: no of particle, acceleration coefficient (c1and c2), and random number (r1 
and r2).  
Step 5:  The executable file will perform some iteration and get the best value of 
Kp, Ki, and Kd. Copy and paste the final value of Kp, Ki, and Kd and also Y_model, 
Y_control, MSE and iteration from the data display in executable file. 
Step 6: To copy the data, right click in executable file>> select>>drag the data>> 
Enter. Next paste the data in Microsoft Excel for data representation and analysis. 
After pasting the data into excel, the data can be displayed in the trend of Y_Model 
and Y_Control over the time and see the effect of varying PSO parameters. 
Step 7: To determine other control performance parameters like rise time, settling 
































3.3 PSO Parameters Initialization  
 PSO algorithm is highly dependence on its parameters, therefore parameters 
value need to be initialized. Table 3 shows PSO parameters that is initialized based 
Evaluate the fitness 
of particle 




Initialize algorithm and function parameter  
kd)  
 
Input no. of particle and PSO parameter c1, c2, r1, 
& r2 








Update velocity and position, Ycontrol and MSE      
 
Initialize position, velocity,  
Compute Kp, Ki, and Kd 




on literature review has been conducted. For random number which varies from 0 to 
1, the simulation will be conducted by keeping r1 constant and varying r2 to observe 
its effect to performance of PSO. 
Table 3: PSO Parameters Initialization 
PSO Parameters  Value  
No of Particles  20 
Cognitive Acceleration (c1) 1.0 
Social Acceleration (c2)  1.2 
 
 
3.4 Statistical Evaluation 
 Mean Squared Error (MSE) is utilized to evaluate the dynamical behavior and 
convergence characteristic [1], [8]. Moreover MSE indicates the convergence of 
swarm. The smallest value of MSE will be desirable and indicating the control of 
convergence of swarm. Therefore MSE is significant in this project in order to find 
the optimal solution. The formula for MSE is shown in the following equation [1], 
[8]:  
 
                                                                                                 
Where  is particle position,  population size, MSE is mean squared error, and  is 
mean value.     
 
3.5 PSO-PID Controller-Graphical User Interface (GUI) 
 PSO-PID Controller GUI is developed in this project. The GUI is built in 
GUIDE MATLAB. It is integrated both C++ and MATLAB program for practical 
use. PSO-PID Algorithm will be performed in C++, in order to get the system 
response the controller parameter is simulated in DC Motor model developed in 







 Click Plot in DC Motor Closed Loop Response, It will show the closed-loop 
response of DC Motor  
 
Figure 4: PSO-PID Controller GUI 
 
 Click PSO, then PSO.exe file will appear. 
 






  Key-in PSO parameters and Press Enter.  
 
Figure 6: PSO-PID Controller GUI 
 
 The iteration will start and stop until MSE<1.  
 





 Key in the value of Kp, Ki, and Kd from value shown in PSO.exe. Then Click 
Plot 
 
Figure 8: PSO-PID Controller GUI 
 
 



















CHAPTER 4  
RESULTS & DISCUSSION   
 
4.1 DC Motor Modeling  
Table 4 shows the physical parameter of DC Motor (EC-4pole 22  22mm 
332279) which is already converted into SI unit. DC Motor datasheet is attached in 
APPENDIX I. 
Table 4: DC Motor Physical Parameter   
Parameters Values Unit 
Armature Circuit Resistance ( ) 13.5 Ω ( Ohm) 
Armature Circuit Inductance ( )  H ( Henry) 
Moment of Inertia (J)  Kg m² 
Coefficient of friction   N m s/rad 
Torque constant ( ) 0.066 N m/A 
Back-Emf constant  0.066 Vs/rad 
 
Transfer function can be constructed using the equation which open loop response 








From the transfer function, the open loop response of DC Motor is obtained as shown 




Figure 9: Open loop response of DC Motor  
 
 In order to be implemented in C++, transfer function requires to be converted 
into time domain using inverse Laplace transform. First find the squared root of 
transfer function, perform partial-fraction and convert it into time domain using 














Therefore  is the sum of the inverse Laplace transforms of each term. 
                          
                          
4.2 Conventional PID Tuning Method (CPID)  
PID Controller is utilized when the system has a poor control performance of 
closed loop system. Figure 10 shows the closed loop system performance which has 
unacceptable control performance. 
 
Figure 10: Closed loop response without controller 
 
There are several conventional PID tuning methods available, open loop ZN 
tuning method is one of the convenient methods to employ for this system. Table 5 is 
the calculation to get the control parameter Kp, Ki, and Kd using Open Loop ZN 
Tuning Method.   
   
Table 5: Control Parameter for Open Loop ZN Method 
K=1.15 Kp Ki Kd 
 
 








 Figure 11 shows the comparison of control performance between ZN PID 
Tuning methods and Auto Tuning. 
  
Figure 11: a). Closed-loop response using Open Loop ZN Tuning Method b) Closed-loop response 
after auto tuning. 
 
 
4.3 PSO-PID Controller  
 PSO-PID controller simulation is performed in C++. This simulation is 
performed to see the effect of varying PSO parameters such as no. of particle, 
random number (r1 and r2) and acceleration coefficient (c1 and c2).    
 In order to see the effect of random number (r1 and r2), r1 needs to be kept 
constant and by varying the value of r2. Table 6 and Figure 12 are the simulation 
result of PSO-PID Controller referred to APPENDIX II:  
Table 6: PSO r1 constant varying r2   
Parameters: 
Particles:20, 
r1=0.5, C1= 1.0 
& C2=1.2 
kp= 18.6699 kp= 19.4341 kp= 19.8181 kp= 20.5575 kp= 21.2447 
ki= 4.54712 ki= 4.6755 ki= 4.73232 ki= 4.86711 ki= 5.00271 
























Iteration iter: 94 iter: 92 iter: 90 iter: 88 iter: 86 
Parameters: 
Particles:20, 
kp= 17.903 kp= 18.5893 kp= 19.3663 kp= 19.5863 kp= 20.4463 
ki= 4.42472 ki= 4.53114 ki= 4.67036 ki= 4.69 ki= 4.85839 
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r1=0.6, C1= 1.0 
& C2=1.2 
























Iteration iter: 99 iter: 95 iter: 93 iter: 91 iter: 89 
Parameters: 
Particles:20, 
r1=0.7, C1= 1.0 
& C2=1.2 
kp= 17.0737 kp= 17.8323 kp= 18.7131 kp= 19.0333 kp= 19.9586 
ki= 4.282 ki= 4.40319 ki= 4.55643 ki= 4.60383 ki= 4.77803 
























Iteration iter: 101 iter: 97 iter: 95 iter: 93 iter: 91 
Parameters: 
Particles:20, 
r1=0.8, C1= 1.0 
& C2=1.2 
kp= 16.6333 kp= 17.5261 kp= 18.1706 kp= 18.6892 kp= 19.2556 
ki= 4.22423 ki= 4.36644 ki= 4.46928 ki= 4.55633 ki= 4.65022 
























Iteration iter: 103 iter: 100 iter: 97 iter: 95 iter: 93 
Parameters: 
Particles:20, 
r1=0.8, C1= 1.0 
& C2=1.2 
kp= 16.1508 kp= 17.0977 kp= 17.8242 kp= 18.3953 kp= 18.7231 
ki= 4.14349 ki= 4.2973 ki= 4.42063 ki= 4.51689 ki= 4.55639 



















0.479829 MSE: 0.4981 
MSE: 
0.981144 




















































































































4.3.1 Effect of random numbers (r1&r2) in PSO   
 According to the results shown in Table 6, it can be observed that increasing r2 
will reduce the number of iteration. It will update the particle position to a better 
solution. While increasing the value of r1 will increase the number of iteration. 
Increasing r1 will result the smaller value of Kp, Ki, and Kd, however increasing r2 will 
result the higher value of Kp, Ki, and Kd. Increasing the value of r2 has more influence 
in determining the better solution than varying r1. In conclusion, r2 requires to be set 
higher than r1 in order to get optimal solution.  
 Form the result shown in Table 6, the variation of r1 and r2 which gives smallest 
MSE is tabulated in Table 7: 
Table 7: PSO-PID with the smallest MSE   







kp= 21.2447 kp= 20.4463 kp= 18.7131 kp= 17.5261 kp= 19.2556 kp= 17.8242 
ki= 5.00271 ki= 4.85839 ki= 4.55643 ki= 4.36644 ki= 4.65022 ki= 4.42063 
kd= 35.4079 kd= 34.0772 kd= 31.1886 kd= 29.2102 kd= 32.0926 kd= 29.7069 













iter: 86 iter: 89 iter: 95 iter: 100 iter: 93 iter: 98 
  
 Furthermore the trend in Figure 12 shows that when r1=0.8 the result is the most 
converging by showing the lowest MSE which is 0.457884 is located when r1=0.8 and 
r2=0.6. It means that the best solution of particle exists within r1=0.8.  
 In order to find the best control performance, the value of Kp, Ki, and Kd from 






 Figure 13 is the comparison of system response of PSO-PID when r1=0.8 r2= 0.6 
and r2=0.9 simulated in MATLAB: 
 
Figure 13: Comparison between PSO-PID r1=0.8 r2=0.9 and r1=0.8 r2=0.6. 
According to Figure 13, it can be concluded that the best control performance is 
located when r1=0.8 r2=0.9, since it give the faster response with shorter rise time and 
settling time compare to r1=0.8 r2=0.6. 
 
4.4 Inertia Weight PSO-PID Controller (IWPSO-PID)  
 IWPSO is one of variants from PSO which is used to control the convergence of 
swarms. The same procedure as PSO-PID needs to be carried out to simulate IWPSO-
PSO by keeping r1 constant and varying r2. Table 8 and Figure 14 are the simulation 
result of IWPSO-PID referred to APPENDIX III: 
Table 8: IWPSO r1 constant varying r2  
Parameters: 
Particles:20, 
r1=0.5, C1= 1.0 & 
C2=1.2 
kp= 14.8245 kp= 15.2105 kp= 15.8771 kp= 15.046 kp= 15.2102 
ki= 4.13863 ki= 4.18902 ki= 4.31114 ki= 4.09031 ki= 4.10644 
kd= 24.7074 kd= 25.3509 kd= 26.4619 kd= 25.0767 kd= 25.3504 
r1=0.5 
r2=0.5 r1=0.5 r2=0.6 
r1=0.5 
r2=0.7 r1=0.5 r2=0.8 r1=0.5 r2=0.9 














Iteration iter: 106 iter: 105 iter: 102 iter: 107 iter: 107 
Parameters: 
Particles:20, 
r1=0.6, C1= 1.0 & 
C2=1.2 
kp= 14.334 kp= 14.9154 kp= 16.643 kp= 17.2648 kp= 16.496 
ki= 4.06826 ki= 4.1574 ki= 4.52408 ki= 4.64127 ki= 4.44165 




r2=0.6 r1=0.6 r2=0.7 r1=0.6 r2=0.8 r1=0.6 r2=0.9 












Iteration iter: 108 iter: 105 iter: 97 iter: 94 iter: 99 
Parameters: 
Particles:20, 
r1=0.7, C1= 1.0 & 
C2=1.2 
kp= 14.1495 kp= 15.9144 kp= 14.1422 kp= 14.5629 kp= 14.9561 
ki= 4.05974 ki= 4.4174 ki= 3.98416 ki= 4.04944 ki= 4.11674 




r2=0.6 r1=0.7 r2=0.7 r1=0.7 r2=0.8 r1=0.7 r2=0.9 









0.478399 MSE: 0.33304 
Iteration iter: 108 iter: 99 iter: 110 iter: 108 iter: 107 
Parameters: 
Particles:20, 
r1=0.8, C1= 1.0 & 
C2=1.2 
kp= 13.4004 kp= 14.5066 kp= 14.9156 kp= 15.2658 kp= 16.0156 
ki= 3.92482 ki= 4.12778 ki= 4.18909 ki= 4.24113 ki= 4.38631 




r2=0.6 r1=0.8 r2=0.7 r1=0.8 r2=0.8 r1=0.8 r2=0.9 












Iteration iter: 112 iter: 106 iter: 105 iter: 104 iter: 100 
Parameters: 
Particles:20, 
r1=0.9, C1= 1.0 & 
C2=1.2 
kp= 13.1278 kp= 13.78 kp= 13.8082 kp= 14.2004 kp= 14.6556 
ki= 3.89635 ki= 3.99401 ki= 3.96755 ki= 4.02798 ki= 4.10473 




r2=0.6 r1=0.9 r2=0.7 r1=0.9 r2=0.8 r1=0.9 r2=0.9 































































































































4.4.1 Effect of r1 constant and varying r2 in IWPSO   
 According to Table 8, it proves that IWPSO has smaller error compare to PSO. 
Based on the trend in Figure 14, it shows that the results from r1=0.5 until r1=0.8 are 
converged. It is also verified by smaller value of MSE, since MSE indicates the dynamic 
behavior of particles.  It proves that IWPSO is used to control the convergence of 
swarms. Furthermore the value of r1 and r2 does not influence the no. of iteration like 
PSO. Table 9 shows the IWPSO result with the smallest MSE value. 
Table 9: IWPSO-PID with the smallest MSE 
kp= 15.8771 kp= 17.2648 kp= 14.9561 kp= 16.0156 kp= 14.6556 
ki= 4.31114 ki= 4.64127 ki= 4.11674 ki= 4.38631 ki= 4.10473 
kd= 26.4619 kd= 28.7746 kd= 24.9269 kd= 26.6927 kd= 24.4261 














iter: 102 iter: 94 iter: 107 iter: 100 iter: 108 
 
 According to Table 9, it indicates that r2 has to be higher than r1 in order to give 
best solution. Each value of Kp, Ki and Kd from Table 9 requires to be simulated in 
MATLAB. Figure 15 is the comparison of system response of IWPSO-PID between the 
best solutions simulated in MATLAB: 
 
Figure 15: Comparison between IWPSO-PID r1=0.6 r2=0.8 and r1=0.8 r2=0.9 
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Based on system response from Figure 15, it can be concluded that the best 
control performance is when r1=0.6 r2=0.8, since it gives the faster response with 
shorter rise time and settling time compared to r1=0.8 r2=0.9. 
4.5 Constriction Factor PSO-PID Controller (CFPSO-PID) 
 CFPSO is one of variants from PSO which is used to control the convergence of 
swarms. CFPSO is expected to have the best swarm convergence and control 
performance compared to other two PSO variants. CFPSO is not required to vary 
random number (r1 & r2) like in PSO and IWPSO but the variation is performed in 
acceleration coefficient. 
4.5.1 Effect of acceleration coefficients (c1 & c2). 
 CFPSO requires the investigation of acceleration coefficient. From the literature 
review that has been conducted the best value of c1 and c2 is when c1+c2=4.1 [1], [2], 
[12]. It verifies by the simulation result shown in APPENDIX IV. Table 10 is the 
simulation result of CFPSO-PID: 
Table 10: CFPSO varying c1 & c2 
Parameters: 
Particles:20 
kp= 21.1186 kp= 21.8579 kp= 11.8071 kp= 22.1208 kp= 25.3137 kp= 21.2232 kp= 15.4387 
ki= 4.92184 ki= 4.97943 ki= 2.52951 ki= 5.00311 ki= 5.25684 ki= 4.58339 ki= 4.32187 
kd= 35.1977 kd= 36.4299 kd= 19.6785 kd= 36.8679 kd= 42.1894 kd= 35.372 kd= 25.7311 
c1=2 




c2=2.1 c1=2.1 c2=2 
c1=2.1 
c2=2.05 
















Iteration iter: 173 iter: 157 iter: 479 iter: 158 iter: 150 iter: 229 iter: 231 
 
 According to Table 10, the result with the lowest MSE is shown when 
c1+c2=4.1, it verifies that the best solution exists within this range. Table 11 is the result 





Table 11: CFPSO with smallest MSE 
Particle :20, 
c1+c2=4.1 
c1=2 c2=2.1 c1=c2=2.05 c1=2.1 c2=2 
kp= 21.8579 kp= 22.1208 kp= 21.2232 
ki= 4.97943 ki= 5.00311 ki= 4.58339 
kd= 36.4299 kd= 36.8679 kd= 35.372 
Steady State 








Iteration iter: 157 iter: 158 iter: 229 
 
 From Table 11, when c1= 2 and c2=2.1 it will give the lowest value of MSE. 
Figure 16 shows the system response of the lowest MSE value simulated in MATLAB:   
 
Figure 16: Comparison between CFPSO-PID c1=2.05.6 r2=2.05 and c1=2.0 r2=2.1 
 
 According to system response shown in Figure 16, it can be observe that both of 
them give the same control performance. Since c1=2 and c2=2.1 has the lowest MSE it 
is chosen as the best performance. In conclusion in order to get the best solution c2 






4.6 Comparison between CPID, PSO-PID, IWPSO-PID and CFPSO-PID 
After simulating in C++ and getting the best value of Kp, Ki, and Kd from PSO 
IWPSO and CFPSO, now it can be simulated in MATLAB in order to determine control 
performance like rise time, settling time, overshoot and steady state error. Figure 17 
shows the comparison of simulated result in MATLAB between PSO and IWPSO: 
 
         Figure 17: Comparison between PSO-PID and IWPSO-PID  
 
 From the system response shown in Figure 17, it can be concluded that PSO has 
the faster response time compare to IWPSO. Therefore it concludes that PSO has better 
performance even though it has higher MSE than IWPSO. Next PSO and CFPSO are 
required to be compared in order to determine the best tuning method. Figure 18 is the 




Figure 18: Comparison between PSO-PID and CFPSO-PID 
 
From the system response shown in Figure 18, it can be concluded that CFPSO is 
regarded as the best tuning method. Table 12 shows the comparison of the control 
performance as well as MSE for all tuning method utilize in this project.  
















- 0.1726 0.22497 19.2556 17.2648 21.8579 
- 8.63 317.63 4.65022 4.64127 4.97943 
-   32.0926 28.7746 36.4299 
Overshoot, Mp 10.747% 0% 8.71% 0% 0% 0% 
Rise Time, Tr 
(sec) 
 0.053     
Settling Time, 
Ts(sec) 
 0.105     
Steady State 
Error, Ess 
0.116 0 0 0 0 0 
MSE - - - 0.564082 0.436466 0.231519 




 According to Table 12, PSO-PID and its variants are able to yield 0% overshoot 
while conventional PID tuning method has overshoot around 8.271%. PSO is able to 
eliminate the overshoot as well as has the faster rise time and settling time compared to 
CPID. PSO-PID has faster response compared to IWPSO, indicated by rise time and 
settling time value shown in Table 12. However IWPSO has smaller MSE and the 
solution is converged compare to PSO. Comparing between PSO and CFPSO, according 
to Table 12 CFPSO has faster time response at same tine smaller MSE value. Therefore 



















CONCLUSION & RECOMMENDATION 
 
5.1 Conclusion  
Swarm Intelligence (SI) Algorithm has emerged as one of features integrated 
with PID-Controller to improve the control performance of non-linear system. Particle 
Swarm Optimization (PSO) Algorithm has proposed by Kennedy and Eberhart in 1995. 
PSO Algorithm is originated from research on swarm such as fish schooling and bird 
flocking. According to literature review, it shows that PSO in combination with other 
techniques has shown capabilities in solving control limitation in various applications. 
Furthermore it is anticipated for further research would yield a further result.    
Simulation has been done for PSO-PID controller and its variants. From the 
simulation it proves that PSO-PID has better control performance compare to CPID. 
PSO successfully eliminates the overshoot at the same time has faster response.  
Furthermore PSO variants verify to be able to control the convergence by indicating 
smaller value of MSE. Finally CFPSO has regarded as the best tuning method in this 
project because it has the best control performance as well as the lowest value of MSE.         
 
5.2 Recommendation  
 Further study in this project is really recommended. There are still some 
improvements need to be done in this project. PSO-PID Controller-GUI developed by 
the author still needs some improvements. The GUI is possible to develop so it can show 
the control performance of system response instead of doing it manually. Auto tuning is 
encouraged to develop so this system can model every non-liner plant. Furthermore 
PSO-PID Controller-GUI as successfully achieved the objectives of this project, and it is 
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APPENDIX II: PSO-PID Simulation Result 
Parameters: Particles:20, 
r1=0.5, C1= 1.0 & C2=1.2 
kp= 18.6699 kp= 19.4341 kp= 19.8181 kp= 20.5575 kp= 21.2447 
ki= 4.54712 ki= 4.6755 ki= 4.73232 ki= 4.86711 ki= 5.00271 
kd= 31.1164 kd= 32.3902 kd= 33.0302 kd= 34.2624 kd= 35.4079 
Time Y Model  r1=0.5 r2=0.5 r1=0.5 r2=0.6 r1=0.5 r2=0.7 r1=0.5 r2=0.8 r1=0.5 r2=0.9 
1 5.10348 5.72246 5.75474 5.76921 5.79943 5.88522 
2 6.86175 7.01535 7.03097 7.03647 7.05022 7.14059 
3 7.37671 7.35896 7.36827 7.37042 7.37796 7.46838 
4 7.52753 7.4596 7.46706 7.46823 7.47395 7.56438 
5 7.5717 7.48907 7.49599 7.49687 7.50206 7.5925 
6 7.58464 7.4977 7.50446 7.50526 7.51029 7.60073 
7 7.58843 7.50023 7.50695 7.50772 7.5127 7.60314 
8 7.58954 7.50097 7.50767 7.50844 7.51341 7.60385 
9 7.58987 7.50119 7.50789 7.50865 7.51362 7.60406 
10 7.58996 7.50125 7.50795 7.50871 7.5136 7.60412 
11 7.58999 7.50127 7.50796 7.50873 7.5136 7.60414 
12 7.59 7.50128 7.50797 7.50873 7.5137 7.60414 
13 7.59 7.50128 7.50797 7.50873 7.5137 7.60414 
14 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
15 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
16 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
17 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
18 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
19 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
20 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
21 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
22 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
23 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
24 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
25 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
26 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
27 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
28 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
29 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
30 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
31 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
32 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
33 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
34 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
35 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
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36 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
37 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
38 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
39 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
40 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
41 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
42 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
43 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
44 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
45 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
46 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
47 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
48 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
49 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
50 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
51 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
52 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
53 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
54 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
55 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
56 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
57 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
58 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
59 7.59 7.50128 7.50798 7.50873 7.5137 7.60414 
  
MSE: 0.843102 MSE: 0.825143 MSE: 0.839097 MSE: 0.841533 MSE: 0.709952 




C1= 1.0 & C2=1.2 
kp= 17.903 kp= 18.5893 kp= 19.3663 kp= 19.5863 kp= 20.4463 
ki= 4.42472 ki= 4.53114 ki= 4.67036 ki= 4.69 ki= 4.85839 
kd= 29.8384 kd= 30.9822 kd= 32.2772 kd= 32.6438 kd= 34.0772 
Time Y Model  r1=0.6 r2=0.5 r1=0.6 r2=0.6 r1=0.6 r2=0.7 r1=0.6 r2=0.8 r1=0.6 r2=0.9 
1 5.10348 5.77804 5.74844 5.80516 5.76427 5.85246 
2 6.86175 7.11795 7.0532 7.10122 7.03825 7.12556 
3 7.37671 7.47677 7.40044 7.44446 7.3746 7.46004 
4 7.52753 7.58186 7.50214 7.54498 7.47311 7.55801 
5 7.5717 7.61264 7.53193 7.57442 7.50196 7.5867 
6 7.58464 7.62165 7.54065 7.58305 7.51041 7.5951 
7 7.58843 7.62429 7.54321 7.58557 7.51289 7.59756 
8 7.58954 7.62507 7.54395 7.58631 7.51361 7.59828 
9 7.58987 7.62529 7.54417 7.58653 7.51382 7.59849 
10 7.58996 7.62536 7.54424 7.58659 7.51389 7.59855 
11 7.58999 7.62538 7.54426 7.58661 7.5139 7.59857 
45 
 
12 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
13 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
14 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
15 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
16 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
17 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
18 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
19 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
20 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
21 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
22 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
23 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
24 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
25 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
26 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
27 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
28 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
29 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
30 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
31 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
32 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
33 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
34 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
35 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
36 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
37 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
38 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
39 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
40 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
41 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
42 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
43 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
44 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
45 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
46 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
47 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
48 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
49 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
50 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
51 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
52 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
46 
 
53 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
54 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
55 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
56 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
57 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
58 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
59 7.59 7.62539 7.54426 7.58662 7.51391 7.59858 
  
MSE: 0.603098 MSE: 0.568158 MSE: 0.555211 MSE: 0.787859 MSE: 0.642699 
iter: 99 iter: 95 iter: 93 iter: 91 iter: 89 
 
Parameters: 
Particles:20, r1=0.7, C1= 
1.0 & C2=1.2 
kp= 17.0737 kp= 17.8323 kp= 18.7131 kp= 19.0333 kp= 19.9586 
ki= 4.282 ki= 4.40319 ki= 4.55643 ki= 4.60383 ki= 4.77803 
kd= 28.4562 kd= 29.7204 kd= 31.1886 kd= 31.7222 kd= 33.2644 
Time Y Model  r1=0.7 r2=0.5 r1=0.7 r2=0.6 r1=0.7 r2=0.7 r1=0.7 r2=0.8 r1=0.7 r2=0.9 
1 5.10348 5.70763 5.68302 5.7712 5.76013 5.85368 
2 6.86175 7.05342 6.99276 7.07931 7.05278 7.14494 
3 7.37671 7.41553 7.34289 7.4273 7.39564 7.48565 
4 7.52753 7.52158 7.44543 7.52921 7.49605 7.58544 
5 7.5717 7.55264 7.47546 7.55906 7.52547 7.61466 
6 7.58464 7.56174 7.48426 7.56781 7.53408 7.62322 
7 7.58843 7.5644 7.48683 7.57037 7.5366 7.62573 
8 7.58954 7.56518 7.48759 7.57112 7.53734 7.62646 
9 7.58987 7.56541 7.48781 7.57133 7.53756 7.62668 
10 7.58996 7.56548 7.48787 7.5714 7.53762 7.62674 
11 7.58999 7.56549 7.48789 7.57142 7.53764 7.62676 
12 7.59 7.5655 7.4879 7.57143 7.53764 7.62676 
13 7.59 7.5655 7.4879 7.57143 7.53764 7.62676 
14 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
15 7.59 7.5655 7.4879 7.57143 7.53765 7.62677 
16 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
17 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
18 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
19 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
20 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
21 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
22 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
23 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
24 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
25 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
26 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
27 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
47 
 
28 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
29 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
30 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
31 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
32 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
33 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
34 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
35 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
36 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
37 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
38 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
39 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
40 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
41 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
42 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
43 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
44 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
45 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
46 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
47 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
48 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
49 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
50 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
51 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
52 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
53 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
54 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
55 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
56 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
57 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
58 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
59 7.59 7.5655 7.4879 7.57143 7.53765 7.62676 
    MSE: 0.435939 MSE: 0.932614 MSE: 0.514451 MSE: 0.618922 MSE: 0.733253 
    iter: 101 iter: 97 iter: 95 iter: 93 iter: 91 
 
Parameters: 
Particles:20, r1=0.8, C1= 
1.0 & C2=1.2 
kp= 16.6333 kp= 17.5261 kp= 18.1706 kp= 18.6892 kp= 19.2556 
ki= 4.22423 ki= 4.36644 ki= 4.46928 ki= 4.55633 ki= 4.65022 
kd= 27.7222 kd= 29.2102 kd= 30.2844 kd= 31.1486 kd= 32.0926 
Time Y Model  r1=0.8 r2=0.5 r1=0.8 r2=0.6 r1=0.8 r2=0.7 r1=0.8 r2=0.8 r1=0.8 r2=0.9 
1 5.10348 5.68018 5.74023 5.76787 5.77278 5.80716 
2 6.86175 7.03253 7.08081 7.09455 7.0823 7.10793 
48 
 
3 7.37671 7.39738 7.44054 7.44899 7.43074 7.45275 
4 7.52753 7.50424 7.54589 7.5528 7.53279 7.55374 
5 7.5717 7.53553 7.57675 7.5832 7.56268 7.58332 
6 7.58464 7.5447 7.58578 7.59211 7.57144 7.59199 
7 7.58843 7.54738 7.58843 7.59472 7.574 7.59452 
8 7.58954 7.54817 7.58921 7.59548 7.57475 7.59527 
9 7.58987 7.5484 7.58943 7.5957 7.57497 7.59548 
10 7.58996 7.54847 7.5895 7.59577 7.57504 7.59555 
11 7.58999 7.54848 7.58952 7.59579 7.57506 7.59557 
12 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
13 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
14 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
15 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
16 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
17 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
18 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
19 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
20 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
21 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
22 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
23 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
24 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
25 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
26 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
27 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
28 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
29 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
30 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
31 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
32 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
33 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
34 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
35 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
36 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
37 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
38 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
39 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
40 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
41 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
42 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
43 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
49 
 
44 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
45 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
46 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
47 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
48 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
49 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
50 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
51 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
52 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
53 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
54 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
55 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
56 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
57 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
58 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
59 7.59 7.54849 7.58953 7.5958 7.57506 7.59557 
  
MSE: 0.456883 MSE: 0.457884 MSE: 0.503451 MSE: 0.511611 MSE: 0.564082 
iter: 103 iter: 100 iter: 97 iter: 95 iter: 93 
 
Parameters: 
Particles:20, r1=0.8, C1= 
1.0 & C2=1.2 
kp= 16.1508 kp= 17.0977 kp= 17.8242 kp= 18.3953 kp= 18.7231 
ki= 4.14349 ki= 4.2973 ki= 4.42063 ki= 4.51689 ki= 4.55639 
kd= 26.918 kd= 28.4961 kd= 29.7069 kd= 30.6589 kd= 31.2052 
Time Y Model  r1=0.9 r2=0.5 r1=0.9 r2=0.6 r1=0.9 r2=0.7 r1=0.9 r2=0.8 r1=0.9 r2=0.9 
1 5.10348 5.63763 5.68751 5.75364 5.75893 5.71493 
2 6.86175 6.99286 7.02551 7.08801 7.07436 7.00328 
3 7.37671 7.35945 7.38528 7.44536 7.42509 7.34547 
4 7.52753 7.46682 7.49065 7.55002 7.52781 7.44568 
5 7.5717 7.49827 7.52151 7.58067 7.5579 7.47504 
6 7.58464 7.50748 7.53055 7.58964 7.56671 7.48363 
7 7.58843 7.51018 7.5332 7.59228 7.56929 7.48615 
8 7.58954 7.51096 7.53397 7.59304 7.57004 7.48689 
9 7.58987 7.5112 7.5342 7.59327 7.57027 7.4871 
10 7.58996 7.51126 7.53427 7.59334 7.57033 7.48717 
11 7.58999 7.51128 7.53429 7.59336 7.57035 7.48718 
12 7.59 7.51129 7.53429 7.59336 7.57035 7.48719 
13 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
14 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
15 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
16 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
17 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
18 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
19 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
50 
 
20 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
21 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
22 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
23 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
24 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
25 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
26 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
27 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
28 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
29 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
30 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
31 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
32 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
33 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
34 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
35 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
36 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
37 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
38 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
39 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
40 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
41 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
42 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
43 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
44 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
45 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
46 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
47 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
48 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
49 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
50 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
51 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
52 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
53 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
54 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
55 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
56 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
57 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
58 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
59 7.59 7.51129 7.53429 7.59336 7.57036 7.48719 
  
MSE: 0.646069 MSE: 0.539189 MSE: 0.479829 MSE: 0.4981 MSE: 0.981144 





APPENDIX III: IWPSO PID Simulation Result  
Parameters: 
Particles:20, r1=0.5, C1= 
1.0 & C2=1.2 
kp= 14.8245 kp= 15.2105 kp= 15.8771 kp= 15.046 kp= 15.2102 
ki= 4.13863 ki= 4.18902 ki= 4.31114 ki= 4.09031 ki= 4.10644 
kd= 24.7074 kd= 25.3509 kd= 26.4619 kd= 25.0767 kd= 25.3504 
Time Y Model  r1=0.5 r2=0.5 r1=0.5 r2=0.6 r1=0.5 r2=0.7 r1=0.5 r2=0.8 r1=0.5 r2=0.9 
1 5.10348 5.60646 5.64035 5.6768 5.60801 5.63632 
2 6.86175 6.99916 7.03069 7.05547 6.99319 7.02529 
3 7.37671 7.37922 7.40934 7.42945 7.37064 7.40354 
4 7.52753 7.49053 7.52023 7.53898 7.48118 7.51432 
5 7.5717 7.52313 7.55271 7.57106 7.51356 7.54676 
6 7.58464 7.53268 7.56222 7.58045 7.52304 7.55626 
7 7.58843 7.53548 7.56501 7.58321 7.52582 7.55905 
8 7.58954 7.53629 7.56583 7.58401 7.52663 7.55986 
9 7.58987 7.53653 7.56606 7.58424 7.52687 7.5601 
10 7.58996 7.53661 7.56613 7.58431 7.52694 7.5601 
11 7.58999 7.53663 7.56615 7.58433 7.52696 7.5601 
12 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
13 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
14 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
15 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
16 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
17 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
18 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
19 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
20 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
21 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
22 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
23 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
24 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
25 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
26 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
27 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
28 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
29 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
30 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
31 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
32 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
33 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
34 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
52 
 
35 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
36 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
37 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
38 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
39 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
40 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
41 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
42 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
43 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
44 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
45 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
46 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
47 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
48 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
49 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
50 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
51 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
52 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
53 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
54 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
55 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
56 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
57 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
58 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
59 7.59 7.53663 7.56616 7.58434 7.52697 7.5602 
  
MSE: 0.429182 MSE: 0.348836 MSE: 0.370847 MSE: 0.491678 MSE: 0.360028 




C1= 1.0 & C2=1.2 
kp= 14.334 kp= 14.9154 kp= 16.643 kp= 17.2648 kp= 16.496 
ki= 4.06826 ki= 4.1574 ki= 4.52408 ki= 4.64127 ki= 4.44165 
kd= 23.8899 kd= 24.8591 kd= 27.7383 kd= 28.7746 kd= 27.4933 
Time Y Model  r1=0.6 r2=0.5 r1=0.6 r2=0.6 r1=0.6 r2=0.7 r1=0.6 r2=0.8 r1=0.6 r2=0.9 
1 5.10348 5.59349 5.5944 5.71616 5.72238 5.71709 
2 6.86175 6.99955 6.97965 7.08055 7.06632 7.08714 
3 7.37671 7.38445 7.35735 7.44891 7.42752 7.45744 
4 7.52753 7.49717 7.46798 7.55679 7.53331 7.56589 
5 7.5717 7.53019 7.50037 7.58839 7.56429 7.59765 
6 7.58464 7.53986 7.50986 7.59764 7.57336 7.60695 
7 7.58843 7.54269 7.51264 7.60035 7.57602 7.60968 
8 7.58954 7.54352 7.51346 7.60115 7.5768 7.61047 
9 7.58987 7.54376 7.51369 7.60138 7.57703 7.61071 
10 7.58996 7.54384 7.51376 7.60145 7.57709 7.61078 
53 
 
11 7.58999 7.54386 7.51378 7.60147 7.57711 7.6108 
12 7.59 7.54386 7.51379 7.60147 7.57712 7.6108 
13 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
14 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
15 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
16 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
17 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
18 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
19 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
20 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
21 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
22 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
23 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
24 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
25 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
26 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
27 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
28 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
29 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
30 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
31 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
32 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
33 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
34 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
35 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
36 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
37 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
38 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
39 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
40 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
41 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
42 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
43 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
44 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
45 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
46 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
47 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
48 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
49 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
50 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
51 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
54 
 
52 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
53 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
54 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
55 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
56 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
57 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
58 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
59 7.59 7.54386 7.51379 7.60148 7.57712 7.6108 
  
MSE: 0.376577 MSE: 0.57722 MSE: 0.436764 MSE: 0.436466 MSE: 0.459436 




C1= 1.0 & C2=1.2 
kp= 14.1495 kp= 15.9144 kp= 14.1422 kp= 14.5629 kp= 14.9561 
ki= 4.05974 ki= 4.4174 ki= 3.98416 ki= 4.04944 ki= 4.11674 
kd= 23.5825 kd= 26.524 kd= 23.5703 kd= 24.2714 kd= 24.9269 
Time Y Model  r1=0.7 r2=0.5 r1=0.7 r2=0.6 r1=0.7 r2=0.7 r1=0.7 r2=0.8 r1=0.7 r2=0.9 
1 5.10348 5.57983 5.66546 5.57623 5.58984 5.64662 
2 6.86175 6.98789 7.03887 6.98332 6.98633 7.04837 
3 7.37671 7.37372 7.41124 7.36888 7.36799 7.43084 
4 7.52753 7.48672 7.52029 7.4818 7.47977 7.54285 
5 7.5717 7.51981 7.55224 7.51487 7.51251 7.57566 
6 7.58464 7.52951 7.56159 7.52456 7.5221 7.58527 
7 7.58843 7.53235 7.56433 7.5274 7.5249 7.58808 
8 7.58954 7.53318 7.56513 7.52823 7.52573 7.5889 
9 7.58987 7.53342 7.56537 7.52847 7.52597 7.58915 
10 7.58996 7.53349 7.56544 7.52854 7.52604 7.58922 
11 7.58999 7.53351 7.56545 7.52856 7.52606 7.58924 
12 7.59 7.53352 7.56546 7.52857 7.52607 7.58924 
13 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
14 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
15 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
16 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
17 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
18 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
19 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
20 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
21 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
22 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
23 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
24 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
25 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
26 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
27 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
55 
 
28 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
29 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
30 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
31 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
32 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
33 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
34 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
35 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
36 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
37 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
38 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
39 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
40 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
41 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
42 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
43 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
44 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
45 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
46 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
47 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
48 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
49 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
50 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
51 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
52 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
53 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
54 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
55 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
56 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
57 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
58 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
59 7.59 7.53352 7.56547 7.52857 7.52607 7.58925 
  
MSE: 0.41923 MSE: 0.381223 MSE: 0.447195 MSE: 0.478399 MSE: 0.33304 




C1= 1.0 & C2=1.2 
kp= 13.4004 kp= 14.5066 kp= 14.9156 kp= 15.2658 kp= 16.0156 
ki= 3.92482 ki= 4.12778 ki= 4.18909 ki= 4.24113 ki= 4.38631 
kd= 22.334 kd= 24.1777 kd= 24.8594 kd= 25.443 kd= 26.6927 
Time Y Model  r1=0.8 r2=0.5 r1=0.8 r2=0.6 r1=0.8 r2=0.7 r1=0.8 r2=0.8 r1=0.8 r2=0.9 
1 5.10348 5.55592 5.59552 5.64317 5.67642 5.691 
2 6.86175 6.98297 6.996 7.0452 7.07718 7.06953 
56 
 
3 7.37671 7.37577 7.37894 7.42783 7.45877 7.44321 
4 7.52753 7.49081 7.4911 7.53989 7.57053 7.55265 
5 7.5717 7.5245 7.52394 7.57271 7.60327 7.58471 
6 7.58464 7.53437 7.53356 7.58232 7.61285 7.59409 
7 7.58843 7.53726 7.53638 7.58514 7.61566 7.59684 
8 7.58954 7.53811 7.53721 7.58596 7.61648 7.59765 
9 7.58987 7.53835 7.53745 7.5862 7.61672 7.59788 
10 7.58996 7.53843 7.53752 7.5862 7.61679 7.59795 
11 7.58999 7.53845 7.53754 7.5863 7.61681 7.59797 
12 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
13 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
14 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
15 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
16 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
17 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
18 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
19 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
20 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
21 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
22 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
23 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
24 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
25 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
26 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
27 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
28 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
29 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
30 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
31 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
32 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
33 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
34 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
35 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
36 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
37 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
38 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
39 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
40 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
41 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
42 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
43 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
57 
 
44 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
45 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
46 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
47 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
48 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
49 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
50 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
51 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
52 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
53 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
54 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
55 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
56 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
57 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
58 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
59 7.59 7.53846 7.53755 7.5863 7.61682 7.59798 
  
MSE: 0.366252 MSE: 0.412106 MSE: 0.328412 MSE: 0.423209 MSE: 0.397061 




C1= 1.0 & C2=1.2 
kp= 13.1278 kp= 13.78 kp= 13.8082 kp= 14.2004 kp= 14.6556 
ki= 3.89635 ki= 3.99401 ki= 3.96755 ki= 4.02798 ki= 4.10473 
kd= 21.8797 kd= 22.9666 kd= 23.0137 kd= 23.6673 kd= 24.4261 
Time Y Model  r1=0.9 r2=0.5 r1=0.9 r2=0.6 r1=0.9 r2=0.7 r1=0.9 r2=0.8 r1=0.9 r2=0.9 
1 5.10348 5.59529 5.5788 5.59011 5.64123 5.66969 
2 6.86175 7.0458 6.99994 7.01412 7.06859 7.09032 
3 7.37671 7.44599 7.39029 7.40526 7.45998 7.47888 
4 7.52753 7.5632 7.50462 7.51982 7.57461 7.59268 
5 7.5717 7.59752 7.5381 7.55337 7.60818 7.62601 
6 7.58464 7.60758 7.54791 7.5632 7.61801 7.63577 
7 7.58843 7.61052 7.55078 7.56608 7.62089 7.63863 
8 7.58954 7.61138 7.55162 7.56692 7.62173 7.63946 
9 7.58987 7.61164 7.55187 7.56717 7.62198 7.63971 
10 7.58996 7.61171 7.55194 7.56724 7.62205 7.63978 
11 7.58999 7.61173 7.55196 7.56726 7.62208 7.6398 
12 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
13 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
14 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
15 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
16 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
17 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
18 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
19 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
58 
 
20 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
21 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
22 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
23 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
24 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
25 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
26 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
27 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
28 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
29 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
30 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
31 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
32 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
33 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
34 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
35 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
36 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
37 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
38 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
39 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
40 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
41 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
42 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
43 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
44 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
45 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
46 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
47 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
48 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
49 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
50 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
51 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
52 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
53 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
54 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
55 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
56 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
57 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
58 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
59 7.59 7.61174 7.55197 7.56727 7.62208 7.63981 
  
MSE: 0.308087 MSE: 0.324831 MSE: 0.289067 MSE: 0.398137 MSE: 0.524638 




APPENDIX IV: CFPSO-PID Simulation Result 
Parameters: 
Particles:20 
kp= 21.1186 kp= 21.8579 kp= 11.8071 kp= 22.1208 kp= 25.3137 kp= 21.2232 kp= 15.4387 
ki= 4.92184 ki= 4.97943 ki= 2.52951 ki= 5.00311 ki= 5.25684 ki= 4.58339 ki= 4.32187 









c2=2.1 c1=2.1 c2=2 
c1=2.1 
c2=2.05 
1 5.10348 5.51525 5.55638 5.29482 5.5649 5.63572 5.5068 5.36788 
2 6.86175 6.97727 7.01723 6.87407 7.02323 7.05222 6.96373 6.89697 
3 7.37671 7.38283 7.42166 7.32395 7.42665 7.43996 7.3677 7.32826 
4 7.52753 7.50162 7.54011 7.45571 7.5448 7.55352 7.48601 7.45458 
5 7.5717 7.5364 7.5748 7.4943 7.57941 7.58677 7.52066 7.49157 
6 7.58464 7.54659 7.58496 7.5056 7.58954 7.59652 7.53081 7.50241 
7 7.58843 7.54958 7.58794 7.50891 7.59251 7.59937 7.53378 7.50558 
8 7.58954 7.55045 7.58881 7.50988 7.59338 7.6002 7.53465 7.50651 
9 7.58987 7.55071 7.58906 7.51016 7.59363 7.60045 7.53491 7.50678 
10 7.58996 7.55078 7.58914 7.51025 7.59371 7.60052 7.53498 7.5068 
11 7.58999 7.5508 7.58916 7.51027 7.59373 7.60054 7.535 7.5068 
12 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5068 
13 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5068 
14 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
15 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
16 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
17 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
18 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
19 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
20 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
21 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
22 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
23 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
24 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
25 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
26 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
27 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
28 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
29 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
30 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
31 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
32 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
33 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
34 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
60 
 
35 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
36 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
37 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
38 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
39 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
40 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
41 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
42 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
43 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
44 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
45 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
46 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
47 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
48 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
49 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
50 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
51 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
52 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
53 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
54 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
55 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
56 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
57 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
58 7.59 7.55081 7.58917 7.51028 7.59374 7.60055 7.53501 7.5069 
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Activities/Gantt Chart and Milestone of FYP1 
 

























7 8 9 10 11 12 13 14 
1 Selection Project Topic: PID Tuning of DC Motor Using 
Swarm Intelligent Algorithm  
                            
2 Literature Review                             
3 Submission of Extended Proposal                            
4 DC Motor Modelling                             
5 Proposal Defense               
6 Reviewing PSO PID Toolbox                           
7  PID Tuning of DC Motor Modelled                             
8 Draft Interim                








APPENDIX VII:  
Activities/Gantt Chart and Milestone of FYP 2 


























7 8 9 10 11 12 13 
1 Converting DC Motor Transfer Function into time 
domain using Inverse Laplace Transform  
                          
2 Simulate PSO-PID program in C++                           
3 Variation of parameters in PSO-PID Controller                         
4 Variation of parameters in IWPSO-PID Controller                           
5 Variation of parameters in PSO-PID Controller              
6 Progress Report                        
7  Analyzing the simulation result                           
8 Develop PSO-PID GUI              
9 Pre-SEDEX              
10 SEDEX              
11 Draft Final Report              
12 Submission of Final Report (Soft Cover)              
 
 
