Frequency stabilization and noise-induced spectral narrowing in
  resonators with zero dispersion by Huang, L. et al.
1 
 
Frequency stabilization and noise-induced spectral narrowing in 
resonators with zero dispersion 
 
L. Huang1,2, S. M. Soskin3,4, I. A. Khovanov5, R. Mannella6, K. Ninios7, and H. B. 
Chan1,2* 
 
1Department of Physics, the Hong Kong University of Science and Technology, Clear 
Water Bay, Kowloon, Hong Kong, China. 
 
2 William Mong Institute of Nano Science and Technology, the Hong Kong University of 
Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China. 
 
3Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 03028 
Kiev, Ukraine 
 
4Department of Physics, Lancaster University, Lancaster LA1 4YB, United Kingdom 
 
5School of Engineering, University of Warwick, Coventry CV4 7AL, United Kingdom 
 
6Dipartimento di Fisica, Universita di Pisa, 56127 Pisa, Italy 
 
7Department of Physics, University of Florida, Gainesville, Florida 32611, USA 
 
*email: hochan@ust.hk 
 
Abstract 
Mechanical resonators are widely used as precision clocks and sensitive detectors 
that rely on the stability of their eigenfrequencies. The phase noise is determined by 
different factors including thermal noise, frequency noise of the resonator and noise 
in the feedback circuitry. Increasing the vibration amplitude can mitigate some of 
these effects but the improvements are limited by nonlinearities that are 
particularly strong for miniaturized micro- and nano-mechanical systems. Here we 
design a micromechanical resonator with non-monotonic dependence of the 
eigenfrequency on energy. Near the extremum, where the dispersion of the 
eigenfrequency is zero, the system regains certain characteristics of a linear 
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resonator, albeit at large amplitudes. The spectral peak undergoes narrowing when 
the noise intensity is increased. With the resonator serving as the frequency-
selecting element in a feedback loop, the phase noise at the extremum amplitude is ~ 
3 times smaller than the minimal noise in the conventional nonlinear regime.  
 
 
Introduction 
Resonant detectors and frequency standards typically operate in the linear regime, 
where the eigenfrequency  is independent of the amplitude and hence the energy. The 
frequency stability depends on the width of the spectral peak, which is in turn 
proportional to the damping constant. For systems coupled to a thermal bath, the damping 
constant is related to thermal fluctuations via the fluctuation-dissipation theorem. The 
spectral width is an important parameter in mesoscopic resonators including 
nanomechanical devices1-6, Josephson junctions7, 8 and optomechanical systems9. Apart 
from practical implications on the phase noise, the spectral width also provides useful 
information on the underlying relaxation mechanisms10-12. Recently, there has been much 
interest in different factors that modify the spectral response of mesoscopic resonators. It 
has been observed in nanomechanical resonators that spectral broadening can arise from 
the fluctuations of the eigenfrequency13-16. Alternatively, the interplay between 
nonlinearity, fluctuations and relaxation has also been found to have a profound effect on 
the spectral lineshape17, 18.  
Mechanical oscillators used in sensing or time-keeping often rely on a feedback 
circuit to maintain self-sustained oscillations19-22 so that the eigenfrequency of the 
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resonator can be tracked. A number of factors contribute to the phase noise, including the 
spectral width of the resonator and noise generated by the feedback circuit. These effects 
can be mitigated by increasing the vibration amplitude, provided that resonator remains 
in the linear regime. The improvement in frequency stability, however, is limited by 
nonlinear effects. When the vibration amplitude increases beyond the linear regime, the 
eigenfrequency is no longer independent of energy. The nonlinearity converts amplitude 
fluctuations into frequency fluctuations, leading to degradations in phase stability21. Such 
nonlinear effects are particularly strong in miniaturized silicon micro- and nano-
mechanical devices that have become viable candidates to replace bulky quartz 
resonators commonly used as frequency references23.  Stabilization of the frequency in 
the presence of strong nonlinearity has attracted much interest recently. For example, one 
approach makes use of higher order modes of the resonator. At amplitudes where the two 
modes are in internal resonance21, 24-26, the frequency fluctuations of the lower mode are 
shown to be significantly reduced21. 
On a more fundamental level, the nonlinearity modifies the spectral lineshape of 
resonators. When resonators are subjected to thermal and/or external fluctuations, the 
noise creates a distribution of energies that, together with the nonlinearity, tends to 
broaden the peak in the power spectrum18, 27. The overall shape of the spectral peak is 
determined by the interplay of the frequency straggling due to nonlinearity and the 
frequency uncertainty associated with decay. As the noise intensity increases, the peak 
broadens, generally, and becomes asymmetric. Changes in spectral peaks with increasing 
temperature were observed in the optical spectra of localized and resonant vibrations in 
4 
 
solids28. However, a full quantitative comparison with theory was difficult due to 
uncertainties in system parameters and difficulties in controlling them. 
In this work we design an electromechanical resonator with non-monotonic 
dependence of the eigenfrequency  on energy E to yield improved spectral width and 
frequency stability. At the extremum energy Ezd, the dispersion of (E) is zero so that 
d/dE = 0. Our system opens the possibility for the investigation of a wealth of 
phenomena in “zero-dispersion” systems29-40 that are associated with the large 
contribution of vibrations over a range of energies in the vicinity of Ezd occurring at 
almost the same frequency. These phenomena bear resemblance to van Hove singularities 
in the density of states of solids41, 42. In our mechanical resonator, the non-monotonic 
dependence of  on energy E is achieved by tuning the negative nonlinearity induced by 
electrostatic force from a nearby electrode relative to the positive intrinsic nonlinearity of 
the springs. We demonstrate that in the zero-dispersion regime, the peak of the 
fluctuation spectrum undergoes substantial narrowing as the noise intensity is increased, 
in good agreement with theory. We also set our devices into self-sustained oscillations 
with active feedback. The standard deviation of the oscillation frequency at the optimal 
vibration amplitude is demonstrated to be a factor of ~3 smaller in the zero-dispersion 
regime compared to the minimal noise in the conventional nonlinear regime. To our 
knowledge, zero-dispersion phenomena have not been directly observed in physical 
systems other than analog circuits and computer simulations30, 32. Our findings 
demonstrate that zero-dispersion phenomena can play an important role in micro/nano 
mechanical systems, potentially leading to new methods of detection and frequency 
stabilization. 
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Results 
 
Fig. 1  Micromechanical trampoline resonator. a Colorized scanning electron micrograph of the resonator 
that consists of a movable silicon top plate (green) supported by serpentine springs (blue) at its four corners. 
The white scale bar measures 50 m. b A close-up on one of the four springs at a corner. The scale bar 
measures 15 m. c Simplified schematic showing the electrostatic actuation and detection of vibrations of 
the top plate using a capacitance bridge. d The electrostatic contribution to the Duffing nonlinearity can be 
controlled by Vdc. Measured vibration amplitude is plotted as a function of driving frequency for a fixed 
driving force amplitude and three different Vdc: -2.3V, -1.6V and -1.2V from left to right, where the 
Duffing nonlinearity changes from positive to near zero to negative. 
 
Micromechanical trampoline resonator. Figure 1a shows the micromechanical 
trampoline resonator used in our experiment. The device consists of a highly-doped 
polycrystalline silicon plate (3.5 m × 300 m × 300 m) suspended by springs at its 
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four corners (Fig. 1b). Electrical voltage V is applied to a fixed electrode of the same size 
underneath the top plate to excite vibrations of the top plate in the fundamental mode that 
involves translational motion normal to the substrate. Measurements are performed at 4 K 
and 10-6 Torr. The top plate can be modeled as a resonator in one dimension:  
?̈? = −2𝛤?̇? +
1
𝑚
[𝐹s(𝑞) + 𝐹e(𝑞)]     (1)  
 
where q is the plate displacement, m is the mass,  (0.496 rad s-1) is the damping constant. 
Fs is the restoring force of the spring:  
  𝐹s(𝑞) ≈ −𝑚𝜔s
2𝑞 − 𝑚𝛽s𝑞
3 − 𝑚𝜇s𝑞
5.    (2) 
The spring nonlinearity coefficients 𝛽s and 𝜇s are positive because of the increase in 
tension with displacement q. Asymmetry of the spring is negligible at relevant scales of q.  
Fe(q) is the electrostatic force: 
  𝐹e(𝑞) ≡ 𝐹e(𝑞, 𝑉
2) =
1
2
d𝐶(𝑞)
d𝑞
𝑉2,     (3) 
where 𝐶 = 𝜀𝑆/(𝑔 − 𝑞) is the capacitance between the plate and the electrode,  is the 
permittivity of free space, S is the area of the plate, and g is the initial gap of 2 m 
between the plate and the electrode.  
The applied voltage V between the plate and the electrode includes up to four 
components: 
𝑉 = 𝑉dc +  𝑉d(𝑡) + 𝑉n(𝑡) + 𝑉c1(𝑡)      (4) 
Vdc is the dc voltage. 𝑉d(𝑡) = 𝑉accos(𝜔d𝑡) (with Vac << |Vdc|) is the ac driving at 
frequency d close to the eigenfrequency of the fundamental mode. It leads to a resonant 
periodic electrostatic force on the plate. Vn(t) is the noise voltage that generates a random 
force. The last term 𝑉c1(𝑡) = 𝑉ccos(𝜔c𝑡) represents a sinusoidal carrier voltage at 
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amplitude Vc = 300 mV and frequency 𝜔c = 2.5 × 10
7rad s-1. It is used to measure the 
change in capacitance between the plate and the electrode, from which q can be inferred 
(see Methods). For all results shown in this paper, 𝑉ac ≪ 𝑉c ≪ |𝑉dc|. Besides, since 
𝜔c ≫ 𝜔d, the only effect of the carrier voltage on the dynamics of q is a slight increase of 
the effective value of the dc voltage ?̃?dc
2 = 𝑉dc
2 + 𝑉c
2/2. 
 
Dependence of frequency of eigenoscillations on amplitude. One of the most important 
characteristics of the resonator is the dependence of the frequency of eigenoscillation of 
the resonator  on its amplitude a: it determines characteristic features of dynamics both 
in case of resonant periodic driving43, 44 and in case of driving by noise27, 38. The 
dependence of the electrostatic force on Vdc allows us to control (a) and turn the zero 
dispersion behavior on or off. Such control is particularly efficient in our resonator 
because the gap g is much smaller than the characteristic distance scale of nonlinearity in 
the spring restoring force 𝐿n = 𝜔s √𝛽s⁄ . Apart from the efficient control, it also allows us 
to develop for (a) an asymptotic theory with a small parameter 𝜈 that is proportional to 
?̃?dc
2 : 
𝜈 ≡ 𝜈 (?̃?dc
2 ) =
𝜀𝑆
2𝑚𝑔3𝜔s
2 ?̃?dc
2 .      (5)  
As it will be shown below, the range of ?̃?dc
2  relevant to our experiment is 
 ?̃?dc
2 ~ 𝛽s𝑚𝑔
5 (2𝜀𝑆)⁄ .       (6) 
Therefore, 𝜈 in this range is of the order of [𝑔 (2𝐿n)⁄ ]
2, which is << 1. As we will later 
explain, 𝜈 plays a crucial role in determining whether the resonator exhibits zero-
dispersion.  
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At the equilibrium position 𝑞eq ≈ 𝜈𝑔 ≪ 𝑔, the spring and electrostatic forces 
balance each other. We consider the force F = Fs + Fe as a function of 𝑥 ≡ 𝑞 − 𝑞eq and 
expand F(x) into Taylor series up to the 5th order (see Supplementary Note 1): 
 𝐹(𝑥) ≡ 𝐹(𝑥, ?̃?dc
2 ) = 𝑚 ∑ 𝛼𝑛
5
𝑛=1 𝑥
𝑛,     (7) 
where the odd coefficients contain contributions from both the spring and the electrostatic 
forces: 
  𝛼1 ≈ 𝜔s
2(1 − 2𝜈),       (8) 
𝛼3 ≈ 𝛽s −
4𝜔s
2
𝑔2
𝜈 ≡ 𝛽s {1 −
?̃?
[𝑔/(2𝐿n)]2
},    (9) 
  𝛼5 ≈ 𝜇s −
6𝜔s
2
𝑔4
𝜈 ≡ −
6𝜔s
2
𝑔4
𝜈 {1 −
[𝑔/(2𝐿n)]
2
?̃?
8𝜇s𝐿n
2
3𝛽s
(
𝑔
2𝐿n
)2}  (10)  
(relatively small terms proportional to 𝜈𝑛 with 𝑛 ≥ 2 are neglected in Eqs. (8)-(10)). In 
contrast, the even coefficients contain no contributions from the spring [see Eq. (2)]. 
They originate exclusively from the electrostatic force and, to the lowest order in 𝜈, they 
are proportional to 𝜈𝜔s
2, namely 𝛼2 ≈ 3𝜈𝜔s
2/𝑔 and 𝛼4 ≈ 5𝜈𝜔s
2/𝑔3. 
Most nonlinear micro- and nano-mechanical resonant systems can be modeled as 
Duffing oscillators that includes up to the cubic nonlinear term. Obtaining zero dispersion 
phenomena in our system requires keeping nonlinear terms up to at least the fifth order. 
They generate a fourth order term in the dependence of  on the vibration amplitude a, in 
addition to the usual quadratic term as in a Duffing oscillator (Supplementary Note 1): 
 ≈ 1 +  a2 +  a4,         (11) 
where  
𝜔1
2 ≈ 𝜔s
2(1 − 2𝜈)
 
,        (12) 
𝜅 ≈
3𝛽s
8𝜔s
{1 −
?̃?
[𝑔/(2𝐿n)]2
},       (13) 
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𝜂 ≈ −
15𝜔s?̃?
8𝑔4
.         (14) 
In contrast to 𝜂 (Eq. (14)) which is necessarily negative,  (Eq. (13)) can be chosen to be 
either positive or negative by controlling 𝜈 via ?̃?dc
2  (Supplementary Note 1). When the 
signs of  and 𝜂 are opposite, the eigenfrequency possesses a parabolic maximum as a 
function of a2, providing a versatile platform for investigating zero dispersion phenomena. 
 
Resonance response curves. We study the dependence of the vibration amplitude on the 
frequency of a sinusoidal drive when Vn(t) is set to zero. The equation of motion can thus 
be simplified to: 
?̈? + 2𝛤?̇? + 𝜔1
2𝑥 + 𝛼3𝑥
3 + 𝛼5𝑥
5 = (𝐹ac/𝑚) cos(𝜔d𝑡)  (15) 
 
where 𝐹ac =
𝜖𝑆
𝑔2
|𝑉dc|𝑉ac. Contributions from i with even i are negligible (See 
Supplementary Note 1). The results for small Fac are plotted as resonance response curves 
in Fig. 1d. For small Fac, the vibration amplitude A is also small such that the term 𝛼5𝑥
5 
in Eq. (15) and the term  a4 in Eq. (11) for a = A can be neglected. The system reduces 
to the periodically driven underdamped Duffing oscillator then. Figure 1d shows the 
electrostatic spring softening effect: the resonance peaks shift to lower frequency as 𝑉dc
2  
increases, as described by Eq. (12). Apart from the frequency shift, the nonlinear 
coefficients also change with 𝑉dc
2 . At small 𝑉dc
2 , the inherently positive spring 
contribution to the cubic nonlinearity  strongly dominates over the negative 
contribution from the electrostatic force, so that the resonance curve bends towards high 
frequencies and exhibits clockwise hysteresis45, 46. While the spring contribution is fixed, 
the absolute value of the negative electrostatic contribution increases in proportion to ?̃?dc
2 . 
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At Vdc = -1.6 V, it balances the spring contribution so that 3 ~ 0. As a result, the 
asymmetry in the resonance peak is largely gone and the peak is well-fitted by the 
response of a damped harmonic oscillator. As 𝑉dc
2  further increases, 3 becomes negative 
so that the resonance peak bends towards low frequencies. A somewhat similar evolution 
of the resonance response curves was observed in Refs. [47, 48] but the reverse of the curve 
bending was caused there primarily by the strong growth of the 2 contribution, in 
contrast to our case. Regardless of the origin of such an evolution of resonance curves, 
the regime in which  becomes zero may be used to increase the dynamic range of 
micromechanical devices48.  
Figure 2a shows measured and calculated (see Supplementary Note 1 for details) 
resonance curves at Vdc = -2.3 V, where the nonlinearity due to the electrostatic force 
dominates over the spring nonlinearity, for driving amplitudes of 36.7 pN and 202 pN. As 
the driving amplitude increases, the hysteresis loop widens and the frequency peak with 
the largest vibration amplitude Apeak shifts further towards low frequencies. By measuring 
the resonance curves at many values of the driving amplitude and identifying the peak 
vibration amplitude, we obtain the backbone line Apeak(peak). The reversed function 
peak(Apeak) provides a good approximation of the frequency of eigenoscillations (see 
Supplementary Note 1) with amplitude a equal to Apeak
43.  Figure 2b plots the dependence 
of peak on Apeak2, which we call the “transformed backbone line”. The solid line 
represents a fit using Eq. (11) with a = Apeak, yielding 1 =1a = 458874.45 rad s-1,  = -
2.16 × 1014 rad s-1 m-2 and  = - 1.13 × 1026 rad s-1 m-4. 
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Fig. 2 Resonance curves and transformed backbone lines in the conventional nonlinear and zero dispersion 
regimes. a At Vdc = -2.3 V, the resonator is in the conventional nonlinear regime. The resonance curve 
bends towards lower frequencies as the driving amplitude Fac is increased from 36.7 pN  (dark blue) to 202 
pN (blue). Measurement and theory (Supplementary Note 1) are represented by circles and lines 
respectively. b Measured transformed backbone line (circles) showing the shift in peak relative to the 
natural frequency vs. the squared vibration amplitude at the peak of the resonance curve as the driving 
amplitude increases. The solid line is a quadratic fit. c At Vdc = -1.51 V, the resonator is in the zero 
dispersion regime. The resonance curve for Fac = 75.2 pN (dark red) bends to higher frequencies.  For Fac = 
171 pN (red), the initial bending is also towards higher frequencies but as the vibration amplitude further 
increases, the bending changes direction.  d Accordingly, the transformed backbone line becomes non-
monotonic and exhibits a maximum. The error bars are smaller than the dot size in all panels. 
 
If Vdc > -1.6 V, the transformed backbone line becomes non-monotonic, i.e. the 
device acquires zero-dispersion properties. Figure 2c shows resonance curves for two 
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driving amplitudes at Vdc = -1.51 V. At the lower driving amplitude, the curve bends 
towards higher frequencies due to the positive . The sign of  is changed compared to 
Fig. 2a because, with a smaller 𝑉dc
2 , the spring contribution dominates over the 
electrostatic force. In Eq. (13), the ratio 𝜈 [𝑔/(2𝐿n)]
2⁄  becomes slightly smaller than 1. 
At larger driving amplitude, the curve acquires a mixed behavior: it bends to higher 
frequencies at sufficiently low vibration amplitude A but, as A exceeds certain limit, the 
bending changes direction towards lower frequencies since the negative 4th power term in 
(A) [Eq. (11)] overcomes the positive quadratic term (Supplementary Note 1 explains 
why  is negative in our experiment). There exists two separate frequency ranges with 
hysteretic behavior49. The system can have one, two or three co-existing stable vibration 
states depending on the excitation frequency, with a total of 4 bifurcation frequencies. 
Figure 2d shows (by circles) the measured non-monotonic transformed backbone line 
𝜔peak(𝐴peak
2 ). The solid line represents a fit using Eq. (11) with a = Apeak, yielding 1 = 
1b  = 459572.9  rad s-1,  = 3.77 × 1013 rad s-1 m-2 and  = -7.37 × 1025 rad s-1 m-4. 
Unlike Fig. 2b,  and  have opposite signs. The transformed backbone line exhibits a 
local maximum, at which d/dE = 0, that provides a platform for exploring and utilizing 
zero-dispersion phenomena. 
 
Noise-induced spectral widening and narrowing. Next we investigate the spectral 
density of fluctuations of our resonator in the conventional Duffing and the zero 
dispersion regimes. The measurements are performed by injecting noise Vn in the driving 
voltage [Eq. (4)] while turning off the ac drive Vd. Noise Vn is Gaussian, centered around 
1 with a bandwidth of ~ 5000 rad s-1 for the conventional nonlinear regime and ~2000 
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rad s-1 for the zero-dispersion regime (see Methods). All the resonance and spectral peaks 
investigated (such as those in Fig. 1) lie well within this bandwidth, so that the noise can 
be assumed white in the context of the fluctuation spectrum, playing a role similar to 
thermo-mechanical noise (Supplementary Note 2). The dynamics is well-described by Eq. 
(15) with the following modifications: (i) the ac force  𝐹accos(𝜔d𝑡) being replaced by the 
auxiliary white noise  𝐹n
(w)
 with intensity Dw defined in Supplementary Equation 3838 
and (ii) ?̃?dc
2  in the left-hand side being replaced by the slightly larger value as described in 
Supplementary Note 2. 
The spectral density of fluctuations ?̃?(𝜔) is defined as the half-Fourier transform 
of the correlation function of coordinate Q(t)29-32, 36, 38, 50:  
𝑄(𝑡) ≡ 〈(𝑞(𝑡) − 〈𝑞〉)(𝑞(0) − 〈𝑞〉)〉,     (16) 
?̃?(𝜔) ≡
1
𝜋
Re[∫ 𝑑𝑡𝑄(𝑡)exp (−i𝜔𝑡)
∞
0
].    (17) 
Details of the methods of measurements of ?̃?(𝜔) and of its theoretical calculations are 
given in Supplementary Note 3. The procedure involves transformation from the 
description in terms of dynamical variables to that of the non-stationary conditional 
probability density and, accordingly, from the description by means of the Langevin 
equation to that by means of the Fokker-Planck equation (FPE)50, with the further 
substantial simplification of the solution of the FPE and calculation of the spectrum using 
the method suggested in Ref. 30. 
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Fig. 3 Spectral widening/narrowing in the conventional/zero-dispersion case. a In the conventional 
nonlinear regime (Vdc = -2.3V), the spectral peak becomes wider and asymmetric as the noise intensity is 
increased. Each peak is normalized by its maximum measured value. b Measured (circles) and calculated 
(solid line) half-width at half-maximum (HWHM) of the spectral peaks increase monotonically with the 
noise intensity. c and d Similar plots for the zero dispersion regime for Vdc = -1.51 V. Note the difference of 
scales as compared to a and b respectively. The HWHM shows a distinctly non-monotonic dependence on 
the noise intensity, yielding a range of noise intensity where the spectral peak becomes narrower as the 
noise intensity increases. Error bars represent ±1 s. e. 
 
Figures 3a and 3c plot the measured spectral density of fluctuations (see Methods) 
at Vdc of -2.3 V and -1.51 V, corresponding to the monotonic and non-monotonic 
transformed backbone lines in Fig. 2b and Fig. 2d respectively. When the noise intensity 
Dw is small, the spectrum is Lorentzian as in a harmonic oscillator. The peak is 
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symmetric, centered at the natural frequency and the width is solely determined by the 
damping constant . As Dw increases, the interplay between fluctuations and nonlinearity 
leads to profound changes in the width, height and shape of the peaks. The noise-induced 
energy straggling leads to a corresponding frequency straggling. Therefore, the width of 
the spectral peak no longer depends solely on the damping constant. As shown in Fig. 3a 
for the case where the transformed backbone line is monotonic, the width of the peak 
increases with Dw and the peaks become asymmetric. Figure 3b shows that the measured 
change in the width of the peak is roughly proportional to the noise intensity. In Fig. 3a 
and Fig. 3b, the solid lines show results of the theoretical calculations with no fitting 
parameters. Given that the asymptotic theory is only of the lowest order, the agreement 
may be considered satisfactory. 
When the system is in the zero dispersion regime at Vdc = -1.51 V, there exists an 
energy Ezd (with corresponding eigenfrequency 𝜔zd ≡ 𝜔(𝐸zd)) at which d/dE = 0. In 
the limit when damping approaches zero, the spectral density of fluctuation is predicted 
to diverge at zd 29  because vibrations in a relatively large range of energies take place 
with almost the same frequency. In our system, the ratio (zd - )/  is not sufficiently 
large to distinctly reveal this peak. Nevertheless, the reduced frequency straggling 
associated with d/dE = 0 results in a decrease of the spectral width as the noise intensity 
is increased. Such noise-induced spectral narrowing is clearly seen in Fig. 3c, where the 
spectral peak at Dw = 6840 pN
2 Hz-1 has a smaller width compared to Dw = 2028 pN
2 Hz-
1. Figure 3d plots the dependence of the spectral width on noise intensity. As Dw 
increases, the width initially increases, attaining a maximum value at Dw ~ 2030 pN
2 Hz-1. 
Upon further increase in Dw, it drops by about 30% at Dw ~ 6800 pN
2 Hz-1. At even larger 
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Dw, the spectral width resumes its increase. Similar to the conventional case, the 
theoretically calculated spectra demonstrate a reasonable agreement with the experiments 
with no fitting parameters. 
 
Frequency stabilization in the zero-dispersion regime. The reduced spectral width in 
the zero dispersion regime offers new opportunities for frequency stabilization in 
applications of frequency standards. In the linear regime, the spectral width directly 
determines the frequency stability when the resonator is driven into self-sustained 
oscillations via active feedback, where the mechanical resonator serves as the frequency-
selecting element20, 21. To evade thermal noise or noise from the feedback amplifier, it is 
beneficial to maximize the vibration amplitude of the mechanical resonator, provided that 
the response of the mechanical element remains linear. In practice, however, as the 
vibration amplitude increases, nonlinear effects become more prominent. Fluctuations in 
the vibration amplitude are converted via the nonlinearity into frequency fluctuations. 
Increasing the vibration amplitude eventually leads to a degradation of phase stability of 
self-sustained oscillations. To demonstrate this phenomenon, we drive our resonator into 
self-sustained vibrations using a phase-locked loop (see Methods). We then record the 
frequency and amplitude of this oscillator as a function of time, using an averaging time 
of ~160 ms. Figure 4b plots the distributions of the measured frequency and amplitude in 
the conventional nonlinear case as the purple circles for different driving amplitudes of 
the feedback loop. The phase delay 𝜑 between the oscillations and the drive of the 
phase-locked loop is adjusted for maximum vibration amplitude, so that the center of the 
distributions coincides with the peaks of the corresponding resonance response curves 
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measured when the driving frequency is swept with the feedback turned off (blue circles). 
The width of the distributions along the frequency axis, which is related to the standard 
deviation  of the frequency, display a non-monotonic dependence on the amplitude of 
the active drive. As shown in Fig. 4b for a monotonic transformed backbone line, a 
stronger drive initially improves the phase stability for small oscillation amplitudes. The 
frequency standard deviation  decreases when the driving amplitude Fac is increased 
from 9.5 pN to 63.35 pN. However, at large vibration amplitudes, the nonlinear effects 
convert amplitude noise into phase noise, leading to an increase in  when the driving 
amplitude is increased to 158.4 pN. The blue curve in Fig. 4d plots  versus the driving 
amplitude of the feedback loop for the case when the transformed backbone line is 
monotonic, showing an optimal driving amplitude that yields the minimum standard 
deviation: 𝜎𝜔
(𝑚𝑖𝑛)
≈0.106 rad s-1 at Fac ≈ 63 pN. Here, the data is taken in a separate cool 
down compared to Figs. 1-3. The noise intensity Dw is fixed at 6800 pN
2 Hz-1 for self-
sustained oscillations and set to zero for the resonance response curves without feedback. 
 The frequency stability can be significantly improved when Vdc is adjusted to 
yield zero-dispersion behavior. Figure 4c shows measurements for the case of a non-
monotonic backbone line using four driving amplitudes (22.2 pN, 71.3 pN, 182 pN and 
269 pN). For force vibrations without feedback, the driving amplitude of 182 pN 
(yielding the third resonance curve from bottom) marks the transition of the resonance 
curves from bending towards high frequency to the mixed behavior. For self-sustained 
oscillations with feedback, the distribution of measured frequencies (plotted in purple) 
shows a remarkable narrowing for this driving amplitude as the system approaches the 
zero dispersion regime, where the eigenfrequency of the resonator is locally independent 
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of the vibration amplitude. In Fig. 4d, the dependence of  on driving amplitude for this 
case is plotted in red, showing that the initial drop of  with driving amplitude largely 
coincides with the blue curve for a nonlinear resonator with a monotonic transformed 
backbone line. As the driving amplitude continues to increase beyond 60 pN, the two 
oscillators behave differently. Instead of a sharp increase with the driving amplitude,  
for the resonator with non-monotonic backbone exhibits only a slight increase followed 
by a gentle drop. The drop becomes steeper as the driving amplitude further increases.  
eventually attains the absolute minimum 𝜎𝜔,zd
(min)
≈0.034 rad s-1 at driving amplitude of 
182 pN (same as the driving amplitude for the second highest resonance response curve 
in Fig. 4c), beyond which  increases sharply. Remarkably, the minimal  for the zero-
dispersion regime at 182 pN is about 3 times smaller compared to the minimal  in the 
conventional regime. Further improvements appear feasible if the zero-dispersion energy 
can be pushed higher.  
 In analyzing the frequency stability of oscillators and clocks, the Allan deviation 
is often used to eliminate systematic errors such as long term frequency drifts. For the 
results shown in Fig. 4d, the frequency of the phase locked loop is recorded for only 120 
s for each driving amplitude. Over such a short duration, the effect of frequency drift is 
negligible in our system. In Supplementary Note 4, we show that the improvement of the 
minimal Allan deviation in the zero dispersion regime over its counterpart in the 
conventional regime is about 3.6 for averaging time of 1 s, close to the improvement in 
 in Fig. 4d. 
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Fig. 4 Frequency stabilization in the zero–dispersion regime compared to the conventional regime. a 
Schematic for driving the resonator into self-sustained oscillations with a phase-locked loop. b Forced and 
self-sustained oscillations in the conventional nonlinear regime. With no feedback, the forced vibration 
amplitude as a function of driving frequency is measured at driving amplitudes of (bottom to top) 9.5 pN, 
63.35 pN and 158.4 pN.  The solid black line represents the backbone line. With the feedback turned on 
and the phase delay chosen to maximize the self-oscillation amplitude, the measured distributions of the 
self-sustained oscillation amplitude and frequency are plotted in purple.  c Similar plot for the zero 
dispersion regime.  From bottom to top, the driving amplitudes are 22.2 pN, 71.3 pN, 182 pN and 269 pN. 
The stabilization of frequency in the zero-dispersion regime is demonstrated in the third curve at driving 
amplitude of 182 pN. d Standard deviation of the frequency of self-sustained oscillations  versus driving 
amplitude for oscillators in the conventional regime (blue) and the zero-dispersion regime (red). The zero-
dispersion regime yields the minimum standard deviation 𝜎𝜔
(𝑚𝑖𝑛)
 about a factor of ~ 3 smaller than that of 
the conventional regime. Error bars represent ±1 s. e. 
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Discussion 
Our findings show that the spectral width of micromechanical resonators is 
determined by the interplay of damping, nonlinearity and additive noise. In a 
conventional nonlinear oscillator, where the transformed backbone line is monotonic, the 
fluctuation spectrum peak widens as the noise intensity increases. For a resonator with 
zero dispersion, where the transformed backbone line is non-monotonic, the spectral peak 
undergoes narrowing as the noise intensity is increased in some range related to Ezd, in 
agreement with theoretical calculations.  
For the zero-dispersion resonator, the optimal frequency stability of self-sustained 
oscillations shows a considerable improvement as compared to conventional nonlinear 
resonator. One advantage of such an approach to stabilize the frequency in the presence 
of strong nonlinearity is that only a single vibrational mode is involved. Matching the 
frequency of other modes21 is therefore unnecessary, potentially simplifying the operation.  
The zero dispersion in our resonator is obtained by tuning the negative 
electrostatic nonlinearity relative to the positive intrinsic nonlinearity of the springs. Non-
monotonicity of a transformed backbone line can also be achieved using other methods, 
such as the coupling of two nanomechanical resonators51 or the negative nonlinear 
friction induced by dynamical backaction from a photon or phonon cavity52. Thus, zero-
dispersion is a rather generic feature of mechanical resonators and such resonators 
provide a well-controlled platform to investigate and exploit zero-dispersion phenomena 
reported in the present work as well as others that have not yet been experimentally 
observed.   
21 
 
The improvement of frequency stability for resonators driven into self-sustained 
vibrations using feedback was demonstrated for applied noise that is additive. Such noise 
plays a role similar to thermal-mechanical noise that leads to both phase and amplitude 
fluctuations. At small vibration amplitudes, the direct contribution to phase fluctuations 
dominates. As the amplitude increases, conventional nonlinearity converts amplitude 
noise into phase noise. The effect of such a conversion is substantially reduced in the 
zero-dispersion regime with d/dE = 0 so that amplitude fluctuations do not affect the 
phase stability even at large vibration amplitudes. If, instead, the phase noise is 
dominated by fluctuations in the eigenfrequency of the resonator13-16, operating the 
feedback loop in the regime of zero-dispersion does not yield improvement in phase 
stability because amplitude fluctuations are not involved.  
The main effect of the injected noise in our experiment is that it increases the 
effective temperature of the resonator. If the injected noise is removed, the thermal noise 
at temperature of 4 K leads to random motion of the plate. In our experiment, such 
thermal motion is too small to be resolved due to noise in the detection circuit at room 
temperature. To estimate the effect of zero-dispersion on preventing the conversion of 
amplitude fluctuations originating from thermal noise into phase fluctuations, we perform 
numerical simulations assuming that no additional noise is introduced by the feedback 
loop and the detection circuit. The optimal  in the zero-dispersion regime is found to be 
smaller than the conventional nonlinear regime by a factor of 4, comparable to the case 
measured in our experiment with injected noise.  
Apart from the applied noise and thermal-mechanical noise, the feedback circuit 
also contributes to noise in the phase of oscillations. In particular, we consider the effects 
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from the output of the voltage-controlled oscillator (VCO) that is used to drive the 
mechanical resonator. Fluctuations in the VCO output amplitude leads to amplitude noise 
in vibrations, but the phase dynamics are not directly affected if the resonator is linear. 
However, when the vibration amplitude is large, nonlinearity becomes strong and such 
amplitude noise could be converted into phase fluctuations. Designing and operating the 
resonator in the zero-dispersion regime reduces such conversion and is therefore expected 
to yield improved frequency stability, similar to the case of additive noise reported here. 
The experimental demonstration of such improvement, however, is outside the scope of 
this paper. 
For the non-monotonic transformed backbone lines, the optimal phase stability for 
self-sustained oscillations is achieved at the vibration amplitude Azd at which d/dE = 0. 
By eliminating the extra contributions to phase noise converted from amplitude noise, the 
phase stability becomes comparable to an oscillator undergoing purely linear vibrations at 
amplitude Azd. It is well-known that for linear resonators, the frequency standard 
deviation for self-sustained vibrations is inversely proportional to the vibration 
amplitude53. Therefore, the optimal frequency standard deviation for an oscillator in the 
zero dispersion regime is expected to follow a similar dependence on Azd, i.e. 𝜎𝜔,zd
(𝑚𝑖𝑛)
∝
1 𝐴zd⁄ . Ideally, the phase stability can be improved by choosing Azd to be as large as 
possible. The upper limit in our experiment is given by the gap g between the movable 
plate and the fixed electrode. In practice, operating close to this upper limit could lead to 
the plate touching the electrode when occasional large fluctuations occur. In Figs. 3 and 4, 
Azd is ~ 400 nm, about a factor of 5 smaller than g. Assuming that Azd can be increased to 
80% of the upper limit, the ratio of the optimal frequency standard deviation in the zero 
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dispersion regime to that in the conventional regime could reach ~ 12, a factor of ~4 
larger than in Fig. 4d. Demonstrating such best case scenario in our device, however, is 
not the main goal of this paper. Instead, we choose Azd to be smaller than g to show the 
general features of zero dispersion phenomena. For example, to reveal the local minimum 
of the spectral width as a function of the noise intensity in Fig. 3d, it is necessary to go 
beyond the zero-dispersion regime using vibration amplitude that approaches the 
maximum displacement. Promising future research directions for phase stabilization 
using zero dispersion include new approaches to yield large Azd, as well as the effect on 
the phase stability due to other phenomena that emerges when the vibration amplitude 
becomes large, such as nonlinear friction. 
Finally, we note that zero-dispersion phenomena often become more prominent 
when the ratio (zd – 1)/ increases. In the current experiment, this ratio is ~ 10. If the 
ratio can be significantly increased in future designs, a wealth of zero-dispersion 
phenomena is expected to occur. Examples include the appearance of extremely sharp 
peaks in fluctuation spectra29, 32, 38 and the onset of deterministic chaos at extraordinarily 
low periodic drive amplitudes37, 38, 54, to name just a few. Further studies of these and 
other zero-dispersion phenomena may not only be of fundamental interest, but could also 
lead to new methods of signal detection and other applications.  
During the preparation of this manuscript, the authors learned55 that the theory for 
reduction of phase noise in self-sustained oscillations exploiting the zero-dispersion 
property is being developed by Miller et al56, 57. These results could allow for further 
improvements in phase stability using zero-dispersion phenomena.  
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Methods 
Detection scheme. Displacement of the top plate is inferred from the capacitance change 
C between the top plate and the fixed electrode underneath. As shown in Fig. 1c, two ac 
voltages Vc1 and Vc2 at the same frequency fc = c/2 (4 MHz), with comparable 
amplitude (300 mV) and opposite phases, are applied to the bottom electrode and a 
standard capacitor, respectively. The other plate of the standard capacitor and the top 
plate of the resonator are electrically connected. Displacement of the top plate leads to a 
change in the capacitance between the top plate and the fixed electrode. Therefore, 
motion of the top plate modulates the amplitude of ac signal at the carrier frequency on 
the top plate. This ac signal is measured with a lock-in amplifier referenced to fc. Changes 
in the lock-in output are proportional to the deviation of the displacement q from the 
equilibrium position qeq.  
 
Noise generation. The noise voltage is generated from the Johnson noise of a 50  
resistor at room temperature. After the Johnson noise is amplified and passed through a 
band-pass filter with center frequency fcenter and bandwidth fbd, it is mixed with a noise 
carrier voltage at frequency 50 kHz, creating two sidebands centered at 50 kHz  ± fcenter.  
In the experiments on the fluctuation spectra measurement, fcenter = 23034 Hz and fbd = 
741 Hz for the conventional nonlinear regime (Vdc = -2.3 V), while fcenter = 23143 Hz and 
fbd = 298 Hz for the zero-dispersion regime (Vdc = -1.51 V). In the experiments on the 
frequency stabilization, fcenter = 23237 Hz and fbd = 748 Hz for the conventional nonlinear 
regime (Vdc = -1.863 V), while fcenter = 23271 Hz and fbd = 749 Hz for the zero-dispersion 
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regime (Vdc = -1.59 V). The eigenfrequency of the resonator lies within the upper 
sideband. Its bandwidth is much larger than the width of the spectral peaks discussed in 
the main text. 
 
Measurement of the spectral density of fluctuations. When we measure the spectral 
density of fluctuations, the periodic drive is turned off. Vn(t) produces a random force that 
plays a similar role as thermo-mechanical noise. The first lock-in amplifier produces an 
output that is proportional to q. A second lock-in amplifier, referenced at frequency1/2 
and with a bandwidth of 100 Hz yields amplitudes of oscillations X(t) and Y(t) that are in 
phase and out of phase with the reference:  
  q(t) = X(t) cos(1 t)+ Y(t) sin(1 t).     (18) 
The spectral density of fluctuations is calculated then as follows: 
?̃?(𝜔) =
1
𝑁
∑ ∑ { [𝑋(𝑡 + 𝜏) + i𝑌(𝑡 + 𝜏)][𝑋(𝑡) − i𝑌(𝑡)]𝑒−i(𝜔−𝜔d)𝜏}𝑡𝜏  , (19) 
where the discretization number N is 4000 and 4044 in the conventional and zero-
dispersion cases respectively. The discretization step (identical for  and t) is 4.44 ms and 
8.93 ms in the conventional and zero-dispersion cases respectively. 
 
Oscillations sustained by active feedback. Lock-in amplifier 1 produces a signal Vout1(t) 
that is proportional to the deviation of the plate displacement q(t) from the equilibrium 
position qeq. Self-sustained oscillations are maintained by feedback using the phase-
locked loop of lock-in amplifier 2. Specifically, Vout1(t) is fed into the reference of lock-in 
amplifier 2. The phase-locked loop adjusts the frequency d of the periodic drive to 
maintain a fixed, controllable phase delay 𝜑 between Vout1(t) and the periodic drive. 𝜑  
26 
 
is adjusted to maximize the oscillation amplitude. Data in Fig. 4 are taken in a separate 
cool down from Figs. 1 to 3 so that the device parameters are slightly changed. For the 
conventional regime (Fig. 4b), Vdc is chosen to be -1.863 V, giving 1 = 1a ≡ 460180.7 
rad s-1 and a transformed backbone line with  = -6.19 × 1013 rad s-1 m-2 and  = -2.23 × 
1026 rad s-1 m-4. For the zero-dispersion regime (Fig. 4c), Vdc is -1.59 V, giving 1 = 1b 
≡ 460376.2 rad s-1 and a transformed backbone line with  = 6.12 × 1013 rad s-1 m-2 and  
= -1.39 × 1026 rad s-1 m-4.  for the two different Vdc have almost the same magnitude but 
opposite sign.  
 
 
Data availability 
The data that support the findings of this study are available from the corresponding 
author on request. 
 
  
27 
 
References 
 
1. Cleland A. N. & Roukes M. L. Noise processes in nanomechanical resonators. J. 
Appl. Phys. 92, 2758-2769 (2002). 
2. Sazonova V., et al. A tunable carbon nanotube electromechanical oscillator. 
Nature 431, 284-287 (2004). 
3. Lifshitz R. & Cross M. C. in: Review of Nonlinear Dynamics and Complexity v.1 
(ed. Schuster H. G.) 1-52 (Wiley, 2008). 
4. Steele G. A., et al. Strong Coupling Between Single-Electron Tunneling and 
Nanomechanical Motion. Science 325, 1103-1107 (2009). 
5. Lassagne B., Tarakanov Y., Kinaret J., Garcia-Sanchez D. & Bachtold A. 
Coupling Mechanics to Charge Transport in Carbon Nanotube Mechanical 
Resonators. Science 325, 1107-1110 (2009). 
6. Siria A., et al. Electron Fluctuation Induced Resonance Broadening in Nano 
Electromechanical Systems: The Origin of Shear Force in Vacuum. Nano. Lett. 12, 
3551-3556 (2012). 
7. Siddiqi I., et al. Rf-driven Josephson bifurcation amplifier for quantum 
measurement. Phys. Rev. Lett. 93, 207002 (2004). 
8. Lupascu A., et al. Quantum non-demolition measurement of a superconducting 
two-level system. Nat. Phys. 3, 119-123 (2007). 
9. Aspelmeyer M., Kippenberg T. J. & Marquardt F. Cavity optomechanics. Rev. 
Mod. Phys. 86, 1391-1452 (2014). 
10. Mohanty P., et al. Intrinsic dissipation in high-frequency micromechanical 
resonators. Phys. Rev. B 66, 085416 (2002). 
11. Unterreithmeier Q. P., Faust T. & Kotthaus J. P. Damping of Nanomechanical 
Resonators. Phys. Rev. Lett. 105, 027205 (2010). 
12. Faust T., Rieger J., Seitner M. J., Kotthaus J. P. & Weig E. M. Signatures of two-
level defects in the temperature-dependent damping of nanomechanical silicon 
nitride resonators. Phys. Rev. B 89, 100102 (2014). 
13. Fong K. Y., Pernice W. H. P. & Tang H. X. Frequency and phase noise of 
ultrahigh Q silicon nitride nanomechanical resonators. Phys. Rev. B 85, 161410 
(2012). 
14. Sun F., Zou J., Maizelis Z. A. & Chan H. B. Telegraph frequency noise in 
electromechanical resonators. Phys. Rev. B 91, 174102 (2015). 
15. Sansa M., et al. Frequency fluctuations in silicon nanoresonators. Nat. 
Nanotechnol. 11, 552-558 (2016). 
16. Sun F., Dong X., Zou J., Dykman M. I. & Chan H. B. Correlated anomalous 
phase diffusion of coupled phononic modes in a sideband-driven resonator. Nat. 
Commun. 7, 12694 (2016). 
17. Zhang Y. X., Moser J., Guttinger J., Bachtold A. & Dykman M. I. Interplay of 
Driving and Frequency Noise in the Spectra of Vibrational Systems. Phys. Rev. 
Lett. 113, 255502 (2014). 
18. Maillet O., et al. Nonlinear frequency transduction of nanomechanical Brownian 
motion. Phys. Rev. B 96, 165434 (2017). 
19. Greywall D. S., Yurke B., Busch P. A., Pargellis A. N. & Willett R. L. Evading 
Amplifier Noise in Nonlinear Oscillators. Phys. Rev. Lett. 72, 2992-2995 (1994). 
28 
 
20. Feng X. L., White C. J., Hajimiri A. & Roukes M. L. A self-sustaining ultrahigh-
frequency nanoelectromechanical oscillator. Nat. Nanotechnol. 3, 342-346 (2008). 
21. Antonio D., Zanette D. H. & Lopez D. Frequency stabilization in nonlinear 
micromechanical oscillators. Nat. Commun. 3, 806 (2012). 
22. Ohta R., Okamoto H. & Yamaguchi H. Feedback control of multiple mechanical 
modes in coupled micromechanical resonators. Appl. Phys. Lett. 110, 053106 
(2017). 
23. Roshan M. H., et al. A MEMS-Assisted Temperature Sensor With 20-mu K 
Resolution, Conversion Rate of 200 S/s, and FOM of 0.04 pJK(2). IEEE J. Solid-
St. Circ. 52, 185-197 (2017). 
24. Chen C., Zanette D. H., Czaplewski D. A., Shaw S. & Lopez D. Direct 
observation of coherent energy transfer in nonlinear micromechanical oscillators. 
Nat. Commun. 8, 15523 (2017). 
25. Guttinger J., et al. Energy-dependent path of dissipation in nanomechanical 
resonators. Nat. Nanotechnol. 12, 631-636 (2017). 
26. Shoshani O., Shaw S. W. & Dykman M. I. Anomalous Decay of Nanomechanical 
Modes Going Through Nonlinear Resonance. Sci. Rep. 7, 18091 (2017). 
27. Dykman M. I. & Krivoglaz M. A. Time Correlation-Functions and Spectral 
Distributions of the Duffing Oscillator in a Random Force-Field. Physica A 104, 
495-508 (1980). 
28. Barker A. S. & Sievers A. J. Optical Studies of Vibrational Properties of 
Disordered Solids. Rev. Mod. Phys. 47, S1-S179 (1975). 
29. Soskin S. M. Fluctuation Spectrum Peaks for Systems Where the Oscillation 
Frequency-Dependence on Energy Has an Extremum. Physica A 155, 401-429 
(1989). 
30. Dykman M. I., Mannella R., Mcclintock P. V. E., Soskin S. M. & Stocks N. G. 
Noise-Induced Narrowing of Peaks in the Power Spectra of Underdamped 
Nonlinear Oscillators. Phys. Rev. A 42, 7041-7049 (1990). 
31. Stocks N. G., Stein N. D., Soskin S. M. & Mcclintock P. V. E. Zero-Dispersion 
Stochastic Resonance. J. Phys. A 25, L1119-L1125 (1992). 
32. Stocks N. G., Mcclintock P. V. E. & Soskin S. M. Observation of Zero-
Dispersion Peaks in the Fluctuation Spectrum of an Underdamped Single-Well 
Oscillator. Europhys. Lett. 21, 395-400 (1993). 
33. Condat C. A. & Lamberti P. W. Resonant neutron scattering from certain 
anharmonic potentials. Phys. Rev. B 53, 8354-8357 (1996). 
34. Luchinsky D. G., McClintock P. V. E., Soskin S. M. & Mannella R. Zero-
dispersion nonlinear resonance in dissipative systems. Phys. Rev. Lett. 76, 4453-
4457 (1996). 
35. Dykman M. I., et al. Resonant subharmonic absorption and second-harmonic 
generation by a fluctuating nonlinear oscillator. Phys. Rev. E 54, 2366-2377 
(1996). 
36. Kaufman I. K., Luchinsky D. G., McClintock P. V. E., Soskin S. M. & Stein N. D. 
Zero-dispersion stochastic resonance in a model for a superconducting quantum 
interference device. Phys. Rev. E 57, 78-87 (1998). 
29 
 
37. Khovanov I. A., Luchinsky D. G., Mannella R. & McClintock P. V. E. 
Fluctuations and the energy-optimal control of chaos. Phys. Rev. Lett. 85, 2100-
2103 (2000). 
38. Soskin S. M., Mannella R. & McClintock P. V. E. Zero-dispersion phenomena in 
oscillatory systems. Phys. Rep. 373, 247-408 (2003). 
39. Soskin S. M., Mannella R. & Yevtushenko O. M. Matching of separatrix map and 
resonant dynamics, with application to global chaos onset between separatrices. 
Phys. Rev. E 77, 036221 (2008). 
40. Soskin S. M., Mannella R., Yevtushenko O. M., Khovanov I. A. & McClintock P. 
V. E. A New Approach to the Treatment of Separatrix Chaos. Fluct. Noise Lett. 
11, 1240002 (2012). 
41. Aschroft N. W. & Mermin N. D. Solid State Physics (Holt, Reinhart and Winston, 
1966). 
42. Barber M. E., Gibbs A. S., Maeno Y., Mackenzie A. P. & Hicks C. W. Resistivity 
in the Vicinity of a van Hove Singularity: Sr2RuO4 under Uniaxial Pressure. Phys. 
Rev. Lett. 120, 076602 (2018). 
43. Bogolyubov N. N. & Mitropolsky Y. A. Asymptotic Methods in the Theory of 
Nonlinear Oscillators (Gordon and Breach, 1961). 
44. Landau L. D. & Lifshitz E. M. Mechanics (Elsevier Science, 1982). 
45. Aldridge J. S. & Cleland A. N. Noise-enabled precision measurements of a 
duffing nanomechanical resonator. Phys. Rev. Lett. 94, 156403 (2005). 
46. Stambaugh C. & Chan H. B. Noise-activated switching in a driven nonlinear 
micromechanical oscillator. Phys. Rev. B 73, 172302 (2006). 
47. Kozinsky I., Postma H. W. C., Bargatin I. & Roukes M. L. Tuning nonlinearity, 
dynamic range, and frequency of nanomechanical resonators. Appl. Phys. Lett. 88, 
253101 (2006). 
48. Eichler A., Ruiz M. D., Plaza J. A. & Bachtold A. Strong Coupling between 
Mechanical Modes in a Nanotube Resonator. Phys. Rev. Lett. 109, 025503 (2012). 
49. Kacem N. & Hentz S. Bifurcation topology tuning of a mixed behavior in 
nonlinear micromechanical resonators. Appl. Phys. Lett. 95, 183104 (2009). 
50. Risken H. The Fokker-Planck Equation (Springer, 1992). 
51. Karabalin R. B., Cross M. C. & Roukes M. L. Nonlinear dynamics and chaos in 
two coupled nanomechanical resonators. Phys. Rev. B 79, 165309 (2009). 
52. Dong X., Dykman M. I. & Chan H. B. Strong negative nonlinear friction from 
induced two-phonon processes in vibrational systems. Nat. Commun. 9, 3241 
(2018). 
53. Ekinci K. L., Huang X. M. H. & Roukes M. L. Ultrasensitive 
nanoelectromechanical mass detection. Appl. Phys. Lett. 84, 4469-4471 (2004). 
54. Soskin S. M., Manella R., Isaia V., Neiman A. B. & Mcclintock P. V. E. in: Noise 
in Physical Systems and 1/f Fluctuations (eds. Claeys C. & Simoen E.) 351-354 
(World Scientific, 1997). 
55. Dykman M. I. Private communication (2018). 
56. Miller N. J. PhD thesis "Noise in Nonlinear Microresonators" Michigan State 
Univeristy (2012). 
57. Miller N. J., Shaw S. W. & Dykman M. I. Reducing Phase Noise in Nonlinear 
Oscillators. Unpublished. 
 
30 
 
 
Acknowledgements 
 
L.H. and H.B.C. are supported by Research Grant Council of HKSAR, China (project No. 
16303215). K.N. is supported by NSF No. DMR- 0645448. S.M.S. acknowledges the 
support by Volkswagen Foundation (Grant No. 90418), the support of his visits to Pisa by 
Pisa University and to University of Warwick by the Institute of Advanced Studies and 
School of Engineering of University of Warwick, and the access to the e-library of 
Lancaster University provided by his Honorary Visiting Researcher position there. 
  
Author Contributions 
 
H.B.C. conceived the idea of the work and designed the experiments. S.M.S., I.A.K. and 
R.M. developed the theory. L.H. and K.N. performed the experiments and analyzed the 
data. L.H., H.B.C. and S.M.S. co-wrote the paper. 
 
Competing Interest Statement 
 
The authors declare no competing financial interests. 
 
  
31 
 
Supplementary Information 
 
Frequency stabilization and noise-induced spectral narrowing in 
resonators with zero dispersion 
 
Huang et al. 
 
  
32 
 
Supplementary Note 1. Theory of frequency of eigenoscillation vs. its amplitude and 
theoretical calculation of resonance response curves 
Eigenoscillation is defined as an oscillation in an idealized conservative system. It 
involves theoretical approximation that neglects dissipative and time-dependent forces. In 
relation to the system defined by Eqs. (1)-(4), it means that we should neglect in the 
equation of motion (1) the friction −2𝛤?̇? and average an explicit dependence of other 
forces on time, if any. The spring restoring force does not explicitly depend on time and 
therefore the averaging has no effects on it. The electric force may explicitly depend on 
time and thereby, for V in Eq. (4), we replace 𝑉2 in Eq. (3) for the electric force by its 
average over time 𝑉2 ̅̅ ̅̅ : 
𝑉2 ̅̅ ̅̅ = 𝑉dc
2 + 𝑉ac
2 2⁄ + 〈𝑉n
2〉 + 𝑉c
2 2⁄       (1) 
The non-resonant (high-frequency) ac voltage 𝑉c1(𝑡) ≡ 𝑉c cos(𝜔c𝑡) is present in all our 
experiments, so that 𝑉c
2 2⁄  is to be kept in 𝑉2 ̅̅ ̅̅  in all cases. As for 𝑉ac
2 2⁄ , it is either 
exactly equal to zero (in the experiments on fluctuation spectra) or being much smaller 
than 𝑉c
2 2⁄ . Therefore we neglect it in all cases. Finally, in those experiments where noise 
is present, the average of its square 〈𝑉n
2〉 is much smaller than 𝑉dc
2  (and even 𝑉c
2 2⁄ ). 
Nevertheless we do take it into account in 𝑉2 ̅̅ ̅̅  in order to further improve the agreement 
with the experiment (see Supplementary Note 3 and Figs. 3a and 3b in the main text). In 
the present Supplementary Note however, we assume for the sake of simplicity of 
notations that noise is absent or negligible i.e.  
𝑉2 ̅̅ ̅̅ = ?̃?dc
2 ≡ 𝑉dc
2 + 𝑉c
2 2⁄ .       (2) 
 Next, we discuss the calculation of the frequency of eigenoscillation   vs. its 
amplitude a, assuming that ?̃?dc
2  has a given value from the range defined in Eq. (6) while 
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a is sufficiently small for the deviation of (a) from its zero-amplitude limit (a→0) ≡
𝜔1 to be small i.e. |𝜔(𝑎) − 𝜔1| ≪ 𝜔1. After the omission of friction in the equation of 
motion and the replacement of 𝑉2 by 𝑉2 ̅̅ ̅̅ = ?̃?dc
2  , we transform from 𝑞 to 𝑥 = 𝑞 − 𝑞eq 
where 𝑞eq ≈ 𝜈𝑔 is the equilibrium position, expand the force into the Taylor series in 
powers of 𝑥 and, allowing for the smallness of 𝜈 in the relevant range of ?̃?dc
2 ,  neglect in 
coefficients of the Taylor series terms proportional to 𝜈𝑛 with 𝑛 ≥ 2. As can be shown 
(cf. 1, 2), it is sufficient to keep in the Taylor series only terms up to the 5th power if we 
are interested only in the quartic approximation for 𝜔(𝑎) (see Eq. (11) ) while the latter, 
in turn, is sufficient for our case. So, we end up with the following equation of motion:  
?̈? = − ∑ 𝛼𝑛
5
𝑛=1 𝑥
𝑛,         (3) 
where 𝛼𝑛 are given in Eqs. (8)-(10) of the main text and in the paragraph following Eq. 
(10). Next, we apply to this system the method of successive approximations described in 
Refs. [1, 2]. Namely, we seek the solution of the equation of motion in the form of series 
∑ 𝑥(𝑖)∞𝑖=1   where 𝑥
(𝑖) with a given 𝑖 is proportional to 𝑎𝑖 while 
𝑥(1) = 𝑎 cos(𝜔𝑡),        (4) 
where 𝜔 ≡ 𝜔(𝑎) is the exact frequency of eigenoscillation the first harmonic of which 
has the amplitude 𝑎. In turn, 𝜔(𝑎) is sought in the form of series ∑ 𝜔(𝑖)∞𝑖=0   where 𝜔
(𝑖) 
with a given 𝑖 is proportional to 𝑎𝑖 while 
𝜔(0) = √𝛼1 .         (5) 
The coefficient 𝜔(0) (Supplementary Equation 5) immediately gives us the formula for 
𝜔1 in the approximation of 𝜔(𝑎) by Eq. (11). Allowing for Eq. (8) for 𝛼1, we obtain 
from it Eq. (12). 
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In order to find the next-order terms in the series for 𝑥 and 𝜔, i.e. 𝑥(2) and 𝜔(1), 
we first present the equation of motion (Supplementary Equation 3) in the following 
equivalent form 
(𝜔(0))
2
𝜔2
?̈? + (𝜔(0))
2
𝑥 = − ∑ 𝛼𝑛
5
𝑛=2 𝑥
𝑛 − (1 −
(𝜔(0))
2
𝜔2
) ?̈? ,    (6) 
then substitute into it the series for 𝑥, and neglect in both sides of the equation small 
terms proportional to 𝑎𝑖 with 𝑖 ≥ 3. Terms proportional to 𝑎 cancel each other owing to 
the proper choice of 𝑥(1) and 𝜔(0), so that we end up with the closed equation for terms 
of the second order in 𝑎. Using the identity (cos(𝜔𝑡))2 = (1 + cos(2𝜔𝑡))/2 , we 
present this equation as follows:  
?̈?(2) + (𝜔(0))
2
𝑥(2) = −
𝛼2𝑎
2
2
−
𝛼2𝑎
2
2
cos(2𝜔𝑡) − 2𝑎𝜔(0)𝜔(1) cos(𝜔𝑡) .  (7) 
The above equation has a simple interpretation: it is an equation of motion of the linear 
(harmonic) oscillator with the eigenfrequency 𝜔(0) (left-hand side of the equation) driven 
by forces of two distinctly different types in the present context. The first type is 
represented by the first and second terms on the right-hand side: they are distinctly non-
resonant. The second type is represented by the last term on the right-hand side: it is 
almost resonant. But the constrained vibrations under action of an almost resonant force 
would have a large amplitude, which would contradict to the original assumption that an 
amplitude of each successive correction to the solution is small. In order to avoid such a 
contradiction, the value of 𝜔(1) should be chosen in such a way that the amplitude of the 
“almost resonant force” would turn into zero. The latter takes place only if we impose the 
condition  
𝜔(1) = 0.         (8) 
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This value of 𝜔(1) provides the deletion of the almost resonant force from  
Supplementary Equation 7. Solving the inhomogeneous linear differential equation 
(Supplementary Equation 7) with the remaining inhomogeneous part in a usual way, we 
have 
𝑥(2) = −
𝛼2𝑎
2
2(𝜔(0))
2 +
𝛼2𝑎
2
6(𝜔(0))
2 cos(2𝜔𝑡).     (9) 
In order to find the next-order terms in the series for 𝑥 and 𝜔, i.e. 𝑥(3) and 𝜔(2), we 
perform the analysis analogously to the previous step: substitute the series in the equation 
of motion (Supplementary Equation 6) and neglect terms which are proportional to 𝑎𝑖 
with 𝑖 ≥ 4 while terms proportional to 𝑎 cancel each other owing to the proper choice of 
𝑥(1) and 𝜔(0) and terms proportional to 𝑎2 cancel each other owing to the proper choice 
of 𝑥(2) and 𝜔(1), so that we end up with the closed equation for terms of the third order in 
𝑎. Similar to the previous step, the resulting differential equation for 𝑥(3) represents the 
equation of motion of the linear oscillator driven both by a distinctly non-resonant force 
and by an almost resonant one:  
?̈?(3) + (𝜔(0))
2
𝑥(3) = −𝑎3 (
𝛼3
4
+
𝛼2
2
6(𝜔(0))
2) cos(3𝜔𝑡) + 𝑎 (2𝜔
(0)𝜔(2) +
5𝑎2 𝛼2
2
6(𝜔(0))
2 −
3𝑎2𝛼3
4
) cos(𝜔𝑡).          (10) 
Then we again apply one of the key ideas of the method: we find 𝜔(2) from the condition 
that the amplitude of the almost resonant force should turn into zero. The result is the 
following:  
𝜔(2) = 𝑎2 (
3𝛼3
8𝜔(0)
−
5𝛼2
2
12(𝜔(0))
3).       (11) 
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Solving then the resulting equation (Supplementary Equation 10) in a usual manner, we 
easily find 𝑥(3).  
One can continue such iterative process to any order. It may be worth noting 
however that, as the order of an approximation further increases, calculations become 
very cumbersome: even the ultimate expressions are quite unwieldy. Thus, 𝜔(4) is given 
by the following formula (note that 𝜔(3), like any other odd-order correction, is equal to 
zero):  
𝜔(4) = 𝑎4
1
16 𝜔(0)
(5𝛼5 −
15𝛼3
2
16(𝜔(0))
2 −
14𝛼2𝛼4
(𝜔(0))
2 +
22𝛼3𝛼2
2
3(𝜔(0))
4 −
49𝛼2
4
36(𝜔(0))
6).  (12) 
In our case however, the situation greatly simplifies due to the smallness of the 
parameter 𝜈. In particular, the even coefficients 𝛼2𝑖 are proportional to 𝜈 and it is seen 
from Supplementary Equations 11 and 12 that all terms which include one or more even 
coefficients 𝛼2𝑖  with 𝑖 ≥ 1 are proportional to 𝜈
𝑛 with 𝑛 ≥ 2 and therefore may be 
neglected in comparison with other terms.  
Consider first Supplementary Equation 11 for 𝜔(2). Dividing it by 𝑎2, neglecting 
terms including even coefficients 𝛼2𝑖, allowing for the formula (Supplementary Equation 
5) for 𝜔(0) (together with the first-order approximation (8) for 𝛼1) and using the first-
order approximation (9) for 𝛼3, we obtain Eq. (13) for the coefficient  in the quadratic 
term of the quartic approximation (11) for 𝜔(𝑎). 
The situation with Supplementary Equation 12 is more subtle. Dividing it by 𝑎4, 
neglecting terms including the even coefficients (𝛼2 or 𝛼4), using the zero-order 
approximation (8) for 𝛼1 and first-order approximations (9) and (10) for 𝛼3 and 𝛼5 
respectively, and taking into account the definition of the nonlinearity length scale 𝐿n ≡
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𝜔s √𝛽s⁄ , we obtain the following expression for the coefficient   in the quartic term of 
the quartic approximation (11) for 𝜔(𝑎): 
𝜂 = −
15𝜔s?̃?
8𝑔4
{1 −
8𝜇s𝐿n
2
3𝛽s
[𝑔/(2𝐿n)]
2
?̃?
(
𝑔
2𝐿n
)2 +
1
2
𝜈 (
[𝑔/(2𝐿n)]
2
?̃?
− 1)
2
}.  (13) 
The third term in the curly parentheses is <̃ 𝜈 in the relevant range indicated in Eq. 
(6), where 𝜈 [𝑔/(2𝐿n)]
2⁄ ~1, and therefore it can be neglected as compared to the first 
term 1. Furthermore, characteristic scales of spring nonlinearities of close orders are 
typically close to each other, in particular this concerns nonlinearities of the third and 
fifth orders and, therefore, 𝜇s𝐿n
2 /𝛽s~1. Hence, for the relevant range indicated in Eq. (6), 
the second term in the parentheses is of the order of [𝑔 (2𝐿n)⁄ ]
2 ≪ 1 so that it can also 
be neglected. Thus, Supplementary Equation 13 for  reduces to Eq. (14), meaning that 
 is strongly dominated by the electrostatic contribution and is distinctly negative, which 
nicely conforms to the experiment. 
As for , the ratio of the contributions from the electric and spring forces is 
represented by the second term in the parentheses of Eq. (13). This term is a ratio of two 
small parameters. The most interesting (in the zero-dispersion context) part of the range 
of the dc voltage indicated in Eq. (6) corresponds to the case when  𝜈 is barely exceeded 
by [𝑔 (2𝐿n)⁄ ]
2 (in other words, when the spring contribution weakly dominates over the 
electrostatic one), that yields a small but positive .  
Since 
 
 is positive while  is negative, (a) (11) possesses a local maximum and, 
moreover, as the excess of 1 over the ratio  𝜈/[𝑔 (2𝐿n)⁄ ]
2 is small, the maximum lies in 
the range of a being much smaller than g, where the quartic approximation (11) 
adequately describes the true (a), that proves the self-consistency of the theory.  
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 If 𝜈 is much smaller than [𝑔 (2𝐿n)⁄ ]
2 (i.e. if ?̃?dc
2 ≪ 𝑉zd
2 ), then the above 
arguments in favor of the domination of the electrostatic contribution over the spring 
contribution are no longer valid and, in fact, it is vice versa for sufficiently small values 
of 𝜈: the spring contribution dominates i.e. 𝜂 ≈ 𝜂s, thus being positive. However it does 
not mean that the resonator does not possess the zero-dispersion property in this case i.e. 
that 𝜔(𝑎) does not possess a local maximum: it does, which can be shown by a different 
method (which will be presented by us elsewhere), but the maximum occurs at much 
larger values of 𝑎, namely the relevant range lies close to 𝑔 and the quartic 
approximation (11) is evidently insufficient for an adequate description of  𝜔(𝑎).  
 Thus we conclude that the value 𝑉zd
2 ≡
𝛽s𝑚𝑔
5
2𝜀𝑆
 , corresponding to the zero value of 

 
, represents the boundary between zero-dispersion and conventional nonlinear regimes 
in terms of ?̃?dc
2 . It may be worth noting that it does not depend on the elasticity of the 
springs i.e. on the Hooke's coefficient. 
Consider now the resonator subject to a weak resonant ac driving 𝐹ac cos(𝜔d𝑡). 
The theoretical approximation of the resonance curves A(d) is determined by the 
equation1, 2 
4𝑚2𝜔1
2𝐴2{[𝜔(𝑎 = 𝐴) − 𝜔d]
2 + 𝛤2} = 𝐹ac
2 ,     (14) 
where the eigenoscillation amplitude a in (a) is replaced with the amplitude of 
constrained vibrations A. 
 In experiments, (a=A) is measured by recording the resonance curves at many 
values of the driving amplitude. By identifying the peak of the curves, we obtain the 
approximate backbone line Apeak(peak)1. For any given value of Apeak, the reversed 
function peak(Apeak) is approximately equal to the frequency of eigenoscillation with the 
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amplitude equal to the given Apeak, i.e. 𝜔(𝑎) ≈ 𝜔peak(𝐴peak = 𝑎). The transformed 
backbone line (e.g. in Fig. 2b and Fig. 2d) of peak vs. 𝐴peak
2  well approximates the 
eigenfrequency vs. the scaled energy: 
 𝜔(𝐸) ≈ 𝜔(𝑎2 = 𝐸/{𝑚𝜔1
2/2}) ≈ 𝜔peak(𝐴peak
2 = 𝐸/{𝑚𝜔1
2/2}).       (15) 
Furthermore, the measured transformed backbone line is well fitted by the parabolic 
function both in the zero-dispersion and conventional regimes (Figs. 2b and 2d 
respectively), that allows us to find the corresponding coefficients 𝜅 and 𝜂 in the 
approximation of 𝜔(𝑎) (11). This approximation of 𝜔(𝑎) was substituted then in 
Supplementary Equation 14 in order to find the theoretical approximations of the 
resonance curves A(d) for given values of the dc voltage 𝑉dc and the driving amplitude 
𝐹ac: see thin solid lines in Figs. 2a and 2c. The agreement with the experimental lines is 
satisfactory. 
 
Supplementary Note 2. Effect of the quadratic noise and the white-noise approximation. 
 There are just few requirements to the form of the voltage noise component 
n ( )V t  which are crucial for the experiment: its spectrum (spectral power density) should 
represent a narrow peak with the maximum close to 1  and the width greatly exceeding 
the width of the frequency range relevant to the fluctuation spectrum peaks in a vicinity 
of 1 . On the other hand the width of the nV  spectrum peak should be sufficiently small 
for the quadratic noise to be negligible (otherwise such noise may smear zero-dispersion 
effects). For the sake of brevity and clarity, we consider below only the form of the noise 
which was used in our experiments (still keeping some extent of generality where 
possible) while a generalization is straightforward.  
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nV  used in the experiments can be presented in the following form: 
( ) ( ) ( ) ( ) ( )n c 1 s 1cos sinV t N t t N t t = + ,                                                            
(16) 
where ( )cN t  and ( )sN t  are identical independent noise sources with the zero average 
and a monotonously decaying correlation function, 
( ) ( )c s 0N t N t= = ,                              (17)  
( ) ( ) ( ) ( )c s s c 0N t N t N t N t = = ,                 (18)  
( ) ( ) ( ) ( ) ( )c c s s n2N t N t N t N t I d t t  = = − ,                   (19) 
where 0− tt
 
and ( )d  is a monotonously and slowly (as compared to the period of 
eigenoscillation 2𝜋 𝜔1⁄ ) decaying function normalized similarly to the  –function:  
2
1
)(d
0
=

d  .                          (20) 
Using Supplementary Equations 16 to 19, we can easily derive formulas both for the 
average and for the correlation function of nV : 
( ) ( ) ( ) ( ) ( )n n n n 10, 2 cosV t V t V t I d t t t t  = = − −   .         (21) 
It may be expected that ( )d  is characterized with a single decay time-scale 
( ) 1)0(2 −d  which may also be interpreted as a correlation time-scale ( )
1
cor 2 (0)t d
−
 . 
Measurements confirm that Vn(t) in our experiment satisfies the above requirement. 
Indeed, the smoothed spectrum has a Gaussian form (Supplementary Figure 1): 
( ) ( ) ( )n
2
n 1
n n
0
bd
1 1
Re d ( ) (0) exp -i exp
2 2 2ln(2)
V I
Q t V t V t
f
 
 
  

  −    −           
 ,      (22) 
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and therefore ( )d  is Gaussian as well, namely:  
2
cor
cor cor bd
ln(2)1
( ) exp ,
2 4
d t
t t f
 

   
= −   
   
 .        (23) 
The noise intensity nI , which may also be interpreted as a product of 2  and the 
maximum of the noise power spectrum 
( ) ( ) ( )n nmax 1
V V
Q Q    (Supplementary Figure 1), is 
small in the sense that 
2 2 2 2
c s dcN N N V=    so that the quadratic noise plays a 
negligible role. Allowing for Supplementary Equation 19 and the identity ( )
1
cor 2 (0)t d
−
 , 
this strong inequality is equivalent to a satisfaction of the following condition: 
n
2
cor dc
1
I
t V
    .              (24) 
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Supplementary Figure 1 An example of the voltage noise power spectrum. Example of the 
power spectrum of noise component of voltage 
( ) ( )nVQ   (jagged solid red line): this particular 
noise acted on the resonator in the conventional regime (𝑉dc = −2.3 V) where the noise intensity 
𝐷w = 4470  pN
2 Hz-1 (see Supplementary Equation 38 below). Fluctuations are due to a 
limited number of data. Maximum of the smoothed over fluctuations spectrum and its half-level 
are indicated by the corresponding labels with arrows and by the horizontal dashed lines. The 
intersection of the lower of the dashed lines with the smoothed spectrum defines the range of the 
“bandwidth” of the spectrum. The higher dashed line (indicating the maximum) coincides with 
the thick solid green line showing the white noise spectrum 
( ) ( )wQ   of the intensity twice 
smaller than that of the original noise: its action on the system is almost the same as that by the 
original noise. 
 
As concerns cort , on the one hand, it greatly exceeds the period of natural 
oscillation, that allows us in particular to satisfy the condition (Supplementary Equation  
24) in the relevant range of noise intensity but, on the other hand, it
 
is much smaller than 
a reciprocal of the characteristic half-width of any of distinct spectral peaks in the 
spectrum of fluctuations of the system (1)-(4) (for d 0V  ). As it is seen from the 
consideration below, such smallness of cort  allows us to consider the noise in the context 
of the fluctuation spectrum as white.  
Let us substitute V  [Eq.(4)] with d 0V   and nV  (Supplementary Equation 16) 
into the equation of motion given by Eqs. (1)-(3), neglect the high-frequency terms 
(similar to the analysis of the ac-driving), keep only those of noise-induced terms which 
have the lowest order of the smallness parameter   (the latter procedure includes in 
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particular neglecting the “quadratic” noise term proportional to ( )2 2 2c s 2N N N+ − , the 
intensity of which is of the order of 
 
 as compared to that of the linear noise term 
nF m  explicated below), and take into account the smallness of the zero-dispersion 
energy 
2 2
zd 1 zd / 2E m q  as compared to the characteristic energy 2/
22
1 gm  (which allows 
us to neglect a deviation of ( )2/1 gq−  from unity in the correlation function of the linear 
noise term 
nF m ). The result can be presented in the following form: 
?̈? = −2𝛤?̇? +
1
𝑚
{𝐹s(𝑞) + 𝐹e(𝑞, 𝑉
2 → ?̃?dc
2 + 〈𝑁2〉)} +
1
𝑚
𝐹n,   (25) 
where the expression in the curly parentheses may be considered as a generalized 
potential force 
(n)d ( ) / dU q q  which just slightly differs from that in the absence of noise,  
( ) ( ) ( )(n) (n) s e
2 2 4 6
s s s s
2
dc
e
, ( ) ( ) 1 ,
1 1 1
( ) ,
2 4 6
( ) ,
2( )
U q U q U q U q
U q m q m q m q
SV
U q
g q
 
  

  + +
 + + +
 −
−
         (26) 
and nF , for which we introduce the notion “linear noise force”, reads as  
( )2 dcn e dc n n2, 2
SV
F F q V V V V
g

 → = −  .     (27) 
 We will show in the rest of Supplementary Note 2 that, if we replace in the 
simplified equation of motion (Supplementary Equation 25) the linear noise force
nF  
(Supplementary Equation 27), which possesses distinct oscillatory properties (see the 
definition of nV  in Supplementary Equations 16 to 20), by the white noise specified in 
the main text (and below),  most important features of dynamics of the system 
(Supplementary Equation 25) paradoxically remain almost unaffected, provided the 
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system does not go in the phase space too far beyond a vicinity of the stable state of the 
resonator in the absence of noise. In particular, this relates to the dynamics determining 
the spectrum of fluctuations. 
 In intuitive terms, this paradox is explained as follows. The oscillator is almost 
linear and therefore the involved range of its eigenfrequencies is very narrow for relevant 
values of noise intensity, which is why its reaction to external forces has a strongly 
frequency-selective nature i.e. sharply weakens as a frequency of an external force goes 
beyond the aforementioned relevant narrow range of eigenfrequencies. Despite the 
spectrum of the original noise (Supplementary Equation 27) is narrow in comparison with 
its central frequency, it nevertheless fully covers the yet more narrow relevant range of 
eigenfrequencies and, moreover, includes also relatively broad ranges below and above 
the latter. That is why an addition to its spectrum of components of a comparable 
magnitude which lie even farther from the relevant range of eigenfrequencies cannot 
significantly affect the system. This in particular concerns the strictly white noise of such 
intensity at which the spectrum of the white noise approximately coincides with the 
spectrum of the original narrow-band noise (Supplementary Equation 27) in the relevant 
range of eigenfrequencies of the system i.e. in the close vicinity to 1 , which 
approximately corresponds to the maximum of the spectrum. 
 Let us present a rigorous substantiation of this important property. To this end, we 
transform in the equation of motion (Supplementary Equation 25) to energy and slow 
angle3 (one could use other slow variables, e.g. those exploited in 4, too but we choose 
these since the angle is immediately related via )(E  to the spectrum of involved 
eigenoscillations). More concretely, we first present a single 2nd-order differential 
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equation of motion as the equivalent system of two 1st-order differential equations for q  
and 𝑝 ≡ ?̇? , transform to energy E  and angle 𝜑 2, 3 , and take into account that the 
nonlinearity is weak which is why the dependence of q  and p  on E  and 𝜑  may be 
approximated by that for the harmonic oscillator, i.e.  
( ) ( )(n)eq
1
2 /
cos , 2 sin
E m
q q p mE 

−                  (28) 
(
(n)
eqq  is the equilibrium (local minimum) position for ( )
(n )U q  (Supplementary Equation 
26): it slightly differs from eqq ). 
Then we transform from the angle to the slow angle,  
1t  = −  ,                   (29) 
and neglect in the resulting equation fast-oscillating terms, in accordance with the 
averaging method1. Ultimately, we obtain the following stochastic equations for energy 
and slow angle:  
 ?̇? = −2𝛤𝐸 − 𝑁𝐸(𝑡), 
 ?̇̃? = 𝜔(𝐸) − 𝜔1 − 𝑁?̃?(𝑡),                  (30) 
where EN  and 𝑁?̃? denote the following parametric noise terms:  
( ) ( )
( )
( ) ( )
1
2
c sdc
2
1
c sdc 2
2
sin ( ) cos ( )2
( ) ,
2
cos ( ) sin ( )
( ) 2 .
2
E
N t N tSV E
N t
g m
N t N tSV
N t mE
g

 
  −
+ 
=  
 
−
=
                                  (31) 
The deterministic part of the dynamics of the system (Supplementary Equations 30 to 31) 
is slow in the sense that characteristic time-scales at which E  and ?̃? significantly change 
greatly exceed the correlation time of noise cort  (Supplementary Equation 23). Therefore, 
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( )ttd −  in (Supplementary Equation 19) may be approximated by the delta-function in 
the context of main features of the dynamics (Supplementary Equations 30 to 31) (in 
particular, this concerns the spectrum of fluctuations):  
( ) ( )ttttd −−  .                          (32)  
Since pair correlators of noise terms in the dynamic equations (Supplementary Equations 
30 to 31) are  -correlated in the approximation (Supplementary Equation 32), the non-
stationary probability density ( )tEW ,~,  obeys the Fokker-Planck equation (FPE)5,  
WL
t
W
FP
ˆ=


,                                  (33)  
where the Fokker Planck operator FPLˆ  can be presented in the form 
( ) 

~~
2
2
~~
2
2
2
~FP ~~~
ˆ DDD
E
D
E
DD
E
L EEEEE


++


+


+


−


− ,           (34)  
where the drift and diffusion coefficients are fully determined by the form of the 
deterministic terms in the equation of motion (Supplementary Equations 30 to 31) and by 
the multipliers of  -functions in the pair correlators of the corresponding stochastic terms. 
Applying the general formulas5 to the stochastic system (Supplementary Equations 30 to 
31) with noises c ( )N t  and s ( )N t  given by Supplementary Equations 17 to 19 where 
( )ttd −  is approximated by the  -function, we obtain the following expressions for the 
drift and diffusion coefficients:  
12 , ( ) ,
2
, 0, ,
2 8
E
EE E E
D
D E D E
m
DE D
D D D D
m mE

  
  = − + = −
= = = =
                 (35)  
where D  is an intensity of the linear noise force nF :  
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( ) ( ) ( ) ( )
2
dc
n n 1 n2
2 cos , .
SV
F t F t Dd t t t t D I
g


 
  = − −     
 
  (36) 
Let us introduce the strictly white (i.e. strictly  -correlated) noise (w)nV  the 
intensity of which is twice smaller than the intensity of the original noise 
nV given by 
Supplementary Equation 16: 
( ) ( ) ( )(w) (w) (w) (w) nn n n n2 ,
2
I
V t V t I t t I = − =  .        (37) 
Let us now replace the original noise 
nV  in Supplementary Equation 27 for nF  by 
(w)
nV . 
In terms of the linear noise force, it means that the real force nF  in the equation of 
motion given by Supplementary Equation 25 is replaced by the white noise 
(w )
nF  of the 
twice smaller intensity:  
( ) ( ) ( )
2
(w) (w) (w) dc n
n n w 2
2 ,
2 2
SV ID
F t F t D t t D
g


 
 = − =   
 
 . (38) 
Let us first, similarly to the case of the real noise (Supplementary Equation 16), transform 
in the equation of motion (Supplementary Equation 25) to energy and slow angle. The 
averaging over fast oscillations in the system is a more subtle issue as compared to the 
case of the noise (Supplementary Equation 16). In the latter case, the correlation time of 
noise greatly exceeds the period of fast oscillations and therefore the averaging may be 
applied immediately to the stochastic terms within the equation of motion. In contrast, the 
correlation time of the strictly white noise is zero and therefore the period of “fast” 
oscillations is slow as compared to it. Thus, the averaging of stochastic terms would be 
invalid. In order to correctly eliminate fast oscillations within the stochastic motion, we 
need first to transform to the description within the FPE while the averaging over fast 
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oscillations should be done afterwards: the FPE is a deterministic equation and 
difficulties related to stochastic equations do not arise here. After the averaging is carried 
out in such a way, the resulting averaged FPE exactly coincides with the FPE relevant for 
stochastic equations being a result of the averaging of the equations of motion 
(Supplementary Equations 30 to 31), i.e. the drift and diffusion coefficients coincide after 
the averaging with those given in Supplementary Equation 35. It follows from this that 
main statistical properties of the two systems almost coincide: a relative difference is of 
the order of a ratio of period of eigenoscillation to the correlation time i.e. 
( )1 cor2 1t    (in particular, this concerns the spectrum of fluctuations). At the same 
time, it is worth noting that the equation of motion (Supplementary Equation 25) itself is 
a result of a neglect by small terms proportional to D  and an accurate estimate of some 
of them requires a more sophisticated white-noise approximation than that of the main 
term, but we do not take into account these small terms in the present work. 
We emphasize that the spectrum of the idealized (white) voltage noise (w)nV  given 
in Supplementary Equation 37 coincides with the maximum value of that of the real 
voltage noise (Supplementary Equations 16 to 20) (Supplementary Figure 1). It is the 
most general requirement for a white noise to adequately mimic an original narrow-band 
noise: this requirement does not depend either on a concrete general form of the original 
noise or on a concrete shape of a correlation function ( )td  of its slow component.  
 
Supplementary Note 3. Theoretical calculation of the spectrum of fluctuations. 
The spectrum of fluctuations of a given dynamical variable is commonly defined as the 
half-Fourier transform of a correlation function of this variable 3-7, 
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 ( ) ( )








 

0
i-exp)(dRe
1~
tttQQ 

 .                              (39) 
and, often, a relevant dynamical variable is a generalized coordinate3, 4, 7, 8 q .  So, let us 
explicate the definition of the coordinate correlation function ( )tQ . To the best of our 
knowledge, the most general definition existing in the literature is the following3, 8: 
 ( )( )
l
l
ll
1
( ) d ( ) ( ) ( ) ( )lim
2
Q t q t q t q q



    
→
−
= + − + − ,                     (40) 
where )(q  is a value of q  averaged over a statistical distribution of the system states 
at a given instant   while the outer brackets   mean an averaging over a statistical 
distribution of the system states both at the “initial” instant  and at the “final” instant 
t+ . Consider a conditional probability density ( ) ,,,,~ 00 pqtpqW + : the notation 
means that, if the system has coordinate 0q  and momentum 0p  at a given instant  , then 
the probability for the coordinate and momentum of the system at a given later instant 
t+  to lie within the infinitesimally narrow intervals  qqq d, +  and  dp, +pp  
respectively is equal to ( ) pqpqtpqW dd,,,,~ 00  + . There are classes of systems where, as 
time t  increases,  W
~
 
approaches a stationary distribution independent of the initial 
conditions: ( ) ( )st 0 0, , , , ,lim
t
W q p W q p t q p 
→
  +  . In such a case, the expression 
(Supplementary Equation 40) for the correlation function can be presented in a more 
explicit form:  
( ) ( ) ( )( )0 0 st 0 0 0 0 0( ) d d d d , , , , ,0Q t q p q p W q p W q p t q p q q q q
   
− − − −
 = − −     ,   (41) 
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where q  is the value of q  averaged over the stationary distribution,  
( )std d ,q q pW q p q
 
− −
   .                         (42) 
The broadest and most important class of systems possessing a stationary 
distribution is formed by systems moving in a potential field which goes to infinity as the 
coordinate goes to plus or minus infinity while being subject to a linear friction and an 
additive white noise with a constant intensity5:   
                                         ?̇? = −2𝛤𝑝 −
𝑑𝑈(𝑞)
𝑑𝑞
+ 𝑓n(𝑡), 
   ?̇? = p,       (43) 
where 
 ( )n n n B( ) 0, ( ) ( ) 4 ,f t f t f t mk T t t = = −                               (44) 
where 
Bk  is the Boltzmann constant while T  has a meaning of an effective temperature. 
Such a system possesses the Gibbsian stationary distribution: 
( ) ( )
( )
st Gibbs
B
2
1
B
1
, exp ,
( , ) ,
2
d d exp .
E
W q p W E
Z k T
p
E E q p U q
m
E
Z q p
k T
−
 
=  − 
 
 = +
   
= −  
   

                             (45) 
Before proceeding to our case, we need to generalize the definition of the 
fluctuation spectrum.  Let a system of interest be metastable 5, 9 rather than truly stable. 
For the sake of simplicity, let us restrict the further discussion to potential systems i.e. 
those of the type (Supplementary Equation 43) but a potential field )(qU  may be 
arbitrary and noise 
n ( )f t  may not necessarily be white. A potential of a system possessing 
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a metastable state necessarily includes at least one barrier so that, if the system exceeds 
the barrier, then it escapes from the metastable state for a long time or even forever. If the 
system is subject to noise, then the energy required for the escape is gained by the system 
from noise. If noise intensity is sufficiently small, then the mean escape time esct
3, 5, 8-14, 
i.e. the average time during which the optimal (large) fluctuation 3, 10-13 required for the 
escape occurs, is exponentially (activation-like) large as compared  both to a time-scale 
qst  during which a quasi-stationary distribution is established in the vicinity of the 
metastable state and to a time-scale cdt  
at which a correlation of motion in the vicinity of 
the metastable state substantially decays. Therefore, if to replace the upper integration 
limit in the definition of the spectrum (Supplementary Equation 39) by a large time lt  
from the range limited by the strong inequalities  max{𝑡qs, 𝑡cd} ≪ 𝑡l and l esc
t t  while 
doing a statistical averaging in )(tQ  (Supplementary Equation 40) over a quasi-
stationary distribution, then the integral  
( ) ( )
l
qs cd l esc
0
1
Re d ( )exp -i (max{ , } )
t
Q tQ t t t t t t 

 
   
  
            (46) 
characterizes fluctuations in the vicinity of the metastable state analogously to how ( )Q
~
 
(Supplementary Equation 39) characterizes fluctuations in the vicinity of a stable state.  
The spectrum measured by us in this work should be understood just in the way 
described in the previous paragraph since our resonator in the relevant range of 
2
dcV  is a 
metastable system for which esct  is very large if the noise intensity lies in the relevant 
range indicated in Eq. (6). Let us demonstrate this explicitly. The phase plane of the 
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noise-free system described by Eqs. (1)-(3) with 
2 2
dcV V=  
(while 
2
dcV  lies within the range 
indicated in Eq. (6)) possesses both a stable and unstable stationary states: respectively 
(𝑞 = 𝑞eq ≈ 𝜈𝑔, ?̇? = 0), which corresponds to the bottom of the corresponding potential 
well of 
(n)
s e( , 0) ( ) ( ) ( )U q U q U q U q =  = +  (Supplementary Equation 26), and (𝑞 =
𝑞b, ?̇? = 0), which corresponds to the top of the barrier of )(qU  situated at  
( )b 1q g  − .                     (47) 
The height of the barrier is:  
2 2
s( ) ( )
b eq 2
m g
U U q U q

  −  .                                 (48) 
As q  increases beyond bq , the potential )(qU  sharply decreases and ultimately 
drops to −  as q  approaches g : if the top plate gets into such a close vicinity of the 
electrode, then it most likely sticks to it soon after that. 
As soon as noise (e.g. random force n ( )f t  in Supplementary Equation 43) is added, 
the originally stable state in the bottom of the potential well becomes metastable since 
there is a non-zero probability 𝑃 for the large fluctuation which transfers the resonator 
over the barrier to occur. If noise is weak, then the dependence of this probability on the 
noise intensity 𝐷w is activation-like (cf. 
3, 5, 8-14):  
w
exp
S
P
D
 
 − 
 
,                              (49) 
where S  is called action. Consider for example the system (Supplementary Equation 43) 
where the noise force n ( )f t  
may generally speaking be arbitrary. If the correlation time of 
noise is much smaller than the period of natural oscillations 12   and the noise is 
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additive (independent of q  and p , apart from being linear) i.e. if n ( )f t  is well 
approximated by Supplementary Equation 44, then action is equal to 2m U  so that the 
absolute value of the exponent in Supplementary Equation 49  is equal to 
BU k T (cf. 
3, 
9, 10, 12). However neither of the two above conditions is satisfied. On the one hand, the 
noise in our original equation of motion given by Eqs. (1)-(4) can be considered as 
independent of q  only in the vicinity of the metastable state, where the multiplier 
1)/1( −− gq  can be approximated by 1, while the latter approximation is invalid in the 
major part of the energy range relevant to the escape i.e. where ( )eq ~E U q U−  : owing 
to this q -dependence, the effective noise intensity grows as energy increases (and even 
diverges as ( )eqE U q−  approaches U ), that leads to the decrease of action and 
therefore to the exponentially large increase of P
 
(Supplementary Equation 49).  If noise 
correlation time is much smaller than the period of natural oscillation 1/2  , the 
exponent in P
 
(Supplementary Equation 49) could be shown to be smaller of the 
conventional value 
BU k T  by the factor 2/7 . But the correlation time is, on the 
contrary, much larger than 1/2  . Moreover, given that the eigenfrequency )(E goes 
to zero as energy E  approaches b( )U q , our noise (the spectrum of which concentrates 
near the frequency 1 ) is strongly non-resonant with eigenoscillations in the energy 
range close to the barrier value b( )U q . Previous theoretical analysis (see e.g. 
3, 10, 12,) 
showed that the optimal fluctuation which yields the conventional exponent 
BU k T−  
in P  (Supplementary Equation 49)  for the system (Supplementary Equations 43 to 44) 
is equal to 
(opt)
n ( ) 2f t p= : it results in the most probable escape path being time-reversed 
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to the noise-free relaxational path from the top of the potential barrier into the bottom of 
the potential well 3, 10, 12. Given that 1 1   , this relaxational path represents almost 
ideal eigenoscillations with the frequency ))(( tE  while )(tE  slowly relaxes from 
b( )U q  to eq( )U q . Therefore the aforementioned optimal fluctuation oscillates in the energy 
range close to 
b( )U q  
with the slowly decreasing frequency 1))((  tE  while )(tE  
slowly (with a characteristic time-scale ( )1 ( ( ))E t  ) increases within this range as 
time goes. Unlike the white noise (Supplementary Equation 44), the spectrum of the 
noise in our experiment does not contain so small frequencies and therefore such 
realization merely does not exist for it. Obviously, those realizations which do exist yield 
much larger action. This effect is much stronger than the aforementioned tendency to an 
increase of action owing to the q -dependence of the noise force. That is why, altogether 
w/S D  greatly exceeds BU k T  and, as a result, the escape probability is vanishingly 
small provided the ratio 
BU k T  is large (or even moderate). Such conclusion conforms 
to our experiments: we did not observe any sticking of the plates when the noise intensity 
was within the range at which the noise-induced spectral narrowing took place. 
 Thus, either experimental or theoretical calculation of the fluctuation spectrum for 
our resonator in the relevant range of noise intensity does not differ in practice from cases 
of strictly stable systems. For example, while doing theoretical calculation, we may 
formally replace the unstable part of the potential function )(qU (i.e. that for bq q ) by 
any growing function: results for the spectrum near the natural frequency are not 
sensitive to such a replacement to an exponential accuracy.  
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As it is shown in Supplementary Note 2, the stochastic dynamics of the resonator 
in the presence of a resonant narrow-band noise component of voltage, e.g. of the form in 
Supplementary Equations 16 to 20, is well described within the additive linear noise 
approximation (Supplementary Equation 25) and, moreover, if the real noise nF  is 
replaced by the white noise 
(w )
nF  of a twice smaller intensity as explicitly defined in 
Supplementary Equation 38, main statistical features of the dynamics in the vicinity of 
the stable state (just such features determine the fluctuation spectrum in the range of the 
natural frequency of the resonator) remain almost the same. Allowing for this and for the 
above discussion of the equivalence to an exponential accuracy between the quasi-
stationary distribution in the metastable system and the stationary distribution in the 
auxiliary stable system, we conclude that the resonator driven by the noise 
(Supplementary Equations 16 to 20) possesses a quasi-steady distribution close to the 
Gibbsian stationary distribution 3, 5-7: 
 
( ) ( )
( )
( )
( )
st Gibbs
w
2 2 2
(n) 1
w 1 w
1
, exp ,
2
2
( , ) ,
2 2 2
1
4
d d exp ,
2
E
W q p W E
Z D m
m qp p
E E q p U q
m m
E
Z q p
D m D



 
 
=  −  
 
 = +  +
−
   
= −    
   
               (50) 
where wD  is defined in Supplementary Equation 38 in Supplementary Note 2. 
One more remarkable property of systems with the white noise is that the time 
evolution of the non-stationary probability density W
~
 
obeys the Fokker-Planck equation 
3-5, 7 (FPE) i.e certain partial differential equation of the second order (cf. Supplementary 
Equations 33 to 35 in Supplementary Note 2). Still, its solution is complicated, even in 
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case of a weak nonlinearity and even numerically. The latter is especially true in our 
weakly nonlinear case, where pronounced characteristic features of the fluctuation 
spectrum may result from rather subtle differences of an evolution of the probability 
density from that in the purely linear case and from that in a conventional weakly 
nonlinear case. Fortunately, a powerful method for the FPE solution and the calculation 
of fluctuation spectra on its base was developed for underdamped cases earlier: first for 
monostable potentials7  and then for multistable ones15. As a result, a solution of the 
complicated partial differential equation and a heavy integration over a double phase 
space and time is reduced to a solution of a relatively simple ordinary differential 
equation with boundary conditions and a simple integration just over energy. One can 
find details in the aforementioned papers7, 15 or in the review3. Here, we just refer to the 
relevant general result, presenting it in notations used in (or just relevant to) the present 
paper. The spectrum of fluctuations reads as follows: 
( )
up
*
(n)
1 1(n)
0
1 1
1
( ) 2Re d ( ) ( , ) ,
( )
,
E
Q E q E W E
E
 

  
 
  
  
− 

               (51) 
where the superscript (n )  here and thereafter means a modification of a given quantity 
owing to the slight modification of the original potential by the quadratic noise (see 
(n) ( )U q  Supplementary Equation 26), upE  is a rather arbitrarily chosen energy which 
greatly exceeds an average energy in the quasistationary state for a given noise intensity 
wD   but being lower than the potential barrier height 
(n )U :  
(n)
up
w
,
,
2
E E U
D
E
m
  

                   (52)  
57 
 
( )
*
(n)
1 ( )q E  is a complexly conjugated quantity to the first-order Fourier component of 
coordinate as function of energy and phase for the conservative system with the noise-
modified potential 
(n) ( )U q ,  
( )
2
(n) (n)
1
0
2
*
(n) (n)
1
0
1
( ) d exp( i ) ( , ),
2
1
( ) d exp(i ) ( , ),
2
q E n q E
q E n q E


  

  

= −
=


                    (53) 
and 
1( , )W E   is a solution of a boundary problem which reads in a compact form as 
follows: 
( )
( ) ( )
2
(n)
2 2
(n) (n) (n) (n)w w
1 1 1 Gibbs
1 1 up
w
d d
i 2 1 1 ,
d 2 d 2
( 0, ) 0, ( , ) 0,
,
2
E
p D D
W q W q W
m E m E m
W E W E E
D
U
m
   
 
 

  
    − − = + + − +           
= = = =
 
           (54) 
where 
(n) (n) ( )E   is the eigenfrequency vs. energy for the noise-modified dc voltage 
(see Supplementary Equation 25 in Supplementary Note 2), 
(n) w bd
2 22
ss dc
3
( ) ( ) 1
ln(2) /
D f g
E E E
mgm SV
 
  
 
= − + 
   
                         (55)  
(in the noise-induced part of  
(n) ( )E , terms kE  with 2k  are negligible in the 
relevant range of E , which is why they are omitted in Supplementary Equation 55) with 
the bandwidth bdf  equal to 741 Hz for the conventional case (Supplementary Figure 1) 
and to 298 Hz for the zero-dispersion case, the over-bar   in Supplementary Equation 
54 means the averaging over the phase i.e.  
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( ) ( ) ( )
2
2 2 2
(n) (n) (n)
0
1
( ) d ( , )
2
p p E p E

 

 =  ,                (56)  
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22 (n)
2 2
(n) (n)
0
1 ( , )
( ) d
2
E E
q E
q q E
E




 
 =  
 
 ,                              (57) 
and Gibbs Gibbs ( )W W E  is the quasi-stationary distribution given in Supplementary 
Equation 50. 
 For our system, the ordinary differential equation in Supplementary Equation 54 
can be further simplified. In the relevant range of energy E  and noise intensity D , the 
conservative approximation is very close to the harmonic oscillator in the sense that the 
relative deviation of the coefficients ( )
2
(n) ( )E , ( )
2
(n) ( )p E , ( )
2
(n) ( )Eq E , 
(n)
1 ( )q E  and 
( )GibbsW E  from those in the harmonic approximation is negligible (being 510~ − ) and 
therefore all these coefficients in the right-hand side of the differential equation in 
Supplementary Equation 54 may be replaced by their harmonic approximations. On the 
contrary, the deviation of 
(n) ( )E  from 1  in the imaginary left-hand side of the 
equation plays the crucial role: it is just the behavior of this deviation as function of E  
that determines main features of the fluctuational spectrum. Using the harmonic 
approximations for the coefficients in the right-hand side of the differential equation in 
Supplementary Equation 54 and introducing proper normalizations of relevant quantities 
and parameters, we can present the procedure of finding the fluctuation spectrum in the 
following rather simple way. The spectrum is equal to 
up /
2
1 0
( ) d Re[ ( )]
2
E E
E
Q x x y x
m


=  ,                         (58) 
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where x  is a dimensionless variable having a meaning of energy E  normalized by the 
average energy E (given in Supplementary Equation 52), and )(xy  is a dimensionless 
complex function being a solution of the following ordinary differential equation 
( ) ( )
(n)2
2
( )d d 1
1 1 i exp
d d 4 2 2
E x Ey y x
x x y x
x x x
 
 
 − =
+ + + − + = − − 
 
,       (59) 
which satisfies the boundary conditions  
( ) ( )up0 / 0y x y x E E= = = = .                             (60) 
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Supplementary Note 4. Allan deviation of the oscillator in the zero-dispersion regime 
 
 
Supplementary Figure 2 Frequency fluctuations and Allan deviation in the zero-dispersion 
regime. a Measured frequency of the self-sustained oscillations driven with feedback for Vdc = -
1.59V at driving amplitudes of 22.2 pN (green), 71.3 pN (brown), 182 pN (purple) and 269 pN 
(yellow). b Allan deviation of the data in a as a function of the averaging time. c Allan deviation 
of the frequency of self-sustained oscillations at the given 𝜏 = 1𝑠 versus driving amplitude for 
oscillators in the conventional regime (blue) and the zero-dispersion regime (red).  The Allan 
deviations are calculated using the same recorded frequencies as those in Fig. 4d of the main text. 
 
In Fig. 4d of the main text, the resonator is driven with feedback using a phase 
locked loop. The frequency for each data point is recorded over a duration of 120 s. 
Supplementary Figure 2a shows the recorded frequency as a function of time for four 
different driving amplitudes of 22.2 pN, 71.3 pN, 182.1 pN and 269 pN. In addition to 
characterizing the frequency stability using the standard deviation of frequency, we 
perform the analysis using the Allan deviation: 
 𝑠𝜔(𝜏) = √
∑ (?̅?𝑖+1
𝜏 − ?̅?𝑖
𝜏)2𝑁−1𝑖=1
2(𝑁 − 1)
⁄      (61) 
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where N is the maximum number of non-overlapping time intervals of duration  in the 
total recording time of 120 s. ?̅?𝑖
𝜏 represents the recorded frequency averaged over the ith 
interval. Supplementary Figure 2b shows that s() decreases with , supporting the 
notion that the effect of long term frequency drift is small for the recording time. 
Supplementary Figure 2c plots the Allan deviation s ( = 1s) as a function of driving 
amplitude for the zero dispersion and conventional nonlinear regimes, using the same 
records of frequency as in Fig. 4d in the main text. The improvement of the Allan 
deviation in the zero dispersion regime over the convention regime is about a factor of 
3.6.   
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