Abstract. In this paper we give the precise index growth for the embedded hypersurfaces of revolution with constant mean curvature (cmc) 1 in IR n (Delaunay unduloids). When n = 3, using the asymptotics result of Korevaar, Kusner and Solomon, we derive an explicit asymptotic index growth rate for nite topology cmc 1 surfaces with properly embedded ends. Similar results are obtained for hypersurfaces with cmc bigger than 1 in hyperbolic space.
Introduction
A complete cmc nonminimal surface without boundary in IR 3 has nite index if and only if it is compact LR], S]. If it is noncompact, the index is in nite, so it is natural to ask at what rate the index grows to in nity on an exhaustion of the surface by bounded regions. In this paper, we prove, under some natural geometric conditions, that certain complete non-compact cmc hypersurfaces have linear index growth. Let us give a typical statement: Let M IR 3 be a complete properly embedded nite-topology cmc-1 surface. From KKS] , we know M has nitely many ends E j ; j = 1 : : : N, each of which is asymptotic to some Delaunay unduloid D( j ) with weight parameter j > 0. Let T( j ) denote the period of the Delaunay unduloid D( j ) and let B(R) be the radius R ball in IR 3 centered at the origin. Theorem 1.1 With M as above, the asymptotic growth of the index of M is given by The rough idea of the proof is to decompose the surface into components, one which is a xed compact part and the others which are compact pieces of ends and are close to parts of Delaunay unduloids, and then to apply Dirichlet-Neumann bracketing. We need to show that the indexes of these end pieces are close to the indexes of the actual Delaunay pieces, and then the heart of the proof becomes to carefully study the indexes of the Delaunay pieces (with both Dirichlet and Neumann boundary conditions).
Remark. Dirichlet{Neumann bracketing can be applied to other situations. We can for example prove quadratic or cubic index growth for certain in nite-topology cmc surfaces in K] (Subsection 5.4). In Section 2, we describe the framework of the paper. In Section 3 we recall the basic facts on Delaunay unduloids (in Euclidean and hyperbolic space) and we de ne some special domains on them. Section 4 is devoted to estimating the index of these special domains.
The main results are stated in Subsection 5.3, and the other subsections of Section 5 contain technical results needed in the proofs.
Framework
We consider hypersurfaces M n with cmc H in the simply connected (n + 1)-dimensional space form M n+1 with constant sectional curvature c 2 f?1; 0g. We assume H > jcj. Such hypersurfaces are critical for a variational problem whose associated second order stability operator is L := ? nc ? jjBjj 2 ; (2.2) where jjBjj is the norm of the second fundamental form of the immersion, and is the Remark: We will not need to take into account that there are actually two di erent notions of index for cmc hypersurfaces (see BB], BdCE], LiRo]). Indeed, for compact subsets these indexes di er by at most one, so their asymptotic properties are the same.
Delaunay unduloids
Here we describe Delaunay unduloids with nonzero cmc in Euclidean and hyperbolic space. We assume f > 0 and f is de ned on (?1; 1). We choose the unit normal vector as N(x; !) = ? 1 + f 02 (x) ?1=2 ? f 0 (x); ?! :
Assume that f 0 6 0 and x the normalized mean curvature to be H = 1. The pro le curves of Delaunay unduloids are given by the di erential equation = f n?1 (x)
(1 + f 02 (x)) 1=2 ? f n (x) :
where 2 ? 0; 1 n ( n?1 n ) n?1 . The extreme values correspond to a chain of spherical beads of radii 1 (when = 0), and to a cylinder with radius n?1 n (when = 1 n ( n?1 n ) n?1 ). 
Special parts of Euclidean Delaunay unduloids D( ).
Without loss of generality, we may assume that the function f de ning the pro le curve of D( ) satis es f(0) = a ? ( ).
It follows easily that f(T( )) = a ? ( ); f(T( )=2) = a + ( ) and that f is symmetric with ( 1 n ( n?1 n ) n?1 ) must be determined by the limits of 1 ( ) and 2 ( ) as increases to 1 n ( n?1 n ) n?1 .)
Proof . We also introduce the pieces C`( ) obtained by glueing`basic Neumann blocks, see Figure 1 , C`( ) := F( 1 ( );`T ( ) + 1 ( )] S n?1 ) : (3.12) 3.3 Delaunay unduloids with cmc H > 1 in hyperbolic space. We choose the half-space model (x 1 ; : : : ; x n ; y) 2 IR n+1 y > 0 for hyperbolic space IH n+1 (with the hyperbolic space metric), and we x the geodesic (t) = (0; : : : ; 0; e t ).
The pro le curve of a hyperbolic Delaunay unduloid is described, say in the vertical 2-dimensional plane x 1 ; y , as a geodesic graph. The point m(t) on the pro le curve is at geodesic distance (t) from the point (t). Let '(t) be the angle 6 ( (t) 0 m(t)), see Figure 2 . Then, sinh (t) = tan '(t).
With these notations, the pro le curve is given by ? e t sin '(t); e t cos '(t) , where ' satis es the di erential equation ( KKMS] , Equation (6.3) page 34) = (tan ') n?1 cos ' p 1 + ' 02 ? H(tan ') n :
(3.13)
Here, > 0 is the weight parameter, and the (normalized) mean curvature H satis es H > 1. (Note that the mean curvature is not normalized in KKMS] .) The hyperbolic 
? ? ? (3.19) where is the parametrization (3.14), and ' satis es (3.13), and Y is the Killing eld corresponding to hyperbolic translation along the axis of the Delaunay unduloid. The following lemma is proved in the same way as Lemma 3.2:
Special parts of hyperbolic Delaunay unduloids D H (
Lemma 3.5 The function a satis es ( ? V )a = 0 and vanishes precisely at the halfinteger multiples of ( ). Furthermore, a 0 has exactly two zeroes 1 ( ); 2 ( ) in the interval Let us denote by (L) the set of eigenvalues of L, counted with multiplicities, and by (L k ) the eigenvalues of the problem L k u = AB n?1 u. Then
where the expression in the right-hand side means that each eigenvalue of L k appears with multiplicity m( k ) in (L) (summing up multiplicities if the same number appears in several (L k )). In particular, the index (number of negative eigenvalues) of L is given by
Index(L k ) ;
and the sum on the right-hand side involves only nitely many terms. Proof. This result is well-known for Euclidean graphs.
In the hyperbolic case, one has to be more careful, as certain kinds of graphs are not stable.
To prove the proposition, it su ces to nd a positive solution of ( ?V ) y = 0 on D + . Such a solution will be given by the normal component of a well chosen Killing eld.
We consider the Killing eld Y (!; t) = ( ; 0) in IH n+1 , where 2 S n?1 is chosen so that Y (!; t)j @D+ is perpendicular to the geodesic hyperplane containing @D + . The function a (t; !) := hN; Y i satis es ( ? V )a = 0 and is equal to g 0 (t) h ; !i up to a positive factor (recall that g(t) = e t cos '(t), see Equation (3.14)). To prove that a > 0 in the interior of D + , it su ces to look at the sign of g 0 (t) = e t ? cos '(t) ? ' 0 (t) sin '(t) . Assume there is a point t 0 at which g 0 vanishes, then 1 ' 0 (t 0 ) = tan '(t 0 ) > 0 and Equation (3.13) implies 0 < = (1 ? H)=((' 0 (t 0 )) n ) < 0, a contradiction. 4.1 Index estimates for certain Delaunay pieces. We have the following estimates for the indexes of the Delaunay pieces B`and C`, in both Euclidean and hyperbolic cases: Proposition 4.2 The index of the Delaunay piece B`( ) with Dirichlet conditions at both boundary components is exactly`? 1. Proposition 4.3 There is a constant c 1 (n; H), which depends only on the dimension n and the mean curvature H, such that the index of the Delaunay piece C`( ) with Neumann conditions at both boundary components satis es 2` Neumann Index(C`( )) 2`+ c 1 (n; H) :
Proofs. The proofs of these two propositions are quite similar.
Step 1. The induced metric on the pieces B`( ) or C`( ) is of the type described in Lemma 4.1, with A = p 1 + (f 0 ) 2 , B = f in the Euclidean case, and A = p (1 + (' 0 ) 2 )(1 + tan 2 '), B = tan ' in the hyperbolic case. Hence, to estimate the index we only need to look at the indexes of the corresponding operators A ?1 B 1?n L k , and we already know that for k large enough the operator A ?1 B 1?n L k is positive, implying that its index is zero. In fact, looking at the bounds we have for B 2 V in Lemmas 3.1 and 3.4, we see that there exists a constant c(n; H) such that A ?1 B 1?n L k is positive whenever k c(n; H). Proof of 4.3, Step 2. We use the same function a as before, so ( ? V )a = 0. The domain C`was designed so that a 0 = @a @ = 0 on @C`and so that a has exactly (2`+ 1) nodal domains in C`. It follows, as in the preceding argument, that 0 is the (2`+ 1)-st eigenvalue of L 0 and hence that the Neumann index of C`is at least 2`. In order to obtain the upper bound, we remark that the Neumann index of A ?1 B 1?n L k ; k 1; is at most 2. Indeed, assume it is at least 3. Then there is an eigenfunction u of A ?1 B 1?n L k ; k 1; with at least three nodal domains and hence with an interior nodal domain. We can then repeat the argument in Step 2, proof of Proposition 4.2, and arrive at a contradiction to Proposition 4.1. An eigenvalue of A ?1 B 1?n L k gives an eigenvalue of L with multiplicity a polynomial of degree (n ? 2) in k. Since A ?1 B 1?n L k is positive for k c(n; H), the result follows.
5 Index growth results 5.1 Eigenvalue estimates for almost Delaunay pieces. Fix a Delaunay unduloid D and a piece E D which is bounded by two \parallel spheres" in geodesic hyperplanes orthogonal to the axis of revolution. We call e E an almost Delaunay piece if it is a cylindrical graph over E. Lemma 5.1 There exists a constant c 2 (n; H), depending only on the dimension n and mean curvature H, such that if e E is close enough to E in the C 2 -sense, then Ind(E) Ind( e E) Ind(E) + c 2 (n; H); where Ind denotes the index for either Dirichlet or Neumann conditions on the corresponding boundary components of @E; @ e E: Proof. Indeed, once the piece E is xed, we can write the eigenvalues of the operator L on E (with respect to some Dirichlet or Neumann conditions on the boundary components) as 1 (E) < 2 (E) : : : k (E) < 0 k+1 (E) : : : where k = Ind(E). If e E is close enough to E in the C 2 -sense, the negative eigenvalues of the operator e L corresponding to L are close to the corresponding eigenvalues of L. It follows that Ind(E) Ind( e E) because k ( e E) < 0, with Ind(E) = Ind( e E) unless k+1 (E) = 0, in which case we may have k+1 ( e E) < 0 and the constant c 2 (n; H) takes the possible multiplicity with some function w j (x; !), for (x; !) 2 IR + S n?1 , where f(x) satis es equation (3.5). We assume that w j tends to zero in C 2 -norm on r; 1 S n?1 as r ! 1. De nition 5.1 We will say that a hypersurface which satis es the preceding three conditions is an asymptotically Delaunay hypersurface.
This de nition extends mutatis mutandis to the case of hypersurfaces in IH n+1 (in this case, the axis is a geodesic ray parametrized by arc-length). Note that KKS] and KKMS] give su cient conditions to insure that a cmc hypersurface is asymptotically Delaunay.
With the above notations, we also introduce the following subsets of M:
where E R j is the part of E j which lies above a j + 0; R] d j (see Figure 2) , and
where E S;R j is the part of E j which lies above a j + S; R] d j . We can use similar notations for hypersurfaces M in IH n+1 . Step 1, Estimating the index from below. Let a j be the scalar product of the normal to the hypersurface with the Killing eld corresponding to translation along the axis of the Delaunay unduloid D( j ). Since the end E j is asymptotic to D( j ), the nodal domains of the function a j look very much like the nodal domains of the corresponding function for D( j ).
Main
Then, applying Dirichlet-Neumann bracketing to the decomposition M R = M S tM S;R and letting R ! 1, Proposition 4.2 implies lim inf R!1 Ind(M R )=R is greater than or equal to the value in the right hand side of (5.23).
Step 2, Estimating the index from above. For where Ind D (resp. Ind N , Ind ND ) stands for the index with Dirichlet (resp. Neumann, mixed Neumann{Dirichlet) boundary condition.
The number`being xed, we can choose S (and R > S) so large that each piece e C`; p ( j ) is close enough to a C`( j )-piece so that Ind N ( e C`; p ( j )) 2`+ c(n; H), by Lemma 5.1 and Proposition 4.3.
We can now look at the extrinsic length R and write, for each end E j , S + m j`T ( j ) R S + (m j + 1)`T ( j ) :
It follows that (1 + c(n; H) 2`) 1 T( j ) :
Since`is an arbitrary positive integer, we have that lim sup R!1 Ind(M R )=R is less than or equal to the value in the right hand side of (5.23).
5.4 Other growth results. Kapouleas K] has constructed examples of complete constant mean curvature surfaces in IR 3 which are periodic with respect to some 2 (resp. 3) dimensional lattice. It is not di cult to establish that, for each of the doubly (resp. triply) periodic surfaces M in K], there exist nite positive constants c 1 and c 2 such that c 1 R 2 Ind(M \ B(R)) c 2 R 2 (resp. c 1 R 3 Ind(M \ B(R)) c 2 R 3 ) for large R.
