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GENERALIZED DIFFERENTIATION AND CHARACTERIZATIONS FOR
DIFFERENTIABILITY OF INFIMAL CONVOLUTIONS
NGUYEN MAU NAM1and DANG VAN CUONG2
Abstract. This paper is devoted to the study of generalized differentiation properties of the
infimal convolution. This class of functions covers a large spectrum of nonsmooth functions well
known in the literature. The subdifferential formulas obtained unify several known results and allow
us to characterize the differentiability of the infimal convolution which plays an important role in
variational analysis and optimization.
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1 Introduction
Throughout this paper we consider a real Banach space X with a given norm ‖ · ‖. The
dual space of X is denoted by X∗ and the paring of an element x∗ ∈ X∗ and x ∈ X is
denoted by 〈x∗, x〉, i.e., 〈x∗, x〉 := x∗(x). The closed ball centered at x¯ with radius r > 0
is denoted by B(x¯; r) and the closed unit ball of X is denoted by B. Given a real-valued
function ϕ : X → [0,∞) and an extended-real-valued function f : X → R := (−∞,∞] with
dom f := {x ∈ X | f(x) <∞} 6= ∅, consider the infimal convolution of f and ϕ defined by
(f ⊕ ϕ)(x) := inf{f(w) + ϕ(w − x) | w ∈ X}. (1)
For simplicity, we also assume that (f ⊕ ϕ)(x) > −∞ for all x ∈ X. These are our
standing assumptions throughout the paper. Under the standing assumptions, the infimal
convolution (1) is a real-valued function which forms an important class of nonsmooth
functions containing many well-known functions in the literature. Let us emphasize its
importance by some examples below.
Given a positive constant α, consider the function ϕ(x) := α‖x‖2. Then we obtain the
quadratic infimal convolution
fα(x) := inf{f(w) + α‖w − x‖
2 | w ∈ X}. (2)
The quadratic infimal convolution plays a crucial role in optimization from both theoretical
and numerical aspects. It is often used to approximate a nonsmooth function by a smooth
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one that is convenient for applying smooth optimization schemes; see, e.g., [7, 13, 23] and
the references therein.
The class of infimal convolutions also includes another class of functions called the
minimal time function. Let F be a nonempty closed convex set that contains the origin as
an interior point and let Ω be a nonempty subset of X. The minimal time function to the
target set Ω with the dynamics F is given by
TF (x; Ω) := inf{t ≥ 0 | (x+ tF ) ∩ Ω 6= ∅}. (3)
The minimal time function (3) can be represented as
TF (x; Ω) = inf{ρF (w − x) | w ∈ Ω}
in terms of the Minkowski function given by ρF (x) := inf{t ≥ 0 | x ∈ tF}. From this
formulation we see that TF (x; Ω) = (δΩ ⊕ ρF )(x), where δ(·; Ω) is the indicator function
associated with Ω given by δ(x; Ω) = 0 if x ∈ Ω, and δ(x; Ω) = ∞ otherwise. Note that
when F is the closed unit ball of X, the minimal time function (3) becomes the distance
function to the set Ω:
d(x; Ω) := inf{‖x− w‖ | w ∈ Ω}.
The readers are referred to [4, 5, 8, 9, 12, 14, 15, 17, 19, 21, 22, 25, 26] and the references
therein for the study of the minimal time function as well as its specification to the case of
the distance function.
In this paper we study generalized differentiation properties of the infimal convolu-
tion. These properties unify and provide new insights to several known results on the
quadratic convolution, the minimal time function, and the distance function. We also
provide new characterizations for strict differentiability of functions via generalized differ-
entiation. Based on the results obtained, we are able to give a simple approach to study
strict differentiability of the infimal convolution.
The paper is organized as follows. In Section 2 we provide some important notions
and results of variational analysis used throughout the paper. General properties of the
infinal convolution are considered in Section 3. In Section 4 and Section 5 we examine
generalized differentiation properties of the infimal convolution. The main attention is paid
to two kinds of generalized differentiation concepts called the Fre´chet subdifferential and the
litmiting/Mordukhovich subdifferential. Section 6 is devoted to providing characterizations
for strict differentiability of functions and applying them to study strict differentiability of
the infimal convolution.
2 Preliminaries
In this section we present basic notions and results of variational analysis in infinite dimen-
sions used throughout the paper. The readers are referred to the books [3, 6, 7, 18] for more
details.
For a set-valued mapping F : X ⇒ X∗, the sequential Painleve´-Kuratowski upper limit
of F as x tends to x¯ with respect to the norm topology of X and the weak∗ topology of X∗
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is defined by
Lim sup
x→x¯
F (x) :=
{
x∗ ∈ X∗
∣∣ ∃ xk → x¯, x∗k w∗−−→ x∗,
x∗k ∈ F (xk) for k = 1, 2, . . .
}
.
Here x∗k
w∗
−−→ x∗ means that the sequence {x∗k} ⊂ X
∗ converges weakly∗ to x∗ ∈ X∗.
Given a subset Ω ⊂ X, the notation x
Ω
−→ u means that x → u and x ∈ Ω. For any
x ∈ Ω and ε ≥ 0, the set of ε-normals to Ω at x is defined by
N̂ε(x; Ω) :=
{
x∗ ∈ X∗
∣∣ lim sup
u
Ω
−→x
〈x∗, u− x〉
‖u− x‖
≤ ε
}
.
In the case where ε = 0, the set N̂(x; Ω) := N̂0(x; Ω) is called the Fre´chet normal cone to
Ω at x. If x 6∈ Ω, we put N̂ε(x; Ω) := ∅ for all ε ≥ 0.
Given x¯ ∈ Ω, the Mordukhovich normal cone or the limiting normal cone to Ω at x¯ is
defined by
N(x¯; Ω) := Lim sup
x→x¯,ε↓0
N̂ε(x; Ω).
We also put N(x¯; Ω) = ∅ if x¯ 6∈ Ω.
Obviously, N̂(x; Ω) ⊂ N(x; Ω) for all x ∈ Ω. If N̂(x¯; Ω) = N(x¯; Ω) for x¯ ∈ Ω, then
one says that Ω is normally regular at x¯. In the case where Ω is a convex set, one has the
following simple representation:
N̂ε(x¯; Ω) =
{
x∗ ∈ X∗ | 〈x∗, x− x¯〉 ≤ ε‖x− x¯‖ for all x ∈ Ω
}
for all ε ≥ 0 and x¯ ∈ Ω. Moreover, both N̂(x¯; Ω) and N(x¯; Ω) coincide with the convex cone
to Ω at x¯ in the sense of convex analysis, that is,
N̂(x¯; Ω) = N(x¯; Ω) = {x∗ ∈ X∗ | 〈x∗, x− x¯〉 ≤ 0 for all x ∈ Ω}.
Consider an extended-real-valued function f : X → R. In the sequel, the notation
x
f
−→ x¯ means that x → x¯ and f(x) → f(x¯). Given ε ≥ 0, the ε−Fre´chet subdifferential of
f at x¯ ∈ dom f is the set
∂̂εf(x¯) :=
{
x∗ ∈ X∗
∣∣ lim inf
x→x¯
f(x)− f(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖
≥ −ε
}
.
The set ∂̂0f(x¯) (ε = 0) is called the Fre´chet subdifferential of f at x¯ and is denoted simply
by ∂̂f(x¯).
The limiting/Mordukhovich subdifferential of f at x¯ is defined by
∂f(x¯) := Lim sup
x
f
−→x¯,ε↓0
∂̂εf(x).
It follows from the definition that for any x¯ ∈ Ω we have
∂̂δ(x¯; Ω) = N̂(x¯; Ω) and ∂δ(x¯; Ω) = N(x¯; Ω).
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The inclusion ∂̂f(x¯) ⊂ ∂f(x¯) is valid for all x¯ ∈ dom f. If ∂̂f(x¯) = ∂f(x¯) for x¯ ∈ dom f ,
one says that f is lower regular at x¯. If f is convex, then
∂̂f(x¯) = ∂f(x¯) = {x∗ ∈ X∗ | 〈x∗, x− x¯〉 ≤ f(x)− f(x¯) for all x ∈ X},
i.e., the Fre´chet subdifferential and the Mordukhovich subdifferential of f at x¯ coincide with
the subdifferential of f at x¯ in the sense of convex analysis. In particular, f is lower regular
at x¯.
Recall that f is Fre´chet strictly differentiable at x¯ if there exists v∗ ∈ X∗ such that
lim
x,y→x¯
f(x)− f(y)− 〈v∗, x− y〉
‖x− y‖
= 0.
The element v∗ is called the Fre´chet strict derivative of f at x¯ and is denoted by ∇f(x¯). If
f is Fre´chet strictly differentiable at x¯, then
∂f(x¯) = ∂̂f(x¯) = {∇f(x¯)}.
For an extended-real-valued function f : X → R, we say that f is Lipschitz continuous
on a set D ⊂ dom f with Lipschitz constant ℓ ≥ 0 if
|f(x)− f(w)| ≤ ℓ‖x− w‖ for all x,w ∈ D.
We also say that f is locally Lipschitz continuous at x¯ ∈ dom f with constant ℓ ≥ 0 is there
exists δ > 0 such that
|f(x)− f(w)| ≤ ℓ‖x− w‖ for all x,w ∈ B(x¯; δ).
Throughout the paper we also use other standard notations and results of variational
analysis which can be found in [3, 6, 18].
3 General Properties of Infimal Convolutions
In this section we study some general properties of the infimal convolution (1). These
properties will be used in the next sections.
Recall that a function g : X → (−∞,∞] is level bounded if for every α ∈ R the set
Lα := {x ∈ X | g(x) ≤ α}
is a bounded set in X. We also say that g is weakly (sequentially) lower semicontinuous on
X if for any x¯ ∈ X and for any sequence {xk} that converges weakly to x¯ one has
lim inf
k→∞
g(xk) ≥ g(x¯).
If the weak convergence of {xk} is replaced by the strong convergence in the definition
above, we say that g is lower semicontinuous on X.
Proposition 3.1 Let X be a reflexive Banach space. If both f and ϕ are weakly lower
semicontinuous on X and f is level bounded, then f ⊕ϕ is weakly lower semicontinuous on
X. In particular, it is lower semicontinuous on X.
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Proof. Fix any x¯ ∈ X and any sequence {xk} that converges weakly to x¯. We will show
that
lim inf
k→∞
(f ⊕ ϕ)(xk) ≥ (f ⊕ ϕ)(x¯).
Under the assumptions made, we can assume without loss of generality that γ := lim infk→∞(f⊕
ϕ)(xk) ∈ R and the sequence {(f⊕ϕ)(xk)} converges to γ. For every k ∈ N, choose wk ∈ X
such that
f(wk) + ϕ(wk − xk) < (f ⊕ ϕ)(xk) + 1/k.
Since ϕ has nonnegative values and f is level bounded, we see that {wk} is bounded in X,
so it has a subsequence (without relabeling) that converges weakly to w¯ ∈ X. By the weak
lower semicontinuity of f and ϕ,
f(w¯) + ϕ(w¯ − x¯) ≤ lim inf
k→∞
[f(wk) + ϕ(wk − xk)] ≤ lim inf
k→∞
[(f ⊕ ϕ)(xk) + 1/k] = γ.
This implies (f ⊕ ϕ)(x¯) ≤ γ, which completes the proof. 
Recall that a function g : X → (−∞,∞] is called subadditive if
g(x+ y) ≤ g(x) + g(y) for all x, y ∈ X.
Given a nonempty set D ⊂ X, the function g is called locally calm at a point x¯ ∈ D∩dom g
relative to D if there exist constants ℓ ≥ 0 and δ > 0 such that
|g(x)− g(x¯)| ≤ ℓ‖x− x¯‖ for all x ∈ B(x¯; δ) ∩D.
If the inequality above holds for all x ∈ D instead of all x ∈ B(x¯; δ) ∩D, we say that g is
calm at x¯ relative to D. We say that g is locally calm (or calm) at x¯ ∈ dom g if it is locally
calm (or calm) at x¯ relative to X.
Let ϕ : X → (−∞,∞] be an extended-real-valued function. We say that ϕ is coercive
with constant m > 0 on X if
m‖x‖ ≤ ϕ(x) for all x ∈ X.
Proposition 3.2 Let ϕ be subadditive. Then
(f ⊕ ϕ)(x) − (f ⊕ ϕ)(y) ≤ ϕ(y − x)
for all x, y ∈ X. Consequently, if ϕ is locally calm at 0 with constant ℓ and ϕ(0) = 0, then
f ⊕ϕ is locally Lipschitz continuous around any point x¯ ∈ X with Lipschitz constant ℓ, i.e.,
there exists δ > 0 such that
|(f ⊕ ϕ)(x) − (f ⊕ ϕ)(y)| ≤ ℓ‖x− y‖ for all x, y ∈ B(x¯; δ).
Moreover, if ϕ is calm at 0 with constant ℓ and ϕ(0) = 0, then f ⊕ ϕ is globally Lipschitz
continuous on X with constant ℓ.
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Proof. Fix any x, y ∈ X. Then
f(w) + ϕ(w − x) = f(w) + ϕ(w − y + y − x) ≤ f(w) + ϕ(w − y) + ϕ(y − x) for all w ∈ X.
This implies
(f ⊕ ϕ)(x) ≤ f(w) + ϕ(w − y) + ϕ(y − x) for all w ∈ X.
Taking the infimum with respect to w on the right side yields
(f ⊕ ϕ)(x) ≤ (f ⊕ ϕ)(y) + ϕ(y − x).
It follows that (f ⊕ ϕ)(x)− (f ⊕ ϕ)(y) ≤ ϕ(y − x).
Now suppose that ϕ is locally calm at 0 with constant ℓ and ϕ(0) = 0. Then there exists
δ > 0 such that
ϕ(x) ≤ ℓ‖x‖ for all x ∈ B(0; δ).
For any x, y ∈ B(x¯; δ/2), one has y − x ∈ B(0; δ), and hence
(f ⊕ ϕ)(x)− (f ⊕ ϕ)(y) ≤ ϕ(y − x) ≤ ℓ‖x− y‖.
This implies the locally Lipschitz continuity of f⊕ϕ around x¯. The rest of the proof follows
easily. 
Let us now study the Lipschitz continuity of f ⊕ ϕ without assuming the subadditivity
of the function ϕ.
Proposition 3.3 Suppose that f is bounded below on X, and ϕ is Lipschitz continuous and
bounded above on every bounded subset of X. Then f ⊕ ϕ is Lipschitz continuous on every
bounded subset of X under one of the following conditions:
(i) f is level bounded.
(ii) ϕ is level bounded.
Proof. Fix a bounded set K and x, y ∈ K. Given any x¯ ∈ dom f, one has
(f ⊕ ϕ)(x) ≤ f(x¯) + ϕ(x¯− x) ≤ f(x¯) + sup{ϕ(u) | u ∈ x¯−K} <∞.
Define the set
Ω := {w ∈ X | ∃x ∈ K with f(w) + ϕ(w − x) < sup
x∈K
(f ⊕ ϕ)(x) + 1}.
It is not hard to see that Ω is nonempty and bounded under (i) or (ii). For any ε > 0
sufficiently small, choose w ∈ X such that
f(w) + ϕ(w − x) < (f ⊕ ϕ)(x) + ε.
Then w ∈ Ω and
(f ⊕ ϕ)(y)− (f ⊕ ϕ)(x) ≤ f(w) + ϕ(w − y)− f(w)− ϕ(w − x) + ε
= ϕ(w − y)− ϕ(w − x) + ε ≤ ℓ‖x− y‖+ ε,
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where ℓ is a Lipschitz constant of ϕ on the bounded set Ω−K. Then we can see easily that
|(f ⊕ ϕ)(y)− (f ⊕ ϕ)(x)| ≤ ℓ‖x− y‖ for all x, y ∈ K.
The proof is now complete. 
For any x ∈ X, define the projection at x by
Pϕf (x) := {w ∈ X | f(w) + ϕ(w − x) = (f ⊕ ϕ)(x)}.
For simplicity, we write P(x) instead of Pϕf (x) if no confusion occurs.
We say that f ⊕ ϕ is well-posed at x¯ if P(x¯) is a singleton denoted by w¯ and for every
sequence {wk} with
f(wk) + ϕ(wk − x¯)→ (f ⊕ ϕ)(x¯),
we have that {wk} converges to w¯.
Following [22, 26], define the following set:
S0 := {x ∈ X | (f ⊕ ϕ)(x) = f(x)}.
The following proposition provides a sufficient condition ensuring the well-posedness of
f ⊕ ϕ.
Proposition 3.4 Let x¯ ∈ S0. Assume that f is calm at x¯ relative to dom f with constant
ℓ, ϕ is coercive with constant m > ℓ, and ϕ(0) = 0. Then f ⊕ ϕ is well-posed at x¯.
Proof. Since x¯ ∈ S0, one has x¯ ∈ P(x¯). Let {wk} ⊂ X be a minimizing sequence of of
f ⊕ ϕ at x¯, i.e.,
lim
k→∞
[f(wk) + ϕ(wk − x)] = (f ⊕ ϕ)(x¯) = f(x¯).
Thus, for each ε > 0 there exists a positive integer N such that if k > N, then
f(wk) + ϕ(wk − x¯) ≤ f(x¯) + ε ⇔ ϕ(wk − x¯) ≤ f(x¯)− f(wk) + ε.
It follows that wk ∈ dom f for such k, and hence
m‖wk − x¯‖ ≤ ϕ(wk − x¯) ≤ f(x¯)− f(wk) + ε ≤ ℓ‖wk − x¯‖+ ε,
which implies
‖wk − x¯‖ ≤
ε
m− ℓ
.
Consequently, we arrive at
lim
k→∞
‖wk − x¯‖ = 0.
This completes the proof of the proposition. 
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4 Fre´chet Subdifferentials of Infimal Convolutions
In this section we develop Fre´chet subdifferential formulas for infimal convolutions as a
continuation of [22].
Proposition 4.1 Suppose that ϕ(0) = 0, ϕ is coercive on X with constant m > 0 and f is
Lipschitz continuous on D := dom f with constant ℓ where 0 ≤ ℓ < m. Then
S0 = {x ∈ X | P(x) = {x}}. (4)
Proof. Suppose that x ∈ S0. Then (f ⊕ ϕ)(x) = f(x) = f(x) + ϕ(x − x). It follows from
the definition that x ∈ P(x). Now fix any w ∈ P(x). Then
(f ⊕ ϕ)(x) = f(w) + ϕ(w − x) = f(x),
which implies m‖x − w‖ ≤ ϕ(w − x) = f(x) − f(w) ≤ ℓ‖x − w‖, so (m − ℓ)‖x − w‖ = 0,
which implies x = w. The converse also follows easily from the definition. 
Example 4.2 Let F be a closed bounded convex set that contains 0 as an interior point
and let Ω be a nonempty set. As mentioned in earlier, the minimal time function (3) has
the following representation:
TF (x; Ω) = inf{ρF (w − x) | w ∈ Ω} = (f ⊕ ϕ)(x),
where f(x) = δ(x; Ω) and ϕ(x) = ρF (x). Then ρF (0) = 0 and ρF (·) is coercive with constant
m := ‖F‖−1, where
‖F‖ := sup{‖f‖ | f ∈ F}.
Moreover, f is Lipschitz continuous on D := dom f with constant ℓ = 0. It is not hard to
see that S0 = Ω.
Let us present below a result on Fre´chet-type subdifferential for the infimal convolution
(1) obtained in [22].
Theorem 4.3 Suppose that ϕ(0) = 0 and consider the set S0 given by (4) with x¯ ∈ S0.
(i) Given ε ≥ 0, one has
∂̂ε(f ⊕ ϕ)(x¯) ⊂ ∂̂εf(x¯) ∩
[
− ∂̂εϕ(0)
]
.
(ii) Suppose that and ϕ is coercive on X with constant m > 0 and f is calm at x¯ relative to
D := dom f with constant ℓ where 0 ≤ ℓ < m. Given ε ≥ 0 and x∗ ∈ ∂̂εf(x¯) ∩
[
− ∂̂εϕ(0)
]
,
one has
x∗ ∈ ∂̂αε(f ⊕ ϕ)(x¯),where α := 2(‖x
∗‖+m)(m− ℓ)−1 + 1.
Moreover,
∂̂(f ⊕ ϕ)(x¯) = ∂̂f(x¯) ∩
[
− ∂̂ϕ(0)
]
.
Now we consider the case where the reference point is not necessarily in the set S0.
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Proposition 4.4 Given x¯ ∈ X, suppose that P(x¯) is nonempty. Then
∂̂ε(f ⊕ ϕ)(x¯) ⊂
⋂
w∈P(x¯)
(
∂̂εf(w) ∩ [−∂̂εϕ(w − x¯)]
)
.
Proof. Fix any x∗ ∈ ∂̂ε(f ⊕ ϕ)(x¯) and w ∈ P(x¯). Then for any η > 0 there exists δ > 0
such that
〈x∗, x− x¯〉 ≤ (f ⊕ ϕ)(x)− (f ⊕ ϕ)(x¯) + (ε+ η)‖x − x¯‖ whenever ‖x− x¯‖ < δ. (5)
Fix any z ∈ X with ‖z − w‖ < δ. Then ‖z − w + x¯− x¯‖ < δ, and hence we can apply (5)
with x replaced by z − w + x¯ to obtain
〈x∗, z − w〉 ≤ (f ⊕ ϕ)(z − w + x¯)− f(w)− ϕ(w − x¯) + (ε+ η)‖z − w‖
≤ f(z) + ϕ(w − x¯)− f(w)− ϕ(w − x¯) + (ε+ η)‖z − w‖
= f(z)− f(w) + (ε+ η)‖z − w‖.
It follows that x∗ ∈ ∂̂εf(w).
Moreover, from (5), one has
〈x∗, x− x¯〉 ≤ (f ⊕ ϕ)(x) − (f ⊕ ϕ)(x¯) + (ε+ η)‖x− x¯‖
= (f ⊕ ϕ)(x) − f(w)− ϕ(w − x¯) + (ε+ η)‖x− x¯‖
≤ f(w) + ϕ(w − x)− f(w)− ϕ(w − x¯) + (ε+ η)‖x − x¯‖
= ϕ(w − x)− ϕ(w − x¯) + (ε+ η)‖x− x¯‖ whenever ‖x− x¯‖ < δ.
It follows that −x∗ ∈ ∂̂εϕ(w − x¯). The proof is now complete. 
Let us now consider the case where ϕ is subadditive and positively homogeneous.
Proposition 4.5 Suppose that ϕ is subadditive and positively homogeneous. Let x¯ ∈ X
and w¯ ∈ P(x¯). Then, for each t ∈ (0, 1], we have w¯ ∈ P(tw¯ + (1− t)x¯). Consequently,
(f ⊕ ϕ)(tw¯ + (1− t)x¯) = (1− t)(f ⊕ ϕ)(x¯) + tf(w¯) for each t ∈ (0, 1].
Proof. Let t ∈ (0, 1] and set xt := tw¯ + (1 − t)x¯. Since ϕ is subadditive and positively
homogeneous, for every w ∈ X, we have
f(w¯) + ϕ(w¯ − xt) = f(w¯) + ϕ[(1 − t)(w¯ − x¯)]
= f(w¯) + (1− t)ϕ(w¯ − x¯)
= f(w¯) + ϕ(w¯ − x¯)− tϕ(w¯ − x¯)
= (f ⊕ ϕ)(x¯)− tϕ(w¯ − x¯)
≤ f(w) + ϕ(w − x¯)− tϕ(w¯ − x¯)
= f(w) + ϕ(w − x¯)− ϕ(xt − x¯)
≤ f(w) + ϕ(w − xt).
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It means that w¯ ∈ P(xt). Consequently,
(f ⊕ ϕ)(xt) = f(w¯) + ϕ(w¯ − xt) = f(w¯) + ϕ[(1 − t)(w¯ − x¯)]
= (1− t)f(w¯) + (1− t)ϕ(w¯ − x¯) + tf(w¯)
= (1− t)(f ⊕ ϕ)(x¯) + tf(w¯).
The proof is now complete. 
Theorem 4.6 Suppose that ϕ is subadditive and positively homogeneous. Let x¯ ∈ X satisfy
P(x¯) 6= ∅. Then we have
∂̂ε(f ⊕ ϕ)(x¯) ⊂
⋂
w∈P(x¯)
⋂
t∈(0,1]
(
[∂̂ε(f ⊕ ϕ)(tw + (1− t)x¯)] ∩ [−∂̂εϕ(w − x¯)]
)
.
Proof. Let w ∈ P(x¯) and let t ∈ (0, 1]. We will show that
∂̂ε(f ⊕ ϕ)(x¯) ⊂ ∂̂ε(f ⊕ ϕ)(tw + (1− t)x¯).
Fix any x∗ ∈ ∂̂ε(f ⊕ ϕ)(x¯) and let η > 0. Then there exists δ > 0 such that
〈x∗, x− x¯〉 ≤ (f ⊕ ϕ)(x) − (f ⊕ ϕ)(x¯) + (ε+ η)‖x− x¯‖ for all x ∈ B(x¯, δ). (6)
Let xt := tw + (1− t)x¯. For any u ∈ B(xt, δ), we have u− xt = u− t(w − x¯)− x¯ ∈ δB, and
so u− t(w − x¯) ∈ B(x¯, δ). Applying (6) with x := u− t(w − x¯) yields
〈x∗, u− xt〉 ≤ (f ⊕ ϕ)(u − t(w − x¯))− (f ⊕ ϕ)(x¯) + (ε+ η)‖u − xt‖.
Since ϕ is subadditive and positively homogeneous, Proposition 3.2 implies that
(f ⊕ ϕ)(u − t(w − x¯)) ≤ (f ⊕ ϕ)(u) + tϕ(w − x¯).
It follows that
〈x∗, u− xt〉 ≤ (f ⊕ ϕ)(u) + tϕ(w − x¯)− (f ⊕ ϕ)(x¯) + (ε+ η)‖u − xt‖. (7)
By Proposition 4.5,
(f ⊕ ϕ)(xt) = (1− t)(f ⊕ ϕ)(x¯) + tf(w)
= (f ⊕ ϕ)(x¯)− t[(f ⊕ ϕ)(x¯)− f(w)]
= (f ⊕ ϕ)(x¯)− tϕ(w − x¯).
Substituting into (7) yields
〈x∗, u− xt〉 ≤ (f ⊕ ϕ)(u) − (f ⊕ ϕ)(xt) + (ε+ η)‖u− xt‖.
This implies x∗ ∈ ∂̂ε(f ⊕ ϕ)(xt).
It follows from Proposition 4.4 that −x∗ ∈ ∂̂εϕ(w−x¯) and we have justified the theorem.

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5 Limiting Subdifferentials of Infimal Convolutions
Given x¯ ∈ X and η > 0, define
P(x¯; η) := {w ∈ X | f(w) + ϕ(w − x) < (f ⊕ ϕ)(x¯) + η}.
Note that this set is always nonempty.
Lemma 5.1 Suppose that ϕ(0) = 0, ϕ is coercive on X with constant m > 0, and f is
Lipschitz continuous on D := dom f with constant ℓ, where 0 ≤ ℓ < m. Then dom f ⊂ S0.
In particular,
P(x¯; η) ⊂ S0.
Proof. Fix any x ∈ dom f . If, by contradiction, x /∈ S0, then
(f ⊕ ϕ)(x) < f(x).
Then there exists w ∈ X such that f(w) + ϕ(w − x) < f(x), and hence ϕ(w − x) <
f(x)− f(w) ≤ ℓ‖x− w‖. It follows that
m‖w − x‖ < ℓ‖w − x‖,
So (m− ℓ)‖w − x‖ < 0. This is a contradiction. 
We recall the well-known Ekeland variational principle; see, e.g., [10].
Proposition 5.2 (Ekeland’s variational principle) Let (E, d) be a complete metric space
and let φ : E → R be a proper lower semicontinuous function that is bounded below. Let
η˜ > 0 and w˜ ∈ E such that
φ(w˜) ≤ inf
w∈E
φ(w) + η˜. (8)
Then for any λ > 0 there exists w¯ ∈ E satisfying
φ(w¯) ≤ φ(w˜), d(w¯, w˜) ≤ λ
and
φ(w¯) ≤ φ(w) +
η˜
λ
d(w, w¯) for all w ∈ E.
Lemma 5.3 Suppose that ϕ is lower semicontinuous. Let ε > 0, η > 0, x¯ ∈ X, and x∗ ∈
∂̂ε(f ⊕ ϕ)(x¯). Then there exist w˜ ∈ P(x¯, η
2) and w¯ ∈ X such that
‖w¯ − w˜‖ < η and x∗ ∈ −∂̂ε+ηϕ(w¯ − x¯).
Proof. Fix any x∗ ∈ ∂̂ε(f ⊕ϕ)(x¯). It follows from the definition of ∂̂ε(f ⊕ϕ)(x¯) that there
exists 0 < δ < η2 such that
〈x∗, x− x¯〉 ≤ (f ⊕ ϕ)(x) − (f ⊕ ϕ)(x¯) + (ε+
η
2
)‖x− x¯‖ for all x ∈ B(x¯, δ).
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Let 0 < η˜ < δ2 . Fix w˜ ∈ X such that
f(w˜) + ϕ(w˜ − x¯) < (f ⊕ ϕ)(x¯) + η˜2 < (f ⊕ ϕ)(x¯) + η2.
For any w ∈ B(w˜, δ), one has w˜ − w + x¯ ∈ B(x¯, δ). Therefore,
〈x∗, w˜ −w〉 ≤ (f ⊕ ϕ)(w˜ − w + x¯)− (f ⊕ ϕ)(x¯) + (ε+
η
2
)‖w˜ − w‖
≤ (f ⊕ ϕ)(w˜ − w + x¯)− f(w˜)− ϕ(w˜ − x¯) + η˜2 + (ε+
η
2
)‖w˜ − w‖
≤ f(w˜) + ϕ(w − x¯)− f(w˜)− ϕ(w˜ − x¯) + η˜2 + (ε+
η
2
)‖w˜ − w‖
= ϕ(w − x¯)− ϕ(w˜ − x¯) + η˜2 + (ε+
η
2
)‖w˜ − w‖.
Define φ(w) := −〈x∗, w˜−w〉+ϕ(w− x¯)−ϕ(w˜− x¯)+ η˜2+(ε+ η2 )‖w˜−w‖, where w ∈ B(w˜, δ).
It is easy to show that φ is lower semicontinuous, φ(w˜) = η˜2, and φ(w) ≥ 0 for all
w ∈ B(w˜, δ). By the Ekeland variational principle applied to φ on B(w˜, δ), there exists
w¯ ∈ B(w˜, δ) such that
‖w˜ − w¯‖ < η˜ < η (9)
and
φ(w¯) ≤ φ(w) + η˜‖w − w¯‖ for all w ∈ B(w˜, δ). (10)
By (10), we have
−〈x∗, w − w¯〉 ≤ ϕ(w − x¯)− ϕ(w¯ − x¯) + (ε+
η
2
)‖w − w¯‖+ η˜‖w − w¯‖
≤ ϕ(w − x¯)− ϕ(w¯ − x¯) + (ε+ η)‖w − w¯‖ for all w ∈ B(w˜, δ).
(11)
Since 0 < η˜ < δ2 and using (9), for any w ∈ B(w¯, η˜) one has
‖w − w˜‖ ≤ ‖w − w¯‖+ ‖w˜ − w¯‖ ≤ η˜ + η˜ < δ.
It follows that B(w¯, η˜) ⊂ B(w˜, δ). Thus, (11) holds for all w ∈ B(w¯, η˜) and so x∗ ∈
−∂̂ε+ηϕ(w¯ − x¯). 
Lemma 5.4 Suppose that f is lower semicontinuous. Let ε > 0, η > 0, x¯ ∈ X, and
x∗ ∈ ∂̂ε(f ⊕ ϕ)(x¯). Then there exist w˜, w¯ ∈ dom f such that
‖w¯ − w˜‖ ≤ η, x∗ ∈ ∂̂ε+ηf(w¯).
If we assume further that ϕ is subadditive, then
f(w˜) + ϕ(w¯ − x¯) ≤ (f ⊕ ϕ)(x¯) + ϕ(w¯ − w˜) + η. (12)
Proof. Since x∗ ∈ ∂̂ε(f ⊕ ϕ)(x¯), given any η > 0, there exists δ > 0 such that
〈x∗, x− x¯〉 ≤ (f ⊕ ϕ)(x) − (f ⊕ ϕ)(x¯) +
(
ε+
η
2
)
‖x− x¯‖ for all x ∈ B(x¯, δ). (13)
Set η˜ := min{η2 ,
δ
2 , 1} and choose w˜ ∈ X such that
f(w˜) + ϕ(w˜ − x¯) ≤ (f ⊕ ϕ)(x¯) + η˜2. (14)
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This implies w˜ ∈ P(x¯, η) ⊂ dom f. Now we consider the metric space B(w˜, δ) and the
function φ : B(w˜, δ)→ R defined by
φ(w) := −〈x∗, w − w˜〉+ f(w)− f(w˜) + η˜2 +
(
ε+
η
2
)
‖w − w˜‖.
Obviously, B(w˜, δ) is a complete metric space and φ is a lower semicontinuous function.
Observe that φ(w˜) = η˜2. Fix any w ∈ B(w˜, δ). Then w − w˜ + x¯ ∈ B(x¯, δ). It follows from
(13) and (14) that
〈x∗, w − w˜〉 ≤ (f ⊕ ϕ)(w − w˜ + x¯)− (f ⊕ ϕ)(x¯) +
(
ε+
η
2
)
‖w − w˜‖
≤ (f ⊕ ϕ)(w − w˜ + x¯)− f(w˜)− ϕ(w˜ − x¯) + η˜2 +
(
ε+
η
2
)
‖w − w˜‖
≤ f(w) + ϕ(w˜ − x¯)− f(w˜)− ϕ(w˜ − x¯) + η˜2 +
(
ε+
η
2
)
‖w − w˜‖
= f(w)− f(w˜) + η˜2 +
(
ε+
η
2
)
‖w − w˜‖.
Hence φ(w) ≥ 0 on B(w˜, δ). Similar to the proof of Lemma 5.3, we can apply the Ekeland
variational principle and find w¯ ∈ B(w˜, δ) such that
‖w˜ − w¯‖ ≤ η˜ ≤ η
and
φ(w¯) ≤ φ(w) + η˜‖w − w¯‖ for all w ∈ B(w˜, δ). (15)
By the construction of φ(w), (15) implies that w¯ ∈ domf and
〈x∗, w − w¯〉 ≤ f(w)− f(w¯) + (ε+ η)‖w − w¯‖ for all w ∈ B(w˜, δ). (16)
Since
‖w − w˜‖ ≤ ‖w − w¯‖+ ‖w¯ − w˜‖ ≤ 2η˜ ≤ δ for all w ∈ B(w¯, η˜),
one has B(w¯, η˜) ⊂ B(w˜, δ). This, together with (15), implies that (16) holds for all w ∈
B(w¯, η˜) and so x∗ ∈ ∂̂ε+ηf(w¯).
If ϕ is subadditive, it follows from (14) that
f(w˜) + ϕ(w¯ − x¯) ≤ f(w˜) + ϕ(w¯ − w˜) + ϕ(w˜ − x¯)
≤ (f ⊕ ϕ)(x¯) + η˜2 + ϕ(w¯ − w˜)
≤ (f ⊕ ϕ)(x¯) + ϕ(w¯ − w˜) + η.
Hence (12) holds and the proof is complete. 
Theorem 5.5 Let x¯ ∈ S0. Suppose that ϕ is coercive on X with constant m > 0 and f is
a lower semicontinuous function on X which is Lipschitz continuous on D := dom f with
constant ℓ where 0 ≤ ℓ < m. Suppose further that ϕ is subadditive and continuous at 0 with
ϕ(0) = 0. Then we have
∂(f ⊕ ϕ)(x¯) ⊂ ∂f(x¯)
⋂
[−∂ϕ(0)]. (17)
13
Moreover,
∂(f ⊕ ϕ)(x¯) = ∂f(x¯)
⋂
[−∂ϕ(0)] (18)
if we assume additionally that ϕ positively homogeneous and one of the following conditions
holds:
(i) X is finite dimensional.
(ii) f is lower regular at x¯.
Proof. Let x∗ ∈ ∂(f ⊕ϕ)(x¯). Then there exist sequences εk ↓ 0, {xk} ⊂ X, {x
∗
k} ⊂ X
∗ such
that xk
f⊕ϕ
−−−→ x¯, x∗k
w∗
−−→ x∗ and x∗k ∈ ∂̂εk(f ⊕ϕ)(xk). We will first show that x
∗ ∈ ∂f(x¯). By
Lemma 5.4, there exist w¯k, w˜k ∈ dom f such that
‖w¯k − w˜k‖ ≤
1
k
, x∗k ∈ ∂̂εk+ 1k
f(w¯k),
and
f(w˜k) + ϕ(w¯k − xk) ≤ (f ⊕ ϕ)(xk) + ϕ(w¯k − w˜k) + 1/k.
This implies
m‖xk − w¯k‖ ≤ (f ⊕ ϕ)(xk)− f(w˜k) + ϕ(w¯k − w˜k) + 1/k.
It follows that
m lim sup ‖xk − w¯k‖ ≤ lim sup[(f ⊕ ϕ)(xk)− f(w˜k) + ϕ(w¯k − w˜k) + 1/k]
≤ lim sup[(f ⊕ ϕ)(xk)− f(w˜k)]
≤ lim sup[f(x¯)− f(w˜k)]
≤ ℓ lim sup ‖x¯− w˜k‖ ≤ ℓ lim sup(‖x¯− xk‖+ ‖xk − w¯k‖+ ‖w¯k − w˜k‖)
≤ ℓ lim sup ‖xk − w¯k‖.
Thus, lim sup ‖xk − w¯k‖ = 0, and hence w¯k → x¯ as k → ∞. Since both w¯k and x¯ are in
dom f ,
|f(w¯k)− f(x¯)‖ ≤ ℓ‖w¯k − x¯‖ → 0.
Therefore, x∗ ∈ ∂f(x¯).
Let us now show that x∗ ∈ −∂ϕ(0). By Lemma 5.3, there exist w˜k ∈ X, w¯k ∈ X such
that
f(w˜k) + ϕ(w˜k − xk) < (f ⊕ ϕ)(xk) + 1/k
2, ‖w˜k − w¯k‖ <
1
k
, x∗k ∈ ∂̂ε+ 1
k
ϕ(w¯k − xk).
Similar to the proof above, we can show that w˜k → x¯, and hence w¯k → x¯. Then
ϕ(w¯k − xk) → ϕ(0) by the continuity of ϕ at 0, and hence x
∗ ∈ −∂ϕ(0). T herefore,
x∗ ∈ ∂f(x¯) ∩ [−∂ϕ(0)] and (17) has been proved.
To prove (18), it suffices to show that
∂f(x¯)
⋂
[−∂ϕ(0)] ⊂ ∂(f ⊕ ϕ)(x¯).
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Let x∗ ∈ ∂f(x¯)
⋂
[−∂ϕ(0)]. Then there exist εk ∈ [0, 1], xk ∈ X, and x
∗
k ∈ X
∗ such that
εk ↓ 0, xk
f
−→ x¯, x∗k
w∗
−−→ x∗ and x∗k ∈ ∂̂εkf(xk).
Since xk
f
−→ x¯, for any ε > 0 there exists k1 > 0 such that |f(xk)− f(x¯)| ≤ ε for all k > k1.
By Lemma 5.1, xk ∈ dom f ⊂ S0 for such k and hence xk
f⊕ϕ
−−−→ x¯.
Using property (i), set σk := ‖x
∗
k − x
∗‖. Since X is finite dimensional and ϕ is convex,
〈−x∗k, x〉 = 〈−x
∗, x〉+ 〈−x∗k + x
∗, x〉
≤ ϕ(x) + 〈−x∗k + x
∗, x〉 ≤ ϕ(x) + σk‖x‖ for all x ∈ X.
This implies −x∗k ∈ ∂̂σkϕ(0). Set δk := max{εk, σk}. Then x
∗
k ∈ ∂̂δkf(xk)
⋂
[−∂̂δkϕ(0)], and
δk ↓ 0. Since xk ∈ S0, it follows from Theorem 4.3 that x
∗
k ∈ ∂̂αkδk(f ⊕ ϕ)(xk), where
αk := 2(‖x
∗
k‖+m)(m− ℓ)
−1 + 1. (19)
Taking into account that {x∗k} is bounded, (19) shows that ηk := αkδk ↓ 0. So
ηk ↓ 0, xk
f⊕ϕ
−−−→ x¯, x∗k
w∗
−−→ x∗ with x∗k ∈ ∂̂ηk(f ⊕ ϕ)(xk).
It follows that x∗ ∈ ∂(f ⊕ ϕ)(x¯), and (18) has been proved.
Now we assume that (ii) holds. Since f is lower regular and ϕ is convex,
∂f(x¯)
⋂
[−∂ϕ(0)] = ∂̂f(x¯)
⋂
[−∂̂ϕ(0)].
It is followed from Theorem 4.3 that
x∗ ∈ ∂f(x¯)
⋂
[−∂ϕ(0)] = ∂̂f(x¯)
⋂
[−∂̂ϕ(0)] = ∂̂(f ⊕ ϕ)(x¯) ⊂ ∂(f ⊕ ϕ)(x¯).
The proof is complete. 
Let us now focus on the case where the reference point is not necessarily in the set S0.
Definition 5.6 The mapping P is said to be inner semicompact at x¯ if P(x¯) 6= ∅ and for
every sequence {xk} ⊂ X converging to x¯, there is a sequence {wk} with each wk ∈ P(xk)
that contains a subsequence converging to w¯ ∈ P(x¯).
Proposition 5.7 Suppose that ϕ is continuous at w− x¯ for every w ∈ P(x¯) and P is inner
semicompact at x¯. Then
∂(f ⊕ ϕ)(x¯) ⊂
⋃
w¯∈P(x¯)
(∂f(w¯) ∩ [−∂ϕ(w¯ − x¯)]) .
Proof. Fix any x∗ ∈ ∂(f ⊕ ϕ)(x¯). Then there exist sequences xk
f⊕ϕ
−−−→ x¯, εk ↓ 0, x
∗
k
w∗
−−→ x∗
with x∗k ∈ ∂̂εk(f⊕ϕ)(xk). Then there exists a sequence {wk} with wk ∈ P(xk) that contains
a subsequence (without relabeling) converging to w¯ ∈ P(x¯). By Proposition 4.4,
x∗k ∈ ∂̂εkf(wk) ∩ [−∂̂εkϕ(wk − xk)].
Since
f(wk) + ϕ(wk − xk) = (f ⊕ ϕ)(xk)→ (f ⊕ ϕ)(x¯) = f(w¯) + ϕ(w¯ − x¯)
and ϕ is continuous at w¯ − x¯, f(wk)→ f(w¯). Thus
x∗ ∈ ∂f(w¯) ∩ [−∂ϕ(w¯ − x¯)].
The proof is now complete. 
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6 Subdifferential Characterizations for Differentiability
Let f : X → R be an extended-real-valued function with x¯ ∈ int dom f . We say that f is
Hadamard strictly differentiable at x¯ if there exists v ∈ X∗ such that
lim
x→x¯,t→0+
f(x+ td)− f(x)− t〈v, d〉
t
= 0,
where the convergence is uniform for d in every compact subsets of X. The element v is
called the strict Hadamard derivative of f at x¯ denoted by ∇Hf(x¯).
We can show that the Fre´chet strict differentiability and the Hadamard strict differen-
tiability are equivalent in finite dimensions.
We say that ∂̂f(·) is strongly continuous at x¯ if there exists an element x∗ ∈ X∗ such
that whenever xk → x¯ and x
∗
k ∈ ∂̂f(xk), one has that ‖x
∗
k−x
∗‖ → 0. It can be equivalently
written as: there exists x∗ ∈ X∗ such that for any ε > 0, there exists δ > 0 such that
whenever ‖x− x¯‖ < δ and u∗ ∈ ∂̂f(x), one has ‖u∗ − x∗‖ < ε.
Theorem 6.1 Let X be an Asplund space (see [18] for the definition) and let f : X → R
be an extended-real-valued function with x¯ ∈ int dom f . Then the following are equivalent:
(i) f is locally Lipschitz continuous around x¯ and ∂̂f(·) is strongly continuous at x¯.
(ii) f is Fre´chet strictly differentiable at x¯.
Proof. Suppose that f is locally Lipschitz continuous around x¯, ∂̂f(·) is continuous at x¯,
and f is not Fre´chet strictly differentiable at x¯. Let x∗ be an element of the definition of
strongly continuous of ∂̂f(·). Then, without loss of generality, we can assume that there
exist γ > 0 and sequences xk, yk → x¯, xk 6= yk, such that
γ ≤ lim
k→∞
f(xk)− f(yk)− 〈x
∗, xk − yk〉
‖xk − yk‖
.
By the mean value theorem [16, Corollary 3.2] (with also holds in Asplund spaces; see [18]),
there exist ck → x¯, x
∗
k ∈ ∂̂f(ck) with
f(xk)− f(yk) ≤ 〈x
∗
k, xk − yk〉+ ‖xk − yk‖
2.
Then
γ ≤ lim
k→∞
f(xk)− f(yk)− 〈x
∗, xk − yk〉
‖xk − yk‖
≤ lim
k→∞
〈x∗k, xk − yk〉+ ‖xk − yk‖
2 − 〈x∗, xk − yk〉
‖xk − yk‖
≤ lim
k→∞
(‖xk − yk‖+ ‖x
∗
k − x
∗‖) = 0,
which is a contradiction.
Now, we suppose that f is Fre´chet strictly differentiable at x¯ with ∇f(x¯) = x∗. It is not
hard to see that f is locally Lipschitz continuous around x¯. Moreover, for any ε > 0, there
exists δ > 0 such that
f(x)− f(y)− 〈x∗, x− y〉
‖x− y‖
≤
∣∣∣∣f(x)− f(y)− 〈x∗, x− y〉‖x− y‖
∣∣∣∣ < ε2
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whenever ‖x− x¯‖ < δ, ‖y − x¯‖ < δ, x 6= y. So,
−〈x∗, x− y〉 ≤ −f(x) + f(y) + ε‖x− y‖ whenever ‖x− x¯‖ < δ, ‖y − x¯‖ < δ, x 6= y. (20)
Let δ′ = δ/2 > 0 and let y ∈ X such that ‖y − x¯‖ < δ′ and u∗ ∈ ∂̂f(y). We will show
that ‖u∗ − x∗‖ ≤ ε.
It follows from u∗ ∈ ∂̂f(y) that there exists δ′′ < δ′ such that
〈u∗, x− y〉 ≤ f(x)− f(y) +
ε
2
‖x− y‖ whenever ‖x− y‖ < δ′′. (21)
If x ∈ X such that ‖x− y‖ < δ′′, then ‖x− x¯‖ < δ. It follows from (20) and (21) that
〈u∗ − x∗, x− y〉 ≤ ε‖x− y‖.
Therefore, ‖u∗ − x∗‖ ≤ ε. 
Corollary 6.2 Let X be finite dimensional and let f : X → R be an extended-real-valued
function with x¯ ∈ int dom f . Then the following are equivalent:
(i) f is Hadamard strictly differentiable at x¯.
(ii) f is Fre´chet strictly differentiable x¯.
(iii) f is locally Lipschitz continuous at x¯ and ∂f(x¯) is a singleton.
Moreover, if f is strictly differentiable on an open set D, then it is continuously differ-
entiable on this set.
Proof. The equivalence (i) ⇐⇒ (ii) is well known and will be proved in Proposition 6.8
for the convenience of the reader. The implication (ii) =⇒ (iii) is trivial. In order to prove
the implication (iii) =⇒ (ii), by Theorem 6.1, it suffices to show that ∂̂f(·) is strongly
continuous at x¯ under the assumption that f is locally Lipschitz continuous at x¯ and ∂f(x¯)
is a singleton. Let x∗ be the only element of ∂f(x¯). By contradiction, suppose that ∂̂f(·) is
not strongly continuous at x¯. Then there exists ε0 > 0 and a sequence {xk} that converges
to x¯ with x∗k ∈ ∂̂f(xk) satisfying ‖x
∗
k − x
∗‖ > ε0 for every k. Since f is locally Lipschitz
continuous at x¯, the sequence {x∗k} is bounded. Then there exists a subsequence {x
∗
kl
}
of {x∗k} that converges to y
∗ ∈ X∗. So y∗ ∈ ∂f(x¯) = {x∗} which yields a contradiction.
The last conclusion is trivial because the strong continuity of the Fre´chet subdifferential
mapping coincides with the continuity in this case. 
For simplicity, we assume in what follows that X is finite dimensional.
Proposition 6.3 In the setting of Theorem 5.5 suppose that X is finite dimensional. If f
is Fre´chet strictly differentiable at x¯ or ϕ is Fre´chet strictly differentiable at 0, then f ⊕ ϕ
is Fre´chet strictly differentiable at x¯.
Proof. Note that ϕ is convex and finite around 0, so it is locally Lipschitz around 0. Thus
f ⊕ ϕ is locally Lipschitz around x¯ and ∂(f ⊕ ϕ)(x¯) is a singleton under the assumptions
made, so it is Fre´chet strictly differentiable at this point. 
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Proposition 6.4 Suppose that X is finite dimensional, ϕ is Fre´chet strictly differentiable,
and P is inner semicompact at x¯. If P(x¯) is a singleton, then f ⊕ ϕ is Fre´chet strictly
differentiable at x¯ and
∇(f ⊕ ϕ)(x¯) = −∇ϕ(w¯ − x¯),
where w¯ ∈ P(x¯).
Proof. Since ϕ is Fre´chet strictly differentiable at x¯, it is locally Lipschitz continuous at
this point, and so is f ⊕ ϕ. This implies that ∂(f ⊕ ϕ)(x¯) is nonempty; see [18, Corollary
2.25]. Then ∂(f ⊕ ϕ)(x¯) is a singleton by Proposition 5.7. 
Example 6.5 Let X = Rn with the Euclidean norm and let x¯ ∈ X. Consider quadratic
infimal convolution defined in (2). Suppose that f lower semicontinuous and is bounded
below. Then we can show that P is inner semicompact at x¯. Suppose that P(x¯) = {w¯}
(which holds if f is convex). Then
∂fα(x¯) ⊂ ∂f(w¯) ∩ [−∇ϕ(w¯ − x¯)].
By Proposition 3.3, the function fα(x¯) is locally Lipschitz continuous, so ∂fα(x¯) is nonempty.
It follows that
∂fα(x¯) = [−∇ϕ(w¯ − x¯)] = 2α(x¯− w¯).
In fact, fα is a C
1 function.
Appendix: More on Subdifferential Characterizations for Dif-
ferentiability
In what follows we present some known results on subdifferential characterizations for dif-
ferentiability; see, e.g., [6, 24]. Detailed proofs are given for the convenience of the reader.
Proposition 6.6 Let f : X → R be an extended-real-valued convex function and let x¯ ∈
int dom f. Then the following are equivalent:
(i) f is Hadamard strictly differentiable at x¯.
(ii) f is locally Lipschitz continuous at x¯ and Gaˆtaeux differentiable at x¯.
(iii) f is locally Lipschitz continuous at x¯ ∂f(x¯) is a singleton.
Proof. The implication (i)=⇒ (ii) follows from the definition and [6, Proposition 2.2.1].
The implication (ii)=⇒ (iii) is obvious because if f is convex and Gaˆtaeux differentiable
at x¯, then its subdifferential in the sense of convex analysis ∂f(x¯) reduces to the Gaˆtaeux
derivative of f at x¯ . The proof of the implication (iii)=⇒ (i) can be found in [6, Proposition
2.2.4] with the observation that if f is convex, then ∂Cf(x¯) = ∂f(x¯), where ∂Cf(x¯) denotes
the Clarke subdifferential; see the definition in [6]. 
Proposition 6.7 Let f : X → R be an extended-real-valued convex function and let x¯ ∈
int dom f. Then the following are equivalent:
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(i) f is Fre´chet strictly differentiable at x¯.
(ii) f is locally Lipschitz continuous at x¯ and Fre´chet differentiable at x¯.
(iii) f is locally Lipschitz continuous at x¯, ∂f(x¯) is a singleton, and ∂f(·) is strongly
continuous at x¯.
Proof. The implication (i)=⇒ (ii) is obvious. If f is locally Lipschitz continuous and
Fre´chet differentiable at x¯, it is well-known that ∂f(x¯) = {∇f(x¯)}. Moreover, the subd-
ifferential mapping is strongly continuous at x¯. Thus, the implication (ii)=⇒ (iii) holds.
We now prove (iii)=⇒ (i). Let ∂f(x¯) = v∗. Since ∂f(·) is strongly continuous at x¯, for any
ε > 0 there exists δ > 0 such that
∂f(u) ⊂ B(v∗, ε) whenever u ∈ B(x¯, δ).
We can choose δ > 0 sufficiently small such that f is Lipschitz continuous on B(x¯, δ).
Fix any x, y ∈ B(x¯; δ) with x 6= y. By the subdifferential mean value theorem, there exist
u ∈ (x, y) and w∗ ∈ ∂f(u) such that
f(x)− f(y) = 〈w∗, x− y〉.
Then ‖w∗ − v∗‖ < ε, and hence
∣∣f(x)− f(y)− 〈v∗, x− y〉
‖x− y‖
∣∣ = ∣∣〈w∗ − v∗, x− y〉
‖x− y‖
∣∣ ≤ ‖w∗ − v∗‖ < ε.
Thus, f is Fre´chet strictly differentiable at x¯. 
The following known result follows from the fact that every bounded set in a finite-
dimensional space is contained in a compact set. Thus, the uniformity of convergence with
respect to bounded sets is implied by the uniformity of convergence with respect to compact
sets. We present here a direct proof.
Proposition 6.8 Suppose that X is finite dimensional. Let f : X → R be an extended-
real-valued function and let x¯ ∈ int dom f. Then f is Hadamard strictly differentiable at x¯
if and only if it is Fre´chet strictly differentiable at x¯.
Proof. It is easy to see that the Fre´chet strict differentiability implies the Hadamard strict
differentiability. Let us prove the converse. By contradiction, suppose that f is not Fre´chet
strictly differentiable at x¯. Then there exist ε0 > 0 and sequences xk, yk → x¯ with xk 6= yk
and ∣∣f(xk)− f(yk)− 〈v, xk − yk〉
‖xk − yk‖
∣∣ ≥ ε0.
Let dk :=
xk − yk
‖xk − yk‖
and tk := ‖xk − yk‖. Without loss of generality, suppose that dk → d
with ‖d‖ = 1 as k →∞. Then
∣∣f(yk + tkdk)− f(yk)− 〈v, tkdk〉
tk
∣∣ ≥ ε0.
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By [6, Propsition 2.2.1], f is locally Lipschitz continuous around x¯ with Lipschitz constant
ℓ. Thus,
∣∣f(yk + tkd)− f(yk)− 〈v, tkd〉
tk
∣∣
=
∣∣f(yk + tkd)− f(yk + tkdk) + f(yk + tkdk)− 〈v, tkdk〉+ 〈v, tkdk〉 − f(yk)− 〈v, tkd〉
tk
∣∣
=
∣∣f(yk + tkd)− f(yk + tkdk) + f(yk + tkdk)− f(yk)− 〈v, tkdk〉+ 〈v, tkdk〉 − 〈v, tkd〉
tk
∣∣
≥
∣∣f(yk + tkdk)− f(yk)− 〈v, tkdk〉
tk
∣∣− ∣∣f(yk + tkd)− f(yk + tkdk)
tk
〉
∣∣− ∣∣〈v, tkdk〉 − 〈v, tkd〉
tk
∣∣
≥ ε0 − ℓ‖dk − d‖ − ‖v‖‖dk − d‖.
It follows that
lim inf
k→∞
∣∣f(yk + tkd)− f(yk)− 〈v, tkd〉
tk
∣∣ ≥ ε0,
which is a contradiction by [6, Propsition 2.2.1]. 
Example 6.9 Consider the function f(x) = ‖x‖, x ∈ ℓ1. It is not hard to verify that f is
Hadamard strictly differentiable at every x = (x1, x2, . . .) ∈ ℓ
1, where xi 6= 0 for every i,
but it is not Fre´chet strictly differentiable at that point.
The following corollaries can be derived easily.
Corollary 6.10 Let X be finite dimensional and let f : X → R be an extended-real-valued
convex function with x¯ ∈ int dom f . Then the following are equivalent:
(i) f is Hadamard strictly differentiable at x¯.
(ii) f is Gaˆtaeux differentiable at x¯.
(iii) f is Fre´chet strictly differentiable at x¯.
(iv) f is Fre´chet differentiable at x¯.
(v) ∂f(x¯) is a singleton.
Corollary 6.11 Let X be finite dimensional and let f : X → R be an extended-real-valued
convex function with D := int dom f 6= ∅. Then the following are equivalent:
(i) f is Hadamard strictly differentiable on D.
(ii) f is Fre´chet strictly differentiable on D.
(iii) f is continuously differentiable on D.
(iv) ∂f(x) is a singleton for all x ∈ D.
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