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STRONG CONVERGENCE OF A FULLY DISCRETE FINITE
ELEMENT APPROXIMATION OF THE STOCHASTIC
CAHN–HILLIARD EQUATION
DAISUKE FURIHATA, MIHA´LY KOVA´CS, STIG LARSSON, AND FREDRIK LINDGREN
Abstract. We consider the stochastic Cahn–Hilliard equation driven by addi-
tive Gaussian noise in a convex domain with polygonal boundary in dimension
d ≤ 3. We discretize the equation using a standard finite element method in
space and a fully implicit backward Euler method in time. By proving opti-
mal error estimates on subsets of the probability space with arbitrarily large
probability and uniform-in-time moment bounds we show that the numerical
solution converges strongly to the solution as the discretization parameters
tend to zero.
1. Introduction
Let D ⊂ Rd, d ≤ 3, be a convex spatial domain with polygonal boundary ∂D and
consider the stochastic Cahn–Hilliard equation, also known as the Cahn–Hilliard–
Cook equation [4, 8, 9], written in the abstract Itoˆ form
(1.1) dX +A(AX + f(X)) dt = dW, t ∈ (0, T ]; X(0) = X0,
where −A is the Laplacian with homogeneous Neumann boundary conditions and
where {W (t)}t≥0 is an H := L2(D)-valued Q-Wiener process on a filtered prob-
ability space (Ω,F ,P, {Ft}t≥0) with respect to the normal filtration {Ft}t≥0. In
order to avoid additional technical difficulties we assume that the initial-value X0
is deterministic. For the weak (and mild) solution X (see, Theorem 3.1) to preserve
mass, we assume that the average |D|−1
∫
D
W (t) dx = 0 for all t ≥ 0.
The nonlinear function f is assumed to be of the form f = F ′, where F has the
following structural property:
(1.2) F is a polynomial of degree 4 with leading term c0s
4 where c0 > 0.
A typical example is F (s) = 14 (s
2 − 1)2, which is a double well potential. Note
that f is only locally Lipschitz and does not satisfy a linear growth condition. We
also note that the restriction on the polynomial degree of F comes from the fact
that we allow d = 3. For d = 1, 2 the exponent 4 in (1.2) may be replaced by any
even integer larger than or equal 4 and the arguments of the paper are still valid
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with trivial changes. It is easy to see that (1.2) implies the following dissipativity
property, with 〈·, ·〉, ‖·‖ denoting the scalar product and norm in H = L2(D),
(1.3) 〈f(v), v〉 ≥ −C0, v ∈ L4(D),
for some C0. It also follows that F
′′(s) ≥ −c21 for some c1, which yields
(1.4) F (x) − F (y) ≤ f(x)(x− y) + 12c
2
1(x− y)
2, x, y ∈ R.
Finally, as f is a polynomial of degree 3 we have, for some C > 0, that
(1.5) |f(x)− f(y)| ≤ C(1 + x2 + y2)|x− y|, x, y ∈ R.
It is not hard to see that, due to the homogeneous Neumann boundary conditions
and since the average of W equals 0, it follows that X preserves the average (the
total mass), that is, |D|−1
∫
D
X(t) dx = |D|−1
∫
D
X0 dx, cf. Remark 5.1. Note that
for s0 ∈ R the function F˜ (s) = F (s + s0) also has the structural property (1.2).
Therefore, one can employ a change of variables X → X − |D|−1
∫
D
X0 dx, and
hence we will assume that the average |D|−1
∫
D
X0 dx = 0.
We fix a finite time horizon T > 0 and for N ∈ N consider the fully implicit
finite element method
(1.6)
Xjh −X
j−1
h + kA
2
hX
j
h + kAhPhf(X
j
h) = Ph∆W
j , j = 1, 2, . . . , N,
X0h = PhX0.
Here k = T/N is the time-step, tj = jk, ∆W
j = W (tj) − W (tj−1), −Ah is
the discrete Laplacian, and Ph is the orthogonal projector onto the finite element
space Sh with mesh size h > 0; for more details on the finite element method, see
Section 2.2. It is easy to see that also Xjh preserves the mass, cf. Remark 5.1. An
implementation based on the open source finite element software FEniCS can be
found in http://www.math.chalmers.se/%7estig/code/chc.py.
The main result of the paper, Theorem 5.6, asserts that if the operator compo-
sition A
1
2Q
1
2 is Hilbert–Schmidt and the initial data is regular enough; that is, for
some L > 0,
|X0h|1 + F(X
0
h) + |AhX
0
h + Phf(X
0
h)|1 + |X0|1 ≤ L for all h > 0,
where F(v) =
∫
D
F (v) dx and |v|1 = ‖A
1
2 v‖ = ‖∇v‖, then
lim
h,k→0
E sup
0≤n≤N
‖X(tn)−X
n
h‖
2 = 0.
The key result used in the proof is a maximal type moment bound on |Xjh|1, which
is established in Theorem 4.3 after bootstrapping arguments. There are various
difficulties in the proofs that are partly due to the finite element method. First,
the finite element method is based on approximating the operator A and not A2.
This is because the standard finite element functions belong only to the domain of
A
1
2 but are not more regular. Loosely speaking this means that A2h 6= (A
2)h, which
makes already the deterministic finite element analysis more challenging. Second,
the presence of the finite element projection Ph in front of the semilinear term
destroys some of the dissipativity properties of f . While f enjoys the dissipativity
property (1.3), and even
〈A
1
2 f(v), A
1
2 v〉 = 〈∇f(v),∇v〉 ≥ −c|v|21,
we only have
〈Phf(vh), vh〉 = 〈f(vh), vh〉 ≥ −C0, vh ∈ Sh,
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and unfortunately
〈A
1
2
hPhf(vh), A
1
2
h vh〉 = 〈A
1
2Phf(vh), A
1
2 vh〉  −c|vh|
2
1, vh ∈ Sh.
Because of the latter we can only establish a non-uniform moment bound on ‖Xjh‖
in Lemma 4.2. As
〈Af(x), Ax〉  −c‖Ax‖2 and 〈AhPhf(vh), Ahvh〉  −c‖Ahvh‖
2,
the proof of the main moment bound in Theorem 4.3 is rather tedious and not
entirely straightforward. In the proof we bound the discrete version of the Ljapunov
functional for the original deterministic problem, see (4.15). Having maximal-
type moment bounds at hand we use the mild formulation of both (1.1) and (1.6)
to establish pathwise error bounds on subsets of the probability space with large
probability in Theorem 5.5. This turns out to be sufficient, together with some
moment bounds, to show strong convergence of the numerical scheme in Theorem
5.6. Our method of proof does not give rates for the strong convergence.
While strong convergence results for numerical schemes for SPDEs with globally
Lipschitz coefficients, or at least some sort of linear growth condition, are abundant
there are only few results on strong convergence of discretization schemes for SPDEs
with superlinearly growing coefficients [1, 14, 15, 18, 20, 21, 24]. Furthermore, these
papers dominantly establish strong convergence of various numerical schemes with
no rate given (with a few exceptions), under some sort of global monotonicity as-
sumption on the drift term which is not valid for the Cahn–Hilliard–Cook equation
(1.1).
The analysis of numerical methods for SPDEs without a global monotonicity as-
sumption is even less explored. For the Cahn–Hilliard–Cook equation (1.1) studied
in the present paper, convergence (with rates) in probability is established for a
finite difference scheme in [6]. In [16] strong convergence with rates is established
for the spatial spectral Galerkin approximation (no time discretization) for (1.1)
and the stochastic Burgers equation driven by trace class noise in spatial dimen-
sion d = 1. The analysis is based on a general perturbation result and exponential
integrability properties of the approximation process. Strong convergence of the
finite element method without rate and without time discretization is proved in
[22, 23] under stronger assumptions on the noise than in the present paper. There
it is required that the operator composition A
γ
2Q
1
2 for γ > 1 is Hilbert–Schmidt,
while here we only require this with γ = 1. Therefore, the present work can be
viewed as the (non-trivial) extension of [22, 23] to a strongly convergent fully dis-
crete scheme, still without a strong rate, but with improvements on the regularity
requirement on the noise. Both here and in [22, 23] the strategy is based on prov-
ing a priori moment bounds with large exponents and in higher order norms using
energy arguments and bootstrapping followed by a pathwise Gronwall argument in
the mild solution setting. Finally, in connection to the Cahn–Hilliard–Cook equa-
tion we note that in [19, 25] the linearized Cahn–Hilliard–Cook equation is treated
numerically which requires a significantly simpler analysis.
As further related work on numerical approximation of SPDEs without a global
monotonicity assumption we mention the pathwise convergence of a spectral Galerkin
method for the stochastic Burgers equation studied in [2, 3], while for the same
equation convergence in probability is established in [26] for the Backward Euler
method. The stochastic Navier–Stokes equation is considered in [5,
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in [7] the authors obtain a result similar to our Theorem 5.5 (stated in a slightly
different form). Finally, we mention the recent work [17], where strong convergence
is proved, without rate, for a spectral nonlinearity-truncated accelerated exponen-
tial Euler-type approximation for the stochastic Kuramoto–Sivashinsky equation
driven by space-time white noise in spatial dimension d = 1, an equation rather
similar in structure to the Cahn–Hilliard–Cook equation.
The paper is organized as follows. In Section 2 we collect some background mate-
rial from stochastic and functional analysis and introduce the finite element method
in Subsection 2.2. In Section 3 some known results on the existence, uniqueness and
regularity on the solution of (1.1) are recalled. Section 4 contains moment bounds
for the numerical solution, in particular, it contains the main technical result of the
paper, Theorem 4.3. In Section 5 we prove a new error estimate for the derivative of
the error in the spatial semidiscretization of the linear deterministic Cahn–Hilliard
equation, (5.6) in Lemma 5.4. Then we proceed to prove a pathwise error bound
in Theorem 5.5 and the main strong convergence result Theorem 5.6.
2. Preliminaries
2.1. Norms and operators. Throughout the paper we will use various norms for
linear operators on a Hilbert spaceH where the latter is endowed with inner product
〈·, ·〉 and norm ‖·‖. We denote by L(H), the space of bounded linear operators on
H with the usual operator norm also denoted by ‖·‖. If for a selfadjoint positive
semidefinite operator T ∈ L(H), the sum
TrT :=
∞∑
k=1
〈Tek, ek〉 <∞
for an orthonormal basis (ONB) {ek}k∈N of H , then we say that T is trace class.
In this case TrT , the trace of T , is independent of the choice of the ONB. If for an
operator T ∈ L(H), the sum
‖T ‖2HS :=
∞∑
k=1
‖Tek‖
2 <∞
for an ONB {ek}k∈N of H , then we say that T is Hilbert–Schmidt and call ‖T ‖HS
the Hilbert–Schmidt norm of T . The Hilbert–Schmidt norm of T is independent of
the choice of the ONB. We have the following well-known properties of the trace
and Hilbert–Schmidt norms, see, for example, [10, Appendix C],
‖T ‖ ≤ ‖T ‖HS, ‖TS‖HS ≤ ‖T ‖HS‖S‖, ‖ST ‖HS ≤ ‖S‖ ‖T ‖HS,(2.1)
TrQ = ‖Q
1
2 ‖2HS = ‖T ‖
2
HS = ‖T
∗‖2HS, if Q = TT
∗.(2.2)
Next we introduce spaces and norms associated with the operatorA, the negative
of the Neumann Laplacian. Let D ⊂ Rd, d = 1, 2, 3, be a bounded convex domain
with polygonal boundary ∂D. We denote by ‖·‖Lp the standard norm in Lp(D).
In particular, we define H = L2(D) with its standard inner product 〈·, ·〉 and norm
‖·‖, and
H˙ =
{
v ∈ H :
∫
D
v dx = 0
}
.
Let P : H → H˙ define the orthogonal projector. Then (I − P )v = |D|−1
∫
D
v dx is
the average of v. We also denote by Hk(D) the standard Sobolev space. We define
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A = −∆, the negative of the Neumann Laplacian with domain of definition
D(A) =
{
v ∈ H2(D) :
∂v
∂n
= 0 on ∂D
}
.
Then A is a positive definite, selfadjoint, unbounded, linear operator on H˙ with
compact inverse. When extended to H as Av = APv it has an orthonormal eigen-
basis {ϕj}
∞
j=0 with corresponding eigenvalues {λj}
∞
j=0 such that
0 = λ0 < λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · · , λj →∞,
see, for example, [11, Section 7.2]. The first eigenfunction is constant, ϕ0 = |D|
− 12 .
We define
|v|α =
( ∞∑
j=1
λαj |〈v, ϕj〉|
2
) 1
2
, 〈v, w〉α =
∞∑
j=1
λαj 〈v, ϕj〉〈w,ϕj〉, α ∈ R,(2.3)
‖v‖α =
(
|v|2α + |〈v, ϕ0〉|
2
) 1
2 , α ≥ 0,(2.4)
and corresponding spaces, for α ≥ 0,
H˙α = D(A
α
2 ) =
{
v ∈ H˙ : |v|α <∞
}
, Hα =
{
v ∈ H : ‖v‖α <∞
}
.
For negative order −α < 0 we define H˙−α by taking the closure of H˙ with respect
to |·|−α. For integer order α = k = 1, 2, the norm ‖·‖k is equivalent on H
k to the
standard Sobolev norm ‖·‖Hk(D). More precisely,
‖v‖1 =
(
|v|21 + |〈v, ϕ0〉|
2
) 1
2 =
(
‖∇v‖2 + |〈v, ϕ0〉|
2
) 1
2 ,
‖v‖2 =
(
|v|22 + |〈v, ϕ0〉|
2
) 1
2 =
(
‖∆v‖2 + |〈v, ϕ0〉|
2
) 1
2
are equivalent to the standard norms ‖v‖Hk(D), k = 1, 2, by the Poincare´ inequality
and the regularity estimate for the elliptic Neumann problem.
We recall the fact the operator −A2 is the infinitesimal generator of an analytic
semigroup E(t) = e−tA
2
on H ,
E(t)v = e−tA
2
v =
∞∑
j=0
e−tλ
2
j 〈v, ϕj〉ϕj =
∞∑
j=1
e−tλ
2
j 〈v, ϕj〉ϕj + 〈v, ϕ0〉ϕ0
= P e−tA
2
v + (I − P )v.
(2.5)
By expansion in the eigenbasis of A and using Parseval’s identity we easily obtain
(2.6) ‖AαE(t)v‖ ≤ Ct−
α
2 ‖v‖, v ∈ H, α ≥ 0.
and
(∫ t
0
s2j‖A2j+1E(s)v‖2 ds
)1/2
≤ C‖v‖, v ∈ H, j = 0, 1, 2 . . . .(2.7)
Here C depends on α and j, respectively.
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2.2. The finite element method. Let {Th}h>0 denote a family of regular tri-
angulations of D with maximal mesh size h. Let Sh be the space of continuous
functions on D, which are piecewise polynomials of degree ≤ 1 with respect to Th.
Hence, Sh ⊂ H
1. We also define S˙h = PSh; that is,
S˙h =
{
vh ∈ Sh :
∫
D
vh dx = 0
}
.
The space S˙h is introduced only for the purpose of theory but not for computation.
Now we define the discrete Laplacian −Ah : Sh → Sh by
〈Ahvh, wh〉 = 〈∇vh,∇wh〉, ∀vh ∈ Sh, wh ∈ Sh.
The operator Ah is selfadjoint, positive definite on S˙h, positive semidefinite on Sh,
and Ah has an orthonormal eigenbasis {ϕh,j}
Nh
j=0 with corresponding eigenvalues
{λh,j}
Nh
j=0. We have
0 = λh,0 < λh,1 ≤ · · · ≤ λh,j ≤ · · · ≤ λh,Nh
and ϕh,0 = ϕ0 = |D|
− 12 . Moreover, we define Eh(t) = e
−tA2h : Sh → Sh by
Eh(t)vh = e
−tA2hvh =
Nh∑
j=0
e−tλh,j 〈vh, ϕh,j〉ϕh,j
and the orthogonal projector Ph : H → Sh by
(2.8) 〈Phv, wh〉 = 〈v, wh〉 ∀v ∈ H, wh ∈ Sh.
Clearly, Ph : H˙ → S˙h and
Eh(t)Phv = PEh(t)Phv + (I − P )v.
Likewise, for its time discrete analog Rnk,h = (I + k A
2
h)
−n, we have
Rnk,hPhv = PR
n
k,hPhv + (I − P )v.(2.9)
We have the discrete analogs of (2.6),
(2.10) ‖AαhEh(t)Phv‖ ≤ Ct
−α2 ‖v‖, ‖AαhR
n
k,hPhv‖ ≤ Ct
−α2
n ‖v‖, v ∈ H, α ≥ 0,
where the constants C depend on α but not on h and k. Similarly to (2.6), these are
proved by expansion in the eigenbasis of Ah and Parseval’s identity. For example,
the first constant is C = (sups∈[0,∞) s
αe−2s)
1
2 .
Finally, we define the Ritz projector Rh : H˙
1 → S˙h by
〈∇Rhv,∇wh〉 = 〈∇v,∇wh〉, ∀v ∈ H˙
1, wh ∈ S˙h.
We extend it as Rh : H
1 → Sh by
Rhv = RhPv + (I − P )v, v ∈ H
1.(2.11)
We then have the following bound for Rhv − v = (Rh − I)Pv (cf. [27, Chapt. 1])
‖(Rh − I)v‖ ≤ Ch
2‖Av‖, v ∈ H˙2.(2.12)
Finally, we define norms on S˙h, analogous to the norms |·|α on H˙
α:
|vh|α,h = ‖A
α/2
h vh‖ =
( Nh∑
j=1
λαj,h|〈v, ϕj,h〉|
2
) 1
2
, vh ∈ S˙h, α ∈ R.(2.13)
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The corresponding scalar products are denoted 〈·, ·〉α,h. We note that
(2.14) |vh|1 = ‖A
1
2 vh‖ = ‖∇vh‖ = ‖A
1
2
h vh‖ = |vh|1,h, vh ∈ S˙h.
We assume that Ph is bounded with respect to the H˙
1 norm
(2.15) |Phv|1 ≤ C|v|1, v ∈ H˙
1.
This holds, for example, if the mesh family {Th}h>0 is quasi-uniform. By combining
this with (2.14), we obtain
‖A
1/2
h Phv‖ = |Phv|1 ≤ C|v|1 = C‖A
1/2v‖.(2.16)
2.3. Useful inequalities. We will use the Burkholder–Davis–Gundy inequality
for Itoˆ-integrals of the form
∫ t
0
〈η(s), dW˜ (s)〉, where η is a predictable H-valued
stochastic process and W˜ is a Q˜-Wiener process in H . For this kind of integral, the
Burkholder–Davis–Gundy inequality, [10, Lemma 7.2], takes the form
(2.17) E sup
t∈[0,T ]
∣∣∣ ∫ t
0
〈η(s), dW˜ (s)〉
∣∣∣p ≤ CE(∫ T
0
‖Q˜
1
2 η(s)‖2 ds
) p
2
, p ≥ 2,
where C depends on p.
Also, if Y is an H-valued centered Gaussian random variable with covariance
operator Q˜, then, by [10, Corollary 2.17], we can bound its p-th moments via its
covariance operator as
(2.18) E‖Y ‖2p ≤ C(E‖Y ‖2)p = C(Tr Q˜)p = C‖Q˜
1
2 ‖2pHS, p ≥ 1,
where C depends on p. In particular, for an Itoˆ integral Y =
∫ t
s
R dW (r) =
R(W (t) −W (s)), where R is a constant, possibly unbounded, operator on H and
W is a Q-Wiener process, the inequality (2.18) reads
(2.19) E
∥∥∥ ∫ t
s
R dW (r)
∥∥∥2p ≤ C(t− s)p‖RQ1/2‖2pHS.
If p = 1, the inequality in (2.19) becomes an equality with C = 1. The inequality
(2.20)
∣∣∣ M∑
j=K
aj
∣∣∣p ≤ |M −K + 1|p−1 M∑
j=K
|aj |
p, p ≥ 1,
will be frequently utilized; it is a direct consequence of Ho¨lder’s inequality.
3. Existence, uniqueness and regularity
Existence, uniqueness, and regularity of weak solutions to (1.1) has been studied
in [9] with some minor improvements in [22]. Note that here we assume that X0 is
deterministic and that X0 ∈ H˙ , so that X(t) ∈ H˙ . We summarize the results:
Theorem 3.1. If ‖A
1
2Q
1
2 ‖HS < ∞, |X0|1 < ∞, and T < ∞, then there is a
unique weak solution X of (1.1); that is, an adapted H-valued process X, which is
continuous almost surely and satisfies the equation
〈X(t), v〉 − 〈X0, v〉 +
∫ t
0
(
〈X(s), A2v〉 + 〈f(X(s)), Av〉
)
ds = 〈W (t), v〉(3.1)
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almost surely for all v ∈ H˙4 = D(A2), t ∈ [0, T ]. Furthermore, there is C > 0 such
that
(3.2) E sup
t∈[0,T ]
|X(t)|21 +E sup
t∈[0,T ]
‖X(t)‖4L4 ≤ C.
In addition, X is also a mild solution; that is, it satisfies the equation
(3.3) X(t) = E(t)X0 −
∫ t
0
E(t− s)Af(X(s)) ds+
∫ t
0
E(t− s) dW (s),
almost surely.
We also have pathwise Ho¨lder regularity in time:
Proposition 3.2. Let ‖A
1
2Q
1
2 ‖HS < ∞ and |X0|1 < ∞. Then, for all γ ∈ [0,
1
2 ),
there is an almost surely finite nonnegative random variable K such that, almost
surely,
sup
t6=s∈[0,T ]
‖X(t)−X(s)‖
|t− s|γ
≤ K.
We omit the proof as it is analogous to the proof of [20, Proposition 3.2].
4. Moment bounds for the discrete solution
We start by proving a preliminary moment bound which will be used later on
in a bootstrapping argument. Throughout the proofs, C denotes a generic non-
negative constant that is independent of the discretization parameters h and k and
may change from line to line.
We recall our assumption that X0 ∈ H˙ , so that X
0
h = PhX0 ∈ S˙h and hence
Xjh ∈ S˙h for 0 ≤ j ≤ N .
Lemma 4.1. Let p ≥ 1. If ‖A
−1/2
h PhQ
1/2‖HS ≤ K and |X
0
h|−1,h ≤ L for all h > 0,
then there exists C > 0 depending on p, T,K,L, such that, for all h, k > 0,
E
(
sup
1≤j≤N
|Xjh|
2p
−1,h
)
≤ C,(4.1)
E
( N∑
j=1
(
|Xjh −X
j−1
h |
2
−1,h + k|X
j
h|
2
1
))p
≤ C.(4.2)
Proof. Since Xjh ∈ S˙h, we may multiply by A
−1
h X
j
h in (1.6) to get
1
2
(
|Xjh|
2
−1,h − |X
j−1
h |
2
−1,h + |X
j
h −X
j−1
h |
2
−1,h
)
+ k|Xjh|
2
1 + k〈f(X
j
h), X
j
h〉
= 〈Ph∆W
j , A−1h X
j
h〉,
where we have used the selfadjointness of Ah, (2.14), and the identity
(4.3) 〈X − Y,X〉−1,h =
1
2
(
|X |2−1,h − |Y |
2
−1,h + |X − Y |
2
−1,h
)
.
Next, the dissipativity inequality (1.3) yields
1
2
(
|Xjh|
2
−1,h − |X
j−1
h |
2
−1,h + |X
j
h −X
j−1
h |
2
−1,h
)
+ k|Xjh|
2
1
≤ C0k + 〈Ph∆W
j , Xjh −X
j−1
h 〉−1,h + 〈Ph∆W
j , Xj−1h 〉−1,h.
FINITE ELEMENT APPROXIMATION OF THE CAHN–HILLIARD–COOK EQUATION 9
Furthermore, 〈Ph∆W
j , Xjh − X
j−1
h 〉−1,h ≤ Cǫ|Ph∆W
j |2−1,h + ǫ|X
j
h − X
j−1
h |
2
−1,h.
Hence,
(4.4)
1
2
(
|Xjh|
2
−1,h − |X
j−1
h |
2
−1,h
)
+ c|Xjh −X
j−1
h |
2
−1,h + k|X
j
h|
2
1
≤ C
(
k + |Ph∆W
j |2−1,h + 〈Ph∆W
j , Xj−1h 〉−1,h
)
.
Summing with respect to j in (4.4), thus yields
(4.5)
|Xnh |
2
−1,h +
n∑
j=1
(
|Xjh −X
j−1
h |
2
−1,h + k|X
j
h|
2
1
)
≤ C
(
T + |X0h|
2
−1,h
+
n∑
j=1
|Ph∆W
j |2−1,h +
n∑
j=1
〈Ph∆W
j , Xj−1h 〉−1,h
)
.
We drop the sum on the left, take the p’th power and the supremum with respect
to n, and then the expectation, using also (2.20) repeatedly, to get
(4.6)
E sup
1≤n≤N
|Xnh |
2p
−1,h ≤ E sup
1≤n≤N
C
{
T + |X0h|
2
−1,h
+
n∑
j=1
|Ph∆W
j |2−1,h +
n∑
j=1
〈Ph∆W
j , Xj−1h 〉−1,h
}p
≤ CE
{
T p + |X0h|
2p
−1,h
+
( N∑
j=1
|Ph∆W
j |2−1,h
)p
+ sup
1≤n≤N
∣∣∣ n∑
j=1
〈Ph∆W
j , Xj−1h 〉−1,h
∣∣∣p}
≤ C
{
T p + |X0h|
2p
−1,h
+E
( N∑
j=1
|Ph∆W
j |2−1,h
)p
+E sup
1≤n≤N
∣∣∣ n∑
j=1
〈Ph∆W
j , Xj−1h 〉−1,h
∣∣∣p}.
By (2.18), we have
E
( N∑
j=1
|Ph∆W
j |2−1,h
)p
≤ CNp−1
N∑
j=1
E|Ph∆W
j |2p−1,h
≤ CNp−1
N∑
j=1
kp‖A
−1/2
h PhQ
1/2‖2pHS ≤ CT
p‖A
−1/2
h PhQ
1/2‖2pHS ≤ C.
(4.7)
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Moreover, by Cauchy’s inequality and (2.17),
(4.8)
∣∣∣ n∑
j=1
〈Ph∆W
j , Xj−1h 〉−1,h
∣∣∣p = E sup
1≤n≤N
∣∣∣ n∑
j=1
〈∆W j , A−1h X
j−1
h 〉
∣∣∣p
≤ CE
( N∑
j=1
k‖Q1/2A−1h X
j−1
h ‖
2
)p/2
≤ C
{
1 +E
( N∑
j=1
k‖Q1/2A−1h X
j−1
h ‖
2
)p}
≤ C
{
1 + (Nk)p−1
N∑
j=1
kE‖Q1/2A−1h PhX
j−1
h ‖
2p
}
≤ C
{
1 + (Nk)p−1
N∑
j=1
k‖Q1/2A
−1/2
h Ph‖
2pE|Xj−1h |
2p
−1,h
}
= C
{
1 + (Nk)p−1
N∑
j=1
k‖A
−1/2
h PhQ
1/2‖2pE|Xj−1h |
2p
−1,h
}
.
As Nk = T , ‖A
−1/2
h PhQ
1/2‖ ≤ ‖A
−1/2
h PhQ
1/2‖HS ≤ K, and |X
0
h|−1,h ≤ L, by
inserting (4.7) and (4.8) into (4.6), we see that
(4.9)
E sup
0≤n≤N
|Xnh |
2p
−1,h ≤ C(p, T,K,L)
(
1 +
N−1∑
j=0
kE|Xjh|
2p
−1,h
)
= C(p, T,K,L)
(
1 +
N−1∑
n=0
kE sup
0≤j≤n
|Xjh|
2p
−1,h
)
.
By induction, (4.9) shows that the quantity E sup0≤j≤n |X
j
h|
2p
−1,h is finite for all
n = 1, . . . , N and hence the inequality (4.1) follows from Gronwall’s lemma. Having
this result at hand one may return to (4.5) to prove (4.2) by a similar procedure
but without the Gronwall argument at the end. 
In the sequel, in many places the quantity
(4.10) Y jh := AhX
j
h + Phf(X
j
h)
plays a crucial role. It can be regarded as the discrete version of the “chemical
potential” Y = AX + f . With this notation, the scheme (1.6) can be rewritten as
(4.11) Xjh −X
j−1
h + kAhY
j
h = Ph∆W
j , j = 1, 2, . . . , N ; X0h = PhX0.
We continue to prove a stronger moment bound. Note that it is not “closed”,
because Y jh remains on the right hand side.
Lemma 4.2. Suppose that ‖A1/2Q1/2‖HS ≤ K and |X
0
h|−1,h ≤ L for all h > 0.
Then, for every ǫ, δ > 0 and p ≥ 1, there are C1 > 0 depending on T, ǫ, δ, p,K and
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L, and C2 > 0 depending on T and p such that for all h, k > 0,
E
(
sup
1≤j≤N
‖Xjh‖
2p
)
+E
( N∑
j=1
‖Xjh −X
j−1
h ‖
2
)p
≤ C1 + C2δE
( N∑
j=1
k|Y jh |
2
1
) 1+ǫ
2 p
.
(4.12)
Proof. By taking inner products with Xjh ∈ S˙h in (4.11) we get
1
2
(
‖Xjh‖
2 − ‖Xj−1h ‖
2 + ‖Xjh −X
j−1
h ‖
2
)
+ k〈Y jh , X
j
h〉1 = 〈∆W
j , Xjh〉,
where we recall that 〈x, y〉1 = 〈∇x,∇y〉. Summing with respect to j, using analo-
gous arguments as in the previous proof, thus yields for 1 ≤ n ≤ N
‖Xnh‖
2 +
n∑
j=1
‖Xjh −X
j−1
h ‖
2 ≤ C
(
‖X0h‖
2 +
n∑
j=1
k
∣∣〈Y jh , Xjh〉1∣∣
+
n∑
j=1
‖∆W j‖2 +
n∑
j=1
〈∆W j , Xj−1h 〉
)
.
Therefore,
E sup
1≤j≤N
‖Xjh‖
2p +E
( N∑
j=1
‖Xjh −X
j−1
h ‖
2
)p
≤ C
{
‖X0h‖
2p +E
( N∑
j=1
k
∣∣〈Y jh , Xjh〉1∣∣)p
+E
( N∑
j=1
‖∆W j‖2
)p
+E sup
1≤n≤N
∣∣∣ n∑
j=1
〈A
1/2
h Ph∆W
j , A
−1/2
h X
j−1
h 〉
∣∣∣p}.
The next to last term can be bounded, similarly to (4.7) in the previous proof, by
CT p‖Q1/2‖2pHS. Using the (4.1) and a calculation similar to (4.8) we obtain
E sup
1≤n≤N
∣∣∣ n∑
j=1
〈A
1/2
h Ph∆W
j , A
−1/2
h X
j−1
h 〉
∣∣∣p ≤ C(1 + T p‖A1/2h PhQ1/2‖2p)
≤ C
(
1 + T p‖A1/2Q1/2‖2p
)
,
where we also used (2.16). Finally,
E
( N∑
j=1
k
∣∣∣〈Y jh , Xjh〉1∣∣∣)p ≤ E(
N∑
j=1
k|Y jh |1|X
j
h|1
)p
≤ E
{( N∑
j=1
k|Y jh |
2
1
)p/2( N∑
j=1
k|Xjh|
2
1
)p/2}
≤ E
{
δ
( N∑
j=1
k|Y jh |
2
1
) 1+ǫ
2 p
+ Cǫ,δ
( N∑
j=1
k|Xjh|
2
1
) 1+ǫ
2ǫ p
}
,
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and the proof is complete in view of (4.2) by noting that
‖A
−1/2
h PhQ
1/2‖HS = ‖A
−1/2
h PhA
−1/2A1/2Q1/2‖HS
≤ ‖A
−1/2
h PhA
−1/2P‖ ‖A1/2Q1/2‖HS ≤ C‖A
1/2Q1/2‖HS.

We next prove the main stability result of the paper.
It is well known that, for the deterministic Cahn–Hilliard equation,
u˙+Av = 0, t > 0; v = Au+ f(u),
the functional
J(u) := 12 |u|
2
1 + F(u), where F(u) =
∫
D
F (u) dx,
is a Ljapunov functional, that is, J(u(t)) ≤ J(u0), t ≥ 0. This leads to a uniform
bound for |u(t)|21 + ‖u(t)‖
4
L4
. The proof proceeds by multiplication of the equation
by the chemical potential v and noting that J ′(u) = Au + f(u) = v and 〈u˙, v〉 =
〈u˙, J ′(u)〉 = ddtJ(u). Thus,
d
dtJ(u) + |v|
2
1 = 0 and
J(u(T )) +
∫ T
0
|v(t)|21 dt = J(u0),
which is the desired result.
This was imitated for the spatially semidiscrete Cahn–Hilliard–Cook equation in
[22] by applying the Itoˆ formula to J(Xh(t)). For the fully discrete equation (1.6)
we do not have an Itoˆ formula, so we must use a more direct imitation of the above
calculation in the proof of the following theorem, which contains our main moment
bounds.
In the proof we denote by Pα(x), x = (x1, ..., xm), xi ≥ 0, any nonnegative
quantity such that
Pα(x) ≤ C
(
1 +
m∑
i=1
xαi
)
.(4.13)
Theorem 4.3. Let p ≥ 1. If ‖A1/2Q1/2‖HS ≤ K and
(4.14) |X0h|−1,h + J(X
0
h) + |Y
0
h |1 ≤ L for all h > 0,
then there exist C, k0 > 0, depending on p, K, L, and T , such that for all h > 0
and 0 < k < k0,
E sup
1≤j≤N
J(Xjh)
p +E
( N∑
j=1
k|Y jh |
2
1
)p
≤ C.
Proof. Following the procedure from the deterministic case, we multiply (4.11) by
the discrete chemical potential Y jh = AhX
j
h + Phf(X
j
h):
〈Y jh ,∆X
j
h〉 + k|Y
j
h |
1
1 = 〈Y
j
h , Ph∆W
j〉,
where ∆Xjh = X
j
h −X
j−1
h . From (1.4) it follows that, for X,Z ∈ H˙,
F(X)−F(Z) ≤ 〈f(X), X − Z〉+ 12c
2
1‖X − Z‖
2.
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Hence,
〈Phf(X
j
h),∆X
j
h〉 = 〈f(X
j
h),∆X
j
h〉 ≥ F(X
j
h)−F(X
j−1
h )−
1
2 c
2
1‖∆X
j
h‖
2.
As in (4.3) we have
〈AhX
j
h,∆X
j
h〉 = 〈X
j
h,∆X
j
h〉1 =
1
2
(
|Xjh|
2
1 − |X
j−1
h |
2
1 + |∆X
j
h|
2
1
)
.
By adding the latter two relations, we obtain
〈Y jh ,∆X
j
h〉 = 〈AhX
j
h + Phf(X
j
h),∆X
j
h〉
≥ J(Xjh)− J(X
j−1
h ) +
1
2
|∆Xjh|
2
1 +
1
2c
2
1‖∆X
j
h‖
2.
This is the discrete analog of 〈v, u˙〉 = ddtJ(u). By (4.11), we now have
J(Xjh)− J(X
j−1
h ) +
1
2
|∆Xjh|
2
1 + k|Y
j
h |
1
1 ≤ 〈Y
j
h , Ph∆W
j〉 − 12c
2
1‖∆X
j
h‖
2.(4.15)
The remaining challenge is to deal with the term
〈Y jh , Ph∆W
j〉 = 〈Y j−1h , Ph∆W
j〉 + 〈Y jh − Y
j−1
h , Ph∆W
j〉.
We begin by
〈Y jh − Y
j−1
h , Ph∆W
j〉 = 〈Ah∆X
j
h, Ph∆W
j〉 + 〈f(Xjh)− f(X
j−1
h ), Ph∆W
j〉.
Here, by (2.16),
〈Ah∆X
j
h, Ph∆W
j〉 ≤ ǫ|∆Xjh|
2
1 + Cǫ|∆W
j |21(4.16)
and, as Ph∆W
j ∈ S˙h ⊂ H˙,
(4.17)
|〈f(Xjh)− f(X
j−1
h ), Ph∆W
j〉| = |〈P (f(Xjh)− f(X
j−1
h )), Ph∆W
j〉|
= |〈A
−1/2
h PhP (f(X
j
h)− f(X
j−1
h )), A
1/2
h Ph∆W
j〉|
≤ ‖A
−1/2
h PhP (f(X
j
h)− f(X
j−1
h ))‖ |Ph∆W
j |1
≤ C‖A
−1/2
h PhP (f(X
j
h)− f(X
j−1
h ))‖ |∆W
j |1.
By using Ho¨lder’s and Sobolev’s inequalities (d ≤ 3) we show
‖A
−1/2
h PhPf‖ = sup
vh∈S˙h
〈f, vh〉
|vh|1
≤ sup
vh∈S˙h
‖f‖L6/5(D)‖vh‖L6(D)
|vh|1
≤ C‖f‖L6/5(D).
Therefore, (1.5) implies
(4.18)
‖A
−1/2
h PhP (f(X
j
h)− f(X
j−1
h )‖ ≤ C‖f(X
j
h)− f(X
j−1
h )‖L6/5(D)
≤ C
(∫
D
|Xjh −X
j−1
h |
6/5(1 + (Xjh)
2 + (Xj−1h )
2)6/5 dξ
)5/6
≤ C
(∫
D
|Xjh −X
j−1
h |
6 dξ
)1/6 (∫
D
(1 + (Xjh)
2 + (Xj−1h )
2)3/2 dξ
)2/3
≤ C‖Xjh −X
j−1
h ‖L6(D)
(
1 + ‖Xjh‖
2
L3(D)
+ ‖Xj−1h ‖
2
L3(D)
)
.
Further, with p < q < r and λ = pq
r−q
r−p , we have
‖X‖Lq(D) ≤ ‖X‖
λ
Lp(D)
‖X‖1−λLr(D),
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see [13, Proposition 6.10]. We take p = 2, q = 3, r = 4, and hence λ = 13 , to
conclude that
(4.19) ‖Xjh‖
2
L3(D)
≤ ‖Xjh‖
2/3
L2(D)
‖Xjh‖
4/3
L4(D)
.
Thus, from (4.17), (4.18), (4.19), and since by Sobolev’s inequality we have ‖Xjh −
Xj−1h ‖L6(D) ≤ C|X
j
h −X
j−1
h |1, it follows that
(4.20)
|〈f(Xjh)− f(X
j−1
h ), Ph∆W
j〉| ≤ C|∆W j |1|X
j
h −X
j−1
h |1
× P2/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))P4/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
≤ ǫ|Xjh −X
j−1
h |
2
1 + C|∆W
j |21P4/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
× P8/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D)),
where we used the notation Pα from (4.13). This means that we have bounded the
Lipschitz constant in (4.18) by powers of ‖Xjh‖Lq(D), q = 2, 4, which we shall be
able to control. It will be important that the exponent on ‖Xjh‖L4(D), is strictly
less than 4 so that it can be controled in terms of F(Xjh). Therefore we cannot
simplify by multiplying the polynomials together. The exponent on ‖Xjh‖L2(D) can
be arbitrarily large because of Lemma 4.2.
Thus, with 0 < ǫ < 14 we get, after inserting (4.16) and (4.20) into (4.15) and
rearranging, that
J(Xjh)− J(X
j−1
h ) + c|X
j
h −X
j−1
h |
2
1 + k|Y
j
h |
2
1
≤ C|∆W j |21P4/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))P8/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
+ 〈Y j−1h ,∆W
j〉+ C‖Xjh −X
j−1
h ‖
2.
Summing with respect to j then yields
J(Xnh ) +
n∑
j=1
(
|Xjh −X
j−1
h |
2
1 + k|Y
j
h |
2
1
)
≤ C
(
J(X0h) +
n∑
j=1
‖Xjh −X
j−1
h ‖
2
+
n∑
j=1
|∆W j |21P4/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))P8/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
+
n∑
j=1
〈Y j−1h ,∆W
j〉
)
.
It follows in a similar way as in the proof of Lemma 4.1, using also (4.12) with
ǫ = 1 and δ > 0 so small that the third term on the right hand side above can be
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absorbed into the third term in the left hand side below, that
(4.21)
E sup
1≤n≤N
J(Xnh )
p +E
( N∑
j=1
k|Y jh |
2
1
)p
≤ C
{
1 + J(X0h)
p
+Np−1E
N∑
j=1
(
|∆W j |2p1 P4p/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
× P8p/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
)
+E sup
1≤n≤N
∣∣∣ n∑
j=1
〈Y j−1h ,∆W
j〉
∣∣∣p}.
The first three terms to the right of the inequality are bounded by assumption. For
the fourth term we use that E|∆W j |2p1 ≤ Ck
p‖A1/2Q1/2‖2pHS, see (4.7), together
with Ho¨lder’s inequality with conjugate exponents q1, q
′
1 > 1, to get
Np−1E
N∑
j=1
(
|∆W j |2p1 P4p/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
× P8p/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
)
≤ Np−1
N∑
j=1
(
E|∆W j |
2pq′1
1
)1/q′1[E(P4pq1/3(‖Xjh‖L2(D), ‖Xj−1h ‖L2(D))
× P8pq1/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
)]1/q1
≤ C‖A1/2Q1/2‖2pHSk
p−1Np−1
N∑
j=1
k
[
E
(
P4pq1/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
× P8pq1/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
)]1/q1
.
Here ‖A1/2Q1/2‖2pHS ≤ C. Ho¨lder’s inequality, now with q2, q
′
2 > 1, bounds the
above quantity by
(4.22)
≤ CT p−1
N∑
j=1
k
[(
E
(
P4pq1q′2/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
))1/q′2
×
(
E
(
P8pq1q2/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
))1/q2]1/q1
≤ C
{
1 +
N∑
j=1
k
(
E
(
P4pq1q′2/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
))1/q′2
×
(
E
(
P8pq1q2/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
))1/q2}
≤ C
{
1 +
N∑
j=1
k
[
E
(
P4pq1q′2/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
)
+E
(
P8pq1q2/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D))
)]}
.
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With q1q2 = 3/2 we use (1.2) to get
P8pq1q2/3(‖X
j
h‖L4(D), ‖X
j−1
h ‖L4(D)) ≤ C(‖X
j
h‖
4p
L4(D)
+ ‖Xj−1h ‖
4p
L4(D)
+ 1)
≤ C(F(Xjh)
p + F(Xj−1h )
p + 1).
(4.23)
Furthermore,
(4.24)
N∑
j=1
k
[
E
(
P4pq1q′2/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D))
≤ CEk
N∑
j=1
(‖Xjh‖
4pq1q
′
2/3
L2(D)
+ ‖Xj−1h ‖
4pq1q
′
2/3
L2(D)
+ 1)
= CT + C‖X0h‖
q
L2(D)
+ CEk
N∑
j=1
‖Xjh‖
q
L2(D)
,
where for brevity q = 4pq1q
′
2/3. Let t, s > 1 be conjugate exponents. Then, by
Ho¨lder’s and Young’s inequalities,
Ek
N∑
j=1
‖Xjh‖
q
L2(D)
≤ E

 sup
1≤j≤N
(
‖Xjh‖
q−2
L2(D)
)
k
N∑
j=1
‖Xjh‖
2
L2(D)


≤ E
[
sup
1≤j≤N
‖Xjh‖
t(q−2)
L2(D)
]1/t E

k N∑
j=1
‖Xjh‖
2
L2(D)


s

1/s
≤ C

E [ sup
1≤j≤N
‖Xjh‖
t(q−2)
L2(D)
]
+E

k N∑
j=1
‖Xjh‖
2
L2(D)


s

≤ C

E [ sup
1≤j≤N
‖Xjh‖
t(q−2)
L2(D)
]
+E

k N∑
j=1
|Xjh|
2
1


s
 .
Next, (4.12) from Lemma 4.2 and (4.2) from Lemma 4.1 implies that
(4.25) Ek
N∑
j=1
‖Xjh‖
q
L2(D)
≤ C +KδE

 N∑
j=1
k|Y jh |
2
1


t(q−2)(1+ǫ)
4
.
We will find ǫ > 0, q1, q2, q
′
2, t > 1, such that q2, q
′
2 are conjugate, q1q2 = 3/2 and
(4.26)
t(4pq1q
′
2/3− 2)(1 + ǫ)
4
≤ p.
Since q2, q
′
2 are conjugate and q1q2 = 3/2 we have that q1q
′
2 = 3/2(q
′
2−1) and hence
(4.26) becomes
tp(q′2 − 1)
1 + ǫ
2
−
1 + ǫ
2
≤ p
Note that q2 < 3/2 and hence q
′
2 > 3. If we set q
′
2 = 3+
1
p2 (and thus q2 =
3p2+1
2p2+1
and q1 =
6p2+3
6p2+2 ) we need to find ǫ > 0 and t > 1 such that
(4.27) tp(1 + ǫ) + t
1 + ǫ
2p
−
1 + ǫ
2
≤ p.
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But
tp(1 + ǫ) + t
1 + ǫ
2p
−
1 + ǫ
2
→ p+
1
2p
−
1
2
< p
as ǫ → 0+ and t → 1+ and hence there is ǫ > 0 and t > 1 such that (4.27) and
hence (4.26) holds. Therefore, we can conclude from (4.24) and (4.25) that there is
ǫ > 0, q1, q2, q
′
2, t > 1, such that q2, q
′
2 are conjugate, q1q2 = 3/2 and
(4.28)
N∑
j=1
k
[
E
(
P4pq1q′2/3(‖X
j
h‖L2(D), ‖X
j−1
h ‖L2(D)) ≤ CT + C‖X
0
h‖
4p+ 2
p2
L2(D)
+Kδ

1 +E

 N∑
j=1
k|Y jh |
2
1


p

Thus inserting (4.23) and (4.28) into (4.22) we get, with C = C(T, p) > 0 and
K = K(T, p) > 0 independent of δ > 0,
(4.29)
Np−1E
N∑
j=1
|∆W j |2p1 P4p/3(‖X
j
h‖L2(D))P4p/3(‖X
j
h‖L4(D))
≤ C

1 + ‖X0h‖4p+ 2p2L2(D) +
N∑
j=0
kEF(Xjh)
p

+Kδ

1 +E

 N∑
j=1
k|Y jh |
2
1


p
 .
It remains to treat the Itoˆ integral in (4.21). For this we invoke the Cauchy
inequality and Burkholder–Davis–Gundy inequality to conclude that
(4.30)
E sup
1≤n≤N
∣∣∣ n∑
j=1
〈Y j−1h ,∆W
j〉
∣∣∣p
≤ C
(
1 + ǫ′E sup
0≤n≤N
∣∣∣ n∑
j=1
〈Y j−1h ,∆W
j〉
∣∣∣2p)
≤ C
(
1 + ǫ′E
( N∑
j=1
k‖Q1/2Y j−1h ‖
2
)p)
≤ C
(
1 + ǫ′E
( N∑
j=1
k‖Q1/2A−1/2P‖|Y j−1h |
2
1
)p)
.
Thus, since ‖Q1/2A−1/2P‖ <∞, if we take ǫ′ > 0 small enough in (4.30) and δ > 0
small enough in (4.29), from (4.21) we may conclude that
(4.31)
E sup
1≤n≤N
J(Xnh )
p +E
( N∑
j=1
k|Y jh |
2
1
)p
≤ C
(
1 + J(X0h)
p + ‖X0h‖
4p+ 1
p2
L2(D)
+ kF(X0h)
p + k|Y 0h |
2p
1
+
N∑
j=1
kE sup
1≤n≤j
F(Xnh )
p
)
.
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Thus, if Ck < 1, then the desired result follows from Gronwall’s lemma by noting
that F(u) ≤ J(u). 
5. Convergence
Recall from Theorem 3.1 that X satisfies the mild equation
X(t) = E(t)X0 −
∫ t
0
AE(t− s)f(X(s)) ds+
∫ t
0
E(t− s) dW (s).(5.1)
Similarly, equation (1.6) has the mild formulation
Xnh = R
n
k,hPhX0 −
n∑
j=1
AhR
n−j+1
k,h Phf(X
j
h) +
n∑
j=1
Rn−j+1k,h Ph∆W
j ,(5.2)
where Rnk,h = (I + k A
2
h)
−n.
Remark 5.1. Preservation of mass. From (2.5), (5.1) and (2.9),(5.2) it follows
that if W (t) has zero average, i.e., (I−P )W (t) = 0, then (I−P )X(t) = (I−P )X0
and (I − P )Xnh = (I − P )X0. This means that X(t) and X
n
h preserve the mass.
In order to prove convergence of Xnh , we first state a maximal type error estimate
for the stochastic convolution. We define the backward Euler approximation of the
stochastic convolution WA(t) :=
∫ t
0
E(t− s) dW (s) by
WnAh :=
n∑
j=1
Rn−j+1k,h Ph∆W
j =
n∑
j=1
∫ tj
tj−1
Rn−j+1k,h Ph dW (s).
Lemma 5.2. Let γ ∈ (0, 12 ], β ∈ [1, 2], and p ≥ 1. Then there is C = C(p, γ, T )
such that for h, k > 0
(
E
(
sup
0≤n≤N
‖WA(tn)−W
n
Ah‖
p
))1/p
≤ C(hβ + kβ/4)‖A(β−2)/2+γPQ1/2‖HS.
(5.3)
Proof. The proof is completely analogous to the proofs of [20, Proposition 5.1] and
[23, Theorem 2.1], based on a discrete factorization method using the analyticity
of the semigroup E and the deterministic error estimate
(5.4) ‖(E(tn)−R
n
k,h)Phv‖ ≤ C(h
β + kβ/4)t−(β−α)/4n |v|α, tn > 0,
for β ∈ [1, 2], α ∈ [−1, 1], from [12, Lemma 5.5] and [25, Theorem 2.2]. 
Remark 5.3. In [20, Proposition 5.1], instead of the term ‖A(β−2)/2+γPQ1/2‖HS
which appears on the right hand side of (5.3), one has ‖A(β−1)/2+γQ1/2‖HS. The
reason for this difference (besides the different boundary conditions) is that [20]
considers the stochastic Allen–Cahn equation where the semigroup in the stochastic
convolution is generated by the Laplacian ∆ which has a weaker smoothing effect
than in the present case, where the semigroup is generated by −∆2. The proofs in
[20] and [23] require that p is large, but the result is then valid for smaller p ≥ 1 as
well.
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Lemma 5.4. Let 0 < δ < 1. The following deterministic error estimates hold for
v ∈ H:
‖AhR
n
k,hPhv −AhEh(tn)Phv‖ ≤ Ck
1
2 (1−δ)t
−1+ δ2
n ‖v‖, tn > 0 and h, k > 0,(5.5)
‖AhEh(t)Phv −AE(t)v‖ ≤ Ch
2(1−δ)t−1+
δ
2 ‖v‖, t > 0 and h > 0.(5.6)
Proof. Note that it is enough to consider v ∈ H˙ , as for v constant the above
differences equal 0. The error bounds follow by a simple interpolation between the
cases δ = 0 and δ = 1. For δ = 1 we use the estimates from (2.6) and (2.10) to get
‖AhR
n
k,hPh‖+ ‖AhEh(tn)Ph‖ ≤ Ct
−1/2
n , ‖AhEh(t)Ph‖+ ‖AE(t)‖ ≤ Ct
−1/2.
Estimate (5.5) with δ = 0 follows by expansion in the eigenbasis ofAh and Parseval’s
identity. For estimate (5.6) with δ = 0, we first write, for v ∈ H˙ ,
‖AhEh(t)Phv −AE(t)v‖ ≤ ‖(A
2
hEh(t)Ph −A
2E(t))A−1v‖
+ ‖A2hEh(t)Ph(A
−1
h Ph −A
−1)v‖
= ‖Dt(Eh(t)Ph − E(t))A
−1v‖ + ‖A2hEh(t)Ph(Rh − I)A
−1v‖.
where we used the identity Rh = A
−1
h PhA. The desired bound Ct
−1h2‖A(A−1v)‖ =
Ch2t−1‖v‖ for the last term follows immediately from (2.12) and (2.10). The first
term is an error estimate for the time derivative of the solution of the linear Cahn–
Hilliard equation with smooth initial-value u0 = A
−1v ∈ H˙2. To prove this we
adapt the arguments in [27, Chapt. 3] and [12, Sect. 5], where error estimates with
lower initial regularity are proved. Let u(t) = E(t)u0, uh(t) = Eh(t)Phu0. Then
the error e = uh − u satisfies the equation, see [12, (5.4)],
G2he˙ + e = ρ+Ghη, t > 0; Phe(0) = 0,(5.7)
with
Gh = A
−1
h Ph, Rh = GhA, ρ = (Rh − I)u, η = −(Rh − I)A
−1u˙.(5.8)
Any solution of an equation of the form (5.7) satisfies the following bound, with
arbitrary ǫ > 0,
‖e(t)‖ ≤ ǫ sup
s∈[0,t]
s‖ρ˙(s)‖ + Cǫ sup
s∈[0,t]
‖ρ(s)‖+
( ∫ t
0
‖η(s)‖2 ds
)1/2
.(5.9)
In order to prove this we let e1 be the solution of (5.7) with only ρ as the source
term and Phe1(0) = 0. Moreover, we let e2 solve the same equation but driven by
Ghη alone and with e2(0) = 0. Then e = e1 + e2 solves (5.7). We quote a bound
for e1 from [27, Lemma 3.5]:
‖e1(t)‖ ≤ ǫ sup
s∈[0,t]
s‖ρ˙(s)‖+ Cǫ sup
s∈[0,t]
‖ρ(s)‖.
In order to quote this lemma we note that Gh is selfadjoint, positive semidefinite
on H˙ and that Ghe1(0) = A
−1
h Phe1(0) = 0. For e2 we have
‖e2(t)‖ ≤
( ∫ t
0
‖η(s)‖2 ds
)1/2
.
This is proved by a simple energy argument, see the beginning of the proof of [12,
Lemma 5.2]. The reason why we need different proofs for e1 and e2 is that Gh in
front of η must not appear in (5.9) for we have good bounds for η but not for Ghη.
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This proves (5.9), which can now be combined with bounds for ρ and η, obtained
from bounds for Rh and regularity estimates for u = E(t)u0, to get an error bound
for ‖e(t)‖. However, we aim for ‖e˙(t)‖ and therefore take the derivative of the
equation in (5.7) and multiply by t to obtain an equation for te˙(t):
tG2he¨ + te˙ = tρ˙+ tGhη˙,
which can be written as
G2h(te˙)˙ + (te˙) = G
2
he˙+ tρ˙+Gh(tη˙) = −e+ ρ+ tρ˙+Gh(η + tη˙),
where we substituted G2he˙ = −e+ρ+Ghη from (5.7). Thus, te˙ satisfies an equation
of the form (5.7) but with ρ and η replaced by −e+ρ+tρ˙ and η+tη˙. An application
of (5.9) with ǫ = 12 , say, gives
t‖e˙(t)‖ ≤ 12 sup
s∈[0,t]
(
s‖e˙(s)‖ + 2s‖ρ˙(s)‖+ s2‖ρ¨(s)‖
)
+ C sup
s∈[0,t]
(
‖e(s)‖+ ‖ρ(s)‖+ s‖ρ˙(s)‖
)
+
(∫ t
0
(
‖η(s)‖2 + s2‖η˙(s)‖2
)
ds
)1/2
.
Since t is arbitrary here we may apply a standard kick-back argument to remove
the term s‖e˙(s)‖. Another application of (5.9), now with ǫ = 1, takes care of the
term ‖e(s)‖, which leads to
t‖e˙(t)‖ ≤ C sup
s∈[0,t]
(
‖ρ(s)‖+ s‖ρ˙(s)‖ + s2‖ρ¨(s)‖
)
+ C
( ∫ t
0
(
‖η(s)‖2 + s2‖η˙(s)‖2
)
ds
)1/2
.
Here we use (2.12) and recall the regularity estimates (2.6), (2.7) for u(t) =
E(t)A−1v:
sj‖Djsρ(s)‖ = s
j‖(Rh − I)D
j
su(s)‖ ≤ Ch
2sj‖ADjsE(s)A
−1v‖ ≤ Ch2‖v‖
and ( ∫ t
0
s2j‖Djsη(s)‖
2 ds
)1/2
=
( ∫ t
0
s2j‖(Rh − I)A
−1Djsu˙(s)‖
2 ds
)1/2
≤ Ch2
(∫ t
0
s2j‖Dj+1s u(s)‖
2 ds
)1/2
≤ Ch2
(∫ t
0
s2j‖A2jE(s)A−1v‖2 ds
)1/2
≤ Ch2
(∫ t
0
s2j‖A2j+1E(s)v‖2 ds
)1/2
≤ Ch2‖v‖.
This completes the proof. 
Theorem 5.5. Suppose that (4.14) holds, ‖A1/2Q1/2‖HS <∞, β ∈ [1, 2], and that
|X0|β <∞. Let h > 0 and k > 0 be small and 0 < ǫ, δ < 1. Then, there is Ω
ǫ
h,k ⊂ Ω
with P(Ωǫh,k) > 1− ǫ, and C = C(T, ǫ, δ) such that for all ω ∈ Ω
ǫ
h,k,
‖X(tn)−X
n
h‖ ≤ C
(
(hβ + kβ/4)|X0|β + h
2(1−δ) + k
1
2 (1−δ)
)
, tn ∈ [0, T ].
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Proof. It follows from Proposition 3.2 for (5.10), Theorem 3.1 for (5.11), Theo-
rem 4.3 for (5.12), and Lemma 5.2 for (5.13) that for every 0 < ǫ, δ < 1 and
h, k > 0 small enough, there is Ωǫh,k ⊂ Ω with P(Ω
ǫ
h,k) > 1 − ǫ and KT,ǫ > 0 such
that
‖X(t)−X(s)‖ ≤ KT,ǫ|t− s|
1
2 (1−δ), t, s ∈ [0, T ], ω ∈ Ωǫh,k,(5.10)
|X(t)|21 + ‖X(t)‖
4
L4 ≤ KT,ǫ, t ∈ [0, T ], ω ∈ Ω
ǫ
h,k,(5.11)
|Xnh |
2
1 + ‖X
n
h‖
4
L4 ≤ KT,ǫ, tn ∈ [0, T ], ω ∈ Ω
ǫ
h,k(5.12)
‖WA(tn)−W
n
Ah‖ ≤ KT,ǫ(h
2 + k1/2), tn ∈ [0, T ], ω ∈ Ω
ǫ
h,k, .(5.13)
Note that it is enough to establish the above four bounds individually with ǫ/4 on
Ω
ǫ/4,i
h,k , i = 1, ..., 4, and then set Ω
ǫ
h,k = ∩
4
i=1Ω
ǫ/4,i
h,k . The estimate in (5.10) follows
directly from the assumption on the initial data and Proposition 3.2. The remaining
bounds can be proved by using Chebychev’s inequality together with bounds from
Theorem 3.1, Theorem 4.3, and Lemma 5.2. For example, to prove (5.13), consider
Fh,k :=
sup0≤n≤N ‖WA(tn)−W
n
Ah
‖
h2 + k1/2
.
Chebychev’s inequality and Lemma 5.2, for some p ≥ 1, γ = 12 , and β = 2, give
P
({
ω ∈ Ω : Fh,k > α
})
≤
1
αp
E
[
F ph,k
]
≤
Kp
αp
, K = C‖A1/2Q1/2‖HS.
We choose α = ǫ−1/pK and set Ωǫh,k =
{
ω ∈ Ω : Fh,k ≤ ǫ
−1/pK
}
. Then
P(Ωǫh,k) = 1−P
({
ω ∈ Ω : Fh,k > ǫ
−1/pK
})
≥ 1− ǫ,
and (5.13) follows.
Now let ω ∈ Ωǫh,k. We decompose the error en := X(tn)−X
n
h as
en =
(
E(tn)−R
n
k,hPh
)
X0
+
n∑
j=1
∫ tj
tj−1
(
AhR
n−j+1
k,h Phf(X
j
h)−AE(tn − s)f(X(s))
)
ds
+WA(tn)−W
n
Ah =: e
1
n + e
2
n + e
3
n.
For the first error term we use (5.4) to get
‖e1n‖ ≤ C(h
β + kβ/4)|X0|β .
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The term e2n is most involved and we decompose it further as
AhR
n−j+1
k,h Phf(X
j
h)−AEh(tn − s)f(X(s))
=
(
AhR
n−j+1
k,h −AhEh(tn − tj−1)
)
Phf(X
j
h)
+
(
AhEh(tn − tj−1)Ph −AE(tn − tj−1)
)
f(Xjh)
+A3/2E(tn − tj−1)A
−1/2P
(
f(Xjh)− f(X(tj))
)
+A
(
E(tn − tj−1)− E(tn − s)
)
f(X(tj))
+A3/2E(tn − s)A
−1/2P
(
f(X(tj))− f(X(s))
)
=: e2,1n,j + e
2,2
n,j + e
2,3
n,j + e
2,4
n,j + e
2,5
n,j.
Here we used (2.5) to obtain AE(t) = A3/2E(t)A−1/2P . Further, since f is cubic
we have ‖f(x)‖ ≤ C(1+ |x|31) by Ho¨lder’s and Sobolev’s inequalities. Then by (5.5),
and (5.12) it follows that, with C = C(T, ǫ, δ),
‖e2,1n,j‖ ≤ Ck
1
2 (1−δ)t
−1+ δ2
n−j+1‖f(X
j
h)‖ ≤ Ck
1
2 (1−δ)t
−1+ δ2
n−j+1
(
1 + |Xjh|
3
1
)
≤ Ck
1
2 (1−δ)t
−1+ δ2
n−j+1.
Similarly, by (5.6) and (5.12),
‖e2,2n,j‖ ≤ Ch
2(1−δ)t
−1+ δ2
n−j+1.
Also, using the local Lipschitz bound |P (f(x)−f(y))|−1 ≤ C(1+ |x|
2
1+ |y|
2
1)‖x−y‖,
cf. (4.18), together with (5.11), and (5.12), we obtain
‖e2,3n,j‖ ≤ C(tn − tj−1)
−3/4|P (f(Xjh)− f(X(tj))|−1
≤ Ct
−3/4
n−j+1(1 + |X
j
h|
2
1 + |X(tj)|
2
1)‖X
j
h −X(tj)‖
≤ Ct
−3/4
n−j+1‖ej‖.
Furthermore, for s ∈ [tj−1, tj ], by (2.6) and ‖(E(t)− I)x‖ ≤ Ct
1
2 (1−δ)‖A1−δx‖, we
have
‖e2,4n,j‖ = ‖(E(s− tj−1)− I)A
−1+δA2−δE(tn − s)f(X(tj))‖
≤ C(s− tj−1)
1
2 (1−δ)(tn − s)
−1+ δ2 ‖f(X(tj))‖
≤ Ck
1
2 (1−δ)(tn − s)
−1+ δ2 .
Using also (5.10), for s ∈ [tj−1, tj ], we have
‖e2,5n,j‖ ≤ C(tn − s)
−3/4
(
1 + |X(tj)|
2
1 + |X(s)|
2
1
)
‖X(tj)−X(s)‖
≤ C(tn − s)
−3/4(tj − s)
1
2 (1−δ) ≤ C(tn − s)
−3/4k
1
2 (1−δ).
Finally, by (5.13), ‖e3n‖ ≤ C(h
2+k1/2). Collecting all the above terms and applying
a generalized version of Gronwall’s lemma, [12, Lemma 7.1], finishes the proof if k
is small enough. 
Theorem 5.6. Under the hypothesis of Theorem 5.5 with β = 1, we have
lim
h,k→0
E sup
0≤n≤N
‖X(tn)−X
n
h‖
2 = 0.
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Proof. It follows from Theorem 3.1 and Theorem 4.3 that there is K > 0 such that
E sup
0≤n≤N
(
‖X(tn)‖
4
L4 + ‖X
n
h‖
4
L4
)
≤ K.
Let ǫ > 0, 0 < h, k < 1 small enough, and let Cǫ = C(T, ǫ, δ) and Ω
ǫ
h,k as in
Theorem 5.5. Then, by using Theorem 5.5 with β = 1 and δ = 12 , we get
E sup
0≤n≤N
‖X(tn)−X
n
h ‖
2 ≤
∫
Ωǫh,k
sup
0≤n≤N
‖X(tn)−X
n
h ‖
2 dP
+ 2
∫
(Ωǫh,k)
c
sup
0≤n≤N
(
‖X(tn)‖
2 + ‖Xnh‖
2
)
dP
≤ Cǫ(h
2 + k1/2) + 4ǫ1/2
(∫
(Ωǫh,k)
c
sup
0≤n≤N
(
‖X(tn)‖
4 + ‖Xnh‖
4
)
dP
)1/2
≤ Cǫ(h
2 + k1/2) + 4ǫ1/2
(
E sup
0≤n≤N
(
‖X(tn)‖
4 + ‖Xnh‖
4
))1/2
≤ Cǫ(h
2 + k1/2) + 4ǫ1/2|D|1/2
(
E sup
0≤n≤N
(
‖X(tn)‖
4
L4 + ‖X
n
h‖
4
L4
))1/2
≤ Cǫ(h
2 + k1/2) + 4ǫ1/2|D|1/2K.
Let η > 0. Choose 0 < ǫ < 1 such that 8ǫ1/2|D|1/2K < η2 . Therefore, if max(h, k) <(
η
4Cǫ
)2
, then
E sup
0≤n≤N
‖X(tn)−X
n
h‖
2 < η,
and the proof is complete. 
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