This paper addresses quantum statistical estimation of operators U ∈ SU (2) acting on CP 3 as ψ → (U ⊗ I)ψ where ψ ∈ C 2 ⊗ C 2 . This is regarded as a continuous analogue of the dense coding. We first prove that the quantum Cramér-Rao lower bound takes the minimum, and is achievable, if and only if ψ is a maximally entangled state. We next show that an SU (2) orbit on CP 3 equipped with the standard Riemannian structure is isometric to SU (2)/{±I} ∼ = SO(3) if and only if ψ is a maximally entangled state. These results provide an alternative view for the optimality of the use of a maximally entangled state.
Introduction
Let ψ be a maximally entangled vector on C 2 ⊗ C 2 , say,
and let U 0 = I, U 1 = iσ x , U 2 = iσ y , U 3 = iσ z . Then 〈(U i ⊗ I)ψ|(U j ⊗ I)ψ〉 = δ ij , so that one can distinguish reliably four vectors {(U i ⊗ I)ψ} 3 i=0 on C 2 ⊗ C 2 , and hence four operators {U i } 3 i=0 in SU (2) . This is the basic idea of the so called dense coding [1] , and is a manifestation of improved distinguishability through entanglement.
The dense coding and its variants [2] , as well as the celebrated quantum channel coding theorem [3] , concern distinguishability among finitely many alternatives, and the proper quantum statistical framework for dealing with finite alternatives is the hypothesis testing [4] [5] . There is another, essentially different, framework in quantum statistics, called the parameter estimation [4] [6] , in which one deals with continuously many alternatives. Among recent development in the latter framework is a quantum channel identification problem [7] [8] , in which one seeks the best strategy of estimating an unknown quantum operation Γ acting on the set S(H) of quantum states on a Hilbert space H. In quantum information theory, it is customary that a quantum channel is given a priori. In practice, however, one first identifies the quantum channel of interest, and then applies various information theoretic results to the channel. Identification of a quantum channel thus precedes every quantum information scheme, and its optimization is of fundamental importance in quantun information theory. As an illustrative example, we have explored in [7] the identification problem of a depolarization channel Γ : S(C 2 ) → S(C 2 ), and have observed improvement of distinguishability through quantum entanglement and a rather unexpected transitionlike behavior of the optimal estimation scheme.
In this paper, we explore the identification problem of a unitary channel (2)).
In particular, we focus on the estimation of the operator U through the extension
or its restriction Γ U ⊗ I : |ψ〉〈ψ| −→ |(U ⊗ I)ψ〉〈(U ⊗ I)ψ|
to the set ∂ e S(C 2 ⊗ C 2 ) of pure states that is identified with the 3-dimensional complex projective space CP 3 . This is naturally regarded as a continuous analogue of the dense coding, and its analysis demonstrates the qualitative difference between distinguishability for finitely many alternatives and that for continuously many alternatives. The main results are summarized as follows.
(i) The quantum Cramér-Rao lower bound for the family {(U ⊗I)ψ} U ∈SU (2) of output states takes the minimum, and is achievable, if and only if ψ is a maximally entangled state (Theorems 3, 4).
(ii) The manifold of output states (i.e., an SU (2) orbit) equipped with the quantum Fisher metric is isometric to SU (2)/{±I} ∼ = SO(3) if and only if ψ is a maximally entangled state (Theorem 6).
These results provide an alternative view for the optimality of the use of a maximally entangled state. The paper is organized as follows. In Section 2, we formulate a statistical estimation problem of SU (2) , and analyze it from a noncommutative statistical point of view. In Section 3, we introduce a general framework of information geometry on a projective Hilbert space P (H). The standard Riemannian structure of P (H) is derived as a special example. In Section 4, a Riemannian geometric study of SU (2) orbits on CP 3 is presented. These results are discussed in a unified manner in Section 5. Throughout the paper, the symbols '≅' and ' ∼ =' stand for 'isomorphic' and 'isometric' respectively.
Statistical estimation of SU (2)
Suppose an unknown operation Γ acting on S(C 2 ) is noiseless, in that there is a unitary operator U ∈ SU (2) such that Γ(=: Γ U ) : ρ → U ρU * , and our problem is to estimate the unknown U . A general scheme of estimating an unknown quantum operation Λ acting on S(H) is this: input a well-prepared state σ ∈ S(H) to Λ and estimate the dynamical change σ → Λ(σ) by performing a certain measurement on the output state Λ(σ). When Λ belongs to a parametric family {Λ θ ; θ ∈ Θ} of operations, the problem amounts to finding an optimal input σ and an optimal estimator for the parameter θ of the family {Λ θ (σ); θ ∈ Θ} of output states [7] .
In our problem, the group SU (2) is a 3-dimensional manifold and is parametrized, for example, as
) .
Since, for any ρ ∈ S(C 2 ), the family {Γ U (ρ); U ∈ SU (2)} of output states is at most 2-dimensional, we must extend Γ U on an enlarged Hilbert space (C 2 ) ⊗n , (n ≥ 2), in order for the parametrization of output states to be nondegenerate. In this paper, we focus on the extension Λ U := Γ U ⊗ I, i.e.,
where θ := (θ 1 , θ 2 , θ 3 ) := (φ, α, β). Since Λ −U = Λ U , we might as well express that our problem is to estimate the parameter θ of the quotient group SU (2)/{±I} ≅ SO (3) . Consequently, the estimation of SU (2) operation must be a local one: the domain Θ of the parameter θ to be estimated forms a local chart of SU (2) on which the parametrization θ → Λ U θ (σ) is one-to-one. Let us proceed to the parameter estimation for the family (2). Our task was to find an optimal input σ and an optimal estimator for the parametric family {Λ U θ (σ); θ ∈ Θ} of output states. One of the most fundamental result in quantum estimation theory is the quantum Cramér-Rao inequality [4] [6], (cf., Appendix A): when the true value of the parameter is θ 0 , the covariance matrix V θ 0 [M ] of an arbitrary estimator M for the parameter θ that is locally unbiased at θ 0 is bounded from below as
Here J θ (σ) denotes the symmetric logarithmic derivative (SLD) Fisher information matrix with respect to the coordinate system θ of the output family {Λ U θ (σ); θ ∈ Θ}, and the inequality means that the matrix
Proof This follows immediately from the convexity of the SLD Fisher metric [7] .
In contrast to the one dimensional parameter case [7] , we cannot conclude directly from Lemma 1 that the optimal input is a pure state. This is partly because the matrices J θ (σ) and J θ (τ ) appeared in the right-hand side do not always comparable with each other. However we have the following
Lemma 2
Let ψ be the maximally entangled state (1) . Then for all σ ∈ S(C 2 ⊗ C 2 ),
The equality holds if and only if σ is a maximally entangled state.
Proof We first prove the inequality (3) for all pure states σ of the form σ = |ψ(x)〉〈ψ(x)|, where
The corresponding parametric family of output states is {|ψ θ (x)〉〈ψ θ (x)|; θ ∈ Θ}, where
By a direct computation, the SLD Fisher information matrix J θ (x) := J θ (σ) for the family (4) is
It suffices to show that J θ (x) is monotone increasing in x. In fact, for 0
which is positive semidefinite, and equals zero if and only if x = y. We next prove the inequality (3) for any pure state σ. (2)), and let J θ (x, V, W ) := J θ (σ) be the corresponding SLD Fisher information. Since we are dealing with the operations of the form U θ ⊗I, the SLD Fisher information matrix is invariant under the transformation W of the second frame, i.e., J θ (x, V, W ) = J θ (x, V, I) for all W . On the other hand, the transformation V of the first frame induces the
Then the above proof applies to the new coordinate system θ ′ , to obtain the monotonicity of
is the list of components of the SLD Fisher metric with respect to the coordinate system θ ′ , while J θ (x, V, I) the list with respect to θ.) Since the monotonicity is purely a geometric property and is invariant under a coordinate transform, we conclude that J θ (x, V, I) also exhibits monotonicity in x (with V fixed). Now we
, with equality if and only if x = 1/2. Now we prove the inequality (3) for any state σ ∈ S(C 2 ⊗ C 2 ). Let σ = ∑ i λ i σ i be a pure state decomposition in which λ i > 0 and ∑ i λ i = 1. Then by Lemma 1 and the above fact, we conclude that
Finally, observe that the inequalities in (6) hold for any pure state decomposition of σ. As a consequence, J θ (σ) = J θ (|ψ〉〈ψ|) implies that every pure state decomposition of σ comprizes only maximally entangled pure states. This is the case only if σ itself is a maximally entangled pure state, (cf., [9] ). The lemma was verified.
Theorem 3
For each value of the parameter θ, the Cramér-Rao lower bound
takes the minimum if and only if σ is a maximally entangled state.
Proof This follows immediately from Lemma 2 and the fact that the function f (t) = −1/t is operator monotone on (0, ∞), [10] .
Note that the inequalities derived in Lemmas 1, 2 are intrinsic properties of the SLD Fisher metric and are independent of a particular choice of the coordinate system θ. As a consequence, Theorem 3 holds for any parametrization of SU (2).
Theorem 3 hints that the optimal input will be a maximally entangled state. However, it alone does not lead to a decisive conclusion, because the Cramér-Rao lower bound J θ (σ) −1 is not always achievable for a multi parameter quantum statistical model. Here we say that the Cramér-Rao lower bound is achievable at θ if there is a locally unbiased estimator M that satisfies
In this sense the next theorem is the key to the conclusion that a maximally entangled state is in fact the optimal one.
Theorem 4
The Cramér-Rao lower bound J θ (x) −1 for the family (4) is achievable if and only if x = 1/2.
Proof The Cramér-Rao lower bound is achievable at θ if and only if
are all real, where {L θ,i } 3 i=1 are SLDs, (cf., Appendix A, Corollary 10). By a direct computation, we have
Im
and
The assertion immediately follows.
The implication of Theorem 4 is profound. The existence of an estimator that achieves the Cramér-Rao lower bound implies the existence of compatible observables that correspond to the parameters of SU (2). Theorem 4 thus asserts that the noncommutative nature of the SU (2) parameters is "suppressible" (at least locally) by using a maximally entangled input. Moreover, the achievability condition used in the proof is an intrinsic property of the tangent space and hence is independent of a particular choice of the coordinate system θ. As a consequence, the local suppression of noncommutativity is also a parametrization independent (i.e., geometric) property.
In summary, for estimating the extended SU (2) operation Λ U θ : σ → (U θ ⊗ I)σ(U θ ⊗ I) * , the optimal input σ is a maximally entangled state. This gives an estimation theoretic verification for the optimality of the use of a maximally entangled state. In the subsequent sections, we explore a differential geometric interpretation of this result to obtain a deeper insight into the role of entanglement.
Information geometry of pure states
It is well known that the parameter estimation theory for a classical statistical manifold is closely related to an information geometric structure of the manifold [11] . Such a geometric structure has been successfully extended to a quantum regime, i.e., to manifolds of faithful quantum states on a finite dimensional complex Hilbert space H [11, Chap. 7] . In this section we further extend an information geometric structure to the manifold M := ∂ e S(H) of pure quantum states that is identified with the projective Hilbert space P (H). For more information, see [12] [13] , where a relation to Berry's phase and extensions to manifolds of generic quantum states are also presented.
Let B(H) and B h (H) denote the sets of linear operators and Hermitian operators on H. In order to introduce an information geometric structure on M, the following lemma is useful.
Lemma 5
For ρ ∈ M and D ∈ B h (H), the following conditions are equivalent. 
It is easily shown thatf (L) := 1 2 (ρL+Lρ) defines a surjective linear mapf :
ρ . On the other hand, the tangent space T ρ M is clearly isomorphic to T (2) ρ , and since Xρ = |Xψ〉〈ψ|+|ψ〉〈Xψ|, the space T 
The operator L in Lemma 5 (b) is uniquely determined [14] only up to
Because of this ambiguity, we must arbitrarily choose a representative of the SLD in order to define a one-one homomorphism
In addition we assume that L ρ is smooth in ρ. Such an operator-valued one-form L ρ is called an SLD representation. When no confusion is likely to arise, we simply denote
Let us introduce an information geometric structure on M. We first define a Riemannian metric by the SLD Fisher metric:
It is invariant under the arbitrariness ker f of SLD representations. Moreover, it is shown that g is identical to the Fubini-Study metric [14] . We next introduce a pair of affine connections that are mutually dual with respect to the SLD Fisher metric. One is defined by
and is called the exponential connection. It is well defined because the right-hand side uniquely defines a derivative of ρ by Lemma 5. The other connection is defined via duality:
and is called the mixture connection. Note that in contrast to a quantum statistical manifold of faithful states, the mixture connection cannot be defined by
By a direct computation, the torsions T and T * which correspond to ∇ and ∇ * are
The Riemannian curvatures do not vanish in general. Thus one cannot expect the existence of the divergence on the space (M, g, ∇, ∇ * ) in general.
Here is a special but important example: by differentiating the relation ρ = ρ 2 valid for pure states, we have a canonical choice L X := 2(Xρ) of the SLD representation [14] . Interestingly, the corresponding dualistic structure is reduced to the standard Riemannian structure of the projective Hilbert space P (H) in which ∇ = ∇ * = the Levi-Civita connection of the Fubini-Study metric g. In fact, by using a (real) local coordinate system ζ = (ζ i ) of P (H), the components of the SLD Fisher metric g are given by
and the components of the mixture connection ∇ * are
Clearly the torsion T vanishes in this case. In what follows, we will work with this special differential geometric structure.
Information geometry of SU (2) orbits on CP

3
In this section, we regard CP 3 as a real Riemannian manifold equipped with the SLD Fisher metric g, and explore the geometry of orbits of SU (2) action ψ → (U ⊗ I)ψ on CP 3 . We say that unit vectors ψ andψ on C 2 ⊗ C 2 are equivalent (and denote ψ ∼ψ) if they lie on the same SU (2) orbit on CP 3 , i.e., if there is a U ∈ SU (2) such that |ψ〉〈ψ| = |(U ⊗ I)ψ〉〈(U ⊗ I)ψ|. Let their Schmidt decompositions be
It is shown that ψ ∼ψ if and only if either x =x = 1/2, or x =x andf i = λ i f i for some λ i (∈ C) of unit modulus, (i = 1, 2), (cf., Appendix B, Lemma 11). As a consequence, CP 3 is partitioned into disjoint SU (2) orbits as
where M ψ denotes the orbit that passes through ψ. The orbit space I := CP 3 /SU (2) is identified with a complete list of initial points that generates disjoint orbits, and is explicitly given, for example, by
where 0 ≤ x ≤ 1/2, 0 ≤ γ ≤ π/2, and 0 ≤ δ < 2π, (cf., Appendix B, Eq. (12)). Note that the parametrization (x, γ, δ) → ψ degenerates at x = 1/2 and at γ = 0, π/2. In [15] [16], other stratifications of CP 3 based on different SU (2) actions are presented. We are interested in the relation between entanglement and the geometry of SU (2) orbits as Riemannian submanifolds of CP 3 . Since the orbits that correspond to the same degree x of entanglement are isometric to each other, we choose representative orbits by setting γ = 0 in the orbit space I. The corresponding orbits are given by Eq. (4).
The components g ij of the metric g on the orbit (4) with respect to the coordinate system θ are given by the SLD Fisher information matrix J θ (x), Eq. (5), and the volume element is
This simple formula already offers some information about the relation between entanglement and the geometry of orbits: an orbit maximally inflates at x = 1/2, and collapses as x → 0. Note that the scaling factor √ x(1 − x) is identical, up to a constant factor, to the concurrence [9] [15]. In order to get full information about the global structure of the orbits, we compute the Riemannian curvature R of the Levi-Civita connection. Let
(The readers may be warned not to confuse the order of indices with that used in a standard book of differential geometry such as [17] . We follow the book [11] .) Due to the symmetries R ijkl = −R jikl = −R ijlk = R klij , there are at most 36 nonvanishing components: six independent components R 1212 , R 1313 , R 2323 , R 1213 , R 1223 , R 1323 , and those which are obtained by permuting indices. By a direct computation, they are given by
The components R jk := R i ijk = R ijkl g li of the Ricci curvature Ric then becomes
It is easy to show that the orbit is Einstein (i.e., Ric = λg for a constant λ) if and only if x = 1/2 or x = 0. The scalar curvature ρ :
indicates that the larger the parameter x (∈ [0, 1/2]) is, the "flatter" the orbit becomes on average. Let us take a closer look at this point.
The sectional curvature with respect to the subspace spanned by {∂ 1 , ∂ 2 } is given by
. This is independent of φ if and only if x = 1/2 or x = 0. When x = 1/2, the orbit turns out to be a space of constant positive curvature 1/4, in that
for all i, j, k, l = 1, 2, 3. (This is confirmed either by a direct computation, or by the fact that the orbit is a 3-dimensional Einstein manifold [17, p. 293] .) Since the fundamental group of the orbit is Z 2 , it is the quotient S 3 (2)/{±I}, (cf., [18] ), i.e., the 3-dimensional real projective space RP 3 (2) of radius 2. It is also important to observe that for 0 < x < 1/2, the orbit is not of constant curvature and hence is not isometric (though diffeomorphic) to S 3 (r)/{±I} for any r > 0. Since the manifold SU (2) equipped with the Cartan-Killing metric is isometric to S 3 , these facts could be paraphrased by saying that the "shape" of the Riemannian manifold SU (2)/{±I} ∼ = SO(3), the coordinates of which are to be estimated, comes into full view only through the SU (2) action ψ → (U ⊗ I)ψ on a maximally entangled ψ. This gives a geometric insight into Theorems 3 and 4.
When x = 0, on the other hand, the orbit collapses to a lower dimensional manifold in which ∂ 2 = ∂ 3 . In this case, the only independent component R 1212 of the Riemannian curvature tensor satisfies R 1212 = (g 12 ) 2 − g 11 g 22 . Namely, the collapsed manifold is a space of constant positive curvature 1. Since the manifold is simply connected, it is the 2-dimensional sphere S 2 of unit radius. This is, of course, in accordance with the known isomorphism between CP 1 and S 2 . In summary we have
Theorem 6
The Riemannian manifold SU (2)/{±I} ∼ = SO (3) is isometrically embedded into CP 3 as an SU (2) orbit M ψ if and only if ψ is a maximally entangled state.
Discussions
We have studied a quantum statistical estimation problem of operators U ∈ SU (2) acting on
It was shown that the quantum Cramér-Rao lower bound takes the minimum, and is achievable, if and only if ψ is a maximally entangled state (Theorems 3, 4), and that an SU (2) orbit on CP 3 equipped with the SLD Fisher metric is isometric to SU (2)/{±I} ∼ = SO(3) if and only if ψ is a maximally entangled state (Theorem 6).
The information geometric study of SU (2) orbits presented in Section 4 has clarified what happens when the degree x of entanglement varies: as x increases toward 1/2, the orbit inflates and hence points on the orbit are getting separated from each other. This is the geometric mechanism behind the estimation theoretic Theorem 3. In fact, the larger the SLD distance of two nearby quantum states becomes, the easier one can distinguish these states, as the quantum Cramér-Rao inequality asserts. Theorem 4, on the other hand, concerns the existence of a set of simultaneously measurable observables as an estimator for the 3-dimensional parameter of SU (2). More precisely, it asserts that the noncommutative nature of the SU (2) parameters "disappears" when (and only when) we use a maximally entangled state as the input. Theorem 4 can also be viewed as providing an "operational" characterization of the otherwise inaccessible quantity of the Fubini-Study metric tensor.
Finally we touch upon a generalization to SU (n). For the achievability of the Cramér-Rao lower bound, a result analogous to Theorem 4 holds for all n. In fact, the only essential ingredient of the proof is that elements of the Lie algebra su(n) have trace zero. On the other hand, the maximality of the SLD Fisher metric analogous to Lemma 2 does not hold for n ≥ 3. This fact suggests an essential role of the dimensionality. A detailed analysis of the statistical estimation of SU (n), as well as the proofs of the above facts, will be presented in a subsequent paper.
Appendices
A Estimation of pure states
This appendix gives a brief account of the parameter estimation theory for a finite dimensional pure state model. For more information, see [12] [13] [14] [19] [20] . Suppose an unknown quantum state lies in a parametric family
states on a finite dimensional complex Hilbert space H. The problem is to estimate, by means of a certain measurement, the true value of the parameter θ. We assume that the parametrization θ → ρ θ is smooth and nondegenerate. An estimator for the parameter θ is given by a pair (M,θ), where M = {M (x); x ∈ X } is a positive operator valued measure that takes values on a finite set X , andθ : X → Θ is a map that gives an estimate of θ from a measurement outcome x. In the quantum estimation theory, we often assume the local unbiasedness condition on estimators [6] : an estimator (M,θ) for the parameter θ is called locally unbiased at θ = θ 0 , or θ 0 -unbiased for short, if the unbiasedness condition
hold at θ = θ 0 . Clearly an estimator is unbiased if and only if it is locally unbiased at every θ ∈ Θ. The performance of an estimator is usually evaluated by the covariance matrix. When the actual quantum state is ρ θ = |ψ θ 〉〈ψ θ |, the covariance matrix
The smaller the covariance matrix is, the more accurately one can estimate the parameter θ. One of the most important notion in the quantum estimation theory is the symmetric logarithmic derivative (SLD): given a model ρ θ = |ψ θ 〉〈ψ θ |, the SLD with respect to θ i , (i = 1, ..., d), is defined by the Hermitian operator L θ,i that satisfies the equation
Since the SLD is not unique for a pure state model, it is convenient to work with the vector 
d).
Due to the θ-unbiasedness, they satisfy
Then there is a projection valued measure E = {E(x); x ∈ X } and real numbers {a i (x); x ∈ X , i = 1, ..., d} such that 
is the (i, j)th entry of the covariance matrix
We say that the SLD lower bound (9) is achievable at θ if there is a θ-unbiased estimator (M,θ) for which V [M,θ] = J −1 holds. The next corollary is also due to Matsumoto [20] .
Corollary 10
The 
B Characterization of SU (2) orbit space
Let ψ andψ be unit vectors on C 2 ⊗ C 2 , and let their Schmidt decompositions be
These vectors are equivalent (ψ ∼ψ) if there is a U ∈ SU (2) such that |ψ〉〈ψ| = |(U ⊗I)ψ〉〈(U ⊗I)ψ|. We claim
Lemma 11
ψ ∼ψ if and only if either x =x = 1/2, or x =x andf i = λ i f i for some λ i ∈ C of unit modulus, (i = 1, 2).
Proof Since we are dealing with the SU (2) action ψ → (U ⊗I)ψ, we set, without loss of generality, as
] .
It suffices to show that for , (∃µ ∈ R).
When x =x ̸ = 1/2, the equation (11) 
The above family shows a discontinuity at x = 1/2 and at γ = π/2. By a slight modification, however, we obtain a complete list of representatives that forms a 3-dimensional smooth compact submanifold of CP 3 : 
where 0 ≤ x ≤ 1/2, 0 ≤ γ ≤ π/2, and 0 ≤ δ < 2π. Note that the parametrization degenerates at x = 1/2 and at γ = 0, π/2.
