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Abstract
This paper revisits the classical inference results for profile quasi maxi-
mum likelihood estimators (profile MLE) in the semiparametric estima-
tion problem. We mainly focus on two prominent theorems: the Wilks
phenomenon and Fisher expansion for the profile MLE are stated in a
new fashion allowing finite samples and model misspecification. The
method of study is also essentially different from the usual analysis of
the semiparametric problem based on the notion of the hardest para-
metric submodel. Instead we derive finite sample deviation bounds for
the linear approximation error for the gradient of the loglikelihood. This
novel approach particularly allows to address the important issue of the
effective target and nuisance dimension. The obtained nonasymptotic
results are surprisingly sharp and yield the classical asymptotic state-
ments including the asymptotic normality and efficiency of the profile
MLE. The general results are specified to the important special cases
of an i.i.d. sample and the analysis is exemplified with a single index
model.
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2 critical dimension in profile semiparametric estimation
1 Introduction
Many statistical tasks can be viewed as problems of semiparametric estimation when the
unknown data distribution is described by a high or infinite dimensional parameter while
the target is of low dimension. Typical examples are provided by functional estimation,
estimation of a function at a point, or simply by estimating a given subvector of the
parameter vector. The classical statistical theory provides a general solution to this
problem: estimate the full parameter vector by the maximum likelihood method and
project the obtained estimate onto the target subspace. This approach is known as profile
maximum likelihood and it appears to be semiparametrically efficient under some mild
regularity conditions. We refer to the papers Murphy and van der Vaart (2000); Murphy
and Van der Vaart (1999) and the book Kosorok (2005) for a detailed presentation of
the modern state of the theory and further references. The famous Wilks result claims
that the likelihood ratio test statistic in the semiparametric test problem is nearly chi-
square with p degrees of freedom corresponding to the dimension of the target parameter.
Various extensions of this result can be found e.g. in Fan et al. (2001); Fan and Huang
(2005); Boucheron and Massart (2011); see also the references therein.
This study revisits the problem of profile semiparametric estimation and addresses
some new issues. The most important difference between our approach and the classical
theory is a nonasymptotic character of our study. A finite sample analysis is particu-
larly challenging because most of notions, methods and tools in the classical theory are
formulated in the asymptotic setup with growing sample size. Only few finite sample
general results are available; see e.g. the recent paper Boucheron and Massart (2011).
The results of this paper explicitly describes all “small” terms in the expansion of the
log-likelihood. This helps to carefully treat the question of applicability of the approach
in different situations. A particularly important question concerns the critical dimension
of the target p and the full parameter dimension p∗ for which the main results are still
accurate. Another issue addressed in this paper is the model misspecification. In many
practical problems, it is unrealistic to expect that the model assumptions are exactly ful-
filled, even if some rich nonparametric models are used. This means that the true data
distribution IP does not belong to the considered parametric family. Applicability of the
general semiparametric theory in such cases is questionable. An important feature of the
presented approach is that it equally applies under a possible model misspecification.
Let Y denote the observed random data, and IP denote the data distribution. The
parametric statistical model assumes that the unknown data distribution IP belongs to
a given parametric family (IPυ) :
Y ∼ IP = IPυ∗ ∈ (IPυ, υ ∈ Υ ),
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where Υ is some high dimensional or even infinite dimensional parameter space.
The maximum likelihood approach in the parametric estimation suggests to estimate
the whole parameter vector υ by maximizing the corresponding log-likelihood L(υ) =
log dIPυdµ0
(Y ) for some dominating measure µ0 :
υ˜
def
= argmax
υ∈Υ
L(υ).
Our study admits a model misspecification IP /∈ (IPυ ,υ ∈ Υ ) . Equivalently, one can
say that L(υ) is the quasi log-likelihood function on Υ . The “target” value υ∗ of the
parameter υ can defined by
υ∗ = argmax
υ∈Υ
IEL(υ). (1.1)
Under model misspecification, υ∗ defines the best parametric fit to IP by the considered
family.
In the semiparametric framework, the target of analysis is only a low dimensional
component θ of the whole parameter υ . This means that the target of estimation is
θ∗ = Π0υ∗,
for some mapping Π0 : Υ → IRp , and p ∈ N stands for the dimension of the target.
Often the vector υ is represented as υ = (θ,η) , where θ is the target of analysis
while η is the nuisance parameter. We refer to this situation as (θ,η) -setup and our
presentation follows this setting.
Define
L˘(θ)
def
= max
υ∈Υ
Π0υ=θ
L(υ). (1.2)
The profile maximum likelihood approach defines the estimator of θ∗ by projecting the
obtained MLE υ˜ on the target space:
θ˜ = Π0υ˜ = Π0 argmax
υ∈Υ
L(υ) = argmax
θ∈Θ
max
υ∈Υ
Π0υ=θ
L(υ) = argmax
θ∈Θ
L˘(θ). (1.3)
The Gauss-Markov Theorem claims the efficiency of such procedures for linear Gaus-
sian models and a linear mapping Π0 , and the famous Fisher result extends it in the
asymptotic sense to the general situation under some regularity conditions. The Wilks
phenomenon describes the limiting distribution of the likelihood ratio test statistic T
which is also called the semiparametric excess: T
def
= 2
{
L˘(θ˜)− L˘(θ∗)} . It appears that
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the distribution of this test statistic is nearly chi-square χ2p as the samples size grows,
Wilks (1938):
T
def
= 2
{
max
υ∈Υ
L(υ)− max
υ∈Υ
Π0υ=θ
∗
L(υ)
}
= 2
{
L˘(θ˜)− L˘(θ∗)} w−→ χ2p.
In particular, the limit distribution does not depend on the particular model structure
and on the full dimension of the parameter υ , only the dimension of the target matters.
The full parameter dimension can be even infinite under some upper bounds on its total
entropy.
The local asymptotic normality (LAN) approach by Le Cam leads to the most general
setup in which the Wilks and Fisher type results can be established. However, the
classical theory of semiparametric estimation faces serious difficulties when the dimension
of the nuisance parameter becomes large or infinite. The LAN property yields a strong
local approximation of the log-likelihood of the full model by the log-likelihood of a linear
Gaussian model, and this property is only validated in a root-n neighborhood of the true
point. The non- and semiparametric cases require to consider larger neighborhoods where
the LAN approach is not applicable any more. A proper extension of the Wilks and Fisher
result to the case of a growing or infinite nuisance dimension is quite challenging and
involves special constructions like a pilot consistent estimator of the target, a hardest
parametric submodel as well as some power tools of the empirical process theory; see
Murphy and van der Vaart (2000) or Kosorok (2005) for a comprehensive presentation.
The recent paper Spokoiny (2012) offers a new look at the classical LAN theory. The
key steps are a local quadratic bracketing for the log-likelihood process and some concen-
tration results for its stochastic component. The results can be stated for finite samples
and do not involve any asymptotic consideration. It is also shown that many corollaries
of the LAN property like Fisher and Wilks exansions only rely on these two facts. The
bracketing idea of Spokoiny (2012) is to build two different quadratic processes such that
the original log-likelihood can be sandwiched between them up to a small error. This
paper offers another approach based on the local linear approximation of the gradient
of the log-likelihood process. This allows to improve the error term of the Fisher and
Wilks expansion. In particular, we obtain a surprising result that the error term in the
Fisher expansion can be by factor
√
p∗ smaller than the similar error term in the Wilks
Theorem. In the semiparametric problem with a fixed dimension of the target parame-
ter, both Fisher and Wilks results apply up to an error p∗/n1/2 . This yields the critical
parameter dimension p∗ = o(n1/2) . Another advantage of the new method is that a
version of the Wilks and Fisher Theorem can be obtained in a quite general semipara-
metric setup avoiding any special construction like “the hardest parametric submodel”.
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In addition, it yields the optimal quality of the Fisher and Wilks expansions under the
imposed conditions which is confirmed by a specific counter-example.
For the further presentation we briefly outline the basic steps of the analysis. Intro-
duce for υ ∈ Υ and υ∗ ∈ Υ as defined in (1.1) the log-likelihood ratio process
L(υ,υ∗) = L(υ)− L(υ∗).
An important step of our approach is a deviation bound for the MLE υ˜ ∈ Υ . Given
some x > 0 , we define the radius r0 = r0(x) > 0 by
IP (υ˜ ∈ Υ◦(r0)) ≥ 1− e−x, (1.4)
where Υ◦(r) is a ball of radius r > 0 in the intrinsic semi-metric corresponding to the
process L(υ) . We give conditions that ensure that the value r20(x) grows almost linearly
with x . See Section 2.1 for a precise formulation. The second key step is to bound for
r > 0 the approximation error
U(υ)
def
= D−1
{∇L(υ)−∇L(υ∗)−D2 (υ − υ∗)},
where D2 = ∇2IEL(υ∗) is the full information matrix in the model. Section C.1.1
provides the following bound on a set of probability at least 1− Ce−x :
sup
υ∈Υ◦(r)
‖U(υ)‖ ≤ ♦(r, x),
where ♦(r, x) is a small error. In combination with the deviation bound (1.4) and the
identity ∇L(υ˜) = 0 , this allows to derive the following Fisher expansion for the full
parameter υ inequality:
‖D(υ˜ − υ∗)− ξ‖ ≤ ♦(r, x), (1.5)
where ξ
def
= D−1∇L(υ∗) . Projecting down on the θ -subspace yields Fisher and Wilks
type expansions: on a set of dominating probability∥∥D˘(θ˜ − θ∗)− ξ˘∥∥ ≤ ♦(r0, x), (1.6)∣∣L˘(θ˜)− L˘(θ∗)− ‖ξ˘‖2/2∣∣ ≤ C(p+ x)♦(r0, x). (1.7)
The precise definitions of the random p -vector ξ˘ and of the symmetric p × p -matrix
D˘2 is given below in the next section. In the case of correctly specified i.i.d models
D˘2 is the covariance matrix of the efficient influence function; see Kosorok (2005). The
random vector ξ˘ satisfies IEξ˘ = 0 and IE‖ξ˘‖2 ≍ p and C > 0 is a constant independent
of x > 0 and full dimension p∗ . Moreover, general deviation bounds for the deviation
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of quadratic forms from Spokoiny (2012) applies to ‖ξ˘‖2 (see Section B for details). In
the case of a correct model specification they resemble the ones of a chi-square random
variable with p degrees of freedom, and the result (1.6) can be viewed as an extension
of the Wilks phenomenon. Under general identifiability conditions, the radius r0 can be
fixed by r20 = C1(p
∗ + x) for a fixed constant C1 to ensure the concentration property
(1.4). With this choice of r , in the important i.i.d. case, the error term ♦(r0, x) can
be bounded by C(p∗ + x)/
√
n . The results (1.6) and (1.7) are nonasymptotic and hold
true even under model misspecification.
The proposed approach does not assume that the profile is consistent but gives con-
ditions that ensure the right concentration behavior. Simply assuming that the profile
is consistent can be even misleading in our setup because this would separate local and
global considerations. This paper attempts to figure out a list of conditions ensuring
global concentration and local expansion at the same time. This particularly allows to
address the crucial question of the largest dimension of the nuisance parameter for which
the Wilks and Fisher expansions still hold. For instance, it appears in regular i.i.d. set-
tings that the condition p∗2 ≪ n is sufficient where p∗ is the full parameter dimension.
We present an example that shows that these constraints are critical on the class of con-
sidered models. It is of interest to compare our statements with the existing literature
on the growing parameter asymptotics. We particularly mention Mammen (1989, 1993,
1996) and a series of papers by S. Portnoy, see e.g. Portnoy (1984, 1985, 1986). The
typical dimensional asymptotic is p∗ = o(n1/2) , which corresponds to our results. For
some particular special problems and examples the condition on parameter dimension
can be relaxed to p = o(n3/2) ; see Portnoy (1985). However, the results are mainly lim-
ited to linear or generalized linear regression with independent observations and heavily
use the model structure. To the contrary, our results apply in a rather general situation
and deliver some useful information even in the case when the model is misspecified.
We begin by developing the results for the case that the full parameter space Υ is a
subset of the Euclidean space of dimension p∗ . In Section 2.6 we will exemplify how to
extend our approach to the case when υ is a functional parameter using the so called sieve
approach; see e.g. Shen (2005). The present paper combines the sieve approximation
idea and the finite sample Fisher and Wilks results under a possibly misspecified model.
The paper is organized as follows. Section 2.2 introduces the objects and tools of
the analysis and collects the main results including an extension of the Wilks Theorem,
concentration properties of the profile estimator and the construction of confidence sets
for the “true” parameter θ∗ . Section 2.4 explains how the results translate to the case
of i.i.d. samples and how the approach allows to obtain asymptotic efficiency of the
profile estimator in this setting. Section 2.5 presents an example that shows that the
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ratio p∗2/n → 0 is critical to obtain the Wilks phenomenon and the Fisher expansion
on the class of models that satisfy the conditions of Section 2.1. Section 2.6 discusses
how the results can be extended to the case with the infinite full dimension via the sieve
approach. We present further conditions on the correlation structure of the full gradient
∇L(υ∗) ∈ X to also treat the bias. Section 2.7 briefly outlines how the approach can be
employed to derive the main results in the context of single index modeling and which
ratio of full dimension to sample size is sufficient in that context. The details of this
section can be found in Andresen (2014a). The appendix collects the conditions and the
proofs of the main results.
2 Main results
This section presents our main results on the semiparametric profile estimator which
include the Wilks expansion of the profile maximum likelihood L˘(θ˜,θ∗) ∈ IR and the
Fisher expansion of the profile MLE θ˜ ∈ IRp .
Most of results are stated in a finite sample setup for just one fixed sample. As we are
also interested in understanding what happens if the full dimension p∗ becomes large we
also consider a specification of the general finite sample results to an asymptotic setup
with p∗ = pn , where n denotes the asymptotic parameter, e.g. the sample size with
n → ∞ . Our results apply even if the target parameter θ ∈ IRp is also of growing
dimension. The dimension p can be of order p∗ . Even the case with a full dimensional
target and low dimensional nuisance is included as well.
2.1 Conditions
This section collects the conditions imposed on the model. We start with the case of a
parametric model with a finite dimensional parameter. Then explain two new conditions
that arise in the case when the nuisance is infinite dimensional.
Let the full dimension of the problem be finite, that is, p∗ < ∞ . Our conditions
involve two symmetric positive definite p∗ × p∗ matrices, the information matrix D2
and the covariance V2 , and a central point υ◦ ∈ IRp∗ . In typical situations for p∗ <∞ ,
one can set υ◦ = υ∗ where υ∗ is the “true point” from (1.1). The matrices D2 and V2
can be defined as follows:
V2 = Cov
(∇L(υ◦)), D2 = −∇2IEL(υ◦).
Here and in what follows we implicitly assume that the log-likelihood function L(υ) : IRp
∗ →
IR is sufficiently smooth in υ ∈ IRp∗ , ∇L(υ) ∈ IRp∗ stands for the gradient and
∇2IEL(υ) ∈ IRp∗×p∗ for the Hessian of the expectation IEL : IRp∗ → IR at υ ∈ IRp∗ .
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It is worth mentioning that such defined matrices D2 and V2 are equal if the model
Y ∼ IPυ∗ ∈ (IPυ) is correctly specified and sufficiently regular; see e.g. Ibragimov and
Khas’minskij (1981).
In the context of semiparametric estimation, it is convenient to represent the infor-
mation and the covariance matrices in the block form:
D2 =
(
D2 A
A⊤ H2
)
, V2 =
(
V 2 E
E⊤ Q2
)
.
First we state an identifiability condition.
(I) There is a constant a > 0 such that
a
2D2 ≥ V 2, a2H2 ≥ Q2, a2D2 ≥ V2. (2.1)
and it holds for some ρ < 1
‖H−1A⊤D−1‖∞ ≤ ρ. (2.2)
Remark 2.1. The condition (I) allows to define an important p×p efficient information
matrix D˘2 which is defined by inverting the θ -block the full dimensional matrix D2 .
The exact formula is given by
D˘2
def
= D2 −AH−2A⊤
and (2.2) ensures that the matrix D˘2 is well posed. Note that the bounds in (2.1) are
given with the same constant a only for simplifying the notation. One can show that
the last bound on D2 follows from the first two and (2.2) with another constant a′
depending on a and ρ only.
Using the matrix D2 and the central point υ◦ ∈ IRp∗ , we define the local set Υ◦(r) ⊂
Υ ⊆ IRp∗ with some r ≥ 0 :
Υ◦(r)
def
=
{
υ = (θ,η) ∈ Υ : ‖D(υ − υ◦)‖ ≤ r}.
Below we distinguish between local and global conditions. It is assumed that a value r0
is fixed which separates the local and global zones. This value will be specified below.
The local conditions only describe the properties of the process L(υ) for υ ∈ Υ◦(r) with
some fixed value r ≤ r0 . The global conditions have to be fulfilled on the whole Υ . We
start with the local conditions. The first condition quantifies the smoothness properties
of the expected log-likelihood IEL(υ) , while the second and the third conditions help to
state a similar local regularity of the stochastic component ζ(υ) = L(υ)− IEL(υ) .
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(L0) For each r ≤ r0 , there is a constant δ(r) such that it holds on the set Υ◦(r) :∥∥D−1{∇2IEL(υ)}D−1 − Ip∗∥∥ ≤ δ(r).
Remark 2.2. This condition describes the local smoothness properties of function IEL(υ) .
In particular, it allows to bound the error of local linear approximation of the gradient
∇IEL(υ) : under condition (L0) with D2 = −∇2IEL(υ∗) , it follows from the second
order Taylor expansion for any υ,υ′ ∈ Υ◦(r)∣∣D−1{∇IEL(υ)−∇IEL(υ′)}−D (υ − υ′)∣∣ ≤ δ(r)r. (2.3)
In the proofs we actually only need the condition (2.3) which in some cases can be weaker
than (L0) .
The next two conditions concern with the regularity of the stochastic component
ζ(υ)
def
= L(υ) − IEL(υ) . Similarly to Spokoiny (2012), we implicitly assume that the
stochastic component ζ(υ) is a separable stochastic process.
(ED) There exist constants ν0 > 0 and g > 0 such that for all |µ| ≤ g
sup
γ∈IRp∗
log IE exp
{
µ
〈∇ζ(υ◦),γ〉
‖Vγ‖
}
≤ ν
2
0µ
2
2
.
Remark 2.3. The matrix V2 describes the variability of the process L(υ) around the
central point υ◦ and in many situations can be set as
V2
def
= Var
{∇L(υ◦)}.
(ED1) There exists a constant ω ≤ 1/2 , such that for all |µ| ≤ g and all 0 < r < r0
sup
υ,υ′∈Υ◦(r)
sup
‖γ‖=1
log IE exp
{
µγ⊤D−1
{∇ζ(υ)−∇ζ(υ′)}
ω ‖D(υ − υ′)‖
}
≤ ν
2
0µ
2
2
.
The global conditions are:
(Lr) For any r > r0 there exists a value b(r) > 0 , such that
−IEL(υ,υ◦)
‖D(υ − υ◦)‖2 ≥ b(r), υ ∈ Υ◦(r).
(Er) For any r ≥ r0 there exists a constant g(r) > 0 such that
sup
υ∈Υ◦(r)
sup
µ≤g(r)
sup
γ∈IRp∗
log IE exp
{
µ
〈∇ζ(υ),γ〉
‖Dγ‖
}
≤ ν
2
0µ
2
2
.
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Remark 2.4. The global conditions are the basis for Theorem 2.2 and ensure the large
deviation property (1.4) of υ˜ for a properly selected r0 . In many particular situations,
these general conditions can be relaxed. For instance, in the model with i.i.d. obser-
vations, Theorem 5.3 of Ibragimov and Khas’minskij (1981) might serve as a tool. The
required conditions can be substantially weakened to upper and lower bounds on the
Hellinger distance between models for distinct parameters. We follow the general way
of Spokoiny (2012) because it allows to address possible model misspecification and fi-
nite samples. Note, however, that (Lr) and (Er) can be substituted with any other
conditions that describe the value r0 ensuring (1.4).
Remark 2.5. We briefly comment how restrictive the imposed conditions are. Our
conditions on the regularity and smoothness of the log-likelihood process L(υ) in terms
of the second or even third derivative are stronger than usually required; cf. Chapters 1,2
in Ibragimov and Khas’minskij (1981). Note however, that we do not require that L(υ)
is the true log-likelihood. It comes from a parametric family chosen by a statistician.
For typical examples, such a family possesses required regularity. In particular, Spokoiny
(2012), Section 5.1, considered in details the i.i.d. case and presented some mild sufficient
conditions on the parametric family which imply the above general conditions.
Conditions (ED0) , (ED1) and (Er) requires some exponential moments of the ob-
servations (errors). Usually one only assumes some finite moments of the errors; cf.
Ibragimov and Khas’minskij (1981), Chapter 2. Our condition is a bit more restrictive
but it allows to obtain some finite sample bounds. Conditions (Er) with g(r) ≡ g > 0
and (Lr) with b(r) ≡ b > 0 are easy to verify if the parameter set Υ is compact
and the sample size n exceeds Cp for a fixed constant C . It suffices to check a usual
identifiability condition that the value IEL(υ,υ∗) does not vanish for υ 6= υ∗ .
The regression and generalized regression models are included as well; cf. Ghosal
(1999, 2000) or Kim (2006). Spokoiny (2012), Section 5.2, argued that (ED2) is auto-
matically fulfilled for a generalized linear model, while (ED0) requires that regression
errors have to fulfill some exponential moments conditions. If this condition is too re-
strictive and a more stable (robust) estimation procedure is desirable, one can apply the
LAD-type contrast leading to median regression. Spokoiny (2012), Section 5.3, showed
for the case of linear median regression that all the required conditions are fulfilled au-
tomatically if the sample size n exceeds Cp∗ for a fixed constant C . Spokoiny et al.
(2013) applied this approach for local polynomial quantile regression. Zaitsev et al.
(2013) applied the approach to the problem of regression with Gaussian process where
the unknown parameters enter in the likelihood in a rather complicated way.
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2.2 Wilks and Fisher expansions
This section states the main results in a finite dimensional framework in form of proba-
bilistic upper bounds on the error of estimation. The results involve the quantile variable
x . If this quantity enters in the bound, it means that this bound is fulfilled with proba-
bility at least 1− Ce−x for a fixed explicit constant C .
First we introduce the main elements of the approach. Let the information matrix
D2 ∈ IRp∗×p∗ be from (L0) , and the score covariance matrix V2 ∈ IRp∗×p∗ be from
(ED) . Introduce the misspecification matrix IB ∈ IRp∗×p∗ given by the famous sandwich
formula; see Huber (1967):
IB = D−1V2D−1. (2.4)
In the case of correct model specification with D2 = V2 , the sandwich matrix IB becomes
the identity: IB = Ip∗ .
For the semiparametric (θ,η) -setup, we consider the block representation of the
vector ∇ def= ∇L(υ∗) and of the matrices D2,V2 from (2.4):
∇ =
(
∇θ
∇η
)
, D2 =
(
D2 A
A⊤ H2
)
, V2 =
(
V 2 E
E⊤ Q2
)
.
Define also the p -vectors ∇˘θ and ξ˘ ∈ IRp
∇˘θ = ∇θ −AH−2∇η, ξ˘ def= D˘−1∇˘θ .
and p× p matrices D˘2, V˘ 2, I˘B as
D˘2 = D2 −AH−2A⊤,
V˘ 2 = Cov(∇˘θ) = V 2 − 2EH−2E⊤ + EH−2Q2H−2E⊤,
I˘B = D˘−1V˘ 2D˘−1.
The random variable ∇˘θ ∈ IRp is related to the efficient influence function in semi-
parametric estimation and the matrix D˘2 ∈ IRp×p equals its covariance in the case of
correct specification. Finally we introduce υ˜θ∗ ∈ Υ , which maximizes L(υ,υ∗) subject
to Π0υ = θ
∗ :
υ˜θ∗
def
= (θ∗, η˜θ∗)
def
= argmax
υ∈Υ
Π0υ=θ
∗
L(υ,υ∗).
The Wilks expansion below claims that the profile maximum likelihood L˘(θ˜,θ∗) def=
L˘(θ˜) − L˘(θ∗) can be approximated by a quadratic form ‖ξ˘‖2/2 with ξ˘ = D˘−1∇˘θ . In
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the case of correct model specification the deviation properties of the quadratic form
‖ξ˘‖2 = ‖D˘−1∇˘θ‖2 are essentially the same as those of a chi-square random variable
with p ∈ N degrees of freedom; see Proposition B.1 in the appendix. Moreover, in
the correctly specified i.i.d setup the vector ξ˘ is asymptotically standard normal; see
Section 2.4. In the general case, the behavior of the quadratic form ‖ξ˘‖2 depends on
the characteristics of the matrix I˘B
def
= D˘−1V˘ 2D˘−1 . More precisely, the presented finite
sample results involve the upper quantile function z(x, I˘B) of this quadratic form ensuring
IP
(‖ξ˘‖ > z(x, I˘B)) ≤ 2e−x;
see again Proposition B.1. One can use the bound z2(x, I˘B) ≍ p+x in most of situations.
Further important objects in our results are the central point υ◦ and the local radius
r0 that ensures under conditions (Lr) and (Er) that the MLE υ˜ lies with a high
probability in the local vicinity Υ◦(r0) =
{
υ ∈ Υ : ‖D(υ − υ◦)‖ ≤ r0
}
; see (1.4).
Theorem 2.2 in Section 2.3 states such a result for the value r0 = r0(x) ≈ C
√
x+ p∗ > 0 .
Define the semiparametric spread ♦(r, x) > 0 as
♦(r, x) def= {δ(r) + 6 ν0 z0(x, p∗)ω} r, (2.5)
where δ(r) is shown in the condition (L0) , the constants ω , ν0 are from condition
(ED1) in Section 2.1. The value z0(x, p
∗) is related to the entropy of the unit ball in a
IRp
∗
-dimensional Euclidean space and one can apply z0(x, p
∗) ∼= √x+ 4p∗ for moderate
choice of x > 0 (see Appendix D). The value ♦(r, x) measures the quality of a linear
approximation to ∇L(υ) − ∇L(υ∗) in the local vicinity Υ◦(r) ; see (1.5). Our results
become accurate if ♦(r0, x) is small, where r0 > 0 is chosen to ensure the large deviation
result (1.4). The spread will be evaluated in the i.i.d. case in Section 2.4 below.
Theorem 2.1. Assume (ED) , (ED1) , (L0) , and (I) with a central point υ◦ and some
matrices D2 and V2 . Fix a radius r0 > 0 such that IP (υ˜, υ˜θ∗ ∈ Υ◦(r0)) ≥ 1 − e−x .
Then it holds on a set Ω(x) ⊆ Ω of probability at least 1− 6e−x for the profile MLE θ˜
from (1.2) and (1.3)
∥∥D˘(θ˜ − θ∗)− ξ˘∥∥ ≤ ♦(r0, x), (2.6)∣∣2L˘(θ˜,θ∗)− ‖ξ˘‖2∣∣ ≤ 2rp♦(r0, x), (2.7)
where the spread ♦(r0, x) is defined in (2.5) and
rp
def
=
(
3 +
1 + ρ
1− ρ
)
♦(r0, x) + 1 + ρ
1− ρz(x, I˘B).
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Remark 2.6. In the classical finite dimensional case, a usual choice for the central point
υ◦ is υ◦ = υ∗ = argmaxυ∈Υ IEL(υ) and one can define the matrices D2 and V2 as
D2 = −∇2IEL(υ∗) and V2 = Cov(∇L(υ∗)) . However, for the sieve semiparametric
problem below, we use another definition related to the infinite dimensional model.
Remark 2.7. The profile maximum likelihood process L˘(θ) can be used for defining
the likelihood-based confidence sets of the form
E(z) = {θ : L˘(θ˜,θ) ≤ z}
for some z > 0 . The bound (2.7) helps to evaluate the coverage probability IP
(
θ∗ /∈ E(z))
in terms of deviation probability for the quadratic form ‖ξ˘‖2 ; cf. Corollary 3.2 in
Spokoiny (2012).
Remark 2.8. One can use the expansion (2.6) for describing the concentration proba-
bility for elliptic sets
A(z) =
{
θ : ‖D˘(θ − θ∗)‖ ≤ z};
cf. Corollary 3.5 in Spokoiny (2012).
2.3 Large deviation bounds
In this section we want to present a way to determine a value r0 > 0 such that the full
MLE υ˜ ∈ IRp∗ belongs to the local vicinity Υ◦(r0) ⊂ IRp∗ with dominating probability.
It is important to note that Theorem 2.2 is one particular approach which could be
replaced by any other proper technique.
As a first step we adopt the upper function approach from Spokoiny (2012); cf.
Corollary 4.4 therein. Again the constants g(r) and b(r) are introduced in Section 2.1.
Theorem 2.2 (Spokoiny (2012), Theorem 4.1). Suppose (Er) and (Lr) with b(r) ≡ b .
If for a fixed r0 and any r ≥ r0 , the following conditions are fulfilled:
1 +
√
x+ 2p∗ ≤ 3ν2
r
g(r)/b,
6νr
√
x+ 2p∗ ≤ rb, (2.8)
then
IP (υ˜, υ˜θ∗ ∈ Υ◦(r0)) ≥ 1− e−x. (2.9)
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Remark 2.9. The condition (2.8) helps to understand which r0 > 0 ensures prescribed
concentration properties of υ˜ ∈ IRp∗ and υ˜θ∗ ∈ IRp∗ . Namely, if g(r) > 0 is large
enough, then (2.8) follows from the bound
r0 ≥ 6b−1νr
√
x+ p∗. (2.10)
The upper function approach of showing the consistency for an M-estimator can be
rather rough and the bound (2.10) could lead to rather large values of r0 > 0 . As
the obtained value r0 > 0 enters into the error term ♦(r0, x) > 0 of Theorem 2.1
it is desirable to obtain a general refined bound for r1 ≤ r0 that still ensures that
IP (υ˜ ∈ Υ◦(r1)) ≥ 1 − Ce−x with a small constant C > 0 . Such an improvement is
possible if the spread ♦(r0, x) describing the quality of local approximation is not too
big, namely, if ♦(r0, x) ≤ z(x, IB)/(1− ρ) .
Proposition 2.3. Assume the conditions of Theorem 2.1. Let r0 > 0 be such that (2.9)
holds and define the radius r1 ≤ r0
r1
def
= z(x, IB)/(1− ρ) +♦(r0, x) ∧ r0. (2.11)
Then the result of Theorem 2.1 continues to apply with the error term ♦(r1, x) in place
of ♦(r0, x) > 0 .
2.4 The i.i.d. case
Here we briefly discuss the implications of our general results to the case with Y =
(Y1, . . . , Yn)
⊤ , where observations Yi are i.i.d. from a measure P and n is the sample
size. The parametric assumption means P = Pυ∗ ∈ (Pυ,υ ∈ Υ ⊆ IRp∗) for a given
parametric family (Pυ) . We assume that (Pυ) obeys the regularity conditions listed in
Section 5.1 of Spokoiny (2012). By ℓ(y,υ) ∈ IR we denote the log-density of Pυ w.r.t.
some dominating measure µ0 . For simplicity of comparison with the classical results
we do not discuss the model misspecification issue, i.e. assume that the parametric
assumption is correct. However, an extension to the case of a misspecified model is
straightforward. Assume that the likelihood for a single observation ℓ(y,υ) ∈ IR satisfies
the conditions in Section 2.1 with some ν0 , ω1 , δ(r) = δ
∗r , b(r) = b∗ and g = g1
for some positive constants ν0, ω1, δ
∗, b∗, g1 > 0 . Under these conditions, one can easily
check the conditions in Section 2.1 for the full log-likelihood L(υ) =
∑n
i=1 ℓ(yi,υ) with
ω = ω1n
−1/2 , δ(r) = δ∗rn−1/2 , b(r) = b∗ , and g = g1n1/2 , and with D2 = V2 = F
being the Fisher information matrix of the family (Pυ) at the point υ
∗ ; cf. Lemma 5.1
in Spokoiny (2012). Theorem 2.2 yields that
IP (υ˜ ∈ Υ◦(r0)) ≥ 1− e−x, with r0(x) = 6ν0
b∗
√
2p∗ + x.
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Also one obtains
♦(r, x) = r(δ∗r+ 6ν0ω∗
√
4p∗ + x)/
√
n.
To apply Theorem 2.1 we further need a version of the identifiability condition (I) from
Appendix 2.1 on the marginal distribution. Consider the block representation of the
Fisher information matrix F :
F =
(
Fθθ Fθη
F⊤θη Fηη
)
.
The required identifiability condition reads as follows:
(ι) There is a constant ρ < 1 such that
‖F−1/2ηη F⊤θηF−1/2θθ ‖∞ ≤ ρ. (2.12)
Also define
F˘
def
= Fθθ − FθηF−1ηηF⊤θη.
Now Theorem 2.1 applies and obtain the following result.
Corollary 2.4. Let Y1, . . . , Yn be i.i.d. IPυ∗ and let the likelihood for a single observa-
tion ℓ(y,υ) ∈ IR satisfy the conditions in Section 2.1 with ν0 = ν0 , ω = ω1 , δ(r) = δ∗r ,
b(r) = b∗ and g = g1 for some positive constants ν0, ω1, δ∗, b∗, g1 > 0 . In addition,
assume (ι) ; see (2.12). Then we get the Fisher and Wilks results of Theorem 2.1 with
IB = Ip∗ , I˘B = Ip , and
♦(r0, x) ≤ 36ν0
b∗
(
δ∗
ν0
b∗
(x+ 2p∗)2 + ν0ω∗z0(x, p∗)
√
x+ 2p∗
)
/
√
n.
Remark 2.10. The definition of z0(x, p
∗) implies for moderate values of x > 0 that
♦(r0, x) ≤ Cz(x+ p∗)/
√
n
with some fixed constant Cz . The Fisher result (2.6) is meaningful if ♦(r0, x) is small
yielding the constraint p∗ ≪ n1/2 . If the target dimension p is fixed, the same condition
is sufficient for the Wilks expansion in (2.7). However, if the target dimension p is of
order p∗ , the constraint for the Wilks theorem becomes p∗ = o(n1/3) .
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2.5 Critical dimension
This section discusses the issue of critical parameter dimensions when the full dimension
p∗ grows with the sample size n . We write p∗ = pn . The results of Proposition 2.3
are accurate if the spread function ♦(r, x) from (2.5) fulfills ♦(r0, x) ≤ z(x, IB) and
♦(r1, x) is small, with r1 = 2z(x, IB)/(1− ρ) . Usually z(x, IB) ≤ C
√
x+ p∗ leading to
♦(r1, x) ≍ δ(r1)r1 + ωr21 is small for r21 ≍ p∗. (2.13)
The critical size of p∗ then depends on the exact bounds on δ(·), ω . If δ(r)/r ≍ ω ≍
1/
√
n (as in Theorem 2.4) the condition (2.13) reads ♦(r1, x) ≍ p∗/
√
n . In other
words, one needs that “ p∗2/n is small” to obtain an accurate non asymptotic version
of the Wilks phenomenon and the Fisher Theorem. Similar conclusions were obtain by
Portnoy in series of papers on growing dimension in generalized linear models and for
natural exponential families, see e.g. Portnoy (1984, 1985, 1986). Our results are non-
asymptotic and apply to general statistical models under the conditions from Section 2.1.
The following example shows that the constraint “ p∗2/n is small” is critical.
Consider n ∈ N i.i.d. observations in the model
Y i = f(υ) + εi,
f(υ) = f(θ,η)
def
=

θ
η1
...
ηpn−1
+

‖η‖2
0
...
0
 ∈ IRpn,
with εi ∼ N (0, Ip∗) and υ = (θ,η) ∈ IR × IRpn−1 . Assume that the parameter of
interest is θ ∈ IR and that the true point satisfies υ∗ = 0 ∈ IRp∗ .
Proposition 2.5. Under pn/
√
n→ 0 , the Fisher expansion is accurate. If pn/
√
n 6→ 0
the profile MLE in the above model is not root-n consistent. For
√
n = o(pn) the root-n
bias tends to infinity almost surely. Finally, the Wilks phenomenon occurs if and only if
pn = o(
√
n) .
2.6 Infinite dimensional nuisance
This section discusses how the approach can be extended to the infinite dimensional
case. First the basic idea of projecting the infinite dimensional problem down to a finite
dimensional one is explained. Then we prove under bias constraints that the projected
sieve estimator is nearly normal and efficient. Finally the approach is illustrated with
the single index model as an example. For simplicity we present the case of a Hilbert
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space. The ideas can be modified to treat the case when the nuisance parameter belongs
to a Banach space.
2.6.1 Sieve approach
Consider the (θ,f) -setup with θ ∈ Θ ⊆ IRp and f ∈ X , where X is an infinite
dimensional Hilbert space. The target parameter θ∗ can be defined as
θ∗ = argmax
θ
sup
f∈X
IEL(θ,f). (2.14)
Assume that the infinite dimensional Hilbert space X possesses a countable orthonormal
basis {e1,e2, . . .} ⊂ X . The vector f ∈ X admits a unique decomposition in the form
f =
∞∑
j=1
ηjej .
As X is a Hilbert space ηj =
〈
f ,ej
〉
is the usual Fourier coefficient. In the sieve
approach one assumes that for any m ∈ N a finite set e1, . . . ,em of elements in X is
fixed and the vector f can be approximated by a finite linear combination fm(η) of
the ej ’s:
fm(η)
def
=
m∑
j=1
ηjej.
We denote the parameter by υ = (θ,η) ∈ l2 . In the following we will need to quantify
the accuracy of approximating f by fm as m grows; see condition (bias) below.
Let L(θ,f) be the log-likelihood in the original model. Define
L(υ)
def
= L
θ, ∞∑
j=1
ηjej

υ∗ def= argmax
(θ,η)∈l2
IE
[
L
(
θ,
∞∑
k=1
ηjej
)]
,
and the m -dimensional sieve approximation Lm(υ) of L(υ) by
Lm(θ,η)
def
= L(θ,fm(η)), (θ,η) ∈ Υm def= {υ = (θ,η) ∈ IRp
∗
: (θ,fm(η)) ∈ Υ}.
The corresponding sieve profile estimator θ˜m and its target θ
∗
m for this parametric
m -submodel are defined in the usual way:
θ˜m
def
= Π0υ˜m
def
= argmax
υ∈Υm
Lm(θ,η), (2.15)
θ∗m
def
= Π0υ
∗
m
def
= argmax
υ∈Υm
IELm(θ,η).
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The question we are interested in can be formulated as follows: is θ˜m a good (efficient)
estimator of θ∗ from (2.14) under a proper choice of m ?
2.6.2 Bias constraints and efficiency
The parametric results obtained in Section 2 claim that θ˜m ∈ IRp estimates well θ∗m ∈
IRp if the spread ♦(r0, x) > 0 is small. More precisely we have the following: Define for
fixed x > 0 the value r0 > 0 by IP
{
υ˜, υ˜θ∗ ∈ Υ◦(r0,n)
} ≥ 1− ex . Applying Theorem 2.1
to θ˜m from (2.15) we find that with probability greater 1− 6e−x
‖D˘m
(
θ˜m − θ∗m
)− ξ˘m(υ∗m)‖ ≤ ♦(r0, x),
where υ∗m = (θ
∗
m,η
∗
m) = argmaxυ IELm(υ) and
D˘2m
def
=
(
Π0D
−2
m Π
⊤
0
)−1 ∈ IRp×p, D2m def= ∇2p+mIE[L(υ∗m)] ∈ IRp∗×p∗ ,
i.e. the derivatives of IE[L] are only taken with respect to the first p+m ∈ N coordinates
of υ ∈ l2 . This result involves two kinds of bias, one that concerns the difference θ∗m−θ∗
and the other the difference between D˘m ∈ IRp×p and D˘ ∈ IRp×p where
D˘2
def
=
(
Π0D
−2Π⊤0
)−1 ∈ IRp×p, D2 def= ∇2IE[L(υ∗)] ∈ L(l2, l2),
i.e. the derivatives of IE[L] are take with respect to all coordinates of υ ∈ l2 and
the Hessian is calculated in the ”true point” υ∗ ∈ l2 . The second bias - i.e. bounds
for ‖I − D˘−1m D˘2D˘−1m ‖ - will be neglected for now, as only the operator D˘2m ∈ IRp×p is
available in practice. We will come back to it, when we derive efficiency for the sieve
profile estimator θ˜m ∈ IRp .
For the first type of bias we impose the following condition:
(bias) There exists a decreasing function α : N→ IR+ such that
‖D˘m(θ∗m − θ∗)‖ ≤ α(m).
Remark 2.11. This paper focuses on the result 2.1 and thus we do not elaborate on
approximation theory. But Andresen (2014b) presents conditions on the structure of
D : l2 → l2 and on the sequence η∗ ∈ l2 that yield (bias) in an adequate way.
For m ∈ N and r ≥ 0 define the local set Υ0,m(r)
Υ0,m(r)
def
= {υ = (θ,η) ∈ IRp∗ : (θ,fm(η)) ∈ Υ, ‖Dm(υ − υ∗m)‖ ≤ r},
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and υ˜θ∗,m ∈ Υ , which maximizes Lm(υ,υ∗) subject to Π0υ = θ∗ :
υ˜θ∗m,m
def
= argmax
υ∈Υ
Π0υ=θ
∗
m
Lm(υ,υ
∗).
Further we represent
Dm =
(
D2 A⊤m
Am H
2
m
)
,
With Theorem 2.1 and (bias) we directly get the following corollary:
Corollary 2.6. Assume (bias) and that the conditions (ED) , (ED1) and (L0)
from Section 2.1 are satisfied for all m ≥ m0 for some m0 ∈ N and with D2 =
∇2p+mIELm(υ∗m) ∈ IRp
∗×p∗ , V2 = Cov[∇p+mLm(υ∗m)] ∈ IRp
∗×p∗ and υ◦ = υ∗m ∈ IRp
∗
.
Choose r0(x) > 0 such that IP (υ˜m, υ˜θ∗m,m ∈ Υ0,m(r0(x))) ≥ 1 − e−x . Then it holds for
any m ≥ m0 with probability greater 1− 6e−xn∥∥D˘m(θ˜m − θ∗)− ξ˘m(υ∗m)∥∥ ≤ ♦(r0, x) + α(m),
where
ξ˘m(υ
∗
m)
def
= D˘−1m (∇θ −AmH−1m ∇η)L(υ∗m).
For the bias in the Wilks result a bit more work is needed. We can show the following:
Theorem 2.7. Assume the same as in Theorem 2.6. Pick a radius r0 > 0 such that
IP
(
υ˜m, υ˜θ∗m,m ∈ Υ0,m(r0)
)
> 1− e−x,
and set
δ∗p
def
=
(
2 +
1 + ρ
1− ρ
)
♦(r0, x) + 1 + ρ
1− ρα(m).
Then we get with probability greater 1− 6e−x∣∣2L˘(θ˜m,θ∗)− ‖ξ˘m(υ∗m)‖2∣∣
≤ 2{rp +♦(r0 + δ∗p, x)}♦(r0 + δ∗p, x)
+
{
δ∗p +♦
(
r0 + δ
∗
p , x
)}2
+ 2α2(m) + 2α(m)z(x, I˘B).
Remark 2.12. Remember that
L˘(θ)
def
= max
η∈IRm
Lm(θ,η),
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where it is important to note that the maximization is restricted to the finite dimensional
space IRm .
Remark 2.13. With Lemma 2.3 we can replace in the above result r0 > 0 by r1 ≤ r0
from (2.11).
Now we want to show how this approach allows to prove efficiency of the sieve profile
MLE θ˜m ∈ IRp . From this point we focus on the correctly specified i.i.d. model in which
n denotes the sample size and ℓ(θ,η) is the log-likelihood for a single observation. It
is known from the convolution theorem (van der Vaart and Wellner (1996), Theorem
3.11.2 p. 414, setting κ(IPυ) = θ ) that the asymptotically optimal variance for regular
estimators is given by the inverse of the partial information matrix
F˘θ,η =
(
Π0Cov
{∇ℓ(υ∗)}−1Π⊤0 )−1 ,
where Π0 is the orthogonal projection onto the θ -components, and Π
⊤
0 its adjoint
operator. In the case of correct specification we have that D˘2 = nF˘θ,η .
As the efficient covariance is derived for the score evaluated in the true full target
υ∗ ∈ l2 we need further assumptions on the bias:
(bias′) As m→∞ with ‖ · ‖ denoting the spectral norm
‖I − D˘m(υ∗)−1D˘(υ∗)2D˘m(υ∗)−1‖ = o(1),
‖I − D˘m(υ∗m)−1D˘m(υ∗)2D˘m(υ∗m)−1‖ = o(1).
Remark 2.14. This paper focuses on the result 2.1 and thus we do not elaborate on
approximation theory. But Andresen (2014b) presents conditions on the structure of
D : l2 → l2 and on the sequence η∗ ∈ l2 that yield (bias′) in an adequate way.
Further we need convergence of the covariance of the weighted score. For this define
V˘ 2m,D(υ
∗
m)
def
= Cov
(∇θℓ1(υ∗m)−AmH−2m ∇ηℓ1(υ∗m)) .
(bias′′) As m→∞ with ‖ · ‖ denoting the spectral norm
‖D˘−1m V˘ 2m,D(υ∗m)D˘−1m − Ip‖ → 0.
Remark 2.15. This is a condition on how the covariance operator of ∇p+mL(υ) ∈
IRp+m is affected when it is evaluated in υ∗m ∈ IRp+m instead of υ∗ ∈ l2 . In the single
index example we get (bias′′) due to the smoothness of the score.
Theorems 2.6 and 2.7 allow to derive the following corollaries which yield the asymp-
totic efficiency of θ˜m and the classical Wilks phenomenon.
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Corollary 2.8. Assume that we have iid observations from IP = IPθ∗,f∗ and that the
conditions of Theorem 2.6 are satisfied. Further let (bias′) and (bias′′) be satisfied.
Assume that there exist sequences (mn) ⊂ N and xn →∞ with
♦(r0, xn)+ α(m)→ 0, (2.16)
as n→∞ , where r0(xn) is chosen such that IP (υ˜n, υ˜θ∗m,m ∈ Υ0,m(r0(xn))) ≥ 1− e−xn .
Then as n→∞
(nF˘θ,f )
1/2
(
θ˜m − θ∗
)− ξ˘ IP−→ 0,
(nF˘θ,f )
1/2
(
θ˜m − θ∗
) w−→ N(0, Ip).
Corollary 2.9. Assume that we have iid observations from IP = IPθ∗,f∗ and that the
conditions of Theorem 2.6 are satisfied. Further let (bias′) be satisfied. Assume there
exist a sequences (mn) ⊂ N and xn →∞ with
♦(r0, x)
√
xn + p+ α
2(m) + α(m)
√
xn + p→ 0,
as n→∞ , where r0(xn) is chosen such that IP (υ˜n, υ˜θ∗m,m ∈ Υ0,m(r0(xn))) ≥ 1− e−xn .
Then as n→∞
2L˘(θ˜m,θ
∗) w−→ χ2p.
2.7 A single-index model
We illustrate how the results from Section 2 and the last statement can be derived for
single-index modeling. Consider the following model
Y i = f(X
⊤
i θ
∗) + εi, i = 1, ..., n,
or some f : IR→ IR and θ∗ ∈ Sp,+1 ⊂ IRp , i.i.d errors εi ∈ IR and Var(εi) = σ2 and i.i.d
random variables Xi ∈ IRp with distribution denoted by IPX . The single-index model
is widely applied in statistics. For example in econometric studies it serves as a compro-
mise between too restrictive parametric models and flexible but hardly estimable purely
nonparametric models. Usually the statistical inference focuses on estimating the index
vector θ∗ . A lot of research has already been done in this field. For instance, Delecroix.
et al. (1997) show the asymptotic efficiency of the general semiparametric maximum-
likelihood estimator for particular examples and in Haerdle et al. (1993) the right choice
of bandwidth for the nonparametric estimation of the link function is analyzed.
To ensure identifiability of θ∗ ∈ IRp we assume that it lies in the half sphere Sp,+1 def=
{θ ∈ IRp : ‖θ‖ = 1, θ1 > 0} ⊂ IRp . For simplicity we assume that the support of the
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Xi ∈ IRp is contained in the ball of radius sX > 0 . Further we assume that f ∈ {f :
[−sX , sX ] 7→ IR} can be well approximated by an orthonormal C2 -Daubechies-wavelet
basis, i.e. for a suitable function e0
def
= ψ : [−sX , sX ] 7→ IR we set for k = rk12+2rk +jk
with rk ∈ N0 and jk ∈ {0, . . . , 11 + 2rk}
ek(t) = 2
rk/2ψ (2rk(t− 2jksX)) , k ∈ N.
Our aim is to analyze the properties of the profile MLE
θ˜m
def
= argmax
θ
max
η∈IRm
Lm(θ,η),
where
Lm(θ,η) = −1
2
n∑
i=1
∣∣∣Y i − m∑
k=0
ηkek(X
⊤
i θ)
∣∣∣2.
Ichimura (1993) analyzed a very similar estimator in a more general setting based on a
kernel estimation of IE
[
Y
∣∣ f(θ⊤X)] instead of using a parametric sieve approximation∑m
k=0 ηkek . He showed
√
n -consistency and asymptotic normality of the proposed
estimator.
To apply the technique presented in the previous section we need a list of assumptions.
We denote this list of conditions by (A) . We start with conditions on the regressors
X ∈ IRp :
(CondX) The measure IP
X is absolutely continuous with respect to the Lebesgue
measure. The Lebesgue density dX : IR
p → IR of IPX is only positive on the ball
Bsx(0) ⊂ IRp and Lipschitz continuous with Lipschitz constant LdX > 0 . Further
we assume that for any θ ⊥ θ∗ with ‖θ‖ = 1 we have Var
(
X⊤θ
∣∣∣X⊤θ∗) > σ2X|θ∗
for some constant σ2
X|θ∗ > 0 that does not depend on X
⊤θ∗ ∈ IR . Also assume
that that the density dX : IR
p → IR of the regressors satisfies dX > cdX > 0 on
Bsx(0) ⊂ IRp
Remark 2.16. We only assume bounded support of the regressors (X i) ⊂ IRp for
simplicity. This condition could be relaxed to a qualified probabilistic deviation bound
of the kind IP (‖X‖ ≥ sX + x) ≤ e−x . Further Var
(
X⊤θ◦
∣∣∣X⊤θ∗) = 0 would mean
that X⊤θ◦ = h(X⊤θ∗) for some function h : IR→ IR . But then we would have for any
(α, β) ∈ IR2 with α2 + β2 = 1 that
f(X⊤(αθ∗ + βθ◦)) = f(αX⊤θ∗ + βh(X⊤θ∗)) def= gα,β(X⊤θ∗),
such that the problem would no longer be identify-able. We bound dX > cdX > 0 on
Bsx(0) ⊂ IRp as a simple way to ensure identifyability.
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Of course we need some regularity of the link function f ∈ {f : [−sX , sX ] 7→ IR} :
(Condf ) For some η
∗ ∈ l2
f = fη∗ =
∞∑
k=1
η∗kek,
where with some α > 2 and a constant C‖η∗‖ > 0
∞∑
l=0
l2αη∗l
2 ≤ C2‖η∗‖ <∞.
For the large deviations of the MLE we need the following condition:
(CondXθ∗) It holds true that IP (|f ′η∗(X⊤θ∗)| > cf ′η∗ ) > cIPf ′ for some cf ′η∗ , cIPf ′ > 0 .
Remark 2.17. Note that a condition of this kind is necessary to ensure identify ability.
Otherwise the function f would be IPX -almost surely constant. But for a constant
function C(x) ≡ c any θ ∈ IRp solves C(X⊤θ) = c .
To be able to apply the finite sample device we need constraints on the moments of
the additive noise:
(Condε) The errors (εi) ∈ IR are i.i.d. with IE[εi] = 0 , Cov(εi) = σ2 and satisfy for
all |µ| ≤ g˜ for some g˜ > 0 and some ν˜r > 0
log IE[exp {µε1}] ≤ ν˜2rµ2/2.
Finally to be able to control the large deviations of the MLE we impose
(CondΥ ) Υ ⊆ Υ◦(
√
nr◦) ⊂ IRp+m with r◦ ∈ IR . Such that dΥ def= diam(Υ ) <∞ .
If these conditions denoted by (A) are met we can proof the following result:
Proposition 2.10. Assume (A) . If α = 2 + ǫ , if p∗5/n → 0 but p∗5+2ǫ/n → ∞ for
some ǫ > 0 and if n ∈ N is large enough we get
♦(r0, x) . (p
∗ + x)5/2√
n
, α(m) .
√
nm−α−1/2, β(m) . m−1.
Further as n→∞ ∥∥D˘(θ˜m − θ∗)− ξ˘m(υ∗m)∥∥ IP−→ 0,
D˘
(
θ˜m − θ∗
) w−→ N(0, σ2Ip),
2L˘(θ˜m,θ
∗) w−→ χ2p.
For details see Andresen (2014a).
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A Appendix
B Deviation bounds for quadratic forms
The following general result from Spokoiny (2012) helps to control the deviation for
quadratic forms of type ‖IBξ‖2 for a given positive matrix IB and a random vector ξ .
It will be used several times in our proofs. Suppose that
log IE exp
(
γ⊤ξ
) ≤ ‖γ‖2/2, γ ∈ IRp, ‖γ‖ ≤ g.
For a symmetric matrix IB , define
p = tr(IB2), v2 = 2 tr(IB4), λ∗ def= ‖IB2‖∞ def= λmax(IB2).
For ease of presentation, suppose that g2 ≥ 2pIB . The other case only changes the
constants in the inequalities. Note that ‖ξ‖2 = η⊤IB η . Define µc = 2/3 and
gc
def
=
√
g2 − µcpIB,
2(xc + 2)
def
= (g2/µc − pIB)/λ∗ + log det
(
Ip − µcIB/λ∗
)
. (B.1)
Proposition B.1. Let (ED0) hold with ν0 = 1 and g
2 ≥ 2pIB . Then for each x > 0
IP
(‖ξ‖ ≥ z(x, IB)) ≤ 2e−x,
where z(x, IB) is defined by
z
2(IB, x)
def
=

pIB + 2vIB(x+ 1)
1/2, x+ 1 ≤ vIB/(18λ∗),
pIB + 6λ
∗(x+ 1), vIB/(18λ∗) < x+ 1 ≤ xc + 2,∣∣yc + 2λ∗(x− xc + 1)/gc∣∣2, x > xc + 1,
with y2c ≤ pIB + 6λ∗(xc + 2) .
Depending on the value x , we observe three types of tail behavior of the quadratic
form ‖ξ‖2 . The sub-Gaussian regime for x+1 ≤ vIB/(18λ∗) and the Poissonian regime
for x ≤ xc + 1 are similar to the case of a Gaussian quadratic form. The value xc from
(B.1) is of order g2 . In all our results we suppose that g2 and hence, xc is sufficiently
large and the quadratic form ‖ξ‖2 can be bounded with a dominating probability by
pIB + 6λ
∗(x + 1) for a proper x . We refer to Spokoiny (2012) for the proof of this and
related results, further discussion and references.
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C Proofs
This section collects the proofs of the results in chronological order.
C.1 Proof of Theorem 2.1
We proof the theorem in three steps. First we present a local approximation result for
the full parameter υ ∈ Υ , then we proof (2.6) and (2.7) on a suitable subset C(r) ⊂ Ω
of the underlying probability space and finally we show that C(r) ⊂ Ω is of dominating
probability.
C.1.1 Local approximations in the full space
We start the proof with an auxiliary theorems that is of interest on its own. Define the
approximation error
♦(r, x) def= (δ(r) + 6ν0ωz0(x, p∗)) r,
and the normalized stochastic gradient gap
Y(υ) = D−1
(
∇ζ(υ)−∇ζ(υ∗)
)
.
Theorem C.1. Assume that the condition (L0) is fulfilled (where p
∗ = m+ p ). Then
on the set
M(x) def= {υ˜, υ˜θ∗ ,D−2∇L(υ∗) + υ∗ ∈ Υ◦(r)} ∩ {‖D−1∇L(υ∗)‖ ≤ z(x, IB)} (C.1)
∩
{
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≤ 6ν0ωz0(x, p∗)
}
,
we have for r ≥ z(x, IB)
‖D(υ˜ − υ∗)− ξ‖ ≤ ♦(r, x).
Proof. Define
α(υ,υ∗) def= L(υ)− L(υ∗)− (υ − υ∗)⊤∇L(υ∗) + 1
2
‖D(υ − υ∗)‖2, (C.2)
and note that by definition
L(υ,υ∗) = ∇L(υ∗)(υ − υ∗)− ‖D(υ − υ∗)‖2/2 + α(υ,υ∗).
Setting ∇L(υ˜) = 0 we find that υ˜ satisfies
D(υ˜ − υ∗)−D−1∇L(υ∗) = D−1∇α(υ˜,υ∗).
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This gives
‖D(υ˜ − υ∗)−D−1∇L(υ∗)‖2 = (D(υ˜ − υ∗)−D−1∇L(υ∗))⊤D−1∇α(υ˜,υ∗).
As we have on M(x) ⊂ Ω that υ˜,D−2∇L(υ∗) + υ∗ ∈ Υ◦(r)
‖D(υ˜ − υ∗)−D−1∇L(υ∗)‖ ≤ ‖D−1∇α(υ˜,υ∗)‖,
So it suffices to show that
sup
υ∈Υ◦(r)
‖D−1∇α(υ,υ∗)‖ ≤ ♦(r, x),
where
D−1∇α(υ,υ∗) = D−1{∇L(υ)−∇L(υ∗)−D2 (υ − υ∗)}. (C.3)
Note that by condition (L0) and Taylor expansion
sup
υ∈Υ◦(r)
‖IED−1∇α(υ,υ∗)‖
= sup
υ∈Υ◦(r)
‖D−1∇IEL(υ)−D−1∇IEL(υ∗)−D (υ − υ∗)‖
≤ sup
υ∈Υ◦(r)
‖D−1∇2IEL(υ)2D−1 − Ip∗‖r
≤ δ(r)r.
For the remainder we use assumption (C.1). This gives the claim.
C.1.2 Proof of Theorem 2.1 on the set C(r0, x)
We now proof Theorem 2.1 on a suitable subset C(r0, x) ⊂ Ω . For this purpose fix some
radius r0(x) > 0 that ensures dominating probability for the event {υ˜, υ˜θ∗ ∈ Υ◦(r0)} .
Define C(r0, x) ⊆ Ω as
C(r0, x)
def
=
{
υ˜, υ˜θ∗ ∈ Υ◦(r0), (C.4)
‖D−1∇‖ ≤ z(x, IB), ‖H−1∇η‖ ≤ z(x, IB)/(1− ρ), ‖D˘−1∇˘‖ ≤ z(x, I˘B)
}
∩
{
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≤ 6ν0ωz0(x, p∗)
}
,
where
υ˜θ∗
def
= argmax
Π0υ=θ
∗
L(υ).
andresen, a.and spokoiny, v. 27
In the following we will derive statements that hold true on this set C(r0, x) ⊆ Ω
which is of probability greater 1 − 6e−x as we show later. Note that on C(r0, x) ⊆ Ω
we have υ̂ + υ∗ ∈ Υ◦(z(x, IB)) and (θ∗, η̂ + η∗) ∈ Υ◦(z(x, IB)/(1− ρ)) , where
υ̂
def
= D−2∇ = argmin
υ
L(υ,υ∗)− υ∗,
η̂
def
= H−2∇η = argmin
η
L((θ∗,η),υ∗)− η∗.
Remember the notation ∇ def= ∇L(υ∗) and the definition of ∇˘θ and D˘2 :
∇˘θ def= ∇θ −AH−2∇η,
D˘2
def
= D2 −AH−2A⊤.
To prove the finite sample Fisher expansion (2.6) we take the expansion for the whole
parameter vector υ˜ ∈ Υ from Theorem C.1, i.e. that on the set C(r0, x) ⊂ Ω we have
‖D(υ˜ − υ∗)−D−1∇‖ ≤ ♦(r0, x).
It remains to note that for any u ∈ IRp , η ∈ IRm , and w = (u,η) ∈ IRp∗ , it holds with
γ
def
= η +H−2A⊤u ∈ IRm
∥∥Dw‖2 = ∥∥D˘u∥∥2 + ∥∥Hγ∥∥2 ≥ ∥∥D˘u∥∥2. (C.5)
Further Π0D
−2∇ = D˘−2∇˘ . This implies for w = υ˜ − υ∗ by (C.5)
∥∥D˘(θ˜ − θ∗)− D˘−1∇˘∥∥ = ∥∥D˘(θ˜ − θ∗ − D˘−2∇˘)∥∥ ≤ ∥∥D(w −D−2∇)∥∥,
and the assertion follows on the set C(r0, x) .
Before we show that the bound (2.7) is fulfilled on the set C(r0, x) from (C.4) we
present a list of auxiliary Lemmas.
Lemma C.2. It holds on the set
{‖D−1∇‖ ≤ r1, ‖H−1∇η‖ ≤ r1}
sup
υ
L(υ,υ∗) = sup
υ∈Υ◦(r1)
L(υ,υ∗) =
1
2
∥∥D−1∇∥∥2,
sup
υ∈Υ◦(r1):Π0υ=θ∗
L(υ,υ∗) = sup
υ:Π0υ=θ
∗
L(υ,υ∗) =
1
2
∥∥H−1∇η∥∥2, (C.6)
sup
υ
L(υ,υ∗)− sup
υ:Π0υ=θ
∗
L(υ,υ∗) =
1
2
∥∥D˘−1∇˘θ∥∥2.
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Proof. First consider the adaptive cases with A = 0 yielding D˘2 = D2 and ∇˘θ = ∇θ .
Then the process L(υ,υ∗) can be decomposed as
L(υ,υ∗) = (θ − θ∗)⊤∇θ − 1
2
‖D(θ − θ∗)‖2
+ (η − η∗)⊤∇η − 1
2
‖H(η − η∗)‖2,
and the partial optimization subject to θ = θ∗ yields the result (C.6). Note that the
constrained maximum is attained at η = η∗ +H−2∇η .
The general case can be reduced to the adaptive one by the change of variable. With
γ
def
= η − η∗ +H−2A⊤(θ − θ∗) , one can represent L(υ,υ∗) in the form
L(υ,υ∗) = (θ − θ∗)⊤∇˘θ − ‖D˘(θ − θ∗)‖2/2 + γ⊤∇η − ‖Hγ‖2/2,
which corresponds to the decomposition in the adaptive case.
Lemma C.3. We have on the set C(r0, x) that
‖D(υ˜ − υ˜θ∗)‖ ≤
(
2 +
1 + ρ
1− ρ
)
♦(r1, x) + 1 + ρ
1− ρz(x, I˘B)
def
= rp.
Proof. The first order criteria of maximality are satisfied:
∇ηL(υ˜) = ∇ηL(υ˜θ∗) = 0.
Remember the definition of α(υ,υ∗) in (C.2)
α(υ,υ∗) def= L(υ)− L(υ∗)− (υ − υ∗)⊤∇L(υ∗) + 1
2
‖D(υ − υ∗)‖2.
We find
0 = H2(η˜ − η∗)− 2A⊤(θ˜ − θ∗)−∇ηL(υ∗) +∇ηα(υ˜,υ∗)
= H2(η˜θ∗ − η∗)−∇ηL(υ∗) +∇ηα(υ˜θ∗ ,υ∗),
from which we derive
H(η˜θ∗ − η˜) = H−1∇ηα(υ˜,υ∗)−H−1∇ηα(υ˜θ∗ ,υ∗) + 2H−1A⊤(θ˜ − θ∗),
where
η˜θ∗
def
= argmax
η∈IRm
(θ∗,η)∈Υ
L(θ∗,η).
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With the same arguments as in the proof of C.1 we infer using that υ˜, υ˜θ∗ ∈ Υ◦(r1)
‖H(η˜θ∗ − η˜)‖ ≤ 2♦(r1, x) + ρ‖D(θ˜ − θ∗)‖. (C.7)
This gives on C(r0, x)
‖D(υ˜ − υ˜θ∗)‖ ≤ ‖H(η˜θ∗ − η˜)‖+ ‖D(θ˜ − θ∗)‖
≤ 2♦(r1, x) + (1 + ρ)‖D(θ˜ − θ∗)‖
≤ 2♦(r1, x) + (1 + ρ)‖DD˘−1‖‖D˘(θ˜ − θ∗)‖
≤ 2♦(r1, x) + 1 + ρ
1− ρ
(
‖D˘−1∇˘‖+♦(r1, x)
)
≤
(
2 +
1 + ρ
1− ρ
)
♦(r1, x) + 1 + ρ
1− ρz(x, I˘B).
This gives the claim.
Lemma C.4. With α(υ,υ∗) defined as in (C.2) we have on the set C(r0, x)
sup
(υ,υ′)∈Υ◦(r1)2
‖D(υ−υ′)‖≤rp
{
α(υ,υ∗)− α(υ′,υ∗)} ≤ rp♦(r1, x).
Proof. Take any (υ,υ′) ∈ Υ◦(r1)2 with ‖D(υ − υ′)‖ ≤ rp . With υ◦ ∈ Υ◦(r1) in the
convex hull of υ,υ′ ∈ Υ and with U(υ) ∈ IR from (C.3) we find
|α(υ,υ∗)− α(υ′,υ∗)| = |(υ − υ′)⊤∇α(υ◦,υ∗)|
≤ ‖D(υ − υ′)‖ sup
υ∈Υ◦(r)
‖U(υ)‖ ≤ rp♦(r1, x),
where we used the arguments of the proof of Theorem C.1 to bound U(υ) ∈ IR . This
gives the claim.
Now we show that the bound (2.7) is fulfilled on the set C(r0, x) from (C.4). First
note that the same arguments which lead to equation (C.9) work for υ˜θ∗ ∈ IRp∗ (with a
modified version of Theorem C.1), which yields on C(r0, x) ⊆ Ω
‖D(υ˜θ∗ − υ∗)‖ ≤ z(x, IB)/(1− ρ) +♦(r0, x), (C.8)
such that C(r0, x) ⊆ {υ˜, υ˜θ∗ ∈ Υ◦(r1)} ⊂ Ω where r1 def= z(x, IB)/(1 − ρ) +♦(r0, x) .
Remark C.1. Note that such an adaptation of Theorem C.1 works out because the set
from (C.1) is contained in
{υ˜θ∗ ∈ Υ◦(r)} ∩
 supη∈IRm
(θ∗,η)∈Υ◦(r)
‖Y(υ)‖ ≤ 6ν0ωz0(x, p∗)
 ,
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and because (L0) implies the same for the matrix valued function ∇2ηIEL(·) .
We write
L˘(θ˜,θ∗) = L(υ˜,υ∗)− L(υ˜θ∗ ,υ∗).
Remember that with α(υ,υ∗) from (C.2)
L(υ,υ∗) = L(υ,υ∗) + α(υ,υ∗),
such that
L(υ˜,υ∗)− L(υ˜θ∗ ,υ∗) = L(υ˜,υ∗)− L(υ˜θ∗ ,υ∗) + α(υ˜,υ∗)− α(υ˜θ∗ ,υ∗).
By the quadratic structure it holds true that
L(υ˜,υ∗) = L
(
υ∗ +D−2∇,υ∗)+ ‖D(υ˜ − υ∗)−D−1∇‖2/2,
L(υ˜θ∗ ,υ
∗) = L
(
υ∗ +H−2∇η,υ∗
)
+ ‖H(η˜θ∗ − η∗)−H−1∇η‖2/2.
Equations (C.9) and (C.8) give C(r0, x) ⊆ {υ˜, υ˜θ∗ ∈ Υ◦(r1)}∩
{‖D−1∇‖ ≤ r1, ‖H−1∇η‖ ≤
r1
} ⊂ Ω . This implies with Theorem C.1 (adapted appropriately for η˜θ∗ ∈ IRm ) that
‖D(υ˜ − υ∗)−D−1∇‖2 ≤ ♦(r1, x)2, ‖H(η˜θ∗ − η∗)−H−1∇η‖2 ≤ ♦(r1, x)2.
With Lemma C.2 we find
L
(
υ∗ +D−2∇,υ∗)− L (υ∗ +H−2∇η,υ∗) = ‖D−1∇‖2/2− ‖H−1∇η‖2/2
= sup
υ
L(υ,υ∗)− sup
υ:Π0υ=θ
∗
L(υ,υ∗)
=
1
2
∥∥D˘−1∇˘θ∥∥2.
Consequently we can infer with Lemma C.3 and Lemma C.4 that on C(r0, x) ⊂ Ω
|2L˘(θ˜,θ∗)− ‖D˘−1∇˘‖2| = 2
∣∣∣∣L(υ˜,υ∗)− L(υ˜θ∗ ,υ∗)− 12∥∥D˘−1∇˘θ∥∥2
∣∣∣∣
≤ 2♦(r1, x)2 + 2|α(υ˜,υ∗)− α(υ˜θ∗ ,υ∗)|
≤ 2(rp +♦(r1, x))♦(r1, x).
The proof of (2.7) on C(r0, x) ⊂ Ω is completed after substituting r1 = z(x, IB)/(1 −
ρ) +♦(r0, x) and redefining rp ∈ IR as in the formulation of the theorem.
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C.1.3 C(r0, x) ⊂ Ω is of dominating probability
We show that the set C(r0, x) ⊂ Ω from (C.4) is of dominating probability. By definition
C(r0, x)
def
=
{
υ˜, υ˜θ∗ ∈ Υ◦(r0),
‖D−1∇‖ ≤ z(x, IB), ‖H−1∇η‖ ≤ z(x, IB)/(1− ρ), ‖D˘−1∇˘‖ ≤ z(x, I˘B)
}
∩
{
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≤ 6ν0ωz0(x, p∗)
}
.
By the definition of r0 > 0 we have
IP
{
υ˜, υ˜θ∗ 6∈ Υ◦(r0)
} ≤ e−x.
Further we can use (I)m to find
‖H−1∇η‖2 ≤ ‖D−1∇θ‖2 + ‖H−1∇η‖2 ≤ 1
1− ρ2 ‖D
−1∇‖2,
which implies that
{‖D−1∇‖ ≤ z(x, IB)} ⊆ {‖H−1∇η‖ ≤ z(x, IB)/(1− ρ)}.
To control the probability IP
(‖D−1∇‖ > z(x, IB)) we apply Proposition B.1 with
IB = D−1V2D−1.
With the definitions from Section B we have
IP
(‖D−1∇‖ > z(x, IB)) ≤ 2e−x, IP (‖D˘−1∇˘‖ > z(x, I˘B)) ≤ 2e−x.
Further
IP
(
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≤ 6ν0ωz0(x, p∗)
)
≥ 1− e−x,
by Theorem D.1 which is applicable because (ED1) implies (D.1) with ‖ · ‖Y = ‖D(·)‖ .
Together these bounds yield
1− IP (C(r0, x)) ≤ 6e−x.
C.2 Proof of Proposition 2.3
Remember that on the set C(r0, x) ⊂ Ω from C.4 we have
‖D(υ˜ − υ∗)−D−1∇‖ ≤ ♦(r0, x).
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With the triangular inequality this gives
‖D(υ˜ − υ∗)‖ ≤ ‖D−1∇‖+♦(r0, x).
Now on C(r0, x) we have ‖D−1∇‖ ≤ z(x, IB) , which implies
‖D(υ˜ − υ∗)‖ ≤ z(x, IB) +♦(r0, x). (C.9)
With the same arguments we find ‖D(υ˜θ∗−υ∗)‖ ≤ r1 . The claim follows as in the proof
of Theorem 2.1 with r0 > 0 replaced with r1 > 0 .
C.3 Proof of Proposition 2.5
Proof. The profile MLE can be calculated easily
θ˜ = f−1
(
1
n
n∑
i=1
Y i
)
= f−1
(
1
n
n∑
i=1
εi
)
=
1
n
n∑
i=1
(εi)1 − ‖ 1
n
n∑
i=1
Πηεi‖2.
We can show, that the conditions of Section 2.1 are satisfied and that D2 = nIpn , such
that D˘2 = n and ξ˘ = 1√
n
∑n
i=1(εi)1 . But we immediately see that with a standard
normal random variable Zpn−1 ∈ IRpn−1
‖D˘(θ˜ − θ∗)− ξ˘‖ = ‖√n(θ˜ − θ∗)− ξ˘‖ = ‖√nθ˜ − ξ˘‖ = 1√
n
‖Zpn−1‖2 ∼ χ2pn−1/
√
n.
This means that if pn = O(n
1/2) the estimator is not root-n consistent. For
√
n = o(pn)
the root-n bias goes to infinity almost surely. Clearly if pn = o(n
1/2) the Fisher expansion
is accurate.
Concerning the Wilks phenomenon note that
L(υ˜) = 0.
From first order criteria we derive that for all j = 1, . . . ,m
0 = εj − (ε21 − ε1‖η˜θ∗‖2 − 1)(η˜θ∗)j ,
‖η˜θ∗‖2 = ‖εη‖2/(ε21 − ε1‖η˜θ∗‖2 − 1)2,
where εj =
1
n
∑n
i=1(εi)j and εη =
1
n
∑n
i=1Πηεi . As ε1 → 0 almost surely we can
assume that
‖η˜θ∗‖2 ∼= ‖εη‖2.
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This gives
2L˘(θ˜,θ∗) = n(ε1 − ‖η˜θ∗‖2)2 + n‖εη − η˜θ∗‖2
= nε21 − 2nε1‖η˜θ∗‖2 + n‖η˜θ∗‖4 + n
ε21 − ε1‖η˜θ∗‖2
ε21 − ε1‖η˜θ∗‖2 − 1
‖η˜θ∗‖2
∼= nε21 − 2nε1‖εη‖2 + n‖εη‖4 + n
ε21 − ε1‖εη‖2
ε21 − ε1‖εη‖2 − 1
‖εη‖2
∼= nε21 − 2nε1‖εη‖2 + n‖εη‖4.
Now if p2n/n → 0 we obtain the Wilks phenomenon. Otherwise if p2n/n → C the last
term on the right hand side is not a chi square distribution with one degree of freedom,
while it tends to ∞ almost surely if p2n/n→∞ .
C.4 Proof of Theorem 2.7
Remember
υ˜θ∗m,m
def
=
(
θ∗m, argmax
η∈IRm
Lm(θ
∗
m,η)
)
, υ˜θ∗,m
def
=
(
θ∗, argmax
η∈IRm
Lm(θ
∗,η)
)
.
Define
δ∗p
def
=
(
2 +
1 + ρ
1− ρ
)
♦(r2, x)+ 1 + ρ
1− ρα(m),
and for r2
def
= r0 + δ
∗
p
A(x, r2) def=
{
υ˜, υ˜θ∗m , υ˜θ∗ ∈ Υ◦(r2), ‖D˘−1∇˘‖ ≤ z(x, I˘B), ‖H−1∇η‖ ≤ z(x, IB)/(1− ρ),
‖D−1∇‖ ≤ z(x, IB)
}
∩
{
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≤ 6ν0ωz0(x, p∗)
}
⊂ Ω,
with U(υ) ∈ IRp∗ from (C.3). We use similar arguments as in the proof of Theorem 2.1.
First we write
Lm
(
υ˜θ∗m , υ˜θ∗
)
= L
(
υ˜θ∗m ,υ
∗
m
)
− L
(
υ˜θ∗ ,υ
∗
m
)
+ α
(
υ˜θ∗m ,υ
∗
m
)
− α
(
υ˜θ∗ ,υ
∗
m
)
,
where
L
(
υ,υ∗m
)
= ∇p+mL(υ∗m)(υ − υ∗m)− ‖Dm(υ − υ∗m)‖2/2.
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We infer by the quadratic structure of L(·)
L
(
υ˜θ∗m ,υ
∗
m
)
= sup
υ∈IRp∗
υ=(θ∗m,η)
L
(
υ,υ∗m
)
+ ‖Hm(η˜θ∗m − η∗m)−H−1m ∇η‖2/2,
L
(
υ˜θ∗ ,υ
∗
m
)
= sup
υ∈IRp∗
υ=(θ∗,η)
L
(
υ,υ∗m
)
+ ‖Hm(η˜θ∗ − η∗m)−H−1m (∇η −Am(θ∗ − θ∗m))‖2/2.
As in the proof of Theorem 2.1 we find
‖Hm(η˜θ∗m − η∗m)−H−1m ∇η‖2/2 ≤ ♦(r0, x)2/2. (C.10)
Further
‖Hm(η˜θ∗ − η∗m)−H−1m (∇η −Am(θ∗ − θ∗m))‖
≤ ‖Hm(η˜θ∗ − η˜θ∗m)‖+ ‖Hm(η˜θ∗m − η∗m)−H−1m (∇η −Am(θ∗ − θ∗m))‖
+ρ‖D(θ∗m − θ∗)‖.
With equation (C.10), equation (C.7) from the proof of Lemma C.3 and with assumption
(bias) this gives on A(x, r2)
‖Hm(η˜θ∗ − η∗m)−H−1m (∇η −Am(θ∗ − θ∗m))‖ ≤ 3♦
(
r2, x
)
+
2ρ
1− ρα(m).
Again with the arguments in the proof of Lemma C.3 we find
‖D(υ˜θ∗ − υ˜θ∗m)‖ ≤
(
2 +
1 + ρ
1− ρ
)
♦(r2, x)+ 1 + ρ
1− ρα(m) = δ
∗
p.
With Lemma C.4 this implies
∣∣∣α(υ˜θ∗m ,υ∗m)− α(υ˜θ∗ ,υ∗m)∣∣∣ ≤ δ∗p♦(r2, x).
Together this gives
∣∣∣∣∣∣∣∣Lm
(
υ˜θ∗m , υ˜θ∗
)
−
 sup
υ∈IRp∗
υ=(θ∗m,η)
L
(
υ,υ∗m
)
− sup
υ∈IRp∗
υ=(θ∗,η)
L
(
υ,υ∗m
)
∣∣∣∣∣∣∣∣
≤ δ∗p♦
(
r2, x
)
+ δ∗p
2/2 +♦(r2, x)2/2 = (δ∗p +♦(r2, x))2 /2.
andresen, a.and spokoiny, v. 35
We write with ∇η = (∇η1 , . . . ,∇ηm)
sup
υ∈IRp∗
υ=(θ∗,η)
L
(
υ,υ∗m
)
= ‖H−1/2m ∇ηL(υ∗)‖2/2 + ‖D˘(θ∗m − θ∗)‖2/2
+(θ∗m − θ∗)⊤
(∇θL−AmH−1m ∇ηL)
= ‖H−1/2m ∇ηL(υ∗)‖2/2 + r,
where by (bias) and Proposition B.1
|r| ≤ ‖D˘m(θ∗m − θ∗)‖2 + ‖D˘m(θ∗m − θ∗)‖‖D˘−1m ∇˘θ‖ ≤ α2(m) + α(m)z(x, I˘B).
Further
sup
υ∈IRp∗
υ=(θ∗m,η)
L
(
υ,υ∗m
)
= ‖H−1/2m ∇ηL(υ∗)‖2/2.
Consequently on the set A(x) ⊂ Ω
∣∣2 max
η∈IRm
Lm(θ
∗
m,η)− max
η∈IRm
2Lm(θ
∗,η)
∣∣ = ∣∣∣Lm(υ˜θ∗m , υ˜θ∗)∣∣∣
≤ (δ∗p +♦(r2, x))2 + 2α2(m) + 2α(m)z(x, I˘B).
The claim follows because the result (2.7) of Theorem 2.1 occurs on A(x, r2) ⊂ Ω . It
remains to note that the set A(x, r2) ⊂ Ω is of probability greater 1 − 6e−x by the
choice of r2 > 0 . We see this with the same arguments as in the proof of Lemma C.3
IP{υ˜, υ˜θ∗m , υ˜θ∗ ∈ Υ0,m(r2) ∩ C(r0, x)}
≥ IP {υ˜, υ˜θ∗m ∈ Υ0,m (r2 − ‖D(υ˜θ∗ − υ˜θ∗)‖) ∩ C(r0, x)}
≥ IP {υ˜, υ˜θ∗m ∈ Υ0,m (r2 − δ∗p) ∩ C(r0, x)}
= IP{C(r0, x)} ≥ 1− 6e−x.
C.5 Proof of Corollary 2.8 and 2.9
We will only prove Corollary 2.8, as the the proof of Corollary 2.9 is very similar.
Define
V2m = Cov
(∇p+mLm(υ∗m)), IBm = D−1m V2mD−1m ,
∇˘θ,m = ∇θ −AmH−2m ∇η, V˘ 2m = Cov(∇˘θ), I˘Bm = D˘−1m V˘ 2mD˘−1m .
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Remember p∗ = p+m ∈ N and that the point υ∗ ∈ l2 is defined by maximizing the
expected log-likelihood for the sieved functional models Lm and the operators D
2
m ∈
IRp
∗×p∗ ,D2 ∈ L(l2, l2) correspond to this point.
Fix x and define r0 by IP
{
υ˜ ∈ Υ◦(r0,n)
} ≥ 1− ex → 1 . Then we get with Theorem
2.1 applied to θ˜m from (2.15) that with probability greater 1− 6e−x
‖D˘m
(
θ˜m − θ∗m
)− ξ˘m(υ∗m)‖ ≤ ♦(r0, x). (C.11)
We write
D˘
(
θ˜m − θ∗
)− ξ˘m(υ∗m)
= D˘m
(
θ˜m − θ∗m
)− ξ˘m(υ∗m) + (D˘m − D˘)(θ˜m − θ∗m)+ D˘m(θ∗m − θ∗).
By (C.11) it suffices to bound ‖(D˘m − D˘)(θ˜m − θ∗m)‖ and ‖D˘m(θ∗m − θ∗)‖ . With
assumption (bias) and (bias′) . We get
‖D˘(θ˜m − θ∗)− ξ˘m(υ∗m)‖ ≤ ♦(r0, x) + o(1)‖D˘m(θ˜m − θ∗)‖+ α(m),
where we used that
‖(D˘m − D˘)
(
θ˜m − θ∗m
)‖
≤ ‖(D˘m − D˘m(υ∗))
(
θ˜m − θ∗m
)‖+ ‖(D˘m(υ∗)− D˘)(θ˜m − θ∗m)‖
≤ ‖D˘m
(
θ˜m − θ∗
)‖(‖I − D˘−1m D˘2m(υ∗)D˘−1m ‖1/2
+ ‖I − D˘m(υ∗)−1D˘2(υ∗)D˘m(υ∗)−1‖1/2‖D˘m(υ∗)D˘−1m ‖
)
.
Now we use again (C.11) and the fact, that on the set on which (C.11) holds we have
‖ξ˘‖ ≤ z(x, I˘Bm) (see (C.4)) to obtain
‖D˘m(θ˜m − θ∗m)‖ ≤ ‖ξ˘‖+♦(r0, x) ≤ z(x, I˘Bm) +♦(r0, x).
Combining these bounds gives
‖D˘(θ˜m − θ∗)− ξ˘m(υ∗m)‖ ≤ ♦(r0, x) + o(1)(z(x, I˘Bm) +♦(r0, x))+ α(m).
Fix a sequences (m) = (m(n)) , (xn) from (2.16) further ensure that xn →∞ slow
enough to ensure that o(1)
(
z(x, I˘Bm) +♦(r0, x)
)
= o(1) . Due to (2.16) we have that
for any ǫ > 0 there exists an n ∈ N such that
IP (‖D˘(θ˜m − θ∗)− ξ˘m(υ∗m)‖ ≥ ǫ) ≤ 1− 6exn .
andresen, a.and spokoiny, v. 37
As xn → ∞ we get the claim by Slutsky’s Lemma once we showed that ξ˘m(υ∗m) is
asymptotically standard normal.
For this observe
ξ˘m(υ
∗
m) = D˘
−1
m (∇θ −AmH−2m ∇η)L(υ∗m)
=
1√
n
n∑
i=1
(
1√
n
D˘m)
−1(∇θℓi(υ∗m)−AmH−2m ∇ηℓi(υ∗m))
def
=
1√
n
n∑
i=1
Xi.
Due to assumptions (bias′′) we have Cov(X i)→ Ip as Cov(X̂ i) = Ip . Consequently
ξ˘m(υ
∗
m) =
1√
n
n∑
i=1
Xi,
where the random vectors X i are i.i.d. with zero mean and covariance tending to Ip ,
such that by a slightly generalized central limit theorem
ξ˘m(υ
∗
m)
w−→ N(0, Ip).
D A bound for the norm of a random process
We want to derive for a random process Y(υ) ∈ IRp∗ a bound of the kind
IP
(
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≥ Cz0(x, p∗)r
)
≤ e−x.
In the following we elaborate how to extend the results of the supplement of Spokoiny
(2012) on empirical processes to this situation without substantial changes to the bounds.
For this let Y(υ) be a smooth centered random vector process with values in IRp
∗
and let D : IRp
∗ → IRp∗ be some linear operator. We aim at bounding the maximum
of the norm ‖Y(υ)‖ over a vicinity Υ◦ of υ0 . Suppose that Y(υ) satisfies for each
0 < r < r∗ and for all pairs υ,υ◦ ∈ Υ◦(r) =
{
υ ∈ Υ : ‖υ − υ0‖ ≤ r
} ⊂ IRp∗
sup
‖u‖≤1
log IE exp
{
λ
u⊤
(
Y(υ)− Y(υ◦))
ω‖υ − υ◦‖
}
≤ ν
2
0λ
2
2
. (D.1)
Remark D.1. In the setting of Theorem 2.1 we have
Y(υ) = D−1
(
∇ζ(υ)−∇ζ(υ∗)
)
,
and condition (D.1) becomes (ED1) from 2.1.
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Theorem D.1. Let a random p∗ -vector process Y(υ) fulfill Y(υ0) = 0 , IEY(υ) ≡ 0 ,
and the condition (D.1) be satisfied. Then for each r > 0 , on a set of probability greater
1− e−x
sup
υ∈Υ◦(r)
‖Y(υ)‖ ≤ 6ων0z0(x, p∗)r,
where with g0 = ν0g and for some Q > 0
z(x,Q)
def
=

√
2(x+Q) if
√
2(x +Q) ≤ g0,
g−10 (x+Q) + g0/2 otherwise.
Remark D.2. Note that the entropy of the original set is multiplied by 2 as the supre-
mum is taken over Υ◦(r)×Br(0) ⊂ IR2p∗ . So in order to control the norm ‖Y(υ)‖ one
only pays with this factor.
Proof. In what follows, we use the representation
‖Y(υ)‖ = sup
‖u‖≤r
1
r
u⊤Y(υ).
This implies
sup
υ∈Υ◦(r)
‖Y(υ)‖ = sup
υ∈Υ◦(r)
sup
‖u‖≤r
1
r
u⊤Y(υ).
Due to Lemma D.2 the process U(υ,u)
def
= 1
r
u⊤Y(υ) satisfies condition (D.3) as
process on IR2p
∗
. This allows to apply Corollary 2.2 of the supplement of Spokoiny
(2012) to obtain the desired result. We get on a set of probability greater 1− e−x
sup
υ∈Υ◦(r)
sup
‖u‖≤r
{
1
6ν0r
u⊤Y(υ)
}
≤ z
(
x,Q
(
Υ◦(r)× {Br(0) ∩ Υ◦(r)}
))
.
The constant Q
(
Υ◦(r) × {Br(0) ∩ Υ◦(r)}
)
> 0 quantifies the complexity of the set
Υ◦(r) × {Br(0) ∩ Υ◦(2r)} ⊂ IRp∗ × IRp∗ . We point out that for compact M ⊂ IRp∗
we have Q(M) = 2p∗ (see Supplement of Spokoiny (2012), Lemma 2.10). This gives
Q
(
Υ◦(r)× {Br(0) ∩ Υ◦(r)}
)
= 4p∗ .
Lemma D.2. Suppose that Y(υ) satisfies for each υ ∈ Υ◦ and each γ ∈ IRp∗ with
‖u‖ ≤ 1 and some norm ‖ · ‖Y
sup
υ∈Υ◦
log IE exp
{λ(Y(υ)− Y(υ◦))⊤u
ω‖υ − υ◦‖Y
}
≤ ν
2
0λ
2
2
, |λ| ≤ g. (D.2)
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Then for any u1,u2 ∈ IRp∗ with ‖ui‖Y ≤ 2r and ‖ui‖ ≤ r
log IE exp
{
λ
2r
(Y(υ)⊤u1 − Y(υ◦)⊤u2)
ω
√
‖υ − υ◦‖2
Y
+ ‖u1 − u2‖2
}
≤ ν
2
0λ
2
2
, λ ≤ g. (D.3)
Proof. By the Ho¨lder inequality and (D.2), it holds for υ,υ◦ ∈ Υ◦(r)
log IE exp
{
λ
2r
u⊤1 Y(υ)− u⊤2 Y(υ◦)
ω
√
‖υ − υ◦‖2
Y
+ ‖u1 − u2‖2
}
= log IE exp
{
λ
2r
u⊤1
(
Y(υ)− Y(υ◦)) + (u⊤1 − u⊤2 )Y(υ◦)
ω
√
‖υ − υ◦‖2
Y
+ ‖u1 − u2‖2
}
≤ 1
2
log IE exp
{
λ
r
u⊤1
(
Y(υ)− Y(υ◦))
ω‖υ − υ◦‖Y
}
+
1
2
log IE exp
{
λ
r
(u⊤1 − u⊤2 )Y(υ◦)
ω‖u1 − u2‖
}
≤ sup
‖u‖≤1
1
2
log IE exp
{
λ
u⊤
(
Y(υ)− Y(υ◦))
ω‖υ − υ◦‖Y
}
+ sup
‖u‖≤1
1
2
log IE exp
{
λ
u⊤
(
Y(υ◦)− Y(υ0)
)
ω‖υ◦ − υ0‖Y
}
≤ ν
2
0λ
2
2
, λ ≤ g.
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