Summary: The implementation of a genetic algorithm is described that provides a fast method to search for the optimal combination of transcription factor binding sites in a set of regulatory sequences.
Microarray and other high-throughput experiments in metazoans often yield sets of coexpressed genes that might share common cis-regulatory modules in their promoters or enhancers. Toucan (Aerts et al., 2003a) can be used to select putative regulatory regions from Ensembl (Hubbard et al., 2002) and to perform so called cis-regulatory analysis. This includes for example the annotation of putative transcription factor binding sites (TFBSs) and the detection of new DNA motifs. Recently we have added a new web service that searches for the optimal combination of TFBSs in a sequence set using an A* tree search algorithm (Aerts et al., 2003b) . The score function that is used is essentially the sum of the log-odds scores of the best hit of each individual TF within a window of specified length L, summed over all sequences in the set. Although this method guarantees to find the optimal solution, it can be slow for certain parameter settings, for large sequence sets, or for modules that contain many different transcription factors (e.g., more than five). Therefore we have implemented another search algorithm based on Genetic Algorithms (GA) that is faster and more practical. The algorithm starts with the creation of p random modules. A module is a vector that contains n Θ position specific probability matrices derived from TRANSFAC (Wingender et al., 2000) or from other matrix collections that are available on our server. The list of modules is sorted according to the score function mentioned above, and the s highest scoring modules are retained for the reproduction step. In the reproduction step the population grows back to size p by successive paring and mutating of randomly selected modules. When two modules are paired, for each position in the vector one element is chosen from either of the two parents, unless this element or a similar element is already present in the child module. Each element of a child module can then be mutated according to a mutation probability ρ. After g generations the "fittest" module is selected as solution.
The complexity of the algorithm is O(g(p − s)nq n Θ ) where n is the number of sequences in the set and q is the average number of binding sites of a transcription factor on a sequence. Figure 1 .A summarizes the genetic algorithm procedure and Figure 1 .B visually shows a reproduction example.
For the technical and biological validation of the algorithm we refer to the validation of the A* algorithm (Aerts et al., 2003b) . Since the GA does not guarantee optimality the user can perform multiple runs of the GA and select only those modules that are consistently found among different runs. In order to compare GA with A* in terms of accuracy (i.e., does GA also find the optimal solution that A* finds?) and of speed, we have run the GA and the A* version on the same set of sequences as in (Aerts et al., 2003b) . For a set of genes that are co-expressed with cyclin B2 according to a time course microarray experiment during cell cycle in human HeLa cells (Whitfield et al., 2002) , all human-mouse conserved sequence blocks within 10 kb upstream of the transcription start site are selected and scored with all position weight matrices of TRANSFAC using the MotifScanner. The CPU time (on a 1GHz Pentium III processor running Red Hat Linux) taken by GA, setting L to 100 bp and g to 100 iterations, is Evaluation: every module has a fitness value. The s best scoring modules are survivors. g Population: p random modules are generated.
Mutation: a factor in a module can be replaced by another factor with a certain mutation probability. about 7, 10, 13 and 18 minutes when n Θ is set to 4,5,6 and 7 respectively. The time required for A* increases more dramatically with n Θ . For n Θ = 4, A* takes about 30 minutes, and for n Θ = 5 it takes between five hours and three days depending on the data set and on L. n Θ > 5 was not feasible for this particular data set, neither in time, nor in memory.
Reproduction
The maximum scores of three GA-runs with 100 iterations is, for n Θ =3,4,5 exactly the same (and thus the optimal module is found) as in A*. Although we have no results of A* for n Θ > 5, the results of GA for larger n Θ 's show the same scores in multiple runs of GA (e.g., in two out of three runs), and therefore these can be assumed to be the optimal scores. In conclusion, the GA version of the ModuleSearcher is able to find the optimal combination of binding sites without a limitation of the number of sites, and within a fraction of the time that A* needs.
A newly found module should be validated in silico by screening the full genome of the species that was used. For this purpose several methods have been published recently that take the individual matrices of a module as input and that return putative hits with a certain statistical significance: COMET (Frith et al., 2002) , MSCAN (Johansson et al., 2003) , Stubb (Sinha et al., 2003) , CREME (Sharan et al., 2003) , MCAST (Bailey & Noble, 2003) , and ModuleScanner (Aerts et al., 2003b) . A module that was found in the "training set" by using the ModuleSearcher (either the A* or the GA version) can be retained for experimental validation in case (1) multiple top-scoring genes found in the genome-scan overlap with the genes of the training set; and (2) the top-scoring genes are functionally coherent and related to the function of the genes in the training set. The latter can be investigated by comparing the over-represented Gene Ontology annotations of both gene sets, using tools like FatiGO ( http://fatigo.bioinfo.cnio.es/), GOMiner (Zeeberg et al., 2003) , EASE (http://david.niaid.nih.gov/david/ease.htm), or GO4G (Coessens et al., 2003) .
The ModuleSearcher is available within Toucan. This is a Java application that can be launched directly from our web site using Java Web Start. Behind the user interface we have made extensive use of the BioJava library for all sequence and annotation actions. The bottom layer of the application serves two goals: data access classes and web service client classes. The Ensj-core library of Ensembl is used to retrieve genes, transcripts, and annotations either from the public Ensembl database or from a local Ensembl installation. Via the MySQL classes direct queries to the Ensembl MySQL database are also possible. The Apache SOAP (Simple Object Access Protocol) implementation is used to send requests in XML format to services running on our servers. For most services, a fastA formatted string together with some parameters of the algorithm is sent to the service (running within Tomcat on Apache), and GFF formatted features are sent back to Toucan after the execution of the algorithm. For reasons of efficiency we do not run the methods on the web server itself, but send RMI (Remote Method Invocation) requests to a dedicated machine that performs all calculations. Figure 1.C shows a detailed view of the design of the Toucan platform with its components and its web services.
The following web services are currently available: MotifScanner, MotifLocator, MotifSampler, AVID/VISTA (Bray et al., 2003) , Footprinter (Blanchette & Tompa, 2002) , and ModuleSearcher. To find modules, the user runs either the MotifScanner, the MotifLocator, or the MotifSampler to annotate putative TFBSs and then he/she runs the ModuleSearcher on the annotated set. A manual, tutorial, installation instructions, news list, references, and a list of all available web services can be found on the application's website.
