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Abstract
Let V ∈ Rm,n be a nonnegative matrix. The nonnegative matrix factorization (NNMF)
problem consists of finding nonnegative matrix factors W ∈ Rm,r and H ∈ Rr,n such that
V ≈ WH . Lee and Seung proposed two algorithms, one of which finds nonnegative W and H
such that ‖V −WH‖F is minimized. After examining the case in which r = 1 about which a
complete characterization of the solution is possible, we consider the case in which m = n and
V is symmetric. We focus on questions concerning when the best approximate factorization
results in the product WH being symmetric and on cases in which the best approximation
cannot be a symmetric matrix. Finally, we show that the class of positive semidefinite sym-
metric nonnegative matrices V generated via a Soules basis admit for every 1  r  rank(V ),
a nonnegative factorizationWH which coincides with the best approximation in the Frobenius
norm to V in Rn,n of rank not exceeding r .
An example of applications in which NNMF factorizations for nonnegative symmetric
matrices V arise is video and other media summarization technology where V is obtained
from a distance matrix.
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1. Introduction
Given a nonnegative matrix V , the problem we consider here is to find nonnega-
tive matrix factors W and H such that
V ≈ WH. (1.1)
This is the so-called nonnegative matrix factorization (NNMF) problem which was
recently proposed by Paatero [12], Paatero and Tapper [13] and Lee and Seung [7].
Lee’s and Seung’s idea was to use the NNMF techniques to find a set of basis func-
tions to represent image data where the basis functions enable the identification and
classification of the intrinsic “parts” that make up the object being imaged by mul-
tiple observations. They showed that NNMF facilitates the analysis and classification
of data from image or sensor articulation databases made up of images showing a
composite object in many articulations, poses, or observation views. Given an initial
database expressed as an m× n matrix V , where each column of V is an m-dimen-
sional nonnegative vector of the original database (n vectors), the standard NNMF
problem is to find two new reduced-dimensional matrices W and H , in order to
approximate the original matrix V by the product WH . The dimensions of matrices
W and H are m× r and r × n, respectively. Usually, it is desirable that the number
of columns in the new (basis) matrix W is chosen so that r  m. The choice of r is
generally application-dependent and may also depend upon the characteristics of the
particular database within the application.
In [8,9], Lee and Seung suggested two useful algorithms which are easy to imple-
ment and have been successfully employed in many areas of applications, such as
image processing, text information retrieval, and machine learning (see, for instance,
[8,10,14]). We comment that the NNMF problem occurs in the context of symmetric
nonnegative matrices V , for example, in video and other media summarization tech-
nology where V is the so-called (distance) similarity matrix, which is symmetric,
see [4].
One of the two algorithms of Lee and Seung is based on the following formulation
of the NNMF problem:
Suppose that V ∈ Rm,n is nonnegative. Find W and H which solve
min f (W,H), subject to W  0 and H  0, (1.2)
where
f (W,H) := 12‖V −WH‖2F (1.3)
and where W ∈ Rm,r and H ∈ Rr,n and with r  min{m, n}.
In this paper we shall refer to any pair W and H which minimizes the objective
function f over the feasible region {(W,H) | W  0, H  0} as a global minimizer
of problem (1.2). Alternatively, we shall call any such pair a solution to the problem
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(1.2). We notice that if (W,H) is a solution, then so is (αW,H/α) for any α > 0.
Thus the solutions to (1.2) are not unique.
When the nonnegativity constraints are not imposed, the best approximation to a
given matrix by a lower rank matrix has been studied extensively in the literature.
A well known result, whose originators 4 are Schmidt [15] and Autonne [2], but
which these days is commonly referred as the Eckart and Young best approximation
theorem, plays an important role is some of our analysis here. We shall assume,
without loss of generality, that m  n.
Lemma 1.1 (Eckart–Young Theorem, see [6]). Let V ∈ Rm×n have a singular value
decomposition
V = PQT,  = diag(σ1, σ2, · · · , σn) ∈ Rm,n,
where σ1  σ2  · · ·  σn  0 are the singular values of V and P ∈ Rm,m and Q ∈
Rn,n are orthogonal matrices. Then for 1  r  n, the matrix
Br = P diag(σ1, . . . , σr , 0, . . . , 0︸ ︷︷ ︸
n−r
)QT, (1.4)
is a global minimizer of the optimization problem
min
{‖V − B‖2F | B ∈ Rm,n, rank(B)  r} (1.5)
with the corresponding minimum value
∑n
i=r+1 σ 2i . Moreover, if σr > σr+1, then Br
is the unique global minimizer.
In this paper, we will study some theoretical properties of the NNMF problem
when the nonnegative V is also symmetric. In this case m = n and the follow-
ing comments are in order: (i) When rank(V ) = 1, then evidently V has an exact
factorization with WH = WWT, where W  0 and W ∈ Rn,1. (ii) In the case of
rank(V ) = 2, then Ambikkumar and Drury [1, Proposition] show that V continues to
have an exact factorization V = WH , with W  0, H  0. and with W ∈ Rn,2 and
H ∈ R2,n. However, as under the assumptions, V needs not be positive semidefinite
as shown by taking:
V =
0 1 01 0 1
0 1 0
 ,
we see that even when an exact factorization of V exists, H need not equal WT.
(iii) For nonnegative positive semidefinite matrices V , the problem of the minimal
r for which V = WWT, W  0 and W ∈ Rn,r has been much studied in the liter-
ature. This is the so called cp-rank problem and the reader is referred to the recent
4 The authors are grateful to Professor Roger Horn of the University of Utah for these references.
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book by Berman and Shaked-Monderer [3] on completely positive matrices and the
references within.
In view of the above, we raise in this paper the following questions:
Question 1. Is there a solution (W,H) to (1.2) such that H = WT, where W ∈
Rn,r and H ∈ Rr,n?
Question 2. Is there a solution (W,H) to (1.2) such that the product WH is
symmetric?
We have already mentioned that the solutions to the NNMF problem are not
unique. So we now raise the additional question of:
Question 3. When do all solutions to (1.2) yield a unique product WH?
We are able to answer these questions for solutions to (1.2) which are attained at
a stationary point, i.e., the gradients of f in H and in W satisfy
∇Hf = 0, ∇Wf = 0.
As we shall show, in the case when r = 1 or when V is generated via an orthogonal
basis which is known as a Soules basis (see [5,16]), the solutions do occur at a sta-
tionary point. However, for general nonnegative symmetric matrices V and general
r , it is not known under what conditions a solution to (1.2) is also a stationary point.
We point out that this is a rather an intricate issue, as illustrated by the examples in
the last section.
We shall see that when r = 1, the answers to the first two questions are in the
affirmative and we are also able to answer Question 3. However, when r > 1, then
even the answer to Question 2 can be negative, meaning that any solution that best
approximates V in the sense of (1.2) does not satisfy WH = (WH)T.
The paper is organized as follows. In Section 2 we derive the Kuhn–Tucker con-
ditions for the solutions to (1.2). We shall show that if a solution (W,H) to (1.2) is
a stationary point (i.e., the Lagrange multipliers in the Kuhn–Tucker conditions are
zero) and W and H are of full rank, then ‖WH ||2  ‖V ‖2. In Section 3 we consider
the case r = 1. In Section 4 we study the case when V is symmetric and r > 1.
In Section 5 we answer Questions 2 and 3 for the class of nonnegative symmetric
matrices V which are generated via Soules bases. We show that if a nonnegative sym-
metric matrix V ∈ Rn,n, with distinct eigenvalues λ1 > · · · > λn  0, is generated
by a Soules basis, then for each 1  r  n, the product WH generated from a global
minimizer for problem (1.2) coincides with the global minimizer for V furnished via
the Eckart–Young theorem given in Lemma 1.1. Finally, in Section 6 we use two
examples to illustrate that a global minimizer for (1.2) can be different from a global
minimizer in the Eckart–Young sense for some symmetric nonnegative matrices. We
are grateful to the referee for suggesting the study of one of these examples.
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2. Initial analysis using the Kuhn–Tucker conditions
In order to understand better the properties of solutions to (1.2), we shall appeal
to the usual Kuhn–Tucker conditions, see [11].
Assume then that (W,H) is a solution to (1.2). To begin with, the gradient of f
with respect to W is given by
∇Wf = −VHT +WHHT,
while the gradient of f with respect to H is given by
∇Hf = −WTV +WTWH.
Now according to the Kuhn–Tucker conditions for constrained optimization, there
exist Lagrange multipliers ν ∈ Rm,r and µ ∈ Rr,n such that
−VHT +WHHT = ν, (2.1)
−WTV +WTWH = µ, (2.2)
and
νi,jWi,j = 0, µs,tHs,t = 0, Wi,j  0, (2.3)
Hs,t  0, νi,j  0, µs,t  0,
for all 1  i  m, 1  j  r , 1  s  r , and 1  t  n.
We note that if ν = 0 and µ = 0, a situation which holds true, for example, when
W > 0 and H > 0, then the Kuhn–Tucker conditions reduce to:
WHHT = VHT and WTWH = WTV. (2.4)
If we further assume that W and H have full rank, then (2.4) can be rewritten as
W = VHT(HHT)−1 and H = (WTW)−1WTV. (2.5)
This shows that when ν = 0 and µ = 0 and W and H are of full rank, then we further
have that
W = VH † and H = W †V, (2.6)
in which case we see that
WH = VH †H and WH = WW †V, (2.7)
so that, in particular,
R(WH) ⊆ R(V ) and N(V ) ⊆N(WH), (2.8)
where in displays (2.6)–(2.8) we have used the notations (·)†, R(·), and N(·) to
denote, respectively, the Moore–Penrose generalized inverse, the range, and null-
space of a matrix. Moreover, either equalities in (2.7) have the implication that
‖WH‖2  ‖V ‖2. (2.9)
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In the next section, we shall show that the Lagrange multipliers ν andµ are always
zero when r = 1 which enables us to answer the three questions we posed in Section
1 in the rank one case.
3. The rank one case
The rank one NNMF problem, i.e., r = 1 in (1.2)–(1.3) can be written as
min f (x, y) = min 12‖V − xyT‖2F , subject to x  0 and y  0, (3.1)
with x ∈ Rm and y ∈ Rn, respectively. As we shall see in this section, when r = 1,
a rather full analysis is possible for the NNMF problem.
We begin with the following theorem:
Theorem 3.1. Let (x, y) be a solution to (3.1). Then
(yTy)x − Vy = 0 and (xTx)y − V Tx = 0. (3.2)
Proof. We divide the proof into two cases, depending on σ1 = 0 or σ1 > 0, where
σ1 is the leading singular value of V .
Case 1: σ1 = 0. In this case, V = 0 and therefore the minimum value of problem
(3.1) is 0. If (x, y) is a solution to (3.1), then either x = 0 or y = 0, since otherwise
f (x, y) > 0, which means that (x, y) can not be a solution. But x = 0 or y = 0
implies that (3.2) must hold.
Case 2: σ1 > 0. For such a V , by the singular value decomposition there exist
nonnegative nonzero vectors a and b such that ‖a‖2 = 1, ‖b‖2 = 1, and
V b = σ1a and V Ta = σ1b. (3.3)
a and b are usually called the right and the left singular vectors of V . By the Eckart–
Young theorem, the pair x∗ = σ1a and y∗ = b is a global minimizer of the uncon-
strained optimization problem
min f (x, y) = min 12‖V − xyT‖2F . (3.4)
Notice that x∗  0 and y∗  0. Hence (x∗, y∗) must be a global minimizer of prob-
lem (3.1) and, moreover, the global minimum value of problem (3.1) is the same as
the global minimum value of problem (3.4). Therefore, any solution (x, y) to (3.1)
(that is, a global minimizer of (3.1)) must also be a global minimizer of (3.4). This
implies ν = 0 and µ = 0 by invoking the optimality conditions for the unconstrained
problem (3.4), that is,
(yTy)x − Vy = 0 and (xTx)y − V Tx = 0. 
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Corollary 3.2. If the two largest singular values of V satisfy that
σ1 > σ2, (3.5)
then the solutions to (3.1) yield the unique product
σ1ab
T,
where a and b are as in (3.3).
Proof. Since σ1 > σ2, by the Eckart–Young theorem we know that
B1 = σ1abT
is the unique minimizer of (1.5). This implies that any solution (x, y) to (3.1) yields
the same product xyT = B1. 
We are now ready to answer the questions we raised in Section 1 for the rank one
case. Suppose that V ∈ Rn,n is both a symmetric and a nonnegative matrix. Then
if σ1 = 0, the answers to those questions are obvious. We consider the case when
σ1 > 0. Now since V is symmetric we have that a = b where a and b are as in the
proof of Theorem 3.1. The pair W = x = √σ1a and H = yT = √σ1aT is a solution
to the rank one NNMF problem, which satisfies that H = WT and thus implies that
the answer to Question 1 is in the affirmative. It follows then that the answer to
Question 2 is also affirmative in this case.
To answer Question 3, let σ1 and σ2 be the two leading singular values of a sym-
metric and nonnegative matrix V . Then if σ1 > σ2, which is equivalent to the Perron
eigenvalue of V being strictly greater than the absolute of all other eigenvalues of V ,
the solutions to (3.1) yield the unique product σ1aaT, where a is as in (3.3). On the
other hand, if σ1 = σ2, then we can show that the solutions to (3.1) do not necessarily
yield a unique product. We illustrate this in the following example.
Consider the following symmetric and nonnegative matrix
V =
[
0 1
1 0
]
. (3.6)
For this matrix, both the pair W1 = x1 = [0, 1]T and H1 = yT1 = [1, 0] and the pair
W2 = x2 = [0.5, 0.5]T and H2 = yT2 = [0.5, 0.5] are solutions to problem (3.1).
However, the second pair gives a symmetric product while the first does not. A quick
check shows that σ1 = σ2 = 1 for this matrix V .
4. When V is symmetric
In this section, we study Questions 1 and 2 when r > 1. We begin with two
examples.
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Example 1. Consider the matrix
V˜ =

0.1000 1.100 0.1000 0.1000
1.100 0.1000 1.100 0.1000
0.1000 1.100 0.1000 1.100
0.1000 0.1000 1.100 0.1000
 .
We now let
V = V˜ − τI =

0.09098 1.100 0.1000 0.1000
1.100 0.09098 1.100 0.1000
0.1000 1.100 0.09098 1.100
0.1000 0.1000 1.100 0.09098
 .
Here
τ =
√
5 − 2.2
4
.
Applying the first Lee–Seung algorithm in [9] (based on the Euclidean distance)
for computing the NNMF approximation to V , starting with a random positive matrix
W0 ∈ R4,3 normalized so that the sum of each of its columns is 1 and taking a random
positive matrix H0 ∈ R3,4, we obtain that
V ≈ WH =

0.49817 0.031714 0.0038670
0.037361 0.022824 0.60536
0.42221 0.92820 0.0023015
0.042255 0.017261 0.38847

×
 0.13900 2.1962 0.20404 0.129110.040412 0.18608 0.00048985 1.1261
1.3502 0.0084755 2.0975 0.13091

=

0.075748 1.1000 0.10977 0.10054
0.82346 0.091429 1.2774 0.10977
0.099304 1.1000 0.091429 1.1000
0.53108 0.099304 0.82346 0.075748
 /= (WH)T,
with ‖V −WH‖2F = 0.3709. We comment that this (W,H) is indeed the global
minimizer of the NNMF problem (1.2). To see this, let σ1, σ2, σ3 and σ4 be the
singular values of V , arranged in decreasing order.
According to the Eckart–Young theorem, the global minimum value of the uncon-
strained problem (i.e., if the nonnegativity constraints in problem (1.2) are dropped)
is 12σ
2
4 . Running the NNMF algorithm gives that
min
{‖V −WH‖2F : W ∈ R4,3, H ∈ R3,4,W  0, H  0} = σ 24 = 0.3709.
This implies that 12σ
2
4 is also the global minimum of the NNMF problem (1.2) with
r = 3. Thus, any solution (W,H) to the NNMF problem (1.2) with r = 3 also solves
the unconstrained problem. Hence, we have that ν = 0 and µ = 0 respectively in
Eqs. (2.1) and (2.2).
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We note that WH is not a symmetric matrix, while V is symmetric. We can illus-
trate this example using gray-scale paneling:
A consequence of Theorem 4.3 will allow us to prove that, indeed, V in this exam-
ple does not possess a solution (W,H) to the NNMF problem (1.2) which gives a
symmetric approximation WH to V .
Example 2. Let V be the following positive symmetric matrix:
V =
1/6 2/3 1/62/3 1/6 1/6
1/6 1/6 2/3
 .
It can be shown that the following pair:
W =

5
4
√
3
1
2
√
3
5
4
√
3
1
2
√
3
1
2
√
3
2√
3
 and H =
[ 1√
3
1√
3
0
0 0 1√
3
]
,
is a solution to the NNMF problem (1.2) with r = 2 and that the product WH is
symmetric.
In the following theorem we give sufficient conditions for a nonnegative symmet-
ric matrix V to have a symmetric approximate nonnegative factorization.
Theorem 4.1. Let V = QDQT be a nonnegative symmetric matrix of rank t, t  n,
where Q ∈ Rn,n is orthogonal and D = diag(d1, . . . , dt , 0, . . . , 0), with di /= −dj ,
for i, j ∈ {1, . . . , t}, i /= j. Let (W,H) be a solution to the NNMF problem (1.2)
with Lagrange multipliers µ = 0 and ν = 0. Then the product WH is (also) sym-
metric.
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Proof. Let X = QTWHQ. Then (WH)T = WH if and only if XT = X. We have
that
WH = QXQT. (4.1)
Since µ = 0 and ν = 0, Eq. (2.4) are satisfied and we see that
WH(WH)T = V (WH)T, (WH)TWH = (WH)TV. (4.2)
Combining these relations with (4.1) we obtain that
XXT = DXT = XD, XTX = XTD = DX. (4.3)
Partition X and D as follows:
X =
[
Xt Y
Z U
]
(4.4)
and
D =
[
Dt 0
0 0
]
, (4.5)
where Xt ∈ Rt,t , U ∈ Rn−t,n−t , and Dt = diag(d1, . . . , dt ).
On using the fact that DXT = XD and XTD = DX from (4.3), we have that
XtDt = DtXTt , DtZT = 0, ZDt = 0,
and
XTt Dt = DtXt , DtY = 0, Y TDt = 0.
Since rank(Dt ) = t , we deduce that Y = 0 and Z = 0. Combining the equalities
XtDt = DtXTt and XTt Dt = DtXt now yields that
Dt(X
T
t −Xt) = (Xt −XTt )Dt .
Let A = XTt −Xt . Then the above becomes DtA = −ADt .
On computing the entries of DtA and −ADt componentwise, we have for i, j =
1, . . . , t ,
diai,j = −ai,j dj .
Since di /= −dj , then we must have ai,j = 0. That is, A = XTt −Xt = 0 and XTt =
Xt . Thus, X is of the form
X =
[
Xt 0
0 U
]
with XTt = Xt .
Finally, using XXT = DXT and equating the lower right blocks, we get that UUT =
0. This implies that U = 0 and XT = X. 
Theorem 4.1 yields the following corollary:
Corollary 4.2. If V is a nonnegative positive semidefinite matrix, then for any solu-
tion (W,H) to (1.2) with µ = 0 and ν = 0, WH is symmetric.
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We note that the (distance) similarity matrices V = S studied in Cooper and Foote
[4] in the context of video summarization, are in fact symmetric positive semidefi-
nite. Thus Corollary 4.2 shows that the factorizations WH they obtain for such V
are symmetric whenever the Lagrange multipliers are zero.
In our next result, we give necessary and sufficient conditions for the factorization
WH to be symmetric under the assumption that the nonzero eigenvalues of V are
mutually distinct.
Theorem 4.3. Let V = QDQT be a nonnegative symmetric matrix of rank t, t  n,
where Q ∈ Rn,n is orthogonal and D = diag(d1, . . . , dt , 0, . . . , 0), with di /= dj ,
for i, j ∈ {1, . . . , t}, i /= j. Let (W,H) be a solution to the NNMF problem (1.2)
satisfying µ = 0 and ν = 0. Assume rank(WH) = k  t. Then WH is symmetric if
and only if it is of the form WH = QXQT, where X = diag(x1, . . . , xt , 0, · · · , 0)
with xi = 0 for all but k i’s and xi = di for i ∈ S, |S| = k.
Proof. The “if part” is trivial. For the “only if part”, we let X = QTWHQ. Then
since (WH)T = WH , we have XT = X.
Since µ = 0 and ν = 0, then Eq. (2.4) are satisfied and we can derive
XXT = DXT = XD, XTX = XTD = DX, (4.6)
as in the proof of Theorem 4.1. Partition X and D as in (4.4) and (4.5) and use Eq.
(4.6) to conclude that X is of the form
X =
[
Xt 0
0 0
]
.
Using Eq. (4.6) and invoking the symmetry of X, we get that
X2t = DtXt = XtDt .
Computing the entries of DtXt and XtDt componentwise, we have that for i, j =
1, . . . , t ,
dixi,j = xi,j dj .
Thus, since di /= dj for all i /= j , then we must have that xi,j = 0 for all i /= j . That
is, Xt = diag(x1, . . . , xt ). Now, using X2t = DtXt , we have for i = 1, . . . , t ,
x2i = dixi .
Since rank(X)=rank(WH) = k, then exactly k of these xi’s are not zero. For these
xi’s, we must have xi = di . The proof is done. 
Remark 4.4 (Example 1 revisited). Let us return to the matrix V in Example 1. The
eigenvalues of V are given by
λ1 = 2 − τ, λ2 =
√
5 − 1
2
− τ, λ3 = −λ2, λ4 = −
√
5 + 1
2
− τ.
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The relation λ3 = −λ2 disqualifies V from availing of Theorem 4.1 which guaran-
tees (under the assumption that the Lagrange multipliers ν and µ are both zero) a
symmetric WH for every solution (W,H) to (1.2). In fact, we can show using The-
orem 4.3, that for any solution (W,H) to (1.2) with r = 3, we have that the product
WH is not symmetric. (Note that we showed earlier that the Lagrange multipliers
for any solution (W,H) satisfy ν = 0 and µ = 0.)
To see this, let us first write V = QDQT, where Q ∈ R4,4 is orthogonal and
D = diag(λ1, λ2, λ3, λ4). Note that the eigenvalues of V are distinct and assume that
WH is symmetric for some solution (W,H). Then on appealing to Theorem 4.3, we
can deduce that WH must be of the form QXQT, where X = diag(x1, x2, x3, x4),
with xi = λi for i ∈ S, |S| = 3. We next run through the four possibilities forQXQT
to be:
Q diag(λ1, λ2, λ3, 0)QT =

0.3158 0.7362 0.4638 −0.1249
0.7362 0.6797 0.5113 0.4638
0.4638 0.5113 0.6797 0.7362
−0.1249 0.4638 0.7362 0.3158
 ,
Q diag(λ1, λ2, 0, λ4)QT =

0.3018 0.9595 −0.0405 0.3108
0.9595 0.1847 1.1937 −0.0405
−0.0405 1.1937 0.1847 0.9595
0.3108 −0.0405 0.9595 0.3018
 ,
Q diag(λ1, 0, λ3, , λ4)QT =

−0.1294 0.9638 0.2362 0.3203
0.9638 0.0068 1.1842 0.2362
0.2362 1.1842 0.0068 0.9638
0.3203 0.2362 0.9638 −0.1294
 ,
and
Q diag(0, λ2, λ3, λ4)QT =

0.2153 0.6405 −0.3595 −0.2063
0.6405 −0.5982 0.4108 −0.3595
−0.3595 0.4108 −0.5982 0.6405
−0.2063 −0.3595 0.6405 −0.2153
 .
As none of these are nonnegative, we conclude that for V in this example there is no
pair (W,H) solving (1.2) such that WH is symmetric.
5. When V is generated via a Soules basis
In this section we consider Questions 2 and 3 that we raised in Section 1 for a
class of symmetric matrices that are generated via a Soules basis. A Soules basis is
defined as follows.
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Definition 5.1 (See [5, 16]). Let R ∈ Rn,n be an orthogonal matrix with columns
R1, R2, . . . , Rn. The set {R1, . . . , Rn} is called a Soules basis and R is called a
Soules matrix if R1 is a positive vector and if for every diagonal matrix
D = diag(d1, . . . , dn) with d1  d2  · · ·  dn  0, (5.1)
the matrix RDRT is nonnegative.
In their papers, Soules [16] and Elsner et al. [5] show how to construct a Soules
matrix R using R1 = x, where x ∈ Rn is a given positive vector with ‖x‖2 = 1.
According to Definition (5.1), if R is a Soules matrix, then V = RDRT is a sym-
metric nonnegative matrix, where D is as in (5.1). We shall say that such a matrix V
is “generated via a Soules basis”.
Let R be a Soules matrix and V = RDRT ∈ Rn,n, where D is as in (5.1). Then
for each 1  r  n, the matrix
Br = R diag(d1, . . . , dr , 0, . . . , 0︸ ︷︷ ︸
n−r
)RT,
is a global minimizer of the optimization problem (1.5). Since each of these Br ’s is
nonnegative, V has nonnegative global minimizers in the Eckart–Young sense for
r = 1, . . . , n.
We now study the NNMF problem (1.2) for matrices that are generated via
Soules bases. We have the following theorem, which answers Questions 2 and 3
in Section 1.
Theorem 5.2. Let R ∈ Rn,n be a Soules matrix. Let V = RDRT, where D is as in
(5.1). Then for any integer r ∈ [1, n], there is a solution (Ŵ , Ĥ ) to (1.2) such that
Ŵ Ĥ = R diag(d1, . . . , dr , 0, . . . , 0)RT (5.2)
and
‖V − Ŵ Ĥ‖2F =
n∑
i=r+1
d2i . (5.3)
Moreover, if dr > dr+1, then the product Ŵ Ĥ is unique.
Proof. We consider the case that the Soules matrix R is generated in the following
way: Let R1 = x. Define
x(j) = xj ej ∈ Rn,
for j = 1, 2, · · · , n, where ej is the j th coordinate vector. For any integer r ∈ [2, n],
introduce the vectors
y(r,r) = (x1, . . . , xn−r+1)T ∈ Rn−r+1
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and
x(r,j) = (x1, . . . , xn−j+1, 0, · · · , 0)T ∈ Rn,
for j = 2, . . . , r . Then the ith column of R is defined as
Ri = 1√
‖x(r,i)‖22 + x2n−i+2
{
xn−i+2
‖x(r,i)‖2 x
(r,i) − ‖x
(r,i)‖2
xn−i+2
x(n−i+2)
}
, (5.4)
for i = 2, 3, . . . , r . For a more general approach of constructing R, see Theorem 2.2
of Elsner et al. [5].
According to the Eckart–Young theorem, the matrix B̂ = R diag([d1, . . . , dr , 0,
. . . , 0])RT is a global minimizer of (1.5) for k = r , with the corresponding minimum
value
‖V − B̂‖2F =
n∑
i=r+1
d2i .
By direct computation, B̂ has the following form B̂ = CACT, where
C :=

y(r,r) 0 · · · 0
0 xn−r+2 · · · 0
0 0 · · · 0
...
... · · · ...
0 0 · · · xn
 and A :=

α1,1 α1,2 · · · α1,r
α2,1 α2,2 · · · α2,r
...
... · · · ...
αr,1 αr,2 · · · αr,r
 ,
and where A is an r × r symmetric matrix whose entries are specified as follows:
α1,1 = d1 + d2 1‖x(r,2)‖22 + x2n
x2n
‖x(r,2)‖22
+ · · ·
+ dr−1 1‖x(r,r−1)‖22 + x2n−r+3
x2n−r+3
‖x(r,r−1)‖22
+ dr 1‖x(r,r)‖22 + x2n−r+2
x2n−r+2
‖x(r,r)‖22
 0,
αi,1 = d1 x
2
n
‖x(r,2)‖22
+ · · · + dr+1−i 1‖x(r,r−i+1)‖22 + x2n+i−r+1
x2n+i−r+1
‖x(r,r−i+1)‖22
− dr+2−i 1‖x(r,r−i+2)‖22 + x2n+i−r
, i = r, r − 1, . . . , 2,
αj,j = d1 + d2 1‖x(r,2)‖22 + x2n
x2n
‖x(r,2)‖22
+ · · ·
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+ dr+1−j 1‖x(r,r−j+1)‖22 + x2n−r+j+1
x2n−r+j+1
‖x(r,r−j+1)‖22
+ dr+2−j 1‖x(r,r−j+2)‖22 + x2n−r+j
‖x(r,r−j+2)‖22
x2n−r+j
 0, j = r, r − 1, . . . , 2,
αi,j = d1 + d2 1‖x(r,2)‖22 + x2n
x2n
‖x(r,2)‖22
+ · · ·
+ dr+1−i 1‖x(r,r−i+1)‖22 + x2n+i−r+1
x2n+i−r+1
‖x(r,r−i+1)‖22
− dr+2−i 1‖x(r,r−i+2)‖22 + x2n+i−r
, i = r, r − 1, . . . , j + 1.
To prove the theorem it is sufficient to prove that the matrix A is nonnegative,
since we can then choose Ŵ = CA and Ĥ = CT. Let us verify the nonnegativity of
αi,j , keeping in mind that di’s are decreasing.
αi,j = d1 + d2 1‖x(r,2)‖22 + x2n
x2n
‖x(r,2)‖22
+ · · ·
+ dr+1−i 1‖x(r,r−i+1)‖22 + x2n+i−r+1
x2n+i−r+1
‖x(r,r−i+1)‖22
− dr+2−i 1‖x(r,r−i+2)‖22 + x2n+i−r
 d1 + d2 1‖x(r,2)‖22 + x2n
x2n
‖x(r,2)‖22
+ · · ·
− dr+2−i 1‖x(r,r−i+1)‖22 + x2n+i−r+1
 · · ·
 d1 − dr+2−i 1‖x(r,2)‖22 + x2n
= d1 − dr+2−i
 0.
Similarly, we can show that αi,1 is nonnegative. The Eckart–Young theorem also
guarantees the uniqueness of the product Ŵ Ĥ when dr > dr+1. 
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Remark 5.3. In the above proof of nonnegativity of αi,j , we used the inequalities
dr+1−i
1
‖x(r,r−i+1)‖22 + x2n+i−r+1
x2n+i−r+1
‖x(r,r−i+1)‖22
− dr+2−i 1‖x(r,r−i+2)‖22 + x2n+i−r
 dr+2−i
1
‖x(r,r−i+1)‖22+x2n+i−r+1
x2n+i−r+1
‖x(r,r−i+1)‖22
−dr+2−i 1‖x(r,r−i+2)‖22+x2n+i−r
= −dr+2−i 1‖x(r,r−i+1)‖22 + x2n+i−r+1
,
which hold since dr+1−i  dr+2−i and since
‖x(r,r−i+1)‖22 = ‖x(r,r−i+2)‖22 + x2n+i−r .
Remark 5.4. We proved the theorem when the Soules matrix R is generated via
(5.4). We comment that the general case can be similarly proved.
As an example, when r = 2 and the Soules matrix R is generated via (5.4) we
have that
B̂ =
[
y(2,2) 0
0 xn
] [
α1,1 α1,2
α2,1 α2,2
] [
y(2,2) 0
0 xn
]T
,
where
α1,1 = d1 + d2x2n/‖y(2,2)‖22; α2,2 = d1 + d2‖y(2,2)‖22/x2n; α2,1 = d1 − d2.
Now one choice of Ŵ and Ĥ is
Ŵ =
[
y(2,2) 0
0 xn
] [
α1,1 α1,2
α2,1 α2,2
]
and
Ĥ =
[
y(2,2) 0
0 xn
]T
.
Of course other choices are possible by decomposing the matrix[
α1,1 α1,2
α2,1 α2,2
]
into a product of two nonnegative matrices.
We note that the product Ŵ Ĥ in (5.2) is symmetric. Therefore the answer to
Question 2 in Section 1 is in the affirmative if V is generated via a Soules basis.
Moreover, Theorem 5.2 gives the condition under which the product Ŵ Ĥ is unique,
which answers Question 3. We also observe that if V ∈ Rn,n is generated by a Soules
basis with t = rank(V )  n, then according to Theorem 5.2, V has an exact rank t
nonnegative factorization, i.e., there exist nonnegative W ∈ Rn,t and H ∈ Rt,n such
that V = WH .
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6. Final remarks
Up to now we have studied some theoretical properties of the solutions to the
NNMF problem (1.2) which are attained at a stationary point (i.e., ν = 0 and µ = 0
in the Kuhn–Tucker conditions) for nonnegative symmetric matrices V . In particular,
we have shown that the solutions do occur at a stationary point when r = 1 and when
V is generated via a Soules basis. An intriguing question which deserves further
research is under what conditions on a nonnegative symmetric matrix V and a value
of r satisfying for 1 < r < rank(V ), problem (1.2) has solutions which occur at a
stationary point. In this section, we use two examples to illustrate the complexity of
this problem.
The first example was suggested for study by the referee. In this example, V ∈
R3,3 is nonnegative and symmetric, but its solution to (1.2) can not be at a stationary
point of f when r = 2.
Example 3. Let V = QDQT, where
Q =
2/3 1/
√
2 −√2/6
2/3 −1/√2 −√2/6
1/3 0 2
√
2/3

and
D =
15 0 00 14 0
0 0 6
 ,
in which case
V =
14 0 20 14 2
2 2 7
 .
We claim that for this matrix and r = 2, if (W,H) is a solution to the NNMF problem
(1.2), then ν /= 0 or µ /= 0.
To prove this claim, assume that there is a solution such that ν = 0 and µ = 0.
Then according to Theorem 4.1 the product WH is symmetric. Now by Theorem
4.3, this product must have the form WH = QXQT where X = diag(x1, x2, x3)
with xi = D(i, i) for i ∈ S, |S| = 2. By direct computation, we have that bothQ diag
(D(1, 1),D(2, 2), 0)QT andQ diag(0,D(2, 2),D(3, 3))QT contain negative entries.
Thus the only possibility is that WH = Q diag(D(1, 1), 0,D(3, 3))QT, which is
WH =
7 7 27 7 2
2 2 7
 ,
with ‖V −WH‖F = 14. However, this pair (W,H) can not be a solution (i.e., a
global minimizer) to (1.2), since running the first Lee–Seung algorithm gives us a
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numerical (though probably local) solution (W,H) to (1.2) with ‖V −WH‖F =
6.0175 < 14. Therefore, we must have ν /= 0 or µ /= 0.
We notice that for this matrix V , the global minimizer in the Eckart–Young sense
when r = 2 is given by
B2 = Q diag(15, 14, 0)QT =
41/3 −1/3 10/3−1/3 41/3 10/3
10/3 10/3 5/3
 ,
which is not nonnegative. Since the singular values of V satisfy σ2 = 14 > σ3 = 6,
we know from Lemma 1.1 that B2 is the unique Eckart–Young minimizer for (1.5)
when r = 2. This implies that when r = 2, we must have that ‖V −WH‖F > 6 for
any solution (W,H) to (1.2).
The above example and the results in Section 5 make us wonder if a symmetric
nonnegative matrix V ∈ Rn,n has, for each r = 1, . . . , n, nonnegative global mini-
mizers in the Eckart–Young sense, then (i) V is generated via a Soules basis; (ii) the
solutions to (1.2) occur at a stationary point for each r . In our next example, we will
show that (i) is not true and (ii) is probably not true either.
Example 4. As an example let V = QQT, where
Q =

1/2 1/
√
2 0 1/2
1/2 −1/√2 0 1/2
1/2 0 1/
√
2 −1/2
1/2 0 −1/√2 −1/2

and
 =

6 0 0 0
0 3 0 0
0 0 2 0
0 0 0 1
 ,
in which case
V =

3.25 0.25 1.25 1.25
0.25 3.25 1.25 1.25
1.25 1.25 2.75 0.75
1.25 1.25 0.75 2.75
 .
One can verify that the columns of Q do not form a Soules basis, but that for r =
1, . . . , 4, the Young–Eckart global minimizers B1, . . . , B4 for V satisfying (1.4)–
(1.5) are all nonnegative . For instance, B3 is given by
B3 = Q diag(6, 3, 2, 0)QT =

3.0 0.0 1.5 1.5
0.0 3.0 1.5 1.5
1.5 1.5 2.5 0.5
1.5 1.5 0.5 2.5
 . (6.1)
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Continuing, letting r = 3 and applying the first Lee and Seung algorithm to V
yields the approximation
W3H3 =

2.865 0.04646 1.606 1.590
0.04646 3.074 1.450 1.432
1.606 1.450 2.421 0.6504
1.590 1.432 0.6504 2.449

with ‖V −W3H3‖F = 1.0539, ν /= 0, andµ /= 0. Moreover, taking r = 3 and apply-
ing the Lee and Seung algorithm to B3 yields
W˜3H˜3 =

2.900 0.05204 1.594 1.588
0.05204 3.039 1.463 1.452
1.594 1.463 2.413 0.6715
1.588 1.452 0.6715 2.424

with ‖B3 − W˜3H˜3‖F = 0.3597. These numerical results suggest very strongly that
for r = 3, the global Eckart–Young minimizer for V differs from the global min-
imizer to V in the sense of (1.2) furnished by the NNMF algorithm. Moreover, it
suggests also that B3 does not possess an exact nonnegative factorization.
We close the paper by raising the question of characterizing symmetric nonneg-
ative matrices V ∈ Rn,n which, for each r = 1, . . . , rank(V ), have the property that
their global Eckart–Young minimizers Br have an exact nonnegative factorization
WrHr , where Wr ∈ Rn,r and Hr ∈ Rr,n.
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