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Abstract
For any reductive group G and a parabolic subgroup P with its Levi subgroup
L, the first author in [Ku2] introduced a ring homomorphism ξP
λ
: RepCλ−poly(L) →
H∗(G/P,C), where RepCλ−poly(L) is a certain subring of the complexified repre-
sentation ring of L (depending upon the choice of an irreducible representation
V(λ) of G with highest weight λ). In this paper we study this homomorphism for
G = Sp(2n) and its maximal parabolic subgroups Pn−k for any 1 ≤ k ≤ n (with the
choice of V(λ) to be the defining representation V(ω1) in C
2n). Thus, we obtain a
C-algebra homomorphism ξn,k : Rep
C
ω1−poly
(Sp(2k)) → H∗(IG(n − k, 2n),C). Our
main result asserts that ξn,k is injective when n tends to∞ keeping k fixed. Similar
results are obtained for the odd orthogonal groups.
1 Introduction
This is a follow-up of first author’s work [Ku2].
Let G be a connected reductive group over C with a Borel subgroup B and max-
imal torus T ⊂ B. Let P be a standard parabolic subgroup with the Levi subgroup
L containing T . Let V(λ) be an irreducible almost faithful representation of G with
highest weight λ (i.e., the corresponding map ρλ : G → Aut(V(λ)) has finite kernel).
Then, Springer defined an adjoint-equivariant regular map with Zariski dense image
θλ : G → g (depending upon λ) (cf. Definition 1). Using this the first author de-
fined in [Ku2] a certain subring RepC
λ−poly
(L) of the complexified representation ring
RepC(L) (cf. Definition 3). For G = GL(n) and V(λ) the defining representation Cn,
the ring Repλ−poly(G) := Rep
C
λ−poly(G) ∩ Rep(G) coincides with the standard notion of
polynomial representation ring of GL(n) (cf. the equation (4)).
Coming back to the general case, the first author [Ku2] defined a surjective C-
algebra homomorphism
ξPλ : Rep
C
λ−poly(L)→ H
∗(G/P,C) (1)
(cf. Theorem 4).
Specializing the above result to the case when G = GL(n), V(λ) is the standard
defining representation Cn and P = Pr (for any 1 ≤ r ≤ n− 1) is the maximal parabolic
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subgroup so that the flag variety G/Pr is the Grassmannian Gr(r, n) and Lr = GL(r) ×
GL(n − r) and restricting ξP
λ
to the component GL(r), one recovers the classical ring
homomorphism
φn : Reppoly(GL(r)) → H
∗(Gr(r, n))
as shown in [Ku2, §5].
Fix r ≥ 1 and define the stable cohomology ring
H
∗(Grr,Z) := lim
←−
H∗(Gr(r, n),Z)
as the inverse limit. Then, the homomorphisms φn combine to give a ring homomor-
phism
φ∞ : Reppoly(GL(r))→ H
∗(Grr,Z).
Moreover, by the explicit description of φn (cf. [F, §9.4] and also [Ku2, §5]) it is
immediately seen that φ∞ is a ring isomorphism.
The aim of this paper is to analyze the corresponding question for the Symplectic
groups Sp(2k) as well as the odd orthogonal groups SO(2k + 1).
Let us fix a positive integer k and consider the isotropic Grassmannian IG(n−k, 2n)
consisting of n − k-dimensional isotropic subspaces of V = C2n with respect to a non-
degenerate symplectic form. Then, IG(n − k, 2n) is the quotient Sp(2n)/PC
n−k
of Sp(2n)
by the standard maximal parabolic subgroup PC
n−k
corresponding to the n − k-th node
of the Dynkin diagram of Sp(2n) (following the indexing convention as in [Bo]). Let
LC
n−k
denote the Levi subgroup of PC
n−k
. Then,
LCn−k ≃ GL(n − k) × Sp(2k).
We take the standard representation of Sp(2n) in C2n and abbreviate the corresponding
RepC
λ−poly(L
C
n−k
) by RepCpoly(L
C
n−k
). Thus, following (1), we get a ring homomorphism
ξP
C
n−k : RepCpoly(L
C
n−k) → H
∗(IG(n − k, 2n),C).
Restricting ξP
C
n−k to the component Sp(2k), we get a ring homomorphism
ξn,k : Rep
C
poly(Sp(2k))→ H
∗(IG(n − k, 2n),C).
Define the stable cohomology ring (cf. Definition 15)
H
∗(IGk,Z) := lim
←−
H∗(IG(n − k, 2n),Z)
as the inverse limit. Then, the homomorphisms ξn,k combine to give a ring homomor-
phism
ξk : Rep
C
poly(Sp(2k))→ H
∗(IGk,Z).
Following is our first main result of the paper (cf. Theorem 16 for a more precise
assertion).
Theorem A. The above ring homomorphism ξk : Rep
C
poly(Sp(2k)) → H
∗(IGk,C) is
injective.
However, it is not surjective (cf. Remark 17).
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There are parallel results for the odd orthogonal groups SO(2k + 1). Specifically,
consider the isotropic Grassmannian OG(n− k, 2n+ 1) consisting of n− k-dimensional
isotropic subspaces of V = C2n+1 with respect to a non-degenerate symmetric form.
Then, OG(n − k, 2n + 1) is the quotient SO(2n)/PB
n−k
of SO(2n + 1) by the standard
maximal parabolic subgroup PB
n−k
corresponding to the n − k-th node of the Dynkin
diagram of SO(2n + 1). Let LB
n−k
denote the Levi subgroup of PB
n−k
. Then,
LBn−k ≃ GL(n − k) × SO(2k + 1).
We take the standard representation of SO(2n + 1) in C2n+1 and abbreviate the corre-
sponding RepC
λ−poly(L
B
n−k
) by RepCpoly(L
B
n−k
). Thus, following (1), we get a ring homo-
morphism
ξP
B
n−k : RepCpoly(L
B
n−k) → H
∗(OG(n − k, 2n + 1),C).
Restricting ξP
B
n−k to the component SO(2k + 1), we get a ring homomorphism
ξ¯n,k : Rep
C
poly(SO(2k + 1))→ H
∗(OG(n − k, 2n + 1),C).
Similar to H∗(IGk,Z), define the stable cohomology ring (cf. Definition 28)
H
∗(OGk,Z) := lim
←−
H∗(OG(n − k, 2n + 1),Z)
as the inverse limit. Then, the homomorphisms ξ¯n,k combine to give a ring homomor-
phism
ξ¯k : Rep
C
poly(SO(2k + 1))→ H
∗(OGk,Z).
Following is our secondmain result of the paper (cf. Theorem 29 for a more precise
assertion).
Theorem B. The above ring homomorphism ξ¯k : Rep
C
poly(SO(2k + 1)) → H
∗(OGk,C)
is injective.
However, it is not surjective (cf. Remark 30).
The proofs rely on some results of Buch-Kresch-Tamvakis from [BKT1] and [BKT2]
and earlier results of the first author [Ku2].
Acknowledgements: We thank L. Mihalcea for providing a simple proof of Proposi-
tion 11. This work was partially supported by the NSF grant DMS-1802328.
2 Prelimanaries and Notation
We recall some notation and results from [Ku2].
Let G be a connected reductive group over C with a Borel subgroup B and max-
imal torus T ⊂ B. Let P be a standard parabolic subgroup with the Levi subgroup L
containing T . We denote their Lie algebras by the corresponding Gothic characters:
g, b, t, p, l respectively. We denote by ∆ = {α1, . . . , αℓ} ⊂ t
∗ the set of simple roots. The
fundamental weights of g are denoted by {ω1, . . . , ωℓ} ⊂ t
∗. Let W (resp. WL) be the
Weyl group ofG (resp. L). Then,W is generated by the simple reflections {si}1≤i≤ℓ. Let
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WP denote the set of smallest coset representatives in the cosets in W/WL. Throughout
the paper we follow the indexing convention as in [Bo, Planche I - IX].
Let X(T ) be the group of characters of T and let D ⊂ X(T ) be the set of dominant
characters (with respect to the given choice of B and hence positive roots, which are the
roots of b). Then, the isomorphism classes of finite dimensional irreducible representa-
tions ofG are bijectively parameterized by D under the correspondenceλ ∈ D{ V(λ),
where V(λ) is the irreducible representation of G with highest weight λ. We call V(λ)
almost faithful if the corresponding map ρλ : G → Aut(V(λ)) has finite kernel.
Recall the Bruhat decomposition for the flag variety:
G/P = ⊔w∈WP Λ
P
w, where Λ
P
w := BwP/P.
Let Λ¯Pw denote the closure of Λ
P
w in G/P. We denote by [Λ¯
P
w] ∈ H2ℓ(w)(G/P,Z) its
fundamental class. Let {ǫPw }w∈WP denote the Kronecker dual basis of the cohomology,
i.e.,
ǫPw([Λ¯
P
v ]) = δw,v, for any v,w ∈ W
P.
Thus, ǫPw belongs to the singular cohomology:
ǫPw ∈ H
2ℓ(w)(G/P,Z).
We abbreviate ǫBw by ǫw. Then, for any w ∈ W
P, ǫPw = π
∗(ǫw), where π : G/B → G/P is
the standard projection.
We will often abbreviate ǫPw by ǫw when the reference to P is clear from the context.
Definition 1. Let V(λ) be any almost faithful irreducible representation of G. Follow-
ing Springer (cf. [BR, §9]), define the map
θλ : G → g (depending upon λ)
as follows:
G
ρλ //
θλ
))❙❙❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙ Aut(V(λ)) ⊂ End(V(λ)) = g ⊕ g⊥
π

g
where g sits canonically inside End(V(λ)) via the derivative dρλ, the orthogonal com-
plement g⊥ is taken with respect to the standard conjugate Aut(V(λ))-invariant form on
End(V(λ)): 〈A, B〉 := tr(AB), and π is the projection to the g-factor. (By considering a
compact form K of G, it is easy to see that g ∩ g⊥ = {0}.)
Since π ◦ dρλ is the identity map, θλ is a local diffeomorphism at 1 (and hence
with Zariski dense image). Of course, by construction, θλ is an algebraic morphism.
Moreover, since the decomposition End(V(λ)) = g⊕g⊥ isG-stable, it is easy to see that
θλ is G-equivariant under conjugation.
We recall the following lemma from [Ku2, Lemma 2].
Lemma 2. The above morphism restricts to θλ |T : T → t.
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For any µ ∈ X(T ), we have a G-equivariant line bundle L(µ) on G/B associated
to the principal B-bundle G → G/B via the one dimensional B-module µ−1. (Any
µ ∈ X(T ) extends uniquely to a character of B.) The one dimensional B-module µ is
also denoted by Cµ. Recall the surjective Borel homomorphism
β : S (t∗) → H∗(G/B,C),
which takes a character µ ∈ X(T ) to the first Chern class of the line bundle L(µ). (We
realize X(T ) as a lattice in t∗ via taking derivative.) We then extend this map linearly
overC to t∗ and extend further as a graded algebra homomorphism from S (t∗) (doubling
the degree). Under the Borel homomorphism,
β(ωi) = ǫsi , for any fundamental weight ωi. (2)
Fix a compact form K of G. In particular, To := K ∩ T is a (compact) maximal
torus of K. Then, W ≃ N(To)/To, where N(To) is the normalizer of To in K. Recall
that β is W-equivariant under the standard action of W on S (t∗) and the W-action on
H∗(G/B,C) induced from theW-action on G/B ≃ K/To via
(nTo) · (kTo) := kn
−1To, for n ∈ N(To) and k ∈ K.
Thus, for any standard parabolic subgroup P with the Levi subgroup L containing T ,
restricting β, we get a surjective graded algebra homorphism:
βP : S (t∗)WL → H∗(G/B,C)WL ≃ H∗(G/P,C),
where the last isomorphism, which is induced from the projectionG/B→ G/P, can be
found, e.g., in [Ku1, Corollary 11.3.14].
Now, the Springer morphism θλ |T : T → t (restricted to T ) gives rise to the cor-
responding W-equivariant injective algebra homomorphism on the affine coordinate
rings:
(θλ |T )
∗ : C[t] = S (t∗)→ C[T ].
Thus, on restriction to WL-invariants, we get an injective algebra homomorphism
θλ(P)
∗ : C[t]WL = S (t∗)WL → C[T ]WL .
(Since WL-invariants depend upon the choice of the parabolic subgroup P, we have
included P in the notation of θλ(P)
∗.) Now, let Rep(L) be the representation ring of L
and let RepC(L) := Rep(L) ⊗Z C be its complexification. Then, as it is well known,
RepC(L) ≃ C[T ]WL (3)
obtained from taking the character of an L-module restricted to T .
We will often identify a virtual representation of L with its character restricted to T
(which is automatically WL-invariant).
Definition 3. We call a virtual character χ ∈ RepC(L) of L a λ-polynomial charac-
ter if the corresponding function in C[T ]WL is in the image of θλ(P)
∗. The set of all
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λ-polynomial characters of L, which is, by definition, a subalgebra of RepC(L) iso-
morphic to the algebra S (t∗)WL , is denoted by RepC
λ−poly(L). Of course, the map θλ(P)
∗
induces an algebra isomorphism (still denoted by)
θλ(P)
∗ : S (t∗)WL ≃ RepCλ−poly(L),
under the identification (3).
It is easy to see that
Repω1−poly(GL(n)) = Reppoly(GL(n)), (4)
where Reppoly(GL(n)) denotes the subring of the representation ring Rep(GL(n)) spanned
by the irreducible polynomial representations of GL(n).
We recall the following result from [Ku2, Theorem 5].
Theorem 4. Let V(λ) be an almost faithful irreducible G-module and let P be any
standard parabolic subgroup. Then, the above maps (specifically βP ◦ (θλ(P)
∗)−1) give
rise to a surjective C-algebra homomorphism
ξPλ : Rep
C
λ−poly(L) → H
∗(G/P,C).
Moreover, let Q be another standard parabolic subgroup with Levi subgroup R
containing T such that P ⊂ Q (and hence L ⊂ R). Then, we have the following
commutative diagram:
RepC
λ−poly(R)
γ

ξ
Q
λ // H∗(G/Q,C)
π∗

RepC
λ−poly(L)
ξP
λ // H∗(G/P,C),
where π∗ is induced from the standard projection π : G/P → G/Q and γ is induced
from the restriction of representations.
3 Injectivity Result for the Symplectic Group
In this section, we consider the symplectic group G = Sp(2n) (n ≥ 2). We take the
Springer morphism for Sp(2n) with respect to the first fundamental weight λ = ω1.
We will abbreviate the Springer morphism θω1 by θ, ξ
P
λ
by ξP and RepC
ω1−poly
(G) by
RepC
poly
(G).
Let V = C2n be equipped with the nondegenerate symplectic form 〈 , 〉 so that its
matrix
(
〈ei, e j〉
)
1≤i, j≤2n in the standard basis {e1, . . . , e2n} is given by
EC =
(
0 J
−J 0
)
,
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where J is the anti-diagonal matrix (1, . . . , 1) of size n. Let
Sp(2n) := {g ∈ SL(2n) : g leaves the form 〈 , 〉 invariant}
be the associated symplectic group. Clearly, Sp(2n) can be realized as the fixed point
subgroup SL(2n)σ under the involution σ : SL(2n) → SL(2n) defined by σ(A) =
EC(A
t)−1E−1
C
.
The involution σ keeps both of B and T stable, where B and T are the standard
Borel and maximal torus respectively of SL(2n). Moreover, Bσ (respectively, Tσ) is
a Borel subgroup (respectively, a maximal torus) of Sp(2n). We denote Bσ, Tσ by
BC = BCn , TC = TCn respectively. Then, TC is given as follows:
TC =
{
t = diag
(
t1, . . . , tn, t
−1
n , . . . , t
−1
1
)
: ti ∈ C
∗
}
. (5)
Its Lie algebra is given by
tC =
{
t˙ = diag
(
x1, . . . , xn,−xn, . . . ,−x1
)
: xi ∈ C
}
. (6)
We recall the following lemma from [Ku2, Lemma 10].
Lemma 5. The Springer morphism θ : G → g for G = Sp(2n) is given by
g 7→
g − E−1
C
gtEC
2
, for g ∈ G.
(Observe that this is the Cayley transform.)
From the description of the Springer morphism given above, we immediately get
the following (cf. [Ku2, Corollary 11]):
Corollary 6. Restricted to the maximal torus as above, we get the following description
of the Springer map θ:
θ(t) = diag
(
t¯1, . . . , t¯n,−t¯n, . . . ,−t¯1
)
, where t¯i :=
ti − t
−1
i
2
.
The following result follows easily from Corollary 6 together with the description
of the Weyl group (cf. [Ku2, Proposition 12]).
Proposition 7. Let f : T → C be a regular map. Then, f ∈ RepCpoly(G) if and only if
the following is satisfied:
There exists a symmetric polynomial P f (x1, . . . , xn) such that
f (t) = P f
(
(t¯1)
2, . . . , (t¯n)
2
)
, for t ∈ TC given by (5).
We recall the following result from [Ku2, Proposition 24].
Lemma 8. Under the homomorphism ξB : RepCpoly(T )→ H
∗(G/B,C) of Theorem 4,
t¯i 7→ (ǫsi − ǫsi−1), for any 1 ≤ i ≤ n.
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Definition 9. For 1 ≤ r ≤ n, we let IG(r, 2n) to be the set of r-dimensional isotropic
subspaces of V with respect to the form 〈 , 〉, i.e.,
IG(r, 2n) := {M ∈ Gr(r, 2n) : 〈v, v′〉 = 0, ∀ v, v′ ∈ M}.
Then, IG(r, 2n) is the quotient Sp(2n)/PCr of Sp(2n) by the standard maximal parabolic
subgroup PCr with ∆ \ {αr} as the set of simple roots of its Levi component L
C
r . (Again
we take LCr to be the unique Levi subgroup of P
C
r containing TC .) Then,
LCr ≃ GL(r) × Sp(2(n − r)).
In this case, by the identity (4), Corollary 6 and Proposition 7,
RepCpoly(L
C
r ) ≃ Csym[t¯1, . . . , t¯r] ⊗C Csym[(t¯r+1)
2, . . . , (t¯n)
2], (7)
where Csym denotes the subalgebra of the polynomial ring consisting of symmetric
polynomials.
From now on we fix k ≥ 0 and consider IG(n − k, 2n).
Following [BKT1, Definition 1.1], a partition λ : λ1 ≥ λ2 ≥ · · · ≥ λd > 0 is said
to be k-strict if no part greater than k is repeated (i.e., λ j > k ⇒ λ j+1 < λ j). The
Schubert varieties in IG(n − k, 2n) are parametrized by k-strict partitions contained in
the (n − k) × (n + k) rectangle. The codimension of this variety is equal to |λ| :=
∑
λi.
Let σλ ∈ H
2|λ|(IG(n − k, 2n),Z) denote the cohomology class Poincare´ dual to the
fundamental class [Xλ] of the Schubert variety associated to λ. Let P(k, n) denote the
set of k-strict partitions contained in the (n − k) × (n + k) rectangle. Thus, {σλ}λ∈P(k,n)
gives the Schubert basis of H∗(IG(n − k, 2n),Z).
We have the following short exact sequence of vector bundles over IG(n − k, 2n):
0 → S → E¯ → Q → 0,
where E¯ is the trivial bundle of rank 2n, S is the tautological subbundle of rank n − k
and Q is the quotient bundle of rank n + k. Let ci = ci(Q) (1 ≤ i ≤ n + k) denote the
ith Chern class of the quotient bundle Q. Then, these classes are so called the special
Schubert classes. Then, by [BKT1, §1.2],
ci = σi, (8)
where σi := σ(i) and (i) is the partition with single term i.
We have the following presentation of the cohomology ring due to [BKT1, Theo-
rem 1.2]. In the following we follow the convention that c0 = 1 and cp = 0 if p < 0 or
p > n + k.
Theorem 10. The cohomology ring H∗(IG(n − k, 2n),Z) is presented as a quotient of
the ploynomial ring Z[c1, . . . , cn+k] modulo the relations:
(R
p
n,k
) (n − k + 1 ≤ p ≤ n + k) : det(c1+ j−i)1≤i, j≤p = 0,
and
(S sn,k) (k + 1 ≤ s ≤ n) : c
2
s + 2
n+k−s∑
i=1
(−1)ics+ics−i = 0.
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Our original proof of the following result was longer. The following shorter proof
is due to L. Mihalcea.
Proposition 11. The map ξPn−k : RepCpoly(L
C
n−k
) → H∗(IG(n − k, 2n),C) of Theorem 4
under the decomposition (7) for r = n − k takes, for 1 ≤ i ≤ k,
ei
(
(t¯n−k+1)
2, . . . , (t¯n)
2
)
7→ c2i + 2
i∑
j=1
(−1) jci+ jci− j,
where ci = ci(Q) is as defined before Theorem 10 and ei is the i-th elementary symmet-
ric function.
Before we come to the proof of the proposition, we need the following two lemmas:
Let Fl = G/B be the full flag variety forG = Sp(2n). It consists of partial flags
F• : F1 ⊂ F2 ⊂ ... ⊂ Fn ⊂ E := C
2n, such that each F j is isotropic and dim F j = j.
We can complete the partial flag to a full flag by taking Fn+ j := F
⊥
n− j
. The flags F• give
rise to a sequence of tautological vector bundles over Fl:
F1 ⊂ F2 ⊂ ... ⊂ Fn ⊂ E, with rank F j = j,
where E : Fl×C2n → Fl is the trivial rank 2n vector bundle. For 1 ≤ j ≤ n, define
x j := −c1(F j/F j−1),
where F0 is taken to be the vector bundle of rank 0.
Lemma 12. For 1 ≤ j ≤ n, the Schubert divisor ǫs j ∈ H
2(Fl,Z) is given by
ǫs j = −c1(F j) = x1 + · · · + x j.
In particular, under ξB for G = Sp(2n), t¯ j 7→ x j for any 1 ≤ j ≤ n.
Proof. The first part follows from the identity (8).
The ‘In particular’ statement follows from Lemma 8. 
For 1 ≤ j ≤ n, let
Q j := E/F j.
Observe that the symplectic form gives an isomorphism of vector bundles:
Q j ≃ (F
⊥
j )
∗. (9)
Lemma 13. For 0 ≤ j ≤ n, the following holds:
c(Q j)c(Q
∗
j) =
n∏
p= j+1
(1 − xp)(1 + xp),
where c is the total Chern class.
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Proof. By definition,
n∏
p= j+1
(1 − xp)(1 + xp) =
n∏
p= j+1
c(Fp/Fp−1) · c
(
(Fp/Fp−1)
∗
)
=
c(Fn)
c(F j)
·
c(F ∗n )
c(F ∗
j
)
. (10)
From the exact sequence 0 → F j → E → Q j → 0, we get
c(Q j) · c(F j) = 1 and c(Q
∗
j)c(F
∗
j ) = 1, (11)
and hence taking j = n in the above equation and using the equation (9), we get
c(Fn)c(F
∗
n ) = 1, since F
⊥
n = Fn. (12)
Combining the equations (10), (11) and (12), we get the lemma. 
Proof. (of Proposition 11) By taking terms of degree 2i and j = n − k in Lemma 13,
we obtain in H∗(Fl,Z):
ci(Q j)
2
+ 2
i∑
p=1
(−1)pci+p(Q j) · ci−p(Q j) = ei(x
2
j+1, . . . , x
2
n).
By the definition, the bundle S pulls back to the bundle Fn−k over Fl under the projec-
tion Fl → IG(n − k, 2n). Thus, the proposition follows from Lemma 12. 
Remark 14. Even though we do not need, the map ξPn−k : RepCpoly(L
C
n−k
) → H∗(IG(n −
k, 2n),C) of Theorem 4 under the decomposition (7) takes for 1 ≤ i ≤ n − k,
ei (t¯1, . . . , t¯n−k) 7→ ci(S ) = ǫsn−k−i+1···sn−k .
This follows from [BKT1, §1.2].
Definition 15. [Inverse Limit] For any k ≥ 0, define the stable cohomology ring
[BKT2, §1.3] as
H
∗(IGk,Z) = lim
←−
H∗(IG(n − k, 2n),Z)
as the inverse limit (in the category of graded rings) of the inverse system
· · · ← H∗(IG(n − k, 2n),Z)
π∗n
←− H∗(IG(n − k + 1, 2n + 2),Z)← · · · ,
where πn : IG(n − k, 2n) →֒ IG(n − k + 1, 2n + 2) is given by V 7→ Tn(V) ⊕ Cen+1 and
Tn : C
2n → C2n+2 is the linear embedding taking ei 7→ ei for 1 ≤ i ≤ n and taking
ei 7→ ei+2 for n + 1 ≤ i ≤ 2n.
This ring has an additive basis consisting of Schubert classes σλ for each k−strict
partition λ. The natural ring homorphism ϕk,n : H
∗(IGk,Z) → H
∗(IG(n − k, 2n),Z)
takes σλ to σλ whenever λ fits in a (n − k) × (n + k) rectangle and to zero otherwise.
In particular, ϕk,n is surjective. From the definition of the Chern classes c j = c
n
j
(Q),
it is easy to see that under the restriction map π∗n : H
∗(IG(n − k + 1, 2n + 2),Z) →
H∗(IG(n − k, 2n),Z), cn+1
j
7→ cn
j
for 1 ≤ j ≤ n + k and cn+1
n+k+1
7→ 0.
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From the presentation of the ring H∗(IG(n − k, 2n),Z) (Theorem 10), none of the
determinantal relations hold in the inverse limit. So, H∗(IGk,Z) is isomorphic to the
polynomial ring Z[c1, c2, . . .] modulo the relations:
(S s) (s > k) : c2s + 2
s∑
i=1
(−1)ics+ics−i = 0. (13)
Take k ≥ 1. Recall from Proposition 7 that
RepCpoly(Sp(2k)) ≃ Csym
[
(h¯1)
2, . . . , (h¯k)
2
]
.
Define a ring homomorphism (for any 1 ≤ k ≤ n)
ιnk : Rep
C
poly(Sp(2k))→ Rep
C
poly(L
C
n−k)
by taking f (h¯) 7→ 1 ⊗ f (t¯), where h¯ := (h¯1, . . . , h¯k), t¯ := (t¯n−k+1, . . . , t¯n) and f (t¯) is
the same polynomial written in the t¯-variables uner the transformation h¯p 7→ t¯n−k+p.
This gives rise to the map ξn,k := ξ
Pn−k ◦ ιn
k
: RepCpoly(Sp(2k)) → H
∗(IG(n − k, 2n),C).
Consider the following diagram, which is commutative because of Proposition 11.
RepCpoly(Sp(2k))
ξn,k //
ξn+1,k
))❚❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
H∗(IG(n − k, 2n),C)
π∗
n−1
OO
H∗(IG(n − k + 1, 2n + 2),C)
π∗n
OO
π∗
n+1
OO
The compatible ring homomorphisms ξn,k : Rep
C
poly(Sp(2k)) → H
∗(IG(n − k, 2n),C)
combine to give a ring homomorphism
ξk : Rep
C
poly(Sp(2k))→ H
∗(IGk,C).
The following theorem is one of our main results of the paper.
Theorem 16. Let k ≥ 1 be an integer. The above ring homomorphism ξk : Rep
C
poly(Sp(2k))→
H
∗(IGk,C) takes the generators
ei
(
(h¯1)
2, . . . , (h¯k)
2
)
7→ c2i + 2
i∑
j=1
(−1) jci+ jci− j, for any 1 ≤ i ≤ k, (14)
where ci = ci(Q).
In particular, ξk is injective.
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Proof. The first part follows from Proposition 11.
We next prove the injectivity of ξk:
By Proposition 7, RepCpoly(Sp(2k)) is a polynomial ring overC generated by {e1(h¯), . . . , ek(h¯)}.
Let RepZpoly(Sp(2k)) be the polynomial subring over Z generated by {e1(h¯), . . . , ek(h¯)}.
Then, by the equation (14),
ξk(Rep
Z
poly(Sp(2k))) ⊂ H
∗(IGk,Z).
Thus, on restriction, we get the ring homomorphism
ξZk : Rep
Z
poly(Sp(2k))→ H
∗(IGk,Z).
Observe further that ξZ
k
is a homomorphism of graded rings if we assign degree 4i to
each ei (and the standard cohomological degree to H
∗(IGk,Z)). Let K be the Kernel
of ξZ
k
. Since H∗(IGk,Z) is a free Z-module of finite rank in each degree, the induced
homomorphism
Z/(2) ⊗Z K → Z/(2) ⊗Z Rep
Z
poly(Sp(2k)) is injective. (15)
We next observe that the induced homomorphism
Z/(2) ⊗Z Rep
Z
poly(Sp(2k))→ Z/(2) ⊗Z H
∗(IGk,Z) is injective. (16)
To prove this, observe that
Z/(2) ⊗Z Rep
Z
poly(Sp(2k)) ≃ Z/(2)[e1, . . . , ek], (17)
and, by the defining relations (S s) (s > k) of H∗(IGk,Z) as in equation (13),
Z/(2) ⊗Z H
∗(IGk,Z) ≃ Z/(2)[c1, . . . , ck] ⊗
Z/(2)[ck+1, ck+2 . . . ]
〈c2
k+1
, c2
k+2
. . . 〉
. (18)
Moreover, under the above identifications (17) and (18), by the first part of the theorem,
the ring homomorphism ξZ
k
modulo 2 is given by
ei 7→ c
2
i , for any 1 ≤ i ≤ k.
In particular, it is injective. From this we obtain that
Z/(2) ⊗Z K = 0.
But, since K is a finitely generated torsionfree Z-module in each graded degree (thus
free) we get that
K = 0.
Since C is a torsionfree Z-module, this clearly gives the injectivity of ξk (cf. [Sp, Chap.
5, §2, Lemma 5]). This proves the theorem. 
Remark 17. The ring homomorphism ξk : Rep
C
poly(Sp(2k))→ H
∗(IGk,C) of the above
Theorem 16 is not surjective, as can be easily seen since the domain is a finitely gen-
erated C-algebra (by Proposition 7) whereas the range is not (for otherwise for each n,
H∗(IG(n − k, 2n),C) would be generated by a fixed finite number of generators inde-
pendent of n).
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4 Injectivity Result for the Odd Orthogonal Group
The treatment in this section is parallel to that of the last section dealing with Sp(2n).
But, we include some details for completeness.
In this section, we consider the special orthogonal group G = SO(2n + 1) (n ≥ 2).
We take the Springer morphism for SO(2n + 1) with respect to the first fundamental
weight λ = ω1.We will abbreviate θω1 by θ, ξ
P
λ
by ξP and RepC
ω1−poly
(G) by RepCpoly(G).
Let V ′ = C2n+1 be equipped with the nondegenerate symmetric form 〈 , 〉 so that its
matrix EB =
(
〈ei, e j〉
)
1≤i, j≤2n+1 (in the standard basis {e1, . . . , e2n+1}) is the (2n + 1) ×
(2n+1) antidiagonalmatrix with 1′s all along the antidiagonal except at the (n+1, n+1)-
th place where the entry is 2. Note that the associated quadratic form on V ′ is given
by
Q(
∑
tiei) = t
2
n+1 +
n∑
i=1
tit2n+2−i.
Let
SO(2n + 1) := {g ∈ SL(2n + 1) : g leaves the quadratic form Q invariant}
be the associated special orthogonal group. Clearly, SO(2n + 1) can be realized as the
fixed point subgroup SL(2n + 1)δ under the involution δ : SL(2n + 1) → SL(2n + 1)
defined by δ(A) = E−1
B
(At)−1EB. The involution δ keeps both of B and T stable, where
B (resp. T ) is the standard Borel (resp. maximal torus) of SL(2n + 1). Moreover, Bδ
(respectively, T δ) is a Borel subgroup (respectively, a maximal torus) of SO(2n + 1).
We denote Bδ, T δ by BB = BBn , TB = TBn respectively. Then, TB is given by:
TB =
{
t = diag
(
t1, . . . , tn, 1, t
−1
n , . . . , t
−1
1
)
: ti ∈ C
∗
}
. (19)
Its Lie algebra is given by
tB =
{
t˙ = diag
(
x1, . . . , xn, 0,−xn, . . . ,−x1
)
: xi ∈ C
}
. (20)
We recall the following lemma from [Ku2, Lemma 10].
Lemma 18. The Springer morphism θ : G → g for G = SO(2n + 1) is given by
g 7→
g − E−1
B
gtEB
2
, for g ∈ G.
(Observe that this is the Cayley transform.)
From the description of the Springer morphism given above, we immediately get
the following (cf. [Ku2, Corollary 11]:
Corollary 19. Restricted to the maximal torus TB as above, we get the following de-
scription of the Springer map θ:
θ(t) = diag
(
t¯1, . . . , t¯n, 0,−t¯n, . . . ,−t¯1
)
., where t¯i :=
ti − t
−1
i
2
.
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The following result follows easily from Corollary 19 together with the description
of the Weyl group (cf. [Ku2, Proposition 12]).
Proposition 20. Let f : TB → C be a regular map. Then, f ∈ Rep
C
poly(G) if and only if
the following is satisfied:
There exists a symmetric polynomial P f (x1, . . . , xn) such that
f (t) = P f
(
(t¯1)
2, . . . , (t¯n)
2
)
, for t ∈ TB given by (19).
We recall the following result from [Ku2, Proposition 24].
Lemma 21. Under the homomorphism ξB : RepCpoly(TB) → H
∗(G/B,C) of Theorem 4
for G = SO(2n + 1),
t¯i 7→ (ǫsi − ǫsi−1), for any 1 ≤ i < n,
and
t¯n 7→ 2ǫsn − ǫsn−1 .
Definition 22. For 1 ≤ r ≤ n, let OG(r, 2n + 1) be the set of r-dimensional isotropic
subspaces of V ′ with respect to the quadratic form Q, i.e.,
OG(r, 2n + 1) := {M ∈ Gr(r,V ′) : Q(v) = 0, ∀ v ∈ M}.
Then, OG(r, 2n+1) is the quotient SO(2n+1)/PBr of SO(2n+1) by the standardmaximal
parabolic subgroup PBr with ∆ \ {αr} as the set of simple roots of its Levi component
LBr . (Again we take L
B
r to be the unique Levi subgroup of P
B
r containing TB.) Then,
LBr ≃ GL(r) × SO(2(n − r) + 1). (21)
In this case, by the identity (4) and Proposition 20,
RepCpoly(L
B
r ) ≃ Csym[t¯1, . . . , t¯r] ⊗C Csym[(t¯r+1)
2, . . . , (t¯n)
2].
From now on we fix k ≥ 0 and consider OG(n − k, 2n + 1).
The Schubert varieties in OG(n − k, 2n + 1) are again parametrized by P(k, n) con-
sisting of k-strict partitions contained in the (n−k)×(n+k) rectangle. The codimension
of this variety is equal to |λ|. Let τλ ∈ H
2|λ|(OG(n−k, 2n+1),Z) denote the cohomology
class Poincare´ dual to the corresponding fundamental class [XB
λ
] of the Schubert variety
associated to λ.Thus, {τλ}λ∈P(k,n) gives the Schubert basis of H
∗(OG(n − k, 2n + 1),Z)
(cf. [BKT1, §2.1]).
We have the following short exact sequence of vector bundles over OG(n−k, 2n+1):
0 → SB → E¯
′ → QB → 0,
where E¯′ is the trivial bundle of rank 2n + 1, SB is the tautological subbundle of rank
n − k and QB is the quotient bundle of rank n + k + 1. Let ci = ci(QB) (1 ≤ i ≤ n + k)
denote the ith Chern class of the quotient bundle Q. (Observe that cn+k+1 = 0 as can
be seen by pulling QB to SO(2n + 1)/TB, where it admits a nowhere vanishing section
given by the vector en+1.) Then, by [BKT1, §2.3],
ci(QB) =

τi i f 1 ≤ i ≤ k
2τi i f k < i ≤ n + k,
(22)
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where τi := τ(i) and (i) is the partition with single term i.
We have the following presentation of the cohomology ring due to [BKT1, Theo-
rem 2.2(a)]. In the following we follow the convention that τ0 = 1 and τp = 0 if p < 0
or p > n + k.
Theorem 23. The cohomology ring H∗(OG(n− k, 2n+1),Z) is presented as a quotient
of the ploynomial ring Z[τ1, . . . , τn+k] modulo the relations:
(R¯
p
n,k
) (n − k + 1 ≤ p ≤ n) : det(δ1+ j−iτ1+ j−i)1≤i, j≤p = 0,
(R¯
p
n,k
) (n + 1 ≤ p ≤ n + k) :
p∑
r=k+1
(−1)rτr det(δ1+ j−iτ1+ j−i)1≤i, j≤p−r = 0,
and
(S¯ sn,k) (k + 1 ≤ s ≤ n) : τ
2
s +
s∑
i=1
(−1)iδs−iτs+iτs−i = 0,
where δp = 1 if p ≤ k and δp = 2 otherwise.
Proposition 24. The map ξP
B
n−k : RepC
poly
(LB
n−k
) → H∗(OG(n− k, 2n+1),C) of Theorem
4 under the decomposition (21) takes, for 1 ≤ i ≤ k,
ei
(
(t¯n−k+1)
2, . . . , (t¯n)
2
)
7→ c2i + 2
i∑
j=1
(−1) jci+ jci− j,
where ci = ci(QB) and ei is the i-th elementary symmetric function.
Proof. It follows by the same proof as that of the corresponding Propositionn 11 once
we use the following two lemmas. 
Let FlB = G/BB be the full flag variety for G = SO(2n + 1). It consists of partial
flags
F¯• : F¯1 ⊂ F¯2 ⊂ ... ⊂ F¯n ⊂ E
′ := C2n+1, such that each F¯ j is istropic and dim F j = j.
We can complete the partial flag to a full flag by taking F¯n+ j := F¯
⊥
n− j
. The flags F¯• give
rise to a sequence of tautological vector bundles over FlB:
F¯1 ⊂ F¯2 ⊂ ... ⊂ F¯n ⊂ E
′, with rank F¯ j = j,
where E′ : FlB ×C
2n+1 → FlB is the trivial rank 2n + 1 vector bundle. For 1 ≤ j ≤ n,
define
x¯ j := −c1(F¯ j/F¯ j−1),
where F¯0 is taken to be the vector bundle of rank 0.
The first part of the following lemma follows from equation (22). The ‘In particu-
lar’ statement follows from Lemma 21.
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Lemma 25. For 1 ≤ j ≤ n, the Schubert divisor ǫs j ∈ H
2(FlB,Z) is given by
ǫs j = −c1(F¯ j) = x¯1 + · · · + x¯ j, for j < n, and
2ǫsn = −c1(F¯n) = x¯1 + · · · + x¯n.
In particular, under ξB for G = SO(2n + 1), t¯ j 7→ x¯ j for any 1 ≤ j ≤ n.
For 1 ≤ j ≤ n, let
Q¯ j := E
′/F¯ j.
Observe that the orthogonal form gives an isomorphism of vector bundles:
Q¯ j ≃ (F¯
⊥
j )
∗. (23)
Lemma 26. For 0 ≤ j ≤ n, the following holds:
c(Q¯ j)c(Q¯
∗
j) =
n∏
p= j+1
(1 − x¯p)(1 + x¯p),
where c is the total Chern class.
Proof. The lemma follows by the same proof as that of the corresponding Lemma 13
once we observe that
c(F¯n) = c(F¯n+1),
which follows from the fact that F¯n+1/F¯n pulled back to SO(2n + 1)/TB admits a
nowhere vanishing section since the vector en+1 is held fixed by TB. 
Remark 27. Even though we do not need, the map ξP
B
n−k : RepCpoly(L
B
n−k
) → H∗(OG(n−
k, 2n + 1),C) of Theorem 4 under the decomposition (21) takes for 1 ≤ i ≤ n − k,
ei (t¯1, . . . , t¯n−k) 7→ ci(S B) = ǫsn−k−i+1···sn−k , if k > 0,
ei (t¯1, . . . , t¯n−k) 7→ ci(S B) = 2ǫsn−k−i+1···sn−k , if k = 0.
Definition 28. [Inverse Limit] Analogous to Definition 15, for any k ≥ 0, define the
stable cohomology ring [BKT2, §3.2] as
H
∗(OGk,Z) = lim
←−
H∗(OG(n − k, 2n + 1),Z)
as the inverse limit (in the category of graded rings) of the inverse system
· · · ← H∗(OG(n − k, 2n + 1),Z)
π¯∗n
←− H∗(OG(n − k + 1, 2n + 3),Z)← · · · ,
where π¯n : OG(n− k, 2n + 1) →֒ OG(n − k + 1, 2n+ 3) is given by V 7→ T¯n(V) ⊕ Cen+1
and T¯n : C
2n+1 → C2n+3 is the linear embedding taking ei 7→ ei for 1 ≤ i ≤ n, taking
en+1 7→ en+2 and taking ei 7→ ei+2 for n + 2 ≤ i ≤ 2n + 1.
This ring has an additive basis consisting of Schubert classes τλ for each k−strict
partition λ. The natural ring homorphism ϕ¯k,n : H
∗(OGk,Z)→ H
∗(OG(n−k, 2n+1),Z)
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takes τλ to τλ whenever λ fits in a (n − k) × (n + k) rectangle and to zero otherwise.
In particular, ϕ¯k,n is surjective. From the definition of the Chern classes c j = c
n
j
(QB),
it is easy to see that under the restriction map π¯∗n : H
∗(OG(n − k + 1, 2n + 3),Z) →
H∗(OG(n − k, 2n + 1),Z), cn+1
j
7→ cn
j
for 1 ≤ j ≤ n + k and cn+1
n+k+1
7→ 0.
From the presentation of the ringH∗(OG(n−k, 2n+1),Z) (Theorem 23),H∗(OGk,Z)
is isomorphic with the polynomial ring Z[τ1, τ2, . . .] modulo the relations:
(S¯ s) (s > k) : τ2s +
s∑
i=1
(−1)iδs−iτs+iτs−i = 0. (24)
Take k ≥ 1. Recall from Proposition 20 that
RepCpoly(SO(2k + 1)) ≃ Csym
[
(h¯1)
2, . . . , (h¯k)
2
]
.
Define a ring homomorphism (for any 1 ≤ k ≤ n)
ι¯nk : Rep
C
poly(SO(2k + 1))→ Rep
C
poly(L
B
n−k)
by taking f (h¯) 7→ 1 ⊗ f (t¯), where h¯ := (h¯1, . . . , h¯k), t¯ := (t¯n−k+1, . . . , t¯n) and f (t¯) is the
same polynomial written in the t¯-variables uner the transformation h¯p 7→ t¯n−k+p. This
gives rise to the map ξ¯n,k := ξ
PB
n−k ◦ ι¯n
k
: RepCpoly(SO(2k+1))→ H
∗(OG(n−k, 2n+1),C).
Consider the following diagram, which is commutative because of Proposition 24.
RepCpoly(SO(2k + 1))
ξ¯n,k //
ξ¯n+1,k
**❯❯❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
H∗(OG(n − k, 2n + 1),C)
π¯∗
n−1
OO
H∗(OG(n − k + 1, 2n + 3),C)
π¯∗n
OO
π¯∗
n+1
OO
The compatible ring homomorphisms ξ¯n,k : Rep
C
poly(SO(2k + 1))→ H
∗(OG(n− k, 2n+
1),C) combine to give a ring homomorphism
ξ¯k : Rep
C
poly(SO(2k + 1))→ H
∗(OGk,C).
The following theorem is our second main result of the paper, which is analogous
to Theorem 16.
Theorem 29. Let k ≥ 1 be an integer. The above ring homomorphism ξ¯k : Rep
C
poly(SO(2k+
1))→ H∗(OGk,C) takes the generators
ei
(
(h¯1)
2, . . . , (h¯k)
2
)
7→ c2i + 2
i∑
j=1
(−1) jci+ jci− j, for any 1 ≤ i ≤ k, (25)
where ci := ci(QB).
In particular, ξ¯k is injective.
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Proof. The first part follows from Proposition 24.
We next prove the injectivity of ξ¯k:
By Proposition 20, RepCpoly(SO(2k + 1)) is a polynomial ring over C generated by
{e1(h¯), . . . , ek(h¯)}. Let Rep
Z
poly(SO(2k+ 1)) be the polynomial subring over Z generated
by {e1(h¯), . . . , ek(h¯)}.
Let H¯∗(OGk,Z) ⊂ H
∗(OGk,Z) be the subring generated by {ci}i≥1. Then, by the
identity (22),
C ⊗Z H¯
∗(OGk,Z) = C ⊗Z H
∗(OGk,Z) = H
∗(OGk,C). (26)
Then, by the equation (25),
ξ¯k(Rep
Z
poly(SO(2k + 1))) ⊂ H¯
∗(OGk,Z).
Thus, on restriction, we get the ring homomorphism
ξ¯Zk : Rep
Z
poly(SO(2k + 1))→ H¯
∗(OGk,Z).
Observe further that ξ¯Z
k
is a homomorphism of graded rings if we assign degree 4i to
each ei (and the standard cohomological degree to H¯
∗(OGk,Z)). Let K¯ be the Kernel
of ξ¯Z
k
. Since H∗(OGk,Z) is a free Z-module of finite rank in each degree and hence so
is H¯∗(OGk,Z), the induced homomorphism
Z/(2) ⊗Z K¯ → Z/(2) ⊗Z Rep
Z
poly(SO(2k + 1)) is injective. (27)
We next observe that the induced homomorphism
Z/(2) ⊗Z Rep
Z
poly(SO(2k + 1))→ Z/(2) ⊗Z H¯
∗(OGk,Z) is injective. (28)
To prove this, observe that
Z/(2) ⊗Z Rep
Z
poly(SO(2k + 1)) ≃ Z/(2)[e1, . . . , ek]. (29)
Moreover, by the defining relations (S¯ s) (s > k) of H∗(OGk,Z) as in equation (24)
together with the identity (22), we can rewrite the equation (24) as:
(Sˆ s) (s > k) : c2s + 2
s∑
i=1
(−1)ics+ics−i = 0.
Thus,
Z/(2) ⊗Z H¯
∗(OGk,Z) ≃ Z/(2)[c1, . . . , ck] ⊗
Z/(2)[ck+1, ck+2 . . . ]
〈c2
k+1
, c2
k+2
. . . 〉
. (30)
Moreover, under the above identifications (29) and (30), by the first part of the theorem,
the ring homomorphism ξ¯Z
k
modulo 2 is given by
ei 7→ c
2
i , for any 1 ≤ i ≤ k.
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In particular, it is injective. From this we obtain that
Z/(2) ⊗Z K¯ = 0.
But, since K¯ is a finitely generated torsionfree Z-module in each graded degree (thus
free) we get that
K¯ = 0.
SinceC is a torsionfreeZ-module, by the equation (26), this clearly gives the injectivity
of ξ¯k proving the theorem. 
Remark 30. The ring homomorphism ξ¯k : Rep
C
poly(SO(2k + 1)) → H
∗(OGk,C) of
the above Theorem 29 is not surjective, as can be easily seen since the domain is a
finitely generatedC-algebra (by Proposition 20) whereas the range is not (for otherwise
for each n, H∗(OG(n − k, 2n + 1),C) would be generated by a fixed finite number of
generators independent of n).
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