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Abst rac t - -A  new perturbation technique called linearized perturbation method is proposed. Con- 
trary to the traditional perturbation techniques, the unperturbed equation is obtained by linearizing 
the original nonlinear equation, not by setting e = 0. Therefore, the obtained results are valid not 
only for small parameter, but also for very large values of e. The present theory is processed as simple 
as the straightforward expansion, while omits the secular terms completely. © 2003 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
Perturbation methods provide the most versatile,tools available in nonlinear analysis of engi- 
neering problems, and they are constantly being developed and applied to ever more complex 
problems. For example, Cheung et al. proposed a modified Lindstedt-Poincare method [1], Dai 
et al. proposed a general PLK (Poincare-Lindstedt-Kuo) method [2], and the present author also 
proposed a homotopy perturbation method [3,4] and a parameterized perturbation method [5], a 
review on these method can be found in [6]. But, most perturbation techniques, uch as standard 
Lindstedt-Poincare method, classical Krylov-Bogoliubov averaging technique, strongly depend 
upon the small parameter assumption, the obtained approximate solutions, therefore, are valid 
only for the small values of the perturbation parameter ~. 
Why does such limitation occur? In the traditional perturbation theory, a solution can be 
expressed in the form of a power series in the small parameter 
U-~ U 0-4-gu 1 ~-g2U 2 ~' ' -  , 
where u0 is the solution of the unperturbed equation when e = 0, and eUl is a correction to u0, and 
so on. So, it is very clear that the leading term u0 can only be considered an approximate solution 
of the original perturbed equation only when ~ ~ 0, i.e., 0 < e << 1, this leads to the limitation 
of various perturbation techniques. It hints to me that if u0 were an approximate solution of 
the original perturbed equation regardless of the values of the parameter e, then the limitation 
might be eliminated or partly eliminated. To do this end, we first linearize the original nonlinear 
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equation, and search for its solution, which does not so strongly dependent upon the parameter ¢ 
in equation. Second, we apply the perturbation method to find a correction to the linearized 
solution u0. We hope the approximations obtained by such method will be valid regardless of the 
values of the parameter ~, and we call the new theory as the linearized perturbation technique [7]. 
2. BASIC IDEA OF LINEARIZED PERTURBATION TECHNIQUE 
In this paper, we consider the following problem of nonlinear equation: 
d2u 
dt 2 + w2u = cY(u) ,  u(O) = A, u'(O) = O, (2.1) 
where N is a nonlinear operator. When ¢ = 0, (2.1) reduces to 
d2u 
+ ca2u = 0, u(0) = A, u'(0) = 0. (2.2) 
dt 2 
The solution of equation (2.2) can be easily obtained 
u0 = A cos ~t. (2.3) 
The traditional perturbation method is to try a correction in the form 
U = U 0 + gU 1 + g2U 2 + ' ' '  . (2.4) 
Observe that the unperturbed solution (2.3) can be considered as an approximate solution of 
the original system (2.1) only when 0 < ~ << 1, so the perturbation solutions are valid only for 
the small value of s. To eliminate such limitation, we try to approximate to the nonlinear term 
sN(u) by a linear term 
~N(u)  ~ au,  (2.5) 
where a is a constant, which can be identified by minimizing the following expression [8]: 
~0 2~(,N(u) - au)2dt ~ (2.6) min. 
In the present paper, we will introduce a novel and simple method to determined the constant c~. 
According to (2.5), we obtain the following linearized equation: 
u"  + ~32u = 0, u(0) = A, u'(0) = 0, (2.7) 
where ~32 = w 2 + a. The solution of the linearized equation (2.7) can be obtained readily, which 
reads 
u0 --- A cos/3t. (2.8) 
The above linearized solution can be obtained without requiring the small parameter assumption, 
so we can extend the range of the validity of perturbation expansions to very large values of the 
parameter ~. In view of equation (2.7), the original equation (2.1) can be rewritten in the form 
where 
d2u + 132u - ¢[N(u) + ~Tu] -- 0, u(0) = A, 
dt 2 
u'(0) =0, (2.9) 
(zlo) 
We call equation (2.9) as linearized perturbed system. Now, we also try a correction in the power 
series in c, that is, we let 
u=u0+~ul+c~u2+. . .  , (2.11) 
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which has the same form as (2.4), but here u0 is the solution of the linearized equation (2.7), 
while Uo in equation (2.4) is the solution of the unperturbed equation (2.2). Moreover, we correct 
the linearized solution, not the unperturbed solution, so the perturbation solution will not so 
strongly depend upon the values of the parameter s, as the traditional perturbation techniques 
do. 
Substituting (2.11) into (2.9) and equating coefficients of like powers of x yields following 
equations: 
I/ u 0 +/32u0 = 0, 
" +/32ul + N(uo) + ~u0 = 0, U 1 
u0(0) =A,  u~(0) =0,  (2.12) 
Ul(0 ) = 0, ~(0)  = 0. (2.13) 
The solutions of the above linear systems can be readily obtained and the constant r/ ca~ be 
identified by omitting the secular terms. Details will be discussed in the next section. 
3. APPL ICAT IONS 
To illustrate the basic procedure of the present method, we consider the well-known Duffing 
equation, which reads 
u" + u + eu 3 = pcosf~t, u(0) = A, u'(0) = 0, (3.1) 
where f/ is the forcing frequency of free vibration, p is the forcing amplitude. In our present 
study, e and p need not be small. 
According to Section 2, we have rewritten equation (3.1) in the form 
where 
u"+f2u+E(u3+~u)  =pcos~t ,  u (0 )=A±u' (0 )=0,  (3.2) 
/32 + c~? = 1. (3.3) 
Supposing that the solution of equation (3.2) can be expressed in the form (2.11), processing in 
a traditional fashion of perturbation technique, we obtain 
/! 
u 0 +/32u0 = pcos ftt, 
// ul +/32ul + u03 + ~uo = 0, 
u0(0) =A,  u~(0) = 0, (3.4) 
ul(0) =0,  ~i(0) = 0. (3.5) 
Solving equation (3.4) results in 
u0 = A cos/3t /32 -P ft 2 (cos/3t - cosflt) = rn cos/3t + n cos ~t, 
where 
m=A P 
/32 _ f~2,  
p 
n - - -  
/32 _ ~2 " 
Equation (3.5), therefore, can be rewritten in the form 
U 1 +~2ul÷r l (mcos /3t÷ncos~t)÷-~m cos/3t+ m3cos3/3t+ n3cos~t  
+ln3  cos3f~t + 3m2ncosFtt + 3m2n[cos(2/3 + ~)t + cos(2/3 -- ~'t)t] 
3 2 
+~mn cos/3t + mn2[cos(/3 ÷ 2ft)t + cos(/3 - 2f~)t] = 0, 
(3.6) 
(3.7) 
(3.S) 
,'3.9) 
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or  
" ( 3 3 3 2) ( 3n3+3m2n) cos~t u l+/32u l+ ~m+~m +~mn cos/3t+ ~n+ 4 
3 2 
+~mn [cos(/3 + 2a)t + cos(/3 - 2a)t] = o. 
Avoiding the secular term needs that 
or  
3 2 ~m + m 3 + ~mn = O, 
(3.10) 
(3.11) 
3 2 /3 = 1 + ~¢A . (3.18) 
3 
= -~ (m 2 + 2n2). (3.12) 
Solving equation (3.10), we obtain 
r/n + (3/4)n 3 + m 3 
Ul = /32 _ f~ 3/2)rn2n (cos/3t - cos ~t) - -~- (cos/3t - cos 3/3t) 
an 3 3m2n 
-4 4(/32 _ 9ft2 ) (cos/3t - cos 3at) + 4(/32 _ (2/3 + fl)2)[cos/3t - cos(2/3 + ~)t] 
3m2n 
-~ 4(/32 - (2/3 - a )  2) [cos/3t - cos(2/3 - a)t] (3.13) 
3ran 2 
-~ 4(/3 2 - (/3 + 2~) 2) [cos/3t - cos(/3 + 2~t)t] 
3rnn 2 
4(9  2 - (/3 - 2~)2) [cos /3 t  - cos ( /3  - 2~) t ] .  
Using relation (3.12), the angular frequency can be obtained from equation (3.3) 
/3 :V /1 -~r /= l+~s( rn  +2n2)= 1+~¢ A /32-a2  +2 ~-~t  2 . (3.14) 
Here, we restrict our discussion to the first term in the correction series, thus, we obtain the 
first-order approximate solution 
u = u0 + eul, (3.15) 
where u0 and ul are defined by (3.6) and (3.13), respectively. It is obvious, that resonance occurs 
when/3 = f~, /3 = 1/3~, and/3 = 3~. For small e, the obtained results are the same as those 
obtained by the traditional perturbation methods [9]. 
To verify the validity of the perturbation solutions obtained by the present method, we consider 
the Duffing equation without forcing term, which has the exact period solution. We obtain the 
approximate solution which reads 
sA 3 
u = A cos/3t - 3 -~ (cos/3t - cos 3/3t), (3.16) 
where the angular frequency can be written in the form 
/3= V /1 -  ~ = ~/1 + 3~A2. (3.17) 
Observe that for small ~, i.e., 0 < ¢ << 1, it follows that 
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Consequently, in this limit, the present method gives exactly the same results as the standard 
Lindstedt-Poincare method [8,9]. To illustrate the remarkable accuracy of the obtained result, 
we compare the approximate period 
27r 
T - V/1 + 3eA2/4, (3.19) 
with the exact one [9] 
f cA 2 T~x - 4 ~/2 dx , with k - (3.20) 
Jo X/1 - k sin 2 x 2(1 + eA 2) 
What is rather surprising about the remarkable range of validity of (3.19) is that the actual 
asymptotic period as e ~ oc is also of high accuracy 
eli~m~ T = 2~r ~ ao V/1 - k sin 2 x 
_2¢Za ;°, 
0.9294. / 
7r a 0 V/1 - 0.5 sin 2 x 
Therefore, for any values of c, it can be easily proved that the maximal relative error is less 
than 7%. 
To illustrate its effectiveness and convenience, we give another example (exercise 4.3 in [10]) 
u" + u + eu2u '' = O, u(O) = A ± u'(0) = 0, (3.21) 
which can be rewritten in the form 
u" + 32u + E (u2u '' + 77u) = O, u(O) = A + u'(0) = 0, (3.22) 
where 
/3 2 + er /= 1. 
Processing in a traditional fashion of perturbation technique, we obtain 
(3.23) 
" +/3auo = 0, U0 
/I 2 /t 
U 1 + /32Ul A- U0U 0 + ?TU0 = 0, 
Uo(0) = A, 
ul(0)  = 0, 
,4 (0 )  = o, 
,~ i (o )  = o. 
(3.24) 
(3.25) 
Solving equation (3.24) yields 
Equation (3.25), therefore, becomes 
uo = A cos 3t. (3.26) 
u~' +/32Ul + ( - 3-g2A24- + rl) A cos /3t -  1-w2Aacosa/3t4 = O. (3.27) 
We let 
rl = 3/32Ae, 
in equation (3.27) to avoid the secular term. Solving equation (3.27), we obtain 
(3.28) 
A 3 
ul = -3-g(cos/3t - cos 3/30. (3.29) 
6 J.-H. HE 
We, therefore, have the following first-order approximate solution 
6A 3 
u = A cos 3t - -~-  (cos 13t - cos 3/3t). (3.30) 
Substituting (3.28) into (3.23) results in 
+ ~E~2A 2 = 1, (3.31) Z2 
so the angular frequency can be obtained in the form 
1 
Z = X/1 + (3/4)6A2. (3.32) 
Its approximate period can be written in the form 
T -- 27rI1 + 3eA2. (3.33) 
In case 0 < 6 << 1, the angular frequency can be approximated by 
T=27r (1 -3¢A 2) ,  (3.34) 
and equation (3.30) can be approximated by 
U COS -- ~ 
which is the same form as those obtained by the Lindstedt-*PPoincare method [9]. 
Now, we compare the approximate period (3.34) with the exact one, which reads 
A du = 4V~ . (3.36) 
Tox = 4v~ v/ln(1 + 6A2) - ln(1 + 6u2) ~/ln[(1 + 6A~)/(1 + ~u2)] 
In case ¢A 2 >> 1, we have 
~0 A du 
Te× ~ 4v~ X/2(ln A - ln~)'  6A2 >> 1, (3.37) 
by the transformation u = As, the above equation becomes 
/01 Tex ~ 2v~'eA ds ~ ,  6A 2 >> 1. (3.38) 
By transformation s = exp(-x2),  it becomes 
// Tex ~ 4x /~A exp ( -x  2) dx = 2 2x/2-~A, 6A 2 >> 1. (3.39) 
So, for large 6 it follows 
Tex ~ v~A. (3.40) 
From (3.33), we also have the following relation for large 6: 
T ,,~ x/~A. (3.41) 
So, for large 6, the present approximate period has the same feature as the exact one, while the 
perturbation equation (3.34) has not such feature, and the error tends to infinite when 6A 2 ~ oo. 
However, the present results have smaller error for large 6, even in case 6A 2 ~ oo, we have 
lim Tex _ 2V~_.... A -- 0.9213. (3.42) 
eA2~oo T v~TrA 
Therefore, for any values of 6, it can be easily proved that the maximal relative error is less than 
8.54% on the whole solution domain (0 < 6A 2 < oo). 
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4. FURTHER D ISCUSSION 
From the above analysis, we see the present heory can be applied to not only weakly nonlinear 
equations, but also for very strongly nonlinear systems. But why? The reason lies on the fact 
that u0 is an approximate solution of the nonlinear system regardless of the values of s. In this 
view, our perturbation solutions will not so strongly depend upon the small values of c. Moreover, 
in our perturbation procedure, we find a correction ¢Ul to linearized solution u0, so the obtained 
approximations will be also valid for very large values of c when the correction cul is sufficient 
small with respect o the linearized solution uo, i.e., 
eul << 1. <4.1) 
U0 
For the Duffing equation without forcing force, we analyze the approximate solution (3.16). 
According to (4.1), the perturbation expansion (3.16) will be valid in case 
or  
eA 2 
32fl2 < 1, (4.2) 
1 ~2 > ~cA 2. (,1.3) 
In view of (3.17), inequality (4.3) becomes 
3 2 ~_~eA 2. I+~eA > (4.4) 
The above inequality keeps right even when gA 2 --* oo, so the obtained approximate solution is 
also valid for all values of ~. 
5. CONCLUSIONS 
To summarize, this study shows that the linearized perturbation technique offers much ad- 
vantages over the traditional perturbation methods. We extend the range of tile validity of 
perturbation expansions to very large values of the parameter c. Furthermore, the present per- 
turbation procedures are as simple as the straightforward expansion [11], which is tlw easiest 
one in the perturbation methods and requires no special techniques, while eliminat(, tile s(,cular 
terms easily. 
It must be specially pointed out that secular terms might occur in the higher-order approx- 
imations, in order to eliminate the forthcoming secular terms a special technique is proposed 
in [7]. 
APPENDIX  
AN HEURIST IC  EXPLA IN  OF THE EQUATIONS (2.21) 
AND (2.13) 
We carried out all steps of our present approach in the same way as it was done ibr the case 
of small parameter, this leads to simple separation (relations (2.12) and (2.13) in the article). 
However, the relations can also be obtained in view of decomposition. Supposing that the solution 
of equation (2.9) can be expressed as 
u = uo + Up, (A1) 
where u0 is the solution of the linearized equation (2.7), and Up is the solution of the following 
equation: 
d2up 
dt 2 + 132Up - e[N(uo + up) + rl(uo + Up)] = O. (A2) 
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The above equation can be approximated by 
d2up + t32Up - ¢[N(uo) + r/u0] = 0. 
dt2 (A3) 
If we set Up = ¢ul, equation (A3) reduces to equation (2.13). 
Expanding the nonlinear term N into a Taylor series, we can obtain a series of linear equations 
by omitting the smaller terms, which are same as those obtained by the perturbation technique, 
so we can use the notation of perturbation technique to simplify the procedure. 
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