Diffusion MRI microstructure imaging provides a unique non-invasive probe into the microstructure of biological tissue. Its analysis relies on mathematical models relating microscopic tissue features to the MR signal. This work aims to determine which compartment models of diffusion MRI are best at describing the signal from in-vivo brain white matter. Recent work shows that three compartment models, including restricted intra-axonal, glial compartments and hindered extra-cellular diffusion, explain best multi b-value data sets from fixed rat brain tissue. Here, we perform a similar experiment using in-vivo human data. We compare one, two and three compartment models, ranking them with standard model selection criteria. Results show that, as with fixed tissue, three compartment models explain the data best, although simpler models emerge for the in-vivo data. We also find that splitting the scanning into shorter sessions has little effect on the models fitting and that the results are reproducible. The full ranking assists the choice of model and imaging protocol for future microstructure imaging applications in the brain.
INTRODUCTION
Diffusion MRI (dMRI) measures the water dispersion in biological tissue, which can be used to probe the microstructure. This technique is most often applied in the brain, especially where parallel fibres restrict the water mobility anisotropically, thus providing putative measures of white matter integrity and connectivity. Currently, the standard model for imaging diffusion in tissue is the diffusion tensor (DT) [1] , which assumes a trivariate Gaussian dispersion pattern. Derived indices, e.g. mean diffusivity or fractional anisotropy, can correlate with major tissue damage, but lack the sensitivity and the specificity to provide to provide indices such as axon radius, density, orientation and permeability.
More complex models enable the estimation of more specific histological indices, such as axon radius, density, orientation, dispersion and permeability. Stanisz et al. [2] pioneered a multi-compartment representation of separate diffusive processes in nervous tissue. The Ball-Stick model [3] is the simplest possible two-compartment model with restricted axonal diffusion and isotropic extra-axonal diffusion. The Composite Hindered and Restricted Model of Diffusion (CHARMED) [4] is a similar model that allows anisotropic Gaussian Diffusion in the hindered extra-cellular space and cylindrical intra-cellular diffusion. The AxCaliber technique [5] extended CHARMED to estimate the distribution of axon diameters. Barazany et al. [6] demonstrated the approach in-vivo on a rat, adding a third compartment to account for cerebrospinal fluid (CSF) contamination. Alexander et al. [7] used a similar model to derive orientationally invariant indices of axon diameter and density. Recently, another model, NODDI [8] , aims at capturing fiber density and dispersion.
The increasing model complexity can potentially lead to overfitting and false parameter estimation. Panagiotaki et al. [9] compared 47 diffusion MRI compartment models using data from fixed white matter (WM) of rats, via the Bayesian Information Criterion (BIC). After proposing a taxonomy of one, two and three compartment models, drawn from previous studies [2, 3, 4, 5, 6, 7, 8] , they concluded that the three-compartment models perform best and DT worst. In this taxonomy, the first compartment, hindered in 3D, can be: a Tensor (full DT), a Zeppelin (cylindrically symmetric DT) or a Ball (isotropic DT). The second compartment, 'restricted' in 2D but free in the other direction (anisotropic restriction), can be: a Stick (oriented line) or a Cylinder (non-zero radius). The third compartment, isotropically restricted, can be: a Dot (bound fluid), a Sphere (where diffusion is restricted to within a non-zero radius), Astrosticks (Sticks isotropically distributed in 3D) or Astrocylinders (Cylinders in 3D).
Here, we perform a similar experiment in-vivo, on a human brain, using a rich, massively multi-shell High Angular Resolution Diffusion Imaging (HARDI) protocol. We com- pare the models using BIC, and confirm with the Akaike Information Criterion (AIC). We find that, compared with the fixed tissue study [9] , simpler three compartment models emerge. In addition, the ranking is consistent over datasets that are sampled through the Jackknife method.
METHODS
This section describes the acquisition protocol for our data and outlines the preprocessing we do to obtain a set of measurements for fitting. It then details the fitting procedure, the techniques we use for comparing the models and, lastly, the robustness of the ranking. 
Data acquisition and preprocessing
Using a Pulsed Gradient Spin Echo sequence, on a 3T Phillips scanner, and having obtained ethical approval, we scan a 31-yr old man in two separate non-stop sessions, each 4hrs long; we call this the 2x4hr dataset. We then repeat this protocol in eight sessions lasting 1hr; we call this the 8x1hr dataset. The protocol uses 32 shells of 45-directions each, which are randomly rotated to enhance the angular resolution. Each shell is identified by a combination of these dMRI parameters: gradient strength |G| = 55, 60 mT/m, pulse width δ = 6, 10, 15, 22ms, pulse duration ∆ = 30, 50, 70, 90ms, and has three interwoven b=0 acquisitions. The b-values thus range from 218 to 10,308 s/mm 2 , with effective diffusion time in the range 28 to 82ms.
There are nine 4mm thick sagittal slices, acquired with ZOOM-EPI with a reduced field-of-fiew (FOV) technique [10] . The FOV is centred on the mid-sagittal slice of the Corpus Callosum (CC), to which we assume the coherent CC fibres are perpendicular. The image size is 64 x 64 and the in-plane resolution 2mm x 2mm.
After manually segmenting the CC (shown in Fig.1 ), we select all voxels with FA>0.5 and principal eigenvector within 5
• of the fibre direction. We create a single dataset by averaging the voxels satisfying these conditions. Fig.2 shows the rich coverage of the sampling space. We ignore any signal below the observed noise floor of 0.1. Before fitting the models, the signal of each DW slice is normalised by the corresponding diffusion-unweighted (b=0) measurement with the same echo time, to remove T 2 effects.
Model Fitting
We fit the 32 models of diffusion (listed in Table 1 ) to the signal, via the open source software tool Camino [11] . Each model is fitted 1000 times to the data, using the LevenbergMarquardt algorithm with a perturbed starting point, to extract the parameters that produce the minimum objective function. This ensures we avoid local minima and obtain the best-fit parameters. The fitting uses an offset-Gaussian noise model, as in [9] , to construct the objective function:
where N =32*(45+3) is the total number of measurements,S i is the i-th measured signal, S i its prediction from the model; σ 2 is the signal variance, which we estimate a priori. This objective function accounts for bias introduced by the Rician noise inherent in the MRI data in a simplistic way [12, 13] that is more numerically stable than a full Rician log-likelihood objective function.
Model Selection
We use these model selection criteria:
where L is the likelihood of obtaining the present data given the model and K is the number of free parameters. These criteria quantify the trade-off between complexity and goodnessof-fit, so as to identify the simplest model that explains the data. The lower the value, the more predictive the model is.
In general, AIC is less conservative in penalising complexity. Table 1 shows the models' BIC/AIC/LSE ranking for both datasets. The three compartment models come out top for both the 2x4hr and 8x1hr dataset, as in [9] . Within this category of models, the Zeppelin/Tensor hindered compartments outperform Ball, and the ranking shows a preference for Dot/Sphere over Astrosticks and Astrocylinders; because of its simplicity, the Stick is slightly preferred by BIC and AIC over the Cylinder. As in [9] , the DT comes out as the worst model. Fig.3 shows the consistency of these BIC rankings. Here, we construct 100 Jackknife dataset samples from each dataset, each time picking half the number of measurements at random from the original dataset. The rankings are broadly similar, although the 8x1hr stability matrix shows less consistency in the ranking. Fig.4 illustrates why three compartment models explain the data better than one or two compartment models. Similarly, we see that within three-compartment models, an anisotropic hindered compartment improves the fitting. Table 1 . The ranking of the models using both datasets. In addition, the actual computed score for BIC is given for the 2x4hr dataset, by which the models are ordered. LSE is the Objective Function. Fig. 3 . Each model's ranking stability for 100 Jackknife samples from the 2x4hr data (left matrix) and 8x1hr data (right matrix). In the matrices, the frequency of every ranking (xaxis) is given by the shade of grey; e.g. Zeppelin-Stick-Dot comes out first in all 100 Jackknife datasets. Fig. 4 . Synthesised signal from three representative models (solid line) with raw data (marked red) for 4 shells only. G is the gradient unit vector; n is the fibre unit vector.
RESULTS

DISCUSSION
To explore more specific microstructure parameters, we sampled a wide range of achievable b-values and diffusion times on a clinical system. The ranking we obtain is similar to previous observations from fixed tissue [9] , with minor differences. The fixed-tissue study's 9.4T pre-clinical scanner used much stronger gradients, i.e. much shorter pulses, which makes the acquisition much more sensitive to the size of smaller axons. In this study, however, our protocol employs a higher angular resolution, which may significantly improve more complex models.
We emphasize that the choice of models our analysis suggests is not appropriate for existing sparse data sets such as off-the-shelf single shell HARDI data, which only support simple models. Rather, these results inform the choices for future in-vivo microstructure imaging once we identify the right model. Experiment design techniques such as [14] can determine economical protocols. Conversely, the protocol we use here is designed specifically for model selection rather than large-scale application. Another limitation is that this model selection is performed with data from only a part of the CC, which is relatively homogeneous, with little fibre crossing or CSF contamination, so other models may perform better away from the CC (e.g. with a CSF pool as in [6, 8] ).
Future work will seek to reproduce these results across other subjects, and find an economical protocol that identifies the same top model as the full one. We also plan to include more models with, e.g., a distribution of pore sizes [5, 9] or orientation dispersion [8] .
