Abstract-Many stochastic approximation procedures result in a stochastic algorithm of the form
I. INTRODUCTION
Since the inception of stochastic approximation procedures many statisticians, probabilists, and engineers have strived to establish limit theorems and invariance principles for these procedures. Much of the earlier effort (see, e.g., Sacks [21] , Fabian [7] , McLeish 1171, Gaposhkm and Krasulina [lo], Heyde 1131, and Ruppert [20] ) was concerned with procedures which can be written in the algorithmic form 1 k h k + l = hk + -( b k -Akhk) for all k = 1 , 2 , 3 , . . . (1.1) where h l is some possibly random vector { A k , k = 1 , 2 , 3 , . . . } and { b k , k = 1; 2; 3 , . . .} are, respectively, Rdx"-valued and Rdvalued processes on some probability space (n, F, P ) , and A p is constant or at least converges almost surely to some positive-definite matrix A. More 
NOTATION AND RESULTS
In this section, we will define our notation and provide our results.
A. Notation List 1 1 1 is the Euclidean distance of some Rd-vector z.
a << 11 means that a , b are nonnegative real numbers such that b < x implies a < 00 and b = 0 implies n = 0. 
B. The Main Result and Discussion
We will state and prove our result in a completely deterministic manner and then apply this result on a sample path by sample path bask. Therefore, we assume that d is a positive integer, {xii}T='=I is a symmetric, positive semidefinite R d X "valued sequence, and {&n} is a Rd-valued sequence. The main result is now stated:
Propostion 1: Suppose for some (symmetric) positive-definite A and { z k } r = l is a R"-valued sequence satisfying 1 -
Then, a necessary and sufficient condition for h k + h (with h E R")
To see the generality of our result, we suppose that { b k . k = 1 , 2 , 3 , . . . } is a R"-valued stochastic process on (f1,F. P ) and 
Hence, the generality of our approach follows from the following remark:
Remark: In many applications
for all / c = 1 , 2 , 3 , . . . some fixed positive integer M , R'-valued Remark: A reviewer has pointed out that there are interesting applications in adaptive control where -A has eigenvalues in the open left half plane but may not be symmetric. However, it is the author's opinion that the symmetry assumption of A k cannot be relaxed without imposing alternate conditions and significantly modifying our arguments (especially Lemma B, (3.15), and (3.22), (3.23)). The nonsymmetric case will not be treated here.
THE PROOF OF PROPOSITION 1
For notational convenience, we define it follows by (3.4), (3.3, and Lemma A i) and ii) (to follow) that
A -
and, letting c > 0 be arbitrary, recalling some basic theory for symmetric matrices (see, e.g., [25, pp. 57-81) , and using the fact Hence, we can use (3.13), (3.15), Lemma A iii), (3.1), Lemima B, Taylor's theorem, (3.14) , and the fact dllAII log ( a ) < 1 to obtain a IC: 2 Ice such that
Therefore, using the fact (3.1 1) Amin Now, we use (3.11) and Lemma A v) to obtain that lol:(a) < ( c i . \\A\\ . exp (1))~ and making t > 0 sufficiently small, we discover from (3.16) that there exists a 0 < y < : 1 and an integer k~ > 0 such that it follows by (3.19), (3.20), the Toeplitz lemma, and (3.18) that llFF-l limk,, l~l~~l = 0. Finally, using (3.9) and (3.1), one has for n t I k that (3.21) so by (3.21), Lemma A v), and (3.19) one finds that for all T = 2,3;. . , n -1, n = 3 , 4 , . . . . and by (3.8) and the hypothesis that iii) follows by (3.27), the hypothesis, (3.28), (3.14) of Proposition 2, and the Toeplitz lemma.
iv) Using Lemma B, we find iv) follows from iii) as well as (3.1) and (3.14) of Propostion 2. v) This follows from iv) and the fact that for all k = 0 , l . . . . . where Mln'') and P,("'") denote the ( n , o)th components of Mb and
