Abstract. In this work we develop and test a novel hierarchical framework for modeling and learning multivariate clinical time series data. Our framework combines two modeling approaches: Linear Dynamical Systems (LDS) and Gaussian Processes (GP), and is capable to model and work with time series of varied length and with irregularly sampled observations. We test our framework on the problem of learning clinical time series data from the complete blood count panel, and show that our framework outperforms alternative time series models in terms of its predictive accuracy.
Introduction
The problem of modeling of clinical time series comes with a number of challenges [1, 2] . First, time series for the different patients admitted to hospital are hard to align; they start at different times with respect to the disease, and they may vary in length depending on the span of patient's hospitalization. Second, observations corresponding to the different laboratory tests are collected at different times, and the time elapsed between two consecutive observations may vary. The challenge is to build models and algorithms that are both accurate and flexible enough to represent such time series.
We propose and develop (1) a hierarchical dynamical system model to represent the clinical time series data, and (2) algorithms that can (a) learn the model efficiently from observational data, and (b) support predictive inferences. Our model is built by combining two machine learning frameworks used frequently for modeling dynamical systems in statistical machine learning: the Linear Dynamical System (LDS) [3] and the Gaussian Process (GP) model [4] . LDS, or Kalman filter [3] is the most frequently used approach for modeling dynamical systems in practice. The model comes with numerous computational advantages and well-understood algorithms for both model learning and model inference. The model defines a state-space process with linear transitions between two consecutive states taken at discrete time points. Hence it assumes some predefined and fixed time discretization. However, observations in clinical time series are often spaced irregularly in time. To address this problem we extend the linear dynamical system with a secondary (lower-level) Gaussian process defined over time windows, instead of fixed-time points. The parameters of the Gaussian process are controlled by the higher-level LDS. The advantage of the Gaussian process is that observations are treated as the function of time and can be defined for an arbitrary observation sequence. This extension gives us the flexibility needed to model time series with observations sampled unevenly in time.
We experiment with and test the new model on clinical time series prediction problem. More specifically, we define, build and run the model for six common blood tests from the complete blood count panel. Our results show that the model leads to a more accurate predictive performance than existing time series models. In addition, we show our model is more robust and performs well when the number of patients and observations used to train the model is small.
Our paper is organized as follows. In Section 2, we review the basics of linear dynamical systems and Gaussian process models. In Section 3 we describe the time series prediction problem we want to solve and present the new hierarchical framework that combines the two models. We present experimental results that consist of predicting future values for six common lab tests and compare our method to alternative modeling approaches in Section 4. In Section 5, we summarize the work and outline future model extensions.
Background

Linear Dynamical System (LDS)
The Linear Dynamical System (LDS) is a classic and widely used real-valued time series model. An LDS on variables z 1:T , y 1:T is defined using the following two equations:
where t ∈ {1, . . . , T } is the discrete time index; z 1 is the initial state distribution with mean π 1 and covariance matrix V 1 , z 1 ∼ N (π 1 , V 1 ), z t are the hidden states defining the process that are generated with the help of the transition matrix A with the independent zero mean noise e t , e t ∼ N (0, Q); and y t are the observations generated by the emission matrix C and independent variant noise v t ∼ N (0, R). The LDS is characterized by the state transition probability p(z t |z t−1 ), where p(z t |z t−1 ) = N (Az t−1 , Q), and the state-observation probability p(y t |z t ) = N (Cz t , R). The complete set of the LDS parameters is Λ = {A, C, Q, R, π 1 , V 1 }. The parameters can be learned from the observed data sequences using the Expectation-Maximization (EM) algorithm. The advantage of the linear dynamical model is its simplicity. The disadvantages are its linearity which may prevent one from modeling more complex time series data, and the fact that the model is a discrete-time model with observations and predictions restricted to fixed time intervals.
Gaussian Process (GP) Regression
The Gaussian process is a nonparametric nonlinear Bayesian model popular in statistical machine learning [4] . The GP is best viewed as an extension of the multivariate Gaussian to infinite-sized collections of real-valued variables defining the distribution over random functions. A GP is represented by the mean function m(x) = E[f (x)]and the covariance function
, where f (x) is the real-valued process. Since GP represents a Gaussian distribution over functions, it can be used to estimate the values of function f at an arbitrary position x * . This application is referred to as Gaussian Process Regression [4] . The GP regression equations are:
where I is the identity matrix, x is the input vector and y is the output or target vector,f * is the posterior function mean and Cov(f * ) is the posterior covariance.
With the right choice of the covariance function, the associated prediction uncertainty increases in regions away from observations, while it shrinks when it is close to observed data.
Gaussian process time series models
In time series modeling Gaussian processes are used primarily to capture the nonlinear dynamics and nonlinear relations among states and observations [5] .
Briefly, the models assume that there exists a sequence of latent variables z t that evolve over time through a Markovian process specified by a Gaussian process f and the observations y t are generated by another Gaussian process u from corresponding latent variables: z t = f (z t−1 ) + e t ; y t = u(z t ) + v t . The notation z t , y t , e t , v t is the same as the notation used in the previous section for LDS. Briefly, the LDS assumes linear dependencies among latent states and observations, while the Gaussian-process-based model replaces the linear dependences with more general non-linear functions f and u represented by Gaussian processes. The existing GP-based dynamical models [6] [7] [8] [9] come with a number of limitations. First, all of the existing models set GP's mean function to zero, which severely limits the functions one can represent. Second, similarly to LDS, they assume the observations are obtained at the same (regularly sampled) times, which is not true in the real world. Discretizing irregular sampled time series may introduce unnecessary inaccuracy and hence lower the model's accuracy and performance.
In this paper, we address the shortcomings of these methods by defining a hierarchical dynamical system that splits the process into a sequence of dependent local Gaussian processes and by using the LDS to capture the dependences between these local GPs. This is unlike [10] where local GPs are independent to each other. The local GPs' dependences naturally account for the transitions of mean functions and the irregular samples are handled by the local GPs.
Hierarchical Dynamical System
Problem Description
We define the time series prediction/regression function for clinical time series as: g : Y obs × t →ŷ, where Y obs is a sequence of past observation-time pairs
, such that, 0 < t i < t i+1 , y i is a p-dimensional observation vector made at time (t i ), and n is the number of past observations; and t > t n is the time at which we would like to predict the observationŷ.
Typically, the prediction function assumes that the values (observations) are given at regularly sampled discrete-time points, which means t i+1 −t i = L, where L is a constant reflecting the data-sampling interval. However, in this work we assume our observations are sampled irregularly from some process which is more general and more common in real-life settings. For example, in the clinical domain, observations that correspond to lab test values for a patient during his or her hospital period are often recorded irregularly due to the different patients' health conditions or the different sample-collection times.
Hierarchical Dynamical System (HDS)
In this section, we develop a two-layer hierarchical dynamical model that lets us represent the entire time series information in a more flexible manner. The key structure of the model is shown in Figure 1 . Briefly, the model consists of two hierarchically related processes: the Gaussian process and the linear dynamical system. The Gaussian process is restricted to a time window of a finite duration and it is used to represent time series and its changes for shorter time spans. Longer-term process changes are modeled and controlled by the linear dynamical process. In the first layer, which is shown in a dashed line box, we transform the entire irregular time series data into m windows {w i } m 1 using a predefined window size and a predefined overlap size. Each window w i in Figure 1 relates observations {y 1 i , y 2 i , . . . , y Ni i } using the same window-specific GP and N i is the number of observations in window w i . Hence, instead of using a single GP we capture the variation in the entire time series by using many different windowspecific Gaussian processes. We denote the GP for window w i as GP i .
The sequence of window-specific GP i s (more precisely their parameters) is linked together using the higher-level LDS (in layer 2). That is, the LDS represents the dynamics and changes of parameters γ i defining individual GP i . We assume the different GP i share the same covariance function parameter Θ. The parameters γ i that define the mean of the window-specific GP i are unobserved (hidden). In the learning phase, we estimate γ i measurements {y 
where parameters {γ i } act like observations, and e t and v t are zero-mean normally distributed random variables with covariance matrices Q and R respec-tively. Similarly to regular LDS introduced earlier in Section 2.1, π 1 and V 1 are the initial state mean and variance. 
Learning
The parameters of our hierarchical dynamical model are learnt in the two steps.
In step 1 we learn the covariance function Θ. In step 2, we first estimate parameters {γ i } and then use them to learn the parameters of linear dynamical System in layer 2.
Step 1. Since GPs share the same covariance function, we use the entire time series data to make the estimation of the parameters Θ in the covariance function. We set Θ by maximizing the likelihood and seek the partial derivatives of the likelihood with respect to each parameter θ i in Θ.
where K is covariance matrix for all training data.
Step 2. We first estimate all parameters {γ i } representing the means of window-specific GPs from observations in windows {w i } . In general, there are many different ways to estimate {γ i }. Let h be a function used for estimating the mean of the Gaussian process from observations {y j i }. Examples of h can be min, max, mean functions that return the minimum, maximum or mean observed value in the window. In our model, we use the value of the most recent observation in each window to estimate {γ i } , that is, γ i = h({y j i }) = y Ni i . Once we get {γ i }, we treat values of different {γ i } as the observations for the LDS (layer 2) in our hierarchical dynamical system. To learn the parameters of the LDS, we use the Expectation-Maximization(EM) learning algorithm to [11] iteratively re-estimate the parameters Λ = {A, C, Q, R, π 1 , V 1 } defining the LDS [12] . The learning algorithm is summarized in Algorithm 1.
Algorithm 1 Learning Hierarchical Dynamical Model
Do initialization and split the data into windows. // learn Θ, Θ = (θ1, . . . , θ d ) for i = 1 to d do Get θi by any gradient based optimizer based on Eq.5 end for // learn {A, C, Q, R, π1, V1} Learning LDS from the EM algorithm. See [12] return Ω = {Θ, A, C, Q, R, π1, V1}
Prediction
Once the hierarchical dynamical system is learned from the training data we would like to use it to support time series prediction on future time series. Given the initial observations Y obs and an arbitrary time index t modeling a sequence of future times, our objective is to predictŷ at time t.
To support the prediction inference, we need the following steps:
Step 1. Split Y obs and t into windows.
Step 2. For windows that do not contain t, compute γs through mean estimation function h and feed them into Kalman Filter algorithms(See Kalman F ilter in Appendix A.1) to infer the most recent hidden state z k where k is the index of the last window that does not contain t.
Step 3. Get γ k+1 = CAz k from z k+1 = Az k and γ k+1 = Cz k+1 .
Step 4. If t is in window k + 1? use observations (y k+1 , t k+1 ) in window k + 1 and γ k+1 to make the prediction, whereŷ = γ k+1 +K(t, t k+1 )K −1 (t k+1 , t k+1 )(y k+1 − γ k+1 ); otherwise find out the window index i where t belongs to. The prediction at t isŷ = CA i−k z k . The prediction algorithm is summarized in Algorithm 2.
Algorithm 2 Prediction with the Hierarchical Dynamical System
Split Y obs and t into windows. Find all k windows that do not contain t. Estimate {γi} k i=1 using mean estimation function h in these k windows. // Compute z k by Kalman F ilter algorithm.(See Appendix A.1)
Experimental Results
We have tested our approach on time series data obtained from electronic health records of approximately 4,500 post-surgical cardiac patients stored in PCP database [13] [14] [15] . To test the performance of our prediction model, we randomly selected 1000 patients with the Complete Blood Count(CBC) panel test 1 whose hospitalization is longer than 10 days. We selected six tests from the CBC panel to learn the time series models, and applied them to time series prediction tasks. The six tests, their means and standard deviations are listed below:
-White Blood Cell (WBC) a count of the total number of white blood cells in a person's sample of blood. Mean: 11.98(×10 9 ); standard deviation: 6.06. To evaluate the performance of our hierarchical dynamical system (HDS-GPLDS) approach we used the five-fold cross validation approach to split the examples into the training and testing sets, such that 200 examples formed the test data, and 800 training examples were used to vary the size of the training set from 100 to 800 in increments of 100 examples and reported the average results. Since the CBC panel is typically ordered once or just a few times a day, we used the default Gaussian process window size of seven days. The covariance function is the combination of the mean reverting and the periodic functions( [16] ). The mean reverting function forces the process to approach the long term mean, but at the same time permits temporary deviations from the mean corresponding to episodic events or complications. The periodic function can capture the fluctuation within the short period of time and keep the variation of different values within a reasonable range. The covariance function is defined as:
where Θ = (σ 1 , α 1 , σ 2 , α 2 , ω) are the parameters optimized from the data. We compared the HDS-GPLDS predictions to four other methods:
-Linear dynamical system (LDS) trained on the entire time series with a three-hour period discretization. We applied Gaussian process interpolation to fill the missing values [17] . -Window-based linear dynamical system(WLDS). This model is different from the LDS model. It splits the time series first into windows the same way as HDS-GPLDS and, after that, it trains an LDS using the last observation in each window. -Standard Gaussian Process regression (GP) with covariance function defined in Eq. 6. -Nonlinear dynamical system using GPIL algorithm for inference and learning with the Gaussian kernel covariance function for both the transition and observation models [9] .
We evaluated and compared the performances of the different methods by calculating the Root Mean Square Error (RMSE) on the test predictions. More specifically, the RMSE is defined as follows:
where y i is the true value,ŷ i is the predicted value and n is the number of data points. The results of RMSE on the six lab tests from the CBC panel (for gradually increasing training and test data sets as described above) are summarized in Figure 2 . 
Discussion
The results of our experiments (Figure 2) show that our hierarchical dynamical system (HDS-GPLDS) outperforms all other methods in terms of prediction errors on all six CBC lab tests. One of the advantages of our method is that its prediction error is small even when it is trained on a small number of patients and observations. In the following we discuss the obtained results in more depth.
First, by comparing HDS-GPLDS, GP and LDS, GPIL, we can see that methods with continuous functions (HDS-GPLDS, GP) are much stable than discretized methods (LDS, GPIL). Their performances are gradually improved with the increase of training examples. The reason is that the discretized methods do require any discretization or interpolations for the irregular sampled dataset, which may bring inaccuracy in the training and prediction phases.
Second, HDS-GPLDS/GP outperform WLDS/LDS. The reasons are (1) the values from patients' tests are always around a normal range plus some variation. The combination of the mean-reverting and periodic functions captures this phenomenon: the mean reverting function forces the predicted values within a normal range and the periodic function allows the fluctuation and variation flexibility. However, WLDS and LDS cannot capture these variations due to the linearity embodied in their linear models. (2) WLDS and LDS solve the multistep prediction problem by constructing a single model from past observations and predict future values iteratively. Since they use predictions from the past, both are very susceptible to the error accumulation: errors generated in the history are propagated into future predictions. In contrast to this the HDS-GPLDS/GP make the multi-step predictions directly and hence do not suffer this problem.
Third, comparing to other methods, HDS-GPLDS does not require a large number of training examples, and it can still perform well for small training data sizes. In contrast to this, error rates for other methods are initially high and they are decreased by a large amount when more examples are used to train them. Stable performance on small training data is very important in practice.
Fourth, comparing GP and HDS-GPLDS, we can see that the HDS-GPLDS is much better than the GP approach. The results show that a single constant mean is not enough in the complex time series setting. The evolution of mean variables in the consequent windows is modeled by a linear dynamical system, which expresses a stronger descriptive ability. During the prediction phase, the predicted mean is used by the GP to make a more accurate prediction.
Conclusion
In this work, we have presented a novel two-layer hierarchical dynamical system for multi-step time series prediction. Comparing with the traditional linear state space systems and modern Gaussian process regression, this novel system is (1) more robustness to irregular sampling; (2) more robust for small training data sizes; (3) more accurate in making the long-term multi-step predictions. Experimental results on real world clinical data from electronic health records systems demonstrated that our prediction model achieves errors that are statistically significantly lower than errors of other state of the art approaches. The limitation of out current work is the analysis of univariate time-series model. In the future, we plan to study and model dependences among multiple time series, as well as, extensions to switching-state [19] and controlled [20, 21] dynamical systems.
