ABSTRACT A hatching egg activity classification method aims to accurately and quickly distinguish between dead embryos and live embryos. The existing embryonic classification models collect egg images via a specific imaging system. The image features are then extracted to identify and classify the properties of the hatching eggs. The current state-of-the-art embryonic image classification methods are easily affected by the image quality and are not efficient. To address these issues, we propose a new classification model based on fully convolutional networks (FCNs) and a gated recurrent unit (GRU) that decides whether an embryo is dead or alive by determining embryotic heartbeat signal indicators. Our dataset consists of heartbeat signals from 50k distinct chicken embryos. The experimental results based on our dataset show that our proposed model is the most accurate compared with all baseline models. The reason for this is that our model can capture more useful information from heartbeat signals. In addition, our model can classify 83 hatching eggs per second.
I. INTRODUCTION
Hatching eggs are used to make avian flu vaccine. These eggs are not ordinary eggs that come from specialized (domestic or commercial) chicken farms. They are eggs from Hy-line variety white chickens. The eggs are all the same size: their height is approximately 5.5 cm, their diameter is approximately 3 cm and their eggshell color is white. After 9 to 11 days of hatching, eggs are injected with avian influenza virus (inoculation) and virus naturally propagates as the embryo develops. Two to three days later, the vaccine is harvested in the allantoic fluid of the chick's embryo (harvest). Then the virus is purified by weakening or killing it to make a vaccine. Stable developing eggs are classified as ''live embryos''. These embryos are used to make avian flu vaccines. However, some eggs die during development. These dead embryos need to be removed, otherwise they will have an adverse effect on the quality of the vaccine. During incubation, egg candling is normally carried out before inoculation
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(day 10) or harvest (day 12), in order to identify infertile eggs and mortality.
However, egg candling is labor-intensive and requires specialist knowledge and training. Workers remove the infertile, weak or dead embryos by observing the vascular distribution on the inner surface of the egg, the size of the air chamber, and the color of the egg. Workers are under great pressure of work, particularly the long-term light detection causes the worker visual fatigue, which leads to low detection efficiency. This may easily lead to false detection and missed inspection.
Hatching eggs activity detection is a method that aims to classify live embryos and dead embryos accurately and quickly. Over the past decades, a variety of classification methods have been developed to improve embryo feature classification, including bioelectrical detection [1] , acoustic resonance [2] , [3] , ultrasonographic imaging [4] , thermal difference [5] , hyperspectral imaging [6] - [9] , and machine vision [10] , [11] . Among these methods, hyperspectral imaging and machine vision achieved 93% and 97.78% classification accuracy, respectively. Despite their success, acoustic resonance and ultrasonographic imaging can easily cause damage to the embryo. The detection process of the thermal difference method is very slow and cannot be used for real-time hatching egg classification. Most of the existing non-destructive test methods are image-based, e.g., hyperspectral imaging and machine vision. However, imaging methods can be easily limited by image acquisition conditions, and classification results are often affected by image quality. Image quality is easily affected by the position of the light source, the orientation of the camera lens, and the position of the egg. Most images acquired by these methods are often unsatisfactory which limits the classification accuracy.
To address these issues, we tried to find other physiological signals that are easy to obtain and can be used to classify chicken embryo activity. We consider an embryo's heartbeat as the most intuitive feature to determine the embryo's activity. Therefore, we collect embryonic heartbeat signals to classify dead embryos and live embryos. At present, common low-risk and easy-to-perform methods used to noninvasively measure the heart rate of chicken embryos are laser speckle imaging and infrared light measuring [14] . We chose the second method, infrared light measuring, to avoid image processing.
The systolic blood vessels have the largest blood volume but the lowest light transmission. The diastolic blood vessels are also periodic but have the smallest blood volume and highest light transmission. Therefore, any light intensity changes captured by the sensors are consistent with an embryonic heartbeat cycle. The changes in light intensity are plotted as curves to obtain the embryonic heartbeat waveform, as shown in Fig. 1 .
The t 1 and t 2 terms represent the systolic phase, while the t 2 term represents the diastolic phase. The light absorption the biological material undergoes, e.g., light absorption in bones and tissue, creates a direct current, which generates an alternating current at the site.
We first obtain the heartbeat signal of the hatching eggs via a near-infrared laser and sensor. After that, to remove the ambient noise, we used a second-order Butterworth high-pass filter to filter out any noise. The dataset under investigation contains approximately 50k different egg heartbeat signals. Then, we classify the heartbeat signal using a model based on a fully convolutional network (FCN) [15] and gated recurrent unit (GRU) [16] . The model uses GRU module to extract temporal characteristics of the heartbeat signal to enhance FCN performance.
Since the heartbeat signal data can be described as a time series, we select several time series classification models as baselines. We tested our classification on a data set of 50k unique heartbeat signals. The results show that our model can efficiently and accurately classify hatching eggs and achieves significant improvement compared to all baselines. Our classification method is 4.62%, 2.70%, 22.20%, and 20.19% more accurate than MLP [17] , ResNet [18] , LSTM [19] , and GRU methods, respectively. In particular, our model is small in scale and only takes 12 ms to classify per egg, which greatly speeds up the whole classification system.
In this paper, we propose a novel hatching egg classification model based on deep learning techniques. Our key contributions are as follows:
1) We introduce a novel non-destructive testing method for detecting the activity of egg embryos, which uses the heartbeat signal of chicken embryos to classify hatching eggs. The results obtained using embryonic heartbeat as a classification feature is very accurate. The heartbeat signal is a time series and it is easier to collect and process than images, which greatly improves the classification efficiency. 2) We propose a fresh model for hatching egg activity classification. Our model is the augmentation of FCN with GRU sub-module. Compared with FCN, our enhanced version achieves better results on all three evaluation metrics, and, furthermore, can classify hatching eggs at four different periods (24h, 48h, 64h, 88h) after virus inoculation (9 days). It has good generalization capabilities.
II. RELATED WORK
Hatching egg activity detection is one of the most important components of vaccine preparation and many research efforts are invested in this area. Early hatching egg activity detection includes bioelectrical detection [1] and acoustic resonance [2] , [3] . As early as 1941, Romanoff and Frank [1] began to explore how to classify hatching eggs with a high-frequency conductivity and dielectric effect. Coucke et al. [2] introduced acoustic resonance technology to monitor early embryonic development. Kemps et al. [3] associated vibration parameter changes with egg and embryonic characteristics. However, the two methods are greatly influenced by temperature, egg weight, and egg size. Hence, McQuinn et al. [4] developed a method to detect hatching eggs with ultrasonic imaging technology. However, the method requires breaking the eggshell, which is only suitable for the embryonic physiological and anatomical characteristics and cannot be used for activity detection during embryonic development. Hence, non-destructive technology for hatching egg activity detection has been developed in recent years.
In the last twenty years, the most viable non-destructive detection methods are image-based. They include VOLUME 7, 2019 hyperspectral imaging [6] - [9] and machine vision [10] , [11] . In 2014, Smith et al. [6] proposed a hyperspectral imaging system. This was the first time that the hyperspectral imaging and data was used to detect hatching eggs. Jones et al. [7] developed an artificial network algorithm, Liu et al. calculated two types of spectral transmission characteristics called MS and MG [8] , and Zhu et al. [9] introduced a support vector machine (SVM) based method to classify embryonic activity from hyperspectral images. However, the detection efficiency of these methods did not meet the production needs.
In recent years, with the development of deep learning and machine vision technology, some innovative approaches, based on blood vessel analysis have been proposed to improve the detection efficiency and accuracy of hatching egg detection for the industrial production field. In 2014, Xu et al. extracted the blood vessel information more accurately using a multi-layer feature extraction method. The method focused on a percentage of the vascular region, which was observed and analyzed to determine the activity of embryonic eggs [10] . A Weight Fuzzy C-means algorithm was also used by Shan [11] for adaptive segmentation and to extract major vascular information. However, complex image processing is always required in machine vision and due to the limitations of light conditions during vaccine production, high quality images are often not obtained, which affects the classification accuracy.
In our previous work, we proposed several models based on deep learning and machine vision technology to classify hatching eggs. In 2017, the TB-CNN [12] , a CNN-based a structured bifurcation that divided the detection output into two branches for 5-day hatching egg classification, adopting a series of convolutional layers to extract the embryonic blood vessels. Our model achieved approximately 99% accuracy but require complex image processing. Hence, we will now use additional physiological signal characteristics for classification. Different from these methods, we use chicken embryo heartbeat signal for activity detection. Our work is also inspired by the idea of Karim et al. [13] . Our model employs GRU sub-module to enhance FCN, which gives it high accuracy and efficiency.
III. METHOD
In this section, we introduce our model. Our model aims to classify the heartbeat signals of live and dead chicken embryos. Our model consists of two parts, the FCN module and the GRU module. The FCN module contains three temporal convolutional layers that serve as the primary feature extractor. The GRU module contains two GRU layers that are used to enhance FCN performance. The heartbeat signal data is input into both the FCN and the GRU module. The output features of the two modules are merged and finally classified using soft-max.
A. TEMPORAL CONVOLUTIONS
Temporal convolutions have proven to be an effective learning model for the time series classification problems [20] .
As stated in [21] , Xt ∈ R F 0 is the input feature vector of length with a time step t for 0 < t ≤ T The time T of each sequence may be varied, and we denote the number of time steps in each layer as T l . The true label for each frame is given by y t ∈ {1, . . . , C} where C is the number of classes.
Consider L convolutional layers. We apply a set of 1D filters to each of these layers; these filters capture how the input signal evolves over the course of 9 days. The filters for each layer are parameterized by a tensor W (l) ∈ R F l ×d×T l−1 and biases b (l) ∈ R F l , where l ∈ {1, . . . , L} is the layer index and d is the filter duration. For the l-th layer, the i-th component of the (unnormalized) activation is a function of the incoming (normalized) activation matrix
for each time step t where f (·) is a Rectified Linear Unit [22] .
B. GATED RECURRENT UNIT
A gated recurrent unit (GRU) was proposed by Cho et al. [16] . The GRU adaptively capture dependencies along different time scales. Similar to the LSTM unit, the GRU can also solve the long dependency problems in recurrent neural networks. (2) where an update gate z j t decides how much the unit updates its activation or content. The update gate is computed by
This procedure takes a linear sum between the existing state and the newly computed state, which is similar to the LSTM unit. The GRU, however, does not have any mechanism to control the degree to which its state is exposed, but exposes the entire state each time.
The candidate activation functionh j t is computed in a similar way to that of the traditional recurrent unit and as in [23] :
where r t is a set of reset gates and is an element-wise multiplication. When the term r j t is near 0, the reset gate effectively makes the unit act as if it is reading the first symbol of an input sequence, allowing it to forget the previously computed state. The reset gate r j t is used to control the degree of information the unit has. The smaller the value of the reset gate, the more it is ignored. The reset gate r j t is computed in a similar way to the update gate: 
C. THE NETWORK ARCHITECTURE
Our network consists of two branches, the FCN and GRU modules. The heartbeat signal is input to both modules simultaneously. In our problem setting, the FCN, which consists of temporal convolutions, performs the role of primary feature extractor. The basic block of the FCN module is a convolution layer followed by a batch normalization layer [24] and a ReLU activation layer. The convolution operation is fulfilled by three 1-D cores with a size of {8, 5, 3} without striding. The final FCN module is built by stacking three basic blocks with the filter sizes{128, 256, 128} in each block. There is no pooling operation in order to prevent overfitting. Batch normalization is applied to each convolutional layer to speed up convergence speed, avoid gradient extinction and ensure against divergence to help improve generalization. The global average pooling layer [25] is used after the convolutional blocks, instead of the fully connected layer, which greatly reduces the number of weights needed.
The GRU module extracts the temporal features of the heartbeat signal. The basic block of GRU is a gated recurrent unit layer followed by a dropout layer to combat overfitting. The final GRU module is built by stacking two basic GRU blocks. Similarly, the global average pooling layer is constructed after the GRU module. The optimal number of GRU cells was found by applying a grid search. In this case, the optimal number of GRU cells is 8 cells and it is found by examining up to 128 cells. Finally, the features extracted by the FCN module and the GRU module are merged by using a concatenation layer. The final label is produced by a softmax layer. We call our model ''FCN+''. The network structural parameters and network structure are shown in Table. 1 and Fig. 2 , respectively. 
IV. EXPERIMENTS A. EXPERMENTAL DATA
Each heartbeat of an animal causes a change in the volume of blood in the arterioles, causing a change in the amount of light absorbed by the arterial blood. We extract the heartbeat signal by measuring the amount of infrared light absorbed by embryonic blood. We use near-infrared lasers and sensors to collect heartbeat signals. The embryo is placed between the laser and the sensor. The sensor receives the light transmitted through the egg. The AFE4490 chip then amplifies the signal and converts it to a digital signal through an analog-to-digital conversion, and then transmits the data to the microcontroller through the SPI. The sensor uses a photo-silicon cell with a large photosensitive area, high sensitivity and wide sensitivity range. The laser source uses an 808-nm near-infrared source. For each embryo, 8 s of data is collected at a sampling rate of 62.5 Hz. 500 discrete data points were obtained from a heartbeat sample data of an embryo via A/D conversion.
Noise is inevitably introduced during signal acquisition. Simple noise reduction processing is performed on the data to eliminate the interference of random noise during the data collection process or the sudden movement of a live embryo. The heartbeat frequency of chicken embryos during the incubation period is approximately 1-4 Hz, and the noise reduction is performed by a 2-nd order Butterworth highpass filter with a sampling frequency of fs = 62.5 Hz. After the noise reduction step, the first 150 points of each sample are removed and only 350 data points are retained after the high-pass filter is applied. Fig. 3 (a) shows a typical heartbeat waveform before highpass filtering. Fig. 3 (b) shows the high-pass filtered heartbeat waveform. The light intensity decreases in Fig. 3 (a) , which is different from Fig. 1 , because an egg's embryonic image is only collected for 8 seconds. The control laser is turned off every 8 seconds and the light intensity decreases due to laser resistance. After filtering, the live and dead embryo signals become even more distinct, in terms of magnitude and periodicity. The live embryo's signal becomes smoother and the periodic highlighting is more obvious, which is consistent with an egg's embryonic heartbeat. The dead embryo's signal comes from background signal, which becomes more disordered and irregular after filtering; this is more in line with noise characteristics. This is beneficial for improving the accuracy of classification.
The virus was injected into the eggs 9 days after the hatching process begins. Activity detection is mainly divided into four stages, 24h, 48h, 64h and 88h after injection. The embryo has a distinct heartbeat after 9 days. It benefits us to collect heartbeat signals. We collected a total of 50k heartbeat signal data samples over four time periods. Table. 2 lists the sample distributions for different dates in the data set. All the embryos were divided into two classes, live embryos and dead embryos which are distinguished from each other manually by workers. Since embryo mortality during incubation is not high, we collect fewer dead embryo samples than live embryos. The proportion of dead to live embryos in the data set is approximately 3:7. The dataset is divided into a training set, validation set, and test set, which account for 40%, 40% and 20%, respectively. In order to improve generalization ability of our model, we increase the proportion of the verification set.
B. EVALUATION METRICES
The ratio of positive and negative samples in our dataset is not the same. The number of live embryos is much larger than dead embryos. Accuracy alone is not enough to assess the performance of the model. We adopt three metrics including Accuracy, Recall, and F1 score [26] to evaluate our model. The confusion matrix has a specific form that allows visualization of the performance of the supervised learning algorithm. Each row of the matrix represents the true class of the sample, and each column represents the class predicted by the model. The confusion matrix contains three parameters. The three parameters are defined as follows:
where TP, FP, TN and FN represent the number of true positive (predicted dead embryos are actual dead embryos), false positive (predicted dead embryos are actual live embryos), true negative (predicted live embryos are actual live embryos) and false negative (predicted live embryos are actual dead embryos). Accuracy is the proportion of all samples that are correctly predicted. Recall is the proportion of the positive class that is correctly predicted. The F1 score is a metric that loosely measures the average overlap between the prediction and ground truth answer.
Misjudgment of dead embryos will directly affect the quality of the vaccine. To ensure the quality of the vaccine in the actual production, we expect all dead embryos to be correctly classified but to allow live embryos to be judged as dead embryos. In other words, we expect the model to get a higher Recall. The F1 score is used for the comprehensive evaluation model performance.
C. BASELINES
We selected several time series classification models as baselines for comparison. They include: 1) MLP, our architecture is different from the seminal MLP method, which was developed decades ago. We use nonlinearity, via ReLu, as an activation function to prevent gradient saturation in deep networks. We implemented the basic MLP by stacking three fully connected layers. The structure follows two design rules: 1. Choosing the number of hidden units so that the model size is approximately the same size of our proposed model (275026 parameters). 2. Using dropout at each layer's input to improve the generalization capability. Finally, the softmax layer is used to output the classification result. 2) ResNet, which connects the input and output of each residual block, is used with a shortcut connection to enable the gradient flow directly through the bottom layers. We explore the ResNet structure because we are really interested in seeing how very deep neural networks, with large weights, perform on heartbeat signals. Obviously, the ResNet easily overfits the training data because our dataset isn't comparatively large and lacks enough variance to learn complex structures with such deep networks, but it is still a good practice to import the much deeper model and analyze the pros and cons of using this type of networks. The ResNet stacks three residual blocks, with filter sizes of {128, 256, 128}, respectively. Then, a global average pooling layer and a softmax layer are subsequently added. Each residual block is made up of three convolutional layers followed by a Batch normalization and a ReLU. This setting simply reuses the structures of the FCN, but there are better structures to solve the problem. However, our structure is sufficient to serve as a qualified baseline. 3) LSTM is a specific recurrent neural network architecture that is an extremely powerful sequence model. Recurrent Neural Networks with a variant LSTM have recently emerged as an effective model in a wide variety of applications that involve sequential data [27] . Yet recent research indicates that convolutional architectures outperform recurrent networks on sequence modeling tasks like audio synthesis and machine translation [28] . We designed a pure LSTM structure as a baseline to explore which framework is more suitable for classifying our heartbeat signals, CNN or RNN? We used three LSTM layers. There is a dropout behind each LSTM layer. The design rules are the same as those with the MLP. 4) The GRU has a similar architecture to LSTM.
However, the GRU outperformed the LSTM on a suite of tasks [29] . As another powerful RNN architecture, we are equally curious about the performance of the GRU on our dataset, especially compared to LSTM. Each GRU unit is designed in a fashion similar to LSTM, but GRU units are more compact and have more hidden units than those for the LSTM. To compare baseline performance, similar hyperparameters need to be set for each baseline. Different baselines may require different hyperparameter settings to provide good performance. We want the best performance that each baseline can achieve. For this reason, we chose to adjust the hyperparameter such as learning rate and dropouts separately for each baseline. Since the hyperparameter space is large, and it is not possible to fully traverse. Thus, we use random search [30] to obtain a good performance hyperparameter of the baseline. Table 3 reports hyperparameter settings that were used for baselines.
D. EXPERIMENT SETTINGS
There is no additional data preprocessing in our experiments. The FCN module remained constant in all experiments. The number of training epochs was generally kept a constant 500 epochs. The initial batch size of 512 was used. The model were trained via Adam with an initial learning rate of 1e − 3 and a final learning rate of 1e − 4, where β 1 = 0.9, β 2 = 0.999, and ε = 1e−8. All GRU and LSTM kernels were initialized by Xavier initialization [31] . We introduced a high dropout rate of 70% after the GRU or LSTM layer to prevent overfitting. The learning rate was reduced every 50 epochs if there was no improvement in the validation score. This process continued until the final learning rate was reached by a factor of 1 3 √ 3. Once the training set trains one epoch, validation is performed to conduct an overall evaluation. This paper compares the classification performance of models in the first 500 epochs. All experiments below have been repeated three times and the average results are listed.
We have designed different enhancement modules, including LSTM, GRU and temporal convolutions. The structure of the LSTM enhancement module is similar to the GRU module. The CNN enhancement module contains a temporal convolution layer followed by a batch normalization layer and a ReLU activation layer. The filter size is 64 and the 1-D core size is 3. We investigate the effect of different enhancement modules on our data set. The result is shown in Fig.3 and Table. 4. From the table, we can observe that: 
E. EFFECT OF DIFFERENT ENHANCEMENT MODULES
We have designed different enhancement modules, including LSTM, GRU and temporal convolutions. The structure of the LSTM enhancement module is similar to the GRU module. The CNN enhancement module contains a temporal convolution layer followed by a batch normalization layer and a ReLU activation layer. The filter size is 64 and the 1-D core size is 3. We investigate the effect of different enhancement modules on our data set. The result is shown in Fig.4 and the Recall feature increased by 0.36%. This shows that our FCN+GRU could effectively classify dead embryos, which can guarantee the quality of the vaccine. 3) Note that FCN+CNN performs worse on datasets than FCN. This shows that the CNN enhancement module is not sufficient at improving classification accuracy, whereas LSTM and GRU are. Since the GRU enhancement module maximizes accuracy, we use it as a default enhancement module in the following experiments.
F. OVERALL RESULTS
In this part, we will show the performance of different models on the dataset, to compare with other benchmarks and offer some further analysis. The performance of the models is shown in Table 5 . From the results, we can observe that:
1) All of our FCN+ models achieve better results when compared to other baselines. This indicates that FCN+ performs exceptionally good on the task of classifying heartbeat signals.
2) The pure LSTM and GRU models performed very poorly on the test set. However, the baseline ResNet achieved better results on all three of the evaluation metrics. This phenomenon also occurs on the MLP and FCN. None of them use the recurrent network as a feature extractor. From the experimental results, LSTM and GRU cannot fully extract the characteristics of the heartbeat signal. This suggests that the convolutional architecture is the better choice in the heartbeat signals classification task compared to recurrent networks. This also confirms that we mentioned above that the convolutional architectures outperform recurrent networks in some sequence modeling tasks. 3) In particular, the Recall of LSTM and GRU is particularly low, which indicates that LSTM and GRU can better distinguish live embryos than dead embryos. Because the heartbeat signal of a live embryo is a regular time series, recurrent networks is good at extracting the temporal correlation of the signal, while the heartbeat signal of the dead embryo is essentially environmental noise, which is irregular. 4) ResNet has the deepest network structure and the most weight but does not perform the best. Compared to other baselines, ResNet tends to overfit the data. When the data is larger and more complex, we encourage the exploration of the ResNet structure. Therefore, in our dataset, increasing the size of the model is not the best way to improve the performance of the model.
G. ENHANCEMENT MODULES PERFORMANCE ANALYSIS
To explore whether our GRU enhancement module can also improve the classification performance of other baselines, we apply it to our baselines in this section. From Table. 6 and Fig. 6 , we can see that: 1) Experimental results show that the parallel GRU module can slightly improve the performance of MLP and ResNet on the test set. This result indicates that for heartbeat signal classification, the performance of the non-recurrent network architecture can be improved by adding parallel GRU modules. We recommend using GRU module to enhance temporal convolution performance in heartbeat signal classification tasks. 2) Compared to LSTM and GRU, LSTM+GRU and GRU+GRU have no significant improvement in performance. LSTM+GRU even performs worse on the dataset than LSTM. The reason for this is, in addition to temporal correlation, LSTM and GRU are not able to effectively extract additional features from the heartbeat signal. The addition of the GRU module does not change this situation. LSTM and GRU need to improve classification performance in other ways.
V. CONCLUSION
In this paper, we provide a new way to address the classification of hatching egg activity. We classify the heartbeat signals of hatching eggs directly by using embryo heartbeats as a classification criterion. Moreover, we present a novel network structure for hatching eggs classification using heartbeat signals, which contains an FCN module and a GRU module to extract features. Due to the addition of GRU module, our model can make full use of the temporal information of the embryonic heartbeat signal and are able to achieves significantly improved classification accuracy. We compare the accuracy of the FCN model alone to the FCN with the GRU module and find that the GRU module improves the classification accuracy of the FCN method for hatching eggs classification. In the experiments, we show that our model significantly and consistently outperforms other state-of-the-art models. We also demonstrate that the addition of a GRU module can also improve the classification performance of other baselines on the dataset. In particular, our model is efficient, accurate and can be used in commercial and scientific egg research. Dead embryos can be divided into two groups: recovered and waste embryos. In future work, we will use a multimodel fusion approach that combines heartbeat signals, with images, to classify dead and live embryos first, and then subclassify the dead embryo group. 
