A natural generalization of Cohen's set of forcing conditions (the tw~ valued functions with domain a finite subset of w) is the set of twovalued functions with domain an element of an ideal J on ~. The I~rob-lem treated in this paper is to determine when such forcing yields a generic real of minimal degree of constructibility.
§ 1. Combinatorics and ideals
Throughout this paper an ideal on co will mean an ideal containing the ideal of finite subsets and a filter will mean a filter containing the filter of cofinite subsets, We use for them the letters J and F.
J and F ~re said to be dual if F is the set of complements of the subsets which lie in J.
We write Seq(6o) for the set of finite sequences of integers, s,t for the concatenation of two sequences s and t, !h(s) for the length of s, and (n) for the sequence of length one defined by the integer n.
We put on Seq(6o) the extension ordering: s is greater than t if lh(s) is greater than lh(t) and the restriction ofs to lh(t) is t. Definition 1.1.
i) A is a tree if A is a subset of Seq(6o) and any predecessor of an element of A is in A. (So the empty sequence is in any tree.) ii) If s is in the tree A the ramification of A at s is the set of integers n such that s,(n) is in A.
iii) A fun ztion H from 6o into 6o is a branch of the tree A ff for every k the seque ace (1t(0), ..., H(k)) is in A, Proposition 1.12 
. If J is a selectiw; ideal then J is inductive.
Proof. The following is a slight modification of a proof due to Kunen which gives the proposition in the case J is a maximal ideal (see Booth [1] ).
Let (x n ), n in 0~, be a decreasing sequence of subsets not in J.
As J is selective it is p-point and so (Prop. 1.9) there is an x, not in J, such that x -x n is finite for each n. Define a function g from ¢0 into o~: g(n) is the greatest element ofx -x n. Thus if m is greater than g(n) and if m is in x then m is in x n .
Let gO(0) be 0 and gp+l (0) be g(gP (O) ).
Ifa and b are such that for an integer p a -<. gP(O) ~ gP+l(O) < b then b is inx p(o ), and, asx a contains xgpto), b is inx a.
Consider the partition of ¢o defined by ¢o-x and the intersections of x with the intervals ]g2p(0), g2p+2 (0)]. It is a J-partition, take a selector not in J and let ap be the point of it which is in ]g2p (0), g2p+2 (0)].
Put on the set ofap, p in ¢0, the following equivalence relation: ap i~ equivalent to ap+ 1 if the interval lap, ap+ l ] is included in the interval ]g2p+l (0), g2p+3 (0)]. Clearly the equivalence classes have at most two elements.
These equivalence classes d ~fine with the complement of the set (ap : p in co} a J-partition. Take a selector not in J and let H(n) be its n-th point which is in an eq,Avalence class.
As between H(n+l) and H(n) there is all interval ]gP(0), gp+l (0)], H(n+l) is in xh~tn ). Hence H is the desired function.
Proposition 1.13. ff J is inductive and if (xs), s in Seq(6o), is a family of subsets of t~ such that no finite intersection of them is in J, there is a strictly increasing function H from ~ into ~ with range not in r such that H(n) is in xHr n for each n.
Proof. By the finite intersection property we can suppose that if s and t are sequences such that lh(s) is less than lh(t) and st, p(s) is less than sup(t) (where sup denotes the greatest element of a sequence) then x s is included in x r Let s n be the sequence of length n + 1 with constant value n and let Yn be Xsn. Using the hypothesis that J is inductive, take a strictly in-creasing function H from 6o into 6o, with range not in J, such that H(n + 1) is in YH(n) for each n. Note that we can suppose that H(0) is in X~.
~" As (H(O), ..., H(n) ~) has length n+ 1 and its sup is H(n), while Sg(n) has length H(n)+ 1 and its sup is H(n), X(H(O ) ..... H(n)) contains XS~(n ) and so H(n + 1) is in xov(o ) ..... H(n))" Hence H(n) is in XHr n for each n.
Proposition 1.14. lf J is an inductive ideal then J is a weak T-Meal.
Proof. Let A be a strong J-tree.
Let s be a finite sequence of integers, if s is in A we le~ x s be the ramification of A at s and if s is not in A we let x s be 6o.
We can apply 1.13 to the family (Xs), s in Seq(6o): take a function H with range not in J such that H(n+ 1) is in xHr n for each n. We shaw inductively that H is a branch ofA. IfHrk is in A then H(k) is in the ramification of A at Hrk and so Hrk+ 1 is in A.
As the range of H is not in J, H is a J-branch ofA.
Corollary 1.15. ff J is an ideal then the fo:lowing are equivalent: i) J is a weak T-ideal ii) J is selective iii) J is inductive
Recall the usual definition of a selective ultrafilter: an ultrat'dter F is selective if for every partition of co by elemeI~ts of the dual J of/~ there is a selector in F.
Clearly the ultrafilter F is selective just in case its dual is.
Corollary 1.16. An ultrafilter F is selective if and only ~f it its dual is a T-ideal. § 2. Getting maximal T-ideals
Consider on 2 °~ the equivalence relation of equality except on a set in J. Let 2 °~ [J be the quotient set. We put on it the orderhag induced by the reverse inclusion ordering on 2 ~ so that it becomes a boolean algebra whose zero-element is the dual of J.
We say that 2 u/~r satisfies the condition of decreasing sequences (written c.d.s.) if ev'~ry decreasing sequence of non-zero elements has a non-zero lower bour~d. Such a lower bound is called a minorant. Clearly J is c.d.s, if for every increasing sequence (x n ), n in ¢o, of subsets not in the dual F of J there i~ an x, not ia F~ such that x n -x is in J for each n. Passing to the complement we get: Let M be a transitive model of ZF. IfJ is an ideal in M we let c be the canonical surjection from 2 `0 onto 2~ /J.
If G is 2 ~/J-generic over M (we make no difference, when writing, between the boolean algebra 2 ~/J and the set of forcing conditions obtained by deleting the zero-element) we let J* = c -1 (G Proof. lfJ is a weak T-ideal thenJ is c.d.s. (Prop. 2.3~ and so J* is a maximal ideal containing J.
Let A be a J*-tree in M[J*] ;as a countable set included in M, A is in M. Ifs is in A let x s be the ramificatio.1 of A at s. A b~;ing a J-tree, for every s in A, c(w-x s) is in G. The countable family cr.W-Xs), s inA, of elements of G is bounded below an element p = c(x) which is in G. The ideal J(p) generated by J and x is proper and its dual contains each Xs, s in A. Let q = c(y) be a minorant ofp in 2`0 [J, and let J(q) be the ideal generated by J and y. J(q) is one generated over J so (Prop. 1.4) it is a weak T-ideal. A has its ramifications in the dual of J(p), hence in the dual of J(q) and so it is a stror.g J(q)-tree. Let H be a J(q)-branch of A with range z. As z is not in J(q) there is a non-zero minorant r of q and c(~-z). This condition r (weakly) forces "A has a J, branch," for if G' is generic and contains r then ~-z is in (J')* and so H is a (J')*-branch ofA.
Thus we have shown that the set of conditions which force '~A has a J* branch" is dense below p. Asp is in G this set meets G and so the sentence is true in M[G].
Theorem2.5 gives a way to get maximal T-ideals extending a weak T-ideal. In the following we show that we can directly within M get maximal extensions of a weak T-ideal which are T-ideals. Proof. Note that J is c.d.s, and so every ideal countably generated over J is included in a one-extension of J and hence is not maximal.
Using CH we can put well-orderings of type ~ 1 on the power set of co and on the set of trees. Fixing such orderings we can speak of "the first subset of co such that ..." and of "tlae first tree such that ...".
Letfbe a function from ~1 into 2, we are going to associate tofa maximal T-ideal J*(f) extending J. J*(/3 will be the union of an increasing sequence of N 1 proper ideals, each being countably generated over jr.
We define the sequence by induction. J0 (f) is J. If a is limit then J~(f) is the union of the J~(f), 3 less than a. Suppose J~(f) is defined. Let As(f) be the first tree with all ramifications in the dual of Ja(f) which has not been considered earlier in the construction of the sequence. As Ja (f) is countably generated over J it is a weak T-ideal, so A being a strong J~(f)-tree has a J~(f)-branch. Let x,,(~ be the first subset of co which is the range of a J~ (f)-branch of A~(f). The ideal E,,(f) generated by Ja(.f) and w-xa(f) is not maximal since it is countably generated over J, let Yo, (3" ) be the first subset of co which is neither in Ea(f) nor its dual. Let za(f) be Ya (f) if f(0) = 0 and co -xa (Y) if not. We define J~+l (f) to be the ideal generated by Ea(f) and z~(f).
Show J*(f) is maximal. If it is not ley y be the first sub~et of co which is neither in J*(f) not in its dual. For every a in 1~ 1 y is neither in E,~(f) nor its dual, so ya (f) is before y in the well-ordering of type ~ 1 on the power set of co, but the ya(J0 are all different and uncountably many while the ranz of y is countable, hence a contradiction.
Show J*(f) is a T-ideal. It it is not let A be the first J*(f)-tree with no J*(f)-branch. A has its ramifications in the dual of J*(f), as they are countably many there is an a less than ~ 1 such that they are in J~ (f). This implies that the Aa, a </3 < ~1, are before A in the well-ordering of type ~ 1 on the set of trees, but the Aa are all different and uncountably many while A is of countable rank, hence a contradiction.
Iff and g are different functions from ~ 1 into 2, let a be the first ordinal at which they differ. It is clear that za(f) is the complement of z~(g), so J*(/0 is different of J*(g).
Hence the 2 ~1 maximal T-ideals extending J.
Remark: the hypothesis in 2.7 that no one-extension of J is maximal cannot be dropped (using the fact that the sum of two T-ideals is a Tideal, it suffices to consider the sum of two maximal T-ideMs).
As a countably generated ideal is not maximal we have the following theorem (see Booth IfJ is an ideal on co belonging to M, let C(J) be the set of two-valued functions defined on an element of J. We put on C(J) the reverse inclusion ordering (thus p < q means p extends q), to obtain a collection of conditions.
If G is C(J)-generic over M, G defines a real g: g(n) = 0 if and only if ((n, 0)} is in G. As G is the set of restrictions ofg to elements of J it is 
Proof. Let x be non-measured by J, define C(J)(x) to be the set of elements of C(J) whose domains are included in x. Then the C(J)°forcing is the forcing over the product of C(J)(x) by C(J)(w-x) and M[g] = M[gtx] [g~w-x]. So by the previous remark and the fact tha~x and co-x are both necessarily infinite, it follows that C(J)(x) and C(J)(w-x) are of the same type as C(J). Hence M is properly included in M[gtx] which is itself properly included in M[g].
Before stating a result in the case J is maximal, we recall a general result on forcing (Krivine [2] ). 
Proposition 3.5. If G is C-generic over M and T is a normal function from C into D, then the set sup(T(G)) of elements olD greater than an element of T(G) is D-generic over M and G is T -1 (sup(T(G)))-generic over M[sup(T(G))].
On the two-valued functions on a set x we can define the equ:valence relation of equality modulo a finite set. We denote the set of equivalence classes by 2 x/fin. AC' is the axiom asserting the existence of a set of representatives for 2 `0/fin.
Theorem 3.6. If M satisfies AC' and if J is a maximal ideal on ~o whose dual is not selective then a J-Cohen real over M is not minimal over M.
Proof. First note that given a set of representatives for 2`0/f~n we get one canonically for 2 x/fin if x is an infinite subset of co. If x i~, finite then 2 x/fin has one element and we can take the zero-function as a representative.
In M let (x n ), n in ~, be a partition of ~ in elements of J such that if x meets each x n in at most one point then x is in J.
By AC' and the preceding remark we can get a family (hi, n ) of representatives for the elements of the union of the 2 xn/fin, n in ~.
With this family we define a two-valued function L on the union of the 2 xn , n in ~o, as follows: L (h) = 0 if and only if, h being in 2 xn and hi, n being its representative, h differs from hi, n on a f'mite odd number of points.
Let K be the maximal ideal det'med as follows: a subset u of ~ is in K if the union of the x n , n in u, is in J. 
/'(n).
Let X be theset ofp in E that are incompatible with an element of G. Let us show that X is dense in E. Given p in E, by the hypothesis on the partition (x n), n in w, there is an n such that in x n at ~.~ast two points are not in the domain of p, say a and b. Let q be the extension ofp to the point a such that q(a) is different frorriL g(a). This q is always in E since q is aot defined at b and so T(q) = T(p).
X being dense in E, G can not be in M[fl for then X would be in
) and so would meet G which is impossible. Hencef does not reconstract g and this shows the non-minimality ofg over M.
§4. Minimality results
Let DC' be the axiom of dependent choices restricted to sets of cardinality less than that of the continuum.
The purpose of this section is to prove the following theorem:
Theorem 4.
ff M satisfies DC' and if J is a maximal T-ideal in M, then a J-Cohen real over M is minimal over M (see def. 3.1 and 3.2).
The proof is a direct one. We take a J-Cohen g associated to G, C(J)-generic over M, and a real fin M[g] and we show that either f is in M or f reconstructs g.
Let f be a denotation for f in the forcing language. We make no distinctic~n between an element x of M and its notation as ~m element of Mtg] .
All the definitions that follow make use of/ and the forcing relation, so they take place in M. Remark 4.3. Let p' be a mimorant ofp and q' one of q, ifp and q are f'-incompatible (i.e. not 7-compatible) then so are p' and q '.
If n is an integer not in the domain of a condition p and if a is in 2, we write (p, (n, a)) for the extension ofp defined where p is and at n, where its value is a.
Similarly ifs is a finite sequence, with length k, of distinct integers not in the domain of p and if i is a two-valued sequence with the same length to, we write (p, (s, i)) for the extension ofp defined where p is and at the integers occuring in s, witIa vane i(n) at s(n).
Def'mition 4.4. An integer n is 7-indifferznt to a condition p (written n Ip) if n is not in the domain of p and for every extension q of p, either n is in the domain ofq or (q, (n, 0)) and (q, (n, 1)) are f-compatible.
Roughly speaking, n is indifferent to p if below p n is of no use to know the interpretation off.
Remark 4.5. Ifn is not in the domain ofq and q extends p and n Ip then n lq.
Let p be a condition, two disjoint cases are possible:
The following lemmas deal with the two cases. Their proofs will be given later. Suppose g' is defined on Ht k (i.e. on the integers occuring in the sequence Ht k), then (q, (Htk, g'tfHtk) ), (H(k), 0)) and (q, (Ht k, g't (Ht k)), (H(k), 1) ) speak differently about f(n) for an integer n. Take the first such n and choose g'(H(k) such that (q, (H i' k, g' t (HI' k)), (H(k), g'(H(! )))) forces f(n ) = f(n). The proof of Theorem 4.1 is now easy. Let D be the set of conditions q as in Lemmas 4.6 and 4.7. These lemmas just show that D is dense in C(J). As D is in M it meets G; applying the two preceding propositions we deduce tl~at f is in M or that f reconstructs g.
I.emma 4.6. ff M satisfies DC', if J is a T-ideal and p satisfies i) then there is an extension q of p and a strictly increasing function H from w into 6o, with range the complement of the domain of q such that for every integer k and every two-valued sequence i with length k the two conditions (q, (Hrk, i), (H(k), 0))and (q, (Htk
We now turn to the proofs of Lemmas 4.6 and 4.7. We define an increasing sequence qo, ..., qt of extensions of p, which have "neither n nor the integers ofs in their domain, by the following induction.
By tile hypothesis on n and p, n is not indifferent to the extension (p, (s, i 0)) of p, hence there is an extension q0 of p such that (q0, (s, i0), (n, 0)) and (q0, (s, i0), (n, 1)) are f-incompatible, lfqu_ 1 is defined, then n is not indifferent to the extension (qu--l, (s, i u )) of p, so there is an extension qu of qu-1 such that (qu, (s, i u), (n, 0)) and (qu, (s, i u ), (n, 1 )~; are f-incompatible.
Using remark 43 we see that qt is such that for every two-valued sequence i with the :same length as s the two conditions (qt, (S, i), (n, 0)) and (qt, (s, i), (n, l)) are f--incompatible, ttence qt is the desired, q.
Proof of l.emma 4.6. Let P0 be an extension of p such that no extension of p0 has an indifferent point (such a Po exists by the hypothesis on p). We define by b!,duction a J-tree A and a decreasing function Q from A into C(J) such ihat the integers of any sequence s in A are all distinct and not in the domain of ¢2(s).
The empty sequence is in A and its image by Q is P0" Let s be in A, we put s,(n) in A if n is different of the integers in s and not in the domain of Q(s). As Q(s) is an extension of p0, it has no extension with an indifferent point. Applying 4.10 (with s, n and Q(s)) we see that there exists an extension q of Q(s) such that for any two-valued sequence i, with the same length as s, the two conditions (q, (s, i), (n, 0)) and (q, (s, i), (n, 1)) are f'-incompatible. We take such a q as Q (s,(n) ).
One can see that the construction of A can be clone assuming only DC'.
It is clear that A is a J-tree. Use the hypothesis that J is a T-ideal to take a J-branch H of A. 
Proposition 4.11. Let s be a sequence of k distinct integers which are indifferent to a conditio~, p; then for every extension q of p and twovalued sequences i and i' with length k the two conditions (q, (s, i))and (q, (s, i')) are f-compatible.
Proof. We proceed by induction on k. The case k = 0 is clear. Suppose the property true for k, we show it is true for k+ 1.
Suppose that, for an integer n, (q, (s, i)) and (q, (s, i')) decide f(n); we shall show that they make the same decision. Let r be an extension ofq which has not the integers ofs in its domain and such that (r, (stk, irk), (s(k), i'(k))) decid0s f(n). As s(k) is indifferent to p and r extends p, s(k) is indifferent to r, and so (r, (s, i)) and (r, (s t k, i t k), (s (k), i'(k))) are f-compatible. The two decide f (n), so they make the same decision. Now if we put r and (s(k), i'(k)) together, we can apply the induction hypothesis on k to see that (r, (s, i')) and (r, (stk, irk), (s(k); i'(k))) are f-compatible. The two decide f--(n), so they make the same decision. Hence (r, (s, i)) and (r, (s, i')) decide f (n) in the same way, and so do (q, (s, i)) and (q, (s, i')). This shows the induction step.
Proposition 4.12. Let s be a sequence of distinct integers indifferent to a condition p, and let q be an extension ofp such that the integers ors are in the domain of q. ff q' is the condition obtained from q by deleting the integers ors from the domain, then a) ff q decides f (m) then q' also decides f (m). b) If the integer n is indifferent to q then n is also indiffere~t to q'.
Proof. a) As q' extends p, the integers of s are indifferent to q '. Applying Prop. 4.11, we see that every extension of q' is f-compatible with q, so every e~:tension of q' which decides f-(m) makes this decision as q does. Hence q' does decide f-(m), and this in the same direction as q. b) To prove that n is indifferent to q', we show that for every extension r of q' which has neither t~ nor the integers of s in its domain and ",L!t for every two-valued sequence ~ wl,~ the same length as s, if (r, (s, i), (n, 0)) and (r, (s, i), (n, 1)) both decider (m), m any integer, they do it in the same direction. Let e' be an extension of (r, (~, qts)) which decides f-(m). As (r, (s, qts)) ex~ends q, n is indk'ferent to r'; applying a) we can suppose that n is m~t in the domain ofr'. Applying Prop. 4.11, we see that r' is f-compatible with both (r, (s, i), (n, 0)) and (r, (s, i), 0~, 1 ), so that these two conditions decide f (m) in the same direction.
Proposition 4.13. Let p be such that it is dense below p to have an indiffereni point (condition ii)). Ira is a sequence of distinct integers indifferent to p then, for every integer m, the set of n which are indifferent to an extension r of p, r deciding f (m) and the integers of s not in the dor,~ain of r, is not in J.
Proof. Let q be an extcnsion ofp decidingf (m), using Prop. 4.12 we can suppose that the integers of s are not in the domain of q. We prove that the set X of the integers n wNch are indifferent to an extension r of q, the integers ofs not in the domain of r, is not in J.
Suppose not. Note that the integers ofs are in X. Let r be an extension of q whose domain contains X, such an r exists since X is in J. Prop. 4.12 and the fact that the integers of s are in the domain of r implies that no extension of r has an indifferent point, contradict~ng the hypothesis of density below p.
Proof of Lemma 4.7. We define inductively a J-tree A and a decreasing function Q from A into C(J) such that if s is in A with length k the integers ofs are indifferent to Q(s)and Q(s) decides f-up to k.
The empty sequence is in A and its image by Q is the given condition p. Ifs is inA with length k, we put s.(n) inA ifn is indifferent to an extension r of Q (s) which decides f(k) and which has not the integers ofs in its domain, and we let Q(s,(n)) be such an r.
One can show that the construction of A can be done assuming only DC'.
Prop. 4.13 shows that A is a J-tree. Use the hypothesis that J is a Tideal to take a J-branch H of A. IfF is the dual of J, we let S(]) be the set of two-valued functions defined on a subset of co which is not in F, and we put on if~ the reverse inclusion ordering.
If G is S(J)-generic over M, G defines a real g: g(n) = 0 if and only if {(n, 0)} is in G. As G is the set of restrictions ofg which are in M, it is clear that M[ G] = M[g] .
Definition 5.1. A real associated to an S(J)-generic over M is called a J-Silver real over .~/.
Remark 5.2. IfJ is the ideal of finite subsets of co, S(J) is Silver's set of forcing conditions which is described in Mathias [3] . lfJ is maximal then C(J) = S(J) and the notions of J-Cohen and J-Silver reals coincide.
Theorem 5.3. If J is c.d.s, the double forcing from J coincides with the J-Silver forcing; i.e. a J-Silver real over M can be obtained by double forcing ]'rom J over M and conversely.
Proof. We define a function from S(J) into 2 °,/J: T(p) = c(domain(p)). T is clearly a normal function (def. 4.3).
Letg be a J-Silver real overM associated to the S(J)-generic G. Applying 3.5 we deduce that T(G) is 2 ~/J-generic over M; let J* be the maximal ideal associated to As J is c.d.s, there is an element of c(J*), say X, which forces simUltaneously all these relations. So, for every two-valued sequence i with length k, X forces "(p, (Ht k, i X forces "(p, (H~ k, i), (H(k), 1) 
), (H(k), 0)) forces f--(m(i)) = a(i)'" and
We define a real g' inM[f] • on the domain ofp g' is just p, ar_~ on the range ofH g' is defined by the following induction.
Suppose g' is defined on Ht k, then (p, (Htk, g' t(Htk)), (H(k), 0) ) and (p, (H~k, g' t(H~k)),(H(k), 1) ) are forced by X to decide different-
As 
{}6. Preservation and destruction of 6ol 385
In this section we show that the forcing with C(J), J a maximal ideal on 6o, collapses 6oi, just in case J is not p-point. The following lemma is easy:
Lemma. If X is a coinfinite subset of t,~ and ira maps X into 2 then for each aE6o 1 there is a map b from co-X into 2 such that the union of a and b is in La+ 1 [A 1 -La [A ], for a greater than ~.
Now let g be a J-Cohen real over M. Let (X n), n in 6o, be ~ partition of 6o by elements of J such that ifX meets each X n on a finite set then X is in J. Define a functionf from 6o into 6ol as follows: f(n) = the least a such that gr X n is in La [A ] . Let p be a condition, there is an n such that X n n dom(p) is ccinfinite in X n (if not 6o-dom(,0) would be in J, contradicting the definition of C(J)). By the lemma, given any # in 6ol, there is an extension q ofp such that q PX is in L.
for a ~ greater than/~. Hence q forces that there is ar~ n on which f is greater than/3. A density argument shows thatf is then cofinal to 6ol, hence the theorem.
In order to prove the converse of the preceding theorem we need a combinatorial property of p-point ideals. lfA is any set, Seq(A) is the set of finite sequences of elements of A. We put on Seq(A) the extension ordering, s.t, lh(s) and (a) denote the concat ;nation of s and t, the length of s and the length-one sequence defined by a. Soj (6o) is the set of finite subsets of 6o. ii) A is a strong J-p-tree if any finite intersection of ramifications of A is J-big.
iii) H is a J-p-branch of A if it is a branch such that the union of its range is not in J.
iv) H is a weak p-T-ideal if every strong J-p-tree has a J-p-branch.
Proposition 6.4. J is p-point if and only if J & a weak p-T-Meal.
The proof of this proposition is analogous to that of 1.15, we have to use the notion of p-iaductive ideal:
Definition. J is p-inductive if for every decreasing sequence (X n ), n in o~, of subsets of 6o not in J, there is a function H from ~ into So, (co) such that i) if m is less than n then the greatest element of H(m) is less than that of H(n) and the cardinal of H(m) is less than that of H(n). ii) the union of the range of H is not in J iii) for each n, H(n + 1 ) is included in XsuptHtn) ).
The analogs of 1.12 and 1. ! 3 and 1.14 hold, proving Prop. 6.4. Ifa is in Soj (co) and is disjoint of the domain of p, we put (a) in A. If s is in A, s = (a0, ..., a n )~, and Q ((a o, ..., an_ i ) ) is defined, we let u o , ..., u t be the different functions from the union of a o, ..., a n into 2. Let qo, ..., qt be a decreasing sequence of conditions extending Q ((a o , ..., an_ 1 ) ) such that the domain of qi is disjoint of the union of a O, ...,a n and (qi, ui) decides f(n -1). We let Q(s) be qt and So~ (co-(a o u . .. u a n u dom(Q(s)))) be the ramification of A at s.
We also define ce (s) to be the suprenum of the decisions of the qi's. Clearly A is a J-p-tree. Let H be a J-p-branch ofA. Let q be the union of the Q(Htn), n in co, then q is a condition which extends p and forces fis bounded by a where a is the supremum of the a(S), s in .4. A density argument shows that f is bounded below co 1 , hence col is preserved.
Remark. The above proof shows that if an ordinal has cofinality greater than co in M then it still has cofinality greater than co in M [g] . Hence, if CH holds in M, cardinalities and cofinalities are preserved.
Getting 4.16 and 6.5 together gives Theorem 6.6. Suppose M satisfies CH and J is a maxfmal ideal then i) J is not p-point, C(J) collapse cardinals ii) J is p-point but not selective, we get a non-minimal real but we do not collapse cardinals.
iii) J is selective, we get a minimal real and cardinals are preserved.
Remark. CH implies the existence of p-point ideal,; which are not selective.
As each H n meets infinitely many x m , m in to, it is easy to construct an infinite selector which takes one point exactly in each range of Hi(n), this point beingHi(,~)(k) for a k greater than k n ; such a selector can not be in J, a contradiction. Proof. We first assume that J is a T-ideal. The proof is just a generalization of the well-known Ramsey's theorem.
Let x and f be as in Def. 2.
We define a J-tree A inductively: ~ is in A and the ramification of A at ¢ isx. Ifs is in A with length k+ 1, the ramification xsr k of A at stic is not in J; choose a subset x s ofxsr k such that x s is not ir~ J and the pairs The set of H(n) such that i(n) = G and the set of H(n) such that i(n) = 1 define a partition of the range of H; one of these two sets~ at least, is not in J; it is the desired homogeneous set for f.
To prove the proposition with the hypothesis of weak T.-ideal we have to replace A by a strong J-tree.
To do this we first note that there exists a well-ordering of Seq(to) of order type to which extends the non-linear inclusion ordering. The isomorphism s from to onto Seq(to) which is deduced from this well-ordering is constructed by blocks as follows; the first block is just formed of the empty sequence; if the n first blocks give s(0), ... 
., s(k).
We now define indvctively A and a decreasing sequence (x (n)), n in to, of subsets of to which are not in J.
The empty sequence s(0) is in A and x(0) is x. Ifs(n) does not extend an s(k), k< n, then we do not put s(n) in A and we let x(n) be x(n-1).
Ifs(n) extends~an s(k), k < n, there is a k, k < n, and an m such that s (n) = s (k) • (m), we put s (n) in A if and only if m is in x (k). As x (n-1 )
is not in J there is a subset y of it which is not in J such that all the pairs (rn, p}, p in y, have the same image by f, we take such a subset as x(n).
Clearly ifs(n) is in A, the ramification of A at s(n) is x(n), hence A is a strong J-tree. Taking a J-branch, we end the proof as above.
Detinition 4. A strong J-partition is a J-partition which has at most one element not in J.
DelTmition 5. J is a weak selective ideal if for every strong J-partition there is a selector not in J.
Proposition 6. If J is Ramsey then it is a weak selective ideal
Proof. Let (x~.), n in o~, be a strong J-partition. Suppose that just x 0 is not in J. On the complement of x 0 , which is not in J since we have a Jpartition, we define a two-valued function on the pairs: f((m, n}) = 0 if and only if m and n are in the same element of the partition. Clearly an homogeneous set is included in an element of the partition or is a selector. As we have a strong J-partition, an homogeneous set which is not in J is a selector. Hence the proposition.
Lemma 7. J is c.d.s, if and only if for every J-partition there is a set which is not in J and meets each element of the partition on a set in J.
Proposition 8. J is selective if and only if it is c.d.s, and weak selective.
Proof. Use Prop. 2.3 to show one implication; transform a J-partition into a strong one, using Lemma 7, to show the other implication. Proof. Let (x n ), n in w, be a partition of 6o in disjoint infinite sets. Let J be the set of subsets of t~ which meet each x n at a finite number of points. Ifx is not in J then x meets an x n on an infinite set. If f is a twopartition of the pairs of x, applying the Ramsey's theorem, there is a~ infinite homogeneous set included in the intersection ofx and x n. Such a set is not in J. Hence J is a Ramsey ideal. Obviously J is not c.d.s. Proof. Let (x n), n in co, be a partition of co in disjoint infinite subsets. Let J be the set of subsets of co which havean infinite intersection with only a finite number of x n .
Clearly J is an ideal which is not weak selective since (x n ), n in co, is a strong J-Fartition. In fact it is not weak p-point. Now show that J is c.d.s. Let (Xp), p in w, be a J-partition. If the union of the Xp which are in J is not in J then this t~nion is the desired set of Lemma 7. So we supposo that no Xp is in J. Thus each Xp meets infinitely many x n on an infinite set, it is then easy ~o get a set whose intersections with the Xp are infinite s~bsets of different x n . Such a set is not ha J and meets the Xp on sets in J, hence it is the desired one.
Definition 11. J is a very weak T-ideal if for every x not in J there is a J-bra~.ch for every tree whose ramifications differ from x on a set in J.
Definition 12. J is weak inductive if for every decreasing sequence (x n ), n in co, of subsets of co which are not in J and such that x n -x,~+ 1 is in J for each n, there exists a strictly increasing function H from co into co, with range not in J, such that H(n + 1) is in Xncn) for each n.
Definition 13. J is weak Ramsey if for every x not in J and every partition f of the pairs of elements of x into two sets, such that for each n in x either the set of m in x such that f({n, m}) = 0 is in J or the set ofm in x such that f((n, m}) = 1 is in J, there is a homogeneous subset ofx which is not in J. 
