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Abstract
The Keller-Segel system describes the collective motion of cells that are attracted by a chemical
substance and are able to emit it. In its simplest form, it is a conservative drift-diusion equa-
tion for the cell density coupled to an elliptic equation for the chemo-attractant concentration.
This paper deals with the rate of convergence towards a unique stationary state in self-similar
variables, which describes the intermediate asymptotics of the solutions in the original variables.
Although it is known that solutions globally exist for any mass less 8, a smaller mass condition
is neededinourapproachforprovinganexponentialrateofconvergenceinself-similarvariables.
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1. Introduction and main results
In its simpler form, the Keller and Segel system reads
8
> > > > > > > > > <
> > > > > > > > > :
@u
@t
= u   r  (urv) x 2 R2 ; t > 0 ;
 v = u x 2 R2 ; t > 0 ;
u(;t = 0) = n0  0 x 2 R2 :
(1)





2)dx) ; n0 logn0 2 L
1(R
2;dx) ; and M :=
Z
R2
n0(x)dx < 8 : (2)
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January 29, 2009These conditions are sucient to ensure that a solution in a distribution sense exists globally in
time and satises M =
R
R2 u(x;t)dx for any t  0, see [9, 7, 4]. In dimension d = 2, the Green
kernel associated to the Poisson equation is a logarithm and we shall consider only the solution
givenbyv =   1
2 logjju. Such a non-linearityis critical in the sense that thesystem is globally
invariant under scalings. To study the asymptotic behaviour of the solutions, it is therefore more



















1 + 2t and (t) = logR(t). The rescaled system is
8
> > > > > > > > > <
> > > > > > > > > :
@n
@t




logj  j  n x 2 R2 ; t > 0 ;
n(;t = 0) = n0  0 x 2 R2 :
(4)
Under Assumptions (2), it has been proved in [4] that
lim
t!1
kn(;+ t)   n1kL1(R2) = 0 and lim
t!1
krc(; + t)   rc1kL2(R2) = 0





=  c1 ; with c1 =  
1
2
logj  j  n1 :
Moreover, n1 is smooth and radially symmetric. The uniqueness has been established in [2].
As jxj ! +1, n1 is dominated by e (1 )jxj2=2 for any  2 (0;1), see [4, Lemma 4.5]. From the
bifurcation diagram of kn1kL1(R2) as a function of M, it follows that
lim
M!0+
kn1kL1(R2) = 0 : (5)
Under the assumption that the mass of the initial data is small enough, we rst obtain es-
timates of the time decay rate of the Lp-norms of the solution u of (1). Similar bounds have
been obtained in several papers on Keller-Segel models such as [12, 11, 6] (also see references
therein). The interested reader may refer to [1, 13] for recent results relating the parabolic-
parabolic and the parabolic-elliptic Keller-Segel systems. Nevertheless none of these previous
works deals with (1). See Remark 2 below for more details. In a second step we prove the
convergence of n(t) to n1 in the weighted Sobolev space H1(ejxj2=4dx) as t ! +1. Finally, we
establish our main result, an exponential rate of convergenceof n(t) to n1 in L2(n 1
1 ):
Theorem 1. There exists a positive constant M such that, for any initial data n0 2 L2(n 1
1 dx)
of mass M < M satisfying (2), the rescaled Keller-Segel system (4) has a unique solution n 2
C0(R+;L1(R2)) \ L1((;1)  R2) for any  > 0. Moreover, there are two positive constants, C
and , such that Z
R2




 t 8 t > 0 :
As a function of M ,  is such that limM!0+ (M) = 1.
2Remark 1. As it has beenprovedin[7, 4, 3], the condition M  8is necessaryand sucientfor
the global existence of the solutions of (1) under Assumption (2). The extra smallness condition
in Theorem 1 appears at two levels in our proof:
1. We rst prove a uniform decay estimate of the solution of (1) by the method of the trap.
Our estimates and the version of the Hardy-Littlewood-Sobolev (HLS) inequality we use
require that M < M1 for some positive, explicit constant M1 . This question is dealt with
in Section 2.
2. Rates of convergencein self-similar variables are given by the spectral gap of a linearised
operator,denoted by L, which is associated to (4). This gap is estimated by a perturbation
method, which gives two further restrictions on M . See Sections 4 and 5.
The rst occurrence of an extra smallness condition, in the proof of the sharp time decay of the
Lp norms, is not surprising. It appears in several similar estimates as for example in [12, 11, 6]
and references therein. On the other hand, the estimate of the spectral gap of the linearised
operator L is rather crude. See Remark 4 for more comments in this direction.
Under a smallness condition for the mass, we shall also obtain a uniqueness result for the
solutions of (4), see Section 5. For sake of simplicity, we shall speak of the solution of (4), but,
in the preliminary results, the solution has to be understood as a solution of the system which is
achieved as a limit of an approximation procedure, as in [9, 4].
Our results are actually stronger than the ones stated in Theorem 1. We can indeed consider













nrc 2 L1(R+;L2(R2)) ;
and prove all a priori estimates by standard but tedious truncation methods that we shall omit in
this paper.
2. Decay Estimates of u(t) in L1(R2)
In this section we consider the Keller-Segel system (1), in the original variables.
Lemma 2. There exists a positive constant M1 such that, for any mass M < M1 , there is a
positive constantC = C(M) such that, if u 2 C0(R+;L1(R2))\ L1(R+
loc R2) is a solution of (1)
with initial datum n0 satisfying (2), then
ku(t)kL1(R2)  C t 1 8 t > 0 :
Proof. The result of Lemma 2 is based on the method of the trap, which amounts to prove
that H(tku(;t)kL1(R2) ; M)  0 where z 7! H(z; M) is a continuous function which is negative on
[0;z1)and positiveon (z1;z2) forsome z1, z2 suchthat 0 < z1 < z2 < 1. Since t 7! tku(;t)kL1(R2)
is continuous and takes value 0 at t = 0, this means that tku(;t)kL1(R2)  z1  z0(M) for any
t  0, where H(z0(M); M) = supz2[z1;z2] H(z; M)  0. See Fig. 1.















where N(x;t) = 1

























Taking L1 norms in (6) with respect to the space variable, we arrive at































We now consider the convolutionterm. By Young's inequality and because of the expression for






















































































































































with 1=r   1=q = 1=2, by the HLS inequality. Here rv is given by the convolution of u with
the function x 7!  xi=(2jxj2) and CHLS denotes the optimal constant for the HLS inequality.
Collecting all these estimates and using the fact that ku(;t)kL1(R2) = M for any t  0, we arrive at












(t   s) (1  1
)  1

















































4Observe that for any t > 0 we have
sup
0st
(t + s)ku(;t + s)kL1(R2)  sup
0st
2s ku(;2s)kL1(R2) =:  (t) ;
whereas 1
   3







































Considerthefunction H(z; M) = z C0 z M=(2),sothat H( (t); M)  0 andnoticethat  > 1.
For M > 0 xed, z 7! H(z; M) achieves its maximum H(z0(M); M) =  1
 (C0 )1=(1 )   M
2 at
z = z0(M) = (C0 )1=(1 ). For M small enough, as we shall see below, H(z0(M); M) > 0. Since
  is continuous and  (0) = 0 then  (t) < z0(M) for any t  0. This provides an L1 estimate on












Figure 1: The method of the trap amounts to prove that H(z; M)  0 implies that z =  (t) is bounded by z0(M) as long
as H(z0(M); M) > 0, i.e. for M < M0(p). For some p > 4, the plots of the functions z 7! H(z;M) with M < M(p) and
z 7! H(z;M0(p)) are shown above.
Recall that the exponents , , p, q and r are related by
8
> > > > > > <
> > > > > > :
1
 + 1








2 ; r > 1 :
For the choice r = 4=3, q = 4, it is known, see [10], that the optimal constant in the HLS
inequality is CHLS = 2
p






2 , with  =
4p
3p 4 .
The exponent p > 4 still has to be chosen. A tedious but elementary computation shows that
there exists M0(p) such that H(z0(M); M) > 0 if and only if M < M0(p) and supp2(4;+1) M0(p) =
limp!+1 M0(p)  0:822663. 
A simple interpolation argument then gives the following corollary.
5Corollary 3. For any mass M < M1 and all p 2 [1;1], there exists a positive constant C =
C(p; M) with limM!0+ C(p; M) = 0, such that, if u is a solution of (1) as in Lemma 2,
ku(t)kLp(R2)  C t
 (1  1
p) 8 t > 0 :
Remark 2. Similar decay rates for the Lp norms of the solutions to global Keller-Segel systems
have been obtained in a large number of previousreferences, but always in slightly dierent situ-
ations. For instance, in [12], the authors consider a parabolic-parabolicKeller-Segel system with
small and regular initial data. More recently, in [6] a parabolic-parabolic Keller-Segel system is
considered for small initial data and spatial dimension d  3. On the other hand, a parabolic-
elliptic system is treated in [11] where the equation for the chemo-attractant is slightly dierent
from ours.
Remark 3. The rates obtained in Corollary 3 are optimal as can easily be checked using the
self-similar solutions (n1; c1) of (4) dened in Section 1. This is the subject of the next section.
3. Lp and H1 estimates in the self-similar variables
Consider now the solution (n;c) dened in the introductionby (3) and solving (4). By Corol-
lary 3 we immediately deduce that, for any p 2 (1;1],
kn(t)kLp(R2)  C1 8 t > 0 (7)
for some positive constant C1 . A direct estimate gives






























where the last term has been evaluated by H¨ older's inequality with p > 2. Hence we obtain
krc(t)kL1(R2)  C2 8 t > 0 : (8)
Lemma 4. In (7) and (8), the constants C1 and C2 depend on M and are such that
lim
M!0+
Ci(M) = 0 i = 1; 2 :
Proof. This result can easily be retraced in the above computations. Details are left to the reader.







r  (K rn) =  rc  rn + 2n + n2 : (9)
We are now interested in the bounds satised by the function n(t) in the weighted spaces L2(K)
and H1(K).
6Proposition 5. For all masses M 2 (0; M1), there exists a positive constant C such that, if n is a
solution of (9) with initial data n0 2 L2(K) satisfying (2), then
kn(t)kL2(K)  C 8 t > 0 :



















n3 K dx : (10)
As in [8, Corollary 1.11], we recall that for any q > 2 and " > 0, there exists a positive constant
C(";q) such that Z
R2
n




2 K dx + C(";q)knk
2
Lq(R2) :
This estimate, (7) and (8) give a bound of the right hand side of (10), namely
      
Z
R2
nrc  rn K dx + 2
Z
R2




      "
Z
R2
jrnj2 K dx +C













2 K dx  C :
We nally use the classical inequality, which is easily recovered by expanding the square in R
R2 jr(nK)j2 K 1 dx  0, namely
Z
R2






as in [8] to obtain a uniform bound of n(t) in L2(K). 
Next we deduce a uniform bound in H1(K).
Corollary 6. Under the assumptions of Proposition 5, there exists T > 0 and C > 0 such that







8 t > 0 :
Proof. Since n is a classical solution of (9), it also solves the corresponding integral equation,
n(t; x) = S(t)n0(x)  
Z t
0
S(t   s)(rc  rn)(s) ds +
Z t
0
S(t   s)(2n + n
2)(s) ds



















1 + 1 p
t s





1 + 1 p
t s























1 + 1 p
t s









with C1 dened in (7) and C2 in (8). Hence, for any  > 0 xed, we have
1

kn(t + )kH1(K) 








1 + 1 p
t s

kn(s + )kH1(K) ds (11)






1 + 1 p
t s

kn(s + )kH1(K) ds :














, that is, T =
p
1 + (2C3) 1   1
2







1 + 1 p
T s






























Injecting this estimate into (11), we obtain
1

kn(t + )kH1(K) 

1 + 1 p
t

C1 +C3 H(T) 











for any t 2 (0;T). This bounds kn(T + )kH1(K) for any  > 0, and thus completes the proof with
C given by the right hand side of the above inequality at t = T . 
We shall actually prove that n(t) can be bounded not only in H1(K) but also in H1(n 1
1 ).
However, in order to prove that, we need a spectral gap estimate, which is the subject of the next
section.
4. A spectral gap estimate
Introduce f and g dened by
n(x;t) = n1(x)(1 + f(x;t)) and c(x;t) = c1(x)(1 + g(x;t)) :
8By (4), (f;g) is solution of the non-linear problem
8
> > > > > <
> > > > > :
@f
@t







x 2 R2 ; t > 0 ;
 (c1 g) = f n1 x 2 R2 ; t > 0 ;
(12)
where L is the linear operator given by





n1 r(f   gc1)

:
The conservation of mass is replaced here by
R
R2 f n1 dx = 0.
Lemma 7. Let  be a positive real number. For any g 2 H1 \ L1(R2) such that
R


























f d = 0 :
The result holds with g = f e jxj2=(4) . Notice that for  = 1, the second eigenvalue of the
harmonic oscillator in R2 is 2, thus establishing the optimality in both of the above inequalities.
The case  , 1 follows from a scaling argument. 
Proposition 8. Consider a stationary solution n1 of (4). There exist a constant M2 2 (0;8)








2 n1 dx 8 f 2 H
1(n1 dx) such that
Z
R2
f n1 dx = 0 :
Moreover, limM!0+ (M) = 1.









expanding the square, we nd that






jrc1j2 h2 + hrh  (x   rc1)  
1
2
x  rc1 h2 :
An integration by parts shows that
Z
R2




Another integration by parts and the denition of c1 give
Z
R2









































jrfj2 n1 dx 
0












C C C C C C A





|     {z     }
=
R
R2 jfj2 n1 dx
:
Thecoecient(M)ispositiveforany M < M2 with M2 > 0,smallenough,accordingto(5),(8)
and Lemma 4. Notice that for each given value of M < M2, an optimal value of  2 (1;2) can
be found. 
We shall now consider the case of an initial data n0 such that n0=n1 2 L2(n1), which is a
slightly more restrictive case than the framework of Section 3. Indeed, there exists a constant
C > 0 suchthat forany x 2 R2 withjxj > 1we havejc1+M=(2)logjxjj  C, see [4, Lemma4.3],
whence n1 K = ec1 behaves like O(jxj M=(2)) as jxj ! 1. If (n;c) is a solution of (4), then
@n
@t






= (rc1   rc)  rn + 2n + n2 :
Corollary 9. Under the assumptions of Theorem 1, if M < M2, then any solution of (4) is
bounded in L1(R+;L2(n 1
1 dx)) \ L1((;1);H1(n 1
1 dx)) for any  > 0.
Proof. The uniform bound in L2(n 1
1 dx) follows from (10), up to the replacement of K by
1=n1, which is straightforward. As for the bound in L1((;1);H1(n 1
1 dx)), one can observe







1 ), with domain H2(n 1
1 ), satises kS(t)n0kH1(n 1
1 dx)   p
t kn0kL2(n 1
1 dx) for some  > 0, see
for instance [5, Theorem VII.7]. The estimate then follows as in Corollary 6. 
5. Proof of Theorem 1
This Section is devoted to the proof of our main result. If we multiply equation (12) by f n1












2 n1 dx =
Z
R2
rf  r(gc1) n1 dx +
Z
R2
rf  r(gc1) f n1 dx :
(13)
The rst term of the right hand side can be estimated as follows. By the Cauchy-Schwarz in-
equality, we know that
Z
R2
rf  r(gc1) n1 dx  krfkL2(n1 dx) kr(gc1)kL2(n1 dx) :
By H¨ older's inequality, for any q > 2 we have
kr(gc1)kL2(n1 dx)  M1=2 1=q kn1k
1=q
L1(R2) kr(gc1)kLq(R2) :






   (f n1)  1
jj









By H¨ older's inequality, kf n1kLp(R2)  kfkL2(n1 dx) kn1k
1=2
Lq=2(R2) , from which we get
Z
R2
rf  r(gc1) f n1 dx  C kfkL2(n1 dx) krfkL2(n1 dx) (14)




L1(R2) goes to 0 as M ! 0.
As for the second term in the right hand side of (13), using gc1 = c   c1 and the Cauchy-
Schwarz inequality, we have
Z
R2





kfkL2(n1 dx) krfkL2(n1 dx) :
We observethat r(gc1) = rc rc1 is uniformlyboundedsince krckL1(R2)  C2(M) by (8), and
krc1kL1(R2) is also bounded by C2(M), for the same reasons.
Z
R2
rf  r(gc1) f n1 dx  2C2(M)kfkL2(n1 dx) krfkL2(n1 dx) : (15)
Moreover, according to Lemma 4, we know that limM!0+ C2(M) = 0.
By Proposition 8, kfkL2(n1 dx)  krfkL2(n1 dx) =
p
(M) with limM!0+ (M) = 1. Collect-




















We observe that limM!0+ 
(M) = 0. As long as 







jfj2 n1 dx   
Z
R2





















If n1 and n2 are two solutions of (4) in C0(R+;L1(R2)) \ L1((;1)  R2) for any  > 0,
Inequality (16) also holds for f = (n2   n1)=n1. As a consequence, if the initial condition is the
same, then n1 = n2 , which proves the uniqueness result and concludes the proof of Theorem 1.

Remark 4. Proposition 8 and (14) rely on rather crude estimates of the spectral gap of the linear
operator L, dened on L2(n1), with domain H2(n1). The operator has been divided in two
parts which are treated separately, one in Proposition 8, the other one in (14). It would probably
be interesting to study the operator L as a whole, trying to obtain an estimate of its spectral gap
in L2(n1) without any smallness condition.
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