We study two problems in the theory of identi cation via channels. The rst problem concerns the identi cation via channels with noisy feedback. Whereas for Shannon's transmission problem the capacity of a discrete memoryless channel does not change with feedback, we know from 3] and 4] that the identi cation capacity is a ected by feedback. We study its dependence on the feedback channel. We prove both, a direct and a converse, coding theorem. Although a gap exists between the upper and lower bounds provided by these two theorems, the results of 3] and 4], namely the result for channels without feedback and the result for channels with complete feedback, are all special cases of these two new theorems, because in these cases the bounds coincide. The second problem is the identi cation via wiretap channels. A secrecy identi cation capacity is de ned for the wiretap channel in analogy to the de nition of 1]. A \Dicho-tomy Theorem" is proved which says here that the second order secrecy identi cation capacity is the same as Shannon's capacity for the main channel as long as the secrecy transmission capacity of the wiretap channel is not zero, and zero otherwise. Equivalently we can say that the identi cation capacity is not lowered by the presence of a wiretapper as long as one bit can be transmitted (or identi ed) correctly with arbitrarily small error probability. This is in strong contrast to the case of transmission.
Introduction
The model of identi cation via channels was introduced by R. Ahlswede and G. Dueck in 3]. Since then, several articles (c.f. 4] { 7]) on this subject have appeared and their are still many interesting and important open problems in this fertile research area. In this paper we introduce and study two new problems. The rst of them concerns identi cation via channels with noisy feedback, which is a model that uni es also the case of channels without feedback and the case of channels with complete (or noiseless) feedback. The identi cation problems for these two cases were studied in the papers 3] and 4], which contain the most basic results in this area. A communication channel with noisy feedback is de ned by a quadruple fX; W; Y; Zg (1.1) where X is the input alphabet, Y is the output alphabet, Z is the output alphabet for the feedback and W = W(y; zjx) : x 2 X; y 2 Y; z 2 Z is a stochastic matrix which gives the conditional probability of the output letters y and z when the input letter is x . The transmission probability for n{sequences x n = (x 1 ; : : :; x n ) 2 X n , y n = (y 1 ; : : :; y n ) 2 Y n , z n = (z 1 ; : : :; z n ) 2 Z n is given by W n (y n ; z n jx n ) = n Y t=1 W(y t ; z t jx t ) (1.2) for n = 1; 2; 3; : : : . That is, the channel is assumed to be memoryless. To de ne identi cation feedback codes (IDF) in the sense of 4] for this channel we let where for t 2 f2; : : :; ng f t is de ned on Z t?1 and takes values in X . f 1 is an element of X . It is understood that, when f is used for the transmission over the channel, after the feedback signals z 1 ; z 2 ; : : :; z t?1 have been made known to the sender by the feedback channel, the sender transmits f t (z 1 ; : : :; z t?1 ) . When t = 1 , the sender transmits f 1 . The joint distribution of the output random variables Y 1 ; : : :; Y n and the feedback random variables Z 1 ; : : :; Z n is determined by the function f used and by W as follows. For y n 2 Y n ; z n 2 Z n Prob(Y n = y n ; Z n = z n jf) = W n (y n ; z n jf) = n Y t=1 W ? y t ; z t jf t (z 1 ; : : :; z t?1 ) (1.4)
We set W n (y n jf) = X z n 2Z n W n (y n ; z n jf) (1.5) and describe now the feedback codes with randomized encoding strategies, that is, elements of P(F n ) , the set of probability distributions on F n . De nition 1. A randomized (n; N; ) IDF code for W is a system (1.6) for all i; j 2 f1; : : :; Ng and i 6 = j .
Let N F (n; ) be the maximum integer N for which a randomized (n; N; ) IDF code for W exists. We also useW where the maximum is taken over all joint distributions P XY ZU with P XY ZU (x; y; z; u) = p(x)W(y; zjx)q(ujx; z) satisfying I(U^ZjXY ) < I(X^Y ):
Furthermore lim sup n!1 1 n log log N F (n; ) max I(XZ^Y ); (1.8) where the maximum is taken over all joint distributions P XY Z with P XY Z (x; y; z) = p(x)W(y; zjx):
Remarks. (1.9) where X is the input alphabet, Y is the output alphabet for the legitimate receiver, Z is the output for the wiretapper, W = W(yjx) : x 2 X; y 2 Y is the channel transmission matrix, whose output is available to the legitimate receiver, and V = V (yjx) : x 2 X; y 2 Y is the channel transmission matrix, whose output is available to the wiretapper. The channel is assumed to be memoryless, that is, the conditional probabilities of the output word y n and z n given the input word x n are W n (y n jx n ) = Q n t=1 W(y t jx t ) and V n (z n jx n ) = Q n t=1 V (z t jx t ) .
In the classical transmission problem, an (n; M; "){code for the wiretap channel is de ned as a system (c i ; D i ) : 1 i M ; (1.10) where for all i c i 2 X n are the codewords and D i Y n are the disjoint decoding sets. It is required that for any i i , W n (D c i jc i ) "; (1.11) and if X n has uniform distribution over fc i : 1 i Mg , then 1 n I(X n^Zn ) ": (1. 12)
The secrecy capacity of the wiretap channel is de ned as the maximum rate of any code which satis es these conditions. Formally, let M(n; ") = max M : 9 an (n; M; ") codeg; (1.13) then the secrecy capacity of the wiretap channel is de ned as C s = max R : 8" > 0; 9n(") such that for n n(") M(n; ") 2 nR : (1. 14)
The secrecy capacity of the general wiretap channel was determined In contrast to the transmission problem, the decoding sets for the identi cation problem are not necessarily disjoint. Condition 3 enforces that the wiretapper is kept with his error probability close to 1 2 . This is the highest possible value, because the wiretapper could just accept an i of his interest with probability 1 2 . Mathematically, condition 3 means of course that the output distributions for the wiretap channel are almost the same for any two input distributions Q( ji) and Q( jj) .
The maximum N for which a randomized (n; N; ){identi cation code exists is denoted by N(n; ) . De ne the secrecy identi cation capacity of the wiretap channel by letting C si = max R : 8 > 0; 9n( ) such that for n n( ) N(n; ) 2 2 nR :
The main result on this problem is the following: This result has solved the second problem. Still it may be of interest to know whether the strong converse holds.
The paper is organized as follows: In Section 2 we discuss the strong converse proof for the channel without feedback from 5], which will be used repeatedly throughout the paper. Sections 3 and 4 are devoted to the proofs of Theorem 1 and Theorem 2, respectively.
Proof of Theorem 1
In this section we prove Theorem 1. The converse part is proved in the rst subsection, the direct part is proved in the second subsection and deterministic IDF codes are brie y discussed in the last subsection.
Converse Part of Theorem 1.
For identi cation via channels without feedback a so{called soft converse was proved in the original paper 3]. The method was re ned and strengthened in 5] to give a proof of the strong converse theorem. The techniques used in 3] and 5] are needed in this section as well as for wiretap channels. Although, the proofs in 5] were already simpli ed compared with those in 3], it is still too long and too complicated to reproduce all the details here. Therefore, in this section, we brie y review some of the key steps and key de nitions from 5] and present modi cations necessary for our purposes. The details can be found in 5].
We start with a review of some de nitions. A probability distribution Q 
We state the rst auxiliary result from 5].
Proposition 1. For every (n; N; ){ID code, > 0 , 0 > and all su ciently large n , there exists a homogeneous (n; N 0 ; 0 ){ID code satisfying N 0 > N exp ? n(n + 1) jXj , where X is the input alphabet. For a distribution Q on X n and every P 2 ? , de ne
An ID code is called M{regular if for every P 2 ? and all i , Q P i is of M{type . Proposition 2. A homogeneous M{regular (n; N; ){ID code with < 1 2 satis es log N n(n + 1)M log jXj:
The main result of 5], that is the strong converse for the channels without feedback, follows easily from the following result.
Proposition 3. For every homogeneous (n; N; ){ID code, 0 > , > 0 , and for all su ciently large n , there exists a homogeneous expfnC+n g{regular (n; N; 0 ){ID code, where C is the Shannon channel capacity.
In the proof of this proposition the following lemma of 5] is needed.
Lemma 1. Let P 2 ? and let Q be a probability distribution on T P . For every " 2 0; " 0 ] , 2 0; 0 ] and for all su ciently large n , there exists an expfnC +n g{type distribution Q de ned on T P , where C is the Shannon channel capacity, such that for every D B n , where B is the output alphabet, QW n (D) (1 + ")(1 ? e ?n ) ?1 QW n (D) + e ?n ; (2.2) QW n (D) (1 ? ")(1 ? e ?n )QW n (D) ? e ?n ; (2.3) where W is the channel transition probability matrix and where = ( ) , and : 0; 0 ] ! R + is a continuous strictly increasing function such that (0) = 0 .
By checking the proof of this lemma in 5] we can nd that actually the following stronger result was proved:
Lemma 2. Let P 2 ? and let Q be a probability distribution on T P . For every " 2 0; " 0 ] , 2 0; 0 ] , let U = fU 1 ; : : : ; U M 0g be a random code having independent codewords and with codeword distribution Q . For every R > I(P; W) , M 0 = e nR+n , where is de ned in Lemma 1, the probability of the event that the following conditions are satis ed approaches 1 as n goes to in nity: For all D B ñ QW n (D) (1 + ")(1 ? 2 ?n ) ?1 QW n (D) + e ?n ; (2.4) QW n (D) (1 ? ")(1 ? e ?n )QW n (D) ? e ?n ; (2.5) whereQ is the uniform distribution on U .
Since the original proof of Lemma 1 is extremely complicated, instead of copying it step by step we just point out the modi cations needed to reach the current conclusions.
In this new version, the lemma is strengthened in two points: 1. C is replaced by any R I(P; W) 2. the existence of such a code is replaced by the conclusion that the random code satis es (2.4) and (2.5) with probability approaching 1.
The rst conclusion can be justi ed by noticing that equation ( This is so, because we are considering a xed P anyway. The second conclusion comes from the following re nement of Lemma 5 of 5].
Lemma 3. Let (ũ 1 ; : : :;ũ M ) be the realization of the i.i.d. random variables (U 1 ; : : : ; U M ) with common distribution Q . Let E be the event that the following conditions are satis ed:
? H P V (y n ) ; for every y n 2 G P V ;
Then we have
Pr(E) e ? n 3 + 2e ? 2 3 e n :
A careful check of the proof of Lemma 5 of 5] shows that the conclusion is what is actually proved, although the statement of the lemma is slightly weaker. In our proofs we use these de nitions and results. The converse part can be proved by following the argument in 5] with certain modications. We present in this subsection only the modi cations without going into all the details. Since the proofs of the two converses are very similar, pointing out these modi cations is good enough for the readers to complete the proof by going through the proof in 5].
Let f be a feedback coding function. With the function f a set of pairs S f = (x n ; z n ) : f(z n ) = x n is associated. The probability of a pair (x n ; z n ) 2 S f is W n (z n jx n ) = P y n W n (y n ; z n jx n ) . This gives a distribution on the set X n Z n . We denote it by P f (x n ; z n ) . Let Q( ji) 2 P(F n ) be the distribution of the user i . This induces a distribution on X n Z n de ned as follows:
An n{type P on X Z is called "{typical if for any x 2 X and any z 2 Z P(x; z) P z 0 P(x; z 0 ) ? W(zjx) ": Let P " n be the set of all possible "{typical n{types; then we have from the weak law of large numbers Proposition 4. For every (n; N; ){feedback identi cation code and 0 > , > 0 , > 0 there exists a homogeneous expfnT + n g{regular (n; N 0 ; 0 ){ID code, where N 0 > N exp ? n(n + 1) jXjjZj , and T = max p I(XZ^Y ) where the joint distribution P XY Z satis es P XY Z (x; y; z) = p(x)W(y; zjx) . This proposition is proved by an argument as that used in the proof of Proposition 5 of 5]. The only di erence is that Lemma 1 of 5] is now replaced by Lemma 2 of this paper. Therefore C is replaced by The proof of the direct part of Theorem 1 is based on two ideas. The rst one is the idea presented in Section III of 4], where the identi cation code is constructed by means of two fundamental codes. One code is of block length n and the other one is of block length m , which is much smaller than n . The task of the rst code is to set up a common random experiment. The result of the experiment, which is known with high probability to both, the encoder and the decoder, serves as a \public key". According to this key a codeword of the second code is transmitted in the second step. Two di erent users use the same codeword for the same public key with very small probability. Therefore the goal of identi cation is achieved. The second idea is the well{known superposition coding scheme introduced in 9]. In this coding scheme, there are K steps. In each step, a codeword is sent to transmit a new message as well as to resolve an uncertainty left over from the previous step. For given > 0 and " > 0 , let P XY ZU be a probability distribution P XY ZU (x; y; z; u) = p(x)W(y; zjx)q(ujx; z) that achieves max I(U^ZjX) under the constraint I(U^ZjXY ) I(X^Y ) ? :
We construct three codes of block length n using p and q of the form Code C 1 .
Code C 1 is an (n; M n ; 2 ?n ) channel code for the channel with W(yjx) = P z W(y; zjx) . The codewords are assumed to be in T p , where we assume without loss of generality that P is an n{type . The cardinality of the code is M n = 2 nI(X^Y )?"n , where " is the given positive number which is assumed to be su ciently small. Let fD (n) i : 1 i Mg be the decoding regions of the codewords of C 1 with maximum decoding error at most 2 ? n , where > 0 is a continuous function of " satisfying (0) = 0 .
Code Family C 2 (c) .
Code family C 2 (c) U n , where U is the alphabet of the random variable U , is a family of source codes indexed by the codewords c 2 C 1 . This family of codes are required to satisfy the following conditions:
1. Given c 2 C 1 the codewords in C 2 (c) are jointly "{typical with c with respect to the joint distribution P XU , a marginal of P XY ZU .
2. The cardinalities of the codes are N n = 2 nI(U^ZjX)+"n for all c 2 C 1 . Proof of the existence of the codes (code families). The existence of the code C 1 is based on the channel coding theorem with maximum error criterion ( 10] ).
The existence of the code family C 2 (c) is proved by the random coding method. Since the method is classical, we give only a brief outline of the proof. The code is selected randomly according to the distribution r n (u n jc) = P y n ;z n q n (u n jc; z n )W n (y n ; z n jc) .
The N n codewords are selected independently. The mapping f c is de ned by using joint "{typicality as follows:
1. If there exists a unique codeword c 2 (c; i) in C 2 (c) which is jointly "{typical with z n and c , then let f c (z n ) = i , 2. otherwise, let f c (z n ) = 0 .
The where goes to zero as " goes to zero. In the last step of the derivation we used the typicality of the codewords. Applying the source coding theorem with side information (if necessary, we may repeat the same code N times and use nN in place of n ) to this case gives the existence of the code family C 3 (c) .
Using these three codes (code families), the coding scheme can be described. It includes two steps. In the rst step, the sender and the receiver set up with high probability a common random experiment. In the second step, based on the result of the common random experiment, the sender sends a codeword to the receiver. We formulate the two steps as follows: 1 . The codewords c 1 ; : : :; c K can be correctly decoded with probabilities at least 1?K2 ?n . Then the codewords of the second code f c 1 (Z n 1 ); : : :; f c K?1 (Z n K?1 ) can be recovered with probability at least 1 ? (K ? 1)2 ?n under the condition that the codewords from the code C 1 are correctly decoded. The overall misdecoding probability is at most P e = K(2 ?n + 2 ?n ):
This means that with probability at least 1?P e the sender and the receiver have a common knowledge of f c 1 (Z n 1 ); : : :; f c K?1 (Z n K?1 ) and the indices b i of the codewords c i in their corresponding subcodes C m 1 of the code C 1 , which are numbers from the set f1; : : :; B n g , at the end of the rst K blocks. They are viewed as the result of the common random experiment.
2. Let F = F : F : f1; : : :; N n g K?1 f1; : : :; B n g K ! C 1 :
Each user is assigned a mapping in F . Let F j be the mapping assigned to the user j . Once f c 1 (Z n 1 ); : : :; f c K?1 (Z n K?1 ) and fb 1 ; : : :; b K g from the rst K steps are available to the sender (and with probability at least 1 ? P e correctly to the receiver), the user j selects a codeword F j correctly with probability at least 2 ?n .
We now prove that, if the user number satis es a certain condition, then there exists mappings F j for the users such that the two kinds of error probabilities of the code described above satisfy the requirement of the identi cation code.
Obviously, the misrejection probability is at most 1 ? (K + 1)(2 ?n + 2 ?n ) , which goes to zero as n goes to in nity for a xed K . The misacceptance probability can be estimated as follows: we assume that the mapping is selected according to the uniform distribution on F and the selection for di erent users are independent. Let F 0 be the mapping assigned to the user to be identi ed, let F i be the mapping assigned to the user i . with probability 2 ?nI(X^Y )+n" = M ?1 n . The misacceptance probability, when the user is i , is greater than + p e (where p e is the probability that the receiver and the sender can not reach a common result of the random experiment and which goes to zero as n goes to in nity) with probability at most Since any set V with cardinality at most 2 ?2Kn" N K?1 n B K n = 2 n(K?1)I(U^ZjX)?n" B K n has a vanishing probability as n goes to in nity, we have
Therefore, when 2K" < I(X^Y ) ? " this probability has an upper bound When user i is to be identi ed, the probability that there exists a user j 6 = i having misacceptance probability at least + p e is at most 
Deterministic Identi cation Codes.
Another result of 4] is for deterministic feedback identi cation codes. Actually, the same concept can be de ned for channels with noisy feedback. In this subsection, we present only the de nitions and results for this concept without detailed proofs. These results are proved by the method used for the randomized identi cation code with some modi cations.
De nition 3. A deterministic (n; N; ) IDF code for W is a system for all i; j 2 f1; : : :; Ng and i 6 = j .
Let N f (n; ) be the maximum integer N for which a deterministic (n; N; ) IDF code exists. Here are our results for this quantity. n log log N f (n; ) min max I(XZ^Y ); maxH(ZjX) ; (2.9) where the maximum is taken over all joint distributions P XY Z with P XY Z (x; y; z) = p(x)W(y; zjx):
Proof of Theorem 2
In this section we prove Theorem 2. The direct part is proved in the rst three subsections and the converse part is proved in the last subsection.
Preparations for the Proof of the Direct Part.
In the proof of the direct part of Theorem 2, we use a coding technique introduced in Section III of 4], where the identi cation code is constructed by means of two fundamental codes. This coding technique has been already used for channels with noisy feedback. By Shannon's coding theorem, we know that for every " > 0 , " < C , where C is the Shannon capacity of the main channel W , there is a = (") > 0 and an n 0 (") such that for n > n 0 (") , there exists an (n; M; 2 ?n ) code C 1 = (c j ;C j ) : j = 1; : : :; M (3.1) where M = 2 n(C?") . This code serves as the rst fundamental code which will be used in the construction of the identi cation code. For the wiretap channel, in place of the second fundamental code, we use a code system which consists of a code of length m and a collection of subcodes of this code. This code system should satisfy certain conditions described later. To construct this code system, we use a random variable U jointly distributed with random variables X , Y and Z . The joint distribution of these random variables is of the form P UXY Z (u; x; y; z) = q(u)r(xju)W(y; zjx); (3.2) which satis es the condition I(U^Y ) > I(U^Z): (3. 3)
The following proposition gives the existence of a code system which will be used in the construction of the identi cation code. LetW This proposition will be proved in Subsection 3.3.
Proof of the Direct Part of Theorem 2.
Using these two fundamental codes, we can construct the identi cation code as follows: Let f1; : : :; Lg be the index set of L , the set of subcodes of the second fundamental code C 2 . We consider mappings of the form : C 1 ! f1; : : :; Lg: which will be used in the construction of the identi cation codes. Let P be the uniform distribution over the code C 1 , q i be the uniform distribution on the subcode C i , and let Q i = q i r m , which is a distribution on the alphabet X m . Let mapping i be assigned to user i , then the distribution Q( ji) in the identi cation code is de ned as follows: for x n 2 X n and x m 2 X m Q ? (x n ; x m )ji = P(x n )Q i (x n ) (x m ):
The decoding set D i is de ned as and whereD t was de ned in (3.1) and D 0 i when c 0 = c 0 i (which was de ned in (3.4) ). We now estimate the rst and the second kinds of error probabilities of this code. We have for user i , the rst kind of error probability is For a xed < 1 2 , let n be su ciently large and then m be su ciently large and " su ciently small, the requirement for these two error probabilities in the de nition of the identi cation code can be satis ed. The next problem is to prove that the wiretapper can not identify, that is, we need to prove (1.19). Therefore, for any region V Z n+m , denoting by V i the distribution Q( ji)V n+m and by V j the distribution Q( jj)V n+m , we obtain 
This implies
We can see that the last inequality implies the last requirement for the identi cation code. The direct part of Theorem 2 is proved.
Proof of Proposition 5.
To construct the second fundamental code with the required structure and properties, we use the random coding method. It is well known that there exists an (m; M 0 ; 2 ?m ) code C 2 . Without loss of generality, we can assume that the distribution q of U is an m{type and C 2 T q . To construct the random family of subcodes of this code fC i : i = 1; : : :; Lg satisfying the required properties, we proceed as follows: For su ciently large m , we may assume that this probability is at most " . We prove that if two subcode C i and C j both satisfy this condition, then D(Q iṼ kQ jṼ ) ("); We can easily see that the right hand side of (3.15) approaches zero as m goes to in nity and then " goes to zero. By randomly selecting L subcodes, then deleting those subcodes for which the conditions in the Lemma are not satis ed, the number of remaining subcodes is in average at least L(1 ? ") . This is enough for our purpose.
We now prove that the intersection of two subcodes has more than "M codewords with doubly exponentially small probability. This is done by the following calculation:
Pr ( which is doubly exponentially small. This proves that with probability approaching 1, any pair of the subcodes satisfy the condition that their intersection has a size at most "M . The proposition is proved.
Proof of the Converse Part.
We begin with the following lemma.
Lemma 4. Let Q 1 and Q 2 be two distributions on Z m and for any V Z m , Q 1 (V) + Q 2 (V c ) > 1 ? "; Then is small enough, we obtain the following conclusion: there exists a random variable U satisfying Therefore, there exists a t such that
