Species richness is the most widely used measure of biodiversity. It is considered crucial for testing numerous ecological theories. While local species richness is easily determined by sampling, the quantification of regional richness relies on more or less complete species inventories, expert estimation, or mathematical extrapolation from a number of replicated local samplings. However the accuracy of such extrapolations is rarely known. In this study, we compare the common estimators MM (Michaelis-Menten), Chao1, Chao2, ACE (Abundance-based Coverage Estimator), and the first and second order Jackknifes against the asymptote of the species accumulation curve, which we use as an estimate of true regional richness. Subsequently, we quantified the role of sample size, i.e., number of replicates, for precision, accuracy, and bias of the estimation. These replicates were sub-sets of three large data sets of benthic assemblages from the NE Atlantic: (i) soft-bottom sediment communities in the Western Baltic (n = 70); (ii) hard-bottom communities from emergent rock on the Island of Helgoland, North Sea (n = 52), and (iii) hardbottom assemblages grown on artificial substrata in Madeira Island, Portugal (n = 56). For all community types, Jack2 showed a better performance in terms of bias and accuracy while MM exhibited the highest precision. However, in virtually all cases and across all sampling efforts, the estimators underestimated the regional species richness, regardless of habitat type, or selected estimator. Generally, the amount of underestimation decreased with sampling effort. A logarithmic function was applied to quantify the bias caused by low replication using the best estimator, Jack2. The bias was more obvious in the soft-bottom environment, followed by the natural hard-bottom and the artificial hard-bottom habitats, respectively. If a weaker estimator in terms of performance is chosen for this quantification, more replicates are required to obtain a reliable estimation of regional richness.
Introduction
Species richness is the simplest and most commonly accepted measure of biodiversity (Whittaker 1972; Magurran 1988; Gaston 1996) and is crucial for testing ecological models, such as the saturation of local communities colonized from regional species pools (Cornell 1999) . Ecological limitation (i.e., saturation) means that with increasing number of available species in the regional pool or with invasion events, local richness does not increase beyond an intrinsically determined maximum (Srivastava 1999) . Thus, if only regional richness is driving local richness, a positive linear relationship is often predicted (Cornell and Lawton 1992; Srivastava 1999) . Conversely, while concerns have been expressed (Loreau 2000; Hillebrand and Blenckner 2002; Ricklefs 2004) , it has been widely accepted that if local assemblages are saturated with species due to ecological interactions and niche overlap, an asymptotic relationship is expected (Cornell and Lawton 1992; Cornell and Karlson 1997; Srivastava 1999) .
Several studies that seek to explain and/or test the relationship between local and regional diversity have assessed the Estimation of regional richness in marine benthic communities: quantifying the error regional species pool based on published species lists and by consulting taxonomic experts (e.g., Hugueny and Paugy 1995; Lawes et al. 2000; Witman et al. 2004; Harrison et al. 2006) . However, complete inventories of the fauna and flora of a region are exceptionally hard to obtain and will probably remain unavailable for most regions for the next few centuries (Petersen and Meier 2003; Hortal et al. 2006 ). This problem is more delicate in the marine environment where there is a large phyletic diversity in certain groups and limited information about others, e.g., Porifera (Foggo et al. 2003) . Moreover, it is difficult to appreciate to what degree such inventories are complete or incomplete (Soberon and Llorente 1993) , and comparisons between published species lists are frequently unreliable due to different sampling methods, terminology, or data handling systems (Dennis and Ruggiero 1996) . In addition, when saturation in certain assemblages is to be investigated, the species capable to recruit into this habitat type (the relevant richness) are only a subset of the entire regional richness.
To deal with these difficulties, a number of estimation techniques have been developed to extrapolate from the known to the unknown, i.e., from a reasonable number of properly inventoried samples to the true number of relevant species in a certain area (Colwell and Coddington 1994) . These techniques can be grouped into three classes: (i) parametric models, (ii) non-parametric estimators, and (iii) extrapolations of SAC (species accumulation curves) (Magurran 2004) . When species fit a log normal distribution, i.e., a case of a parametric model to estimate species richness, it is possible to estimate the theoretical number of species in the community by extrapolating the shape of the curve. Most of the parametric methods are, however, reported to perform improperly and have not been used in recent years (Melo and Froehlich 2001) .
In contrast, the non-parametric estimators have been suggested to perform better than SAC and parametric methods (Baltanas 1992; Colwell and Coddington 1994; Walther and Morand 1998; Walther and Martin 2001; Hortal et al. 2006) . These non-parametric estimators were originally developed to estimate population size based on capture-recapture data and adapted to extrapolate total species richness (Williams et al. 2002) . With this technique, species richness is estimated from the prevalence of rare species in each sample but does not extrapolate beyond the last sample to an asymptote. In its place, these models predict richness, including species not found in the sample, from the proportional abundances of species within the total sample (Soberon and Llorente 1993) . Several evaluations on the performance of different estimators have been carried out (see review from Walther and Moore 2005) . In most cases, the estimators Chao1 (Chao 1984) , Chao2 (Chao 1984 (Chao , 1987 Colwell 2005) , first order Jackknife (Jack1 - Burnham and Overton 1979; Heltshe and Forrester 1983) , and second order Jackknife (Jack2 - Smith and Van Belle 1984) perform better in terms of bias, precision, and accuracy than other estimators (Walther and Moore 2005) . In a recent study, Hortal et al. (2006) compared 15 species richness estimators using arthropod abundances data and concluded that Chao1 and ACE (Abundance-based Coverage Estimator, Chao and Lee 1992; Chazdon et al. 1998; Chao et al. 2000) have shown the best performance among all estimators. For the marine system, Foggo et al. (2003) performed an evaluation on the performance of six estimators using simulations. They concluded that the estimator's performance was affected by sampling effort, and no particular estimator performed best in all cases. Nevertheless, Foggo et al. (2003) suggested Chao1 as the most appropriate choice for a limited number of samples, acknowledging that its performance may vary significantly in cases of larger spatial scales and species richness. In these circumstances, the frequency of rare species could deteriorate the performance of Chao1 (Foggo et al. 2003) . This was later confirmed by Ugland and Gray (2004) in benthic assemblages of the Norwegian continental shelf where Chao1 provided a large underestimation of true richness.
Finally, the third category of assessing inventory completeness is through the extrapolation of SAC. In such curves, the cumulative number of species is plotted against a cumulative measure of sampling effort, e.g., the number of individuals observed, samples or traps (Moreno and Halffter 2000; Gotelli and Colwell 2001 ). The species richness can then be estimated by fitting an equation to the curve and estimating its asymptote. While many functions have been proposed for this task (see Tjørve 2003 for a review in possible model candidates), the negative exponential function, the Clench equation, the Weibull function, and the Morgan-Mercer-Flodin(MMF) model have been frequently used (Soberon and Llorente 1993; Colwell and Coddington 1994; Flather 1996; Lambshead and Boucher 2003; Jimenez-Valverde et al. 2006; Mundo-Ocampo et al. 2007 ). In theory, the asymptote's location represents the "true richness", i.e., the total number of species that would be observed with a hypothetical infinite sampling effort (Soberon and Llorente 1993; Colwell and Coddington 1994; O'hara 2005; Jimenez-Valverde et al. 2006 ). The quality of the fitting of the equation to the curve and, thus, the reliability of the plateau should relate directly to the number of replicates.
The current study addresses the estimation of regional richness using a novel approach. First, we extrapolate to the asymptote of the SAC for three data sets, each with a large number of replicates and from three different types of marine benthic communities. Second, using the asymptote's location as a reference for "true" regional richness, we then compare precision, bias, and accuracy of the regional richness produced by six different estimators -Michaelis-Menten (MM), ACE, Chao1, Chao2, Jack1, and Jack2. Finally, we quantify the estimation error as a function of sampling effort.
Materials and procedures
For this study, we explored three sets of benthic communities: (i) soft-bottom: In Kiel Bay, Western Baltic, (54°38.3′ N, 10°39.6′ E) 70 replicates of macrofaunal samples were collected to investigate the performance of species richness estimation techniques. The 70 samples were collected from the same site in the early autumn of 1995 at the Station "Millionenviertel 14" using a 1000 cm 2 van Veen grab at a depth of 24 m (covering a total of 7 m 2 of sea bed). Samples were preserved in 4% formaldehyde and later identified to species level (Rumohr 1999; Rumohr et al. 2001) . (ii) In spring 2006, in Helgoland Island, North Sea (54°11.4′ N, 07°55.2′ E) one of us (NV) sampled sessile hard-bottom communities and identified them to species level in 52 replicate quadrates of 400 cm 2 in intertidal rocky abrasion platforms. The study site "Nordostwatt" covers approximately 450 m 2 and is located in the northeast part of the island and was extensively studied and inventoried by Janke (1986) . Janke (1986) ) for 5 mo at Madeira Island, Portugal, NE Atlantic (32°38.7′ N, 16°53.2′ W). The panels were distributed in 12 PVC rings (60 cm dia, 25 cm height) hung from a buoy at approximately 0.5 m depth. Minimum distance between rings was 5 m. The original study focused on the influence of disturbance and nutrient enrichment in hard-bottom assemblages (CanningClode et al. 2008) . For the purpose of this analysis, only sessile species on untreated control panels were taken into consideration. Hereafter, these datasets are referred to as soft-bottom, natural hard-bottom, and artificial hard-bottom, respectively.
Predicting the asymptote of the SAC-Species accumulation curves (SAC) were used (PRIMER 6, Clarke and Gorley 2006) to calculate the total number of species observed ("Sobs Curve") at maximum sample size. Here, we used 52 replicates as maximum sampling size for all habitats because this was the maximum replicate number found in all habitat samples. Replicates were permuted randomly 999 times. The analytical form of the mean value of the accumulation curve over all permutations was given by the UGE Index (Ugland et al. 2003) . Ugland et al. (2003) developed a total species curve (T-S curve) from SAC obtained from single subareas. This curve can then be extrapolated to estimate the probable total number of species in a given area (Ugland et al. 2003) . They showed for the Norwegian continental shelf that the conventional SAC gave a large underestimation compared with the T-S curve. To estimate the asymptote of the SAC (which we treat as 'true' regional richness in this analysis) for all habitats, the nonlinear Morgan-Mercer-Flodin (MMF) growth model (Morgan et al. 1975 ) was chosen. The MMF model was selected by the curve fitting software CurveExpert (Hyams 2005 ) because of its superior fit regarding coefficient of correlation (r ) and standard error of the estimate (SE ) in all three data sets. The MMF model takes the form:
where y is species richness, and x represents the number of replicates. The parameters a, b, c, and d have the following interpretation: a is the calculated ordinate intercept of the replicatesspecies richness curve; c represents the maximum species richness. i.e., asymptote of the curve, as the number of replicates (x) approaches infinity; b and d are model parameters that describe the shape of the curve between the two extremes (Morgan et al. 1975) . This model was previously used in two studies that performed a regional estimation of deep sea and littoral nematodes (Lambshead and Boucher 2003; Mundo-Ocampo et al. 2007 ). In those studies, estimates were obtained by extrapolation from a SAC based on number of individuals, rather than number of samples based on the UGE index as we do here.
Species richness estimations using variable replicate numbersWe employed the frequently used software 'EstimateS' (version 7.5, Colwell 2005) to investigate the effect of sample size (number of sampling units representing the replicates of 'local richness') in estimating regional richness. This program computes sample-based rarefaction curves for a variety of species richness estimators, presenting the mean number of random sample re-orderings. Rarefaction and SAC were computed ten times (using 10 randomly drawn sub-sets of replicates from the entire data-set) for the replication levels 2, 4, 8, 16, 32, and 52 for each habitat. Because there were 70, 52, and 56 available replicates for the soft-bottom, natural hard-bottom, and artificial hard-bottom data sets, respectively, there was a higher chance of samples overlap when selecting the 32 and 52 samples sets. The rarefaction curve was based on 100 randomizations of the number of replicates sampled. We focused our investigation on five non-parametric estimators as well as on the asymptotic Michaelis-Menten (MM) richness estimator (Raaijmakers 1987) (Table 1) . These six estimators were previously used in several evaluations and were reported to perform well (Walther and Moore 2005 , see their table 3). Rosenzweig et al. (2003) theoretically differentiated these two varieties of estimators. Non-parametric estimators intend to overcome sample-size insufficiencies and to report the number of species present in sampled habitats. They operate only on the results obtained from a subset of the total data set and do not represent an extrapolation. In contrast, MM extrapolates species number to the asymptote of the SAC (Rosenzweig et al. 2003) . 'EstimateS' calculates the MM estimator in two ways: (i) for each of the 100 randomizations, which is then averaged (MMRuns), or (ii) the mean accumulation curve is calculated by averaging over 100 accumulation curves derived from 100 runs (MMMeans). We used the latter because of its less erratic estimation (Colwell 2005; Walther and Moore 2005) .
Estimator performance evaluation-Following Walther and Moore (2005), we calculated three different quality indicators that are commonly used to describe the performance of the chosen estimators: bias, precision, and accuracy. Bias quantifies the mean difference between an estimated richness and the true species richness. For measuring bias, we used the scaled mean error:
where A is the asymptote of the SAC, E j is the estimated
species richness for the j th replicate, and n is the number of replicates. Positive and negative bias indicates overestimation and underestimation, respectively.
Precision measures the variability of estimates among repeated estimation runs for a given sample. For measuring precision, we used the complement of the coefficient of variation, the latter being the ratio of deviation (SD) and mean ( ):
Accuracy measures the closeness of an estimated value to the true richness (Brose and Martinez 2004) . It is often measured using the mean squared error, combining bias, and precision (Hellmann and Fowler 1999) . Here we applied the scaled mean square error according to the formula:
where A is the asymptote of the SAC, E j is the estimated species richness for the j th sample, and n is the number of replicates. Quantifying the relation between estimation error and number of replicates-The relative estimation error of the six estimators was expressed using the following formula:
where y is the estimation error (in percent), E represents the estimated species richness given by an elected estimator, and A is the asymptote of the SAC in a given habitat. The estimation error was then plotted against the number of replicates using a logarithmic model. This model takes the form:
where y represents the underestimation of a given estimator when compared with the asymptote of the SAC of a given habitat, x is the number of replicates, and a and b are model parameters. Here too, the model was selected by the curve fitting software CurveExpert based on a high value of r and low estimate SE.
Assessment
Predicting the location of the asymptote-In all three habitats, species richness increased as a function of sampling effort (Fig. 1) . The total number of species observed in maximum sample size, i.e., 52 replicates, was 55 species in the soft-bottom habitat, 43 species for the natural hard-bottom assemblages, and 32 species for the artificial hard-bottom habitat (Fig. 1) .
The MMF model was chosen to extrapolate and predict the location of the asymptote. This model described the data of the SAC for the three habitats very well, with r ≈ 1 for all curves (Table 2) . Nevertheless, the model performed less well for the natural hard-bottom assemblages as indicated by a greater standard error of the estimate. The asymptote of species richness (parameter c) was located at 103 species for soft-bottom, 65 for natural hard-bottom, and 38 for the artificial hard-bottom habitat (Table 2) .
Estimator's performance-In general, Jack2 performed better (with respect to bias and accuracy) at all replicate levels (low sampling effort: < 8 replicates; intermediate sampling effort: 8-16 replicates; high sampling effort: > 16 replicates) in the three habitats (Fig. 2) . The estimator MM also had a satisfactory performance at low replication for all habitats, but with increasing sampling effort, its performance in terms of bias and accuracy improved less steeply as for the other estimators. In most cases, at low and intermediate sampling effort, Chao1, Chao2, and ACE performed worse. Bias decreased with rising sampling effort and was consistently negative (i.e., underestimation) for all estimators in the soft-bottom and natural hard-bottom habitats ( Fig. 2A-B) . In the artificial hard-bottom habitat, too, all six estimators underestimated the asymptote of the SAC with the single exception that at replicate level 52, Jack2 produced the only overestimation ever observed (Fig. 2C) . Generally, the underestimation was more pronounced for the softbottom communities. Accuracy improved steadily with increasing replication, with a similar slope in all community types, but generally more smooth in the soft-bottom communities (Fig. 2D-F) . Jack2 was the most accurate estimator in all habitats when replication exceeded 2. At low and intermediate sampling effort, MM was as accurate as Jack2 for the natural and artificial hard-bottom habitats (Fig. 2E -F) . In contrast, MM was the least accurate estimator for the soft-bottom community (Fig. 2D ) and at high sampling effort for the other two habitats.
Precision of the estimation increased rapidly in the first 10 replicates and more slowly after that (Fig. 2G-I ). This pattern was similar in all communities, probably because it is a statistical property (i.e., it approximates to the standard deviation). Nevertheless, in the natural hard-bottom assemblages, Jack2 showed a high imprecision at intermediate sampling effort due to a large variability of species richness within replicates (Fig.  2H) . In this habitat both of the Chao estimators showed weak precision at low sampling effort. Precision was 1 at maximum sampling effort for the natural hard-bottom habitat as there was only one possible combination of the 52 replicates (Fig.  2H) . MM showed high precision in almost all levels of replication and all community types. While the shapes of all curves are comparable for the 3 community types, for a similar quality of estimation fewer replicates are required for the artificial hard-bottom community than for the soft-bottom community.
In summary, Jack2 seems to be the most appropriate choice at all levels of sampling effort for all habitats. MM constitutes an alternative solution at low sampling effort for the natural and artificial hard-bottom habitats.
For all community types and all estimators, the relative estimation error and its error decreased with increasing replication (Fig. 3) . It should be noted, however, that the decrease in error, especially at replication levels 32 and 52, might be an artifact caused by the statistically increased probability of resampling of the same replicates.
In the soft-bottom data-set, underestimation was never lower than 35%, even at maximum sampling size (Fig. 3A) . In the natural hard-bottom communities, it was always larger than 20% (Fig. 3B) .The underestimation was lowest for the artificial hard-bottom habitat (Fig. 3C) . At low sampling effort, which probably is the most common case in ecological studies, MM and Jack2 yield a substantially better estimation of regional richness than the other four estimators for all assemblages. At maximum sampling size for the artificial hard-bottom habitat, average estimation error was below 20% for MM, ACE, Jack1, Chao1, and Chao2, while Jack2 overestimated the asymptote of the SAC (Fig. 3C) .
To investigate in more detail the estimation error in all habitats, we have selected a logarithmic model and the Jack2 estimator due to its best overall performance. The logarithmic model properly described the data for all habitats ( Fig. 4 ; softbottom: r = 0.98, SE = 2.67; natural hard-bottom: r = 0.98, SE = 3.39; artificial hard-bottom: r = 0.96, SE = 5.51). The estimation error decreases with increasing replication. Based on this model, we quantified the bias caused by low replication for all habitats (Table 3) . With each doubling of replication number the estimation error by Jack2 decreases in average by 6.6% for the softbottom habitat, 8.4% for the natural hard-bottom habitat, and 8.5% for the artificial hard-bottom habitat (Fig. 4, Table 3 ).
Fig. 1. Species accumulation curves (SAC) for the three community
types. These curves were plotted using the UGE index calculated in PRIMER 6.0 Overall, we have demonstrated that Jack2 performed best in all habitats. Using the logarithmic model, we predict that one would need 1865 samples to reach the asymptote of the SAC in the soft-bottom habitat (Table 3) . For the natural and artificial hard-bottom habitats, a considerably less sampling effort would be required to reach the asymptote of the SAC.
Discussion
Studies that are searching for a clear understanding of the local versus regional diversity pattern in the marine environment have often defined the number of species in a region by questioning experts or consulting available species inventories (e.g., Witman et al. 2004; Harrison et al. 2006) . In many poorly studied areas, however, true regional species numbers are unknown. Therefore the statistical estimation of regional richness, based on a limited number of replicates, constitutes an important alternative for the marine realm. In the present study, we have evaluated the potential and limitations of such an approach. For this purpose, we selected three data sets with a large number of replicates from different temperate shallow water habitats. We compared the performance of six different estimators of regional richness against the asymptote of the species accumulation curve (SAC) using randomly selected replicates for a range of sample sizes.
The most conspicuous outcome of this analysis is that as a general rule the estimation of regional species richness based on local assemblages underestimates the asymptote of the SAC, regardless of habitat type, number of replicates, or selected estimator. The only exception was when a single estimator, Jack2, using 52 replicates overestimated the asymptote of the SAC in the artificial hard-bottom habitat. For all estimators, the amount of underestimation gradually decreased with increasing sample size.
Fig. 2. Bias (panels A-C), accuracy (D-F)
, and precision (G-I) of the selected estimators (MM, Chao1, ACE, Chao2, Jack1, and Jack2) for the three habitats using variable replicate numbers. *In panel H, precision was 1 at replicate level 52 as there was only one set of 52 replicates.
The estimation error was greatest in the soft-bottom environment, followed by the natural hard-bottom and the artificial hard-bottom habitats. Nevertheless, the similarity of the estimation error patterns between the three data sets is surprising in view of the (intentional) differences between the selected samples regarding community type, community age, diversity and method of sampling. For instance, the size of a single sampling unit was 1000, 400, and 225 cm 2 , in the softbottom, natural, and artificial hard-bottom samples, respectively. Thus, at comparable species density, a single replicate for the soft-bottom habitat possibly contained a larger proportion of the regional species pool than in the other samples. Also, the suspended PVC panels used for the Madeira data-set can be considered island communities on patchy substrata, with diversity possibly constrained by habitat (panel) size, whereas the samples from the other two data sets were subareas from much larger contiguous habitats. Sample unit size and patchiness of habitat may affect the similarity between replicates and, thus, the initial slope of the curve. Moreover, the slow accumulation and consequently, the larger number of replicates required to reach the plateau in the soft bottom sample may be linked to the number of rare species present, as well as to the sensitivity of the sampling method.
Despite the extensive differences between the samples chosen with regard to size of sampling area, patchiness of habitat or age of community, the performance of the estimators applied to the described data sets was comparable. This may be indicative of a remarkable robustness of the observed pattern. The fact that the six estimators underestimated the asymptotic species richness is consistent with other studies that use the same and other estimators (e.g., Petersen and Meier 2003; Brose and Martinez 2004; Cao et al. 2004) . Beyond the general similarity among estimator's performances, Jack2 was more accurate and less biased for all habitats in almost all replication levels. In contrast, MM exhibited a high precision in all habitats. At low sampling effort, MM and Jack2 performed best in terms of bias, accuracy, and precision for the natural and artificial hard-bottom communities. For the soft-bottom community, Jack2 was clearly the least biased and the most accurate estimator at all levels of replication. For estimations based on larger samples, both Chao1 and ACE seem to perform slightly better than MM but worse than Chao2 and both Jackknifes. These findings are comparable to some previously reported results. For instance, the study by Walther and Moore (2005) found that Chao2 (Chao 1987) performed best while Jack2, Jack1, and Chao1 ranked second, third, and fourth, respectively. The MMMean and ACE estimators were reported to perform worse (Walther and Moore 2005) . Although they did not evaluate the performances of ACE, MM, and Jack2, Foggo et al. (2003) concluded that amongst 6 different techniques to estimate marine benthos species richness, Chao1 represented the best nonparametric alternative for a limited number of survey units. In contrast, Ugland and Gray (2004) argue that Chao1 severely underestimates the true richness in Fig. 3 . Percentages of asymptotic species richness estimated by MM, Chao1, ACE, Chao2, Jack1, and Jack2 using variable replicate numbers for the (A) soft-bottom, (B) natural hard-bottom, and (C) artificial hard-bottom habitats. Means and 95% confidence intervals are indicated (n = 10). Dashed line indicates the asymptote of the SAC given by the UGE index. *In panel B at replicate level 52 confidence intervals are zero as there was only one set of 52 replicates.
benthic assemblages of the Norwegian continental shelf. In their study, Chao1 predicted approximately 1100 species from a data-set with 809 species. Nevertheless, when surveying larger areas of the shelf than the ones they use in their analysis (see their Table 1 ), over 2500 species were found (Ugland and Gray 2004) . The large underestimation by Chao1 is caused by infrequent species (Ugland and Gray 2004) . In a recent evaluation of 15 different estimators using arthropods abundances, Hortal et al. (2006) concluded that the performance of 10 estimators were highly dependent on the level of replication. In that study, Chao1 and ACE showed a higher precision at low replication but the superiority of these two estimators over the rest decreases with increasing sample size. Conversely, in a study using Monte Carlo simulations, Brose and Martinez (2004) showed that ACE, Chao1, Chao2, and Jack2 were positively biased under high replication. However, in some of the previously mentioned studies, true richness was estimated based on inventories, experts, simulated landscape models, or museum collection data (Brose et al. 2003; Petersen and Meier 2003; Brose and Martinez 2004; Cao et al. 2004; Hortal et al. 2006) and not on real and numerous community sub-units, as done in this study. If incomplete lists suggest a lower-than-real regional richness, apparent overestimations may result. Only one of the previously mentioned studies has estimated true richness based on the asymptote of the species accumulation curve (Foggo et al. 2003) .
In this study, we estimated true regional richness by extrapolation of the SAC given by the UGE index using the non-linear Morgan-Mercer-Flodin (MMF) growth model (Morgan et al. 1975 ). The MMF model was previously employed in two surveys on the diversity of deep sea and littoral nematodes (Lambshead and Boucher 2003; Mundo-Ocampo et al. 2007) . Lambshead and Boucher (2003) estimated the marine nematode species richness in 16 locations. They have compared the estimations given by the MMF model with the non-parametric incidence-based coverage estimator (ICE - Lee and Chao 1994; Chazdon et al. 1998; Chao et al. 2000) . In 88% of cases, the estimation given by the extrapolation was higher than the estimation provided by ICE. In one instance, both methods provided identical estimates of nematodes species, in another one ICE produced higher numbers (Lambshead and Boucher 2003) . Mundo-Ocampo et al. (2007) used the same approach to compare nematode biodiversity in two shallow, littoral locations of the Gulf of California. In both locations, the MMF extrapolation gave a higher estimation of nematode richness than ICE (Mundo-Ocampo et al. 2007 ). Both studies did not attempt to quantify the relationship between estimation error and low replication, as we do here. In opposition to these investigations where SAC were plotted as a function of the accumulated number of individuals, our study uses SAC plotted against the accumulated number of samples. Deciding which type of curves to use depends on the nature of the data available (Gotelli and Colwell 2001) . If sample-based data are available, a SAC based on samples is preferable, as it can account for natural levels of sample patchiness (i.e., heterogeneity between replicates) in the data (Gotelli and Colwell 2001) . A further distinction of the present study from the investigations by Lambshead and Boucher (2003) and Mundo-Ocampo et al. (2007) is the use of the T-S curve (given by the UGE index) developed by Ugland et al. (2003) followed by the MMF model fitting to it. The resulting extrapolation of the asymptotic richness is a more realistic estimation than the usual SAC (Ugland et al. 2003) .
We demonstrate that the minimum sampling effort to reach a realistic estimation of true regional richness is variable among communities or sampling methodology. Below this threshold sampling effort estimation is negatively biased. The unavoidable estimation error caused by low replication can, Fig. 4 . Estimation error by Jack2 using variable replicate numbers for the soft-bottom, natural hard-bottom, and artificial hard-bottom habitats using the logarithmic model y = a + b ln(x). Means and 95% confidence intervals are indicated (n = 10). Based on the logarithmic model, we calculated the approximate estimation error by Jack2 (%) to compensate the bias caused by low replication. With the same model we also calculated for each habitat, the required sampling effort for the Jack2 estimator to be unbiased (y (0)).
however, be quantified as shown in this paper. In addition, the logarithmic function used to quantify the estimation error also informs at which sampling effort the estimation approaches the asymptote of the SAC. Consequently, we predict that if a weaker estimator in terms of performance is chosen, the logarithmic function will approach the x-axis far later, i.e., a greater amount of replicates would be required to equal the asymptote of the SAC. The extrapolation of the SAC is a computation and the shape of the curve is affected by the presence/absence of rare species in the samples as well as the amount of samples used in the model. To assess how well the plateau reflects the "real" regional richness, we compared the plateau values obtained by our approach to the numbers provided by existing comprehensive inventories in the three systems. (i) A 30-year-long survey of the soft-bottom macrofauna in the Kiel Bay, Western Baltic Sea lists 184 species at the Station "Millionenviertel 14" (Rumohr, pers com) . (ii) On Helgoland island, three extensive studies in the same sub-habitats we used here, reported 53 sessile animal species (Janke 1986; Reichert 2003) and 39 species of macroalgae (Inka Bartsch, unpublished data). (iii) Finally, studies on the diversity of hard-bottom communities growing on artificial substrata conducted during three consecutive years in the south coast of Madeira Island (Jochimsen 2007; Canning-Clode et al. 2008 , Manfred Kaufmann, unpublished data) reported a total of 44 species growing on the same type of substrata, depth, and study site as the artificial hard-bottom data-set in this analysis. Compared to these values, our extrapolation still underestimates the "real" richness of the investigated habitats by 44% for the soft-bottom, 29% for the natural hard-bottom, and 14% for the artificial hard-bottom habitats. However, it should be noted that the reference lists include species from several seasons, years, and successional stages, which, in contrast to our data set, do not necessarily co-exist at the local scale. Regional species pools based on such inventories may include species not susceptible to recruit into the community considered because they are restricted to different habitats and seasons.
We conclude that regional richness can be estimated from sub-samples, that the quality of the estimation increases with sample size, and that the magnitude of the unavoidable estimation error can be quantified and, thus, corrected to some extent. We encourage further studies to include data from more locations and then provide more robust correction values to compensate the bias caused by low replication.
