A key component in many RNA-Seq based studies is the production of multiple replicates for varying experimental 10 conditions. Such replicates allow to capture underlying biological variability and control for experimental ones. However, 11 during data production researchers often lack clear definitions to what constitutes a "bad" replicate which should be 12 discarded and if data from failed replicates is published downstream analysis by groups using this data can be hampered. 13 Here we develop a probability model to weigh a given RNA-Seq experiment as a representative of an experimental condition 14 when performing alternative splicing analysis. Using both synthetic and real life data we demonstrate that this model 15 detects outlier samples which are consistently and significantly different compared to samples from the same condition. 16 Using both synthetic and real life data we perform extensive evaluation of the algorithm in different scenarios involving 17 perturbed samples, mislabeled samples, no-signal groups, and different levels of coverage, and show it compares favorably 18 with current state of the art tools.
and Ψ (2)
To simplify computations, we consider the marginal distribution of Ψ for each junction:
i,j to be the number of reads mapping to junction j of LSV i in experiment t. Rather than using D i,j,m to be the total read rate for LSV i, 
In other words, Ψ is informed by the ratio of junction read rates. Indeed, as J j=1 µ for each j. 93 We marginalize over the bootstrap samples by averaging their probability densities:
To simplify notation, let Ψ | µ t = Ψi,j | {µ 
where µ T,m = {µ t,m }t∈T . A marginalization over m = 1, . . . , M exists and is a generalization of Equation 
In order to estimate ρT (s) for suspected outlier s, we define a per-LSV metric of dissimilarity between Ψ distributions for 107 each experiment relative to the group consensus.
108
Definition 2.2. Let X and Y be two continuous random variables with pdfs fX and fY , respectively, such that at least 109 one of their pdfs is nonzero on the interval I. The Lp divergence between X and Y is defined as
If X and Y are discrete random variables with pmfs fX and fY , respectively, such that at least one of their pmfs is nonzero 111 for a ≤ k ≤ b, then the Lp divergence between X and Y is defined as
Setting X = Ψ i,j with pdf f med , in Equation 10, we have 113 dp Ψ
From this point, we define d
i,j . We can summarize the Lp divergences of each replicate with 115 respect to LSV i by taking the max divergence for each replicate over the junctions:
This leads into our primary postulate for outlier detection.
is large for sufficiently many LSVs i. 118 We say d 
1 Because we bootstrap D ( i,j t) to capture more of the posterior variance in Ψ, we cannot explicitly define ft in closed form. The median distribution, similarly, cannot be defined in closed form. To accommodate this, we discretize both distributions over fixed-width bins on the interval [0, 1].
Thus it is natural to model |Kt| as a Binomial(n, p) random variable with parameters n = |KT | and p = |T | −1 . In practice, however, the variance of the Binomial distribution (in this case, |KT |(|T |(1 − |T |)) −1 ) does not fit well variability of real 127 data (data not shown). We account for this by letting p ∼ Beta(α, β) with parameters α, β such that
where θ is a user-defined dispersion hyperparameter. In our experiments, setting θ = 0.10 was sufficient to capture outlier 129 samples in scenarios that included clear biological replicates. Under the full Beta-Binomial model, we finally define
We further adjust these weights so that P (|Kt| ≥ EΘ[|Kt|] = 1:
the definition in [16], the RR graph is plotted as a function of n, n and not n N A , n N A because the algorithms compared in 147 this work varied greatly in terms of the overall number of events reported as significantly changing (NA).
148
We acknowledge some key caveats regarding the usage of the reproducibility ratio RR and the number of significant 149 events detected (NA) to assess an algorithm's performance. First, both RRA and NA are not inherent characteristics of an 150 algorithm A but rather a combination of an algorithm and a dataset. Furthermore, different algorithms may use different 151 statistical criteria to call a splicing variation significantly changing. Consequently, their NA may vary greatly. Second, 152 reproducibility by itself is not a measure of accuracy as algorithms can be highly reproducible yet maintain a strong bias.
153
In order to better assess accuracy of methods for differential splicing quantification, we perform two additional tests of 154 performance. First, we assess a lower bound on the number of false positives (FP) by creating a balanced mix between 155 experimental conditions. Consequently, the two groups being compared are expected to be identical mixes of biological 156 conditions. The significantly changing events under this test (N ns ) are expected to be FPs. However, since we can not rule 157 out inherent unknown bias even within the no-signal groups, we compute R(N ns ), expecting it to be close to 0. We then To observe the impact of disagreement on Ψ in a controlled fashion, we use a real replicate and perturb it to create a 166 synthetic new pseudo-replicate outlier using the following procedure: (c) Set E[Ψ * l,1 ] = min(max(E[Ψ l,j ] + σδ, 0), 1).
4. For l ∈ LSVs \ L, set µ * l,j = µ l,j .
5. For l ∈ LSVs, set µ * l,j = γµ * l,j .
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Observe that when γ = 1 and 0 ∈ {θ, δ}, the synthetic perturbation does not alter µ for any LSV. We measure the effect of 175 variations in θ, δ, and γ on ρT and RR by applying the above Ψ perturbation to one replicate in set S1. In an extreme case, we explore the effects of mislabeling a sample. We simulate this by swapping out one replicate in the 178 set S1 with a sample from a different condition within the same dataset. The results described here were derived using data from two different studies. 
