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We propose an enhanced approach to the extrapolation of mean potential forces acting on
atoms of solute macromolecules due to their interactions with solvent atoms in complex
biochemical liquids. It improves and extends previous extrapolation schemes by including
additionally new techniques such as an exponential scaling transformation of coordinate
space with weights complemented by a dynamically adjusted balancing between the least
square minimization of force deviations and the norm of expansion coefficients in the ap-
proximation. The expensive mean potential forces are treated in terms of the 3D-RISM-
KH molecular theory of solvation (three-dimensional reference interaction site model with
the Kovalenko-Hirata closure). During the dynamics they are calculated only after every
long enough (outer) time interval, i.e., quite rarely to reduce the computational costs. At
much shorter (inner) time steps, these forces are extrapolated on the basis of their outer
values. The equations of motion are then solved using a multiple time step integration
within an optimized isokinetic Nose´-Hoover chain thermostat. The new approach is ap-
plied to molecular dynamics simulations of various systems consisting of solvated organic
and biomolecules of different complexity. Namely, we consider hydrated alanine dipep-
tide, asphaltene in toluene solvent, miniprotein 1L2Y and protein G in aqueous solution. It
is shown that in all these cases, the enhanced extrapolation provides much better accuracy
of the solvation force approximation than the existing approaches. As a result, it can be
used with much larger outer time steps, leading to a significant speedup of the simulations.
a)Electronic mail: omelyan@icmp.lviv.ua
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I. INTRODUCTION
Molecular dynamics (MD) is one of the most important methods in studying various proper-
ties of different systems. Being originally designed sixty years ago1 to simulate elastic collisions
between hard spheres, it was further extended to investigate simple liquids with more realistic po-
tentials of interactions between particles.2–5 During the last several decades, the method of MD
has been developed to describe much more complicated systems, such as proteins in aqueous
solution.6–18 However, prediction of the structure and functioning of proteins in computer sim-
ulations still remains a challenging task.19 The main problem is that the processes responsible
for conformational and folding equilibria in these complex bioliquids take place on time scales
ranging from microseconds up to minutes.8–13 With the present capabilities of high-performance
computers, the all-atom MD simulations of large proteins are limited, as a rule, to hundreds of
nanoseconds.20 This is, of course, insufficient to observe folding events even for simple proteins.
Despite the development of massively parallel computing hardware including inexpensive graph-
ics processing units (GPUs), it has remained infeasible to simulate the folding of atomistic proteins
using conventional MD beyond the microsecond scale.21
Various improvements to the conventional MD method have been proposed to obviate the prob-
lem with long time scales. Among them it is worth mentioning the replica exchange approach,
hyperdynamics, implicit-solvent techniques, as well as the combination of MD with a molecu-
lar theory of solvation (many other approaches exist for increasing computational efficiency of
atomistic MD simulations and for speeding up conformational sampling, for a review see, e.g.,
Refs.22–24). In the replica exchange approach,25–31 a large number of short runs are carried out
in parallel at different temperatures. During such runs, after certain time intervals the spatial
configurations of macromolecules are periodically exchanged with a Metropolis rate (like in the
Monte-Carlo method). Due to the presence of high-temperature replicas this allows to increase the
probability for overcoming local minima separated by high-energy barriers inherent in the protein
energy landscape. As a result, the necessary simulation length corresponding to each replica will
be much shorter than the real folding time. However, the whole simulations must cover a wide
temperature range with levels spaced closely enough to enable exchanges with high acceptance
ratios. This significantly increases the total computational expenses.
In the hyperdynamics,32–35 the potential energy landscape is modified by raising energy minima
that lower below a defined threshold level, while leaving those areas lying above the threshold un-
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changed. As a result, barriers separating adjacent energy basins are effectively reduced, providing
the simulation access to conformational space that cannot be easily accessed in convenient MD
simulations. Using the inherent power of GPUs, it was shown35 that hyperdynamics simulations
over several hundreds of nanoseconds are able to deal with conformational changes in proteins
that typically occur on the millisecond time scale. However, the hyperdynamics approach requires
the construction of biased potentials which should be equal to zero at transition states and posi-
tive in minima in order to accelerate the dynamics. Such a construction appears to be not trivial,
especially for large proteins. Moreover, the long-time behavior obtained from the hyperdynamics
can differ from the true dynamics due to the possible presence of transition-violating correlated
events.
Another way to simplify the MD simulations of proteins is to replace all explicit atoms of sol-
vent (water) molecules by a dielectric continuum with a predefined permittivity. Then we come to
implicit-solvent methods which drastically reduce the number of particles to keep track of in the
system and, thus, significantly speed up MD simulations. An extra effective acceleration comes
from much faster sampling of the conformational space afforded by implicit solvent potentials
which are much smoother in coordinate than the original interactions. In the context of hydration
of biomolecules, the implicit-solvent methods can reproduce polar solvation forces with either the
generalized Born36–38 or the Poisson-Boltzmann39 models, while nonpolar interactions are empiri-
cally accounted by the solvent accessible surface area model supplemented with additional volume
and dispersion integral terms.40,41 However, because of their empirical nature, such methods, in-
volving a lot of adjustable parameters, lead to a less accurate description than the explicit-solvent
approach.35,42 Moreover, they work well only for the hydration free energy but are not transferable
to other solvents, cosolvents and solvent systems, in particular, to electrolyte solutions. In addition,
the implicit-solvent methods cannot describe missing solvent size effects such as a desolvation bar-
rier in protein aggregation and are inadequate to reproduce solvation of internal cavities such as
narrow channels.
The above drawbacks of the implicit-solvent methods are absent in the 3D-RISM integral equa-
tion theory43–58 of molecular liquids (three-dimensional reference interaction site model) comple-
mented with the Kovalenko-Hirata (KH) closure.47,50,53 In the hybrid MD/3D-RISM-KH simula-
tions, individual trajectories and dynamics of solvent molecules are contracted to quasiequilibrium
3D density distribution functions of their interaction atomic sites around the solute biomolecule in
successive conformation snapshots. The time evolution of the biomolecule becomes quasidynam-
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ics steered with mean solvation forces obtained for each conformation of the biomolecule from
the 3D-RISM-KH molecular theory of solvation.59–63 The latter is derived from the first principles
of statistical mechanics and uses explicitly the atomistic interaction potentials of the biomolecule
and solvent molecules (force field). The 3D-RISM-KH mean solvation forces statistically aver-
aged over the distributions of an infinite number of solvent molecules are thus added to the direct
intramolecular interactions for integrating the equations of motion of atoms in the biomolecule. A
chief advantage of such a hybrid approach is that slow processes in the system, such as reequili-
bration of solvent due to conformational changes of the solute biomolecule, distribution of ions
and protein-ligand binding (which constitute a major challenge for conventional MD) are readily
accounted for by 3D-RISM-KH mean solvation forces and excluded from the quasidynamics. This
leads to a radical squeezing of time scales and, thus, to a substantial speedup of the simulations.
Pioneering MD/3D-RISM-KH simulations have been carried out by Miyata and Hirata59 for
hydrated acetylacetone using the standard reference system propagator algorithm (RESPA)64–66 in
the microcanonical ensemble to integrate the equations of motion. However, the maximal time
steps were limited only to 5 fs because of resonance instabilities.67–72 The latter appear in con-
ventional MD and hybrid MD/3D-RISM-KH simulations due to the multiple time step (MTS)
interplay between strong intramolecular (solute-solute) and weak intermolecular (solute-solvent)
forces. In conventional MD, the accuracy of MTS simulations can be increased by carrying out
processed phase-space transformations.73,74 Employing these transformations within an energy-
constrained scheme, it was demonstrated75 in MD simulations of water that outer time steps up to
16 fs are possible. But such steps cannot exceed the theoretical limiting value of 20 fs inherent
in the microcanonical description. Moreover, in the MD/3D-RISM-KH simulations59 the integral
equations were solved too frequently (every 5 fs), significantly slowing down the calculations. In
order to damp the MTS instabilities, the MD/3D-RISM-KH approach has been extended60 to the
canonical ensemble within the Langevin dynamics.76,77 Introducing a method of solvation force
extrapolation (SFE), it has been shown for hydrated alanine dipeptide that time steps up to 20 fs
are acceptable.60 They, however, are still smaller than those available in conventional MD simula-
tions by the isokinetic Nose´-Hoover chain RESPA (INR) integrator, for which outer time steps of
100 fs or even larger are possible.78–85
Not so long ago, an optimized isokinetic Nose´-Hoover chain (OIN) canonical ensemble has
been derived for more efficient elimination of MTS instabilities in MD simulations.61 It improves
the INR method78,79 and other canonical-isokinetic schemes80–85 by coupling each set of Nose´-
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Hoover chain thermostats to some optimal number of degrees of freedom in the system. Slightly
modifying SFE of Ref. 60, the OIN integrator has been jointed with the MD/3D-RISM-KH ap-
proach. On an example of alanine dipeptide dissolved in water it has been proven61 that the OIN
ensemble is superior to the Langevin and INR schemes. In particular, large outer time steps of
order of several hundred femtoseconds can be employed, providing a speedup up to 20 times
with respect to conventional explicit-solvent MD. A method of advanced solvation force extrap-
olation (ASFE) in MD/3D-RISM-KH simulations has been developed, too.62 Here, a global non-
Eckart-like rotation of atomic coordinates was utilized to minimize the distances between the
biomolecule sites in different conformations at successive time steps. Then, extending the list of
outer (reference) configurations, it has been shown that ASFE can provide a significantly better
accuracy of the force evaluation than SFE. This has allowed to apply huge outer time steps up to
tens of picoseconds without affecting equilibrium and conformational properties. As a result, the
MD/OIN/ASFE/3D-RISM-KH simulations have accelerated by a factor of 100 to 500 compared
to explicit solvent models. However, the applications were restricted to a relatively simple system
of hydrated alanine dipeptide.
Recently,63 the ASFE approach was extensively modified and generalized to obtain nearly the
same speedup for more complicated systems, including proteins. Rather than carrying out a ro-
tational of the whole molecule, individual non-Eckart-like transformations were performed for
each atom of the biomolecule. The individual scheme appreciably accelerated convergence of
the extrapolated forces to their exact values with increasing the number of basic outer coordi-
nates. Other techniques, such as an extension of the force-coordinate pair list to select the best
subset and static balancing of the normal equations have been reconstructed, too. This resulted
in a generalized SFE (GSFE) approach. It was demonstrated that GSFE can reach a high level
of accuracy of the solvation force approximation at huge outer steps of order of 1 to 2 ps even
for proteins. The MD/OIN/GSFE/3D-RISM-KH simulations provided a 50- to 1000-fold effective
speedup of conformational sampling compared to conventional MD. The GSFE/3D-RISM-KH ap-
proach complemented by the OIN integrator has been implemented in the well-known and widely-
used AMBER package of biomolecular simulation programs.86 Using this approach we have been
able63 to fold the 1L2Y miniprotein from a fully extended state in about 60 ns of the 3D-RISM-
KH quasidynamics for the first time, in contrast to an average physical folding time of 4-9 µs
expected in conventional MD and observed in real experiment.87,88 Note that so far, there have
been no publications on folding this simplest protein by conventional MD despite the existence of
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highly specialized supercomputers, like Anton.89 The reason is that the µs scale is still practically
unreachable in one MD run for most supercomputers, while the use of specialized hardware will
lead to huge expenses of time and efforts.
In the present study, we go beyond GSFE and further improve the extrapolation strategy by
additionally advancing to two new techniques such as an exponential scaling transformation of
coordinate space with weights and a dynamical balancing between the minimization of force de-
viations and the norm of expansion coefficients arising during the approximation. The first one
is aimed at better linearization and smoothing of solvation forces, resulting in an overall increase
of the accuracy of the extrapolation. The second technique provides exact results in limits when
the current spatial configuration appears to be close enough to any one of those containing in the
reference list. This is contrary to the previous approximation schemes where the approximated
values of solvent forces in such limits do not coincide with those related to the reference configu-
rations. The new enhanced approach is applied to MD/OIN/3D-RISM-KH simulations of different
solvated organic and biomolecular systems including proteins. It is shown that the enhanced ex-
trapolation provides much better accuracy of the solvation force approximation than the existing
approaches and can be used with much larger outer time steps, leading to a significant acceleration
of the simulations.
II. 3D-RISM-KH THEORY OF SOLVATION
Model. — Let us consider a solute macromolecule (protein) consisting of M atoms dissolved
in liquid composed of a large number of solvent molecules with M ′ atomic sites. The potential
energy of such a system can be cast in the form86
U(r1, r2, . . . , rM+M ′) =
nonbonds∑
i,j
(
aij
r12ij
− bij
r6ij
)
+
electrostatic∑
i,j
qiqj
rij
+
bonds∑
i
kb,i(bi − bi,0)2
+
angles∑
i
kθ,i(θi − θi,0)2 +
dihedrals∑
i
kφ,i
(
1 + cos[niφi − ϕi]
)
, (1)
where the summations are performed over all M solute and M ′ solvent atoms with i 6= j if i
and j belong to the same atomic type. In the rhs of Eq. (1), the first term denotes the van der
Waals interactions modeled by a Lennard-Jones function. The second one represents the electro-
static potential between atoms i and j with separation rij = |ri − rj| and is given by Coulomb
interactions. The third term is the potential between two chemically-bound atoms, modeled as a
6
simple harmonic potential. The fourth contribution represents a bond-angle dependence involving
three atoms and is also modeled by a harmonic potential. Finally, the fifth term relates to a di-
hedral angle (torsion) potential which is periodic and depends on four atom coordinates. Eq. (1)
requires the following type specific parameters: aij (repulsion), bij (attraction), qi (charge), kb,i
(bond strength), bi (bond length), bi,0 (equilibrium bond length), kθ,i (angle strength), θi (bond
angle), θi,0 (equilibrium bond angle), kφ,i (barrier for rotation), φi (dihedral angle), ni (number of
maxima) and ϕi (angular offset). They are fixed for a certain model and obtained from so-called
force fields based on quantum mechanical calculations and experimental data.90–92
Mean-potential forces. — Conventional MD simulations deal with instantaneous forces
−∂U/∂ri acting on all the particles (i = 1, 2, . . . ,M + M ′) of the solute-solvent system un-
der investigation. Here, the number of solvent molecules should be much larger (ideally infinite)
than that of solute ones, i.e. M ′  M , to have a good statistics and neglect the finite-size effects.
In particular, for a biomolecule with M ∼ 103 − 104 atoms such a number has to be of order of
M ′ ∼ 105 − 106 or more. This appreciably complicates the simulations because a vast majority
of the computational costs is spent on the evaluation of intermolecular solute-solvent and solvent-
solvent potentials. Note that in common practice, the concentration of solute macromolecules is
small and the interactions between them are neglected (infinite dilution limit). Since we are in-
terested exclusively in the study of conformational and folding behavior of a solute biomolecule,
there is no sense in considering explicitly the dynamics of a huge number of solvent atoms. In
view of this the main idea of an abbreviated description consists in the following. Firstly, we
divide the full potential energy (1) into solute-solute U and solute-solvent U contributions,
U(r1, r2, . . . , rM+M ′) = U(r1, r2, . . . rM) + U(r1, r2, . . . , rM+M ′) , (2)
where ri denotes the position of atom i and the last term in the rhs of Eq. (2) includes also solvent-
solvent interactions. Secondly, instead to deal with the instantaneous solute-solvent and solvent-
solvent potentials we can replace them by their mean-potential counterpart,93,94
U(r1, r2, . . . , rM) =
∫
U e
− U
kBT drM+1drM+2 . . . drM+M ′∫
e
− U
kBT drM+1drM+2 . . . drM+M ′
, (3)
where kB denotes the Boltzmann constant and T is the temperature of the system. The mean
potential in Eq. (3) is obtained by statistically averaging U over all possible configurations of all
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M ′ solvent atoms at a given (currently fixed) conformation {r1, r2, . . . rM} of the solute macro-
molecule.
Note that U depends only on M solute atomic positions in contrast to the original potential U
which is a function of M +M ′ coordinates of all atoms in the system. This significantly simplifies
the consideration because M  M ′. Taking into account Eqs. (2) and (3), the original dynamics
of the system can be reduced to a quasidynamics of the macromolecule in the presence of mean-
potential forces fi = −∂U/∂ri, where i = 1, 2, . . . ,M . The total force acting on atom i of the
macromolecule will then be equal to fi = fi+fi, where fi = −∂U/∂ri are the instantaneous forces
due to the interactions between solute atoms inside the macromolecule. Another chief advantage
of the reduced description is that the replacement of U by U appreciably enhances sampling of
protein conformational space. This follows from the fact that averaging out solvent degrees of
freedom to mean-potential forces eliminates an astronomical number (M ′ M ) of local minima
in the energy landscape of U arising from local solvation structure fluctuations. As a result, we
come to the U-quasidynamics in which the most slow processes (such as reequilibration of solvent
due to conformational changes of the solute macromolecule) are excluded, leading to a substantial
squeezing of the time scale.
3D-RISM-KH approach. — Despite this time-scale squeezing, the quasidynamics requires an
explicit form of the mean-potential forces. Eq. (3) cannot be applied to practical calculations
because it leads to an undoable M ′-dimensional integration (M ′ ∼ 105 − 106). However, such an
integration can be obviated by using the 3D-RISM-KH molecular theory of solvation.46–58 The 3D-
RISM integral equations are derived from the 6D-Ornstein-Zernike relation51 by partial averaging
over orientations of solvent molecules around their interaction sites α to contract orientational
degrees of freedom of the system. The result is47,50
guvα (r) = 1 +
∑
β
∫
dr′cuvβ (r− r′)χvvβα(r′) , (4)
where guvα (r) and c
uv
β (r) are the 3D distribution and direct correlation functions for solvent atoms
of types α and β, respectively, while χvvαβ(r) denotes the site-site susceptibility of the solvent
(the superscripts “u” and “v” stand for solute and solvent species). Function guvα (r) describes the
3D distribution of interaction site α of solvent molecules at position r around the solute macro-
molecule. The spatial convolution in Eq. (4) can be calculated by exploiting the 3D fast Fourier
transform on a supercell for the short-range parts of the correlations, while the long-range elec-
trostatic asymptotics of the correlation functions is separated out and treated analytically.48,50,95–98
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The radially dependent susceptibility function χvvαβ(r) = ς
vv
αβ(r) + (g
vv
αβ(r)− 1)ρvα is calculated in
advance, where ςvvαβ(r) denotes the intramolecular correlation function specifying the geometry of
solvent molecules. The radial distribution function gvvαβ(r) in pure solvent with site number density
ρvα is obtained from the dielectrically consistent version of the 1D-RISM formalism.
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The set of integral equations (4) to be solved uniquely with respect to guvα (r) and c
uv
α (r) must be
complemented by a closure relation. The exact relation can be expressed51 as a series of multiple
integrals of the total correlation function ζuvα (r) = g
uv
α (r)−1. However, being computationally in-
tractable, it is replaced in practice with amenable approximations which should analytically ensure
asymptotics of the correlation functions and features of the solvation structure and thermodynam-
ics to properly represent the solvation physics. The KH closure by Kovalenko and Hirata47,50,53
just satisfies these criteria. It reads
guvα (r) =

exp
[
ξuvα (r)
]
for ξuvα (r) ≤ 0
1 + ξuvα (r) for ξ
uv
α (r) > 0
, (5)
where ξuvα (r) = −uuvα (r)/(kBT ) + ζuvα (r) − cuvα (r) are the indirect functions and uuvα (r) =∑
i u
uv
iα (|r− ri|). The interaction atom-atom potential uuviα (|r− ri|) between solvent atom of type
α located in r and solute site i located at ri are explicitly determined according to a force field (see
Eq. (1)). Having the correlation functions, the solvation free energy of the solute macromolecule
can readily be derived in a closed analytical form as47,50,53
µsolv = kBT
∑
α
ρvα
∫
dr
(
1
2
(
ζuvα (r)
)2
Θ
(− ζuvα (r))− cuvα (r)− 12ζuvα (r)cuvα (r)
)
, (6)
where Θ denotes the Heaviside function. Then the solvation forces fi, acting on each atom i of
the solute macromolecule and representing the mean-potential ones for our system, are calculated
by spatially differentiating µsolv with respect to ri, where i = 1, 2, . . . ,M . In view of Eq. (6) this
yields59,60
fi = −
∂U
∂ri
= −∂µsolv
∂ri
=
∑
α
ρvα
∫
drguvα (r)
∂uuviα (r− ri)
∂ri
. (7)
The 3D-RISM integral equation (4) with the KH closure (5) are solved numerically by iterations
using the modified algorithm of direct inversion in the iterative subspace (MDIIS).48–50,52,100,101 It
accelerates convergence of integral equations by optimizing each iterative solution in a Krylov
subspace of typically last 10-20 successive iterations and then making the next iterative guess
by mixing the optimized solution with the approximated optimized residual. Memory and CPU
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load in the MDIIS numerical solver are decreased by up to an order of magnitude using the core-
shell-asymptotics treatment of solvation shells.52 The computational expenses can further be sig-
nificantly reduced with several strategies, including a high-quality initial guess for the 3D direct
correlation functions cuvα (r); pre- and post-processing of the 3D solute-solvent potentials u
uv
α (r),
the long-range asymptotics of the 3D correlation functions cuvα (r) and g
uv
α (r) as well as solvation
forces; several cutoff schemes and an adaptive solvation box.60 Additional speedup can be reached
by using a multigrid version of the MDIIS algorithm.102
III. ENHANCED SOLVATION FORCE EXTRAPOLATION (ESFE)
Exponential scaling linearization with weights. — Though the above accelerated convergence
of the 3D-RISM-KH integral equations, the calculation of solvation forces (7) requires, neverthe-
less, much larger computational efforts than that of intramolecular interactions fi = −∂U/∂ri.
Thus, the idea is to converge the expensive integral equations only after every long enough (outer)
time interval during the quasidynamics. At much shorter (inner) time steps, these forces can be
approximated using a fast extrapolation. Indeed, contrary to the instantaneous solute-solvent inter-
actions−∂U/∂ri evaluating in conventional MD, the solvation forces fi = −∂U/∂ri are relatively
smooth. This means that the latter vary with changing time and coordinates much slower than
the former. The reason is that the solvation forces are obtained at a given conformational state
{r1, . . . , rM} of the solute atoms by statistically averaging over all possible equilibrium configu-
rations of the solvent molecules. As a result, the repulsive cores and other strong components (see
Eq. (1)), existing in instantaneous solute-solvent interactions−∂U/∂ri, will be merely absent after
the averaging in fi = −∂U/∂ri. Because of this smoothness, the 3D-RISM-KH forces allow to be
extrapolated, so that the integral equations can be handled less frequently, increasing the efficiency
of the MD simulations.
According to Eq. (7), the solvation force fi acting on a given atom i (where i = 1, 2, . . . ,M )
of the macromolecule actually depends on M − 1 vector coordinates rij = ri − rj , where j 6= i,
which define the relative positions of all neighbouring atoms around reference site i, i.e.,
fi ≡ fi(r1, r2, . . . , rM) ≡ fi(ri1, . . . , rii−1, rii+1, . . . , rM) ≡ fi({rij}) . (8)
This follows from the translational invariance of solvation interactions when the total system (so-
lute plus solvent) is arbitrarily shifted as a whole. The first important step of our new enhanced
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approach is to perform such a scaling transformation of rij to new vectors %ij to obtain the most
linear dependence of fi on %ij . Then we will be entitled to apply a linear extrapolation of %ij , au-
tomatically providing the approximation of fi with minimal uncertainties (see below). Remember
that we deal with a (M − 1)-multdimensional (M  1) function fi({rij}) in which the explicit
forms of the coordinate dependencies are unknown (the solvation forces are calculated numeri-
cally and cannot be expressed analytically). Because of this a full linearization is impossible in
our case, but we can use general properties of fi({rij}) to linearize it in part. They are: (i) effective
magnitude of fi decays with increasing interatomic separations rij = |rij| at their large enough
values, leading to the limiting behaviour lim{rij}→∞ fi({rij}) = 0, (ii) at a given rij 6= 0, the
contribution to solvation force acting on atom i caused by atom j (j 6= i) depends on type of the
latter and is negligible at rij = 0, and (iii) the total solvation force acting on the macromolecule
as a whole is equal to zero, i.e.,
∑
i fi = 0.
Many analytical expressions can be involved to model the above properties. The most simple
choice is an exponential scaling of vectors rij without changing their directions,
%ij = w(rij)rij , w(rij) = wij exp(−ηijrij) , (9)
where w(rij) denote the transformation functions, ηij = ηji ≥ 0 are the scaling parameters and
wij = wiwj > 0 stand for the weights obeying the normalization
∑
iw
2
i = M . This scal-
ing tries to reproduce feature (i) and exactly provides the true zeroth limiting behaviour since
limrij→∞w(rij) = 0. The weights try to take into account the fact (ii) that the influence of atoms
on fi({rij}) can depend on their type. In addition, %ij = 0 at rij = 0 by construction. Moreover,∑
ij %ij = 0 as this is required by property (iii) since
∑
ij rij = 0. Indeed, w(rij) depends only on
magnitude of vector rij but not on its direction, while ηij together with wij are symmetrical with
respect to the substitution i ↔ j. For illustration of the scaling transformation, consider a virtual
system of two (M = 2) particles in one-dimensional space −∞ < x1,2 < ∞ influencing one on
another through the forces f1,2(x) = ±x exp(−η|x|), where x = x1 − x2, satisfying all of the
above three properties. Then making the transformation X = x exp(−η|x|) fully linearizes this
force in the new variable, i.e., f1,2(X) = ±X .
Apart from the unform distribution wi ≡ 1, there are three additional variants to build the
weights, namely,
wi =
√
〈f2i 〉
1
M
∑M
j=1〈f2j〉
, wi =
|qi|(
1
M
∑M
j=1 q
2
j
)1/2 , wi = mi(
1
M
∑M
j=1m
2
j
)1/2 (10)
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corresponding to the averaged-force, charge, and mass weighting, respectively, where qi is the
charge and mi is the mass of atom i. Note that in the force scheme, the weights are not constant
and change during the simulations, where 〈 〉 denotes the averaging over the produced atomic
trajectories. The truncation w(rij) ≈ 0 at large separations rij > rc,ij can be applied to reduce
the computational costs, where rc,ij = rc + lnwj/ηij and rc is the fixed truncation radius. The
concrete variant of the weighting scheme as well as the values of ηij and rc are chosen in such a
way to provide the best effective overall linearization.
Individual rotation transformations. — Let fi,k be the solvation forces acting on solute sites
i = 1, 2, . . . ,M at N previous outer time steps k = 1, 2, . . . , N for which the 3D-RISM-KH
integral equations are converged. The relative atomic positions at these steps will be denoted
by rij,k. The forces fi,k and positions rij,k for a given i are ordered in such a way that larger
numbers of k correspond to earlier moments tk of time, i.e., tN < tN−1 < . . . < t2 < t1. The
next outer moment is denoted by t0 > t1. Let rij(t) be the current relative coordinates at some
inner time point t belonging to the interval ]t1, t0[. The total number of these points is equal to
P = (t0 − t1)/∆t = h/∆t  1, where h = tk−1 − tk and ∆t are the outer and inner time steps,
respectively (h ∆t).
The second main idea of the new approach is to find such local rotational transformations
Rij = Si%ij = Siw(rij)rij ≡ w(rij)Sirij of the scaled positions %ij = w(rij)rij for each atom
i = 1, 2, . . . ,M (where j = 1, . . . , i − 1, i + 1, . . . ,M ) that provide the most smooth behavior
of the solvation forces Fi = fi({Rij}) in the transformed coordinates. For the discrete set (k =
1, 2, . . . , N ) of the basic coordinate knots ri,k, the desired transformation Rij,k = Si,k%ij,k =
w(rij,k)rij,k with rij,k = ri,k − rj,k can be determined by minimizing the distances between all the
transformed outer coordinates Rij,k and some origin point %∗ij = w(r
∗
ij)r
∗
ij (where S ≡ I) lying in
the extrapolating region as
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j)
(
w(rij,k)Si,krij,k − w(r∗ij)r∗ij
)2
= min (11)
for each given i = 1, 2, . . . ,M and k = 1, 2, . . . , N . Here Mi =
∑M
j=1
′
Θ(r∗ij − rc,j)w(rij) is
the effective number of neighbours and
∑′ stands for j 6= i. The current inner coordinate rij(t)
should also be transformed analogously by Rij(t) = Si(t)%ij = w(rij)Si(t)rij(t), where Si(t) is
found from the minimization
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j)
(
w(rij)Si(t)rij(t)− w(r∗ij)r∗ij
)2
= min . (12)
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Note that Si,kw(rij,k)rij,k = w(rij,k)Si,krij,k and Si(t)w(rij)rij(t) = w(rij)Si(t)rij(t) because
the rotational matrices change only directions of vectors but not their lengths, i.e., Si,krij,k = rij,k
and Si(t)rij(t) = rij(t).
Any choice for the reference point r∗ij = rij(t
∗) with t1 ≤ t∗ ≤ t ≤ t0 can be in principle
acceptable, where t is the current inner time and t1 is the most recent point from the basic outer
steps. However, the limiting values t∗ = t1 and t∗ = t are not recommended in the context of
efficiency. Note that in Eq. (11) we should carry out the transformation for each k = 1, 2, . . . , N
(and i = 1, 2, . . . ,M ) whenever r∗ij is changed, i.e., up NMP times if t
∗ = t, increasing the costs,
but only NM times at t∗ = t1. In the latter case, however, the origin r∗ij being equal to rij,1 may
appear to be too far from the current point rij(t) when the size of the outer time step h = t0− t1 is
large, lowering the accuracy. Thus, an optimal choice is when the origin r∗ij of the transformation
is updated after every 1 p P inner time step during the outer interval (t0− t1). This provides
a good accuracy at reasonable computational costs and will be referred to as a frequency reuse
regime. Note also that due to the presence of the weight scaling function w(rij), the j-neighbours
with larger interatomic distances (rij > 1/
√
ηij) give smaller contributions to Eqs. (11) and (12).
This is quite natural because the mean solvation forces fi decrease in mean with increasing rij at
large separations. At long enough rij > rc,j the correlations between rij and fi are diminished and
we put w(rij) = 0 in this range. Such a truncation concerns only the scaling transformation (9)
but is not applied when calculating the actual solvation forces fi,k.
It should be emphasized that the rotational superpositions (11) and (12) are carried out in-
dividually (i = 1, 2, . . . ,M ) for each atom of the macromolecule. They effectively take into
account local rotations of the solute molecule, which can be large due to the interactions with the
solvent. As a result, the changes of solvation forces fi({rij}) caused by such rotations will be
merely excluded in the transformed coordinate space {Rij} leading to the most smooth behaviour
of Fi = fi({Rij}). For example, in the case of rotating rigid segments constituting the macro-
molecule, the transformed forces Fi will be constant at all and thus can be extrapolated exactly.
These forces will be changed not so much even for flexible segments, since the magnitudes of the
atomic vibrational oscillations are small. Note also that Eqs. (11) and (12) look somewhat similar
to those of Eckart or Eckart-like approaches used to separate translational, angular and internal
motions of macromolecules.103–109 Our non-Eckart superposition scheme differs in several aspects
from the original Eckart method.108 It is modified by weight scaling transformations and applied
individually for each reference atom of the solute macromolecule. This results in local reorien-
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tations of atomic groups instead in a rotation of the molecule as a whole. Moreover, the newly
introduced non-Eckart scheme is aimed at optimizing the performance of MD simulations rather
than only at analyzing simulations or experimental data.108,110–112
The simplest way to obtain explicit expressions for the rotational matrix Si,k and Si(t) is to
represent them in terms of the four components quaternion q = {qx, qy, qz, qu} as113
S =

q2x + q
2
y − q2z − q2u 2(qyqz − qxqu) 2(qxqz + qyqu)
2(qxqu + qyqz) q
2
x + q
2
z − q2y − q2u 2(qzqu − qxqy)
2(qyqu − qxqz) 2(qxqy + qzqu) q2x + q2u − q2y − q2z
 (13)
with q2 ≡ q+q = q2x + q2y + q2z + q2u = 1. Inserting Eq. (13) into the superposition equations (11)
and (12) yields
1
2
q+
(
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j)Φij
)
q− 1
2
λ(q+q− 1) = min , (14)
where
Φij =
 (%
′
ij − %∗ij)2 2(%′ij × %∗ij)+
2(%′ij× %∗ij) I(%′ij+ %∗ij)2− 2(%′ij%∗ij++ %∗ij%′ij+)
 (15)
are the symmetric 4 × 4 matrices, %′ij is equal either to w(rij,k)rij,k or w(rij)rij(t) for the cases
Si,k or Si(t), respectively, λ is the Lagrange multiplier, I is the identity 3 × 3 matrix, × denotes
the vector product, and %∗ij = w(r
∗
ij)r
∗
ij . Differentiating (14) with respect to all four components
of q leads to the eigenvalue problem(
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j)Φij
)
q ≡ Φiq = λq . (16)
Because the lhs of Eqs. (11) and (12) are always greater or equal to zero, the matrix Φi is positive
semidefinite, leading to four eigenvectors q(1,2,3,4) and the same number of nonnegative associated
eigenvalues λ(1,2,3,4) ≥ 0 in Eq. (16). The latter are sorted in the ascending order, so that λ(1) is the
smallest eigenvalue. It coincides with the global minimum in Eqs. (11), (12) and (14) since for
any normalized eigenvectors q the following equality takes place: q+Φiq = λ. The normalized
eigenvector q(1) corresponding to the smallest eigenvalue λ(1) ≡ λ(1)i,k or λ(1)i is thus the quaternion
describing the desired transformation by the rotational matrix S ≡ Si,k or Si(t) [see Eq. (13)].
The next ideas of the enhanced approach are described below in the three successive subsec-
tions.
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Least-square minimization of uncertainties. — The solvation forces Fi = fi({Rij}) can be
represented in the transformed space as the power series of deviations of the current coordinate
vectors Rij from the origin values %∗ij for each i = 1, 2, . . . ,M as
Fi = fi({Rij}) = fi({%∗ij}) +
M∑
j=1
′ ∂Fi
∂Rij
∣∣∣∣
%∗ij
(
Rij − %∗ij) +O[(Rij − %∗ij)2] , (17)
where Ξij = ∂Fi/∂Rij is the Hessian (3M × 3M ) matrix. The second- and higher-order spa-
tial inhomogeneities O[(Rij − %∗ij)2] of fi({Rij}) can be neglected because of the above scaling
linearization and rotational transformations. Then from the form of Eq. (17) it immediately fol-
lows that extrapolation of solvation forces fi is reduced to an approximation of relative atomic
coordinates Rij . Indeed, a better representation of Rij automatically provides a more accurate
extrapolation of interactions fi, because the latter are (linear) functions of only {Rij} according to
Eq. (17).
Having the transformed coordinates at outer times steps, Rij,k = w(rij,k)Si,krij,k, and their
current value Rij(t) = w(rij(t))Si(t)rij(t) the latter can be extrapolated as follows. First, for
each atom i, the actual neighbouring positions Rij(t) are virtually approximated at a given inner
point t of the next outer time interval ]t1, t0[ by a linear combination of their previous outer values
as
R˜ij(t) =
N∑
k=1
A
(i)
k (t)Rij,k . (18)
The expansion coefficients A(i)k (t) in Eq. (18) can then be obtained as the best representation of
the solute neighbouring coordinates Rij(t) at time t in terms of their projections onto the basis of
N previous outer positions Rij,k by minimizing the square norm of the difference between Rij(t)
and their approximated counterparts R˜ij(t). Additionally imposing the normalizing condition on
the coefficients and minimizing their square norm, i.e.,
N∑
k=1
A
(i)
k = 1 ,
N∑
k=1
A
(i)
k
2
= min (19)
lead to the following least-square problem
1
Mi
M∑
j=1
′
Θ(r∗ij−rc,j)
(
Rij −
N∑
k=1
A
(i)
k Rij,k
)2
+ 2Λi
(
N∑
k=1
A
(i)
k − 1
)
+ εiR2i
N∑
k=1
A
(i)
k
2
= min (20)
for each i = 1, 2, . . . ,M . Here Λi is the Lagrangian multiplier, while εi > 0 and R2i ≥ 0 denote
the balance constants and dynamical functions, respectively, whose meaning and explicit forms
will be presented below.
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The forces Fi(t) at any inner time t ∈]t1, t0[ can be extrapolated on the basis of their outer
values Fi,k = fi({Rij,k}) employing a linear expansion procedure which is quite similar to that
for coordinates R˜ij(t), namely,
F˜i(t) =
N∑
k=1
A
(i)
k (t)Fi,k , (21)
where i = 1, 2, . . . ,M and the expansion coefficients A(i)k (t) are the same as those in Eq. (18).
This is justified by the linearity of expansion (17). In such a way, the coordinate minimization
(20) provides a minimization of deviations between the exact forces Fi(t) and their approximated
values F˜i(t) at each i, in the sense that [Fi(t)− F˜i(t)]2 = [
∑′
j Ξij(Rij − R˜ij)]2 = min according
to Eqs. (17) and (20). Note that the coordinate mapping is virtual meaning that Rij(t) are never
replaced by R˜ij(t). It is necessary only to find coefficients for the real force approximation (21).
The transformed forces Fi,k can be obtained from original values fi,k without direct recalcula-
tions Fi,k = f({Rij,k}) by taking into account the following identities
Fi,k = fi({Rij,k}) = fi({Si,k%ij,k}) = Si,kfi({rij,k}) ≡ Si,kfi,k , (22)
Fi(t) = fi({Rij(t)}) = fi({Si%ij(t)}) = Si(t)fi({rij(t)}) ≡ Si(t)fi(t) . (23)
They follow from the translational and orientational invariance of solvation forces. In particular,
when a system is rotated as a whole, the solvation force vectors will also be rotated on the same
angle around the some axis. In view of Eqs. (22) and (23), no additional direct recalculations are
needed, and the desired approximated forces in the usual coordinate space at each inner time point
t can be readily reproduced from Eq. (21) using the inverse rotational transformation
f˜i(t) = S
−1
i (t)F˜i(t) = S
−1
i (t)
N∑
k=1
A
(i)
k (t)Si,kfi,k . (24)
The inverse matrix can easily be evaluated taking into account that the rotational transformation is
orthonormal, i.e., S−1i = S
+
i , where S
+
i denotes the transposed matrix.
Normal equations with dynamical balancing. — There are several schemes to solve the least-
square problem (20), including the QR-factorization and normal-equation method.114,115 The latter
is the most efficient way to find the coefficients A(i)k for the force extrapolation (24). The normal
representation can be obtained by differentiation of Eq. (20) with respect to these coefficients and
Lagrange multiplier Λi for each i = 1, 2, . . . ,M . This leads to the following set of N + 1 linear
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equations 
G
ε(i)
11 G
(i)
12 . . . G
(i)
1N 1
G
(i)
21 G
ε(i)
22 . . . G
(i)
2N 1
...
...
...
...
...
G
(i)
N1 G
(i)
N,2 . . . G
ε(i)
NN 1
1 1 . . . 1 0


A
(i)
1
A
(i)
2
...
A
(i)
N
Λi

=

G
(i)
1
G
(i)
2
...
G
(i)
N
1

(25)
which should be solved for the same number of unknowns A(i)k at k = 1, 2, . . . , N and Λi, where
G
ε(i)
kk = G
(i)
kk + εiR2i with
G
(i)
kl =
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j) Rij,k ·Rij,l , (26)
G
(i)
k =
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j) Rij,k ·Rij , (27)
and l = 1, 2, . . . , N . The Lagrange multiplier Λ normalizes the linear equations according to
the constraint
∑
k Ak = 1 [see Eq. (19)]. The latter is necessary to make the extrapolation to
be automatically exact for the spatially homogeneous part of the interactions in the transformed
space, see the first term in the rhs of Eq. (17)]. The second term is reproduced approximately by
means of coordinate extrapolation (18). Note that the (N + 1)× (N + 1) square matrix in Eq. (25)
remains symmetrical since the εiR2i -addition concerns only diagonal elements.
The balance contributions εiR2i > 0 appear in Gε(i)kk as a result of the minimization
∑
k A
2
k =
min for the norm of the expansion coefficients [see Eq. (19)]. Such an additional minimization is
needed for the following reason. The dual (virtual coordinate and actual force) extrapolations (with
the same expansion coefficients) tentatively assumes that lowering of the coordinate residuals
should immediately lead to a decrease of the deviations between the approximated and original
forces. But this can be not so in general. For example, when the number N of knots approaches
the effective number of local internal degrees of freedom 3Mi of neighbouring atoms, the least-
square coordinate deviations (the first term in the lhs of Eq. (20)) will tend to the global (zeroth)
minimum. Then some or all coefficients Ak may accept large negative and positive values, despite
the imposed normalization
∑
k Ak = 1. It is well known from the general theory of extrapolation
and quadrature formulas that the existence of weights large in magnitude decreases the region of
stability, leading to an appreciable increase of the uncertainties outside of it. Moreover, at N >
3Mi the zeroth minimum can be achieved by different sets of Ak. The additional minimization
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εiR2i
∑
k A
2
k = min is introduced in Eq. (20) just to avoid the above singularity and deal with
unique solutions at any N . Non-zero values of εi allow one to effectively balance between the
two kinds of the minimization. Of course, the balancing parameters εi cannot be chosen too large
because then the minimization of the squared norm of Ak will be carried more aggressively than
that of the coordinate residuals. These parameters should be treated as a small quantity aiming
at improving the quality of solvation force extrapolation. Optimal values of εi can be found from
actual simulations to obtain the best accuracy.
Another important issue is to provide the coincidence of the extrapolated force f˜i(t) with one of
its knot value fi,k in situations when the current set of coordinates coincides with one (k∗-th say)
of those related to the reference list, i.e., when rij(t) = rij,k∗ for all j 6= i at a given i. Eq. (24)
says that this is possible provided A(i)k∗ = 1 with A
(i)
k = 0 for k 6= k∗ at each i = 1, 2, . . . ,M . On
the other hand, in view of Eq. (25) the latter conditions can be satisfied if and only ifRi = 0 when
{rij}(t) = {rij,k∗}. Thus the balance functionRi should present a measure of minimal deviations
of current local configurations {rij}(t) from the reference ones {rij,k}, or Rij from Rij,k in the
transformed space. Replacing Rij by R∗ij ≡ %∗ij according to the frequency reuse regime, the
obvious expression for this measure is
R2i (t) =
N
min
k=1
[
1
Mi
M∑
j=1
′
Θ(r∗ij − rc,j)
(
Rij,k −R∗ij
)2] ≡ Nmin
k=1
R2ik ≡
N
min
k=1
λ(1)i,k . (28)
Here the expression under minimization coincides with the lhs of Eq. (11), so the balancing func-
tion can be represented as the smallest eigenvalue λ1 ≡ λ(1)i,k among all k = 1, 2, . . . , N . In such a
way we come to the so-called dynamical balancing scheme where the force extrapolation provides
exact results in the limits when the local current spatial configuration is very close (or coincides,
then Ri = 0) with one of those containing in the reference set. This is in a contrast to previous
approximation schemes62,63 which apply the static balancing (Ri ≡ const) and, thus, distort the
true values of solvation forces in such limits.
Extending the reference list. — The accuracy of the force extrapolation will improve with
increasing the number of points N in the reference list. However, we cannot put N to be too
large because then the number of linear equations increases, too. These equations (25) need to be
solved frequently even in the frequency reuse regime, namely, NMp times, where 1  p  P
with P = h/∆t  1, reducing the efficiency of the extrapolation. A way to avoid this lies in
the following. We can extend the reference list from a relatively small number of N . 100,
say, to a larger value N ′  N by collecting the reference coordinates rij,k′ and forces fi,k′ with
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k′ = 1, 2, . . . , N ′ during a wide previous time interval ∆H = N ′h  Nh. Then the squared
distances R2ik′ ≡ λ(1)i,k′ in the 3M -dimensional space between the transformed outer coordinates
{Rij,k′} and the current origin point {R∗ij(t)} (see Eq. (28)) can be sorted in the ascending order
with respect to k′ at a given i, and the first N most closest (to R∗ij) points can be selected among
the extended set to satisfy the conditionRi1 < Ri2 < . . . < RiN . The forces fi,k′ must be resorted
synchronically with the coordinates rij,k′ to form the basic reference list, i.e., the best pair subset
with N points. It should then be used when performing the force extrapolation (24).
The above procedure can further improve the quality of the extrapolation, especially at N ′ 
N . The reason is that the choice of the nearest outer pairs in the transformed space additionally
reduces the coordinate region in which the extrapolation is performed. This leads to a decrease
of the coordinate residuals and, as a consequence, to an increase of the accuracy. In fact, such
an additional reduction minimizes the change in the transformed solvation forces during torsion
motions of the solute macromolecule. Note that such motion (characterizing by large amplitudes)
is responsible for transitions of the biomolecule from one conformational pool to another where the
torsion potential has a local minima. Thus, an optimal value for the expanded interval ∆H = N ′h
should be of order of the mean life time in local conformational minima. Then, whenever the
transition to other conformations occurs, we can quickly reselect the subset to fit the basic outer
points to the current solute conformation. The accuracy of such fitting is especially high if the
molecule has already been near this conformation at previous times.
Worth remarking is that the selecting procedure at N  N ′ requires only little extra numerical
efforts even for large enough N ′ & 103. The reason is that the computational cost grows linearly
with N ′ (at a tiny proportionality factor). Indeed, the selection needs to know only the lowest
eigenvalues λ(1)i,k′ of small 4 × 4 matrices and not their eigenvectors. The latter q(1)i,k are necessary
only for the best subset with k = 1, 2, . . . , N  N ′ to build the rotation matrix Si,k for the force
extrapolation (24). On the other hand, the computational efforts increase much more rapidly with
N , namely, proportionally to (N + 1)3, in order to find solutions to (N + 1) linear equations (25).
Note also that the selection procedure is performed only once per many (p 1) inner time steps,
further lowering the numerical expenses.
Resulting algorithm. — In view of the techniques introduced in the preceding subsections,
the resulting enhanced solvation force extrapolation algorithm can be briefly described as follows.
At the very beginning, the 3D-RISM-KH integral equations are solved after each ∆t of the N
first inner steps with no extrapolation to fill out the basic reference list. Then the extrapolation
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starts with N points and the extended list is accordingly completed step by step during the time
integration to achieve the maximal length withN ′ > N pairs. Since h can be much larger than ∆t,
we cannot put the outer step to be immediately equal to h ∆t. The reason is that this skews the
extrapolation because of the significant non-uniformity of the time intervals between the points
from the list. That is why the outer time interval should be increased smoothly every inner step
from ∆t until h with an increment of ∆t.
Further, after each p inner steps, we solve the eigenvalue problem (16) for the extended list with
N ′ coordinates. The first best N < N ′ points are selected by sorting the corresponding smallest
eigenvalues in the ascending order. The coordinates and forces related to the best subset obtained
are then transformed by individual non-Eckart rotation transformations in terms of the S-matrix
(13) constructed on theN smallest eigenvectors. Having the transformed coordinates, we build the
system of (N + 1) linear equations (25) and solve it for the expansion coefficients by an inversion
of the (N + 1) × (N + 1) matrix (26). The inversion is carried out only once during the time
interval p∆t because then this matrix remains unchanged, while the right-hand side vector in (25)
varies every ∆t according to Eq. (27).
Using the expansion coefficients, the solvation forces are extrapolated at each inner step ∆t
within the outer time interval t ∈]t1, t0[ of length h as the weighted sum of their N previous outer
transformed values, followed by the inverse transformation (24). The extrapolation procedure is
applied h/∆t times to achieve the next outer point. At that point, the solvation forces are again
calculated explicitly by solving the 3D-RISM-KH integral equations. The extended N ′-list is then
updated by the new outer force-coordinate pair, while the oldest one is discarded. All these actions
are repeated H/h times for the next outer intervals until the desired simulation time length H is
achieved.
This completes the derivation of the enhanced solvation force extrapolation (ESFE) algorithm.
IV. SOLVING THE ESFE/3D-RISM-KH EQUATIONS OF MOTION
Combining ESFE/3D-RISM-KH with MD. — The first issue in combining the ESFE/3D-RISM-
KH approach with the method of MD is the choice of statistical ensemble in which the dynamics
of the system will be considered. As was shown in previous MD simulations at the presence of ex-
trapolated 3D-RISM-KH solvation forces, the best ensemble in context of stability and efficiency
allowing large inner and outer time steps is the so-called optimized isokinetic Nose´-Hoover chain
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(OIN) thermostat.61–63 The equations of motion for solute atoms in hybrid MD/ESFE/3D-RISM-
KH simulations in the OIN ensemble steered with 3D-RISM-KH mean solvation forces which are
extrapolated with the ESFE approach can be cast in the following compact form
dΓ
dt
= LΓ(t) , (29)
where Γ = {r,v;σ,ν} denotes the extended phase space and L is the Liouville operator. The
extended space, apart from the full set of coordinates r ≡ {ri} and velocities v ≡ {vi} of all
solute atoms, includes also all thermostat frequencies ν ≡ {νκ,i} with κ = 1, . . . ,K and their
conjugated dynamical variables σ ≡ {σi}. The latter are introduced by means of the relation
dσi/dt = (τ
2
i ν
2
1,iν2,i−
∑K
κ=2 νκ,i), whereK is the number of chains per thermostat. The Liouvillian
can be split up as L =
∑M
i=1(Ai+Bi+Cv,ν,i+Cν,i+Cσ,i) into the kineticAi = vi ·∂/∂ri, potential
Bi =
(
fi
mi
− vivi · fi
2Ti
)
· ∂
∂vi
− vi · fi
2Ti
ν1,i
∂
∂ν1,i
, (30)
and chain-thermostat parts with
Cv,ν,i =
τ 2i ν
2
1,i
4
ν2,ivi · ∂
∂vi
+
(
τ 2i ν
2
1,i
4
− 1
)
ν1,iν2,i
∂
∂ν1,i
, (31)
Cν,i =
K∑
κ=2
(
ν2κ−1,i −
1
τ 2i
− νκ+1,iνκ,i
) ∂
∂νκ,i
, (32)
Cσ,i = −
(
τ 2i ν
2
1,iν2,i −
K∑
κ=2
νκ,i
)
∂
∂σi
. (33)
Mention that in the canonical OIN ensemble61 each atom is coupled with its own thermostat by
imposing the constraint Ti = 3kBT/2, where Ti = miv2i /2 + 3kBT/4τ
2
i ν
2
1,i/2 is the full kinetic
energy of the i-th subsystem. The quantity τi is related to the relaxation time, determining the
strength of coupling of atom i with its thermostat.
The total forces fi = fi + fi are now divided into the fast (f) solute-solute component fi and
slow (s) 3D-RISM-KH solute-solvent one fi. In view of Eq. (30), this results in the corresponding
splitting of the potential operator as Bi({fi}) = Bi({fi})+Bi({fi}) ≡ Bf +Bs. Remember that the
instantaneous solute-solute forces fi are calculated always directly (by −∂U/∂ri), while the 3D-
RISM-KH mean solvation forces fi are either evaluated explicitly [see Eq. (7)] or approximated
by f˜i using ESFE (24). In the latter case Bs({fi}) transforms to Bs({˜fi}) ≡ B˜s.
Multiple time step decompositions in OIN. — Acting in the spirit of the multiple time step
(MTS) decomposition method,75,81,82,109 the solution Γ(h) = eLhΓ(0) to Eq. (29) over the outer
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time interval h from an initial state Γ(0) can be presented61 as the following product of exponential
operators:
Γ(h) =
n∏
n′=1
eC
δt
2 eB
(n′)
fs
δt
2 eAδteB
(n′)
fs
δt
2 eC
δt
2 Γ(0) +O(δt2) . (34)
Here, n = h/δt  1 is the total number of sub-inner time steps with length δt  ∆t each,
C = Cv,ν + Cν + Cσ,
eB
(n′)
fs
δt
2 =

eBf
δt
2 eBs
∆t
2 , only once per h when n′/∆t
δt
= 1
eBf
δt
2 eB˜s
∆t
2 , for other inner steps, n′ = 2∆t
δt
, . . . , n
eBf
δt
2 , for all rest n′
(35)
is the generalized velocity propagator, ∆t is the inner (δt  ∆t  h) time step, O(δt2) is the
accuracy of the decomposition, and the subscript i is omitted for the sake of simplicity. Note
that we should first update (by eCδt/2 and eBδt/2) the complete set of velocities vi and frequencies
νκ,i belonging to all atoms (i = 1, 2, . . . ,M ) and thermostat chains (κ = 1, . . . ,K) before to
change the coordinates ri of all particles by eAδt. A nice feature of the OIN decomposition is that
the action of all the single-exponential operators which arise in Eqs. (34) and (35) on Γ can be
handled analytically using elementary functions.61
Therefore, the propagation Γ(t) = [Γ(h)]t/h of dynamical variables from their initial values
Γ(0) to arbitrary time t = H > 0 in future can be performed by consecutively applying the single
exponential transformations of a phase space point Γ in the order defined in Eq. (34). As can
be seen in Eq. (35), the fastest Bf-component of motion is integrated most frequently, namely,
n = h/δt times per outer interval h with the smallest (sub-inner) time step δt, while the (original
or approximated) slow 3D-RISM-KH forces are applied impulsively only every ∆t/δt sub-inner
step, i.e., h/∆t < n times. Note that almost all these impulses (when ∆t  h) are obtained
by employing the extrapolated 3D-RISM-KH forces [Eq. (24)] in terms of operator B˜s, while
the explicit 3D-RISM-KH calculations (7) are used in Bs only once per outer time interval h.
Taking into account that the solute-solute forces are much cheaper to evaluate than the solvation
ones, obvious speedup is achieved as compared to the single time-stepping propagation (n = 1,
δt = ∆t) without extrapolation (∆t = h). Furthermore, the existence of the impulsive inner
time steps of length ∆t > δt gives a possibility of reducing the number of (either extrapolative or
direct) 3D-RISM-KH evaluations from h/δt to h/∆t. Finally, applying the ESFE approach allows
further significant improvement of the overall efficiency, since the most expensive 3D-RISM-KH
calculations are performed just once per outer step h.
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In view of the above, the following hierarchy of time steps
δt ∆t h Nh N ′h = ∆H  H (36)
should be set in order to achieve an optimal performance of hybrid MTS-MD/OIN/3D-RISM-
KH simulations using the ESFE approach. This completes coupling of ESFE with MD. We will
refer to the resulting scheme as a hybrid MTS-MD/OIN/ESFE/3D-RISM-KH method, or simply
OIN/ESFE/3D-RISM for brevity.
Mention that the quasidynamic obtained in MTS-MD/OIN/ESFE/3D-RISM-KH simulations
will differ from the true dynamics of conventional MD with explicit solvent. In particular, such
quasidynamics does not obey the Maxwell velocity distribution and, thus, unlike microcanonical
MD, cannot get us real time correlation functions. However, as was rigorously proven,61 the con-
figurational part of the extended partition function related to MTS-MD/OIN/3D-RISM-KH simu-
lations at targeted temperature T does coincide with the true canonical distribution of the physical
system in coordinate space. This is a very important feature because the original conformational
properties, including spatial atom-atom density distribution functions, can then be readily repro-
duced. Such quasidynamical sampling appears to be much more efficient than that following from
“real-time” (microcanonical or canonical) brute-force MD simulations (because of excluding slow
solute-solvent re-equilibration precesses, see Section 2).
V. APPLICATION OF MTS-MD/OIN/ESFE/3D-RISM-KH SIMULATIONS TO
SOLUTE-SOLVENT LIQUIDS
Numerical details. — The proposed MTS-MD/OIN/ESFE/3D-RISM-KH approach will now
be validated in actual simulations. First of all, the following six source files: SANDER.F,
RUNMD.F, MDREAD.F, MD.H, AMBER_RISM_INTERFACE.F and FCE_C.F were taken from
the original Amber 2018 package86 and accordingly altered to implement the approach into the
parallel program code. The systems considered are: (i) fully flexible model of hydrated alanine
dipeptide (M = 22 atoms), (ii) asphaltene (M = 336) in toluene (C6H5CH3), as well as (iii)
1L2Y-miniprotein (M = 304), and (iv) protein G (M = 862) both solvated in water (H2O).
Schematic representation of the molecular structures related to these four solute macromolecules
are presented in Fig. 1. The Amber03,90 Amber99SB91 and general Amber92 force fields were used
to model the interactions in alanine dipeptide and miniprotein 1L2Y, in protein G and asphaltene,
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(a) (b)
(c) (d)
FIG. 1. Schematic ball-and-stick representation of the molecular structures corresponding to (a) alanine
dipeptide (M = 22 atoms), (b) asphaltene (M = 336), (c) miniprotein 1L2Y (M = 304), and (d) protein
G (M = 862). Different types of atoms are shown by the following colors: white–Hydrogen, red–Oxygen,
green–Carbon, blue–Nitrogen and yellow–Sulfur.
respectively. Water was described by the modified cSPC/E model.50,59,60 The interaction constants
for toluene solvent were extracted from optimized potentials116 of the general Amber force field.
We applied free boundary conditions and an adaptive solvation box with varying sizes determined
by the current diameter of the solute molecule plus a buffer space of width Rb = 10 A˚. Note that
the mean diameters of the alanine dipeptide, asphaltene, miniprotein 1L2Y, and protein G macro-
molecules are about 9, 28, 26, and 42 A˚, respectively. The cutoff radius of the solute-solvent
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TABLE I. Sets of some parameters used in MTS-MD/OIN/ESFE/3D-RISM-KH simulations of different
systems.
System M η weight rc ε p N N ′ τ K hm
alanine 22 0.7 A˚−1 charge 6 A˚ 0.1 5 56 4000 10 fs 2 32 ps
asphaltene 336 0.85 A˚−1 mass 14 A˚ 0.5 25 36 4000 20 fs 4 8 ps
miniprotein 304 0.7 A˚−1 force 14 A˚ 0.1 25 56 1000 40 fs 8 8 ps
protein G 862 0.7 A˚−1 force 14 A˚ 0.1 25 56 1000 40 fs 8 4 ps
interactions was set to Rc = 14 A˚. No truncation was made for the solute-solute forces. The 3D-
RISM-KH integral equations were discretized on a rectangular grid with resolution δr = 0.5 A˚
and converged to a relative root mean square residual tolerance of δ = 10−4 using the MDIIS
algorithm.50 Further increase of Rc and Rb, as well as decrease of δr and δ did not noticeably
affect the results.
The number M of atoms per macromolecule, optimal values for the exponential scaling param-
eter ηij ≡ η, cut-off radius rc and balance parameter εi ≡ ε, as well as the frequency number p,
main basic and extended reference list lengths N and N ′ used in MTS-MD/OIN/ESFE/3D-RISM-
KH simulations for each system are presented in Table 1. Optimal types of the weighting scaling
scheme, the numbers K of chains, relaxation times τ ≡ τi of the OIN thermostat and maximal
allowed outer time steps hm are also given there. The sub-inner and inner time steps in the MTS
integration were always equal to δt = 1 fs and ∆t = 8 fs, respectively. Up eleven MD series
with different values of the outer time step, namely, h = 12, 24, 96, 200, 400 fs, 1, 2, 4, 8, 16,
and 32 ps have been carried out within the OIN/ESFE/3D-RISM-KH approach to obtain a whole
pattern (see figures below) on accuracy of the enhanced solvation force extrapolation. In each this
series, the numbers of points of the basic and extended sets vary in the ranges 1 ≤ N ≤ 100 and
N ≤ N ′ ≤ 4000. The total duration of the simulations wasH = 25−160 ns in dependence on the
system. For the purpose of comparison with ESFE, the results of the SFE,60 ASFE62 and GSFE63
extrapolation schemes have been prepared as well.
The runs were performed at a temperature of T = 300 K and a solvent density of ρ = 1 g/cm3
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for water and 0.87 g/cm3 for toluene. The simulations of miniprotein and protein G started from the
folded crystal conformations obtained in NMR experiment, taken from PDB (protein data bank)
structures 1L2Y117 and 1P7E,118 respectively. The initial structure of the asphaltene dimer was
based on the full geometry optimization using density functional theory at the ωB97X-D/6-31G*
level.119 The conventional canonical MD simulations of hydrated alanine dipeptide and minipro-
tein in explicit solvent were carried out, too, using Amber 2018 and involving the SPC/E120 and
TIP3P121 models of water with 1263 and 16895 molecules at Rc = 14 A˚ and 8 A˚ cutoffs in the
direct space for nonbonded electrostatic interactions. The truncation terms were handled by the
particle-mesh Ewald summation method122 with periodic boundary conditions. The equations of
motion were solved with a single time step of δt = ∆t = 2 fs (and no extrapolation) exploiting the
Langevin dynamics76 at a friction viscosity of γ = 1 ps−1 as well as SHAKE123,124 to fix hydrogen
bonds.
Results for extrapolation accuracy. — The accuracy of the extrapolation was estimated by
measuring the relative mean square deviations
Ψ =
1
2
〈∑M
i=1(˜fi − fi)2
〉1/2
〈∑M
i=1 f
2
i
〉1/2 (37)
of the approximated [Eq. (24)] forces f˜i from their original values fi [calculated explicitly via the
3D-RISM-KH relation (7)] at each outer time step, where 〈 〉 denotes the statistical averaging
along the whole simulation length. Note that during each h, the the deviations increase from zero
at the very beginning (when the inner coordinates coincide with those of the first basic point) to
maximal values at the end of the current outer time interval, so that the fraction 1/2 is necessary to
get mean values. It is worth remarking also that such an estimation does not require any extra com-
putational efforts, since it operates with outer forces which are already known during evaluation
of the equations of motion.
The relative mean square deviations Ψ obtained in the MD/OIN/3D-RISM-KH simulations of
hydrated alanine dipeptide, asphaltene in toluene, hydrated miniprotein, and protein-G in water
using various extrapolation approaches at most characteristic outer time steps h = 2 and 4 ps
are shown in parts (a), (b), (c), and (d) of Fig. 2, respectively, versus the number N of the basic
points (at a given N ′ = 4000 or 1000, see Table 1). These approaches are: the standard solvation
force extrapolation (SFE) scheme,60 advanced SFE (ASFE) of Ref. 62, generalized SFE (GSFE)
of Ref. 63, as well as the enhanced SFE (ESFE) proposed in the present paper. The SFE, ASFE,
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FIG. 2. Uncertainties Ψ of the solvation force approximation as functions of the numberN of basic points
in the reference list corresponding to the MD/OIN/3D-RISM-KH simulations of hydrated alanine dipeptide
(a), asphaltene in toluene (b), as well as miniprotein (c) and protein G (d) both in water using different
extrapolation approaches [see the text] at outer time steps of h = 4 or 4 2s.
GSFE, and ESFE functions Ψ(N) are plotted by the black, blue, cyan, and red curves, respec-
tively. The latter are solid (regular regime, p = 1) or dashed (frequency reuse regime, p  1,
Table 1). A variant GSFE′ of GSFE with global (instead of individual) rotational transformations
is also included (green curves). Remember that SFE uses only the least-square minimization (in
the basic reference list) with no extension, normalization, weighting, balancing, transformation
and truncation. In ASFE, the global rotational transformations, static balancing and extension of
the reference list are included additionally. GSFE considers in addition the individual (instead
global) rotations as well as simple weighting and truncation. Finally, the ESFE method addi-
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tionally contains the exponential scaling transformation with different weighting schemes and the
dynamical (instead static) balancing during the minimization.
As can be seen, the SFE approach leads to the worst accuracy of the force extrapolation with
the largest deviations Ψ for any values of N and h. Moreover the SFE function Ψ(N) exhibits
a singularity (described in Section 3) at N ∼ 3M which can be observed in Fig. 2a for alanine
dipeptide, where M = 22. Analogous SFE-singularity exist for other macromolecules, where
M ≥ 304 (they are not presented in Fig. 2a–d merely because N ≤ 100 there). The ASFE method
improves the SFE results only for alanine dipeptide and removes the singularity (by including the
balancing), while for asphaltene and proteins they remain practically the same. The reason is that
ASFE applies global rotation transformations with involving all M atoms of the solute molecule
without truncation. The global rotations (caused by the interactions with solvent and thermostat) as
a whole are significant only for small solute macromolecules, like alanine dipeptide. With increas-
ing the numberM of atoms, the amplitude of these diffusion-like rotations decreases, lowering the
efficiency of the global transformations. This efficiency can be somewhat improved by including
simple weighting and truncation, see the curves marked as GSFE′. Further improvement in the
extrapolation precision can be reached by applying the individual rotation transformations within
GSFE, where values of Ψ(N) are reduced appreciably. The best precision of the solvation force
approximation for all the systems is obtained within the ESFE method. Here the deviations Ψ(N)
between the exact and extrapolated values accept minimal values at each given N (see Fig. 2). In
particular, Ψ = 2%, 7.6%, 6%, and 7% at N = 96 for alanine dipeptide, asphaltene, minipro-
tein, and protein G, respectively. Moreover, the ESFE function Ψ(N) continues to decrease at
N > 100, while the GSFE approach exhibits a saturation in this range. Therefore, the exponential
scaling linearization with expanded weighting schemes and the dynamical balancing technique
used in this approach indeed allow to decrease the uncertainties to the lowest possible level. At
N & 36 this level almost does not change with increasing the frequency reuse number p from
1 up to 25 (take a look at solid and dashed red curves). This is very important feature since the
computational costs are smaller at larger p.
The relative uncertainties Ψ of the solvation force approximation as depending on the size of the
outer time step h at given optimal valuesN = 36 or 56 andN ′ = 4000 or 1000 (Table 1) is depicted
in Fig. 3 for the four systems and five extrapolation methods considered. Looking at this figure we
can say nearly the same words as those presented above when analyzing Fig. 2. Namely, for each
system and the same h, the differences Ψ(h) decrease when arranging the methods in the following
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FIG. 3. Uncertainties Ψ of the solvation force approximation as depending on the size of the outer time
step h regarded to the MD/OIN/3D-RISM-KH simulations of hydrated alanine dipeptide (a), asphaltene
in toluene (b), as well as miniprotein (c) and protein G (d) both in water using different extrapolation
approaches [see the text] at fixed N = 56 or 36.
order: SFE, ASFE or GSFE′, GSFE, and ESFE, confirming an evident superiority of the latter over
all the rest schemes. Huge sizes of the outer time step up to of order of h ∼ 4 − 32 ps can be
applied within the ESFE extrapolation, maintaining a significantly high accuracy of Ψ ∼ 2−10%.
For example, in the case of the miniprotein, the same ESFE deviation Ψ ∼ 10% at h = 8 ps is
obtained by GSFE at considerably shorter values of h ∼ 1.5 ps (see Fig. 3c). This means that the
MTS-MD/OIN/ESFE/3D-RISM-KH simulations can be accelerated up to 8/1.5 ∼ 5 times with
respect to those of GSFE. Similar speedup can be observed for other three systems (Fig. 3a,b,d).
It should be pointed out also that the ESFE function Ψ(h) is much more flat than in the case of the
SFE, ASFE, and GSFE′ approaches. This gives the potential possibility to use ESFE even with
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longer outer time steps. In particular, for alanine dipeptide the extrapolation deviations Ψ(h) are
independent of h at large enough outer time steps (see Fig. 3a). This can be explained by the fact
that such a system is characterized by a small number of equilibrium states with relatively short
times of life in them, namely, of order of nanoseconds. As a result, the extended reference list
with large N ′ = 4000 contains almost all important conformations already at h ≥ 1 ps for ESFE
because then ∆H = N ′h ∼ 4 ns. With increasing the complexity of the macromolecule, the
number of equilibrium states and the lifetimes in them grows rapidly. At finite N ′ ∼ 1000− 4000,
this leads to an increase of Ψ(h) with elongation of h (see Fig. 3b–d).
It is worth emphasizing that the estimation formula (37) provides only an upper limit of the
extrapolation uncertainties. Indeed, it involves scalar deviations (˜fi − fi)2 at the end of each outer
interval h without taking into account that the force f is a vector which can change its direction
during inner time steps. Such a change may lead to a compensation of uncertainties and, thus, to
their decrease. The fact that Eq. (37) overestimates the extrapolation errors is confirmed in Fig. 3,
where we see that Ψ(h) does not fall to negligible values even at a tiny outer time step of h = 12 fs,
while limh→0 Ψ(h) = 0 by definition. Instead, all the dependencies Ψ(h) in Fig. 4 tend to a some
finite level of Ψ0 ∼ 2 − 3% when h approaches very small values. Thus, the most simplest way
to correct the estimation given by Eq. (37) is to extract Ψ0 from Ψ, i.e., ∆Ψ = Ψ − Ψ0. More
accurate estimations could be to calculate the deviations at each inner time step. But this will
require enormous computational costs which are significantly larger than those needed for the
extrapolation of forces itself, making no sense to perform the estimations of such a kind.
Investigation of conformational properties. — Estimations of the extrapolation accuracy made
in the preceding subsection will now be confirmed in actual investigations of conformational prop-
erties. To accomplish this we consider two systems, namely, hydrated alanine dipeptide and
miniprotein in aqueous solution. In the first case we study the dipole moment distribution of
the solute molecule. The second one is devoted to protein folding.
The dipole moment distribution functions Q(ζ) of the hydrated alanine dipeptide molecule
obtained in MTS-MD/OIN/3D-RISM-KH simulations using the SFE, ASFE, GSFE′, GSFE, and
ESFE extrapolation methods are shown in Fig. 4. For the purpose of comparison, “exact” data re-
lated to conventional MD (CMD) with explicit solvent are also included there. Note that function
Q(ζ) presents the probability for the system to stay in a microscopic state with dipole moment
ζ . Because of this, it is normalized,
∫
Q(ζ)dζ = 1, where ζ = |ζ| is the magnitude of the
dipole moment ζ =
∑
i qiri of the solute macromolecule satisfying the electro-neutrality condi-
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FIG. 4. Dipole moment distribution of hydrated alanine dipeptide molecule obtained in MTS-MD/OIN/3D-
RISM-KH simulations using different extrapolation approaches with different outer time steps in compari-
son with “exact” data (see the text).
tion
∑
i qi = 0. Such a probability is very sensitive to the choice of solute and solvent models
125,126
as well as to any uncertainties in the force evaluations. Therefore, a comparison of Q(ζ) with its
“exact” counterpart is a good idea for testing any new approach. The “exact” (or rather “ex-
pected”) values of Q(ζ) were calculated with tiny time steps δt = 1 fs and ∆t = 4 fs without any
extrapolation (h = ∆t) to minimize the influence of all possible numerical uncertainties on the
results.
In the “exact” distribution function we can observe two clear peaks at ζ ≈ 3 D and ≈ 7.5 D
including some enhancement in intermediate region ζ ≈ 5.5 D. This corresponds to different con-
formational states of the alanine dipeptide molecule. A similar behavior of Q(ζ) was established
earlier for various force fields and water solvent models, and was compared with experimental
(infrared spectroscopy) results for the real system of hydrated alanine dipeptide.60,125 As we can
see, the SFE and GCFE′ schemes are not able to reproduce these features qualitatively even at a
relatively small outer time step of h = 1 ps. Here the deviations from the “exact” data are signifi-
cant, especially for SFE. The accuracy increases considerably when going to the ASFE and GSFE
approaches even through a huge outer time step of 32 ps is used. Nevertheless, the uncertainties
are still visible here although they are small. Only the ESFE curve at h = 32 ps is indistinguish-
31
able from the CMD data in the whole ζ-range. Therefore, as was theoretically predicted by us
above on the basis of the Ψ(h)-behaviour (Figs. 2 and 3), the deviations decrease when ordering
the extrapolation methods in the following sequence: SFE, GSFE′ or ASFE, GSFE, and ESFE.
In the second example we consider the ability of the new approach to study protein folding. The
corresponding MTS-MD/OIN/ESFE/3D-RISM-KH simulations were carried out at a size of the
outer time step of h = 4 ps using the same force field and parameters described at the top of this
section. The only difference is that now the temperature of the system was increased from T = 300
to 325 K to be consistent with previous investigations by the generalized Born91 and GSFE63
approaches. Moreover, the simulations started (t = 0) from a well denatured configuration. We
used the new cartoon representation with STRIDE127 in the VMD (Visual Molecular Dynamics)
package128 in which the secondary structure formations are assigned as follows: α-helix (purple),
β-sheet (yellow), turn (cyan), coil (white), and 310-helix (blue).
Six types of the tertiary structure of hydrated miniprotein obtained in our MD/OIN/ESFE/3D-
RISM/KH approach are presented in Fig. 5. They correspond to different simulation lengths,
namely, t = 0, 10, 15, 20, 30 and 40 ns. As can be seen, at t = 10 ns the miniprotein exhibits
a misfolding (aggregated) behaviour with the presence of β-sheets and incorrectly placed (with
respect to the native state) 310-helix formation. Soon at t = 15 ns, the α-helix and correct 310-
helix structures arise instead. With the course of time at t = 15 and 20 ns they are extended in
full, staying more and more close to their original forms. Already at t = 30 and 40 ns we can say
about almost folded conformations which only slightly differ from that of the completely folded
state. The latter is achieved nearly at t = 60 ns, where the atomic root-mean-square deviations
do not exceed about 1 A˚ with respect to the native configuration taken from the PDB of 1L2Y.117
The tertiary structure of hydrated miniprotein obtained at the end of the simulations at t = 60 ns
is shown in Fig. 6 together with isosurfaces of the density distribution functions guvα (r) of water
oxygen (α = O) and hydrogen (α = H). The isosurfaces related to a denatured configuration
at the beginning (t = 2 ns) are also plotted there for comparison. It should be mentioned that a
similar folding behaviour of the hydrated miniprotein was observed earlier within MD/OIN/3D-
RISM/KH using the GSFE scheme. However, a moderate size of the outer time step of h = 1 ps
was allowed to use there. Now, we was able to apply a much longer step of h = 4 ps, significantly
accelerating the simulations (see the next subsection).
Acceleration of simulations. — Speedup of the MTS-MD/OIN/3D-RISM/KH simulations was
investigated in the case of hydrated miniprotein using the GSFE and ESFE approaches within the
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FIG. 5. Conformational states of hydrated miniprotein 1L2Y in tertiary structure representation, obtained
during the MTS-MD/OIN/ESFE/3D-RISM-KH simulatiuons at different moments of time: (a) t = 0, (b)
t = 10 ns, (c) t = 15 ns, (d) t = 20 ns, (e) t = 30 ns, and (f) t = 40 ns.
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(a) (b)
FIG. 6. Tertiary structure snapshots of miniprotein 1L2Y at the (a) beginning (t = 2 ns) and (b) end
(t = 60 ns) of the OIN/ESFE/3D-RISM-KH quasidynamics complemented by the isosurfaces of density
distribution functions of water oxygen at guvO = 3 (red) and hydrogen at g
uv
H = 2 (silver) together with spots
of water oxygen with guvO > 8 (yellow).
SANDER module of the Amber package.86 Note this module has a limitation on the number of
CPU cores which can be involved in parallel calculations. Namely, it cannot exceed the number of
protein residues and should be a power of 2. Taking into account that the 1L2Y miniprotein with
M = 304 atoms constitutes a 20-residue amino acid sequence (within the so-called tryptophan
cage TC5b), the original SANDER module can be applied with no more than 16 cores. Because
of this we have modified the code when implementing our new approach to have the possibility to
involve a much larger number of processors. Now it restricted only to the number M of atoms in
the macromolecule, rather than to the number of residuals. All the calculations were performed
on parallel clusters of WestGrid – Compute Canada national advanced computing platform.
Figure 7 shows the productivity P achieved in our simulations versus the numberN of parallel
CPU cores utilized at three fixed sizes of the outer time steps, namely, h = 2, 4, and 8 ps. The
first and third sizes correspond to the maximal steps allowed by the GSFE and ESFE approaches,
34
FIG. 7. Productivity of the MTS-MD/OIN/3D-RISM-KH simulations within the GSFE (h = 2 ps) and
ESFE (h = 4 ps and h = 8 ps) approaches against the number of CPU cores.
respectively. Mention that at h > 2 ps, the GSFE uncertainties become too large, Ψ & 11%, while
even a somewhat lower level of Ψ ∼ 10% relates to the ESFE method at h = 8 ps, see Fig. 3c.
The intermediate value h = 4 ps should be considered as an optimal alternative for ESFE, where
the precision (Ψ ∼ 7.7%) and productivity are both sufficiently high. Note also that we slightly
decreased the solute-solvent truncation radius to Rc = 10A˚ to reach an optimal performance with
nearly the same precision. For the same reason, the reuse frequency was increased from p = 25 at
h = 2 and 4 ps to p = 50 at h = 8 ps. Six runs with N = 1, 16, 32, 64, 96, 128 were carried out
at each h. The corresponding values of P in these six points (shown as circles) were then taken as
a basis to build smooth functions P(N ) between and outside them with the help of a least-square
spline procedure.
From Fig. 7 we see that using the previous GSFE approach and the old code with 16 cores
lead to a productivity of 6.6 ns/day (lower lying horizontal dashed line). The improved code
with 96 cores increases the efficiency more than in three times to a value of 22 ns/day. Further
increase nearly in three times can be reached by applying the new extrapolation method ESFE
which provides a productivity of 62 ns/day with 96 cores at h = 8 ps (upper lying horizontal
dashed line). Overall, this leads to the acceleration of the simulations in a factor of 10, enabling to
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quickly fold the miniprotein from a fully extended state spending only one day of the calculations
(according to Figs. 5 and 6). Even at intermediate h = 4 ps, the efficiency increases from 6.6 to
40 ns/day, i.e. in six times with respect to the previous GSFE scheme within the old core. All the
three curves P(N ) in Fig. 7 exhibit a saturation regime at N = 96. At N > 96 the performance
decreases with increasingN due to time loss on interprocessor communications. Without this loss
(on an ideal supercomputer in future) we could come to an ideal productivity (see the dashed line)
which is a linear function N for any number of cores.
VI. CONCLUSION
In this paper we have developed an enhanced approach to the extrapolation of solvation forces
for speeding up hybrid MD/3D-RISM-KH simulations of complex biochemical systems. It ex-
tends and improves our previous approximated schemes by additionally incorporating new tech-
niques into the extrapolation strategy. They include an exponential scaling transformation of co-
ordinate space accompanied with an automatically adjusted balancing between the least square
minimization of force deviations and the norm of coefficients in the approximation. The expo-
nential scaling linearizes and smoothes the 3D-RISM-KH solvation forces, leading to an extra
accuracy of the extrapolation. The dynamical balancing provides exact results in limits when the
current spatial configuration is close to those belonging to the reference list. This is in a contrast to
the earlier approaches which produce approximate values at any point of the configurational space.
Other techniques, such as individual non-Eckart transformations (to properly account changes of
the solvation forces caused by local rotations of segments of the solute macromolecule) and an
extension of the reference list (to choose the best subset of basic configurations), are also involved
into the new approach.
The expensive 3D-RISM-KH solvation forces were expressed in terms of microscopic inter-
action potentials between solute and solvent atoms via the quasiequilibrium density distribution
functions of solvent atoms around the solute biomolecule in its current conformation. During the
dynamics these forces are explicitly calculated only after every long enough (outer) time inter-
val, i.e., quite rarely to reduce the computational costs. At much shorter (inner) time steps, these
forces are extrapolated on the basis of their outer values taken from the reference list. The equa-
tions of motion are then solved using a multiple time step integration (MTS) within an optimized
isokinetic Nose´-Hoover (OIN) chain thermostat. The new enhanced method has been applied to
36
MTS-MD/OIN/3D-RISM-KH simulations of different solvated organic and biomolecular systems
including proteins. It has been demonstrated that the enhanced extrapolation allows one to achieve
much better accuracy in the solvation force approximation than the existing approaches. As a re-
sult, it can be used with much larger outer time steps, leading to a significant acceleration of the
simulations. For instance, a speedup in several times up to one order of magnitude is possible in
the case of miniproteins.
The new approach can be applied to more complicated proteins and other biomolecular and
biochemical systems, biomaterials, including cellulose nanocrystals, in different solvents and elec-
trolyte solutions. It can be also combined with the replica exchange method and implemented into
the current version of Amber. These and other topics will be the subject of our future studies.
ACKNOWLEDGMENTS
The computations were carried out on the high performance computing resources provided by
WestGrid of Compute/Calcul Canada.
REFERENCES
1B.J. Alder, T.E. Wainwright, Studies in molecular dynamics. I. General method, J. Chem. Phys.
31 (1959) 459–466.
2M.P. Allen, D.J. Tildesley, Computer Simulation of Liquids, Clarendon Press, Oxford Univer-
sity Press, Oxford England, New York, 1989.
3D. Frenkel, B. Smit, Understanding Molecular Simulation: from Algorithms to Applications,
2nd edn., Academic Press, New York, 2002.
4B. Leimkuhler, S. Reich, Simulating Hamiltonian Dynamics, Cambridge University Press,
Cambridge, 2005.
5M. E. Tuckerman, Statistical Mechanics: Theory and Molecular Simulation, Oxford University
Press, New York, 2010.
6J.A. McCammon, B.R. Gelin, M.Karplus, Dynamics of folded proteins, Nature 267 (1977)
585–590.
7C.L. Brooks, M.Karplus, B.M. Pettitt, Proteins: A theoretical perspective of dynamics, struc-
ture, and thermodynamics, Adv. Chem. Phys. 71 (1988) 1–6.
37
8A. Rojnuckarin, S. Kim, S. Subramaniam, Brownian dynamics simulations of protein folding:
Access to milliseconds time scale and beyond, Proc. Natl. Acad. Sci. USA 95 (1998) 4288–
4292.
9Y. Duan, Pathways to a protein folding intermediate observed in a 1-microsecond simulation
in aqueous solution, Science 282 (1998) 740–744.
10G. Hernandez, F.E. Jenney, M.W.W. Adams, D.M. LeMaster, Millisecond time scale conforma-
tional flexibility in a hyperthermophile protein at ambient temperature, Proc. Natl. Acad. Sci.
USA 97 (2000) 3166–3170.
11M. Karplus, J.A. McCammon, Molecular dynamics simulations of biomolecules, Nat. Struct.
Biol. 9 (2002) 646–652.
12Y. Zhang, M.H. Peters, Y. Li, Nonequilibrium, multiple-timescale simulations of ligand-
receptor interactions in structured protein systems, Proteins 52 (2003) 339–348.
13M. Karplus, J. Kuriyan, Molecular dynamics and protein function, Proc. Natl. Acad. Sci. USA.
102 (2005) 6679–6685.
14S.A. Adcock, J.A. McCammon, Molecular dynamics: survey of methods for simulating the
activity of proteins, Chem. Rev. 106 (2006) 1589–1615.
15P.L. Freddolino, F. Liu, M. Gruebele, K. Schulten, Ten-microsecond molecular dynamics sim-
ulation of a fast-folding WW domain, Biophys. J.: Biophys. Lett. 94 (2008) L75–L77.
16J.L. Klepeis, K. Lindorff-Larsen, R.O. Dror, D.E. Shaw, Long-timescale molecular dynamics
simulations of protein structure and function, Current Opinion in Structural Biology 19 (2009)
120–127.
17R.F. Service, Custom-built supercomputer brings protein folding into view, Science 330 (2010)
308–309.
18D.E. Shaw, P.Maragakis, K. Lindorff-Larsen, S. Piana, R.O. Dror, M.P. Eastwood, J.A. Bank,
J.M. Jumper, J.K. Salmon, Y. Shan, W. Wriggers, Atomic-level characterization of the struc-
tural dynamics of proteins, Science 330 (2010) 341–346.
19P.L. Freddolino, C.B. Harrison, Y.Liu, K.Schulten, Challenges in protein-folding simulations,
Nat. Phys. 6 (2010) 751–758.
20S. Genheden, U. Ryde, Will molecular dynamics simulations of proteins ever reach equilib-
rium?, Phys. Chem. Chem. Phys. 14 (2012) 8662–8677.
21U. Adhikari, B. Mostofian, J. Copperman, S. R. Subramanian, A. Petersen, D. M. Zuckerman,
Computational estimation of microsecond to second atomistic folding times, J. Am. Chem. Soc.
38
141 (2019) 6519–6526.
22D.M. Zuckerman, Equilibrium sampling in biomolecular simulations, Annu. Rev. Biophys. 40
(2011) 41–62.
23A. Laio, A.Z. Panagiotopoulos, D.M. Zuckerman, Preface: Special Topic on Enhanced Sam-
pling for Molecular Systems, J. Chem. Phys. 149 (2018) 072001.
24J.A. Tuszynski, T. Luchko, P. Winter, C. Churchill, K. Sahu, F. Gentile, S.I. Omar, N. Nayebi,
G. Hu, K. Wang, J. Ruan, Molecular dynamics and related computational methods with appli-
cations to drug discovery, Biomedical Sciences Today 3 (2018) e15.
25Y. Sugita, Y. Okamoto, Replica-exchange molecular dynamics method for protein folding,
Chem. Phys. Lett. 314 (1999) 141–151.
26J.W. Pitera, W.Swope, Understanding folding and design: Replica-exchange simulations of
“Trp-cage” miniproteins, Proc. Natl. Acad. Sci. USA 100 (2003) 7587–7592.
27A. Okur, D.R. Roe, C. Simmerling, Improving convergence of replica-exchange simulations
through coupling to a high temperature structure reservoir, J. Chem. Theory Comput. 3 (2007)
557–568.
28D. Paschek, H. Nymeyer, A.E. Garcı´a, Replica exchange simulation of reversible fold-
ing/unfolding of the Trp-cage miniprotein in explicit solvent: On the structure and possible
role of internal water, J. Struct. Biol. 157 (2007) 524–533.
29S. Kannan, M. Zacharias, Folding of Trp-cage mini protein using temperature and biasing
potential replica–exchange molecular dynamics simulations, Int. J. Mol. Sci. 10 (2009) 1121–
1137.
30R. Day, D. Paschek, A.E. Garcia, Microsecond simulations of the folding/unfolding thermody-
namics of the Trp-cage miniprotein, Proteins 78 (2010) 1889–1899.
31A. Mitsutake, Y. Mori, Y. Okamoto, Enhanced sampling algorithms, in: J. M. Walker (Ed.)
Methods in Molecular Biology, vol. 924, L. Monticelli, E. Salonen (Eds.), Biomolecular Simu-
lations, Springer Science, Business Media, New York, 2013, ch. 7, pp. 153–195.
32A.F. Voter, A method for accelerating the molecular dynamics simulation of infrequent events,
J. Chem. Phys. 106 (1997) 4665–4677.
33J. Wereszczynski, J.A. McCammon, Using selectively applied accelerated molecular dynamics
to enhance free energy calculations, J. Chem. Theory Comput. 6 (2010) 3285–292.
34W. Sinko, C.A.F. de Oliveira, L.C.T. Pierce, J.A. McCammon, Protecting high energy barri-
ers: a new equation to regulate boost energy in accelerated molecular dynamics simulations, J.
39
Chem. Theory Comput. 8 (2012) 17–23.
35L.C.T. Pierce, R. Salomon-Ferrer, C.A.F. de Oliveira, A. McCammon, R.C. Walker, Routine
access to millisecond time scale events with accelerated molecular dynamics, J. Chem. Theory
Comput. 8 (2012) 2997–3002.
36W.C. Still, A. Tempczyk, R.C. Hawley, T. Hendrickson, Semianalytical treatment of solvation
for molecular mechanics and dynamics, J. Am. Chem. Soc. 112 (1990) 6127–6129.
37A. Onufriev, D. Bashford, D.A. Case, Exploring protein native states and large-scale confor-
mational changes with a modified generalized born model, Proteins 55 (2004) 383–394.
38A. Onufriev, Continuum electrostatics solvent modeling with the generalized born model, in:
M. Feig (Ed.), Modeling Solvent Environments, Wiley-Blackwell, 2010, ch. 6, pp. 127–165.
39J.M. Antosiewicz, D. Shugar, Poisson–Boltzmann continuum-solvation models: applications
to pH-dependent properties of biomolecules, Mol. BioSyst. 7 (2011) 2923–2949.
40J.A. Wagoner, N.A. Baker, Assessing implicit models for nonpolar mean solvation forces: The
importance of dispersion and volume terms, Proc. Natl. Acad. Sci. USA 103 (2006) 8331–8336.
41J. Mongan, C. Simmerling, J.A. McCammon, D.A. Case, A. Onufriev, Generalized Born model
with a simple, robust molecular volume correction, J. Chem. Theory Comput. 3 (2007) 156–
169.
42R. Anandakrishnan, A. Drozdetski, R.C. Walker, A.V. Onufriev, Speed of conformational
change: Comparing explicit and implicit solvent molecular dynamics simulations, Biophysi-
cal Journal 108 (2015) 1153–1164.
43D. Chandler, J.D. McCoy, S.J. Singer, Density functional theory of nonuniform polyatomic
systems. I. General formulation, J. Chem. Phys. 85 (1986) 5971–5976.
44D. Chandler, J. D. McCoy, S.J. Singer, Density functional theory of nonuniform polyatomic
systems. II. Rational closures for integral equations, J. Chem. Phys. 85 (1986) 5977–598.
45D. Beglov, B. Roux, An integral equation to describe the solvation of polar molecules in liquid
water, J. Phys. Chem. B 101 (1997) 7821–7826.
46A. Kovalenko, F. Hirata, Three-dimensional density profiles of water in contact with a solute
of arbitrary shape: a RISM approach, Chem. Phys. Lett. 290 (1998) 237–244.
47A. Kovalenko, F. Hirata, Self-consistent description of a metal–water interface by the
Kohn–Sham density functional theory and the three-dimensional reference interaction site
model, J. Chem. Phys. 110 (1999) 10095–10112.
40
48A. Kovalenko, F. Hirata, Potentials of mean force of simple ions in ambient aqueous solution.
I. Three-dimensional reference interaction site model approach, J. Chem. Phys. 112 (2000)
10391–10402.
49A. Kovalenko, F. Hirata, Potentials of mean force of simple ions in ambient aqueous solution.
II. Solvation structure from the three-dimensional reference interaction site model approach,
and comparison with simulations, J. Chem. Phys. 112 (2000) 10403–10417.
50A. Kovalenko, Three-dimensional RISM theory for molecular liquids and solid-liquid inter-
faces, in: F. Hirata (Ed.), Understanding Chemical Reactivity, vol. 24, Kluwer Academic Pub-
lishers, Norwell, MA, USA, 2003, ch. 4, pp. 169–275.
51J-P. Hansen, I. McDonald, Theory of Simple Liquids, 3rd edition; Elsevier: Amsterdam, 2006.
52S. Gusarov, B.S. Pujari, A. Kovalenko, Efficient treatment of solvation shells in 3D molecular
theory of solvation, J. Comput. Chem. 33 (2012) 1478–1494.
53A. Kovalenko, Multiscale modeling of solvation in chemical and biological nanosystems and
in nanoporous materials, Pure Appl. Chem. 85 (2013) 159–199.
54A. Kovalenko, Partial molar volumes of proteins in solution: Prediction by statistical-
mechanical, 3D-RISM-KB molecular theory of solvation, in: E. Wilhelm, T. Letcher (Eds.),
Volume properties: Liquids, Solutions and Vapours, Royal Society of Chemistry, 2015, ch. 22,
pp. 575–610.
55A. Kovalenko, Molecular theory of solvation: Methodology summary and illustrations, Con-
dens. Matter Phys. 18 (2015) 32601.
56A.E. Kobryn, S. Gusarov, A, Kovalenko, A closure relation to molecular theory of solvation
for macromolecules, J. Phys.: Condens. Matter 28 (2016) 404003.
57A. Kovalenko, Multiscale modeling of solvation, in: C. Breitkopf, K. Swider-Lyons (Eds.),
Springer Handbook of Electrochemical Energy, Springer-Verlag, Berlin, Heidelberg 2017, ch.
5, pp. 95–139.
58A. Kovalenko, S. Gusarov, Multiscale methods framework: self-consistent coupling of molec-
ular theory of solvation with quantum chemistry, molecular simulations, and dissipative particle
dynamics, Phys. Chem. Chem. Phys. 20 (2018) 2947–2969.
59T. Miyata, F. Hirata, Combination of molecular dynamics method and 3D-RISM theory for
conformational sampling of large flexible molecules in solution, J. Comput. Chem. 29 (2008)
871–882.
41
60T. Luchko, S. Gusarov, D.R. Roe, C. Simmerling, D.A. Case, J. Tuszynski, A. Kovalenko,
Three-dimensional molecular theory of solvation coupled with molecular dynamics in Amber,
J. Chem. Theory Comput. 6 (2010) 607–624.
61I. Omelyan, A. Kovalenko, Generalised canonical–isokinetic ensemble: speeding up multiscale
molecular dynamics and coupling with 3D molecular theory of solvation, Mol. Simul. 39 (2013)
25–48.
62I. Omelyan, A. Kovalenko, Multiple time step molecular dynamics in the optimized isokinetic
ensemble steered with the molecular theory of solvation: Accelerating with advanced extrapo-
lation of effective solvation forces, J. Chem. Phys. 139 (2013) 244106.
63I. Omelyan, A. Kovalenko, MTS-MD of biomolecules steered with 3D-RISM-KH mean solva-
tion forces accelerated with generalized solvation force extrapolation, J. Chem. Theory Comput.
11 (2015) 1875–1895.
64M. Tuckerman, B.J. Berne, G.J. Martyna, Reversible multiple time scale molecular dynamics,
J. Chem. Phys. 97 (1992) 1990–2001.
65S.J. Stuart, R. Zhou, B.J. Berne, Molecular dynamics with multiple time scales: The selection
of efficient reference system propagators, J. Chem. Phys. 105 (1996) 1426–1436.
66A. Kopf, W. Paul, B. Du¨nweg, Multiple time step integrators and momentum conservation,
Comput. Phys. Commun. 101 (1997) 1–8.
67T. Schlick, E. Barth, M. Mandziuk, Biomolecular dynamics at long timesteps: Bridging the
timescale gap between simulation and experimentation, Annu. Rev. Biophys. Biomol. Struct.
26 (1997) 181–222.
68M. Watanabe, M. Karplus, Simulations of macromolecules by multiple time-step methods, J.
Phys. Chem. 99 (1995) 5680–5697.
69M. Mandziuk, T. Schlick, Resonance in the dynamics of chemical systems simulated by the
implicit midpoint scheme, Chem. Phys. Lett. 237 (1995) 525–535.
70E. Barth, T. Schlick, Extrapolation versus impulse in multiple-timestepping schemes. II. Linear
analysis and applications to Newtonian and Langevin dynamics, J. Chem. Phys. 109 (1998)
1633–1642.
71T. Schlick, M. Mandziuk, R.D. Skeel, K. Srinivas, Nonlinear resonance artifacts in molecular
dynamics simulations, J. Comput. Phys. 140 (1998) 1–29.
72Q. Ma, J.A. Izaguirre, R.D. Skeel, Verlet-i/r-RESPA/impulse is limited by nonlinear instabili-
ties, SIAM J. Sci. Comput. 24 (2003) 1951–1973.
42
73I.P. Omelyan, Processed splitting algorithms for rigid-body molecular dynamics simulations,
Phys. Rev. E 78 (2008) 026702.
74I.P. Omelyan, Advanced multiple time scale molecular dynamics, J. Chem. Phys. 131 (2009)
104101.
75I.P. Omelyan, A. Kovalenko, Multiple time scale molecular dynamics for fluids with orienta-
tional degrees of freedom. I. Microcanonical ensemble, J. Chem. Phys. 135 (2011) 114110.
76R.J. Loncharich, B.R. Brooks, R.W. Pastor, Langevin dynamics of peptides: The frictional
dependence of isomerization rates of N-acetylalanyl-N’-methylamide, Biopolymers 32 (1992)
523–535.
77E. Barth, T. Schlick, Overcoming stability limitations in biomolecular dynamics. I. Combining
force splitting via extrapolation with langevin dynamics in LN, J. Chem. Phys. 109 (1998)
1617–1632.
78P. Minary, M. Tuckerman, G. Martyna, Long time molecular dynamics for enhanced confor-
mational sampling in biomolecular systems, Phys. Rev. Lett. 93 (2004) 150201.
79J. Abrams, M. Tuckerman, G. Martyna, Equilibrium statistical mechanics, non-Hamiltonian
molecular dynamics, and novel applications from resonance-free timesteps to adiabatic free
energy dynamics, in: Computer Simulations in Condensed Matter Systems: From Materials to
Chemical Biology, Springer-Verlag, Berlin, 2006, vol. 1, pp. 139–192.
80P. Minary, G.J. Martyna, M.E. Tuckerman, Algorithms and novel applications based on the
isokinetic ensemble. I. Biophysical and path integral molecular dynamics, J. Chem. Phys. 118
(2003) 2510.
81I.P. Omelyan, A. Kovalenko, Multiple time scale molecular dynamics for fluids with orienta-
tional degrees of freedom. II. Canonical and isokinetic ensembles, J. Chem. Phys. 135 (2011)
234107.
82I. P. Omelyan, A. Kovalenko, Overcoming the barrier on time step size in multiscale molecular
dynamics simulation of molecular liquids, J. Chem. Theory Comput. 8 (2012) 6–16.
83B. Leimkuhler, D.T. Margulb, M.E. Tuckerman, Stochastic, resonance-free multiple time-step
algorithm for molecular dynamics with very large time steps, Mol. Phys. 111 (2013) 3579–
3594.
84D.T. Margul, M.E. Tuckerman, A stochastic, resonance-free multiple time-step algorithm for
polarizable models that permits very large time steps, J. Chem. Theory Comput. 12 (2016)
2170–2180.
43
85P.-Y. Chen, M.E. Tuckerman, Molecular dynamics based enhanced sampling of collective vari-
ables with very large time steps, J. Chem. Phys. 148 (2018) 024106.
86D.A. Case, S.R. Brozell, D.S. Cerutti, T.E. Cheatham, III, V.W.D. Cruzeiro, T.A. Darden, R.E.
Duke, D. Ghoreishi, H. Gohlke, A.W. Goetz, D. Greene, R Harris, N. Homeyer, S. Izadi, A.
Kovalenko, T.S. Lee, S. LeGrand, P. Li, C. Lin, J. Liu, T. Luchko, R. Luo, D.J. Mermelstein,
K.M. Merz, Y. Miao, G. Monard, H. Nguyen, I. Omelyan, A. Onufriev, F. Pan, R. Qi, D.R.
Roe, A. Roitberg, C. Sagui, S. Schott-Verdugo, J. Shen, C.L. Simmerling, J. Smith, J. Swails,
R.C. Walker, J. Wang, H. Wei, R.M. Wolf, X. Wu, L. Xiao, D.M. York, P.A. Kollman, AMBER
2018, University of California, San Francisco, 2018, 919 pp.
87L. Qiu, S.A. Pabit, A.E. Roitberg, S.J. Hagen, Smaller and faster: the 20-residue trp-cage protein
folds in 4 µs, J. Am. Chem. Soc. 124 (2002) 12952–12953.
88C.D. Snow, B. Zagrovic, V.S. Pande, The trp cage: folding kinetics and unfolded state topology
via molecular dynamics simulations, J. Am. Chem. Soc. 124 (2002) 14548–14549.
89D.E. Shaw, M.M. Deneroff, R.O. Dror, J.S. Kuskin, R.H. Larson, J.K. Salmon, C. Young, B.
Batson, K.J. Bowers, J.C. Chao, M.P. Eastwood, J. Gagliardo, J.P. Grossman, C.R. Ho, D.J.
Ierardi et al., Anton, a special purpose machine for molecular dynamics simulation, Commun.
ACM. 51 (2008) 91–97.
90Y. Duan, C. Wu, S. Chowdhury, M.C. Lee, G. Xiong, W. Zhang, R. Yang, P. Cieplak, R. Luo,
T. Lee, J. Caldwell, J. Wang, P. Kollman, A point-charge force field for molecular mechanics
simulations of proteins based on condensed-phase quantum mechanical calculations, J. Comput.
Chem. 24 (2003) 1999–2012.
91C. Simmerling, B. Strockbine, A.E. Roitberg, All-atom structure prediction and folding simu-
lations of a stable protein, J. Am. Chem. Soc. 124 (2002) 11258–11259.
92J. Wang, R.M. Wolf, J.W. Caldwell, P.A. Kollman, D.A. Case, Development and testing of a
general amber force field, J. Comput. Chem. 25 (2004) 1157–1174.
93J.G. Kirkwood, Statistical mechanics of fluid mixtures, J. Chem. Phys. 3 (1935) 300–313.
94D.A. McQuarrie, Statistical Mechanics, University Science Books: Sausalito, CA, 2000.
95J.W. Kaminski, S. Gusarov, T.A. Wesolowski, A. Kovalenko, Modeling solvatochromic shifts
using the orbital-free embedding potential at statistically mechanically averaged solvent density,
J. Phys. Chem. A 114 (2010) 6082–6096.
96J.S. Perkyns, G.C. Lynch, J.J. Howard, B.M. Pettitt, Protein solvation from theory and simu-
lation: Exact treatment of Coulomb interactions in three-dimensional theories, J. Chem. Phys.
44
132 (2010) 064106.
97S. Genheden, T. Luchko, S. Gusarov, A. Kovalenko, U. Ryde, An MM/3D-RISM approach for
ligand binding affinities, J. Phys. Chem. B 114 (2010) 8505–8516.
98S. Gusarov, B.S. Pujari, A. Kovalenko, Efficient treatment of solvation shells in 3D molecular
theory of solvation, J. Comput. Chem. 33 (2012) 1478–1494.
99J. Perkyns, B.M. Pettitt, A site–site theory for finite concentration saline solutions, J. Chem.
Phys. 97 (1992) 7656–7666.
100A. Kovalenko, S. Ten-no, F. Hirata, Solution of three-dimensional reference interaction site
model and hypernetted chain equations for simple point charge water by modified method of
direct inversion in iterative subspace, J. Comput. Chem. 20 (1999) 928–936.
101J.-F. Truchon, B.M. Pettitt, P. Labute, A cavity corrected 3D-RISM functional for accurate
solvation free energies, J. Chem. Theory Comput. 10 (2014) 934–941.
102V.P. Sergiievskyi, M.V. Fedorov, 3DRISM multigrid algorithm for fast solvation free energy
calculations, J. Chem. Theory Comput. 8 (2012) 2062–2070.
103C. Eckart, Some studies concerning rotating axes and polyatomic molecules, Phys. Rev. 47
(1935) 552–558.
104J.D. Louck, H.W. Galbraith, Eckart vectors, Eckart frames, and polyatomic molecules, Rev.
Mod. Phys. 48 (1976) 69–106.
105D. Janezˇicˇ, M. Praprotnik, F. Merzel, Molecular dynamics integration and molecular vibrational
theory. I. New symplectic integrators, J. Chem. Phys. 122 (2005) 174101.
106M. Praprotnik, D. Janezˇicˇ, Molecular dynamics integration and molecular vibrational theory.
II. Simulation of nonlinear molecules, J. Chem. Phys. 122 (2005) 174102.
107M. Praprotnik, D. Janezˇicˇ, Molecular dynamics integration and molecular vibrational theory.
III. The infrared spectrum of water, J. Chem. Phys. 122 (2005) 174103.
108G.R. Kneller, Eckart axis conditions, Gauss’ principle of least constraint, and the optimal su-
perposition of molecular structures, J. Chem. Phys. 128 (2008) 194101.
109I. Omelyan, A. Kovalenko, Interpretation of atomic motion in flexible molecules: Accelerating
molecular dynamics simulations, Phys. Rev. E 85 (2012) 026706.
110E.A. Coutsias, C. Seok, K.A. Dill, Using quaternions to calculate RMSD, J. Comput. Chem.
25 (2004) 1849–1857.
111P. Liu, D.K. Agrafiotis, D.L. Theobald, Fast determination of the optimal rotational matrix for
macromolecular superpositions, J. Comput. Chem. 31 (2009) 1561–1563.
45
112G. Chevrot, P. Calligari, K. Hinsen, G.R. Kneller, Least constraint approach to the extraction
of internal motions from molecular dynamics trajectories of flexible macromolecules, J. Chem.
Phys. 135 (2011) 084110.
113I.P. Omelyan, A new leapfrog integrator of rotational motion. The revised angular-momentum
approach, Mol. Simul. 22 (1999) 213–236.
114C. Lawson, Solving least squares problems, SIAM, Philadelphia, PA, 1995.
115G. Quintana-Ortı´, E.S. Quintana-Ortı´, A. Petitet, Efficient solution of the rank-deficient linear
least squares problem, SIAM J. Sci. Comput. 20 (1998) 1155–1163.
116W.L. Jorgensen, E.R. Laird, T.B. Nguyen, J. Tirado-Rives, Monte carlo simulations of pure
liquid substituted benzenes with OPLS potential functions, J. Comput. Chem. 14 (1993) 206–
215.
117J.W. Neidigh, R.M. Fesinmeyer, N.H. Andersen, Designing a 20-residue protein, Nat. Struct.
Biol. 9 (2002) 425–430.
118T.S. Ulmer, B.E. Ramirez, F. Delaglio, A. Bax, Evaluation of backbone proton positions and
dynamics in a small protein by liquid crystal NMR spectroscopy, J. Am. Chem. Soc. 125 (2003)
9179–9191.
119J.-D. Chai, M. Head-Gordon, Long-range corrected hybrid density functionals with damped
atom–atom dispersion corrections, Phys. Chem. Chem. Phys. 10 (2008) 6615.
120H.J.C. Berendsen, J.R. Grigera, T.P. Straatsma, The missing term in effective pair potentials, J.
Phys. Chem. 91 (1987) 6269–6271.
121W.L. Jorgensen, J. Chandrasekhar, J.D. Madura, R.W. Impey, M.L. Klein, Comparison of
simple potential functions for simulating liquid water, J. Chem. Phys. 79 (1983) 926–935.
122U. Essmann, L. Perera, M.L. Berkowitz, T. Darden, H. Lee, L.G. Pedersen, A smooth particle
mesh Ewald method, J. Chem. Phys. 103 (1995) 8577–8593.
123J.-P. Ryckaert, G. Ciccotti, H.J. Berendsen, Numerical integration of the cartesian equations
of motion of a system with constraints: molecular dynamics of n-alkanes, J. Comput. Phys. 23
(1977) 327–341.
124G. Ciccotti, M. Ferrario, J.-P. Ryckaert, Molecular dynamics of rigid systems in cartesian
coordinates A general formulation, Mol. Phys. 47 (1982) 1253–1264.
125K. Kwac, K.-K. Lee, J.B. Han, K.-I. Oh, M. Cho, Classical and quantum mechanical/molecular
mechanical molecular dynamics simulations of alanine dipeptide in water: Comparisons with
IR and vibrational circular dichroism spectra, J. Chem. Phys. 128 (2008) 105106.
46
126R. Ishizuka, G.A. Huber, J.A. McCammon, Solvation effect on the conformations of alanine
dipeptide: Integral equation approach, J. Phys. Chem. Lett. 1 (2010) 2279–2283.
127D. Fischer, D. Eisenberg, Protein fold recognition using sequence-derived predictions, Protein
Science 5 (1996) 947–955.
128W. Humphrey, A. Dalke, K. Schulten, VMD: Visual molecular dynamics, Journal of Molecular
Graphics 14 (1996) 33–38.
47
