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Abstract
We study infinite systems of stochastic differential equations in spaces of loops with values in
compact Riemannian manifolds. We prove existence of solutions with deterministic initial conditions
and continuity of the corresponding paths.
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1. Introduction
Stochastic analysis on loop manifolds has received a great interest in recent times.
Loop manifolds appear in a natural way in various fields of mathematics and physics,
such as quantum field theory, statistical mechanics, geometry and topology (see e.g. [2]).
The rich and complicated intrinsic structure of loop manifolds usually does not fit the
general framework of analysis on Hilbert and Banach manifolds and therefore requires
the development of new approaches and techniques. In particular, despite of quite a long
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manifolds (see [13,18,19] and historical comments given there, and [25,26]), the existence
and uniqueness of solutions for a wide class of SDE on the loop manifold of a compact
manifold M has been proved only recently in [15]. In the latter work a Besov–Slobodetski
of maps from S1 into M was used which turns out to be more appropriate than a C(S1,M)-
space. Existence of solutions of SDE with (left-) invariant coefficients on path and loop
groups was proved earlier in [36] with the aid of the Kolmogorov criterion. A class of
stochastic partial differential equations on loop manifolds was considered (using different
methods) by Funaki [28] and Carroll [17].
In [4,6,7,29,32] SDE on infinite products M =∏k∈Zd Mk of compact manifolds Mk
have been considered. The space M does not have the structure of a Banach manifold
in a proper sense. In [4,6], analogues of the main geometrical structures on M (like the
tangent bundle, differentiable vector and operator fields) have been introduced. In this
framework the solutions to the Cauchy problems for SDE on M (i.e. for infinite systems
of SDE on compact manifolds) have been constructed. These results have been applied to
the construction of the stochastic (Glauber) dynamics associated with the lattice models of
classical statistical mechanics.
The passage to lattice models of quantum statistical mechanics requires, via an
Euclidean approach, the consideration of the infinite product of loop spaces and the
stochastic dynamics associated with Gibbs measures on it [8,11,12]. The stochastic
dynamics process can in this case be understood as the solution to a system of SDE driven
by independent Ornstein–Uhlenbeck processes. The case of loops with values in Rn has
been considered in [12]. The case of non-flat spin spaces becomes very difficult because
of the complicated nature of the corresponding “one-particle process”, and has not been
treated yet.
Let us remark that the Ornstein–Uhlenbeck process on a loop manifold has so far been
constructed rather as an equilibrium process via the Dirichlet form theory [10,23,27,33],
and not as a solution to an SDE with a deterministic initial condition. The reason is that
the attempts of its understanding in the latter sense lead in general (in contrast to the case
of loops with values in Rn) to SDE with discontinuous drift, see [5,9,22], where explicit
expressions for the logarithmic derivative of the Brownian bridge measure have been given.
In this paper, we consider infinite systems of SDE on loop spaces of compact
Riemannian manifolds, driven by a more regular noise. In particular, we consider a system
of SDE in the Stratonovich form:
dxk(t, s)= ak
(
x(t, s)
)
dt +Ak
(
x(t, s)
) ◦ dwk(t; s),
xk(0, s)= γk(s), (1.1)
where x(t, s) = (xk(t, s))k∈Zd ∈ M, k ∈ Zd , s ∈ S1, and wk(t; s) is the family of Rm-
valued Wiener processes. The coefficients satisfy certain regularity conditions ensuring
their Lipschitz continuity with respect to a natural metric on M. We apply the existence
results of [4,6] for each fixed s ∈ S1 and prove, using the Kolmogorov criterion, that the
corresponding process x(t, s) with a Hölder continuous initial condition γ (s) belongs
to the space C(S1,M) (Section 3). Further, we show that this process preserves certain
Besov–Slobodetski spaces (Section 4), and has a continuous modification in these spaces
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theory of Gibbs measures of quantum statistical mechanics.
2. Setting
Let M be a compact connected smooth m-dimensional manifold equipped with the
Riemannian structure (·, ·)TxM . The Riemannian distance on M will be denoted by ρ.
Let us consider the integer lattice Zd , d  1, and let M be a product of manifolds
Mk =M, k ∈ Zd :
M :=MZd =
∏
k∈Zd
Mk, (2.1)
endowed with the product topology. Given Λ⊂ Zd let
πΛ : M 
 x → xΛ = (xk)k∈Λ ∈MΛ (2.2)
be the natural projection from M onto MΛ. We also define a formal tangent bundle TM by
TM :=
∏
k∈Zd
TMk, (2.3)
endowed with the product topology. Thus, the elements of TM are of the form (xk, vk)k∈Zd
with x = (xk)k∈Zd ∈ M and vk ∈ TxkM for all k. We denote by ∇kφ(x) the derivative of
a function resp. the Levi-Civita covariant derivative of a vector or tensor field φ on M
w.r.t. the variable xk ∈Mk at a point x ∈ M (which will always be identified with a linear
functional on TxkM). Thus for functions φ which are n times differentiable w.r.t. xk we
have ∇nk φ(x) ∈ Ln(TxkM,R1), the space of n-linear real-valued continuous functionals on
TxkM . By ∆kφ := Tr∇2k φ we will denote the corresponding Laplace operator. We will use
the notations ∇u := (∇ku)k∈Zd , ∆ :=
∑
k∈Zd ∆k .
Let A be the family of all finite subsets of Zd . We will denote by FCm(M) the
space of m times continuously differentiable real-valued cylinder functions on M. That
is, f ∈FCm(M) iff there exists Λ ∈A and fΛ ∈ Cm(MΛ) s.t. f (x)= fΛ(xΛ), x ∈ M. In
a similar manner we define the space FCm(M,TM) of m times differentiable cylinder
vector fields on M with both domain and range consisting of cylinder elements. That
is, X ∈ FCm(M,TM) iff there exists Λ ∈A and XΛ ∈ Cm(MΛ,TMΛ), the space of m
times differentiable vector fields onMΛ, such that X(x)=OΛ(xΛ)XΛ(xΛ), x ∈ M, where
OΛ(xΛ) :TxΛM
Λ → TxM is the natural embedding. Let us remark that for u ∈ FCm(M)
we have ∇u ∈FCm−1(M, TM).
Remark 2.1. The assumption that all Mk coincide (i.e. Mk is just the kth copy of a fixed
manifold M) is made just for simplicity. We can indeed study by the same methods the
case of different compact manifolds Mk .
Consider a family {wk(t; s)}t0 of Rm-valued Wiener processes (indexed by s ∈ S1
and k ∈ Zd ) defined on some common complete filtered probability space. Let us assume
652 S. Albeverio et al. / Bull. Sci. math. 127 (2003) 649–667that there exist functions αij ∈ H 1,2(S1,R), i, j = 1, . . . ,m such that for k, l ∈ Zd and
i, j = 1, . . . ,m
E
[
wik(t; s)wjl (t;σ)
]= tδklαij (s − σ), t  0, s, σ ∈ S1, (2.4)
where wik(t; s), j = 1, . . . ,m, are components of wk(t; s) ∈ Rm. Here we treat S1 as an
additive group and H 1,2(S1,R) is the standard Sobolev space of all absolutely continuous
functions γ :S1 → R such that ∫S1 |γ˙ (s)|2 ds <∞. H 1,2(S1,R) is a Hilbert space with
norm ‖ · ‖ given by ‖γ ‖2 = ∫
S1[|γ (s)|2 + |γ˙ (s)|2]ds. Note that it follows from (2.4) that
αij (s) = αji(−s). In particular, αij (0)= αji(0). Moreover, for fixed s ∈ S1, wk(t; s) is a
Wiener process with covariance operator Q(0) defined by [Q(0)x]j =∑i=1,...,m αij (0)xi .
Similarly, for s, σ ∈ S1, k, l ∈ Zd , the Rm-valued Wiener process wk(t; s)−wl(t;σ), t 
0, has covariance Q(s − σ) defined by[
Q(s − σ)x]
j
=
∑
i=1,...,m
[
2αij (0)− αij (s − σ)− αji(s − σ)
]
xi. (2.5)
Note also that since H 1,2(S1,R)⊂ C1/2(S1,R), √Q(s − σ) is a bounded operator with∥∥√Q(s − σ)∥∥C|s − σ |1/4, s, σ ∈ S1, (2.6)
for some constant C = C(α) > 0.
For each s ∈ S1 and x = (xk)k∈Zd ∈ M we consider the following system of stochastic
differential equations in the Stratonovich form:
dxk(t, s)= ak
(
x(t, s)) dt +Ak
(
x(t, s)
) ◦ dwk(t; s), t  0,
xk(0, s)= yk, k ∈ Z
d . (2.7)
We assume that ak and Ak , k ∈ Zd are such that ak(x) ∈ TxkMk and Ak(x) ∈
L(Rm,TxkMk), the space of bounded linear operators, and
(i) for all k ∈ Zd , ak ∈ C(M, TMk) and is continuously differentiable in each variable
xj , j ∈ Zd , and
sup
k∈Zd
sup
x∈M
∥∥ak(x)∥∥TxkM <∞, (a1)
sup
k∈Zd
∑
j∈Zd
sup
x∈M
∥∥∇j ak(x)∥∥Txj M⊗TxkM <∞; (a2)
(ii) for all k ∈ Zd , Ak ∈ C(M,L(Rm,TMk)) and is twice continuously differentiable in
each pair of variables (xj , xi), and
sup
k∈Zd
sup
x∈M
∥∥Ak(x)∥∥L(Rm,TxkM) <∞, (A1)
sup
k∈Zd
∑
j∈Zd
sup
x∈M
∥∥∇jAk(x)∥∥1 <∞, (A2)
sup
k∈Zd
sup
i∈Zd
∑
j∈Zd
sup
x∈M
∥∥∇j∇iAj (x)∥∥2 <∞, (A3)
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The following result was proved in [4] and [6], see also [29].
Theorem 2.1. For each s ∈ S1 and y = (yk)k∈Zd ∈ M, there exists a unique strong solution
of (2.7). This solution is an M-valued continuous Markov process.
Assume now that γ ∈ C(S1,M) =∏k∈Zd C(S1,Mk) is given. Roughly speaking, our
aim is to show that the solution xk(t, s) with yk = γk(s) generates a process on the product
loop space C(S1,M). “Roughly”, because in fact we need to replace C(S1,Mk) by some
Sobolev space. We shall use the classical Kolmogorov criterion. We first recall some
constructions and results from [4].
3. Existence of solutions
Let l+1 := {p = (pk)Zd : pk  0,
∑
pk <∞)}. For a fixed p ∈ l+1 and q  1 let
ρp,q (x, y)=
(∑
k∈Zd
pkρ(xk, yk)
q
)1/q
, x, y ∈ M. (3.1)
Then ρp,q (x, y) is a metric on M and M endowed with this metric will be denoted by Mp,q .
Mp,q is a complete metric space (see [4,6], where q = 2 is studied; the case of arbitrary q
is similar). It can be shown that the Tykhonov product topology on M coincides with the
topology induced by ρp,q . In particular, all the metrics ρp,q are equivalent.
A convenient technical tool for the investigation of various geometric objects on M is
its embedding into a Hilbert or a Banach space. It is well-known that there exists a C∞
embedding of M into some Euclidean space Rn. Moreover, for n big enough it can be
chosen to be isometric.
Given a Banach space B we denote by lp,q (B) the Banach space of B-valued sequences
x = (xk)k∈Zd s.t.
‖x‖p,q :=
(∑
k∈Zd
pk‖xk‖qB
)1/q
<∞. (3.2)
Denoting by X p,q the space lp,q(Rn) we have obviously
Mp,q ⊂Xp,q . (3.3)
Since there are two constants c1, c2 > 0 such that
c1|x − y| ρ(x, y) c2|x − y|, x, y ∈M ⊂ Rn, (3.4)
the metric ρp,q and the metric inherited from Xp,q satisfy
c1‖x − y‖ X p,q  ρp,q (x, y) c2‖x − y‖Xp,q , x, y ∈ M. (3.5)
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For an element x ∈ Mp,q let
TxMp,q :=
{
y = (yk)k∈Zd : yk ∈ TxkMk,
∑
k∈Zd
pk‖yk‖q <∞
}
. (3.6)
We remark that TxMp,q is a Banach space with norm (
∑
k∈Zd pk|yk|q)1/q and that if
TxkMk is embedded isometrically into Rn so is TxMp,q into Xp,q . Given an embedding
O :M ↪→ Rn and induced embeddings O1(y) := dO(y) :TyM ↪→ Rn, y ∈M, we define
the maps
a˜ : M 
 x → (a˜k(x))k∈Zd ∈ (Rn)Zd ,
A˜ : M 
 x → (A˜k(x))k∈Zd ∈ (HS(Rm,Rn))Zd (3.7)
by setting, for x ∈ M ,
a˜k(x)=O1(xk)ak(x) ∈Rn,
A˜k(x)=O1(xk) ◦Ak(x) ∈ HS(Rm,Rn), (3.8)
HS denoting the space of Hilbert–Schmidt operators.
For p ∈ l+1 and q  1 let us introduce the following Banach and Hilbert spaces:
Xp,q := lp,q
(
HS(Rm,Rn)
)
, (3.9)
K := l2(Rm)=
⊕
k∈Zd
R
m (Hilbert direct sum). (3.10)
For fixed s ∈ S1 the process w(t, s) := (wk(t, s))k∈Zd is a K-cylindrical Wiener process
with covariance Q̂(0) :K→K such that for hi = (hik)k∈Zd ∈K, i = 1,2〈
Q̂(0)h1, h2
〉
K =
∑
k
〈
Q(0)h1k, h2k
〉
. (3.11)
Similarly, for s, σ ∈ S1 the process w(t, s) − w(t, σ ), t  0, is a K-cylindrical Wiener
process with covariance Q̂(s − σ) :K→K such that for hi = (hik)k∈Zd ∈K, i = 1,2〈
Q̂(s − σ)h1, h2〉K =∑
k
〈
Q(s − σ)h1k, h2k
〉
. (3.12)
Note finally that
√
Q̂(s − σ) is a bounded operator in K with∥∥√Q̂(s − σ)∥∥C|s − σ |1/4, s, σ ∈ S1. (3.13)
Remark 3.1. It is clear that any A ∈Xp,q induces a bounded linear operator
Aˆ :K 
 (hk)k∈Zd → (Akhk)k∈Zd ∈ Xp,q . (3.14)
Moreover, the embedding
Xp,2 
A → Aˆ ∈ HS(K,Xp,2) (3.15)
is an isometry (but not onto).
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Proposition 3.1. There exists a weight sequence p ∈ l+1 such that for any x ∈ M a˜(x) ∈
Xp,q , A˜(x)∈Xp,q , and the maps
a˜ : Mp,q →Xp,q ,
A˜ : Mp,q→Xp,q
are Lipschitz continuous.
We give the proof in Appendix A (the case q = 2 was considered in [6,7]).
Remark 3.2. Set αk(x) := 12 Tr∇kAk(x)Ak(x) ∈ TxkM, x ∈ M. It is easy to see that
conditions (A1)–(A3) imply that αk satisfy (a1), (a2). Thus one can choose p ∈ l+1 so
that not only a˜ and A˜ are Lipschitz continuous but α˜ : Mp,q→Xp,q as well.
From now we fix p ∈ l+1 such that a˜, A˜ and α˜ are Lipschitz. From the Itô formula it
follows that the solution of (2.7) satisfies the following identity in Rn:
Oxk(t, s)=Oγk(s)+
t∫
0
b˜k
(
x(τ, s)
)
dτ +
t∫
0
A˜k
(
x(τ, s)
)
dwk(τ, s),
t  0, k ∈ Zd , (3.16)
where bk(x) := ak(x) + αk(x). Thus in terms of the corresponding embedding Mp,q ⊂
Xp,q identifying x(t, s) and γ (s) with their images in Xp,q we have the identity
x(t, s)= γ (s)+
t∫
0
b˜
(
x(τ, s)
)
dτ +
t∫
0
A˜
(
x(τ, s)
)
dw(τ, s), t  0. (3.17)
Let us remark that in general the latter makes sense only for x(t, s) ∈ M, although for fixed
k ∈ Zd (3.17) can be considered as an equation on Rn. The reason is that the coefficients b˜
and A˜ cannot in general be extended to Lipschitz maps on Xp,q .
Let x(t, s) be a solution of (2.7). The following theorem gives an estimate of
dependence of x(t, s) on s ∈ S1.
Theorem 3.1. For q  2 and T < ∞ there exists a constant c = cq,T such that for
t ∈ [0, T ], s, s′ ∈ S1,
Eρp,2
(
x(t, s), x(t, s′)
)q  c(ρp,2(γ (s), γ (s′))q + |s − s′|q/2). (3.18)
Proof. Using the embedding Mp,2 ⊂ Xp,2 we first estimate the Xp,2 distance between
x(t, s) and x(t, s′). Let
y(t) := x(t, s′)− x(t, s). (3.19)
According to (3.17)
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t∫
0
[
b˜
(
x(τ, s′)
)− b˜(x(τ, s))]dτ
+
t∫
0
[
A˜(x(τ, s′))− A˜(x(τ, s))]dw(τ, s′)
+
t∫
0
A˜
(
x(τ, s′)
)
d
[
w(τ, s′)−w(τ, s)]. (3.20)
In what follows, c1, c2, . . . are positive constants which may depend on T and q .
Step 1. Estimates for E‖ ∫ t0 [b˜(x(τ, s′))− b˜(x(τ, s))]dτ‖qXp,2 .
We have, by Lipschtz continuity of b˜ (Proposition 3.1 and Remark 3.2) and the Hölder
inequality
E
∥∥∥∥∥
t∫
0
[
b˜
(
x(τ, s′)
)− b˜(x(τ, s))]dτ∥∥∥∥∥
q
Xp,2
 E
( t∫
0
∥∥b˜(x(τ, s′))− b˜(x(τ, s))∥∥Xp,2 dτ
)q
 c1E
∣∣∣∣∣
t∫
0
ρp,2
(
x(τ, s′), x(τ, s)
)
dτ
∣∣∣∣∣
q
 c1tq−1E
t∫
0
ρp,2
(
x(τ, s′), x(τ, s)
)q
dτ. (3.21)
Step 2. Estimates for E‖ ∫ t0 [A˜(x(τ, s′))− A˜(x(τ, s))]dw(τ, s′)‖qXp,2 .
By the Burkholder inequality and by Lipschitz continuity of A˜ we have
E
∥∥∥∥∥
t∫
0
[
A˜
(
x(τ, s′)
)− A˜(x(τ, s))]dw(τ, s′)∥∥∥∥∥
q
Xp,2
 c2t
q
2−1E
t∫
0
∥∥A˜(x(τ, s′))− A˜(x(τ, s))∥∥qHS(K,Xp,2) dτ
 c2t
q
2−1E
t∫
ρp,2
(
x(τ, s′), x(τ, s)
)q
dτ. (3.22)0
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w(τ, s′) − w(τ, s), τ  0, is a K-cylindrical Wiener process with covariance operator
Q̂(s′ − s), see the discussion after (3.10). Since∥∥√Q̂(s′ − s)∥∥L(K,K)  C |s′ − s| (3.23)
and recalling that A˜ is bounded, by using the Burkholder inequality, we have
E
∥∥∥∥∥
t∫
0
A˜
(
x(τ, s′)
)
d
(
w(τ, s′)−w(τ, s))∥∥∥∥∥
q
Xp,2
 c4|s′ − s|q/2E
( t∫
0
∥∥A˜(x(τ, s))∥∥2HS(K,Xp,2) dτ
)q/2
 tq/2−1c4|s′ − s|q/2. (3.24)
Summing up steps 1–3, we have, for some generic constant c5 > 0:
Eρp,2
(
x(t, s′), x(t, s)
)q
 c5
{
ρp,2
(
γ (s′), γ (s)
)q + |s′ − s|q/2 +E t∫
0
ρp,2
(
x(τ, s′), x(τ, s)
)q
dτ
}
,
t ∈ [0, T ], s, s′ ∈ S1. (3.25)
Hence, by the Gronwall inequality, there exists cq,T > 0 such that for t ∈ [0, T ], s, s′ ∈ S1
Eρp,2
(
x(t, s′), x(t, s)
)q  cq,T (ρp,2(γ (s′), γ (s))q + |s′ − s|q/2). ✷ (3.26)
Corollary 3.1. Let γ = (γk)k∈Zd :S1 → Mp,2 be Hölder continuous with exponent θ , i.e.
for some C > 0
ρp,2
(
γ (s), γ (s′)
)
 C|s − s′|θ , s, s′ ∈ S1. (3.27)
Then there exists C′ > 0 such that
Eρp,2
(
x(t, s), x(t, s′)
)q  C′|s − s′|qmin{θ,1/2}, t ∈ [0, T ], s, s′ ∈ S1. (3.28)
We can now formulate the main result.
Theorem 3.2. γ = (γk)k∈Zd :S1 → Mp,2 be Hölder continuous with an exponent θ
and x(t) be the solution of system (2.7) with initial condition (γk)k∈Zd . Then for each
α < min(θ,1/2) there exists a version of the process x(t) such that for each t  0
x(t) ∈ Cα(S1,M), a.s. (3.29)
where Cα(S1,M) is the space of Hölder continuous mappings S1 → M with exponent α.
Proof. Let θ ′ = min(α,1/2) and choose q such that θ ′ − 1
q
> α. Then θ
′q−1
q
> α, and
(3.28) together with the Kolmogorov lemma (see e.g. [20]) implies what is claimed. ✷
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Theorem 3.2 does not imply that the process x(t, ·) leaves either the space C(S1,M) or
Cθ(S1,M) invariant. Our next goal is to find a space which is preserved by this process.
Let us recall the definition of the space Wθ,q (S1,M), see [15] and [14].
To avoid unnecessary details we assume that 1
q
< θ < 1. A continuous function γ :S1 →
M belongs to Wθ,q (S1,M) iff∫
S1
∫
S1
ρ(γ (s2), γ (s1))q
|s2 − s1|1+θq ds1 ds2 <∞. (4.1)
Similarly, we define the space Wθ,q(S1,Rn), the only difference being that the M-
distance ρ(x2, x2) in (4.1) is replaced by the Rn-distance |x2 − x2|. It is well known that
Wθ,q(S1,Rn) is a separable Banach space with norm
‖γ ‖qθ,q =
∫
S1
∣∣γ (s)∣∣q ds + ∫
S1
∫
S1
|γ (s2)− γ (s1)|q
|s2 − s1|1+θq ds1 ds2, (4.2)
and that
Wθ,q(S1,Rn)⊂ Cα(S1,Rn), (4.3)
if α  0, α + 1
q
< θ , where Cα(S1,Rn) is the space of Hölder continuous functions with
exponent α from S1 with values in Rn. Moreover,
Cα(S1,Rn)⊂Wθ,q(S1,Rn), (4.4)
if α  θ, q > 1. It is also known that if M is embedded into Rn then Wθ,q (S1,M) is a
submanifold of Wθ,q(S1,Rn).
At the beginning we observe that Theorem 3.1 remains true for the metric ρp,r with
r > 1 arbitrary instead of simply r = 2. For this, we employ the embedding Mp,r ⊂ Xp,r
and estimate the Xp,r norm of the expression (3.20). Step 1 of the proof of Theorem 3.1
stays the same. To proceed with steps 2 and 3, we should instead of HS(K,Xp,2) use the
space R(K,Xp,r ) of γ -radonifying operators A from K to Xp,r with the norm
‖A‖R(K,Xp,r ) =
(
E
∑
β
|ξβAeβ |rXp,r
)1/r
, (4.5)
where (eβ) is ONB of K and (ξβ) is an i.i.d. sequence of real-valued Gaussian random
variables, β = (k, i), k ∈ Zd , i = 1, . . . ,m. One has (see also Remark 3.1) the following
Lemma 4.1. If A ∈Xp,r , then Aˆ ∈ R(K,Xp,r ) (cf. (3.14)) and
‖Aˆ‖R(K,Xp,r ) = cr‖A‖HS(K,Xp,q ) (4.6)
for some constant cr > 0.
Proof. Let (e(k,i)), k ∈ Zd , i = 1, . . . ,m, be ONB ofK and (ξ(k,i)), k ∈ Zd , i = 1, . . . ,m,
be an i.i.d. sequence of real-valued standard Gaussian random variables. We have
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∑
k∈Zd
∑
i
‖ξ(k,i)Ae(k,i)‖rXp,r
= E
∑
k∈Zd
pk
∑
i
‖ξ(k,i)Ake(k,i)‖rRn
 cr
∑
k∈Zd
pk
(
E
∑
i
‖ξ(k,i)Ake(k,i)‖2Rn
)r/2
= cr
∑
k∈Zd
pk ‖Ak‖rHS(Rm,Rn). ✷ (4.7)
In particular, setting r = q  2, we obtain, for s, s′ ∈ S1:
Eρp,q
(
x(t, s′), x(t, s)
)q  aq,T (ρp,q(γ (s′), γ (s))q + |s′ − s|q/2), (4.8)
or equivalently
E
∥∥x(t, s)− x(t, s′)∥∥qXp,q  bq,T (∥∥γ (s)− γ (s′)∥∥qXp,q + |s − s′|q/2) (4.9)
for some constants aq,T and bq,T . As before, we identify x(t, s), γ (s) ∈ Mp,q with their
images in Xp,q .
Proposition 4.1. Assume that 1
q
< θ < 12 and γk ∈ Wθ,q(S1,M) for each k ∈ Zd . Then
there exist constants c, c′ > 0 such that for 0 t  T
E
∑
k∈Zd
pk
∥∥xk(t)∥∥qWθ,q (S1,M)  c′ + c ∑
k∈Zd
pk‖γk‖qWθ,q (S1,M). (4.10)
Proof. We have
E
∑
k∈Zd
pk
∥∥xk(t)∥∥qWθ,q (S1,M)
= E
∑
k∈Zd
pk
∫
S1
∣∣xk(t, s)∣∣q ds +E∑
k∈Zd
pk
∫
S1
∫
S1
|xk(t, s′)− xk(t, s)|q
|s′ − s|1+θq ds ds
′. (4.11)
The first term can obviously be estimated by 2π(diamM)q
∑
k∈Zd pk . For the second term
we have, by (4.9) and the Fubini–Tonelli Theorem
E
∫
S1
∫
S1
∑
k∈Zd pk|xk(t, s′)− xk(t, s)|q
|s′ − s|1+θq ds ds
′
= E
∫
S1
∫
S1
‖xk(t, s′)− xk(t, s)‖qX np,q
|s′ − s|1+θq ds ds
′
= bq,TE
∫
1
∫
1
‖γ (s)− γ (s′)‖qX np,q + |s − s′|q/2
|s′ − s|1+θq ds ds
′S S
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∑
k∈Zd
pk
(∫
S1
∫
S1
|γk(s′)− γk(s)|q
|s′ − s|1+θq ds ds
′ +
∫
S1
∫
S1
|s′ − s|q/2
|s′ − s|1+θq ds ds
′
)
 c
∑
k∈Zd
pk‖γk‖qWθ,p(S1,M) + c′. (4.12)
Indeed, since
∫
S1
∫
S1 |s′ − s|αds ds′ <∞ iff α > −1,
∫
S1
∫
S1
|s ′−s|q/2
|s ′−s|1+θq ds ds
′ is finite iff
q
2 − θq > 0, i.e. iff θ < 12 . This concludes the proof. ✷
In what follows we will treat Wθ,q(S1,M) as a closed subset of Wθ,q(S1,Rn).
Naturally, lp,q(Wθ,q (S1,M)) will denote the set of all (xk)k∈Zd ∈ lp,q(Wθ,q (S1,Rn)) such
that xk ∈Wθ,q(S1,M) for all k ∈ Zd .
Theorem 4.1. Let γ = (γk)k∈Zd ∈ lp,q(Wθ,q (S1,M)), 1q < θ < 12 . Then, for any t :(
xk(t)
)
k∈Zd ∈ lp,q
(
Wθ,q(S1,M)
)
. (4.13)
In particular, for each k ∈ Zd ,
xk(t) ∈Wθ,q(S1,M). (4.14)
Proof. The result follows from Proposition 4.1. ✷
Corollary 4.1. Let each γk ∈Wθ,q(S1,M) uniformly in k ∈ Zd , that is,
sup
k∈Zd
‖γk‖qθ,q <∞. (4.15)
Then each xk(t) ∈Wθ,q(S1,M).
Proof. Let us choose p ∈ l+1 which fits Proposition 3.1. Because of (4.15) we have
γ = (γk)k∈Zd ∈ lp,q
(
Wθ,q(S1,M)
)
, (4.16)
and Theorem 4.1 implies the result. ✷
Remark 4.1. Let us remark that, by the Fubini–Tonelli Theorem,∫
S1
∫
S1
∑
k∈Zd pk|γk(s′)− γk(s)|q
|s′ − s|1+θp ds ds
′ =
∑
k∈Zd
pk
∫
S1
∫
S1
|γk(s′)− γk(s)|q
|s′ − s|1+θp ds ds
′,
(4.17)
which implies that
‖γ ‖lp,q (Wθ,q (S1,Rn)) = ‖γ ‖Wθ,q (S1,Xp,q )). (4.18)
Thus lp,q(Wθ,q (S1,Rn))=Wθ,q(S1,Xp,q). This justifies the notation Wθ,q(S1,Mp,q) for
lp,q(Wθ,q (S1,M)), which we will use below.
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Let γ = (γk)k∈Zd ∈Wθ,q(S1,Mp,q), where p, q and θ are as in the previous section,
and x(t) be the solution of the system (2.7) with initial condition (γk)k∈Zd constructed in
Theorem 3.2. Our goal is to show that the process x(t) ∈Wθ,q(S1,Mp,q ) has a continuous
modification.
Let us first remark that for each k ∈ Zd the family {wk(t; s), s ∈ S1} generates a K-
cylindrical Wiener process Wk(t) for some separable Hilbert space K ⊂ H 1,2(S1,Rm).
Indeed, let K be a completion of a space {J (φ)= (∑j αij ∗ φj )mi=1, where φ = (φi)mi=1 is
R
m
-valued Borel measure on S1}, with respect to a norm
‖Jφ‖2K =
∑
ij
∫
S1
(αij ∗ φj )(s)φi(s) ds, (5.1)
where
(αij ∗ φj )(s)=
∫
S1
αij (s − t) dφi(dt). (5.2)
Then K is a separable Hilbert space and K ⊂ H 1,2(S1,Rm). For example, see [16] and
[39], if αij = δij u and (with a > 0)
u(s)= 1
2a
sinh(as)+ cosh(πa)
sinh(πa)
cosh(as)
= 1
4a sinh2(πa)
[
sinh(as)+ sinh(a(2π − s))], s ∈ [0,2π],
then K =H 1,2(S1,Rm) and
‖γ ‖2K :=
2π∫
0
(∣∣γ˙ (s)∣∣2 + a2∣∣γ (s)∣∣2)ds. (5.3)
Consider then, for any k ∈ Zd , a K cylindrical Wiener process Wk(t) =∑∞n=1 enβk,n(t),
where (en) is an ONB of K and βk,n(t), k ∈ Zd , n ∈N is an i.i.d. sequence of standard real
valued Wiener processes (on some fixed complete probability space). It is then well known
that Wk(t) is a Wiener process on Wθ,q(S1,Rm) and hence on C(S1,Rm). In particular,
for any s ∈ S1, the evaluation wk(t; s) of Wk(t) at s is an Rm-valued Wiener process and
one can show that equality (2.4) is satisfied, i.e.
E
[
wik(t; s)wjl (t;σ)
]= tδklαij (s − σ), t  0, s, σ ∈ S1. (5.4)
Identifying next xk(t, s) and γk(s) with their images in Rn and thus xk(t) = xk(t, ·) ∈
Wθ,q(S1,M) and γk = γk(·) ∈ Wθ,q(S1,M) with their images in Wθ,q(S1,Rn) we see
that the family of processes xk , k ∈ Zd , satisfies the following stochastic integral equation
xk(t)= γk +
t∫
bk
(
x(τ)
)
dτ +
t∫
Ak
(
x(τ)
)
dWk(τ). (5.5)0 0
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the integrals are understood as Wθ,q (S1,Rn)-valued integrals, see [15] or [31,38] and [13].
Let us recall that Wθ,q(S1,Rn) is a 2-smooth (i.e. M-type 2) Banach space, so the integral
is well defined.
Lemma 5.1. There exists a constant C such that for any t, t ′ ∈ (0, T ] and k ∈ Zd we have
E
∥∥xk(t)− xk(t ′)∥∥qWθ,q (S1,Rn) C |t − t ′|q/2. (5.6)
Proof. Follows from standard properties of integrals in Banach spaces (in particular
Burkholder inequality), see [15], and uniform (in k) boundedness of the coefficients. ✷
We now are ready to formulate our main result in this section.
Theorem 5.1. The process x(t) = (xk(t))k∈Zd has a continuous Wθ,q(S1,Mp,q )-valued
modification and is Markov. The modified process satisfies the integral equations (5.5).
Proof. From inequality (5.6) we infer that
E
∥∥x(t)− x(t ′)∥∥q
Wθ,q (S1,Xp,q ) = E
∑
k∈Zd
pk
∥∥xk(t)− xk(t ′)∥∥qWθ,q (S1,Rn)
 Cq/2
∑
k∈Zd
pk |t − t ′|q/2. (5.7)
Thus the results follow in a standard way. ✷
6. Remark on a relationship with Gibbs measures
Let us consider a case where M = G is a compact connected simply connected Lie
group. Let νt be the heat kernel measure on C(S1,G) (that is, the time t distribution of the
Wiener process starting at the identity e of C(S1,G)). It is known [22,37] that νt is quasi-
invariant with respect to left and right translations by elements of C1(S1,G). Let Pt be
the time t distribution of the solution of (1.1) starting at e. Extending the techniques of the
works [3,21,34], we can show that under certain additional conditions on coefficients, Pt is
a Gibbs measure onC(S1,G)Zd with the one-particle reference measure νt and interactions
{VΛ}Λ⊂Zd explicitly defined by the coefficients of (1.1). Existence and uniqueness of
solutions of (1.1) imply existence and uniqueness results for Gibbs measures of such type.
Now, let µt be the pinned Brownian bridge measure with variance t on C(S1,G) and m
be a Gibbs measure defined by interactions {VΛ}Λ⊂Zd and µt as the one-particle reference
measure. Measures of such type appear in the Euclidean approach to quantum statistical
mechanics and are of great interest [8,12]. It is proved in [1,24] that µt and the heat kernel
measure νt are equivalent. Thus, the Gibbs measure m can be considered as a one-particle
perturbation of Pt . Knowledge of the properties of Pt could therefore be useful in the study
of m.
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Appendix A. Proof of Proposition 3.1
Let X be a Euclidean space and fk : M → X, k ∈ Zd , be continuous mappings which
satisfy the following conditions:
(i) there exists a constant C such that
sup
x∈M
∥∥fk(x)∥∥X  C (A.1)
for all k ∈ Zd ;
(ii) every fk is continuously differentiable in each variable xj , and there exists a
constant K such that∑
j∈Zd
Rkj K (A.2)
for all k ∈ Zd , where Rkj := supx∈M ‖∇j fk(x)‖L(Txj M,X).
Let us consider a mapping f := (fk)k∈Zd : M →XZd .
Lemma A.1. For any weigh sequence p ∈ l+1 and any q > 0, condition (A.1) implies that
f is a continuous mapping M → lp,q(X).
Proof. Condition (A.1) immediately implies that f (x) ∈ lp,q(X). Let xn → x, n→∞.
We have∥∥f (x)− f (xn)∥∥q
lp,q (X)
=
∑
k∈Zd
pk
∥∥fk(x)− fk(xn)∥∥qX

∑
k:|k|k0
pk
∥∥fk(x)− fk(xn)∥∥qX + (2C)q ∑
k: |k|>k0
pk (A.3)
for any k0 ∈ Z+. Let us fix ε > 0 and choose k0 such that∑
k: |k|>k0
pk <
ε
2(2C)q
. (A.4)
Because of continuity of each fk, we can now choose N such that
max
k: |k|k
∥∥fk(x)− fk(xn)∥∥qX < ε2∑ d p (A.5)0 k∈Z k
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lp,q (X)
< ε (A.6)
for any nN. ✷
Lemma A.2. Let conditions (A.1) and (A.2) be satisfied. Then for any q > 0 there exists a
weigh p ∈ l+1 such that f : M → lp,q (X) is Lipschitz continuous.
Proof. If (Rk,j ) satisfies (A.2), we can construct (following [35]) a sequence p ∈ l+1 and
a constant c > 0 such that∑
k∈Zd
Rkjpk < cpj , j ∈ Zd . (A.7)
Indeed, let us remark that the matrix (Rkj )k,j∈Zd under condition (A.2) generates a
bounded linear operator R in the space l∞ of bounded real sequences (αk)k∈Zd , with the
norm K . Set
T :=
∞∑
n=0
Rn
(K + 1)n (A.8)
and pk := Tjk, k ∈ Zd , for an arbitrary fixed j ∈ Zd . We obviously have TR = (K + 1)T ,
which implies (A.7) with c=K+1. Boundedness of T in l∞ implies that p := (pk)k∈Zd ∈
l+1 . By a slight modification of Schur’s test (see [35] and e.g. [30]) the matrix R generates
a bounded operator in lp,q(Zd →R1) with norm less than Kq−1C. In fact, we don’t need
the latter result itself, rather the following calculation, from which it immediately follows.
For q ′ such that 1
q
+ 1
q ′ = 1 and αj > 0, j ∈ Zd , we have∑
k∈Zd
pk
( ∑
j∈Zd
Rkj αj
)q

∑
k∈Zd
pk
(∑
j∈Zd
(Rkj )
1/q ′(Rkj )1/qαj
)q

∑
k∈Zd
pk
(∑
j∈Zd
Rkj
)q/q ′ ∑
j∈Zd
R
q
kj α
q
j
Kq/q ′
q∑
j∈Zd
α
q
j
∑
k∈Zd
pkRkj , (A.9)
which together with (A.7) implies the estimate∑
k∈Zd
pk
(∑
j∈Zd
Rkj αj
)q
Kq−1c
∑
j∈Zd
pjα
q
j . (A.10)
Let us fix arbitrary m ∈M and define for each n= 1,2, . . . the mapping
M 
 x → xn = (xnk )k∈Zd ∈ M,
xnk :=
{
xk, |k| n,
m, |k|> n.
(A.11)
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lp,q (X)
=
∑
k∈Zd
pk
∥∥fk(xn)− fk(yn)∥∥q

∑
k∈Zd
pk
( ∑
j : |j |n
Rkj ρ(xj , yj )
)q
. (A.12)
Applying (A.10) with αj = ρ(xj , yj ), we obtain∥∥f (xn)− f (yn)∥∥q
lp,q (X)
Kq−1c
∑
j∈Zd
pj ρ(xj , yj )
q
=Kq−1cρ(x, y)qp,q . (A.13)
For any x ∈ M we have xn → x, n→∞, and, by Lemma A.1, f (xn)→ f (x), n→∞.
Then, for any given x, y ∈ M and ε > 0 we can choose n= n(x, y, ε) s.t.∥∥f (x)− f (xn)∥∥
lp,q (X)
+ ∥∥f (y)− f (yn)∥∥
lp,q (X)
< ε. (A.14)
We then have∥∥f (x)− f (y)∥∥
lp,q (X)
= ∥∥f (x)− f (xn)+ f (xn)− f (yn)+ f (yn)− f (y)∥∥
lp,q (X)
< ε + ∥∥f (xn)− f (yn)∥∥
lp,q (X)
< ε +Kc−q+1ρp(x, y), (A.15)
which implies the estimate∥∥f (x)− f (y)∥∥
lp,q (X)
Kc−q+1 ρp(x, y). ✷ (A.16)
Proof of Proposition 3.1. Let us first remark that for two matrices R′, R′′ under condition
(A.2) we can always find p such that (A.7) and therefore (A.10) is satisfied for both
of them (set for instance R = R′ + R′′ in (A.8)). The proof can now be obtained by
applying the preceding lemma to the mappings a˜k : M → Rn and A˜k : M → HS(Rm,Rn)
respectively. ✷
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