E4ML: Alat untuk pembelajaran perlombongan data by Sainin, Mohd Shamrie & Siraj, Fadzilah
SEIT04 
E4ML: ALAT UNTUK PEMBELAJARAN PERLOMBONGAN DATA 
 
Mohd Shamrie Sainin, Fadzilah Siraj 
Kumpulan Kecenderungan Kepintaran Buatan (AISIG) 
Jabatan Sains Komputer, Fakulti Teknologi Maklumat 
Universiti Utara Malaysia 







Perlombongan data merupakan satu daripada bidang yang terdapat dalam kepintaran buatan. Ia 
memainkan peranan yang penting untuk mendapatkan corak yang tersitat daripada data dan seterusnya 
digunakan sebagai pengetahuan. Terdapat pelbagai alatan yang boleh digunakan dalam perlombongan 
sama ada dalam bentuk komersil ataupun secara perkongsian. Walau bagaimanapun kebanyakan alatan 
tersebut sukar untuk digunakan ataupun difahami terutamanya kepada pelajar. Dalam pembelajaran dan 
pengajaran perlombongan data atau pembelajaran mesin, semua proses berkaitan perlu diterangkan 
kepada pelajar. Ketiadaan perisian atau alat pengajaran yang spesifik dan mudah menyebabkan pelajar 
kurang memahami penggunaan dan aplikasi bidang ini. Kertas kerja ini membincangkan pembangunan 
alat bantuan pengajaran (perisian) yang terdiri daripada beberapa algoritma pembelajaran mesin bagi 
tujuan menerangkan proses dalam perlombongan data. Dengan pembangunan alat atau perisian ini, 
pengajaran dan pembelajaran bagi kursus berkaitan dapat ditingkatkan di samping memberikan 
kemudahan kepada pelajar memahami konsep utama dalam perlombongan data dan pembelajaran mesin. 
 
ABSTRACT 
Data mining is one of the fields that available in artificial intelligence. It plays a major role in acquiring 
the hidden pattern from data and used as knowledge. There are many tools that can be used in data 
mining whether commercially or in shareware version. However, most of the tool is complicated to be 
used by the beginner user especially to student. The absence of specific and easy tool was made the 
student unable to understand the use and applications in this field. This paper discusses the development 
of the teaching aid tool (software) that consist of several machine learning algorithms for the purpose of 
explaining data mining processes. With this tool, teaching and learning for such course can be enhanced 
in order to provide better understanding in data mining and machine learning. 
 




Perlombongan data telah berkembang hasil daripada maklumat dan data yang semakin bertambah. Ia 
adalah salah satu daripada cabang kepintaran buatan yang menekankan kepada analisis dan perolehan 
pengetahuan daripada maklumat yang tertentu. Kajian dalam bidang perlombongan data semakin 
berkembang selaras dengan pertambahan data, kemajuan sistem komputer dan teknologi simpanan data 
(pangkalan data).  
 
Aktiviti perlombongan data yang dikenali sebagai penemuan pengetahuan dalam pangkalan data wujud 
kerana keperluan untuk memproses dan seterusnya mendapatkan pengetahuan yang tersembunyi. 
Penemuan pengetahuan dalam pangkalan data ialah istilah yang digunakan sebagai proses keseluruhan 
dalam proses mendapatkan pengetahuan manakala perlombongan data ialah satu proses dalam penemuan 
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pengetahuan dalam pangkalan data yang menggunakan teknik pembelajaran mesin bagi mendapatkan 
corak atau pengetahuan yang dikehendaki. Han dan Kamber (2000) menyatakan bahawa penemuan 
pengetahuan dalam pangkalan data merupakan proses untuk mengeluarkan pengetahuan atau corak yang 
berpotensi daripada data tertentu di mana sebelum ini ia tidak diketahui dan tersembunyi.   
 
Pembelajaran mesin yang digunakan dalam proses perlombongan data merupakan bidang dalam 
kepintaran buatan yang melibatkan kajian terhadap algoritma pembelajaran bagi membolehkan corak atau 
pengetahuan dapat diperolehi daripada data. Algoritma pembelajaran yang popular dalam pembelajaran 
mesin ialah seperti pembelajaran konsep, pembelajaran pohon keputusan, pembelajaran Bayesian, 
pengaturcaraan logik induktif, pembelajaran berasaskan contoh, pembelajaran berevolusi, rangkaian 
neural dan pembelajaran analitikal. 
 
Perkembangan pesat dalam sistem pangkalan data menyebabkan keperluan terhadap suatu proses analisis 
data yang lebih efisyen. Ini kerana jumlah data yang besar adalah mustahil dapat dianalisis secara manual 
oleh pengguna. Sehubungan dengan itu, konsep penemuan pengetahuan (Fayad U. M., et al. (1995); Han 
J. et al. (1995); Shapiro dan Fraeley (1991)) telah menggalakkan penghasilan banyak alatan atau perisian 
bagi menyediakan kemudahan analisis data. DBMiner (sebelum ini dikenali sebagai DBLearn (Han et al. 
1994, 1995a, 1995b)), ialah contoh perisian yang menggabungkan teknologi pangkalan data dan teknik 
pembelajaran mesin untuk mendapatkan pelbagai ciri analisis dan akhirnya mendapatkan pengetahuan 
yang diperlukan.  Beberapa alatan lain yang digunakan dalam perlombongan data ialah seperti Weka, 
See5, Clementine, DataMind, Neuro Connection, dan sebagainya telah menyumbang kepada 
perkembangan perisian dalam perlombongan data. Perbandingan beberapa alatan dan perisian 
perlombongan data telah diterangkan oleh King M. A., John F.E. et al. (1998).  
 
Dalam kertas kerja ini, fungsi dan peranan perisian yang dikenali sebagai E4ML akan dibincangkan 
berdasarkan kepada pembangunan dan proses dalam perlombongan data. 
 
 
2.0 Latarbelakang alat E4ML 
 
Pembangunan perisian E4ML adalah berdasarkan kepada perisian Weka (Waikato Environment for 
Knowledge Analysis) yang mempunyai kekuatan dari segi algoritma pembelajaran dan boleh digunakan 
dalam industri (Witten I.H., Frank E.,  1999).  Weka yang telah dibangunkan menggunakan Java 
menyediakan beberapa kelas algoritma pembelajaran mesin dan kelebihan ini digunakan untuk 
membangunkan E4ML dengan mengambil dan mengubah beberapa algoritma tertentu bagi disesuaikan 
kepada objektif pembelajaran dan pengajaran E4ML. 
 
E4ML ialah alat permulaan yang dibina untuk memberikan kefahaman asas terhadap perlombongan data 
menggunakan fungsi algoritma pembelajaran mesin. Tujuan E4ML yang utama adalah untuk digunakan 
dalam pembelajaran dan pengajaran bagi kursus perlombongan data atau pembelajaran mesin dan sesuai 
kepada pengguna baru bagi memahami konsep asas dalam penemuan pengetahuan (Sainin M.S, Siraj F, 
2003b). Alat ini menumpukan kepada penerangan dan menunjukkan simulasi mudah terhadap proses 
penemuan pengetahuan di mana output yang dihasilkan adalah berdasarkan kepada jenis algoritma 
pembelajaran yang dipilih. 
 
2.1 Pembangunan E4ML 
 
E4ML telah dihasilkan berasaskan kepada perisian Weka dan pembangunannya adalah menggunakan 
pengaturcaraan Java yang menyokong pengaturcaraan berorientasikan objek. Selain daripada itu 
pengaturcaraan Java juga membolehkan antaramuka E4ML dilengkapkan dengan keupayaan antaramuka 
Swing dalam Java. Rajah 1 menunjukkan antaramuka utama perisian E4ML.  
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Rajah 1: Antaramuka utama E4ML 
 
 
Rajah 2: Senibina asas E4ML 
 
Implementasi awal E4ML mempunyai beberapa komponen yang diletakkan dalam empat tab iaitu tab 
input data, tab paparan data, tab simulasi dan tab utiliti alat. Komponen tersebut adalah seperti berikut 
(Sainin M.S, Siraj F, 2003a):  
 Fungsi pembaca fail data 
 Fungsi koleksi fail (memori kerja) 
 Fungsi paparan data 
 Koleksi algoritma pembelajaran mesin (modul algoritma) 
 Utiliti teori pembelajaran pengkomputan 
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Rajah 2 menunjukkan senibina asas bagi alat pembelajaran E4ML yang mengandungi dua modul utama 
iaitu: 
 Modul antaramuka dan simulasi, dan 
 Modul algoritma. 
 
2.2 Fail Input E4ML 
 
Data untuk tujuan pemprosesan dalam E4ML menggunakan format fail ARFF yang sama dengan data 
yang digunakan dalam perisian Weka. Set data dalam fail ARFF mengandungi tiga bahagian iaitu label 
hubungan (@relation), label atribut (@attribute) dan label data (@data) (Witten I.H., Frank E.,  1999). 
Label hubungan merupakan pengenalan tajuk bagi set data yang diberikan dalam fail ARFF, manakala 
semua jenis data disenaraikan dalam bahagian label atribut iaitu nama, jenis dan nilai bagi satu-satu 
atribut. Senarai data yang terdiri daripada kombinasi atribut (dalam label atribut) disediakan dalam 
bahagian label data. Rajah 2 menunjukkan contoh set data bagi fail ARFF yang boleh digunakan dalam 
E4ML.             
@relation weather.symbolic 
 
@attribute outlook {sunny, overcast, rainy} 
@attribute temperature {hot, mild, cool} 
@attribute humidity {high, normal} 
@attribute windy {TRUE, FALSE} 













Rajah 2: Contoh set data fail ARFF 
 
Berdasarkan kepada Rajah 2, hubungan bagi set data diberikan sebagai ‘weather.symbolic’ dan akan 
menjadi tajuk bagi data tersebut. Dalam bahagian atribut, terdapat lima atribut (outlook, temperature, 
humidity, windy dan play) dengan nilai mungkin bagi setiap atribut. Sebagai contoh, atribut humidity 
mempunyai dua nilai mungkin iaitu sama ada high atau normal. Atribut yang terakhir dalam contoh iaitu 
play merupakan sasaran bagi set data ‘weather.symbolic’.  Kombinasi nilai-nilai bagi atribut ditunjukkan 
dalam bahagian data di mana setiap data contoh mengambil satu daripada nilai mungkin bagi setiap 
atribut (contoh: sunny,hot,high,FALSE,no) dan nilai ‘no’ dalam  contoh ini merupakan label kelas. 
 
2.3 Koleksi Algoritma Pembelajaran (Perlombongan Data) 
 
Implementasi algoritma pembelajaran yang terdapat dalam E4ML terdiri daripada enam algoritma iaitu 
pembelajaran konsep (Find-S dan Candidate Elimination), pohon keputusan (ID3), pembelajaran 
bayesian (Simple Naïve Bayes), pembelajaran berasaskan contoh (k-Nearest Neighbor) dan pembelajaran 
peraturan (Simple Covering). Semua algoritma yang terdapat dalam E4ML dikategorikan sebagai 
pembelajaran dengan seliaan (supervised learning) di mana ia bergantung kepada label kelas bagi contoh 
data yang terdapat dalam set data fail ARFF bagi menghasilkan hipotesis tertentu.  
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3.0 Perlombongan Data menggunakan E4ML 
 
Perlombongan data dan Penemuan pengetahuan dalam pangkalan data atau KDD (Knowledge Discovery 
in Database) selalunya digunakan sebagai istilah yang sama untuk menerangan proses untuk 
mendapatkan pengetahuan daripada set data tertentu. Perbezaan di antara kedua-dua istilah ini 
ditunjukkan dalam Jadual 1. Proses KDD merupakan proses berulang yang melibatkan aktiviti seperti 
pengumpulan data, pemilihan data, pra-pemprosesan, perlombongan data dan penilaian terhadap 
pengetahuan yang diperolehi.  Bahagian ini menerangkan bagaimana E4ML digunakan sebagai alat serta 
pembelajaran perlombongan data. 
 
Jadual 1: Perbezaan di antara perlombongan data dan KDD (Fayyad U., Shapiro and Smyth P., 1996) 
Perlombongan Data Penemuan Pengetahuan dalam Pangkalan Data 
Perlombongan data ialah satu langkah dalam 
proses KDD yang terdiri daripada melakukan 
analisis dan algoritma penemuan,  di mana  
berdasarkan kepada kekangan pengkomputan, ia 
menghasilkan koleksi corak yang tertentu 
daripada data. 
KDD ialah proses menggunakan pangkalan data 
bersama-sama dengan pemilihan, pra-
pemprosesan, pensampelan, penukaran; 
melakukan kaedah perlombongan data (algoritma) 
untuk menganalisis corak; dan menilai hasil 
perlombongan bagi mengenalpasti pengetahuan 
yang tersirat.  
 
3.1 Penyediaan fail data 
 
Sebagai satu alat pembelajaran perlombongan data, E4ML memerlukan semua proses praktikal yang 
terkandung dalam proses-proses KDD. Antaranya ialah proses penyediaan data di mana ia adalah satu 
langkah yang penting kerana data yang disediakan akan memberikan makna pemprosesan serta analisis. 
Berdasarkan kepada proses yang terdapat dalam KDD, ia terdiri daripada pemilihan data dan seterusnya 
melakukan pemprosesan bagi memastikan data yang disediakan adalah dalam keadaan yang terbaik. 
Fayad et al. (1996) menyatakan bahawa langkah ini adalah untuk menghasilkan set data sasaran daripada 
sesuatu domain tertentu atau menumpukan kepada pembolehubah tertentu di mana proses penemuan 
hendak dilakukan. Format fail data bagi E4ML ditunjukkan seperti dalam Jadual 1. Data yang disediakan 
biasanya mempunyai atribut daripada beberapa jenis iaitu sama ada dari jenis nominal, aksara (string) 
atau nombor nyata (real).  
 
Sebelum fail data dapat disediakan, pra-pemprosesan perlu dilakukan bagi memastikan data boleh 
digunakan. Pra-pemprosesan terhadap data adalah penting kerana algorithma pembelajaran tidak 
semestinya dapat menerima sesuatu jenis data sahaja. Sebagai contoh, algoritma pembelajaran konsep 
tidak boleh memproses atribut dalam bentuk nombor (numeric). Oleh yang demikian, data perlu 
ditukarkan kepada perwakilan berdasarkan kepada matlamat perlombongan data yang hendak dicapai. 
Penerangan secara ringkas mengenai format fail data bagi E4ML diterangkan dalam Sainin M.S, Siraj F, 
(2003b) dan secara lengkap bagi Weka dalam (Witten I.H., Frank E.,  1999).   
     
3.2 Perlombongan Data dalam E4ML 
 
Walaupun E4ML lebih menekankan kepada aplikasi pembelajaran mesin, tetapi dalam proses KDD, 
perlombongan data ialah satu proses yang menggunakan teknik tertentu bagi mendapatkan model dan 
pengetahuan daripada data. Teknik perlombongan data dalam E4ML adalah lebih kepada perolehan 
pengetahuan secara pembelajaran terselia (supervised learning) yang terdiri daripada pembelajaran 
konsep, pembelajaran pohon keputusan, pembelajaran berasaskan contoh, pembelajaran Bayesian dan 
pembelajaran set peraturan. 
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Palous J. (2002) menyatakan bahawa perlombongan data memerlukan  pembelajaran mesin bagi 
mendapatkan dan seterusnya mempersembahkan pengetahuan dalam bentuk yang tertentu. Dengan sebab 
inilah kajian terhadap pembelajaran mesin adalah penting bagi menentukan jenis algoritma yang sesuai 
digunakan untuk sesuatu perwakilan data. 
 
Sebagai proses berterusan dalam KDD, tujuan perlombongan data ialah untuk menggunakan algoritma 
tertentu kepada data yang telah diproses. Bagi menerangkan proses ini, katakan data seperti dalam Rajah 
2  (enjoy-play-tennis) digunakan dan algoritma mudah pembelajaran konsep FIND-S dilakukan kepada 
data tersebut. Data ‘enjoy-play-tennis’ mempunyai tujuh atribut berjenis nominal dengan atribut enjoy 
ialah atribut sasaran yang menunjukkan keadaan sasaran sama ada yes atau no. Data ini akan dimasukkan 
ke dalam E4ML dan seterusnya algoritma pembelajaran konsep (FIND-S) dilaksanakan bagi 
mendapatkan hipothesis tertentu. Berdasarkan kepada empat data yang terdapat dalam fail ‘enjoy-play-
tennis’, Rajah 3 menunjukkan hipothesis akhir yang dihasilkan oleh pembelajaran tersebut, di mana ia 
menunjukkan klasifikasi positif bagi keadaan boleh bermain tenis. Keadaan <sunny,warm,?,strong,?,?> 





@attribute outlook {sunny, rainy, overcast} 
@attribute temperature {warm, cold} 
@attribute humidity {normal, high} 
@attribute windy {weak, strong} 
@attribute water {warm, cool} 
@attribute forecast {same, change} 







Rajah 2: Fail ARFF bagi  ‘enjoy-play-tennis’ 
 
 D4: [sunny, warm, high, strong, cool, change, [yes]] 
 Example data is positive, generalize hypothesis 
 to: 
4 <sunny,warm,?,strong,?,?> 
Final hypothesis observed: <sunny,warm,?,strong,?,?> 




4.0 Simulasi dan Penerangan dalam E4ML 
 
Selain daripada proses perlombongan data dan pembelajaran mesin, elemen simulasi dan penerangan 
menjadi keutamaan dalam pembangunan E4ML. Ini kerana pengguna memerlukan simulasi dan 
penerangan bagi meningkatkan kefahaman semasa menggunakan alat pembelajaran ini. 
 
Berdasarkan kepada Stahl I. (2000), simulasi adalah teknik penting yang boleh digunakan dalam sesuatu 
aplikasi dan perlu menjadi sebahagian daripada pembelajaran. Walau bagaimanapun, penggunaan 
simulasi dalam pengajaran adalah bergantung kepada model pengguna yang membezakan latarbelakang 
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dan keperluan mereka. Sasaran pengguna E4ML ialah kepada pengguna atau pelajar yang baru 
mempelajari teknik perlombongan data menggunakan pembelajaran mesin. Dengan demikian, model 
pengguna tersebut disesuaikan supaya simulasi dan penerangan dapat dimanafaatkan semasa 




E4ML menggunakan simulasi yang mudah difahami dalam pembelajaran di mana ia terbahagi kepada dua 
iaitu simulasi antaramuka dan simulasi output bagi setiap algoritma pembelajaran. Dalam E4ML, panel 
tab ‘Simulate Algorithm’ ialah panel yang akan menunjukkan simulasi setiap algoritma berdasarkan 
kepada data yang diberikan. Rajah 4 menunjukkan simulasi antaramuka dan output yang dibahagikan 
kepada dua paparan iaitu paparan data dan juga paparan simulasi hipothesis. Kedua-dua paparan ini 
penting untuk menunjukkan proses yang terlibat semasa perlaksanaan algoritma yang dipilih.  
 
 
Rajah 4: Simulasi antaramuka (data dan hasil output). 
 
Berdasarkan kepada Rajah 4, paparan data akan melakukan simulasi dengan memaparkan data yang 
sedang dianalisis dengan menandakannya dan juga memaparkan keputusan analisis dalam bahagian 
simulasi hipothesis. Dalam contoh algoritma pembelajaran yang lain seperti pohon keputusan, pengguna 
boleh memilih untuk memaparkan simulasi hipothesis atau tidak. Kemudahan ini membolehkan pengguna 
mendapatkan output yang penting sahaja iaitu pohon keputusan bagi sesuatu data.    
 
Dengan adanya simulasi dalam E4ML, ia dapat memberikan kemudahan kepada pengguna untuk 
memahami proses yang dilakukan oleh algoritma pembelajaran dengan lebih baik. Walaupun simulasi 
dalam E4ML masih kurang tetapi ia merupakan titik tolak kepada pembangunan alat pembelajaran yang 
lebih inovatif pada masa hadapan. 
 
4.2 Penerangan   
 
Penerangan juga diberikan fokus dalam pembangunan E4ML kerana ia dapat membantu pembelajaran di 
samping penggunaan simulasi. Tujuan utama penerangan dalam E4ML ialah untuk memberikan 
penerangan tentang proses yang dilakukan oleh algoritma pembelajaran dan seterusnya membantu 
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pengguna memahami bagaimana algoritma tersebut beroperasi. Rajah 5 menunjukkan contoh penerangan 
yang diberikan oleh proses pembelajaran bagi algoritma k-NN (k-Nearest Neighbor). 
 
Algoritma pembelajaran k-NN tergolong dalam kumpulan pembelajaran berasaskan contoh iaitu 
menggunakan data lain sebagai asas memberikan klasifikasi kepada data baru. Berdasarkan kepada 
penerangan dalam Rajah 5, nilai k menunjukkan bahawa sebanyak dua contoh terdekat yang diambil kira 
untuk mengelaskan data baru, namun demikian kedua-dua data yang terdekat tersebut mempunyai 
klasifikasi yang berbeza. Oleh yang demikian data baru tidak dapat dikelaskan. Penjelasan yang diberikan 
dalam output dan menggunakan nilai k yang ganjil adalah cadangan bagi memperbaiki keputusan 
hipothesis pembelajaran k-NN. 
  
k is: 2 [Even Value]. 
There are 2 classes for weather.symbolic dataset. 
Nearest #1[D6] class: no 
Nearest #2[D5] class: yes 
Class vote(s) for all class are equal where: 
Class [yes] has 1 vote. 
Class [no] has 1 vote. 
Therefore: 
The query cannot be classified using k = 2. 
If k = 1, the query classified as           : no 
where the nearest neighbour (row) is : D6 
Distance is : 0.0 
Remarks: 
--------- 
-  Try other k to classify the query (use odd value of k). 






Pembelajaran perlombongan data merupakan satu proses yang rumit jika tidak dibantu dengan alatan 
yang menjurus kepada kaedah memberikan kefahaman bagaimana sebenarnya perlombongan data 
dilakukan. Dengan adanya perisian E4ML, pembelajaran dan aplikasi dalam KDD dapat diaplikasikan 
dan pengguna akan dapat meningkatkan kefahaman bukan sahaja mengenai proses dalam KDD dan  
perlombongan data tetapi juga pembelajaran terhadap elemen yang lebih spesifik iaitu pembelajaran 
mesin. Penggunaan simulasi dan penerangan dalam E4ML dapat membantu pengguna memahami proses 
yang dilakukan oleh algoritma tertentu berdasarkan kepada data yang diberikan.  
 
E4ML dibangunkan dengan matlamat sebagai alat yang boleh dijadikan sebagai alat pengajaran dan 
pembelajaran masih kekurangan dalam banyak aspek. Walau bagaimanapun, ia akan menjadi permulaan 
kepada penyelidikan dan pembangunan pada masa depan terutamanya dalam bidang pembelajaran mesin. 
Pembangunan masa depan E4ML termasuklah kemudahan pra-pemprosesan, algoritma pembelajaran 
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