Abstract-Semisupervised learning and active learning are considered for unexploded ordnance (UXO) detection. Semisupervised learning algorithms are designed using both labeled and unlabeled data, where here labeled data correspond to sensor signatures for which the identity of the buried item (UXO/non-UXO) is known; for unlabeled data, one only has access to the corresponding sensor data. Active learning is used to define which unlabeled signatures would be most informative to improve the classifier design if the associated label could be acquired (where for UXO sensing, the label is acquired by excavation). A graph-based semisupervised algorithm is applied, which employs the idea of a random Markov walk on a graph, thereby exploiting knowledge of the data manifold (where the manifold is defined by both the labeled and unlabeled data). The algorithm is used to infer labels for the unlabeled data, providing a probability that a given unlabeled signature corresponds to a buried UXO. An efficient active-learning procedure is developed for this algorithm, based on a mutual information measure. In this manner, one initially performs excavation with the purpose of acquiring labels to improve the classifier, and once this active-learning phase is completed, the resulting semisupervised classifier is then applied to the remaining unlabeled signatures to quantify the probability that each such item is a UXO. Example classification results are presented for an actual UXO site, based on electromagnetic induction and magnetometer data. Performance is assessed in comparison to other semisupervised approaches, as well as to supervised algorithms.
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I. INTRODUCTION
U NEXPLODED ordnances (UXOs) correspond to explosive devices (e.g., bombs) that did not explode upon impact with the ground and that are subsequently buried intact or partially intact. Some UXOs may also exist on the surface of the ground, but we assume here that these are removed via manual inspection, and therefore, this paper focuses on detecting buried UXOs. Several sensing techniques have been developed over the last several decades for detection of buried UXOs. The most widely used among these are electromagnetic induction (EMI) [1] - [3] and magnetometers [4] . Both of these approaches are based on sensing magnetic signatures. An EMI sensor is an active approach, whereby electromagnetic radiation is emitted, and one measures the signals scattered off targets. Such that one achieves sufficient ground penetration, EMI systems are typically designed to operate at kilohertz frequencies (in the inductive regime). In contrast, magnetometers are passive sensors, which measure the static magnetic field of the Earth, and hence the presence of ferrous targets, which yield a corresponding perturbation to the Earth's magnetic field. A UXO is any explosive device that has not detonated and, therefore, is dangerous if disturbed. However, although the device did not detonate, in many cases, the item is deformed upon impact, with possible components (e.g., tail wings) broken off. In addition, there are many different types of explosives (bombs) that may have been deployed. These factors significantly complicate one's ability to distinguish UXOs from non-UXOs, based on the EMI and/or magnetometer signature. Specifically, many types of buried benign metal items are often readily confused for UXOs, based on the sensor signature. Consequently, the unnecessary excavation of non-UXO items often constitutes the principal cost of UXO cleanup (there are typically far more non-UXO buried metal items than there are actual UXOs). Therefore, classification of UXOs constitutes a significant sensing and classification challenge.
Classification using EMI and magnetometer sensors is typically not directly performed on the measured data but on features extracted therefrom. Specifically, parametric models have been developed for the response of targets as viewed from such sensors, with most of these models based on a dipole approximation [3] . The parameters extracted from the models when fitting is performed to the measured data are typically employed to constitute feature vectors within the subsequent classification algorithm. Most of these algorithms are supervised in the following sense. A set of labeled feature vectors are assumed given (the identity, UXO/non-UXO, of each feature vector is known), and these data are used to design a classifier. Numerous such classifiers have been considered for UXO detection, such as kernel matching pursuits [5] , support vector machines (SVMs) [3] , and likelihood-ratio tests [3] . There are two limitations of such approaches: 1) the assumption of the presence of an appropriate labeled data set is tenuous in many cases; and 2) even when such labeled data are available, a purely supervised algorithm does not exploit the contextual information provided by the unlabeled data.
General interest in these latter two issues has motivated recent research in the machine learning community. Specifically, active learning [6] , [7] is a framework whereby the acquisition of labeled data is integrated within the classifier design. Using appropriate information-theoretic measures, an active-learning algorithm asks which of the unlabeled feature vectors would be most informative for the classifier design if the associated labels could be made available. This idea has previously been 0196-2892/$25.00 © 2008 IEEE applied in the context of UXO detection [5] . The new aspect of the work considered here is that this active-learning framework is placed within the context of a semisupervised learning setting. Specifically, in addition to actively acquiring the labeled data (selectively performing item excavations for the purpose of algorithm learning), a semisupervised algorithm exploits contextual information provided by all of the unlabeled data (the classification of any one unlabeled feature vector is placed within the context of all unlabeled feature vectors). In the UXO problem, the EMI/magnetometer data are often all collected at once, typically using a cart-based system [4] ; recall that the UXOs of interest are all buried, and therefore, they are not dangerous until excavation begins. Therefore, one may perform feature extraction on all of the signatures at once, and the contextual information provided by these data may be of utility in improving classification performance.
Semisupervised learning has been an area of significant recent interest in the machine learning community [8] - [15] , where exploitation of the information available in the unlabeled data has been demonstrated to often add value. To our knowledge, this paper represents the first use of such an approach as applied to the UXO problem. The semisupervised approach presented here was first proposed in a general setting, within the machine learning community [16] , wherein it was demonstrated to yield superior performance relative to other semisupervised algorithms, based on canonical machine learning data sets. In this paper, this algorithm is applied to actual UXO data, compared to other supervised and semisupervised approaches, and extended to an active-learning setting. An important goal of this paper is to introduce semisupervised learning to the geophysical community, since it is likely to have a general utility for associated sensing problems, and typically, semisupervised approaches yield performance that is significantly better than the widely used supervised approaches.
To date, there have been several semisupervised methods developed. The generative model method, which is an early semisupervised method, estimates the joint probability of data and labels via expectation-maximization (EM) by treating the missing labels of unlabeled data as hidden variables; this method was studied in statistics for mixture estimation [17] and has been reformulated for semisupervised classification [15] . Co-training [13] , which is another early method, exploits two independent subvectors of features by using one to provide the label estimates for the other; co-training has recently received renewed interest, particularly theoretically. The semisupervised SVM [12] represents a more recent method that maximizes the margin between classes by taking into account both labeled and unlabeled data. The graph-based method [9] - [11] , [14] , which is the main focus of current research in semisupervised learning, exploits the assumption that strongly connected data points (in feature space) should share the same label, and utilizes spectral graph theory to quantify the between-data connectivity. For a more complete review of the literature, see [8] .
Most graph-based algorithms operate in a transductive fashion, i.e., they directly learn the labels of the unlabeled data instead of learning a classifier first and then using the classifier to infer the unseen labels (inductive learning). While transductive algorithms avoid the problem of model selection for a classifier, they lack a principled way of predicting the labels of data out of the training set. The work in [9] addresses this problem by constructing a graph-based prior distribution on the parameters of a classifier and learns the classifier by maximizing the posterior (maximum a posteriori (MAP) estimation); the prior utilizes both labeled and unlabeled data, thus enforcing semisupervised learning. Several drawbacks are inherent in the algorithm in [9] . For example, the hyperparameter that balances the importance of the prior relative to the data likelihood needs to be learned.
In this paper, with a focus on the UXO-sensing application, we apply an algorithm for learning parametric classifiers on a partially labeled data manifold [16] by representing the manifold as a graph; each vertex on the graph represents a data point, and the weighted edge between two vertices manifests the immediate connectivity between the corresponding data points. This algorithm is motivated by the work in [11] and builds the t-step connectivity between data points via a Markov random walk on a manifold. To account for heterogeneities in the data manifold, the random walk takes different step sizes at different data locations; each step size dictates a Markov transition matrix, and we select the step size to assemble the transition matrix for the entire manifold.
The remainder of this paper is organized as follows: In Sections II and III, we discuss the semisupervised learning algorithm and the active-learning framework, respectively. These discussions are presented in a general setting, applicable to any remote-sensing problem for which: 1) all of the unlabeled data are simultaneously available and 2) there is an opportunity to selectively acquire labels on a subset of the unlabeled feature vectors. In the work considered here, these labels may be acquired via selective excavation, whereas in other settings, one may employ a human analyst or potentially another (higher resolution) sensor, selectively deployed. The specific application to UXO sensing is discussed in Section IV, wherein the sensors and feature vectors considered are described. Results are presented for an actual UXO site using magnetometer and/or EMI sensor data, and comparisons are made to other approaches (other classes of supervised and semisupervised algorithms). Conclusions are provided in Section V.
II. SEMISUPERVISED LEARNING ALGORITHM
In this section, we introduce the details of a graph-based semisupervised algorithm applied in this paper to UXO sensing. The algorithm was first presented in a more general setting in a recent conference paper [16] . To our knowledge, this paper represents the first application of this or any semisupervised algorithm to UXO sensing. Semisupervised learning is applicable to any sensing problem for which all of the unlabeled data are available at the same time, and therefore, this approach is applicable to most wide-area sensing problems of interest to the geophysics community. In practical applications, semisupervised learning has been found to yield superior performance relative to the widely applied supervised algorithms.
A. Graph Representation of a Partially Labeled Data Manifold
Let G = (X , W) be a graph, where X = {x 1 , x 2 , . . . , x N } is the set of vertices, and W = [x ij ] N ×N is the affinity matrix with the (i, j)th element w ij indicating the strength of the immediate connectivity between vertices x i and x j . For the purpose of data classification, the vertex set X coincides with the set of data points (labeled or unlabeled), and w ij is a quantitative measure of the closeness of data points x i and x j . In the semisupervised setting, only a subset of X are provided with class labels, and the remaining data points are unlabeled, and therefore, we have a partially labeled graph.
Although there are many alternative ways of defining the connectivity w ij , here, we consider a radial basis function
where · represents the Euclidean norm; selection of the parameter σ i is detailed later in this paper. While the affinity matrix may provide a reasonable local similarity among the data points, it is not a good representation of the global similarity measure of the data sets. Following [11] , we construct a Markov random walk based on the affinity measure, which is capable of incorporating both the high-density clustering property and the manifold structure of the data set. Specifically, we induce a Markov transition matrix A = [a ij ] N ×N , where the (i, j)th element
gives the probability of walking from x i to x j by taking a single step. In general, we are interested in a t-step random walk, the transition matrix of which is given by A raised to the power of t, i.e.,
ij represents the probability that the Markov process starts from x i and ends at x j by taking t-step random walks. As a special case, A t degenerates to an identity matrix when t = 0, which means one can only stay at a single data point when no walk is performed.
In specifying the Markov transition matrix in (1), we have used a distinct σ for each data point x. In the random walk, σ can be thought of as the step size. Therefore, locationdependent step sizes allow one to account for possible heterogeneities in the data manifold-at locations where data are densely distributed, a small step size is enough, whereas at locations where data are sparsely distributed, a large step size is necessary to connect a data point to its nearest neighbor. A simple choice of the heterogeneous σ is to let σ i be a fraction of the shortest Euclidean distance between x i and all other data points in X . This ensures that each data point is immediately connected to at least one neighbor.
B. Neighborhood-Based Learning
Any two data points x i and x j are said to be t-step neighbors, denoted as
, which represents the set of t-step neighbors of x i , is called the t-step neighborhood of x i . When t = 0, the neighborhood shrinks to a single data point, i.e., N 0 (x i ) = {x i }. We define the probability of label y i given the t-step neighborhood of x i as
where the magnitude of a (t) ij automatically determines the contribution of x j to the neighborhood; thus, we are allowed to run the index j over the entire X . The expression p(y i |x j , θ) is the probability of label y i given a single data point x j (zero-step neighborhood), and it is represented by a standard probabilistic classifier parameterized by θ. In this paper, we consider binary classification with y ∈ {−1, 1} and choose the form of p(y i |x i , θ) as the logistic-regression classifier
where we assume that a constant element 1 is prefixed to each feature vector x (the prefixed x is still denoted as x for notational simplicity); thus, the first element in θ is a bias term. Arbitrarily, one may set y = 1 as corresponding to a UXO and y = −1 as corresponding to a non-UXO. The fundamental difference between the classifier in (3) and the typical logistic-regression classifier is that the logisticregression classifier predicts y i using x i alone, whereas the semisupervised approach considered here predicts y i by using x i and the feature vectors in the neighborhood of x i . The neighborhood of x i is formed by all x j 's that can be reached from x i by t-step random walks, with each x j contributing to the prediction of y i in proportion to a (t) ij , the probability of walking from x i to x j in t steps. The role of neighborhoods is then conspicuous-in order for x i to be labeled y i , each neighbor x j must consistently be labeled with y i in the degree proportional to a (t) ij ; in such a manner, y i implicitly propagates over the neighborhood. By taking the neighborhoods into account, it is possible to learn a classifier with only a few labels present, and yet, the classifier learned is much less subject to overfitting than when ignoring the neighborhoods. This is addressed in greater detail further on.
Let L ⊆ {1, 2, . . . , N} denote the set of indexes of labeled data. Assuming that the labels are conditionally independent, we obtain the likelihood function
which is the joint probability of observed labels given the t-step neighborhood of each corresponding data point. Estimation of θ may be achieved by maximizing the log likelihood, which, however, may yield overfitting, particularly when the number of labeled samples is small. To enforce sparseness of θ (sparseness has been demonstrated as an important property [18] , discouraging overfitting), we impose a zero-mean Gaussian prior on each dimension of θ, i.e.,
where Λ = diag{λ 1 , λ 2 , . . . , λ d } are hyperparameters, and d is the dimensionality of x. Each hyperparameter has an independent Gamma distribution, resulting in
Marginalizing Λ, we obtain the prior distribution that is directly conditional on α and β, i.e.,
The posterior of θ follows from (5) and (8) . Thus
where Z is a normalization constant. We are interested in the MAP estimate of θ, which maximizes (9), or, equivalently
The θ obtained by maximization of (θ) is generally not subject to overfitting due to two reasons-the neighborhoods incorporated into the first term of (θ) encourages smoothness along the manifold, and the second term of (θ) enforces sparseness of θ.
C. Learning Algorithm
We maximize (10) by employing an EM algorithm. For any {δ ij : δ ij ≥ 0, N j=1 δ ij = 1} and {q(Λ) : q(Λ)dΛ = 1}, we apply Jensen's inequality to the right-hand side of (10) to obtain the lower bound
where the equality holds when
The EM algorithm consists of iteration of the following two steps: 1) E-step: computing {δ ij } and q(Λ) using (12) and (13); 2) M-step: computing the reestimate of θ as
The convergence is monitored by checking (θ), which is guaranteed to monotonically increase over the EM iterations. There are two noticeable points regarding the technical details. First, since (7) is conjugate to (6) , q(Λ) is of the same form as (7) with updated hyperparameters α and β, i.e.,
and the integral in the dominator of (13) has an analytic form
which is useful in checking the convergence of (θ) in (10) .
Second, in computing Q( θ|δ, q) by (11) , one needs to com-
= q(Λ) ln p( θ|Λ)dΛ, and it is found that
III. ACTIVE LEARNING
In the UXO classification problem, it is a given that excavation will ultimately be performed. The principal objective is to excavate as high a percentage of UXOs as possible while leaving as much of the non-UXOs as possible unexcavated. Recall that the primary expense in UXO cleanup is the excavation of non-UXO items, since the density of such is typically much higher than the amount of UXOs, and the sensor signatures of UXOs are often very similar to those of many types of non-UXOs. Given that excavation will be performed in any case, one may ask whether the initial set of excavations may be performed with the purpose of improving the performance of the algorithm. Specifically, one may ask which unlabeled sensor signature would be most informative to improve classifier performance if the associated label could be made available. As discussed further on, this question is answered in a quantitative information-theoretic manner. When the expected information content of such an excavation drops below a prescribed threshold, excavation for the purpose of improved learning is terminated, and then, the algorithm is used to define the probability that all remaining unlabeled signatures correspond to UXOs. Importantly, in active learning, the algorithm desires to learn about the properties of the UXOs and non-UXOs at the site, and therefore, in this phase, an excavated non-UXO should not be termed a "false alarm." Such active learning has previously been performed in a related UXO cleanup study [5] ; the distinct character of the algorithm discussed here is that this process is placed within the context of semisupervised learning.
A. Active Learning With a Semisupervised Classifier
For active label selection, we consider a Gaussian approximation of the posterior of the classifier, i.e.,
whereθ is the estimate of the classifier learned from the aforementioned EM algorithm, and H is the posterior precision matrix
. By treating γ( θ) in (17) as deterministic, we obtain an evidence-type approximation [18] , i.e.,
With one more data point x i * with label y i * as the next labeled data, assuming that the MAP estimate of θ remains the same after including the new data point, then the posterior precision changes to
For active label selection, we could further simplify the equation for the precision matrix by considering the degenerated connectivity matrix A (t=0) , which is an identity matrix, such that
Following this, the new precision matrix becomes
Our criterion for active learning is to choose the feature vector for labeling that maximizes the mutual information between the classifier θ and the new data point to be labeled, which is the expected decrease of the entropy of θ after x i * and y i * are observed. Thus
The mutual information I is large when p(y i * |x i * , θ) ≈ 0.5; therefore, our active learning prefers label acquisition on samples with uncertain classification, which is based on the current classifier based upon available labeled data. Furthermore, considering the term x T i * H −1 x i * , the mutual information criterion prefers samples with high variance.
The assumption that the mode of the posterior distribution of the classifier remains unchanged with one more labeled data point is not good at the beginning of the active-learning procedure. However, empirically, we have found that it is a very good approximation after the active-learning procedure has acquired as few as 15 labels for the examples considered here. In practice, the computational cost associated with retraining the classifier with each active-labeled-acquired labeled data is insignificant relative to the time required for excavation, and therefore, the classifier weights are updated with each new acquired label.
B. Other Active-Learning Approaches
When presenting results, we will make comparisons to other semisupervised learning algorithms, and therefore, we briefly discuss how active learning is implemented in these approaches. In the semisupervised work of [9] , the authors also proposed a scheme for active label acquisition, which reduces to the same criterion as (24). However, our classifier is different from theirs (while the form of the mutual information is the same, the manner in which the unlabeled data are used to infer the weights is different), and consequently, active learning based on our classifier will yield different results from those produced by the algorithm in [9] .
As pointed out in Section I, our work was motivated by that in [11] , where a similar Markov random walk graph is defined. Instead of training a parametric inductive classifier as in (3), the EM algorithm in [11] directly learns the classification probability of the unlabeled data (transductive). Specifically, the probability of the label for x i is defined as
and the estimation criterion is to maximize the log likelihood of the labeled data points, i.e.,
which may be performed via an EM method. There is no activelearning algorithm provided in [11] . Here, we therefore propose an active-learning criterion for the nonparametric classifier in [11] , which selects x i * to be the next labeled data point by maximizing
In this approach, we simply acquire a label on that unlabeled sample for which the current classifier is most uncertain; clearly, this simple approach may be applied to any classifier.
IV. APPLICATION TO UXO DETECTION
In the succeeding discussion, we present the previously summarized semisupervised learning algorithm as applied to actual UXO data. The algorithm is also considered in an activelearning setting. While the specific performance on this data set is of interest, application of any algorithms to a single data set is anecdotal at best, and therefore, that performance is not the main point of this section. While it is shown that the different semisupervised algorithms considered here yield comparable performance on the UXO data considered, and therefore the relative utility of one semisupervised approach over another is not pronounced, we observe a marked improvement of all of the semisupervised approaches relative to conventional supervised algorithms. An important goal of this paper is to introduce to the geophysical community the relative utility of semisupervised learning for many practical sensing problems. This utility of semisupervised learning relative to supervised learning is not just manifested on the data considered here, but on many other data sets widely considered in the machine learning community [16] .
A. Magnetometer and EMI Sensor Data Considered
To evaluate the proposed algorithm, we applied it to a UXO data set from an actual former bombing range. This data set was collected by the Multi-sensor Towed Array Detection System (MTADS) [4] . This system is composed of arrays of full-field cesium vapor magnetometers and time-domain electromagnetic pulsed induction sensors. The magnetometers were Geometrics Model 822ROV, whereas the EMI sensors were highly modified Geonics EM-61 sensors. The data were collected at a bombing target on the Badlands Bombing Range on the Ogala Sioux Reservation, Pine Ridge, SD. The UXO items present at the site included M 38 (100 lb) sand-filled practice bombs, M 57 (250 lb) practice bombs, 2.25-and 2.75-in rocket bodies and rocket warheads, and ordnance scrap (such as tail fins and casing parts). The details of how these measured data are analyzed with magnetometer and EMI dipole models have been described in detail elsewhere [3] , and these same techniques were applied to extract feature vectors from the data considered here.
The data associated with a given item under test was manifested in one of three variations: 1) only magnetometer data were available; 2) only EMI data were available; or 3) both magnetometer and EMI data were available. These different variations were tied to the details of the data collection and to the quality of the data acquired for each of the two modalities. For EMI sensor data alone, there are 230 clutter cases (nonUXOs) and 44 UXOs. For the magnetometer sensor data alone, there are 719 non-UXOs and 79 UXOs. Concerning the case for which data from both the magnetometer and EMI sensors are available, there are 228 non-UXOs and 44 UXOs. For the EMI data, the feature vector is of dimension 10; for the magnetometer, the feature vector is of length 9; and when both are used, the two types of features are concatenated. Before processing, each feature is centered and normalized. Specifically, we compute the mean and variance for each dimension of the features; each feature is shifted by subtracting its mean and then dividing by its variance. The feature vectors from this data set are available to other researchers, upon request to the authors.
In semisupervised learning, as previously discussed, there are two frequently applied settings. In a transductive algorithm [11] , it is assumed that all of the labeled and unlabeled data are simultaneously available, and the algorithm is designed to classify the unlabeled data, employing the data manifold information provided by both the labeled and unlabeled data. Importantly, if a new unlabeled example was added, then the whole transductive learning process would have to begin anew. In an inductive semisupervised learning algorithm [9] , one has again both labeled and unlabeled data with which an algorithm is designed, exploiting the data manifold. Once this algorithm is designed, it may be applied to the existing unlabeled data, as well as to new unlabeled data, without having to redo the learning process.
In many UXO-sensing settings, all of the data are collected at once, and therefore, a transductive semisupervised learning algorithm may be sufficient. However, if data are incrementally collected on a large UXO cleanup site, the inductive framework may be attractive. The semisupervised algorithm developed here is inductive, but clearly, it may be applied in a transductive setting as a special case. However, there are existing semisupervised algorithms of interest that are only transductive, the algorithm of Szummer and Jaakkola [11] being an important example.
We compare our results with the performance achieved using [11] . We also make a comparison to results computed using a logistic-regression classifier, where the graph considered here was as a prior to regularize the learning process (imposing smoothness of the classifier along the data manifold [9] ). Like our algorithm, the approach in [9] may operate in an inductive setting. However, such that the comparisons are fair, for all examples considered in this section, the unlabeled data on which classification is performed are the same unlabeled data used for semisupervised algorithm learning (consistent with the requirements of a transductive algorithm). The performance is evaluated in terms of classification accuracy, which is defined as the ratio of the number of correctly classified UXOs and non-UXOs over the total number of data being used. For this, a threshold of 0.5 is used to the classification probability. In the following discussion, the algorithms considered are referred to as follows: 1) the method in [11] is denoted RW-Transductive; 2) the method developed in this paper is termed RW-Inductive; 3) the method in [9] is termed Logistic-GRF (for Gaussian random field prior); and 4) the supervised solution is termed Logistic-Regression, with this equivalent to the algorithm in [9] without the graphical prior.
To ensure a fair comparison, we apply the same Markov random walk graph A (t) with t = 50 and kernel width σ i = 1/3 min k=1:N |x i − x k | for both RW-Transductive and RWInductive. Since the graphical prior for Logistic-GRF [9] must be symmetric, we symmetrize the graph by (A (t) + A (t) )/2, where A (t) represents the transpose of A (t) .
B. Detection Results With Active Label Acquisition
In Figs. 1-3 , we consider active learning for the three data sets; we first randomly select one UXO and one non-UXO feature vector, and the other labeled data are selected by the active-learning algorithm; to design the classifier, we require at least one feature vector from each class, but after active learning sufficiently proceeds, the large number of labeled examples adaptively determined typically dominates the two labeled examples with which we commence. In these examples, we also consider active learning using a supervised classifier, as in [5] , and it is demonstrated that the semisupervised algorithm proposed here provides improved performance, particularly for the fusion of the EMI and magnetometer data. In addition to the improved average performance, the results of the semisupervised RW-Inductive algorithm when performing active learning generally provide a tighter variation than the supervised approach in [5] . This phenomenon is attributed to the fact that the semisupervised algorithms exploit the relatively large quantity of unlabeled data, which tends to stabilize the solution (making it less sensitive to the particular samples that are labeled).
Although all three semisupervised active-learning algorithms perform well, the RW-Inductive results appear to be best on average, particularly after a relatively large number of labeled examples are acquired. Although active learning applied to Logistic-GRF [9] performs better on average for a small quantity of actively acquired labeled data, the error bars are very large in this regime. Note that for a relatively small number of excavations for label acquisition, the magnetometer results are superior, but encouragingly, as the number of labels acquired extends to 120, the fusion of the magnetometer and EMI data yields slightly improved performance relative to either sensor alone.
The results in Figs. 1-3 present the final classification accuracy for different numbers of labeled data. In practice, one will have to employ the information-theoretic measure in (24) to decide when to stop excavating for the purpose of learning, with the acquired labels used to classify all remaining items. In Fig. 4 , we plot the mutual information of the next item to be labeled via active learning, as a function of the number of items labeled. Results are shown for each of the ten different cases considered to generate the results in Figs. 1-3 . Note that the performance is relatively independent of which two items were considered to constitute the initial labeled UXO and non-UXO feature vectors. Considering Fig. 4 , in the next set of examples, we terminate the learning phase when the expected gain in mutual information is less than 0.1 (this is an arbitrary setting, but one observes from Fig. 4 that this is a point at which the subsequent information gains are relatively small). In Table I , we note that with this threshold, the algorithm consistently labeled approximately 90 items, out of the possible 272 total items. Interestingly, 19 of the UXOs excavated in this activelearning phase were common among all of the ten trials. We also reiterate that the non-UXOs excavated in this phase are best not termed "false alarms," since the algorithm desires to learn the properties of both the UXOs and non-UXOs.
Once the active learning is completed, a final classifier is designed, and this may be applied to the remaining unlabeled data. In Fig. 5 , we plot a typical receiver operating characteristic (ROC) curve, which corresponds to varying the threshold on the output of the final classifier. We also place a circle at the point on the ROC for which the threshold is set to 0.5; the ROC is computed for all unlabeled data not excavated in the activelearning phase. As indicated, the results in Fig. 5 are typical of all of the ten trials previously considered, but only a single ROC is presented for ease of viewing. Note that the algorithm effectively detects most of the UXOs, but the performance saturates around a detection probability of 0.9. This is because two of the UXOs have features that are very similar to the non-UXOs, constituting challenging targets for classification. The results in Fig. 5 correspond to Trial 4 in Table I . Table I . The circle denotes a threshold of 0.5 as applied to the classifier. The labeled data were acquired via active learning, and the results here are as applied to the remaining unlabeled data.
C. Discussion
The results in Figs. 1-3 demonstrate that active learning based on a semisupervised algorithm yields better performance than active learning based on supervised learning. While this type of result is not widely known in the geophysics community (motivating this paper), such observations on other types of data have motivated the wide development of semisupervised algorithms in the machine learning community (see the discussion in Section I, as well as [8] ). The specific results that one may achieve are of course dependent on the data considered, and the results in Figs. 1-3 simply reflect results on the UXO-sensing data available to the authors.
A separate issue in Figs. 1-3 concerns the relative performance of the different semisupervised algorithms. While the semisupervised approach proposed here performs well relative to the logistic-regression supervised algorithm, the other semisupervised algorithms considered provide similar performance. This is again reflective of the specific data considered; based upon recent related studies, on "standard" machine learning databases [16] , the new semisupervised algorithm developed here typically provides superior performance relative to the other semisupervised algorithms considered. It is perhaps not surprising that while the algorithm exhibited superior performance on the "standard" data sets, it did not do so here. This often happens, where benchmark data sets are "cleaner" or "simpler" than real-world applications, and is particularly common for the University of California, Irvine, data sets considered in [16] . The real-world UXO data may be more challenging than the "standard" machine learning data sets in that the variability in feature space of UXOs and non-UXOs is likely more heterogeneous than that found in other data sets (due to the variability on what constitutes a UXO or non-UXO). However, it is again important to emphasize that, as when applied to these "standard" machine learning databases, the semisupervised algorithms presented here provided marked improvements relative to typical supervised approaches on the UXO data; bringing this recognition to the attention of the geophysics community is one of the principal objectives of this paper, as semisupervised learning is of general applicability in many wide-area sensing problems.
Even if the semisupervised algorithm summarized in Section II-B only offers performance on UXO data that is comparable to other semisupervised algorithms, it offers other advantages. Specifically, as discussed in a recent related paper [16] (not applied to UXO data), it has been demonstrated how the new semisupervised algorithm may be extended to other problems of interest. In [16] , the semisupervised algorithm was extended to a "multitask" setting. Specifically, assume that one has access to multiple partially labeled data sets that may be statistically related (e.g., UXO data collected at multiple regions over a large former bombing site). Rather than to separately process each of these data sets, it may be desirable to simultaneously process all of the data sets to exploit their interrelationships. However, the different data sets may have different statistical properties, and therefore, the challenge in a multitask semisupervised algorithm is to infer which data are sufficiently related and which are not. The multitask semisupervised algorithm developed in [16] provides such a framework, with encouraging results presented on related (but different) geophysical sensing problems. To our knowledge, the work in [16] represents the first semisupervised multitask algorithm of any type, and it directly builds on the flexible semisupervised algorithm developed here (there have been previous supervised multitask learning algorithms [19] , against which the semisupervised approach [16] favorably compares). This unique and flexible form of the semisupervised algorithm summarized here may be of interest in future geophysical sensing problems (e.g., in a multitask setting) and, specifically, for UXO sensing. It should also be noted that, recently, there have been other applications in geophysical sensing for which semisupervised algorithms have been found to be useful; specifically, in [20] , the authors have also considered a graph-based approach and successfully applied it for analysis of hyperspectral imagery.
V. CONCLUSION
In this paper, we have considered the use of semisupervised learning in the context of UXO detection, based on electromagnetic induction and magnetometer data. The algorithms were applied to features extracted from these data, with the features linked to EMI and magnetometer dipole-based parametric models. Semisupervised learning is particularly well suited to the UXO-sensing problem, because one typically deploys a cart-based system to collect all EMI and magnetometer data at once for an entire site. Hence, one may simultaneously perform feature extraction on all buried items of interest, and the classification of any one feature vector may be placed within the context of all feature vectors. This contextual information yields information on the characteristics of the data manifold, which has proven useful to improve classification performance in many settings. In contrast, in traditional supervised learning, the labeled data alone are employed to learn a classifier, and this classifier is employed one-by-one to each unlabeled example, in isolation, and consequently, contextual information is not employed.
Semisupervised algorithms typically impose the following condition: two feature vectors that are "close" in feature space should similarly be classified. This implies that the classifier outputs should smoothly vary over the high-density portion of the data manifold and, consequently, that the decision boundary in feature space should reside in areas of low data density.
These concepts may only be implemented if knowledge of the distribution of all unlabeled data is exploited when performing algorithm learning. The most advanced semisupervised algorithms developed to date are based on graphical techniques. Specifically, the nodes on the graph correspond to the feature vectors (labeled and unlabeled), and the edge between any two feature vectors is defined by a distance between the two in feature space, where here this is defined by a radial basis function. There are many different ways in which the graph may be employed within a semisupervised algorithm. For example, one may directly perform inference on the nodes of the graph, thereby inferring labels on the unlabeled nodes. This approach does not generalize to the classification of a general (new) feature vector that is not on the original graph, and therefore, if new unlabeled data are acquired, the graph must be reconstituted and learning performed anew. This has been referred to as transductive semisupervised learning. In contrast, one may also use the graph to learn an "inductive" semisupervised algorithm, which may be applied to new unlabeled data without having to reconstitute the graph or relearn. In this paper, we have developed a new inductive semisupervised algorithm, which extends the transductive algorithm developed in [11] . We have also performed comparisons to another (distinct) inductive semisupervised algorithm [9] , as well as to supervised learning. We have demonstrated that for the measured UXO-sensing data considered here, from an actual UXO cleanup site, the semisupervised algorithms perform better than purely supervised learning, implying that there is value in the manifold information associated with UXO sensing, at least for the UXO site considered.
In the UXO excavation problem, clearly, there will be many items manually removed, and the cost of unnecessary excavation of non-UXO items often constitutes the principal cleanup cost. One may therefore ask whether initial excavation may be performed with the purpose of learning. This is termed active learning and is characterized by asking in an informationtheoretic sense which unlabeled feature vectors would be most informative for improving the classifier if the associated label could be acquired (implemented here via targeted excavation). In this sense, the algorithm adaptively learns, directly on the site under test. In the examples considered here, active learning yielded substantial improvement in UXO classification performance, relative to randomly selecting the labeled data. One limitation of the active-learning framework, as implemented, is that to commence, one needs at least one UXO and one non-UXO labeled example. In practice, this is often not a significant limitation, because one typically knows the type of UXO that may be encountered at a given site (from historical information, as well as from the items observed on the surface), and an archive of existing labeled UXO data may be used for this target class. Furthermore, since at a typical site the quantity of nonUXOs is much larger than the number of UXOs, almost any initial excavations will yield at least one non-UXO signature. In the results presented here, we examined the sensitivity of the algorithm to the initial UXO and non-UXO labeled exemplars and found the algorithm to be robust in practice.
For the UXO-sensing data considered, we observed a substantial gain in the performance of the semisupervised algorithm developed here relative to a corresponding supervised learning algorithm. However, for the semisupervised algorithm, the performance of learning using active-learning-determined labeled data was only slightly better to learning with randomly selected labeled data (the latter still using semisupervised learning). This is a phenomenon we have observed on several different data sets: since the semisupervised algorithm exploits the information in the entire data manifold, using labeled and unlabeled data, we have found in practice that it is less sensitive to exactly which labeled data are considered; in contrast, when employing supervised learning, the particular labeled data considered are often of significant importance [5] .
The most significant direction for future research involves an appropriate design of the graph for UXO applications. The weights on the graph edges are adapted to the characteristics of the manifold, via the data-dependent variance in (1) . However, in the analysis that followed, a t-step walk on the graph was employed, where t = 50 in the examples considered here. The size of t plays an important role in defining what it means for two feature vectors to be "close" in feature space. It is of interest to develop a principled means of defining an appropriate t for a given data set. We note that the use of t = 50 was not carefully tuned for the data considered here, and many similar values (20 < t < 80) yielded similar results on the Badlands UXO data. We also note that the need to develop a technique for selecting t is not unique to the RW-Inductive algorithm introduced here, but is of interest for any of the graph-based semisupervised algorithms.
