The pooling problem consists of finding the optimal quantity of final products to obtain by blending different compositions of raw materials in pools. Bilinear terms are required to model the quality of products in the pools, making the pooling problem a non-convex continuous optimization problem. In this paper we study a generalization of the standard pooling problem where binary variables are used to model fixed costs associated with using a raw material in a pool. We derive four classes of strong valid inequalities for the problem and demonstrate that the inequalities dominate classic flow cover inequalities. The inequalities can be separated in polynomial time. Computational results are reported that demonstrate the utility of the inequalities when used in a global optimization solver.
Introduction
branch-and-bound tree were added to a standard model for the problem and given to the state-of-the-art global optimization solver BARON. With the strengthened model on a test suite of 76 instances solvable by BARON in 2 hours, adding the inequalities resulted reducing BARON's CPU time by a factor 2. An interesting observation from this study is that these useful valid inequalities for this mixed-integer nonconvex set were derived by studying a mixed-integer linear relaxation of the set. This suggests that it may be a useful approach in general to study mixed-integer linear relaxations of global optimization problems.
The remainder of the paper is divided into three sections. Section 2 gives a mathematical description of the problem we study. Section 3 describes the classes of inequalities we have derived, and Section 4 gives the computational results.
The Pooling Problem
In this section, we introduce our variant of the standard pooling problem, in which a portion of the topology of the network must be decided. In this variant, a fixed cost is paid if an arc connecting an input stream to a pool is utilized.
Mathematical formulation
Sahinidis and Tawarmalani [13] introduced the PQ-formulation for the standard pooling problem and demonstrated that it provided a tighter relaxation when the standard McCormick [7] approximation is used to relax the bilinear terms and obtain a Mixed Integer Linear Programming (MILP) problem. The PQ-formulation is used as the starting point for our model.
Notation
Input to the pooling problem consists of a network G = (N, A), where the nodes are partitioned into three sets N = I ∪ L ∪ J. The set I is the set of the input streams, the nodes representing the raw materials; the set L is the pool set, where the raw materials are blended; and J is the set of the output streams, the nodes representing the final products. For ease of notation, we will assume that there is a complete interconnection network between the nodes of I and L and between the nodes of L and J. That is, A = {(i, l) | i ∈ I, l ∈ L} ∪ {(l, j) | l ∈ L, j ∈ J}. The inequalities we derive later can easily be generalized to sparse networks. K is a set of input and output attributes.
Each input stream i ∈ I has an associated unit cost c i and availability A i . Each output stream j ∈ J has an associated unit revenue d j and demand bound D j . Each pool l ∈ L has a size capacity S l . The parameters C ik denote the level of attribute k ∈ K found in input stream i ∈ I. For each output stream j ∈ J, P U jk is the upper bound on the composition range of attribute k ∈ K in the final product j. Finally, there are the parameters f il , which represent the fixed cost that has to be paid if the arc from input stream i ∈ I to pool l ∈ L is used.
Decision variables in the formulation are the following:
• q il : proportion of flow from input i ∈ I to pool l ∈ L.
• y lj : flow from intermediate pool node l ∈ L to output j ∈ J.
• v il : binary variable with value 1 if the arc from input i ∈ I to pool l ∈ L is used, 0 otherwise.
• w ilj : flow from input i ∈ I to output j ∈ J through pool l ∈ L.
The PQ-formulation
The objective is to maximize net profit:
There are simple constraints that bound raw material availability, pool capacity, and final product demand:
A distinguishing feature of the pooling problem is that there is an upper bound on the target value for each attribute of each product:
The q variables must satisfy properties of proportion and only be positive if the associated arc was opened:
The w variables are related to the other decision variables as
Finally, in the PQ-formulation, two redundant sets of constraints are added to the formulation to make subsequent relaxations stronger:
This formulation, augmented with appropriate bounds on the variables is given to the global optimization solver BARON in our subsequent computational experiments. Let Y lj def = min{S l , D j , i∈I A i } be an upper bound on the flow on from l ∈ L to j ∈ J. By replacing the nonlinear equations (2) with the well-known McCormick inequalities [7] , a linear relaxation of the problem is formed. The McCormick inequalities in this context reduce to the following:
Branching on the continuous variables q and y, as well as the binary variables v is required in order to converge to a globally optimal solution. Figure 1 : Pooling problem example.
Example
To demonstrate the valid inequalities we derive, we will use the following simple example shown in Figure 1 . There is a single pool, a single product, and a single attribute (|L| = |J| = |K| = 1).
The three input streams have input quality C 1 = 3, C 2 = 1, C 3 = 2, and there is an upper bound of P U = 2.5 on the target quality. There is an upper bound of Y = 100 on the final product.
Valid inequalities
In this section, we extract an appropriate subset of the constraints of the formulation presented in Section 2 and derive a number of strong valid inequalities for this relaxation. To that end, we focus on a single output stream and a single attribute and define the sets
where we have dropped the irrelevant indices on the parameters. Next, we define α i = |C i − P U | ∀i ∈ I, substitute into equation (1) and use the fact that y l = i∈I w il , to extract the set
which is a relaxation of the set of feasible solutions to the pooling problem presented in Section 2. The set X is composed of a single-node flow constraint, upper bounds on the flow variables based on the proportions q (coming from the McCormick inequalities), variable upper bounds on the proportion variables q, and the definition equations on the proportion variables q.
Quality inequalities
We define the following two classes of inequalities ∀i ∈ I + , ∀i * ∈ I − , ∀l ∈ L:
where
Proof. Case v il = 0: it reduces to i ∈I
In order to make the definition of inequalities (3) and (4) more clear, consider the example of Section 2.2. For the example, α 1 = 0.5, α 2 = 1.5, α 3 = 0.5 and I + = {1}, I − = {2, 3}. The inequalities (3) and (4), defined for indices i = 1, i * = 3, respectively, are
A final valid inequality limits the flow from inputs that exceed the target quality.
Proposition 3.3. The following valid inequality is valid for X ∀i ∈ I + , ∀l ∈ L:
Proof. We consider two cases. Case v il = 0: inequality (7) reduces to 0 ≤ 0. Otherwise, using the inequality q il ≤ 1 − i ∈I − q i l we see that (7) is weaker than
Let us consider again the example of Section 2.2. Inequality (7) for i = 1 is
None of the three classes of inequalities introduced dominates the other, as in general, they can cut off different fractional solutions. Specifically, for the example problem,
• consider the solution q = (0.1; 0.9; 0), y = 100, w = (10; 90; 0), v = (0.15; 0.9; 0). The inequalities reduce to: 30 − 0 − 15 ≤ 0; 5 − 90 − 2.5 − 0 ≤ 0; 5 − 7.5 ≤ 0 and only the first inequality cuts off this infeasible solution.
• Consider the solution q = (0.5; 0.1; 0.4), y = 100, w = (50; 10; 40), v = (0.7; 0.9; 0.4). The inequalities reduce to: 150 − 160 − 60 ≤ 0; 25 − 10 − 10 ≤ 0; 25 − 30 ≤ 0 and only the second one excludes the fractional solution.
• Finally, consider the solution q = (0.5; 0.5; 0), y = 100, w = (50; 50; 0), v = (0.6; 1; 0). The inequalities reduce to: 150 − 100 − 30 ≤ 0; 25 − 50 − 5 ≤ 0; 25 − 15 ≤ 0 and only the last inequality cuts off the fractional solution.
Pooling flow cover inequalities
In this section, we focus on the case of a single pool, and hence for notational convenience drop the index l from the discussion. The primary result of the section is the generalization of a flow cover inequality:
Proposition 3.4. Let C + ⊆ I + with λ = i∈C + α i Y > 0, S − ⊆ I − , and define u * C + = max i∈C + α i Y . The following pooling flow cover inequality is valid for X:
Proof. Let (w, q, v) ∈ X and define the set T = {i | v i = 1}. If |S − ∩ T | = 0, inequality (9) reduces to i∈C + α i w i − i∈I − \S − α i w i ≤ 0 which is valid because w i = 0 for all i ∈ S − . Now suppose |S − ∩T | ≥ 1. Since − i∈I − \S − α i w i ≤ 0 because w i ≥ 0 ∀i ∈ I, it is sufficient to prove that i∈C
Thus, we will be done if we prove that i∈C + q i − i∈S − (v i − q i ) ≤ 0, which follows from
The next simple proposition shows that the inequalities (9) are stronger than the generalized flow cover inequalities (see [15] ):
Proposition 3.5. Inequalities (10) are implied by (9) , for every C + ⊆ I + such that λ = i∈C + α i Y > 0 and S − ⊆ I − .
Proof. By definition, u * C + ≤ λ, and hence
Now let us consider the multiple-pool, one output stream and one attribute case. (Thus, we add index l ∈ L back to the variables.) Proposition 3.6. For each pool l ∈ L, subset of inputs S − ⊆ I − , and cover C + ⊆ I + , define u * l
The following inequalities are valid for X:
Proof. The proof of 3.4 is valid also in this case.
The separation problem
Given a fractional solution (w * , q * , v * ) ∈ X we want to find C + ⊆ I + , S − ⊆ I − and pool l ∈ L such that (11) is violated. Let the maximum violation of such constraints be z SEP = max
Note that the solution with the maximum violation has the following nice property: if i ∈ C + , then i ∈ C + ∀i such that α i ≤ α i . (This follows since, by the definition of u * C + , the if α i ≤ α i , the inequality can only be made more violated by including i in C + .) Thus, the separation problem may be solved exactly in polynomial time by considering all the α i (i ∈ I + ) in non-increasing order over all the pools. Algorithm 1 gives pseudocode for the separation algorithm.
Computational results
The utility of the quality and pooling flow cover inequalities for solving instances of our version of the generalized pooling problem was tested using a cut-and-branch approach. Models were created using the GAMS modeling language both for the original problem and for the continuous linear relaxation of the problem, wherein the nonlinear constraints w ilj = q il y lj are replaced by their McCormick envelopes (as described in Section 2.1) and the constraints v il ∈ {0, 1} are replaced with 0 ≤ v il ≤ 1. The continuous relaxation Algorithm 1 Algorithm for solving the separation problem.
for l ∈ L do 5:
if σ >σ then end for 10: end for 11: ifσ > 0 then 12: add cut for (C + , S − , l) with C + = {1, . . . ,ĉ}, l =l and
is iteratively solved, where at each iteration, if the solution is fractional and the separation problems find violated inequalities, they are added to the linear relaxation, and the relaxation is resolved. The process repeats until the fractional solution can no longer be separated, after which all inequalities generated are added to the MINLP model. The augmented MINLP model is solved with BARON [13] using a CPU time limit of 2 hours. We compare against the performance of BARON on the model without adding the separated quality and pooling flow cover inequalities. Computational results were obtained on a heterogeneous cluster of computers. For each instance, the model was solved on the same machine both with and without cuts, so while the CPU times cannot be compared between instances, the relative times between the performance of BARON with and without cuts are comparable.
Our first test suite consisted of 11 instances from the literature, collected by Sahinidis and Tawarmalani [13] . For these instances, a fixed cost of 500 was added to every input arc. Some of these instances contain bypass arcs, or arcs that connect input streams directly to outputs are present. Bypass arcs are treated as additional pools with only one input in the inequalities. Results of the experiment are given in Table 1 , where we report for each instance, the value of the global optimum, the number of nodes and the CPU time needed for BARON to find the optimum both with and without the addition of the violated quality and pooling flow cover inequalities, and the number of inequalities found. In general, the instances from the literature were far too small to draw any meaningful conclusions. The number of nodes is fewer in 4 of 11 cases, in 6 cases it is the same, and in one case, more nodes are taken after adding the inequalities.
A second test set consisted of 90 randomly generated instances of various sizes. The random instances were parameterized by the average graph density β, the number of inputs |I|, the number of pools |L|, the number of outputs |J|, and the number of attributes |K|, and named β − |I| − |L| − |J| − |K| based on their size. For each combination of tested parameters, 10 instances were generated, and we report average performance results over all instances in the family. All the instances are available at the webpage http://www. or.deis.unibo.it/research pages/ORinstances/ORinstances.htm. Results of this experiment are summarized in Table 2 .
Without adding inequalities, BARON is able to solve 76 of the 90 instances. Adding the inequalities, BARON is able to solve three additional instances of the 90. Averages in Table 2 are taken only over the instances that both methods can solve. Complete results detailed the computational performance on specific instances are given on the web site http://www.or.deis.unibo.it/research pages/ For the 76 solved instances, the total CPU time required to solve the instances reduces from 39927 seconds to 20602 seconds when the cuts are added to the model before calling BARON. The total number of nodes required to solve the 76 instances reduces from 882173 to 329851 by adding cuts. The most significant performance improvement seems to occur on the instances that have 30% network density and 8 pools (in the 30-15-8-10-x family), indicating that larger, denser instances may benefit most from the additional of the quality and pooling flow cover inequalities.
A performance profile of the CPU time of the 79 instances solvable by either method is given in Figure 2 . In the curves shown in Figure 2 , the point (X, p) is on the graph for the associated method if a fraction p of the 79 instances solved by either method were solved within a factor X of the best of the two methods. For a more complete description of performance profiles, the reader is referred to [3] . From the results of the second experiment, it is clear that the addition of the inequalities has a significant beneficial impact on computational performance. 
