Abstract-Face recognition systems usually include preprocessing, in order to crop the training and probe images. This often involves arbitrarily-chosen segmentation boundaries, which may exclude discriminative face information or include irrelevant pixels corresponding to background, hair, etc. The work presented in this paper creates a rich feature vector using discrete wavelet transform (DWT) coefficients, which is then optimized to exclude useless information. This optimization process eliminates the need to overly crop images, as background will be automatically excluded. Experiments on the AT&T database show that the technique improves results significantly, with recognition rates increasing from 93% to 97.5% when using the Haar wavelet.
I. INTRODUCTION
Face recognition has become the subject of intense interest in recent years. Biometric techniques such as fingerprint and iris recognition have a high degree of accuracy; however, they require the subject to comply with the recognition process. Face recognition can be performed with a lesser degree of compliance, meaning that people can be identified without their consent or even their knowledge [1] .
A multitude of techniques have been applied to face recognition. Many of these techniques fall into the template matching category, where faces are treated as two-dimensional arrays of intensity values. These include principal component analysis (PCA), where the variance among a set of face images is represented by a number of eigenfaces [2] , and independent component analysis (ICA) [3] , where faces are assumed to be linear mixtures of some unknown latent variables. In neural network models (NNMs), the system is supplied with a set of training images along with correct classification, thus allowing the neural network to ascertain a weighting system to determine which areas of an image are most important [4] . In hidden Markov models (HMMs) [5] , a statistical model characterizes each identity in the training database.
Hybrid multiresolution approaches have received much attention in recent years. The discrete wavelet transform (DWT) has been used along with a number of techniques, including PCA [6] , ICA [7] and support vector machines (SVM) [8] . DWT provides the advantage of extracting data that is useful for recognition and discarding that which is not.
In face recognition applications employing DWT, the face image is often decomposed to a specific scale, with the feature vector being created from all the low-low (LL) coefficients at that scale [9] . An alternative approach is to extract features from other quadrants at a variety of scales. The coefficients from quadrants other than LL are not, by themselves, suitable for direct comparison, so statistics such as the L2-norm are sometimes calculated and used as features [6] . These two approaches produce similar results, using feature sets that do not intersect.
In addition, those designing face recognition systems have to decide which areas of face images contribute towards classification and which detract from it (for example, image background or hair). The segmentation approach often employs arbitrary segmentation boundaries, which may be suboptimal.
The work described in this paper aims to automatically select the DWT coefficients which contribute most to classification, using both LL and non-LL quadrant features. It then optimizes the feature vector, choosing only the features that are most discriminative. This eliminates the need to overly crop the face images.
The remainder of this paper is organized as follows. In Section II, the mathematical background is explained. Section III describes the recognition approach used. Experimental results and analysis are presented in Section IV. Section V contains concluding remarks.
II. MATHEMATICAL BACKGROUND

A. Discrete Wavelet Transform (DWT)
DWT allows a signal to be localized in both time and frequency. It operates by convolving a target function with wavelet kernels, in order to obtain wavelet coefficients representing the contributions of wavelets in the function at different scales and orientations. DWT can be mathematically expressed by Equation 1 .
The coefficients d j,k refer to the detail components in signal x(n) and correspond to the wavelet function, whereas a j,k refer to the approximation components in the signal. The functions h(n) and g(n) in the equation represent the coefficients of the high-pass and low-pass filters respectively, whilst parameters j and k refer to wavelet scale and translation factors. For the case of images, the one-dimensional (1-D) DWT can be extended to two dimensions. Figure 1 illustrates the effect of applying the non-standard wavelet transform to an image from the AT&T Database of Faces [10] . 
B. Principal Component Analysis (PCA)
PCA is a dimensional-reduction technique. It regards data as points in a high-dimensional space, operating by finding a new coordinate system for a dataset, with the axes (or principal components) ordered by the degree of variance contained within the training data. A set of faces can be represented as points in this new coordinate system. PCA does not model relationships between neighboring pixels in an image -it analyzes each one individually. Consequently, a face image x of dimension i x j is converted to a column vector of length N , where N = ij.
. . .
and p s,t corresponds to a pixel from the s th row and the t th column. A set of M face images {x i } may be represented as a matrix X of dimension N x M , where,
The 'average' face is calculated and subtracted from each face in X, giving X ,
The principal components of this set are found by calculating the eigenvectors of the covariance matrix C, where,
The calculated eigenvectors are used as an orthogonal basis to represent the training set faces. The k-eigenvectors with the highest associated eigenvalues represent the greatest variance within the face set and are retained for representation. Each face image is then projected onto the selected eigenvectors, producing a k-dimensional feature vector.
III. RECOGNITION APPROACH
The recognition approach is based on standard DWT/PCA face recognition. Figure 2 provides a general overview of the system. Features are initially extracted using multiscale vector creation (MVC). The vector produced then undergoes multiscale vector optimization (MVO). The final feature vectors are classified using PCA. 
A. Multiscale Vector Creation (MVC)
MVC involves extracting features using DWT. Each face image is divided into overlapping horizontal strips of height j pixels with an overlap of p pixels. Each horizontal strip is subsequently segmented vertically into blocks of width k pixels, with an overlap of p. This is illustrated in Figure 3 . For an image of width (w) and height (h), there will be approximately (((h/(j − p)) + 1) * (w/(k − p)) + 1) blocks.
Each block is then decomposed using a selected wavelet filter to the x th decomposition level, chosen in advance. The feature set is composed of two components:
• All coefficients from the LL quadrant at the x th scale; and • The L2 norm values of the low-high (LH), high-low (HL) and high-high (HH) quadrants, from scales one (1) to x. These two feature set components are individually normalized, so that all values fall between zero (0) and one (1) . 
B. Multiscale Vector Optimization (MVO)
Coefficients extracted in the previous step are then optimized, with the most discriminative coefficients being selected. The inter-and intra-class standard deviations for each coefficient are calculated and the ratio of these values is determined.
This ratio indicates how tightly the coefficient's values are clustered within a class, compared to the spread within the entire training dataset. The coefficients with the highest ratios are deemed to be the most discriminative and are retained for recognition.
IV. RESULTS AND ANALYSIS
A. Datasets
Experiments were carried out using the AT&T Database of Faces [8] , which contains ten greyscale images each of forty individuals. Five images for each individual were used for system training, with the other five used for testing.
B. Multiscale Vector Creation (MVC)
The first set of experiments was designed to evaluate the effectiveness of MVC. The training set images were split into blocks as shown in Figure 3 . A variety of block heights and widths were tested, and the overlap used was four.
An example of the results obtained is shown in Figure 4 . As can be seen from the graph, the use of Haar, 4 th scale, LL quadrant coefficients, does not significantly improve recognition performance over that provided by spatial (non-DWT) recognition. Both approaches reach a maximum recognition rate of 93%. However, the adoption of MVC produces a significant improvement. Peak recognition rate is increased to 97.5%, which corresponds to a reduction in incorrectly-classified images of 64%.
C. Multiscale Vector Optimization (MVO)
The second set of experiments evaluated the effectiveness of MVO. The graph in Figure 5 represents results for MVC+MVO with a coefficient selection percentage (the percentage of coefficients retained from the previous stage) of 57%. Other parameters were the same as for the first set of experiments. Although the maximum recognition rate remains at 97.5%, this level is reached more quickly. The average recognition rate for MVC+MVO is 95.61%, compared with 95.02% for MVC alone. As the number of eigenvectors required for peak recognition rates cannot be pre-determined, this is an important increase. The graph also highlights the significant improvement that MVC+MVO provides over standard DWT/PCA face recognition. As Table I shows, the MVC+MVO approach to face recognition compares well with other techniques from the literature that have used this training set.
V. CONCLUSIONS
A face recognition approach based on DWT and PCA has been proposed. It eliminates the need to manually segment input images and creates a rich feature vector, based on LL quadrant DWT coefficients and L2-norm values from other quadrants. It optimizes the feature vector based on the discriminatory power of each coefficient. Recognition results show that this approach significantly outperforms recognition using standard DWT/PCA recognition employing LL features only.
Future work will involve analyzing results for other wavelets, as well as investigating approaches for automatically choosing the percentage of coefficients selected by MVO. Classification methods other than PCA will be investigated and larger face databases will be used for testing.
