The problem of estimating the number of regressors to include in a linear regression model is considered. Estimators based on the final prediction error and Akaike's criterion frequently have large positive bias. Shrinkage correction factors and bootstrapping are used to produce new estimators with reduced bias. The asymptotic bias and mean-squared errors of these estimators are derived analytically. Finite-sample estimates are obtained by simulation.
Introduction
Consider the following estimation problem. Data are observed from the linear regression model (1) yi = Xnßi+--rOC/JSTÄt+fii, ßko+X= ßko+2 = --=ßK = 0, 1=1,...,», where 0 < /en < K and the e¡, i = 1, 2,...,«, are independent errors from a normal distribution with zero mean and known standard deviation rj2. Assume without loss of generality that a2 = 1. The problem is to estimate kç,, the model dimension. It is well known that if ko is underestimated (the socalled "underfitting problem"), then least-squares estimates of the regression coefficients are biased. On the other hand, if ko is overestimated (the "overfitting problem"), then coefficient estimates remain unbiased, but their variance estimates are inflated (see, e.g., [3 §6.1] ). Overfitting is often thought to be the lesser of the two evils.
A standard approach to estimation of kç, employs the final prediction error (FPE) criterion C(k, X) = RSS(k) + Xk, 0<k<K,
where RSS(fc) is the residual sum of squares under (1) when only the first k covariates are used and where A is a penalty parameter for overfitting. The choice X = 2 is equivalent to Mallow's Cp and Akaike's AIC criteria, and the choice X = log« to the BIC criterion. The FPE estimator is defined as the minimizer of C(k, X) as k = arg min C(k, X). 0<k<K (See, e.g., [1, 4] for methods based on cross-validation.) Let Xk denote the design matrix for the model with k covariates, let Pk = Xfc(X^Xfe)_1X¿ , and let f = Xko(ßx, ... , ßi^f be the true regression mean function (the superscript t denotes transpose). Suppose the following two conditions hold:
Cl. K < « and (X'kXk)~l exists for all k < K.
C2. X > 1 and there exists a ô > 0 such that P(I -Pk)fi> on for all k <kc¡.
It follows from the results in [5, Theorem 5.2] and [6] that under these conditions, k ->p T as K -* cxo, where T is an integer-valued variable with probability-generating function given by EzT-^ = exp \ f^j~xaj(zJ -1) I , 0 < z < 1.
Here aj = P(xj > Xj), c = E?>>
and xj is a chi-square random variable with j degrees of freedom. It is clear that T > ko a.s. and hence ET > ko, since the right-hand side (rhs) of (2) is expressible as an infinite series in nonnegative powers of z. The estimator k is therefore usually positively biased, at least with large samples. Our goal is to find an estimator of ko with smaller asymptotic bias and smaller mean-square error than k. Although the estimator (k -c) has zero asymptotic bias, it takes negative values with positive probability. This problem is avoided by the truncated estimator k = max{(k-c), 0} , but (see Table 2 in §4) it is frequently negatively biased.
Shrinkage estimator
A natural way to reduce the bias of k is to "shrink" it toward 0 as follows. Let y = E(T)/ko = 1 + ck^x denote the number of times the asymptotic mean of k is larger than ko . Then ky~x has zero asymptotic bias for ko. Since we do not know the value of y, we may estimate it with (1 + ck~x). This yields the shrinkage estimator (truncated to be integer-valued)
where |xj denotes the largest integer less than or equal to x. To analyze its properties, define the sets Because A^+x = {T > oo} = 0, this also yields (4). G
We now show that W is the limit of k . Write a = Yl%i ajJ~X > and note that (1+x)-1 < 1-bx for all 0<x <b~x-l, 0 < b < 1. Therefore, by setting b = 1/(1 + a), we see that the rhs of (6) is less than or equal to This last double integral is verified to be equal to L by reversing the order of the integrals. D The next result gives conditions under which the value of W lies between those of S and T. It also shows that the limiting bias of k is nonnegative and that it is not greater than that of k . We are now ready to show that if X > 1, the limiting variance of k is not greater than that of k.
Theorem 5. For all ko > 0, X > 1, and p > 1,
E\W -EW\P < E\T -ET\P .
In particular, we have Var(S) < Var(F) and \ar(W) < Var(F).
Proof. Set Z = T, b = 0, and a(t) = t2(t + c)~x, t > 0, in Lemma 2. It is clear that a(t) and t -a(t) = ct(t + c)~x are both nondecreasing functions of t > 0. Because T > 0, we have (11) Eg(T-ET)>Eg(S-ES)
for any convex g, in particular, for g(t) = \t\p , p > 1. This proves (9).
To prove (10), choose a(t) = t+l-Emit' mI(l E Am) = U2C + c)_1J + 1 » t>0. Since t2(t + c)~x is nondecreasing in i>0, a(t) is also a nondecreasing function of t. On the other hand, z^mii' m^({ e ^m) *s nondecreasing in t ; therefore, so is t -a(t). The rest of trie proof is similar to that leading to (9). D Let (x) be the nearest integer to x, with (m + 1/2) = m for integral m . Another way to round off k2/(k + c) to be integer-valued is to define the estimator k' = (k2/(k + c)). The following theorem shows that it too has no larger limiting variance than k . Theorem 6. For all X > 1, ko>0, p > 1, It is tempting to think that the shrinkage method may be iterated to yield further improvements. Specifically, we can start with fc instead of fc and shrink the former. Let yi = Ek/ko . Then k/yx has zero bias for ko. To make this into an estimator, we need to estimate E(k) and ko. The latter can be estimated by fc . We use the bootstrap to estimate Ek as follows.
Define jc, = (xiX , ... , x¡k) , and let (ßx,... , ßK) be the least squares estimates of the coefficients. Let e*, / = 1,..., n , be independent standard normal variables. We The six entries from these tables that had the worst bias (large negative bias is considered worse than large positive bias) are graphed in Figure 1 on page 1271. Also shown are the corresponding mean-square errors. Only six of the estimators are represented in the graphs (fc is excluded because of its large mean-square errors). Because large negative bias is undesirable, we conclude that the estimators fc, fc', and fc are inferior to fc, fc*, and fc*. All six estimators have mean-square errors that are substantially smaller than those of fc when X < 2. Tables 1 and 2; i.e., "2" denotes fc , "3" denotes fc , and so on 
Conclusion
We proved that two shrinkage estimators, fc and fc', possess reduced asymptotic mean-square errors compared to the FPE estimator fc. Simulations show that in finite-sample situations, the amount of reduction depends on the size of the bias of fc. Larger amounts of reduction are possible when the bias of fc is large. Iterating the shrinkage method by bootstrapping also appears to yield estimators with good finite-sample properties.
