An inversion procedure is presented to reconstruct buried heat sources (revealing defects) from surface temperature data obtained by multifrequency lock-in vibrothermography. The severe ill-posedness of the problem is overcome by regularizing the minimization of the squared differences between experimental and calculated data. Two regularization functionals, zero-order Tikhonov and total variation, have been tested by inverting synthetic data. For added uniform white noise levels as high as 20%, total variation has proven to give more accurate inversions. This procedure is applied to reconstruct heat sources from experimental lock-in vibrothermographic measurements performed on metallic samples containing calibrated inner heat sources. The results are very promising regarding the characterization of hidden defects using lock-in vibrothermography.
Introduction
Vibrothermography, sonic infrared or thermosonics has been attracting interest from the non-destructive evaluation (NDE) community over the last decade because of its ability to detect defects that are elusive to other NDE techniques, in a wide variety of materials [1] [2] [3] [4] . Although much effort has been devoted to further understand the signal generation mechanisms and the influence of experimental conditions on the detectability and reproducibility of defect detection, the potential of the technique to characterize defects has not been thoroughly explored. Certain particular configurations have been analyzed, like the study of the correlation between crack heating, local vibrational stress and crack length under longitudinal excitation of the crack [5] . The first demonstration of the potential of thermosonics to characterize cracks was presented in 2002 [6] . In that work, a modelization of the signal generated by an inclined crack in the burst regime was presented together with experimental results, showing good agreement with the predictions of the model. Subsequent works have explored the ability of lock-in vibrothermography to characterize vertical cracks [7] and delaminations [8] .
In part I of this paper, we modelized the signal generation in lock-in vibrothermographic experiments performed on samples containing vertical heat sources (representing the defect) and presented a detailed analysis of the influence of heat source geometric parameters on the signal. The predictions of the model were compared with lock-in vibrothermographic data obtained from samples containing calibrated vertical inner heat sources of different sizes, shapes and located at different depths. The very good agreement found between theoretical predictions and experiments was very promising regarding the possibility of characterizing defects from lock-in vibrothermographic data. This characterization task requires, however, the solution of the inverse problem consisting of retrieving the size, shape and location of the heat source giving rise to the observed temperature data.
In this work, we tackle this inverse problem that can be characterized as severely ill-posed. Well-posed problems require the following three conditions to be fulfilled: a solution exists, the solution is unique and the inversion is stable; in the case that one of the conditions is missing, the problem is ill-posed. In our case, when dealing with the exact problem (in the absence of noise) a solution exists and, according to the corollary of Holmgren's uniqueness theorem, is unique [9] . However, the third condition is not fulfilled: our inverse problem requires solving Fredholm's integral equations with smooth kernels, a well-known severely ill-posed inverse problem, leading to lack of stability of the inversion. This ill-posedness can be understood as follows: arbitrarily small errors in the data can yield arbitrarily large changes in the solution. This fact is implicit in the analysis performed in part I of this paper, on the surface temperature distribution corresponding to different heat source sizes and locations: rather large changes in geometrical parameters characterizing the heat source give rise to quite small differences in the temperature distribution. To our knowledge, no previous solution to the multifrequency lock-in vibrothermography inverse problem has been reported.
The ill-posed character of an inverse problem can be overcome using inversion procedures more sophisticated than just a simple least-squares minimization, like neural networks [10] , genetic algorithms [11] , particle swarm optimization [12] or stabilized least-squares minimization [13] . All these methods have already been implemented in one dimension (1D), to solve ill-posed inverse problems in the area of photothermal NDE methods, like thermal conductivity depth profiling of case hardened steels [10] [11] [12] [13] . Global methods, like neural networks, genetic algorithms and particle swarm optimization, search over wide ranges of parameter values, which requires many evaluations of the goal function. In contrast, local methods, like stabilized leastsquares minimization, start from one set of parameter values and modify them to look for the minimum of the residue, which is computationally cheaper and allows finding a more accurate solution. Anyway it is worth mentioning that local methods are less robust than global methods in the sense that the latter are designed to avoid trapping in a local minimum, as can be the case with local methods. In a previous work, we implemented a stabilized least-squares minimization procedure to retrieve in-depth thermal conductivity profiles of case-hardened steels with flat [14] and cylindrical [15] surfaces from infrared radiometry data. We also analyzed the effect of the Tikhonov regularization functional on the accuracy of the reconstruction for different shapes of the profiles [16] . We found that the Tikhonov functional gives very good results if the profile to be reconstructed is smooth but retrieves over-smoothed profiles if it is steep.
Following these previous results in a 1D problem, in this work we have developed a least-squares minimization procedure to invert multifrequency lock-in vibrothermographic data obtained from samples containing vertical heat sources. The minimization has been implemented for a two-dimensional (2D) search of heat sources, contained in a plane perpendicular to the sample surface. Although the search is 2D instead of 1D (as the case of thermal conductivity depth profiling), the amount of available information is much larger since we have a position-dependent, in addition to a frequency-dependent, signal. First, we have studied the effect of 2D Tikhonov and total variation regularizations on the accuracy of reconstructions using synthetic data with added white noise of different levels. Total variation regularization has proven to give better results. Following these results, we have inverted vibrothermographic data obtained from metallic samples containing vertical rectangular heat sources using total variation regularization.
Inversion procedure
We consider the following situation: we have a sample of thickness e, infinite in x and y directions, containing an inner heat source, modulated at frequency f , spread over an area , in plane x = 0, which we will call plane π , perpendicular to the sample surface (z = 0). This heat source represents a vertical crack (or part of it) under amplitude-modulated ultrasound excitation. The geometry is depicted in figure 1 . This heat source gives rise to a temperature distribution in the sample. We assume that there are no heat losses at the sample surface and that we have access to the surface temperature distribution, as in vibrothermography experiments, and we want to retrieve the heat source distribution. This is an inverse problem for the following Helmholtz equation with adiabatic boundary conditions:
where T f ( r) is the temperature at modulation frequency f , q f = √ 2π i f /D is the thermal wave vector at frequency f , where i is the imaginary unit, D and K are the thermal diffusivity and conductivity of the sample, respectively, Q f ( r) is the flux, i.e the energy generated per unit time and unit area within plane in the sample and δ ( r) is the Dirac delta function for plane .
We assume that the flux satisfies the following hypothesis:
where I f is a parameter depending only on the modulation frequency, ( r) is an indicator or characteristic function whose value is 1 for r ∈ and zero elsewhere and Q( r) is a normalized distribution of heat sources, common for all modulation frequencies. This hypothesis of the crack means that the heat source is contained within area , in which the flux distribution is described at all frequencies by Q( r) 0 (whose maximum value is 1) and that the maximum intensities, I f , can be different for different modulation frequencies. The reason for separating the frequency and position dependences in Q f ( r) is that, in the experiments, we want to be able to modify the maximum amplitude of the ultrasounds for different modulation frequencies, since the signal is high at low modulation frequencies but decays when we increase the modulation frequency. In this inverse problem, T f (x, y, 0) is the data and Q f ( r), subject to our crack hypothesis (equation (2)), is the unknown. As mentioned in the introduction, when dealing with the exact problem (in the absence of noise) a solution to this problem exists and, according to the corollary of Holmgren's uniqueness theorem, is unique [9] .
In order to find our solution, first of all we need to state the direct problem, which was considered in part I of this paper. The surface (z = 0) temperature can be calculated by integrating the contribution of point-like heat sources over area , and applying the images method at the sample surface (considering adiabatic conditions and a thermally thick material)
Here,
For the sake of simplicity, let us focus on homogeneous heat sources within area , which is equivalent to establishing Q( r) = 1. In this case, I f represents the heat source intensity at frequency f . The aim of this simplification is to focus on the calculation of the unknown indicator function ( r), which is intuitively closer to crack visualization than a non-uniform intensity distribution of sources. Moreover, our calibrated samples are aimed at experimentally reproducing these conditions, because they are easier to implement than a particular flux distribution. However, as will be shown below, the method we present can be applied in cases of non-uniform distributions without any modification and thus to more realistic examples of the behavior of real cracks in vibrothermography experiments.
Equation (3) allows looking at the inverse problem as a system of integral equations. We consider a finite number of modulation frequencies, k max . Focusing in the case of homogeneous heat sources (Q( r) = 1), we need to retrieve the geometry and intensity of the heat source, i.e. we want to reconstruct area and the intensities of the heat source. However, with this statement of the problem the relation between the multifrequency data (temperatures) and the unknown is quite implicit. The problem can be clarified by integrating over the whole π plane and introducing the indicator function, ( r), so that Q f k ( r 0 ) = I f k ( r 0 ). Again, we separate the area heat sources are spread in, ( r 0 ), from the intensities, I f k , for k = 1, 2, . . . , k max , they emit with, by allowing a different intensity, I f k , for each modulation frequency but keeping the same characteristic function at all frequencies. Taking into account equation (3) the inverse problem is written
Equation (4) is a system of Fredholm's integral equations of the first kind with a smooth kernel, e −q f k | r− r 0 | /| r − r 0 |, i.e. they are smooth functions except for a restricted area, corresponding to the positions of the heat sources in the surface z = 0. This kind of integral equation gives rise to severe (opposite to mild) ill-posedness of the inverse problem [17] .
For the sake of convenience, equation (4) can be written in an operator form (matrices and vectors in discrete version):
where A f k is the integral operator in equation (4), bringing us from the heat sources, Q f k (separated in intensities I f k and the indicator function of the common domain, ) to the complex temperatures T f k . Equations (4) and (5) refer to the exact expressions relating heat sources and temperatures. However, experimental data are affected by noise; therefore, in the actual problem, heat sources (domains δ and intensities
Here δ is the so-called noise level, with δ
|g| 2 dS the squared norm, defined as the integral of the squared modulus of the complex temperatures over the sample surface.
In the following, we describe the inversion procedure. The problem being linear when the intensities I δ f k are known, we can solve (6) by its normal equations with the approximations to be understood as a least-squares minimization problem. Note that a classical solution is not attainable anymore due to the presence of noise, so the retrieved 'solutions' I δ f k and δ are an approximation of I f k and . Accordingly, the retrieved domain will not correspond to values 0 or 1, but to values between 0 and 1. We use domain decomposition iterations (nonlinear block Gauss-Seidel iterations) to retrieve intensities and domains in successive iterations. We start the inversion with a 'zero' iteration, in which we invert the approximated equations (6),
, for each modulation frequency separately (single frequency problems) and get a first approximation of the separate intensities as
Here, Q 
Now the retrieved domain is introduced in equations (6),
, for each frequency, f k , separately, and a new set of intensities I δ f k ,1 , corresponding to iteration 1, is obtained as follows:
Again, these intensities, I
δ f k ,1 , are introduced into equation (8) that combines all frequencies together with a single domain, to get a second approximation of the domain, and so on. Note that since operators A f k are linear, any normalization or rescaling of the data would be absorbed in factors I δ f k . As stated before, approximations in equations (6)- (8) are to be understood as a minimization problem, aimed at finding the heat sources (intensities and domains) that minimize the squared residue or discrepancy term, R 2 :
i.e. the squared norm of the differences between experimental and calculated temperatures, summed over all modulation frequencies. This minimization process needs discretization and, since it is ill-posed, also needs regularization. The minimization can be stabilized by adding a regularizing or penalty term to the function to be minimized. The regularizing term is written as the product of a regularizing parameter, α, and a regularizing functional J [17] [18] [19] 
The regularization parameter determines the size of the regularizing term compared to the residues to be minimized. Introducing the regularizing term, αJ( δ,α ), stabilizes the inversion but adds an error in the retrieved solution. As a consequence, the solution is affected by the value of the regularization parameter and thus is a new approximation of the desired solution, δ,α ≈ ( r 0 ). Note that in the case of non-homogeneous distribution of heat sources, the solution δ,α would represent an approximation of the intensity distribution Q( r) ( r), with intensities, I δ f k , being just a factor. A high value of the regularization parameter stabilizes the inversion at the price of introducing a large error in the solution. With a smaller value of the parameter, the error is smaller but the inversion is less stable; therefore, a compromise value has to be found. Our method consists of starting with a rather high stabilizing parameter and reducing it in each iteration. In particular, the reducing factor of the parameter in successive iterations is 0.5. We stop iterations when the residue is of the order of the noise in the data (Morozov stopping criterion [20] ), which avoids over-fitting of the data (fitting the noise rather than the underlying function). The minimization algorithm is based on domain decomposition iterations described above, regularized by the penalty terms associated with the functionals introduced in the following.
The regularizing functional J( δ,α ) should be related to prior information about the solution of the problem. We have checked two different regularization functionals [18, 19] : zeroorder Tikhonov (TK 0 ) regularization:
and total variation (TV) regularization:
When combined with a smooth kernel operator, as is the case with our problem, the Tikhonov functional tends to mimic the behavior of the operator, i.e. it gives smoothly varying heat source distributions, which is not the case of the characteristic function . Total variation behaves very differently. It has been demonstrated (see [19] and references therein) that total variation regularization drives the search among blocky functions, i.e. functions with flat sections and sharp edges, and this property makes it very suited to be applied to our problem, in which we look for areas with constant values of the indicator function: one within area and zero elsewhere. This illustrates the fact that in addition to stabilizing the inversion, the choice of the regularization functional also serves to introduce adequate prior information about the problem. The drawback of total variation is that it is neither a quadratic nor an even differentiable operator. To overcome this difficulty, in the iterations of the minimization the following quadratic approximation to TV functional is used [18] ,
where constant ε is introduced to avoid divergences. Note that when the results of two successive iterations, g i−1 and g i , are similar, equation (15) is a good approximation of TV functional given by equation (14).
Inversion of synthetic data
In order to check the effectiveness of the two functionals (TK 0 and TV) on the accuracy of the retrieved heat sources, we have inverted synthetic temperature data corresponding to two rectangular and parallel domains of uniform heat sources of the same size and emitting the same heat flux. Their dimensions and positions are depicted in figure 2(a) . We have chosen this geometry in order to analyze from the same experiment the accuracy of the reconstruction of shallow heat sources and the separation power. As we mentioned in the previous section, the problem needs to be discretized. We have generated synthetic surface temperature amplitude and phase data at positions of the sample surface separated by 135 μm, which is the resolution of our infrared camera, and have added different levels of uniform white noise relative to the global data norm , K = 16 W mK −1 ), the material our samples are made of. As an example, in figures 2(b) and (c) we show, respectively, surface temperature amplitude and phase synthetic data calculated for a modulation frequency of 0.1 Hz with 5% added uniform white noise, as described above. Amplitude data are normalized to the value at (0 0 0).
Following the procedure presented in the previous section, we have inverted synthetic temperature data generated at the nine mentioned modulation frequencies. Two different uniform white noise levels, 5% and 20%, have been considered. Note that the longest thermal diffusion length, corresponding to the lowest frequency, is 5.05 mm, roughly similar to the maximum depth of the heat sources depicted in figure 2(a) . For the search, we have defined a mesh in plane π (x = 0). Its total length along the direction perpendicular to the surface (OZ) is 7 mm, with the nodes separated by 130 μm, and along the OY direction (parallel to the surface) the total length is 14 mm, with 200 μm separation between nodes. The size of the searching mesh has been restricted to these values to reduce computing time.
In figures 3(a) and (b), we show the retrieved characteristic function of the domain of synthetic heat sources using TK 0 and TV regularizations, respectively. At the top, we show the results corresponding to 5% added uniform white noise and, at the bottom, the results obtained when adding 20% white noise. In these representations and throughout this paper, retrieved heat source intensities above 90% of the maximum are represented in white and locations with intensities below 10% of the maximum are represented in black. At first glance, the first remarkable evidence is that, although with some artifacts, this procedure gives meaningful solutions with noise levels as high as 20%. As discussed above, Tikhonov regularization gives smoother heat source distributions than TV, which provides sharper edges.
As can be seen in figure 3 , the separation of the two rectangular heat sources with depth is better performed using TV than Tikhonov regularization. Also the depth and width estimation of the heat sources is better retrieved using TV. However, even using TV regularization, we are not able to separate both heat sources at depths further than 3.5 mm.
In figure 4 we show the evolution of the relative residue as a function of the number of iterations (up to 25) for the reconstruction of figure 3 obtained with 5% added white noise. The solid line stands for TV regularization while the dotted line corresponds to TK 0 regularization. The thick gray line corresponds to the Morozov stopping criterion: iterations are stopped when the residue reaches the noise level of the data (5%), in fact, a slightly higher value [20] . From this evolution, we can say that the solution is reached faster with TV regularization.
Inversion of experimental data
Following the conclusions of the previous section, we have inverted experimental data obtained with lock-in vibrothermography, at modulation frequencies of 0.05, 0.1, 0.2, 0.4, 0.8, 1.6, 3.2, 6.4 and 12.8 Hz, using TV regularization. The details of the experimental setup and data processing are given in part I of this paper. All the inversions are singleblinded, i.e. the person carrying out the inversions ignores the geometry of the heat source used in the experiments.
The experimental raw thermographic data are proportional to the surface temperature. In order to standardize the input data for the inversion, we use normalized amplitude data with respect to the measured value at position (0 0 0), T generated in a surface area as wide as desired, at any frequency, so the surface size in which temperature distributions used for inversion are generated is the same for all modulation frequencies. This is not the case with experimental data: at high frequencies the signal-to-noise ratio far away from the heat source is bad so remote data need to be removed for inversion. Accordingly, decreasing surface temperature areas are used for increasing modulation frequencies, which reduces the amount of information available for experimental data inversion if compared with synthetic data. Second, as mentioned in part I of this paper, owing to the frequency dependence of the equipment, the frequency response of the signal phase does not follow the expected behavior. To overcome this issue, we introduce in the inversion an unknown shift, ϕ f k , of the signal phase for all frequencies. As a consequence, the information contained in the temperature phase dependence on modulation frequency is not available for the inversion. These restrictions, in addition to the occurrence of eventual systematic errors, reduce the accuracy of the reconstructions obtained from experimental data, if compared with inversions performed with noisy synthetic data.
As described in part I of this paper, calibrated heat sources were built by introducing a very thin copper film (38 μm thick) between two AISI-304 stainless steel parts with a common flat surface. The two steel parts are attached to each other by screws and amplitude-modulated ultrasounds are launched into the sample. The temperature rise of the sample surface is recorded by an infrared video camera. In figure 5 we show experimental (a) and fitted (b) amplitude and phase data corresponding to a heat source of width w = 2.34 mm, height h = 1.4 mm and buried at a depth of d = 0.05 mm, depicted in figure 6(a) .
In figure 5 (c) we show the local relative value of the residue in each pixel, with respect to the local experimental temperature, at the current frequency of 0.8 Hz. As can be observed, the relative residue increases with distance to the heat source. Noise affecting experimental data is uniform across the camera image; thus, far away from the heat source both the local relative noise and relative residue increase as shown in figure 5(c) . The actual and reconstructed heat sources are shown in figures 6(a) and (b), respectively. As can be seen, the quality of the reconstruction is good. In this reconstruction the global residue, as defined in equation (11), relative to the norm of the data
As a second example, in figure 7 we show the results corresponding to the same heat source as in figure 6(a) but rotated 90
• , and buried at a depth of d = 0.30 mm. Figure 7 (a) shows the diagram of the actual heat source and figure 7(b), its reconstruction.
As can be seen, in this case, the reconstruction is also quite good (note the accuracy of width and depth estimation), although the estimation of the heat source height is not that accurate. As mentioned in part I of this work, we believe the reason for this is that low frequency data (0.05 and 0.1 Hz), containing information on deep locations, might be affected by heat losses. The value of the relative global residue in this reconstruction is 20%, higher than in the previous example, due mainly to the deeper position of the heat source. These high discrepancies with the model could be due to systematic errors in the data, related to the method used to remove the contribution of the transient temperature (see part I of this paper), to the influence of an imperfect camera optics transfer function on the experimental thermograms and/or to the influence of surface heat losses.
In spite of those discrepancies, the key aspect allowing us obtaining such nice reconstructions for our severely ill-posed inverse problem is performing a multi-frequency inversion, combining modulation frequencies in a wide range. The huge amount of information contained in the spatial and frequency dependence of the signal gives rise to good quality reconstructions. This aspect, together with the choice of TV regularization to stabilize the minimization, which is especially suited to find blocky functions, determines the ability of the method to find meaningful solutions for this severely ill-posed inverse problem. We are currently working on extending the model to take into account heat losses and preparing larger samples, with the aim of obtaining even more precise reconstructions.
Summary and conclusions
We have developed an inversion procedure to retrieve buried vertical heat sources from lock-in vibrothermographic data, based on a stabilized minimization process. Tikhonov and total variation regularization functionals have been tested on synthetic data and TV has shown to give more accurate results for this severely ill-posed inverse problem. Inversion of experimental vibrothermographic data obtained from metallic samples with calibrated heat sources in a wide modulation frequency range gives good reconstructions. Estimations of width and depth are very good but height is systematically underestimated, probably due to the influence of heat losses at low modulation frequencies and/or poor data cleaning of the transient component. These are very promising results regarding the application of vibrothermography not only to detect but also to characterize buried defects such as cracks, delaminations, disbonds, corrosion, etc. We are currently working on introducing heat losses in the model and evaluating the influence of the process we have applied for removing the contribution of the transient surface temperature rise from the resulting thermograms we use for inversion. The following step will be working on 3D reconstructions, with heat sources located at any position within the sample volume. Future work also includes introducing a progressive gridding of the search plane (coarser with increasing depth) to improve the inversion performance and tackle 3D searches of real cracks.
