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Chapter 1
Introduction: orientation and background
The AdS/CFT correspondence [57] provides a remarkable duality be-
tween gravitational theories living in asymptotically anti-de Sitter spacetimes
and non-gravitational quantum conformal eld theories dened in one lower
dimension. It currently provides the most rigorous instantiation of the holo-
graphic principle, and as such has been a continual source of insight into
questions of quantum gravity for the last two decades.
At a high level, the AdS/CFT equivalence is often stated as an equal-
ity between the gravitational partition function in asymptotically AdS spaces
and the generating functional of correlators in the CFT. Even accepting this
equivalence in full, the precise mapping or dictionary" between physical quan-
tities in the two languages is highly nontrivial. Understanding this dictionary
and identifying its useful entries1 is an overarching goal of ongoing AdS/CFT
research.
The holographic complexity conjectures of Susskind and collaborators
[812] posit that one entry, or a family of related entries, into the AdS/CFT
1Useful" means dierent things to dierent researchers, depending on how they wish to
utilize the correspondence. For our purposes, understanding the mapping itself is of interest,
as it elucidates how gravitational physics can emerge from a purely quantum theory.
1
dictionary should relate the quantum circuit complexity of the boundary state
to a bulk analog in one of several variables. The conjecture initially emerged
from a question about black holes: what, on the boundary side of AdS/CFT,
corresponds to the continual growth of the behind-the-horizon region of black
hole spacetimes? Consider a two-sided, eternal black hole solution, dual to the
thermoeld double state [13, 14]. From the perspective of either boundary den-
sity matrix, the state is thermal and static: no interesting dynamics occur in
the entropy or associated quantities of black hole thermodynamics. Yet some-
thing about the way these two density matrices are glued together encodes
the ever-growing spacetime region behind the horizon, indicated schematically
by the blue arrows in gure 1.1. That such behavior must be captured by a
more ne-grained notion than the entanglement entropy is apparent [9], but
what sort of quantum mechanical quantity could do the job? The answer, ac-
cording to the conjecture, is the quantum circuit complexity of the boundary
state.
1.1 What complexity?
As employed in holography, the quantum circuit complexity2 [1517]
can be thought of as an answer to the following question: how many simple
operations are necessary to prepare a given state or unitary? As phrased,
this question is imprecise. But before stating a more rigorous denition we
2Throughout this work the terms quantum circuit complexity, quantum complexity, and
complexity will be used synonymously.
2
Figure 1.1: A Penrose diagram for a two-sided black hole in AdS. With time
owing upward, the growth of the interior region (as indicated by the blue
arrows) is the curious feature that motivated the holographic complexity con-
jectures.
consider the following example, which intuitively captures how the concept is
employed in holography. Consider three states of an N -qubit system in the
computational basis:
|Ψ1〉 = |000000000 . . . 0000〉
|Ψ2〉 = |000000000 . . . 0001〉
|Ψ3〉 = |110010001 . . . 1100〉
How close to each other are these states? We could dene a notion of
closeness on the Hilbert space via the Fubini-Study metric [18, 19] or a similar
3
metric based on the inner product:
dFS(Ψi,Ψj) = arccos(〈Ψi|Ψj〉).
By this measure, all of the states above are as far apart from each other as
possible, by virtue of being orthogonal. However there is an intuitive notion
of closeness not captured by this metric: states Ψ1 and Ψ2 dier by a single
qubit ip, while Ψ3 is relatively scrambled. This apparent dierence is entirely
basis-dependent, but it is this intuition that quantum complexity can codify
and capture.
To dene quantum complexity precisely requires several choices. First
pick a reference state |Ψref〉 in the relevant Hilbert space H. 3 Also choose a
small tolerance parameter ε. Lastly, choose a set of allowed gates G = {gi},
where each gate gi is a unitary on the Hilbert space. These gates dene what
we mean by simple operations. The choice of gates is arbitrary except for
the following restrictions. For any gate gi in G, its inverse g
−1
i must also be
in G. The gate set must also be universal, meaning that any unitary can be
approximated (to within ε, in a sense indicated in the forthcoming denition)
by a nite, ordered set of gates, which we call a quantum circuit. Finally,
dene the quantum complexity of state |Ψ〉 to be the minimum number of
gates that can build a quantum circuit which takes the reference state to the
target state, to within the tolerance:
3For now we consider a nite-dimensional Hilbert space.
4









Likewise, the operator complexity of a unitary U is the minimum num-
ber of gates required to implement a circuit (a string of gates) which approxi-
mates a given unitary to within the desired tolerance:4




∣∣∣∣∣∣∣∣ < ε. (1.2)
Based on this denition, it is apparent that a quantum complexity mea-
sure is far from unique. The appropriate generalization to innite-dimensional
Hilbert spaces and CFT states in particular is also far from settled. See [20
25] for a selection of work on this topic, and see [26, 27] for nice discussion
of complexity geometry", an eort to replace the discrete counting problem
of quantum complexity with a related notion that is manifestly continuous
and more geometric, by dening a related metric on the Hilbert space [28, 29].
Despite these diculties, the features of quantum circuit complexity that rec-
ommend it for consideration in holography are quite general, particularly its
scaling properties and its time-dependence. To gain intuition about these be-
haviors, we again look to N-qubit systems. For generic k-local Hamiltonians
exhibiting chaotic behavior, states very quickly thermalize in the sense that
any small subsystem quickly becomes approximately maximally mixed with
its complement on a time scale of order log(N). This is indicated by the
4Here ||A|| =
√
ρ(A†A) and ρ the spectral radius.
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subsystem reaching near-maximal entanglement entropy, and it corresponds
to the de-localization of information initially associated with any local per-
turbation. Yet long after thermalization, the quantum complexity continues
to grow linearly. This continues for a time that is exponential in the number
of degrees of freedom. Eventually, complexity saturates and uctuates near
it's maximal value, at least before quantum recurrence occurs on time scales
doubly-exponential in the size of the system. For any state that is not close
to maximal complexity, it is overwhelmingly likely that Hamiltonian evolution
carries it to increasing complexity, in a manner analogous to the entropy in-
crease of the second law of thermodynamics. This is dubbed the second law
of complexity [27].
The systems just described correspond in several ways to black hole
physics. Black holes are known to be fast scramblers", in the sense that
localized perturbations spread throughout the system on a time scale known
as the scrambling time t∗ ∼ β log(S). Such a process is also referred to as
thermalization because it rapidly takes the dynamical black hole system to
a static or stationary black hole end state, with its corresponding thermal
properties. Meanwhile, under the holographic complexity conjecture, the state
complexity's continual linear growth is thought to correspond to the continual
linear growth of the region behind the horizon. Saturation and recurrence are
not expected to be captured in the static black hole spacetimes, as the relevant
timescales would require that quantum processes such as evaporation ought to
be considered.
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1.2 What bulk quantity?
To have a meaningful correspondent in the states of the CFT, this
behind-the-horizon growth must be captured by a gauge-invariant variable,
which in this context means a bulk quantity that is invariant under dieomor-
phisms leaving a given boundary state xed. The rst bulk quantity postulated
for this purpose was the maximal volume among codimension-one hypersur-
faces (slices") that are homologous to a xed boundary Cauchy surface [810]:








Here σ is a boundary Cauchy surface on which the CFT state is dened,
and Σ is a codimension-one bulk hypersurface with boundary σ. The length
scale l is necessary to make the right-hand side dimensionless, and it is usually
taken to be the AdS scale L. This gives the expected late-time growth rate
for large black holes, while for small black holes the same criterion would
require l ∼ rh, the horizon radius. The choice of lengthsale l will be discussed
extensively in chapter 3, where we suggest that it be chosen to correspond
with a particular length scale that is intrinsic to the black hole geometry.
Regardless, the apparent lack of universality in the choice of length scale was
a motivating factor behind the follow-up conjecture, known as complexity







Figure 1.2: Left: Under the CV conjecture, the boundary state |Ψ(tL, tR)〉 has
a circuit complexity proportional to the volume of the maximal codimension-
1 bulk surface homologous to the boundary Cauchy surface at times tL, tR.
Right: Under the CA conjecture, the state complexity is proportional to the
action evaluated on the Wheeler-DeWitt (WDW) patch, which is shaded in
blue. Both the volume and action are divergent quantities, presumably reect-
ing the UV-divergence of the CFT state complexity. Usually, a cuto at nite
bulk radius is employed, though for certain discussions (e.g., time-rate change
of complexity) are cuto-independent.
The complexity in this proposal is simply proportional to the action
computed on the Wheeler-DeWitt (WDW) patch, the union of bulk points
that are timelike or null separated from the boundary Cauchy slice σ (the
boundary of which is obtained by following future and past-directed null rays
inward from the boundary slice). The computation of the action also includes
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some ambiguities associated with the contributions of null boundaries and
codimension-2 joints", though these choices do not aect the late time growth
rate. It has been suggested that the freedom associated with these parameters
could be associated with freedom in gate choices [20].
In addition to these conjectures, several modied proposals have been
made utilizing related bulk quantities, including the spacetime volume on the
WDW patch (CV 2.0, see [31]) and the action without kinetic terms (CA-2,
see [32]). These succeed in passing some of the general tests described below
but dier in detailed behavior. The proliferation of bulk quantities suppos-
edly dual to a quantum complexity may not be too surprising, considering
that the latter is far from unique. However, it also certainly indicates that
much remains to be understood before the conjecture can be made precise.
The bulk quantities in question are all sensible, gauge-invariant variables, so
they must have a corresponding notion in the boundary theory. Action and
volume are fundamental bulk quantities, irrespective of their relationship to
complexity; investigating their behavior in holographic systems to understand
their emergence from the dual theory is an interesting goal in its own right.
In this spirit, most of the work in the following chapters restricts focus to the
original CV an CA proposals, though in chapter 4 we also discuss CV 2.0.
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1.3 Tests of the conjectures: evidence and challenges
1.3.1 Late-time growth
The most suggestive correspondence between these bulk quantities and
quantum circuit complexity is already mentioned as motivation: the indenite
linear growth that follows any transient eects. For thermal systems, the
complexity growth rate is expected to be proportional to T ∗ S [8], with the
temperature T setting the timescale on which gates operate, and the entropy
S indicating the number of active degrees of freedom.
Early statements of the conjecture also hoped that the late-time com-
plexication rate5 for black holes would precisely saturate a speed limit on
computation known as the Lloyd bound [33], which was used to set the precise
coecient in the CA conjecture. The bound states that the maximal rate of
computation for a system is 2E/π~, with E being the system's energy. How-
ever, this use of the Lloyd bound has been called into question based on more
general models of quantum computation [34] and by noting that its application
to holographic states assumes that time evolution occurs as a series of tran-
sitions between orthogonal states [35]. Regardless, holographic computations
indicate that the proposed bulk quantities do not obey this bound universally.
For instance, in [36] it was noted that Schwarzschild-AdS black holes at late
times actually saturate this bound from above. Similar behavior is observed
in the noncommutative systems explored in chapter 2, where it is also found
5We will often refer to the time-rate change of complexity as complexication rate.
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that the presence of noncommutativity enhances the late-time complexica-
tion rate beyond any bound that might have been supposed saturated in the
commutative limit.
As already mentioned, the CV proposal requires a length scale l in the
statement of the conjecture. The expectation that Ċ ∼ TS entails that for
large black holes, l should be the AdS scale, up to a dimension-dependent
numerical factor. On the other hand, for small black holes this would require
l be of order the horizon radius. Chapter 3 proposes that this length scale
may be understood as the maximum proper time for an observer to fall from
the horizon to a particular slice that determines the late-time growth rate
in CV. This choice achieves the correct scaling ∼ TS, though the precise
coecient diers depending on spacetime dimension and other details of the
black hole6. By contrast, the Action achieves lim
t→∞
Ċ = 2M/π~ for a wide class
of black holes, regardless of dimension. Though, as already stated, the action
approaches this late time growth rate from above, so it cannot be understood
as a straightforward saturation of the Lloyd bound.
1.3.2 Switchback Eect
An interesting and nontrivial test of the correspondence comes from
the switchback eect [10], which considers the change in complexity of a state
after evolution due to a precursor operator P(t) = U(t)WU †(t). Here W
6It is not necessarily expected that the overall coecient is the same for all systems,
and identifying the appropriate notion of complexity (gate set, . . . , etc.) may clarify these
factors.
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is a simple operator (low complexity), and U is the time evolution operator.
To understand how the complexity of such an operator depends on time, note
that for all times, we have
C(P) < C(U) + C(W ) + C(U †) = 2C(U) + C(W ) ≈ 2C(U).
Here we're using the fact that any circuits that build the individual operators
can be stacked sequentially to build the total operator (and W is a low com-
plexity operator). However, this may be far from optimal. For instance, if the
operator W were the identity, or more generally if [U,W ] = 0, then the time
evolution operators cancel and do not contribute anything to the complexity.
For a simple operator W , the expectation in a circuit model is that immedi-
ately after its application, it only prevents such cancellation minimally as its
eect is restricted to a region of the circuit that is localized in the relevant
basis (see gure 1.3). However as its eect propagates throughout the system,
less cancellation between Uand U † occurs, and after the scrambling time t∗ the
eect of W has spread throughout the entire system, and no such cancellation
occurs. After that, the total complexity grows linearly at twice the rate of
the time evolution unitary. Correspondingly, the complexity of a state that is
acted upon by a precursor operator is expected to be, at least for t >> t∗
C(P(t) |ψ〉) ∝ 2E(t− t∗). (1.5)
We can generalize this expectation to include multiple simple oper-
ators placed in arbitrary time sequence and with arbitrary time osets be-
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U †(t)U(t) W
Figure 1.3: A schematic representation of a circuit implementing the composite
operator U(t)WU †(t). Each horizontal line represents a qubit, and vertically
linked dots represent gates which couple the corresponding qubits. Gates are
applied in sequence from right to left. In the absence of the simple operator
W , the U(t) and U †(t) would simply cancel. In the presence of the simple
operator, some cancellation still occurs at early times (represented by the
black gates), but after a time of order the scrambling time it prevents this
cancellation minimally for small t, until at a time of order the scrambling time
its eect has reached all degrees of freedom and no more cancellation occurs.
tween each. The expectation is then that the complexity of the total operator
is proportional to the sum of the absolute value of the time osets, minus
2t∗ntextsb, where nsb is the number of switchbacks" or reversals of time order-
ing. This is because each switchback allows some cancellation of the adjacent
time-evolution operators, but the complexities simply add linearly after scram-
bling has occurred.
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This intuition has a corresponding story in the bulk physics of black
hole spacetimes. A simple operator applied in the distant past in the boundary
theory corresponds to a small injection of energy, which then grows in inuence
as it falls toward the black hole. The eect of such an injection on the bulk
spacetime can be approximated analytically using null shockwave geometries,
which eectively glue together two vacuum solutions across a null surface con-
taining the stress tensor contribution of the infalling stress-energy. In these
geometries, both the WDW patch action and the max volume computations
are altered by the presence of the shock, with the result that the complexity
matches equation 1.5 (e.g. gure 1.4).
1.3.3 Early time dependence
Most of the preceding discussion focuses on the late-time limit (or at
least times past any transient eects) of the bulk quantities, where the behavior
ought to match the linear growth regime of quantum complexity. The nite-
time behavior also provides an interesting lever by which to distinguish the
various bulk quantities. For a thorough discussion of time-dependence, see
[37], where many of the following results were worked out for the rst time.
The action and the volume do, in fact, behave quite distinctly at early
times in Schwarzschild dS spacetimes. For instance, the action has a period
over which it is constant, followed by a brief negative divergence in the com-
plexication rate which then grows to slightly exceed the expected late time
value, and then approach this limit from above. These behaviors seem at
14
Figure 1.4: A Penrose diagram schematically illustrating the eect of a bound-
ary perturbation in the distant past on the right hand side. A shock localized
near the horizon (blue line) quanties the gravitational back-reaction, thereby
altering the maximal volume slice (solid red line), and likewise the WDW
patch action (not pictured) in accordance with the switchback eect.
odds with a complexity interpretation, though it has been argued that one
should time-average over a few thermal times scales to eliminates the negative
divergence since the conjecture should not be taken seriously on sub-thermal
timescales.
By contrast, the volume is a positive denite quantity, and as we show
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in chapter 3 the complexication rate under CV can be shown to increases
monotonically in spacetimes with a boost symmetry.
1.3.4 Subsystem complexity
The original complexity conjectures concerned the state complexity of
the full boundary state. A natural generalization is to consider the corre-
sponding bulk quantities when restricted to subregions. The action or volume
computed on an arbitrary bulk subregion is not expected to have particu-
lar meaning in the boundary theory (recall our restriction to gauge-invariant
variables). However, a particular bulk subregion known as the entanglement
wedge is thought to be uniquely dual to the density matrix on a correspond-
ing boundary subregion [3840]. Perhaps the action or volume restricted to
an entanglement wedge corresponds to the complexity of the corresponding
boundary theory density matrix. There is an immediate problem with this
generalization of the complexity conjecture(s); the complexity of a density
matrix does not have an established denition. In fact, there are multiple
plausible denitions, but if the bulk subregion correspondence computes any
one of them it is not immediately clear which it is. Regardless, such extended
conjectures for holographic subsystems refer to the subregion complexity"
[4, 4143], and try to compare the behavior of the bulk quantities to expecta-
tions from various notions of quantum subsystem complexity. Chapter 4 of this
thesis focuses on one proposal known as the purication complexity," which
denes the complexity of a density matrix as the minimal state complexity
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among states which purify the density matrix.
1.4 Summary of remaining chapters
The remainder of this work details three independent lines of research
into various aspects of holographic complexity. These chapters are largely
independent, and can therefore be read in a standalone manner, and each
contains its own conclusions and appendices.
In chapter 2 we undertake a detailed investigation of the CA proposal
in spacetimes that are dual to noncommutative gauge theories. We compute
the action in such spacetimes and investigate both its nite-time and late-
time dependence. We nd that maximal noncommutativity has the eect of
increasing the late-time complexication rate by a simple improper fraction
beyond the commutative value. The precise fraction diers depending on
the brane dimension and the number of noncommuting directions. We then
provide a heuristic explanation, using a simple circuit model, for why the
noncommutativity might aect the complexity in this way. At nite times, we
nd that the complexication rate exhibits behaviors analogous to those found
in [36], in particular that there is a negative logarithmic divergence at early
times followed by a quick rises to a maximum positive value before approaching
the late-time complexication rate from above. The negative divergence must
be eliminated by averaging over a thermal time scale or some other method if
the complexity interpretation is to make sense. The occurrence of a maximum
rate prior to the late time limit is not a strict a violation of the complexity
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correspondence, though it is surprising and does contradict the claim that the
late time rate is saturating an upper bound such as the Lloyd bound, which
we discuss this in some detail.
In chapter 3 we revisit the CV conjecture. We rst attempt to address
one of the main shortcomings of the original proposal: volume does not yield
a late time complexication rate proportional to T times S for all black hole
systems using any xed length scale to dene the conjecture. We propose that
a particular length scale intrinsic to black hole geometries should be used,
eliminating this problem. However, the use of this length scale seems to ren-
der the CV conjecture ill-dened outside the context of black hole spacetimes.
We argue that this is not as restrictive as if rst appears if one considers,
for example, Rindler horizons. Regardless, a generalization to fully dynami-
cal and non black hole spacetimes may exist, though we do not propose any
full generalization. In fact, we argue that it might be appropriate to restrict
the conjecture to thermal contexts where certain ambiguities associated with
complexity can be easily eliminated. We also argue that the appropriate cut-
o prescription may be at the thermal scale itself (i.e. count only the volume
behind the horizon). We also employ a volume current," a particular vector
eld uniquely associated with a foliation of the bulk spacetime by maximal
slices. Such a current gives an alternative view on the CV duality, where it
is the ux of this current that is dual to the circuit complexity. This pic-
ture suggests that complexity ows from the UV to the IR. It also provides
a simple proof that the volume behind a future horizon is always increasing,
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entailing a second law of complexity" for the volume behind a horizon. We
prove some other geometric results. First we demonstrate the monotonicity
of complexication rate in boost invariant spacetimes. Then we turn to the
question of whether a boundary foliation by Cauchy slices (i.e. a choice of
boundary time coordinate) induces a unique bulk foliation, and therefore a
unique volume ow current. We establish that, given minimal assumptions
about the spacetime's causal structure, the strong energy condition, and the
Einstein equations, there is such a unique foliation.
In chapter 4, we study subregion complexity in CA, CV, and CV 2.0.
We test the idea that the action, volume, or spacetime volume computed on
the entanglement wedge subregion may correspond to the complexity of the
corresponding boundary density matrix. In particular, we test the conjecture
that the relevant notion of mixed state complexity is the purication complex-
ity. A well-dened notion of purication complexity includes a specication
of the allowable auxiliary (purifying) Hilbert space. Suppose we assume that
the allowed purications include purications by holographic states. Then we
have a bulk geometric method to test the conjecture: any holographic geome-
try which geodesically completes a given entanglement wedge corresponds to
a valid purifying boundary state, and the total state complexity so computed
must be greater the subregion complexity for the entanglement wedge if the
purication complexity conjecture is to remain viable. This is demonstrably
true under the CV and CV 2.0 prescriptions. If it is to remain true under the
CA prescription, we nd that this imposes nontrivial constraints on the arbi-
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trary constants associated with the action computation and on the allowable
cuto prescriptions. Carrying this line of reasoning further, we consider vary-
ing the cuto surface in the region complementary to the entanglement wedge
to provide valid purications under variable course grainings. We are led to
conclude that the CV conjecture is, in fact, computing a certain minimization
over the complexity of purications. With the action proposal, on the other
hand, we encounter problems for such a duality. We focus on many-sided
black hole solutions in three dimensions, which can be considered as a family
of holographic purications for the density matrix on any one side. The action
computation for these states can be made arbitrarily negative by increasing the
genus of the behind-the-horizon topology. In this way, we can nd a purifying
geometry with complexity that is less than that of the subregion complexity
for one side. This poses a problem for the purication complexity interpreta-
tion of subregion complexity in CA, or imposing nontrivial constraints on the
allowed genus which were not previously apparent.
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Chapter 2
CA and noncommutative gauge theory
1 In this chapter we study the holographic complexity of noncommu-
tative eld theories based on the complexity equals action" (CA) conjecture.
In particular, the four-dimensional N = 4 noncommutative super Yang-Mills
theory with Moyal algebra along two of the spatial directions has a well known
holographic dual as a type IIB supergravity theory with a stack of D3 branes
and non-trivial NS-NS B elds. We start from this example and nd that the
late time holographic complexity growth rate, according to the CA conjec-
ture, experiences an enhancement when the non-commutativity is turned on.
This enhancement saturates a new limit which is exactly 1/4 larger than the
commutative value. We suggest a qualitative quantum mechanical explana-
tion of the enhancement, and then investigate the nite time behavior of the
complexity growth rate. Inspired by the non-trivial result, we then consider a
more general setup in string theory where we have a stack of Dp branes and
also turn on the B eld. Multiple noncommutative directions are considered
1This chapter is based on [1] with Josiah Couch, Willy Fischler, and Ming-lei Xiao.
Willy Fischler provided expertise on noncommutative gauge theories. Josiah Couch was the
primary author of the arguments of section 2.3. I performed all computations either inde-
pendently or in collaboration with Ming-lei Xiao, and otherwise contributed to all aspects
of the paper.
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in higher p cases.
2.1 Motivation for this study
A thorough test of the CA conjecture would compute the quantum com-
plexity of a boundary CFT state and compare this corresponding bulk action
calculation. Unfortunately, relatively little can be said about the quantum
complexity in the boundary eld theory. The task of actually computing the
relative complexity between states in general quantum systems is notoriously
dicult. What is more, in the denition one has to make several choices,
including a gate set, reference state, and tolerance parameter. Where these
choices appear in the holographic prescription is as of yet unclear. There has
been considerable eort dening complexity in holographic quantum eld the-
ories [20, 21, 4447], but they are weakly related to the holographic complexity
at this point.
Therefore, at this stage we aim to investigate the behavior of the bulk
action in novel contexts, and compare to available constraints on complexity
and general intuition from quantum mechanics. Among the constraints con-
sidered is the Lloyd bound [33]. This bound was derived from the Margolus-
Levitin theorem [48] under the assumption that each gate will evolve a generic
state into an orthogonal state. It states that the time rate change of complex-





whereM is the energy of the system. In [12, 30] it was conjectured that neutral
black holes should saturate this bound, an assumption which was utilized in or-
der to set the constant of proportionality between complexity and action. This
conjecture originated from the fast scrambling nature of black holes and the
related notion that black holes act as the fastest possible quantum computers.
However, one nds that for neutral black holes, the Lloyd bound is saturated
from above [36], which makes the conjecture somewhat suspicious. One can
also argue that the Lloyd bound is not applicable because it is based on an
idealized model of quantum computation. Therefore, whether this assumption
applies in the case of holographic complexity has been further questioned in
[35].
In light of these diculties with the Lloyd bound, it is desirable to
test the CA conjecture against additional pieces of intuition in novel contexts.
One context which provide an interesting testbed is the noncommutative eld
theories. The study of such theories has a long history and has produced many
profound results, see for example [4954].
One feature of noncommutative eld theory which might have interest-
ing implications for complexity is that it adds a degree of non-locality. This
has been shown to lead to other interesting eects, e.g. an increase relative to
the commutative case in the dissipation rate of scalar modes [55]. Likewise,
the holographic entanglement entropy has also been studied in this context
[56, 57], where non-trivial behavior was found in the limit where the Moyal
scale is much larger than the thermal scale. For our holographic studies we
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therefore consider geometries obtained in a string theory context by turning
on the NS-NS B elds on Dp branes. The non-vanishing B eld then induces
Dirichlet boundary condition for open strings, and non-zero commutator of
the end point coordinates [49]. After decoupling the closed strings, the Dp
brane worldvolume becomes a noncommutative space. It was shown that in
such setup, although space is coarse-grained by the Moyal scale, which might
indicate a reduction in the number of degrees of freedom, it turns out that all
thermodynamical quantities are unchanged [50, 52]. This can be understood
by looking at the thermal boundary state in the large N limit, which consists
of only planar diagrams without external legs. Such diagrams are insensitive
to the non-commutativity of the spacetime [58]. This thus provides a perfect
arena for testing quantum complexity, a primary characteristic of which is that
it is more than thermodynamics. If the holographic complexity can see the
dierence caused by non-commutativity, it is a sign that we are on the right
track.
The remainder of this chapter is organized as follows: In section 2.2 we
construct the holographic dual of a noncommutative super Yang-Mills (NC-
SYM) theory and compute the holographic complexity of a state on the bound-
ary using the CA proposal. The complexity growth rate is given as a function
of the Moyal scale a, the horizon radius rH and time t, and at late times its
monotonic enhancement with a is shown. In section 2.3, we attempt to give a
quantum mechanical explanation of the enhancement of late time complexity
growth rate. In section 2.4, we discuss the nite time behavior of our result
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and compare to the recent independent studies [36]. To make our result more
convincing, we explore more examples with non-commutativity in section 2.5.
We have a similar setup as in section 2.2 in various dimensions and we have
various numbers of pairs of noncommutative directions. In 2.6, we conclude
with a brief discussion of our results and make a few remarks of possible direc-
tions for future studies. In the appendix 2.7, we show the explicit calculation
for the WDW patch action. Appendix 2.8 talks about the thermodynamic
property of the Dp brane solutions.
2.2 Holographic Complexity of 4d N = 4 NCSYM
2.2.1 The holographic dual to noncommutative SYM
We consider the noncommutative eld theory widely studied in the
context of string theory. It was shown that the non-vanishing NS-NS B eld
will induce a noncommutative space on the D brane that decouples from the
closed string excitations [49]. The B eld is turned on by performing a T
duality, in D3 brane for instance, along x3 direction, assuming the x2, x3 are
compatied on a torus. The torus becomes tilted after the T duality, indicating
a D2 brane smearing along the x3 direction. Then one performs another T








































The {t, x1, x2, x3} are the D3 brane coordinates, while {x2, x3} are non-commuting
with Moyal algebra
[x2, x3] = ia
2. (2.4)
The radius coordinate r has units of inverse length2, and a is the Moyal scale
with units of length. rH denotes the location of the event horizon, and ĝs
denotes the closed string coupling, which is related to the S5 radius as R4 =
ĝsN .
Note that the geometry becomes degenerate at r → ∞; thus we have
to put the boundary theory on some cuto surface rb <∞. It was shown that
this natural cuto plays an important role in the divergent structure of entan-
glement entropy [56]. However, as will be explained later, our computation is
cuto independent; therefore we don't specify a cuto prescription.
2In the literature, the coordinate denoted here by 'r' is typically denoted 'u' in order to
emphasize that it does not have dimensions of length. We have however chosen to denote
it by 'r' to avoid confusion with the Eddington-Finkelstein like null coordinate
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As explained in [50], all the thermodynamic quantities of this solution
are the same as in the commutative case. In particular, the temperature and












It is then interesting to ask whether the complexity is aected by the non-
commutativity because complexity is ne-grained information that knows
more" than thermodynamics.
We adopt the Complexity equals Action (CA) approach to compute
the holographic complexity of the boundary state. It involves evaluating the
action in a bulk subregion called the Wheeler-deWitt (WDW) patch. Recent
work on evaluating gravitational action [59] provided a toolkit that deals with
null boundary contributions in the context of Einstein gravity. Hence we are
interested in the Einstein frame action of type IIB supergravity:




















C4 ∧ dB ∧ F3, (2.7)
where the notation |Fp|2 = 1p!Fµ1...µpF µ1...µp is understood. One should keep
in mind that the 5-form F̃5 is self dual while evaluating this action. This
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requirement actually always makes the term |F̃5|2 = 0. 3
2.2.2 Wheeler-DeWitt Patch Action
The WDW patch is dened to be the union of all spatial slices an-
chored on a boundary time slice Σ. Regarding representing the boundary
state, the WDW patch diers from the entanglement wedge at two points:
rst, it species a specic time slice on the boundary, instead of a covariant
causal diamond; second, it probes behind the horizon. It was conjectured in
[12, 30] that the action evaluated in the WDW patch is dual to the relative
complexity of the quantum state living on Σ. This conjecture is referred to as
`complexity = action' or CA duality. In our noncommutative geometry setup,
we will be interested in the WDW patch for the two-sided black hole, which
intersects the left boundary at time tL, and the right boundary at time tR.
According to CA quality, the action evaluated on such a patch will compute
the complexity of the quantum state of the boundary CFT living on the (tL,
tR) slice as
C(tL, tR) = kSWDW , (2.8)
with the coecient set to k−1 = π~ by the assumption that AdS-Schwartzchild
black hole saturates the Lloyd bound. The complexity computed this way is
3We point it out that due to the famous subtlety about type IIB action, that the self-
duality condition should be imposed by hand, the treatment we use for the action is only
plausible. There are other ways to impose self-duality, for example the PST formulation,
but the action computation and the holography there will be subtle.
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in which we are interested, is cuto independent. Notice that our choice to
dierentiate with respect to the left time is arbitrary, as the geometry should





, u = t+ r∗, v = t− r∗. (2.10)
Notice that unlike r, r∗ has units of length. Suppressing all but the bulk
and timelike direction, the contributions to the time rate change of the WDW
patch can be visualized in the conformal diagram represented in Figure 2.1.
The calculation of the time rate change of the action is detailed in
Appendix 2.7. It is convenient to express the result in terms of the radial
coordinate rB of the pastmost joint of the WDW patch (joint B2 in the dia-
gram 2.1, which coincides with joint B1 as δt → 0.) Note that rB increases
monotonically with tL from rB = 0 to rB = rH as tL → ∞, and so we will
use it to parameterize the time dependence of the complexication rate. 4 We
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4We consider only tL > 0, and x tR so that this corresponds to when the joint B has


















Figure 2.1: Two WDW patches separated by δt. Although the boundary of
each patch is really at some large but nite rb, the choice of rb drops out in
the dierences we consider and we do not indicate it explicitly in this graphic.
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where c and c̄ are arbitrary constants associated with the normalization of
boundary null generators entering the computation of δSjoint. See Appendix
2.7.3, as well as [59], [20] for discussion.
Various aspects of the time dependence (or rB dependence) of equation
2.11 are unusual in light of the conjectured CA duality. Similar features have
been seen in other systems [36]. We discuss the nite time behavior in Section
2.4.














One can immediately see that if we assume the standard relationship,
C = kS with k = 1/π, then the system violates the Lloyd bound (2.1) at
late times: the ratio Ṡ
2M
should be less than or equal to 1, but at late times
it saturates values between 4/3 to 5/3 as we vary a. The relevance of the
bound to holographic complexity has been disputed [35], and violations have
been found in many other systems. But for purposes of comparison we nd it
interesting that, even if we had not assumed the standard k = 1/π, but instead
used the logic that commutative black holes should saturate the Lloyd bound,
we would set k = 3/(4π). Clearly, the associated bound would fail immediately
upon considering highly noncommutative black holes. Rather than proposing
some dierent k in the relationship C = kS, we nd it plausible that such a
choice does not generalize to all systems, at least under the current conventions
for computing bulk action.
31
Overlooking the Lloyd bound for now, the dependence of the late time
complexication on the noncommutativity parameter a is rather striking.















rH dependence, versus arH , which is the Moyal scale measured in units of
thermal length. It is observed that the complexication rate under the CA
conjecture increases signicantly when the Moyal scale is comparable to the
thermal scale, and saturate a new bound which is 5/4 of the commutative
value when the Moyal scale is much larger than the thermal scale.
As one can see from Figure 2.2, the complexication rate increases with
the non-commutativity parameter a. It's also intriguing that a always appears
in the combination arH , indicating that the only reference scale in the theory
that the Moyal scale is sensitive to is the thermal scale T−1 ∼ r−1H . When a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T−1, the complexication rate does not change much. It noticeably changes
when a becomes comparable to T−1. When a  T−1, the complexication
rate stops growing and saturates a new bound. It is inspiring to see that it
does not grow indenitely because that would violate the Lloyd bound in any
possible sense. On the other hand, the ratio that it increases is an interesting
rational number 5/4. It may imply that this enhancement could be understood
in terms of some kind of counting problem. With these interesting features in
mind, we want to answer two questions:
1. How might we explain the enhancement from non-commutativity?
2. Are there other examples of noncommutative theories that corroborate
these results?
These will provide the content for the next few sections.
2.3 Non-Commutativity Enhancement of Complexica-
tion Rate
Why the above enhancement should be exactly 25% is as of yet un-
clear. We do, however, have a conceptual argument for why there should be a
noncommutative enhancement at all.
Consider the following problem: We have a unitary operator U , whose
complexity is known to be C(U), and we want to know what can be said about
the complexity of C(UN) for some integer N . We can immediately say that
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C(UN) ≤ NC(U) (2.13)
Because given an optimal circuit Q implementing U , UN can be imple-
mented by N successive applications of Q, namely QN . 5 The bound above
need not be saturated, however, as there might be a few gates at the beginning
of Q which can cancel with some at the end of a successive copy of Q , resulting
in a new circuit which (a unitary identical) to QN , but which is less complex.
If we suppose that every time a new copy of U is added (after the rst one
of course), we get a cancellation of χ gates, and we suppose that χ doesn't
depend on N (or at least asymptotes to a constant as N becomes large), then
we have
C(UN) ≈ NC(U)− (N − 1)χ (2.14)
It's easy to show that this formula holds for any U → Un with the same χ.
If we are then interested in the (time evolution of the complexity of a
family of operators) generated by some hamiltonian H
U(t) = eiHt, (2.15)
5There is a subtlety here in that Q only need implement a unitary that is within some
small number ε of U , but if this is the case, there is no guarantee that QN will be within ε
of UN . It is also possible that for particular choices of gate set, some power of Q, say QM ,
may itself be a gate. This would result in saw tooth" growth in complexity and periodically
discontinuous time derivatives. It may be hoped that such concerns are rendered obsolete
in an appropriate continuum limit (as in the geometry of complexity" program [60, 61]),
and we ignore these subtleties for the present discussion.
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then we may use the above to write
C(t) ≡ C(U(t)) = C[U(δt)t/δt] ≈ t
δt
[C(δt)− χ] + χ. (2.16)






[C(δt)− χ] . (2.17)
Now, what happens if we turn on non-commutativity in our theory? Let
us suppose that our Hamiltonian H = Ha varies continuously with the Moyal
scale a, and suppose that our gates vary continuously as well so that the gates
in the noncommutative theory can be identied with gates in the commutative
theory. Suppose furthermore that for suciently small δt, Ua(δt) = eiHaδt can
be optimally approximated by the same circuit Q, but with each of the original
gates g replaced with its noncommutative analog ga (Call this circuit Qa).
Then it is still true that UNa can be implemented by Q
N
a . But now, because
of the non-commutativity, it is likely that fewer of the gates at the beginning





[Ca(δt)− χa] + χa ≈
t
δt
[C(δt)− χa] + χa, (2.18)
but because fewer gates cancel, χa will be smaller than the original χ. These









Commutative Case Non-Commutative Case
× ×
× ×
Figure 2.3: This circuit represents the end of one copy of a circuit QU imple-
menting a hypothetical unitary U and the beginning of a second copy of QU .
In this plot horizontal lines are qubits, and the dots connected by vertical lines
are gates acting on the pair of qubits they connect. For this illustration, we
will consider gates to be their own inverse. Gates from two copies may cancel
(illustrated here with dashed blue lines connecting the gates), reducing the
complexity of the circuit and providing a more ecient way to compute UN .
This cancellation relies, however, on the ability of gates to commute past each
other, so that gates which could cancel can meet. We argue that in the non-
commutative case, fewer gates commute and so there are fewer cancelations of
this type. In this illustration, we see on the third line that a gate which can
commute to cancel in the commutative case is prevented from doing so in the
non-commutative case due to mild non-locality. Cartoon inspired by one used
in a talk by Adam Brown.
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gets an enhancement due to the suppression of χa. Finally we get an enhance-
ment ratio of complexication rate as
Ċa(t) ≈
C(δt)− χa
C(δt)− χ Ċ(t). (2.20)
The same eect could be understood as arising from an increased non-
locality due to the noncommutativity. The dependence of complexity growth
on the locality of gates is explored in [12], where an extension of the Lloyd
bound is studied by looking at the "k-locality" of the Hamiltonian and the gate
set. A "k-local" operator is one that acts on at most k degrees of freedom:
a k-local Hamiltonian consists of interactions coupling at most k degrees of
freedom, and similarly a k-local gate set consists of at most k-local operators.
6 For convenience we let the Hamiltonian be "k-local" while the gate set is
"j-local." Usually, the Lloyd bound should be satised if j = k, because one
can choose the coupling terms as gates so that the time evolution could be
easily implemented by the gates. However if one chooses a dierent j for the






where g(k) is a monotonically increasing function. The interesting connection
to our interpretation of non-commutativity is that the Moyal area introduced
in non-commutative space can be thought of as an eective k for the Hamil-
tonian, meaning that non-local interactions couple wider range of degrees of
6To avoid dependence on the choice of basis, we would like to dene k as the maximum
rank of the coupling terms, or the maximum rank of the generators of the gates.
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freedom than local interactions. On the other hand, we are not changing j
because our holographic prescription is not changed. Then we have an extra
factor g(k)/g(j) > 1 in the bound, hence an enhanced bound. A similar factor
greater than 1 is hence obtained in eq(2.20).
2.4 Finite Time behavior
Up to now, we have only discussed the asymptotic behavior of the
complexication rate at late times. It is plausible that the early time com-
plexication rate is not as important as the late time limit because there is
a thermal scale time resolution for this quantity. One might think of this
resolution as the time scale for a new gate to act on the state. The nite
time behavior of the complexication rate was studied in [36], where several
interesting features were found. We will briey outline the nite time behav-
ior for noncommutative SYM, reproduce those features, and nd new features
introduced by the non-commutativity.
We rst rewrite equation (2.11) using the dimensionless parameters



















(1 + b4ρ4)1/4(1− ρ4)
∣∣).
(2.23)
Note that since T = rH/π, we have b = πaT .
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Now normalize this by the late time commutative result at the same
temperature to dene (recall that ρ is implicitly our time parameter through
rB)
Ċn(ρ) =













(1 + b4ρ4)1/4(1− ρ4)
∣∣.
(2.24)
We now display this normalized Ċn vs time in thermal units at xed b
and γ. In the case where we take b → 0 and γ = 80, this yields the plot in
gure 2.4.











ComplexificationRate vs Time: b=0 and γ=80
Figure 2.4: Normalized complexication rate versus time in thermal units for
γ = 80 and b = 0.
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It can be seen in this plot that there is a local maximum at early time
(around t = 0.1β, β being the inverse temperature). Then at late times it ap-
proaches the smaller asymptotic value from above. There is also a logarithmic
divergence as t goes to zero which comes from the log term in equation (2.24).
Analogous features are also observed in [36], where they are discussed in great
detail. The logarithmic divergence is not important in the sense that if you
take the average complexication rate over a roughly thermal time scale, this
divergence will be gone. A small period of decreasing complexity remains, but
such behavior is not altogether prohibited. At early times the complexity is
highly sensitive to the choice of the reference state, and only at late times is
a constant growth rate expected for generic (time-independent) Hamiltonians.
Regardless, the issues of the local maximum and the asymptotic approach
to the "bound" from above are not resolved in any explanations here. One
could average over an articially long period of time to smooth out the lo-
cal maximum, but doing so would never eliminate the approach from above,
irrespective of the physicality of such a procedure.
Our primary interest here, however, is to discuss how these behaviors
change with the noncommutative parameter b. To that end, we will consider
what happens when we replot this curve xing γ but varying b. The result is
displayed in gure 2.5.
From gure 2.5 we see that as the non-commutativity is turned up,
the local maximum decreases, and the asymptotic value increases. It is ob-
vious that the change happens at b ∼ π, which is when the Moyal scale a
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Figure 2.5: normalized complexication rate versus time in thermal units. γ
is held xed at 80 while b = arH is varied.
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is comparable to the thermal scale T−1 = π/rH . For b  π, it seems that
the asymptotic value is approached from below. Strictly speaking, it is not
true, because the local maximum always exists, but has a diminishing relative
height and is pushed to very late time. We can nd the local maximum and
plot its ratio to the asymptotic value versus b as in gure 2.6. The fact that
the local maximum decays physically rather than by tuning some articial
choice is a sign that the noncommutative complexication rate at late time is
a more qualied bound for a generic quantum system. We will discuss it in
more details in the conclusion.






Figure 2.6: The vertical axis is the ratio between the local maximum and the
asymptotic late time value of the complexication rate. The black, orange and
blue curves correspond to γ = 1, 2, 3.
It is observed that the complexication rate mainly depends on tem-
perature through the combination b, except an extra logarithmic contribution
from γ. Therefore we expect that the variation with respect to temperature is
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similar to gure 2.5. This can be implemented by varying b while xing the
combination γb2, i.e., xing a. When this is done with γb2 = 1 one gets gure
2.7, which is indeed similar to gure 2.5. This check shows that the only scale
that the non-commutativity a is sensitive to is the thermal scale.
Figure 2.7: normalized complexication rate versus time in thermal units. γb2
is held xed at 1 while b = arH is varied.
Finally, one may also be interested in the eect of γ, which at xed AdS
radius and temperature encodes information about the normalization of the
generators of the null boundaries of the WDW patch. It has been suggested
that this normalization, which is ambiguous in the action, should correspond
to an ambiguity in the denition of complexity on the boundary such as the
choice of reference state [20]. In our case, we observe that the dependence on
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γ does not depend on the non-commutativity at all, which seems to support
this idea for a broader class of theories.
2.5 Other noncommutative systems
As a test of the above argument, and to better understand the depen-
dence of the enhancement on various factors, we would like to consider more
examples of noncommutative eld theories. It's easy to extend the D3 brane
solution we discussed in Section 2.2 to other Dp branes, in which we are also
able to put more noncommutative pairs of directions. For p = 4, 5, 6, we can
turn on more than one B eld component, making multiple pairs of directions
non-commuting. Let us denote the number of non-vanishing B components as
m so that B will be a rank-2m matrix. In this section, we will investigate the
dependence of late time complexication rate on the dimension of space p and
the rank of the B eld.
2.5.1 Supergravity solutions and decoupling limit
The general string frame metric for non-extremal Dp branes with m


























































[1− hi(r)]dyi,1 ∧ dyi,2.
(2.28)
We also have many R-R elds turned on via the T-duality. One would expect
them by looking at the Chern-Simons term in D brane action
SDpCS = µp
∫
(C ∧ exp(B + kF ))p+1 . (2.29)
Only rank-(p + 1) R-R potential Cp+1 is turned on without any background
eld, whereas in the presence of B eld, terms like Cp+1−2n∧B(i1)∧ · · · ∧B(in)
can also be sourced, where n = 0, 1, · · · ,m. In other words, when m = 1, we
have Cp−1 turned on; when m = 2, we have Cp−3 turned on, and so on.































































We are omitting the basis here, but it's clear that these components are along
all the directions on Dp brane except for the directions of the B elds indicated
by their superscript. We also omitted their (inverse) hodge dual forms which
may contribute to the action.
While these are all good solutions for supergravity in the bulk, one has
to be careful with its world volume dual theory. The decoupling limit of the
world volume theories for 2 ≤ p ≤ 6 in the presence of B eld is studied in
[62], with the conclusion that there is no decoupling limit for D6 branes even
for m > 0. For p ≤ 5, decoupling limits do exist, and it's reasonable to talk
about the complexity on the world volume theory. One may be worried that
for D4 brane we have to up lift to 11 dimensions to compute the M theory
action, but the eective string coupling at high energy is
eΦ ∼ r (7−p)(p−3−2m)4 , (2.31)
which is suppressed by the non-commutativity when m ≥ 1, indicating that
at suciently high energy, we don't have to go to M theory.
As such, we will be using type IIB action for odd p and type IIA action




















B ∧ F4 ∧ F4,
(2.32)
with the usual conventions:
F2 = dC1, F4 = dC3, F̃4 = F4 − C1 ∧H. (2.33)
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2.5.2 Complexication Rates








We also divide out the transverse volume Vp to give a "density of action." The
complexication rate will be related to the action growth rate by eq(2.8), where
the coecient k is not specied yet. We will discuss the strategy of choosing
k at the end of the section. Both the joint and boundary contributions to the
late time complexication rate take a particularly simple form:






The bulk contributions exhibit more interesting dependencies on the
size and number of noncommutativity parameters. These are here reported
for each p.
D2 Brane
This is the simplest case, where we have fewest R-R elds and don't
need to put the self-duality constraint. We have
F2 = dCp−1, (2.36)
F̃4 = dCp+1 − Cp−1 ∧H. (2.37)
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Plugging them in the type IIA action, we obtain the complexity growth
rate. Including all contributions, the late time limit becomes
Ṡp=2,m=1 = 12cp. (2.38)
Surprisingly, we nd that the late time complexication rate does not even
depend on the non-commutativity parameter a. We may argue that it is the
case where the bound is already saturated so that non-commutativity could
not enhance it anymore.
D4 Brane
This is the minimal dimension that we can include two pairs of non-
























Note that mod m is understood in the supercript of the forms.



















The p = 4, m = 0, 1 cases can be obtained by taking one or both of
the a parameters to zero:
Ṡ4,0 = Ṡ4,1 = 5c4 (2.42)
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It's striking that turning on a single pair of noncommutative directions does
not aect the late time complexication rate at all, but turning on the second
pair does increase the rate. It means that we cannot use the argument as for
p = 2 to explain the zero enhancement here because obviously the bound was
not saturated yet.
D5 Brane
It's another case where we need to take into account the self-duality
































+ self dual. (2.44)
















































In contrast with p = 4, turning on the rst pair of noncommutative directions
already changes the complexity, and turning on the second enhances more.
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D6 Brane
Finally we may investigate a case where we can turn on 3 pairs of








































a1a2 log(1 + a3rH)
(a2 − a3)a3(a3 − a1)rH
+
a2a3 log(1 + a1rH)
(a3 − a1)a1(a1 − a2)rH
+
a3a1 log(1 + a2rH)
(a1 − a2)a2(a2 − a3)rH
)
(2.49)
The three a-dependent terms have the property that no matter how many a's
you turn o, their sum is a constant as -1. Thus again, it is a situation where
only turning on maximum number of non-commutativity can we increase the
non-commutativity, similar to the p = 4 case.
Ṡ6,0 = Ṡ6,1 = Ṡ6,2 = 3c6 (2.50)
However, this complexity growth rate seems to have no physical mean-
ing, because there is not a world volume theory that is decoupled from gravity.
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p m = 0 m = 1 m = 2 m = 3 πBL
2 12 12 - - 7
3 8 10 - - 6
4 5 5 8 - 5
5 4 5 6 - 4
6 3 3 3 4 3
Table 2.1: This table lists all the action growth rate at late time for general
p and m. They are in unit of the constant cp dened in eq(2.34). The last
column is showing the Lloyd bound BL also in unit of cp.
The holographic principle is subtle in this case. We present the result here
because the bulk computation can be done in a similar manner without noting
the dierence. Whether the quantity so computed has any physical meaning
is an open question.
2.5.3 Summary of Results
From the above computation, we nd that when we turn on non-
commutativity on Dp branes, the complexity growth rate either stays the
same, or increases. The fact that it does not decrease is encouraging for our
argument given in section 2.3. However, the values of the enhancement ratio
are not understood.
In the table 2.1, we list all the density of late time action growth rate in
unit of cp, in the limit that allm non-commutativity parameters ai, i = 1, ..,m,
goes to innity.
There are no obvious laws that govern these rates in general, but we
do observe some interesting features. For both D3 and D5 branes, we have
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enhancement from each pair of non-commuting directions. In particular, the
ratio for the enhancement from the rst pair are the same in both cases, and
the enhanced amount from the rst and second pair are also the same in D5
brane. These two cases seem to provide reasonable behaviors one may naively
expect. On the other hand, the type IIA supergravity with even-ps does not
always have complexication rate enhancement from non-commutativity. The
reason for it may depend on the details of the boundary theory.
In the table 2.1, we also list the Lloyd bound computed from the ADM
mass of the geometry (see Appendix 2.8). One may set the coecient k in
eq(2.8) to let any of the complexication rate to saturate the Lloyd bound.
For instance, if we want to set the commutative N = 4 SYM (p = 3, m = 0)
to saturate the bound, we can take πkp=3 = 3/4. However, the consequence
is that we can always turn on the non-commutativity and violate this bound.
In order that the Lloyd bound is not violated, we need to guarantee that the

















If one follows the argument at the end of section 2.3, and get an en-
hanced bound for non-commutative eld theory, the bound on kp will be
weaker. On the other hand, the Lloyd bound is dened under the assump-
tion that all gates take a generic state to an orthogonal state, which is usually
not true. It is argued that we simply should not take this bound seriously [35].
This objection will make it hard to determine what k should be, but for our
52
purpose, k does not aect our main results.
2.6 Conclusion
In this work, we have considered the eects of non-commutativity on the
holographic complexity of SYM according to the complexity = action conjec-
ture. We have done this in the hope that this would produce further evidence
about the validity of this conjecture, and of the concept of holographic com-
plexity more generally. Our main result is that the late time complexication
rate increases with the non-commutativity in a class of theories.
We computed the holographic complexity for 4DN = 4 non-commutative
super Yang-Mills, by evaluating the WDW action in the bulk geometry de-
scribed by type IIB supergravity with D3 branes. We saw a 5/4 enhancement
for late time complexication rate in the non-commutative result over the com-
mutative result. This was striking because it is well known that the thermo-
dynamics of this theory are independent of the non-commutative parameter a.
The observed changes to complexity support the idea that complexity is more
than thermodynamics, and indicates that the CA prescription is reproducing
this feature of complexity. Comparing to the Lloyd bound derived from the to-
tal energy, we discovered that using the coecient of proportionality k = 1/π
as in [30] will make the commutative late time complexication rate violate
the bound. One could in principle avoid this by arguing that k should not be
universal for all kinds of theories, but the commutative black hole still can not
saturate the bound because there should be space for enhancement from the
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non-commutativity.
We presented a quantum argument to explain this enhancement and
to argue that we should have expected it. We assume that the time evolution
operator is approximated by sequential copies of the same quantum circuit,
and the optimization of the total circuit when you combine them will be less
ecient in non-commutative theories. We also argue that this expectation
matches the k-locality model prediction if we relate the size of Moyal scale
to the size of locality k. Then we investigate the nite time behavior of this
complexication rate and see that the problematic nite time maximum gets
suppressed by non-commutativity.
Finally, we generalized the solution for D3 branes to general Dp branes
to get a broader class of noncommutative gauge theories. We presented similar
calculations as for p = 3 and obtained the late time complexication rates for
2 ≤ p ≤ 6 and all allowed ranks of the B eld. The results for p = 5 are
similar to those for p = 3 but can have another enhancement of the same
magnitude from a second B eld component. This is consistent with our
heuristic argument. The results for the even p cases are less well understood.
We found that there is no enhancement for p = 2 and that for p = 4 one
must introduce a second B eld component to get an enhancement. This
result would seem to be in mild tension with the argument of section 2.3. The
correct explanation for this behavior is left for future work. Despite not seeing
an enhancement in some cases, it is at least encouraging that no decrease
was observed, which would have been a much clearer contradiction to the
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arguments of section 2.3.
Regarding the statement that non-commutativity enhances the com-
plexication rate in general, there are several interesting aspects one can in-
vestigate. First, this result is in tension with the often expressed idea that
the commutative AdS-Schwarzschild black hole is the fastest possible com-
puter [30]. If non-commutativity can somehow increase the computational
speed even further, it would be very interesting to see if it also increases the
scrambling process of the black hole. Second, it also would be interesting to
compute the complexity of a weakly coupled eld theory on a non-commutative
manifold in order to test the conclusion of our heuristic argument in a non-
holographic context. Such a computation would, in light of this work, provide
for a more robust check on the complexity = action conjecture. The work of
[20, 44] might prove useful to such an endeavor.
Another interesting extension of this work would be to repeat the com-
putations for the complexity = volume, and the complexity = spacetime vol-
ume conjectures, which will be both a test for our results and a test for the
holographic complexity prescriptions. Finally, it was pointed out to us by Eoin
Ó Colgáin that the geometry corresponding to the D3-brane case that we have
considered here has been discovered to belong to a larger class of deformations
of AdS5, studied in e.g. [6365]. It would perhaps be interesting to extend the
results of this work to the more general case.
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2.7 Appendix I: Calculation of ṠWDW
To minimize clutter in expressions, in this appendix we set 2κ2 =
(2π)7α4 = 1 and reinstate κ dependence only at the end. Following the


























The rst line we call the bulk contribution. The second line contains
boundary contributions along timelike (T), spacelike (S), and null boundaries
(N), respectively. The nal line contains joint contributions, divided into
those which result from intersections of timelike and/or spacelike boundaries,
and those which include one or more null boundaries. Sign conventions and
notation for integrand quantities will be explained as needed in what follows.
While the action on a WDW patch is obviously of interest for its con-
jectured relation to Quantum Complexity, its time derivative is simpler to
compute and interesting for diagnostic purposes. Due to the spacetime sym-
metries, this quantity reduces to the dierence of two volume contributions
(V1 and V2 in gure 2.1), one boundary surface contribution (Sε in gure 2.1),
and two joint contributions (B1 and B2 in gure 2.1).
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δSWDW = δSbulk + δSboundary + δSjoints











































We let the integral over x1, x2, and x3 give V3 and the ve-sphere Ω5.
Also abbreviate C =
α′4Ω5V3
ĝ2s
. Further let ρ(u, v) and ρ̄(u, v) denote the radial
value r as implicit functions of advanced/retarded coordinates u and v from
the appropriate quadrant (here the left and bottom quadrants, respectively).
The form of these functions is not important here.
The bulk contribution for V1 can be written in (u, r) coordinates with












Here r = ε is a surface close to the singularity which will be sent to zero. A
similar expression can be written for V2 in (v, r) coordinates, and after the
radial integration we have:
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G(ρL(uL − v)))−G(ρ̄(uR, v))
) (2.58)
Changing variables u→ uL+vL−v+δt leads to a cancellation of terms
such that for small δt we are left with
















This cancellation is expected from the boost symmetry of the left wedge of the
spacetime, and also indicates the cuto independence of our calculation. We
denote the radial value at the bottom corner of the WDW patch ρ̄(uR, vL) ≡
















Note that rB is related to tL in the manner that as tL → ∞, rB → rH .
Therefore, the late time limit can be obtained by taking rB → rH limit.
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2.7.2 Boundary Contributions
We adopt the convention that the null boundary geodesics are anely
parameterized: kµ∇µkν = κkν with κ = 0, which simplies the action compu-
tation considerably because all but one boundary surface (Sε) make no contri-
bution. The boundary Sε is the spacelike surface r = ε→ 0. The contribution





where dΣ is the induced volume element on the boundary hypersurface and K
is the extrinsic curvature: K = gµν∇µsν with the unit normal sν chosen to be
future directed, away from the WDW patch. This convention for choosing the
direction of the surface normal is responsible for the minus sign on this term
[59].



















There are two joints (B and B′) which contribute to the complexica-
tion rate. Each of these is comprised of the intersection of two null surfaces,
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where dS is the volume element on the joint. Here kL and kR are future-
pointing null generators along the left-moving and right-moving boundaries,
respectively. Both of the joints in question lie at the past of the corresponding
null segments, which together form the past boundary of a WDW patch. To-
gether these facts determine that the sign of each joint's contribution to the
WDW patch action is positive [59], and so taking a dierence of two patches
leads to the signs given in equation 2.53.
In addition to the ane parameterization of boundary generators, a
convention must be chosen to x their normalization. It may be possible
to associate the freedom allowed by this choice with corresponding conven-
tions which must be established in the denition of quantum complexity (e.g.,
choice of reference state and gate set). Indeed, progress has been made in
this direction [20]. For our purposes, establishing a normalization convention
is necessary to make meaningful comparisons between dierent WDW patch
actions (such as that implicit in our time derivative") as parameters of the
theory are adjusted.
We normalize according to kL · tL = −c and kR · tR = −c̄, where t̂R and
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t̂L are normalized generators of time-translation on each boundary. With this
in mind we choose


















δt, respectively. The quantities am in equation 2.64 are easily
evaluated at each joint and the combined contribution is found to be:
























+ 3(r4H − r4B) log




We can combine contributions 2.60, 2.63, and 2.66 to arrive at the full
time rate change of the WDW patch action (reinstating explicit κ dependence
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2.8 Appendix II: Thermodynamics and the Lloyd Bound
It is interesting that the thermodynamic quantities for these systems
exhibit no dependence on the noncommutativity parameter a (see [50] for















with E being the ADM mass. The rst law dE = TdS is easily conrmed.
In the original CA duality conjecture [12, 30] the proportionality con-
stant in Complexity = k×Action was xed by an expectation that black holes
are the fastest computers in nature, and that at late times they would saturate
a bound from Lloyd [33, 48]. Matching Ċ = 2M
π
at late times for Schwarzschild
AdS black holes sets the constant at k = 1
π
. The relevance of the Lloyd bound
to these considerations is questionable [35], but in the interest of comparison
we note that the systems studied in this work would require dierent constants
to meet the same criterion: for the commutative black holes to saturate the




would be given by











7Note that for p = 5 equations 2.68 would indicate zero specic heat. We take this as
further evidence that results for p ≥ 5 should be viewed skeptically.
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Furthermore, if the proportionality k were xed with reference to com-
mutative black holes, the bound would still be violated by highly noncommu-
tative black holes. Rather than proposing novel bounds or searching over all




(giving the weakest bound on
Ṡ) to be the true proportionality in C = kS, we suspect that the precise pro-
portionality cannot be universally generalized between systems, at least under




1 We now turn to the CV proposal, and probe that duality in several
directions. We show that the apparent lack of universality for large and small
black holes is removed if the volume is measured in units of the maximal
time from the horizon to the nal slice" (times Planck area). We dene
and employ a conserved volume current" associated with a foliation of the
bulk spacetime by maximal volume slices. The ux of this current measures
the volume, and so provides an alternative perspective of the CV proposal by
uniquely relating this vector eld to the boundary complexity and its evolution.
This ux picture suggests that there is a transfer of the complexity from the
UV to the IR in holographic CFTs, which is reminiscent of thermalization
behavior deduced using holography. It also naturally gives a second law for the
complexity when applied at a black hole horizon. We further establish a result
supporting the conjecture that a boundary foliation determines a bulk maximal
1This chapter is based on [2], with Josiah Couch, Ted Jacobson, and Phuc Nguyen. Ted
Jacobson provided substantial conceptual insight throughout the paper. The computations
of section 3.5 were rst done by Phuc Nguyen, and the original sketch of the proof in ap-
pendix 3.7 was also due to him. Josiah Couch was a primary contributor to section 3.4. My
role was to perform numerical and analytic computations, and assist in developing argu-
ments pertaining to the general behavior of maximal volume slices in black hole spacetimes
throughout the paper.
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foliation without gaps, establish a global inequality on maximal volumes that
can be used to deduce the monotonicity of the complexication rate on a
boost-invariant background.
3.1 Introduction
Since its original proposal [8, 9], an apparent shortcoming of the com-
plexity equals volume (CV) conjecture is that it requires a lengthscale be
chosen to set the proportionality between quantum complexity and bulk vol-
ume. No constant choice seems to universally entail the expected growth rate
of complexity in black hole systems, Ċ ∼ TS. In order to match this rate, the
complexity for black holes that are large compared to the AdS radius ` should




In equilibrium, the maximal slice approaches a nal maximal cylinder inside
the horizon, with xed cross-sectional area and a proper length that grows in
proportion to Killing time. The above formula equates the complexity to this
area, measured in Planck units, times the proper length of the cylinder, mea-
sured in AdS length units. For black holes small compared `, the complexity




so that the proper length of the cylinder is measured in horizon radius units
r+ [9]. Unlike the case for large black holes, this depends upon the black hole
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size. This discrepancy is a principal reason for preferring CA over CV. The
fact that the volume divisor in CV is ` for large black holes, but r+ for small
black holes, indicates an apparent lack of universality.
However, in both cases this divisor actually corresponds to an intrinsic
property of the black hole: the maximum time τf to fall from the horizon to the
nal maximal cylinder is ∼ r+/c for spherical black holes with r+ ≤ ` in D ≥ 4
dimensions, and ∼ `/c for black holes with r+ ≥ `.2 Hence the complexity
formulae (3.1) and (3.2) actually coincide, up to an order unity numerical
factor, if the length in the denominator is understood as df := cτf . That is,
in computing the complexity, the length of a section of the nal cylinder ∆Lf
should be measured in units of the maximal time to fall from the horizon to









where Af is the cross-sectional area of the nal slice. It turns out that Af equal
to the horizon area AH up to an order unity factor, so that Af/~G ∼ SBH can
be identied with the black hole entropy, which is dual to the CFT entropy.




∼ κ∆t ∼ TH
~
∆t, (3.4)
2An alternative but related divisor would be the proper time from horizon to nal slice
along along the volume ow. This scales the same way with respect to the black hole
parameters as the longest time, but the numerical factor diers.
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where κ is the surface gravity, ∆t is the elapsed Killing time, and TH is the
Hawking temperature of the black hole, which is dual to the CFT temperature.




yielding the black hole dual of the expected complexication rate.
While the universality of the divisor τf is more satisfying than the
previous ad hoc prescription, it should be admitted that we have no rationale
for measuring the length of the nal slice in units of τf , other than that gives
the desired result. Another potential drawback is that this prescription only
applies to dening the complexity when the state at late times is thermal
equilibrium, so that a `nal' maximal slice exists. In a general dynamical
setting, this prescription is inapplicable (although as discussed in Sec. 3.5.4
it can be applied in empty AdS, using the boost Killing eld to dene the
notion of equilibrium). That said, as discussed in the next section, the notion
of complexity itself is more ambiguous outside of a thermal setting, so it is not
clear whether we should expect it to admit a universal holographic denition.
The CV proposal thus remains interesting, as it passes the same checks
as does the CA proposal, in some cases (regarding monotonicity on a stationary
background) even better as discussed in Sec. 3.4.0.1. The purpose of this work
is to take a closer look at various aspects of the CV proposal, attempting to
sharpen it and oer some interpretation of its denition and properties, as well
as to extend the tests of it.
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For both conceptual and computational reasons, we shall make use
of a volume current, whose ux through the bulk maximal slices anchored
at a boundary foliation is equal to the volume of those slices. This volume
current is a unit, timelike, divergence-free vector eld orthogonal to the bulk
maximal foliation. Our interest in the role of this current was inspired by recent
work of Headrick and Hubeny (HH) [66], which established a min-ow/max-
cut" theorem relating volumes of maximal slices to minimal uxes of timelike,
divergence-free, vector elds with norm bounded below by unity (HH ows").
In Ref. [66], it was remarked that it is natural to relate minimization of the
number of gates in dening the complexity of a state, in a dual eld theory,
to minimization of the ux of an HH ow in the bulk spacetime, suggesting
a gate-line" picture of holographic complexity. In this picture, our volume
current would correspond to a gate current".
Let us briey describe here the HH theorem and its relation to our
volume current. The theorem states roughly that, given boundary sub-region
A, the maximal spatial volume of any slice homologous to A is equal to the
minimal ux of an HH ow through the slice or (equivalently) through A.
A given minimizing HH ow has unit norm on the corresponding maximal
volume slice, and is orthogonal to that slice, but it is not otherwise uniquely
determined. By contrast, the volume current we employ is a particular real-
ization of an HH ow, determined by a boundary foliation, and its ux gives
the volume of each slice of the corresponding maximal bulk foliation. That
volume is not conserved, because there is ux through the cuto boundary of
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the bulk region.
Although the HH theorem assumes the spacetime is orientable and
time-orientable, and assumes a maximal volume slice exists, its proof does not
directly invoke any causality assumption or energy condition on the spacetime.
By contrast, the volume current requires the existence of a foliation by maximal
slices. We argue in Appendix 3.7 that such a foliation exists if i) maximal slices
exist, ii) the spacetime satises a causality condition, and iii) the strong energy
condition and Einstein equation hold. If the foliation is known to exist, then
the HH theorem is a simple consequence: the ux of any HH ow is lower-
bounded by the maximal volume (for a given boundary Cauchy slice), and the
theorem asserts that this bound is actually saturated. The volume current,
when it exists, saturates this bound, so our results can be viewed as providing
a constructive proof of the HH theorem under certain additional assumptions.
The remainder of this chapter is structured as follows. Section 3.2 con-
fronts the ambiguity in dening complexity. The notion seems most robust
when applied to time evolution of thermal states, and we summarize several
reasons for thinking the volume inside a black hole horizon captures the rel-
evant quantity. Section 3.3 introduces the volume current, a useful tool for
quantifying properties of maximal volumes and their evolution, and obtains
several results using it. One of these is evidence for the ow of complexity
from UV to IR in holographic CFTs. Section 3.4 deduces a global inequality
on maximal volumes, and uses this to establish the monotonic increase of the
rate of volume growth on a boost invariant background. Section 3.5 probes CV
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duality in three settings: black hole formation with one or two shells of mat-
ter, spinning black holes, and empty AdS viewed as a pair of thermal Rindler
wedges. Section 3.6 is a brief conclusion and outlook. In Appendix A it is
argued, assuming the existence of maximal slices, a causality condition and
the strong energy condition, that a boundary foliation determines a maximal
volume bulk foliation. The unit vector eld normal to this foliation is the vol-
ume current. The remaining three appendices derive useful technical results.
For the balance of this work we use Planck units, with ~ = c = G = 1.
3.2 Volume inside and outside the horizon
The complexity of a pure quantum state is a measure of how many
simple unitary operations, or gates," it takes to produce it, starting with
some reference state [15, 67, 68]. Hence, in general, complexity is dened only
relative to the choice of reference state and the choice of gates. The original
motivation for the proposal of CV duality pertained to time development of
complexity at the thermal scale in a nite temperature pure state. In this
context, the reference state could presumably be taken to be the thermal
microstate at any xed time, and the gates could be taken to be a xed
collection of gates that act at the thermal energy and length scales, so the rate
of change of complexity is intrinsically dened without signicant arbitrariness.
However, the CV proposal encounters a divergence in asymptotically
AdS spacetime, where the volume of a maximal slice diverges at spatial inn-
ity. This divergence occurs for any state and, according to the usual UV-IR
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relation in AdS/CFT duality, it would presumably correspond, according to
CV duality, to a divergent UV complexity of the CFT vacuum. While the
vacuum is simply the ground state of the theory, it is complex if considered
as a state to be prepared, starting with a spatially unentangled state, by the
application of local quantum gates. Some analysis has suggested that this
interpretation of the UV limit of CV duality might be sensible [20], although
the volume-complexity relation could be innitely sensitive to the somewhat
arbitrary denition of the reference state and gates, and to sub-leading modi-
cations of the short distance structure of the state [69, 70].
The volume divergence has generally been dealt with in the literature by
imposing a cuto at some large radius, and focusing on the time dependence
of the volume, which does not depend on the location of the cuto. This
corresponds, in eect, to taking the reference state to be the vacuum above the
cuto energy scale, and some unentangled" state below that scale. The rate of
change of the volume in a stationary, thermal state at late times is independent
of the location of the cuto, because the volume growth all happens inside the
horizon of the black hole. For this reason, and several others, it makes a lot
of sense to count only the volume behind the horizon:3
 It is only the complexity at the thermal scale that appears to have a
robust signicance, independent of the arbitrary choices of reference state
and gates.
3It was also noted in Ref. [11] that the volume divergence can be regulated by counting
only the volume behind the horizon.
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 The complexity divisor of the volume, as explained in the introduction,
is universal when recognized as a free-fall time from the horizon to the
nal maximal slice.
 The stationary state volume growth at late time occurs behind the hori-
zon. This was explained in a picturesque way in [9], where it was referred
to as unspooling complexity" from the horizon.
 If the reference state is the vacuum, then only black hole states have
complexity that scales as O(N2) in the CFT. This suggests that holo-
graphic complexity (with a vacuum reference state) should, at leading
order in N , be associated only with black holes, and that the relevant
volume in CV duality should be only that located behind a horizon.
 For a two-sided black hole, a natural reference state is the thermoeld
double, which is a Euclidean vacuum" for this topology. The maximal
bulk slice corresponding to this state is a global time slice invariant
under time reection (like the t = 0 slice in Schwarzschild coordinates),
which does not enter the (future or past) horizon, and therefore has zero
volume behind the horizon. The volume behind the horizon thus gives
the right" result: the complexity vanishes, since the reference state by
denition has zero complexity, but it grows if the time on one boundary
is boosted relative to that on the other.
 A second law of complexity" [60, 61] follows directly when the horizon
is a causal barrier, as discussed in the next section.
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 The volume inside a white hole horizon can also contribute to the com-
plexity, as in the shockwave scenario discussed below. This allows for
decreasing complexity, when such behavior is expected.
 In the extremal limit of rotating or charged black holes, the exterior of the
horizon develops an innitely long throat. Regularizing the volume near
the boundary (or, for that matter, anywhere outside the horizon) would
predict that the complexity of the thermoeld double state diverges in
the IR as extremality is approached. This questionable feature is avoided
by regularizing at horizon.
When applied in a general, time dependent setting, the proposal that
complexity corresponds only to the volume behind the horizon suers from
a major drawback, however, if we use the event horizon, because the volume
inside can grow before anything changes in the CFT, at the boundary of the
maximal slice. This is illustrated by an example in Sec. 3.5.1 We therefore
propose to use an apparent horizon" as the cuto surface when there is time
dependence. We follow the prescription, used previously in the literature, of
measuring the volume on leaves of a foliation of the spacetime by spacelike
hypersurfaces that maximize the volume inside an outer cuto boundary. The
apparent horizon is then dened as the boundary of the region containing
trapped surfaces on each leaf of this foliation. In (quasi)stationary black hole
spacetimes, this apparent horizon will (nearly) coincide with the event horizon.
A component of the apparent horizon that asymptotes to the event horizon
consists of points lying on marginally outer trapped surfaces [71].
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When focusing on the volume inside the horizon, we are limited to dis-
cussing the growth of complexity in states dual to a spacetime with a horizon.
This is not as restrictive as it might seem, since even empty AdS is a thermal
state, when viewed as a pair of Rindler wedges. Indeed, the much studied
account of complexity increase for the two-sided black hole can be adapted in
a straightforward manner to the Rindler case, where the relevant volume is
that inside the Rindler horizon. The interpretation in this case appears to be
fully consistent with that for black holes, as we explain in Sec. 3.5.
So far we have been referring to the volume inside the black hole hori-
zon, which is relevant for late time equilibrium states. However an important
test for any proposed holographic dual of complexity is that it exhibit the
switchback eect [10], which brings the white hole horizon into play. The
switchback eect refers to a small time-decit in the growth of complexity,
of order twice the scrambling time", when a state is evolved backwards in
time, perturbed relative to the reference state, and then evolved forwards in
time. The calculations in [10] demonstrated that the volume of maximal slices
does holographically capture the switchback eect for the thermoeld double
state, and in particular the maximal volume slices can traverse the black hole
region on one side of the shock, and the white hole region on the other side.
In the late time approximation used in [10], the portion of the maximal slice
outside the horizons does not contribute to the total volume, because it is null,
as illustrated in Fig. 3.1. Hence the volume inside the black and white hole
horizons suces to capture the switchback eect. In general, therefore, our
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Figure 3.1: Shockwave geometry dual to a perturbed thermoeld double state,
with a maximal volume hypersurface anchored at late time on the left and early
time on the right.
proposal must be taken to include the volume inside the white hole horizon.
This appears somewhat natural, considering the fact that the derivation of the
switchback eect involves reversed time evolution, and the time reverse of a
black hole is a white hole.
Finally, although it appears dicult to relate the volume outside the
horizon to a denition of complexity of the state in a universal manner, the
assumption that such a relation exists leads to the interesting picture of com-
plexity owing from UV to IR, as explained in the following section.
3.3 Volume current
While the volume of maximal slices is a nonlocal construct, there is an
associated local object, the volume current," which can be used to infer the
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volume growth behind the horizon and the second law of complexity, and which
is suggestive the UV to IR ow of complexity. In this section we introduce
the volume current, and use it to establish several important properties of the
proposed CV duality.
A volume current will be dened given a foliation of spacetime by space-
like hypersurfaces with maximal volume. In the present application, we are
interested in asymptotically AdS spacetimes, in which a maximal foliation
is determined by a Cauchy foliation of the boundary by slices orthogonal to
an asymptotic Killing ow dening time translation. Provided that there is
a unique bulk maximal slice that terminates on any xed boundary Cauchy
slice, and provided these bulk slices do not skip over a gap" in the bulk, the
boundary foliation induces a bulk foliation by maximal slices Σt, labeled by a
parameter t.
We establish the existence of such a bulk foliation by a reasonably
convincingif not mathematically rigorousseries of arguments in Appendix
3.7. To rule out the possibility of gaps we will need to assume that the time-
like convergence condition (which is equivalent to the strong energy condition
modulo the Einstein equation) holds. Whether or not a global foliation exists,
our construction can be applied to the portion of spacetime prior to the nal
slice that is foliated without a gap. The divergence of the unit timelike vector
eld v orthogonal to the bulk foliation is the trace of the extrinsic curvature K
of Σt, which vanishes since the slices are assumed to be maximal. This vector
eld is thus a conserved current, which we dub the volume current associated
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v · ε. (3.6)
(Here ε is the spacetime volume element, and the dot indicates contraction on
the rst index of ε.) The construction of the volume ow v, starting from a
boundary foliation, is illustrated in Figure 3.2.
Figure 3.2: Left: Illustration of the boundary foliation Σ(τ) with 3 slices in the
foliation. Right: Illustration of the corresponding bulk foliation by maximal
slices, and the volume ow.
As discussed in Sec. 3.2, to obtain a nite volume, and hence a nite
putative complexity, the integral must be cut o at some outer boundary ∂Σt.
We will continue to use the letter V " for this truncated volume.
3.3.1 Second law of complexity
Since the divergence of v vanishes, the change ∆V from one time slice
to another is entirely accounted for by the ux of v through the boundary, or
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boundaries, of that slice. If we restrict to the volume inside the horizon, then
the change is accounted for by the ux of v through the horizon. Since v is
a future pointing timelike vector, the ux through the future event horizon
is positive, and it follows that the interior volume can only increase. When
considering a spacelike portion of the apparent horizon forming a past bound-
ary of the trapped region, again the ux is positive. CV duality then implies
that in these situations, the complexity must increase, in accordance with the
second law of complexity [60, 61]. Note that this argument applies in arbitrary
dynamical black hole spacetimes, such as a black hole formed by collapse. If,
however, the apparent horizon has a timelike section, which can happen when
a black hole evaporates, and even when positive energy conditions hold [71],
then we cannot rule out a decrease in the volume enclosed. This seems natu-
ral: when this horizon is not a causal barrier, there is no reason to expect the
associated complexity to irreversibly increase.
Note that when the region behind the horizon includes the white hole,
as with the two-sided black hole with a shockwave of Figure 3.1, the complexity
can decrease as time increases on the side opposite to the shock [10]. Corre-
spondingly, the volume of the maximal slice inside the white hole decreases,
since the volume current can only exit the white hole horizon.
3.3.2 Complexity ow from UV to IR
The ux of the volume current inward across the horizon suggests a
picture of complexity owing from UV to IR, which is further corroborated
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by examination of the ux through other surfaces. Consider the section of a
maximal slice Σt stretching between the horizon of a black hole and the outer
cuto boundary in asymptotically AdS spacetime. The rate of complexication
of the thermal degrees of freedom should not depend upon where the cuto
surface is placed, because that just changes the constant complexity assigned
to the degrees of freedom that are in their ground state. Holographically, this
works because at suciently large radius, as explained below, v is invariant
under the asymptotic Killing ow. The volume between two large radii is thus
independent of time, which implies that the ux of v through the boundary is
independent of its (large) radius. Moreover, at suciently late times, as also
explained below, v is invariant under the Killing ow everywhere, including on
and inside the horizon. The ux of volume through the horizon is therefore
equal to the ux through the outer boundary at the UV cuto. According to
CV duality, the complexity thus ows from the UV to the IR, and accumulates
at the thermal scale.
This conclusion may be related to the fact that, in a holographic CFT,
thermalization proceeds from UV to IR [72, 73]. On the other hand, it seems
to be somewhat in tension with the fact that in a thermal state the UV degrees
of freedom remain unexcited. If unexcited, how could they participate in the
generation of complexity? Perhaps since their excitation is not strictly zero,
but only exponentially suppressed, their dynamics could provide the source
from which the complexity unfolds. Or is complexity generated purely from
the thermal scale uctuations? And if the latter is the case, then how can we
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understand the dual ow of the volume current from large to small radii? We
leave these questions to be addressed in the future.
3.3.3 Asymptotic late time ows on stationary spacetimes
At suciently large radius v is invariant under the asymptotic Killing
ow, because the maximal slices must asymptote to the boundary slices den-
ing the maximal foliation, which are taken into each other by the Killing ow.
Nevertheless, in the two-sided eternal black hole spacetime, the Killing ow
does not push both boundary slices to the future together, so in general the
slices of the corresponding maximal foliation are not related by the Killing ow.
However, at suciently late times the foliation becomes invariant under the
Killing ow. This can be seen from the fact that the maximal slices approach
the nal maximal slice inside the horizon, and the nal slice is taken into itself
under the Killing ow. In Appendix 3.9, we demonstrate these claims by ex-
plicit computation with the AdS-Schwarzschild black hole. Figure 3.3 shows
a plot of the volume current for the BTZ black hole, based on the analytical
expression derived in 3.8.1. This gure illustrates the asymptotic invariance
under the Killing ow at the boundary and as the nal slice is approached.
The late time limit of this ow can be easily found in closed form in
spherical symmetry, where it is given by v = vt∂t + vr∂r in Schwarzschild
coordinates. The normalization condition v2 = −1 determines vt in terms of
vr. At late times the components are independent of t, and the divergence free
condition implies vr = −K/r where K is some constant. K can be determined
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Figure 3.3: Plot of the ow lines of the BTZ volume current (in solid green)
on a quarter of a Penrose diagram. Left: the ow lines are shown together
with the Schwarzschild coordinate grid lines (dotted black), and the nal slice
(solid blue). Right: the ow lines are shown together with the maximal slices
(dashed red).
by the normalization condition grr(vr)2 = −1 on the t = 0 line in the middle of
the black hole interior region since, by symmetry, vt vanishes there. Because
we have assumed the late time limit, this must be done at the nal slice"
[9, 10], which is the maximal slice at constant r in the black hole interior. For
example, in the non-rotating case of the BTZ black hole treated in Sec. 3.5
we have
K = rfαf = r
2
+/2`. (3.7)
where αf is the norm of the Killing vector ∂t at rf .
The constant K gives the rate of volume ow, with respect to Killing
time, per unit angle, through any surface of constant r coordinate, e.g. the
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horizon. To see this, note that the volume ux is given by the integral of v · ε
pulled back to the constant r surface. In t, r, φ coordinates, ε = r dt∧ dr ∧ dφ,
so this pullback is −rvr dt ∧ dφ = K dt ∧ dφ. This conclusion generalizes to
spherical black holes in any spacetime dimension.
3.3.4 Asymptotic volume growth and complexity
For the BTZ black hole [74], the K written above can be expressed in
terms of the surface gravity κ = r+/`2 and the horizon area A = 2πr+ as
K = `κA/4π = 2`THSBH , (3.8)
where TH and SBH are the black hole temperature and entropy, respectively.
In this way, we can see that the late-time rate of growth is 2` times THSBH .
The factor ` is the divisor," discussed in the introduction, that gives the ratio
of volume to complexity.
The fact that K ∝ `THSBH is not an accident. It could be antici-
pated from the rst equality in (3.7). In fact, that equality generalizes to a D
dimensional spherically symmetric spacetime, where
K = rD−2f αf , (3.9)
and to black holes of any size. This can be used to understand why, as men-
tioned in the Introduction, the ratio of volume to complexity should be the
maximal proper time from the horizon to the nal slice for black holes of any
size. The factor rD−2f is the area per solid angle of a cross section of the nal
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slice. It turns out that rD−2α(r) reaches its maximum not far from the horizon,
so we have rf ∼ r+. The rst factor in (3.9) therefore scales as the horizon
area per solid angle, times a numerical constant. The factor αf is the norm
of the Killing vector ∂t at the nal slice. The Taylor expansion for α around
the horizon is α = κτ + . . . , where τ is the proper time from the horizon, in
the direction orthogonal to the Killing ow.4 Thus, for both large and small
spherical black holes in any dimension, the volume grows at a rate
K ∼ τfκA+ ∼ τfTHSBH (3.10)
where the symbol ∼ denotes equality up to numerical constant that depends
on spacetime dimension and is dierent for large and small black holes. Since
complexity is expected to grow in the dual CFT at the rate ∼ TS, we conclude
that the ratio of volume to complexity should be τf (i.e. ~Gτf ). In section 3.5.3
we show that this reasoning also applies to the Kerr metric (with vanishing
cosmological constant).
3.3.5 Maximal time from horizon to nal slice
In this subsection we rst compute the maximal time τf from the hori-
zon to the nal slice for hyperbolic, planar, and spherical Schwarzschild-AdS
black holes. We next give a general argument, analogous to that used in Hawk-
ing's cosmological singularity theorem, showing that for any black hole in a
4Quite generally, κ = |dα|horizon, where α is the norm of the horizon generating Killing
vector. Usually one sees this relation applied to the gradient in the spacelike direction from
the bifurcation surface, but it can equally well be applied in the timelike direction as done
here.
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spacetime with negative cosmological constant Λ, and satisfying the strong
energy condition for matter other than the cosmological constant, |Λ|−1/2 sets
an upper bound for the value of τf .
3.3.5.1 Schwarzschild-AdS black holes
The value of τf for Schwarzschild-AdS black holes is given by the proper







To estimate the value of this integral, we may use the Taylor expansion
about the horizon. The line element has the form ds2 = −α2 dt2 + α−2 dr2 +
r2hijdx










2(r+ − rf )
κ
∼ `r+√
(D − 1)r2+ + (D − 3)k`2
,
(3.12)
where k = −1, 0, 1 for hyperbolic, planar, and spherical black holes, respec-
tively. Thus for the BTZ black hole (D = 3) or planar black holes, or hyper-
bolic or spherical black holes with r+  `, we have τf ∼ `. If instead r+  `
and D 6= 3 and k 6= −1, then τf ∼ r+.
The case of small hyperbolic black holes should be treated separately:
this case has an extremal limit, i.e. a lower bound for r+ of the order of `
[75]. The estimate for τf above assumes that r+ − rf ∼ r+ upto some order
unity factor, but r+−rf = 0 at extremality. A computation expanding around
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extremality (similar to that for the Kerr case treated below in section 3.5.3)
shows that τf ∼ ` for the extremal hyperbolic black hole.
3.3.5.2 Upper bound to τf set by the AdS scale
It is interesting to note that an upper bound of the form τf . ` follows
from a more general result. Consider the future domain of dependence D+(S)
of any achronal spacelike surface S (not necessarily a Cauchy slice for the whole
spacetime). D+(S) is itself a globally hyperbolic spacetime, so Theorem 9.4.5
in [76] tells us that any point p in D+(S) lies on a curve that maximizes the
time to S, and Theorem 9.4.3 implies that this curve is a geodesic that meets
S orthogonally, without a conjugate point between p and S. Integration of the
Raychaudhuri equation for the congruence of geodesics orthogonal to S then
shows that, regardless of the value of the trace of the extrinsic curvature of
S (which is the expansion of this congruence evaluated at S), each geodesic





this we neglect the squared shear term in the Raychaudhuri equation, since it
would only make the time shorter. If there is a negative cosmological constant
Λ = −(D − 1)(D − 2)/2`2, and if the matter stress energy tensor satises the
strong energy condition and the Einstein equation holds, then by neglecting the








to the time. No point inside D+(S) can lie at a time greater than this from
S. For example, this result applies to the domain of dependence of a Cauchy
slice for an asymptotically AdS spacetime, also known as the Wheeler deWitt
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patch".
To derive an upper bound for τf , we can apply this result to the case
where the achronal surface S is a spacelike slice just inside the future horizon





D − 1π`. (3.13)
For D = 3 this becomes τf ≤ π`, which is consistent with the exact result
τf = π`/4 obtained in section 3.5.2 for the rotating BTZ black hole.
3.4 Global volume inequality and complexication rate
monotonicity
In this section we discuss a global inequality relating the volume on
dierent slices, which leads to an inequality on mixed partial derivatives with
respect to boundary time. On a boost symmetric background, this allows us
to obtain an inequality for the second time derivative of the volume, which
implies that the complexication rate grows monotonically on boost invariant
black hole backgrounds. We thus recover from a general viewpoint this fact
found previously using explicit computations with eternal black holes in AdS.
To derive the global volume inequality, we need only use the denition of
maximal slices; no energy condition or other additional ingredient is needed.
5If D+(H) does not contain everything inside the event horizon, there is a Cauchy hori-
zon, which is presumably unstable to formation of a singularity, eliminating the Cauchy
horizon.
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Consider for concreteness a compact box in an eternal black hole spacetime
(Figure 3.4), with the vertical sides of the box taken to be some near-boundary
cuto. Let t1, t2 be two times on the left cuto (with t1 < t2), and t3, t4 be
two times on the right cuto (with t3 < t4). The inequality then says that
Vol(t1, t3) + Vol(t2, t4)− Vol(t1, t4)− Vol(t2, t3) ≥ 0, (3.14)
where Vol(t1, t3) is the maximal volume between time t1 on the left and time
t3 on the right, etc. Note that, even though each of the four maximal slice
volumes diverges as the cuto is sent to the boundary, the linear combination





Figure 3.4: An SSA-like inequality is obeyed between the four maximal slices
shown (solid red and dashed orange).
To establish the inequality, observe that the two dashed orange slices
in Fig. 3.4 intersect each other, and we can divide them into four segments,
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each connecting the intersection with one of the four boundary times. By
maximality, we know that Vol(t1, t3) is greater than the sum of the volumes of
the two lower orange segments. Similarly, we know that Vol(t2, t4) is greater
than the sum of the volumes of the two upper orange segments. The sum of
these two inequalities yields (3.14).
This example of a global volume inequality can be generalized to a
general bulk spacetime, with one or more boundary components. We illustrate
this in Figure 3.5 for a spacetime with one boundary. Let σ1 and σ2 be two
Cauchy slices of the boundary, and let Σ1 and Σ2 be the corresponding maximal
slices. (As before, we regulate the volume by placing a cuto surface in the
asymptotic region.) Assuming the bulk is time orientable, it admits a foliation
by timelike curves, which also extends to the boundary. Each of these curves
intersects each of the Cauchy slices once. On the boundary dene two new
piecewise smooth Cauchy slices σ− and σ+, consisting of the rst and second
intersection points respectively, and similarly dene two new bulk slices (which
are also only piecewise smooth), Σ− and Σ+. Then the boundary of Σ± is
σ±, and Σ± is generally not the maximal volume slice with this boundary.
Generalizing the previous notation, let Vol(σ) denote the maximal volume for
a slice bounded by σ, and now let Vol(Σ) be the volume of the bulk slice Σ.
Then we have Vol(σ±) ≥ Vol(Σ±), and addition of these inequalities yields
Vol(σ+) + Vol(σ−) ≥ Vol(Σ+) + Vol(Σ−). Moreover, Vol(Σ+) + Vol(Σ−) =
Vol(Σ1) + Vol(Σ2), simply because Σ+ ∪ Σ− = Σ1 ∪ Σ2, so it follows that
Vol(σ+) + Vol(σ−)− Vol(σ1) + Vol(σ2) ≥ 0. (3.15)
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To recover the previous case from this generalization, take σ1 to be the two-
boundary slice consisting of the union of the t1 and t4 slices, and take σ2 to
be that consisting of the union of the t2 and t3 slices.
Figure 3.5: On the left are two Cauchy slices, σ1 (in continuous blue) and σ2
(in dashed blue), on the boundary of the Poincaré patch of an asymptotically
AdS spacetime. On the right the corresponding σ+ and σ− are in dashed blue
and continuous blue, respectively.
3.4.0.1 Monotonicity on a boost-symmetric background
We next explain how inequality (3.14) implies monotonic growth in time
of the complexication rate.6 Before showing this, let us discuss the physical
signicance of this monotonicity property. Black holes are expected to excel
at scrambling quantum information and, in particular, should complexify the
fastest. Thus, one can expect that their late-time rate of complexication (once
transient eects have died out) saturates quantum-information bounds, and in
particular should be greater than the complexication rates at earlier times.
The monotonicity property coming out of CV-duality is in agreement with
6We thank Adam R. Brown for suggesting the following argument.
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this general expectation. By contrast, CA-duality was recently discovered to
violate this monotonicity property [1, 36], perhaps putting into question that
particular proposal.
We now take the the innitesimal limit of inequality (3.14), setting
t1 = tL, t2 = tL + δtL, t3 = tR, t4 = tR + δtR. To leading order in small
quantities, we nd:


















For an eternal black hole, the boost symmetry implies that the maximal volume




which implies that the rst derivative of Vol with respect to t+ (or equivalently,
with respect to either tL ot tR with the other one kept xed) is monotonic.
Replacing the volume by the complexity C, this implies the monotonic increase
of the complexication rate discussed above.
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Note that inequality (3.14) does not imply monotonicity of the complex-
ication rate for a general bulk spacetime, since we used the boost symmetry
of a 2-sided black hole to deduce it. Nevertheless, we can take the innitesimal
version of the inequality (3.15) for a generic spacetime, and derive a condition
similar to the positivity of the mixed partial derivative (3.17). To this end, con-
sider the case where the two boundary Cauchy slices σ1 and σ2 coincide except
on two small disjoint bumps to the future, one on σ1 and one on σ2. Expand-
ing to leading order in the size of the bumps, we nd that the o-diagonal"
part (since the bumps are disjoint) of the second functional derivative of the
maximal volume Vol(σ) with respect to σ variations is nonnegative.
3.5 Quenches, rotation and AdS-Rindler: further probes
of CV duality
CV duality has been primarily probed in the setting of the eternal
black hole, where interesting time dependence is introduced either by exam-
ining foliations that are not Killing time slices, or by introducing shockwave
perturbations. In this section we extend the set of examples, by consider-
ing multiple quenches, where the black hole temperature changes, spinning
black holes, where the angular momentum provides an extra parameter on
which the dependence can be checked, and AdS-Rindler spacetime, where the
time dependence of the vacuum complexity in the Rindler wedge is seen to be
equivalent to that in a black hole spacetime.
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3.5.1 AdS-Vaidya: event horizon vs apparent horizon
The time dependence of holographic complexity has been studied for
quenched systems, i.e. systems into which a nite energy density is injected,
using the AdS-Vaidya solution [11, 69, 77, 78]. In this subsection, we compare
the growth of the volume inside the horizon for an AdS-Vaidya spacetime in
the thin shell limit, using dierent denitions of the volume cuto, and we
extend existing studies to the case of two infalling shells.
In Section 3.2 we discussed several reasons supporting the notion that
volume inside the black hole horizon is perhaps a more robust measure of com-
plexity of the thermal state than is the volume of a global maximal slice with a
cuto at large distances from the black hole. When the black hole forms from
collapse, the degeneracy between dierent denitions of the horizon is lifted,
hence we should examine which (if any) is more appropriate for CV duality.
In particular, while the absolute event horizon remains a null hypersurface
dened teleologically as the boundary of the past of future null innity, we
shall also consider the apparent horizon, dened here as the boundary of the
region containing outer trapped surfaces on the leaves of the maximal foliation
An apparent horizon dened this way is an example of a holographic screen
[79, 80], i.e. a hypersurface foliated by marginally trapped surfaces. Recent
work [81, 82] has shown that the area of a leaf of such a foliation is related to
a certain coarse grained holographic entropy, which lends support to the idea
that the volume inside such surfaces might be directly related to complexity
[83].
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When the spacetime is time dependent, the maximal time from the
horizon to the nal slice (the complexity divisor" of the volume) in general
becomes time dependent, and in that context it might well make more sense
to measure the time from the apparent horizon rather than from the event
horizon. We shall make no attempt here to determine which precise extension
of the concept is more appropriate. Instead, we will just address the case
where the black hole is either the BTZ black hole in D = 3 dimensions, or
in higher dimensions is large enough so that the time ∼ ` is the always the
relevant one.
3.5.1.1 Single quench
Consider, then, a black hole formed by an infalling shell in AdS. If the
event horizon forms at the same time as the time on the boundary when the
shell starts to fall in, i.e. the time at which an external agent injects some
energy into the CFT ground state, then the maximal slice volume inside the
horizon remains zero until the injection time, and starts growing after that.
This would be consistent with the general expectation that the CFT state
starts to complexify after the energy injection. However, the horizon forms
before the injection time if the nal horizon radius is greater than the AdS
length scale, and after the injection time if it is less [84].
To illustrate this, let us work for simplicity in the in the thin-shell
limit, and in three spacetime dimensions. The BTZ-Vaidya metric in (r, v)
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coordinates reads:
ds2 = −f(r, v)dv2 + 2dvdr + r2dφ2 (3.20)
f(r, v) = 1 + r2 −Θ(v)(1 + r2+) (3.21)
where Θ is the unit step function. This metric describes a spherical shell at
v = 0 collapsing to form a black hole. To draw the conformal diagram, we
need to pass to conformally compactied coordinates (R, T ) (see [84] for the
coordinate transformation). The metric becomes:
ds2 =







if R + T > 0
tanR if R + T < 0
(3.23)
Fig. 3.6 shows the conformal diagrams for three choices of horizon radius
(larger than L, equal to L and smaller than L). The center of AdS is at
R = 0, the boundary is at R = π
2
, and the singularity is at (1 − r2+) sinR =
(1 + r2+) sinT . As illustrated in Fig. 3.6, the horizon forms at the same time
T as the injection time on the boundary only in the special case when the
horizon radius of the nal black hole is exactly equal to the AdS length.
Now consider the large black hole case, and consider a constant T slice
to the past of the infalling shell, where the geometry is locally AdS. This
slice is invariant under the T reection isometry, so it has vanishing extrinsic
curvature, hence is maximal. We depict such a maximal slice in blue on the
left panel of Fig. 3.6. Clearly the portion inside the horizon starts growing
even before the energy injection occurs on the boundary.
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Figure 3.6: Conformal diagram for the BTZ-Vaidya spacetime in the thin-shell
limit for three representative choices of the horizon radius r+ (left: r+ = 5L,
center: r+ = L, right: r+ = L/5). For all three panels, the center of AdS,
the infalling shell and the boundary are in continuous black, the horizon is
in dashed black and the singularity is in red. Moreover, on the left panel, we
depict a maximal slice anchored at a boundary time to the past of the infalling
shell in blue. The portion inside the event horizon is in continuous blue, and
the portion outside the horizon is in dashed blue.
The apparent horizon for Vaidya-BTZ consists of two segments in the
conformal diagram (illustrated in 3.7). One segment is the event horizon r =
r+ in the BTZ portion of the spacetime, and the other segment is the infalling
shell itself. The interior of the apparent horizon (i.e. the trapped region) is
shaded in light blue in Fig. 3.7. It is clear that the volume inside the apparent
horizon can grow only after the injection occurs, with a delay because the
maximal slice does not have any portion inside the light blue region of Figure
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Figure 3.7: The region inside the apparent horizon is shaded in blue.
3.7 immediately after injection.
In Fig. 3.8 we plot the volume inside the horizon as a function of the
boundary time, and compare with the volume inside some large cuto near
the boundary, as well as with the volume inside the apparent horizon (see
below). The plots on the left are for a large black hole with r+ = 5`, while
those on the right are for a small black holes with r+ = `/5. (To produce this
plot, we solved numerically for the maximal slices; the details are explained in
Appendix 3.10.) Several features of this gure are worth remarking upon:
 The volume inside a near-boundary cuto is shown as the blue curve. It
starts to grow at the injection time. For a large black hole, the volume
inside horizon, shown by the red curve, starts growing before the injection
time.
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Figure 3.8: Plot of volume versus boundary time, for a large black hole (left)
with r+ = 5` and a small black hole (right) with r+ = `/5. In both panels, the
blue curve is the volume inside some large cuto, the red curve is the volume
inside the event horizon and the brown curve is the volume inside the apparent
horizon. The boundary time is measured in units of `.
 For a large black hole, the volume inside a near-boundary cuto (blue
curve) grows at essentially the late-time rate as soon as the energy is
injected. For a small black hole, the growth rate starts out higher, then
decreases to to late time rate.
 The growth rates all converge at late time both for large and small black
holes. This veries the expectation that all late time growth of volume
occurs inside the horizon for a one-sided black hole, as it does for a
two-sided one.
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 From a geometrical viewpoint, there are two distinct regimes for the
volume inside the event horizon: it may be contained entirely inside the
pure AdS part of the spacetime, or it may include a part in the AdS
portion and a part in the BTZ portion. There is a critical boundary
time at which the former regime transitions to the latter one, on the
maximal slice, A priori it seems that the volume curve might have a
kink at this transition, however inspection of the red curves suggests
that the derivative is actually continuous at the transition.
 The brown curves show the volume inside the apparent horizon, which is
always the last to start growing. In particular, no growth occurs before
injection, and in fact there is a delay between injection and the onset of
growth of the volume inside the apparent horizon. This delay is perhaps
related to a thermalization timescale. As shown in [72, 73] thermalization
takes a time on the order of the AdS length scale, with specic behavior
depending on the scale at which thermalization is probed.
 The rate of change of the volume inside the apparent horizon starts out
higher than the late-time rate, and then approaches the late-time value
from above. This is contrary to the monotonic increase expectation. This
decreasing behavior was also observed in [77]. Moreover, the longest time
to the nal slice is the same from all points on the outer portion of the
apparent horizon (which coincides with the event horizon), and is longer
than any other time from inside the horizon, so there is presumably no
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additional time dependence coming from the divisor τf in the complexity
formula.
3.5.1.2 Two quenches
In this subsection we consider BTZ-Vaidya with two infalling shells.
The eld theory picture is that energy is injected twice into the CFT. After
the rst injection thermalizes, we expect a linear growth of complexity at a
rate proportional to the energy injected, since TS ∝ E. After the second
injection, the system now has more energy, so we expect the complexication
rate to increase.
If the second injection occurs suciently far to the future of the rst
one, so that the complexity has enough time to reach the linear growth regime
before the second injection, CV duality would imply that the plot of maximal
volume versus time will consist of three linear regimes (zero slope, a nite
slope, and a bigger nite slope).
The metric is still given by eq. (3.20), except that the function Θ(v) is
no longer a unit step function, but a double step function:
Θ(v) = aθ(v) + (1− a)θ(v − b) (3.24)
where a is a real number between 0 and 1, b is a positive real number, and θ
is the unit step function. The function f(r, v) becomes:
f(r, v) =

1 + r2 v < 0
r2 −R2 0 < v < b
r2 − r2+ b < v
(3.25)
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with R2 ≡ a(1 + r2+) − 1. Thus, we have AdS for time v < 0, and the usual
BTZ with horizon radius r+ for b < v. In the intermediate regime, 0 < v < b,
we have two qualitatively dierent cases depending on the sign of R2 (it need
not be positive): If R2 > 0 we have a BTZ black hole with horizon radius R,
while if −1 < R2 < 0 we have a conical defect geometry.7
We have solved numerically for the maximal slices and their volume
with the parameter choice a = 1/2, b = 1 and r+ = 2 (see appendix 3.10 for
the technical details). The shape of a maximal slice anchored at late time on
the boundary is depicted using an Eddington-Finkelstein diagram in Fig. 3.9.
The eect of the outer shell is to push the slice further from the singularity,
which can be explained intuitively as follows: the nal slice for the BTZ-Vaidya
should approach the nal slice of the eternal BTZ black hole (with the same
total mass) at late time, which is a constant radius slice with r ∝ r+. Since
the eect of the outer shell is to increase the horizon radius, it also pushes the
nal slice further from the singularity.
In Fig. 3.10, we plot the volume of the portion of the maximal slice
lying inside the apparent horizon as a function of the boundary time tb at which
the slice is anchored, with the same parameter choice used for Fig. 3.9. Note
that for a brief period of time after the maximal slice crosses the point where
the second shell meets the apparent horizon, the slice has two disconnected
7This conical defect geometry is also a possibility in the single-shell case. This can be




′(v). If −1 < r2+ < 0, we do not have a black hole nal state, yet the null
energy condition is still obeyed. This is the conical defect regime.
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Figure 3.9: Eddington-Finkelstein diagram of the BTZ-Vaidya solution with
two infalling shells. The abscissa and ordinate for the plot are ρ = arctan(r)
and t = v − ρ, respectively. The two infalling shells, the center of AdS, and
the boundary are in thick black, the singularity is in solid red, the constant
radius portion of the apparent horizon between the shells is in dashed blue,
the event horizon is in short-dashed red, and the maximal slice anchored at
late boundary time is shown in continuous blue. The apparent horizon is the
boundary of the grey shaded region.
parts lying inside the apparent horizon, separated by an annular region falling
outside the apparent horizon.
It would be interesting to consider similar double quenches but in D ≥
4 dimensions, with spherical black holes of dierent sizes, so that the time
dependence of the time to nal slice divisor τf might come into play.
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Figure 3.10: Plot of the maximal slice volume inside the apparent horizon in
a Vaidya spacetime with two shells. The kinks occur when the maximal slice
crosses the points where the rst and second shells meet the apparent horizon.
3.5.2 Rotating BTZ black hole
A further probe of CV duality is provided by considering rotating black
holes. A rotating black hole is dual to a rotating thermal CFT state. The
complexity in such a state should presumably grow, with respect to time in
the rotating frame, as the entropy of the state times the temperature Trot in
that frame, since that is the frame in which thermal equilibrium is established.
That is, one would expect that dC/dtrot ∼ TrotS. While the CFT entropy is
frame independent, and is thus equal to the dual black hole entropy, Trot is not
equal to the dual black hole temperature TBH. Considering that the thermal
frequency denes a clock in the rotating frame, there is a time dilation shift of
the temperature, and we have Trot dtrot = TBH dtBH, where dtBH is the Killing
time increment in the asymptotic rest frame of the black hole. It follows that
the rate of complexity growth can equally be expressed as dC/dtBH ∼ TBHSBH.
We will now show, for the case of a rotating BTZ black hole, that CV duality
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indeed predicts this complexity growth rate at late times.
The metric for the rotating BTZ black hole can be written as
ds2 = −α2dt2 + α−2dr2 + r2(dφ− Ωdt)2, (3.26)
with
α2 =






and the surface gravity is κ = (r2+ − r2−)/`2r+. The nal slice," i.e. the
Killing-invariant maximal slice inside the horizon lies where (rα)′ = 0, which




−)/2. This is a cylindrical surface, with induced
metric ds2 = −α2fdt2 + r2(dφ− Ωfdt)2, and volume (area) form rfαf dt ∧ dφ,
where αf :=
√
−α(rf )2. The volume of a dt section of the slice is thus dV =
2πrfαf dt, so the rate of change of the total volume inside the horizon, growing
at both ends, is dV/dt = 4πrfαf . The longest time path from the outer horizon




α−1dr = π`/4, (3.28)
which is the divisor we use in relating the complexity to the volume. (Note
that, unlike in higher dimensions, this time is independent of the horizon
radius, even for small black holes. In the next section we consider the Kerr
black hole in four dimensions, and nd that one still obtains TS even for small
black holes, when the time to the nal slice is used as the divisor.)














= 8κr+ = 32TBHSBH. (3.29)
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As explained above, TBHSBH is equivalent to the rate TrotSrot, which is what
one would expect from a thermal state [8]. This is a nontrivial check, since
the rotating black hole possesses another dimensionless parameter, r−/r+, on
which the result might have depended.
We note also that, in the case of the rotating BTZ black hole, the this
complexication rate from complexity = volume is interestingly the same as
the one found for complexity = action [12]: the late-time rate of growth is
proportional to r2+−r2− in both cases. Here we emphasize the proportionality of
this result with THSBH, whereas Ref. [12] emphasizes the proportionality with
M −ΩJ , noting that the late-time rate of growth is slowed down compared to
M , due to the presence of the conserved charge J .
3.5.3 Kerr black hole
Next, we discuss rotating black holes in higher dimensions. This case is
substantially more complicated to study than the rotating BTZ one due to the
lack of spherical symmetry, and this may be why it has not been studied at all
in the literature in the context of CV-duality.8 We will consider the case of the
Kerr solution in four spacetime dimensions, since the asymptotically at case
is somewhat simpler, and since its maximal slices have already been studied
to some extent in [86]. Our aim is to check whether the complexication rate
(with the time to the nal slice divisor taken into account) continues to be of
8The volume of constant radius slices inside the Kerr horizon has been studied previously
in [85].
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the order of THSBH.
The Kerr metric for a black hole of mass M and angular momentum






sin2θ (dφ− Ωdt)2 + Σ
∆
dr2 + Σdθ2, (3.30)
where
Σ = r2 + a2 cos2θ, ∆ = r2 − 2Mr + a2,
B = (r2 + a2)2 − a2∆ sin2θ, Ω = 2aMr/B.




A general axially symmetric maximal slice is described by some func-
tion r(t, θ). The nal slice is a late time limit, so is t-independent due to
t-translation symmetry of the background, and is therefore described by a
function r(θ) which extremizes the volume. The volume element on such a
slice between the inner and outer horizons (where ∆ < 0) is√
Σ(|∆| − r2,θ) sin θ dt ∧ d ∧ dθ ∧ dφ (3.31)
As argued in [86], r(θ) must lie between two values, rmin and rmax,
which are the extrema of Σ∆ with respect to r at θ = 0 and π/2, respectively,
and which are very close to each other for all values of the spin parameter
a/M . The nal slice therefore comes very close to being a slice of constant r.
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This radius is never parametrically dierent from the horizon radius r+: for
a = 0 it is 3r+/4, while for extremal spin it is r+. The volume element on this
cylinder is given by






Bf sin θ dθ ∧ dφ. (3.33)
The volume of a dt section on the nal slice is thus dV = dt
∫
αfAf , where
the integral is over a constant t slice of the cylinder.
Next let us evaluate the maximal time to fall from the horizon to the
nal slice, τf . Since the coecient of dr2 in the line element (3.30) is negative,
while those of the other three terms are positive, the longest time is clearly
attained with dt = dθ = dφ = 0. Moreover, the maximum of these is attained








Our proposal for the t derivative of the holographic complexity due to growth








Since rf ∼ r+, the rate (3.35) will agree with ∼ THSBH provided αf ∼ κτf ,
where κ is the surface gravity. If αf were the norm of the horizon generating
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Killing vector ∂t + Ω+∂φ as before, then this last relation would again follow
as the rst order Taylor expansion, as explained in the introduction. However,
in fact, αf is the norm of ∂t + Ωf∂φ. Nevertheless, again, because rf ∼ r+,
these two vector elds are not so dierent, and so it is plausible that indeed
αf/τf ∼ κ.
To test this relation at the extreme, we dene the parameter ε =√
1− a2/M2, and expand around extremality, ε = 0. Expanding to lowest
order in ε, using units with M = 1, we have r± = 1 ± ε, rf = 1 + ε2, and
∆ = (r − 1)2 − ε2, hence ∆f = −ε2. Thus, in computing the volume to low-
est order, we may set r = 1 in all expressions other than ∆. In particular,
αfAf → ε
√
1 + cos2 θ sin θ dθ ∧ dφ. At this lowest order in ε we therefore have
dV/dt = 2π[
√




















2 + sinh−1(1)]ε ≈ 6.49ε. (3.38)





















The important thing is that (3.38) and (3.40) are both O(ε), so that
their ratio approaches a nonzero pure number in the extremal limit. While
the ratio depends on the spin parameter a/M , it is does not go to zero or
innity as this parameter goes to zero. Finally to exhibit the ratio over the
full parameter range, we evaluated it numerically. As expected, the plot in
Fig. 3.11 of the ratio of these quantities does not vary substantially over the
whole range of a/M . It would be interesting to generalize this analysis to
Kerr-AdS, in any spacetime dimension.












Figure 3.11: Plot of (rate of change of nal slice volume ÷ longest time from
the horizon to the nal slice) :(THSBH), versus the spin parameter for a Kerr
black hole in four spacetime dimensions. The ratio is roughly constant over
the entire range from nonspinning to maximal spin.
3.5.4 Rindler wedge complexity growth
It has previously been observed that many aspects of black hole ther-
modynamics and horizon entanglement apply to acceleration horizons, and
specically to Rindler horizons in at or AdS spacetimes. In particular, in the
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AdS/CFT setting, the CFT can be partitioned in to two equal halves, and
in the ground state the corresponding bulk entanglement wedges are Rindler
wedges, separated by a horizon and future and past interior" regions analo-
gous to the two-sided black hole interior. Each half of the CFT vacuum is a
thermal state with respect to the Hamiltonian generating the conformal boost
symmetry of its diamond-shaped domain of dependence [87, 88]. The analogy
with the two-sided black hole is close enough that we may expect the com-
plexity of the thermal state to grow in time when boosting toward the future
on both halves of the partition (as opposed to boosting one side to the future
and the other to the past). Moreover, the expected growth rate would be
TS, where T is the conformal boost temperature and S is the (entanglement)
entropy. We now demonstrate that this is indeed the case for AdS3/CFT2.
The metric of AdS in Rindler coordinates is actually just the BTZ met-
ric (3.26), with r− = 0 and r+ = ` [75]. The maximal foliation of interest is
dened by constant Rindler time slices of the boundary, and the nal slice of
this foliation therefore meets the boundary at the Rindler horizon. Fig. 3.12
displays a plot of this slice in global coordinates, which lies at rf = r+/
√
2 as
seen in the previous subsection (3.5.2). The results of that section also show
that the rate of complexication at late times, measured with respect to the
conformal boost time, is ∝ TS, where T = 1/2π is the Unruh temperature,
and S is the (innite) Bekenstein-Hawking entropy of the Rindler horizon.
The dual quantities in the CFT are the conformal boost temperature, and the
entanglement entropy of the semicircle, as implied by the Ryu-Takayanagi for-
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mula. The state on the semicircles is also conformally equivalent to a thermal
state on two-dimensional Minkowski space. In higher dimensions it would be
conformally equivalent to a thermal state on a static hyperbolic space [89].
Figure 3.12: A plot of the nal slice of AdS-Rindler embedded into global
AdS. Here we use global coordinates for AdS, in which the metric reads
ds2 = L2(− cosh2 ρdτ 2 + dρ2 + sinh2 ρdφ2), except that we have compactied
the radial coordinate by applying the arctan function (in other words, the
boundary of the cylinder is at radius π/2). The line running across the cylin-
der is the bifurcation line of the Rindler horizon.
3.6 Conclusion
In this work, we proposed that the apparent lack of universality in the
CV duality for large and small black holes is removed if one identies the
complexity with the volume measured in units of the maximal (free-fall) time
τf from the horizon to the nal slice times Planck area. The distance cτf is
∼ the AdS radius for spherical black holes large compared to the AdS radius,
and it is ∼ the horizon radius for small black holes, thus accounting in both
cases for the divisor that had been previously introduced by hand in order for
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the complexication rate to match the temperature-times-entropy expectation.
We also checked that this prescription matches TS for the rotating BTZ black
hole, and the Kerr black hole in four dimensions, for all spin parameters.
While this does seem an improvement over the previous ad hoc assignment, it
should be admitted that we have no reason from rst principles for thinking
the time τf should be relevant, other than that it can be related to the surface
gravity and redshift factor at the nal slice, as explained in the Introduction
and in Sec. 3.3.4. Moreover, τf is of course only dened when a horizon and
nal slice are present, so is of no use otherwise. In this respect, CA duality
appears much more universal. However, it is not so clear whether the notion
of complexity and its growth should be expected to have a universal meaning,
outside of thermal states, because then the dependence on the arbitrary choice
of reference state and gates with which to dene the complexity may be more
severe.
We proposed that to capture complexity at the thermal scale one should
count only the volume inside the horizon, and introduced the volume cur-
rent," orthogonal to a foliation of spacetime by maximal slices. This current
is a divergence-free vector eld, whose ux through the slices of the foliation
measures their volume. This ux picture suggests that there is a transfer of the
complexity from the UV to the IR in holographic CFTs, which is reminiscent
of thermalization behavior decuced using holography. It also naturally gives
a second law for the complexity when applied at a black hole horizon. We
further showed how the volume current is a useful tool for establishing various
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properties of the volumes of a maximal foliation, established a global inequal-
ity on maximal volumes that can be used to deduce the monotonicity of the
complexication rate on a boost-invariant background, and probed CV duality
in the settings of multiple quenches, spinning black holes, and Rindler-AdS.
Finally, we established the existence of a maximal foliation without gaps (on
which the existence of the volume current depends) provided that there exists
a maximal slice anchored at each boundary slice, and assuming a causality
condition, the strong energy condition, and the Einstein equation.
Taken together, these results demonstrate the mathematical and phys-
ical utility of the notion of volume current associated to a maximal foliation.
In the setting of CV duality it is tempting to think of the current as a gate
current" [66]. Perhaps this could be given a more concrete meaning in the
context of tensor network models of bulk spacetime.
3.7 Appendix I: Boundary foliation induces maximal bulk
foliation
We advertised in Section 3.3 that a foliation of the boundary of AdS
induces a foliation by globally maximal volume slices in the bulk (assuming
there exists such a slice terminating on each boundary slice). To establish
this, we rst show that, if two boundary slices do not intersect, then the cor-
responding bulk maximal slices9 do not intersect. Next we argue that the
(nonintersecting) bulk slices fail to be a foliation only if there are two distinct
9In this appendix, maximal" will always by default mean globally maximal".
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maximal slices anchored at the same boundary slice, and we prove, assuming
the strong energy condition and the Einstein equation, that this cannot hap-
pen. In order to deal with nite volumes, we take the boundary to lie at a
nite cuto surface, which can be taken to innity at the end.
The argument works by contradiction. Suppose the maximal slice an-
chored at the upper boundary slice dips down suciently low in the bulk that
it intersects the maximal slice anchored at the lower boundary slice (see Figure





Figure 3.13: Hypothetical situation where two maximal slices anchored on
dierent boundary Cauchy slice intersect.
b, and the other maximal slice as the union of components c and d as in the g-
ure. If Vol(b) < Vol(d), then Vol(ab) < Vol(ad), contradicting the maximality
of the (ab) slice. If Vol(d) < Vol(b), then Vol(cd) < Vol(bc), contradicting the
maximality of the (cd) slice. The only possibility remaining is Vol(b) = Vol(d).
If that is the case, then (ad) and (bc) would also have to be maximal slices.
113
But they cannot be maximal, since they have corners, and by rounding o the
corners their volume can be increased. If the slices are tangent, rather than
intersecting transversally, this rounding the corners" argument is not appli-
cable, but by moving the boundary slices slightly closer together, one would
expect that the tangency generically becomes a transversal intersection, which
would be ruled out by the argument already given.10 Although not quite a
rigorous argument, this seems adequate for our present purposes.
Now if the bulk maximal slices do not intersect, then the boundary
foliation will induce a bulk foliation unless there are gaps where the family
of maximal volume slices jumps discontinuously across some spacetime region.
Since the metric is assumed continuous, however, the maximal volume function
itself cannot jump discontinuously as the boundary slice is pushed toward the
future. Hence, if a gap does occur there must be two maximal slices with the
same volume, anchored at the same boundary slice. We now argue that this
cannot happen, given a causality assumption, the Einstein equation, and the
strong energy condition. In fact, the argument will establish a stronger result:
there cannot be two extremal bulk slices with the same boundary.
Suppose there are two such slices, Σ1 and Σ2, with Σ2 to the future of
Σ1, with the same, co-dimension-2 boundary, and both with TrK = 0. While
the domains of dependence D1 and D2 of Σ1 and Σ2 are each automatically
10This argument is essentially an adaptation to Lorentzian signature of a similar argument
presented in [90, 91] for Euclidean signature in the context of holographic entanglement
entropy, establishing the property of entanglement wedge nesting" on a static slice.
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globally hyperbolic, we need to assume that Σ2 ⊂ D1 and Σ1 ⊂ D2, which
amounts to assuming that the domains of dependence coincide, D1 = D2.
This condition obviously" holds for normal" causal structures. Under this
causality assumption, we can invoke Theorems 9.4.3 and 9.4.5 and Lemma 8.3.8
of Ref.[76] to infer that every point p on Σ2 lies on a geodesic that maximizes
the proper time from p to Σ1, meets Σ1 orthogonally, and has no conjugate
points between p and Σ1. The congruence of these geodesics maps (possibly a
subset of) Σ1 onto all of Σ2. The expansion θ of the congruence at Σ1 is equal
to TrK, which vanishes by assumption. The Raychaudhuri equation together
with the timelike convergence condition or, assuming the Einstein equation,
the strong energy condition, then implies that θ is decreasing everywhere along
the congruence.11 Moreover, θ cannot go through−∞ before reaching Σ2 since,
as stated above, the time-maximizing curve has no conjugate points between
p and Σ1. It follows that θ is negative everywhere, which implies that the
geodesic ow is volume-decreasing. That is, the volume of a small ball carried
along by the ow will decrease, as measured in the local rest frame of the ow.
Furthermore, since the geodesics do not generally meet Σ2 orthogonally, the
volume of a small patch of Σ2 on which the ow lands will be less than the
volume of the small ball carried by the ow. It follows that the volume of Σ2
is less than the volume of the pre-image of Σ2 in Σ1 under this ow, and a
fortiori the volume of Σ2 is less than that of Σ1. Similarly, we can argue the
11Strictly speaking, we need here to assume the generic condition, that Rabu
aub 6= 0 some-
where along each geodesic, where ua is the geodesic tangent. In the case with a (negative)
cosmological constant, this is automatic.
115
opposite, and thus we reach a contradiction, since the volume of Σ2 cannot be
both less than and greater than that of Σ1. The initial assumption is therefore
false: there cannot be two extremal slices with the same boundary. Together
with the previous results, this implies that a boundary foliation determines a
maximal bulk foliation without gaps. Note that the latter need not completely
cover the bulk, however. For example, as discussed in the text, the maximal
slices for a two-sided black hole do not extend beyond a nal slice, located
inside the event horizon.
We established the uniqueness property of extremal slices with a given
boundary using a global argument in which the existence of time maximizing
curves without conjugate points played a key role. However, it was briey
mentioned by Witten, in a conference talk [92], that uniqueness can be proved
in a dierent fashion, namely, by (i) showing that the volume of any extremal
slice is a local maximum with respect to small deformations, and (ii) arguing
that if there were two local maxima, there would necessarily also be a saddle
point of the volume, contradicting the fact that all extremal slices are local
maxima of the volume. The reasoning for point (i) is simple and local: the
expansion of the congruence of timelike geodesics orthogonal to any extremal
slice starts out zero at the slice, and the strong energy condition (together
with the Einstein equation) implies that it is negative and decreasing o the
slice. The transversal spatial volume therefore decreases along the congruence,
and non-orthogonality of the congruence to the deformed slice implies that the
latter has even smaller volume, so the extremal slice is a local maximum of
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volume. The reasoning for (ii), the existence of the saddle point, was not
as explicit in the talk, but it was pointed out in a picture that there would
necessarily be a local minimum along some one-parameter family of slices
joining them. This is of course a necessary condition for the existence of a
saddle point, but it is not clear to us that a saddle point is guaranteed to
exist.
We end this appendix with an example where the strong energy con-
dition does not hold, and consequently there can be more than one extremal
hypersurface with the same boundary, and the extremal slices are not local
maxima of volume: de Sitter spacetime. The constant time slices of a static
patch of de Sitter spacetime are all anchored at the same location on the
boundary of the patch, all are extremal, and all have the same volume. To
visualize this, consider the two dimensional de Sitter hyperboloid embedded in
three dimensional Minkowski spacetime. The constant-time slices of the static
patch are equatorial semicircles on the de Sitter hyperboloid, and are related
to one another by Lorentz boosts in the embedding spacetime.
3.8 Appendix II: Techniques to evaluate the maximal
volume
In this appendix, we demonstrate the use of the ux picture of complex-
ication as a technical tool for explicit computation. The techniques presented
here complement existing studies in the literature such as [36], where the max-
imal volume was computed by maximizing the volume functional directly. In
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subsection (3.8.1), we evaluate the volume ux for the BTZ black hole. In
subsection (3.8.2), we present a variation of this technique when the cuto is
null, in which case the ux density is given by the lapse function.
3.8.1 Direct evaluation of ux
In this appendix, we present the derivation of the volume current and
the volume ux for the BTZ black hole. The boundary foliation is the sym-
metrical one tL = tR.
Let us start with the BTZ black hole. We work in (r, v) coordinates,
which are regular across the horizon:





The function v(r) describing the shape of the maximal slices was essentially










where C is a positive constant.12 The constant C labels the particular maximal
slice in the foliation, and it ranges from 0 (for the slice anchored at tL = tR = 0)
to r2+/2L (for the nal slice).
13 The unit normal 1-form to the slice labeled by
12C is the negative of the energy E in [36]. From the viewpoint of that paper, the
constant C arises as a conserved quantity associated with the v-independence of the volume
functional.
13To see this, note that dvdr =
1
f on the slice tL = tR = 0 (since this slice is at t = 0). As
for the nal slice, symmetry dictates that it is a slice of constant r, and dvdr diverges. Both














To get the volume current vµ, we glue together the unit normal to all the slices
labeled by dierent values of C. This amounts to promoting C to the function
of v and r implicitly given by integrating (3.43) from the midpoint (also called
the throat in the numerical relativity literature) outward:
















The rst term on the right-hand side is the tortoise coordinate of the throat,







r4+ − 4C2L2) (3.46)















It can be checked that both components of vµ are regular at the horizon. The
volume element is ε = rdv ∧ dr ∧ dφ. Computing the interior product v · ε and




= C(rc, v)dv ∧ dφ (3.48)
Note that rc is allowed to be the horizon since our formalism can handle null
surfaces. Evaluating the ux, we then nd the change in the volume between






In the usual near-boundary cuto rc → ∞, the v coordinates becomes the
boundary time coordinate t and the function C(rc, v) is nothing but the ux
density, or the complexication rate. The main lesson from this computation is
that the ux density coincides with a certain time function C for the maximal
slicing.
We also note that it is possible to work with Schwarzschild coordinates
(r, t) instead of (r, v), despite the coordinate singularity at the horizon. In









To integrate across the horizon, we should understand the integral above in
the sense of the Cauchy principal value [93]. In fact, the plot (3.3) of the
volume ow was generated by working in Schwarzschild coordinates and using
the Cauchy principal value to continue the maximal slice across the horizon.
Finally, it might appear surprising that the ux of the volume ow
yields a nite answer when the cuto is taken to the boundary, especially if we
think about the ow direction near the boundary. The maximal slice should
become tangential to the constant Killing time slices near the boundary, and
since the volume current is orthogonal to the maximal slices, it may seem that
the volume ux across a constant-r cuto is zero as r → ∞. That this is
not the case can be understood as follows: at a nite but large cuto in the
bulk, the ow direction has a small component not orthogonal to the constant
Killing time slice. As the cuto is sent to the boundary, this small component
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tends to zero, but the volume element on the cuto also diverges in the same
time. This divergence cancels the vanishing of the subleading component in a
way to yield a nite answer.
3.8.2 Flux across a null surface
In this appendix, we elaborate on the particular case of the volume
ux across a null surface, and relate this ux to the lapse function for a time
function τ dening the maximal foliation. Recall that to a time function τ we
can associate a lapse function N dened by:
n = Ndτ (3.51)
where n is the unit normal 1-form to a constant τ slice, with sign chosen so
that N > 0. Since the volume current vector v is the unit normal vector to
the maximal slices, we have v · n = 1. Now let k be the null normal 1-form to
the horizon, normalized so that v · k = 1, and let A be the area form of the
intersection of the maximal slice with the horizon, so that ε = k ∧ n∧A. The
volume current is then v · ε = n∧A−k∧A, whose pullback to the null surface
is n ∧ A = Ndτ ∧ A, since the pullback of k vanishes. The 2-form NA thus
serves as the volume ux density.
This fact can be seen more geometrically as depicted in Figure (3.14).
We pick two slices in the foliation labelled by τ and τ + ∆τ , with ∆τ small.
Let A be the intersection between slice τ and the horizon, and let C be the
intersection between slice τ + ∆τ and the horizon. Moreover, consider a vol-
ume ow worldline passing through A, and let B be the intersection of that
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Figure 3.14: Illustration of the derivation of (3.53).
the triangle ABC is like in at space. Since AB is orthogonal to BC, we
conclude that AB = BC, where AB denotes the proper time elapsed along
the worldline between A and B, and BC denotes the proper length of the
segment of the slice τ + ∆τ between B and C.
Now consider the increment in the volume ∆Vol between τ to τ + ∆τ .
We have ∆Vol = 4πr2+BC = 4πr
2
+AB, where we work in 3+1 dimensions for
concreteness, and in the second equality we used the relation derived in the
previous paragraph. (There is also an identical contribution from the left-
side of the Penrose diagram, which we ignored.) On the other hand, we have
AB = N(A)∆τ . Thus, we can relate the volume increment to the lapse as
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follows:
∆Vol = 4πr2+N(A)∆τ. (3.52)





This is the formula we are after: the volume ux across the horizon is also
the integral of the lapse along the horizon. In other words, the lapse on the
horizon serves as the volume ux density.
3.9 Appendix III: Stationarity of maximal foliation and
volume ow in the late-time regime
In this appendix, we focus on the AdS-Schwarzschild in 3+1 dimensions,
and explicitly check that the maximal foliation and volume ow are stationary
at late times. To do this, we rst write the Schwarzschild-AdS black hole in
the maximal slicing gauge:
ds2 = −α2dτ 2 + γ2(dr + βdτ)2 + r2dΩ22, (3.54)
in which the slices of constant τ are the left-right symmetric maximal slices
that asymptote to constant Schwarzschild time slices at the two boundaries.
The radial coordinate r and the angles θ and φ on the sphere can be chosen to
be the same as the usual Schwarzschild coordinates. The functions α, β and
γ are functions of τ and r, given by:























for some function C(τ). To derive equations (3.55), (3.56) and (3.57), we
can, for example, feed the metric (3.54) into Einstein's equation. Analogous
calculations for black holes in at space have been done in the numerical
relativity literature (see for example [93]). In writing (3.56) we have imposed
the boundary condition αγ → 1 as r →∞, so that τ will agree asymptotically
with the standard AdS global time coordinate.
The function C(τ) is determined by regularity of the maximal slice at
the middle. According to (3.54), the metric induced on the maximal slice
is γ2dr2 + r2dΩ22, so in particular γdr is a unit 1-form on the slice. Since r
reaches a minimum at the middle of each slice, the pullback of dr to the slice
vanishes at the middle, so γ must diverge there. This implies




where rm = rm(τ) is the r coordinate at the middle of each constant τ slice. In
the late time limit, rm(τ) approaches a constant, namely rf , the radial coordi-
nate of the nal slice". Therefore C(τ) too approaches a constant. It follows
that the metric functions α, β, and γ all become constant in the late τ limit,
which implies that the coordinate vector eld ∂τ approaches the Schwarzschild
time Killing eld. The unit normal 1-form αdτ therefore becomes invariant
under the Killing ow, as does the volume current
v = α−1(∂τ − β∂r), (3.59)
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which is minus the contravariant form of αdτ .
3.10 Appendix IV: Maximal slices in Vaidya: a closer
look
Consider a maximal slice anchored at boundary time tb in the double
shell Vaidya/AdS spacetime in 2 + 1 dimensions, (3.20), (3.25)). For tb < 0,
the slice stays entirely inside the AdS part of the geometry and is given by a
constant t slice (where t denotes the global time in AdS). When 0 < tb < b,
the slice crosses the rst shell and has two portions, one in the AdS region
(still a constant t slice) and one outside the shell. The volume functional for





2r′ − fdv (3.60)
where we write the slice as a function r(v). Since the functional is independent




− L = r(f − r
′)√
2r′ − f (3.61)
Similarly, there is a conserved energy in the AdS region, which can be shown
to vanish by smoothness at the center (r = 0). The maximal slices con-
sist of locally maximal slices apart from on the shells, where they satisfy a
Weierstrass-Erdmann corner condition [94]. Since the shells are located at a







2r′ − f (3.62)
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be continuous across the junction, which amounts to requiring that the jump in
r′ is 1/2 the jump in f . Together with the fact that the portion of the maximal
slice in the AdS region must be constant global time slice, this determines the





= 1 + r21 −
a
2
(1 + r2+) (3.63)
where r1 is the r-coordinate of this junction, and r1,+ means an r value slightly
larger. Similarly, for tb > b, the maximal slice crosses both shells and the
junction condition has to be imposed at each junction. At the outer junction,
















1 In this nal chapter we study holographic subregion complexity, and
in particular its possible connection to purication complexity suggested by
Agón et al [4]. We test the conjecture that subregion complexity is dual to pu-
rication complexity by considering holographic purications of a holographic
mixed state. We argue that these include states with any amount of coarse-
graining consistent with being a purication of the mixed state in question,
corresponding holographically to dierent choices of the cuto surface. We
nd that within the complexity = volume and complexity = spacetime volume
conjectures, the subregion complexity is equal to the holographic purication
complexity. For complexity = action, the subregion complexity seems to pro-
vide an upper bound on the holographic purication complexity, though we
show cases where this bound is not saturated. One such example is provided
by black holes with a large genus behind the horizon, which were studied by
Fu et al. As such, one must conclude that these oending geometries are not
holographic, that CA must be modied, or else that holographic subregion
1This chapter is based on [3] with Elena Caceres, Josiah Couch, and Willy Fischler. The
idea of testing the role of purication complexity to holography using purifying geometries"
was mostly due to Josiah Couch. Elena Caceres and Willy Fischler provided conceptual
insight throughout. I contributed to all writing and computational aspects of the paper.
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complexity in CA is not dual to the purication complexity of the correspond-
ing reduced state.
4.1 Introduction
Quantum complexity entered into discussions of quantum gravity and
holography in a novel way following the `complexity equals volume' (CV) con-
jecture [8, 9], which speculated that the volume of a maximal spatial slice is
dual to the circuit complexity of the dual quantum state living on the inter-
section of that spatial slice with the boundary. It was soon after suggested
to replace CV with `complexity = action' (CA) [12, 30], and while the bulk
of the discussion on the topic is concerned with these two conjectures, at the
boundaries at least two other speculations exist, namely `complexity = space-
time volume' (CV2.0) [31] and `CA-2' [32]2. CA modies CV by replacing the
volume of a maximal spatial slice by the action evaluated on the WDW patch
associated with the slice, i.e. the causal development of the (UV-regulated3)
slice. CV2.0 modies CA by replacing the action on the WDW patch with the
spacetime volume of the WDW patch.
Of course all of these bulk quantities can be computed on any geometry,
and even on some subregion of the bulk. We would not expect for these quanti-
2Though in general distinct, CA-2 reduces to CV 2.0 for Einstein-Hilbert gravity with no
sources other than a cosmological constant, and as such we will not consider CA-2 separately
in this work.
3For a slice not cut-o by some UV-regulator, the WDW patch only corresponds to the
causal development of the slice if one forgets the reecting boundary conditions at innity.
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ties computed for an arbitrary bulk subregion to have any particular meaning
in the boundary theory. However, considering that the state on a subregion
of the boundary is dual to the entanglement wedge, as argued in [3840], it is
tempting to say that these proposals applied to an entanglement wedge might
be dual to the complexity of the reduced state on the corresponding boundary
subregion. This has been suggested by a number of authors [41, 95], and the
`complexity' thus computed is termed `subregion complexity.' This, however,
raises the question: What is the complexity of a mixed state? There is not
a unique way to extend the usual denition of circuit complexity from pure
states to mixed states, so which extension are we talking about? To answer
this question, the authors of [4] considered a number of possible denitions
of mixed state complexity and compared them to what happens in hologra-
phy. They came to the conclusion that the `purication complexity,' which
is roughly dened as the minimum state complexity among pure states which
reduce to the appropriate density matrix on a subsystem, is a good candidate
to be dual to subregion complexity in CA. On the other hand, none of the def-
initions they considered provides a likely dual to subregion complexity in CV.
In this work we further investigate purication complexity, rst as dened in
[4] but also with minor variations, providing an independent discussion of its
behavior for general quantum states and specically motivating its connection
to holographic subregion complexity.
The purication complexity of a holographic mixed state can be bounded
from above by considering all its holographic purications. Beginning with the
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entanglement wedge dual to the mixed state in question, all holographic geome-
tries which geodesically complete the wedge provide a family of purications
in their boundary dual states. In any such geometry, we argue (supported by
an analogy to the entanglement of purication) that dierent choices of the
cut-o surface in the region complement to the original entanglement wedge
correspond to dierent coarse-grainings of the purifying state. By minimiza-
tion over cut-os we argue on general grounds that the purication complexity
is bounded above by the subregion complexity in all of CV, CA, and CV2.0.
We then prove that so long as we restrict our attention to holographic puri-
cations, this inequality is saturated in CV and CV2.0, because complexity in
these proposals is superadditive.
The situation for CA, by contrast, is more complicated. In the absence
of a superadditivity property, we must worry that the subregion complexity
is not truly minimal among all holographic purications. To examine this
possibility, we consider geodesic completions of the one-side BTZ geometry
dual to a thermal state. We nd that there are indeed cases where the true
minimum is smaller than the subregion complexity, thereby contradicting the
conjecture in question.
Our results thus dier here from [4]: we are led to the conclusion that
in CV and CV2.0, subregion complexity = purication complexity, whereas in
CA it seems either this is not the case, or else that certain asymptotically AdS
geometries are not holographic.
The remainder of this chapter is organized as follows: In section 4.2
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we dene purication complexity and investigate its additivity properties on
subsystems of general quantum states. We use this analysis to sharpen our
expectations on the behavior of any bulk holographic dual to purication com-
plexity. In section 4.3 we motivate the connection between purication com-
plexity and holographic subregion complexity by analogy with the concept of
entanglement of purication", of which we give a brief overview. We note
that for any geodesic completion of the entanglement wedge dual to our mixed
state, there will be one purication which corresponds to a cuto skirting just
outside the entanglement wedge along the HRT surface. This purication will
have a complexity equal (up to a possible boundary like the term discussed
at the end of the section), to the subregion complexity. In section 4.4 we
prove that complexity according to either CV (in its usual form, without a
boundary term) or CV2.0 is superadditive. This, in turn, implies that the
complexity of the state dual to any geodesic completion of our entanglement
wedge, with any choice of cuto, must be larger than the subregion complexity
as ordinarily dened. We are thus led to the conclusion that in CV and CV2.0,
the purication found in section 4.3 was indeed optimal among holographic
purications.
In section 4.5 we consider the case of CA, where the purication found
in section 4.3 need not be optimal. We consider several families of geodesic
completions of the one-sided BTZ geometry. One such family are the n sided
genus g generalizations of the two-sided BTZ geometry, where we borrow com-
putations done in [96]. These solutions lead to challenges to the purication
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complexity interpretation of subregion action, namely that the complexity of
certain purications can be lower than the subregion complexity of the BTZ
thermal state, and can even be computed to be negative in some cases, al-
though the issue of the negativity of the action was already raised by [96]. We
come to the conclusion that if one is not to abandon the proposal that sub-
region complexity is dual to purication complexity in CA, one must impose
even stricter limits on the geometries considered. We further nd that one
must impose a limit on the cutos considered.
4.2 Purication Complexity: Quantum Expectations
In this section, we will explore some aspects of purication complexity
as dened in [4]. We rst dene the quantity as well as discuss ambiguities and
variations on the denition which could lead to qualitatively dierent behavior
on subsystems. We then discuss the expected behavior of purication complex-
ity on subsystems. It should be noted that Agón et al. give a compelling but
inconclusive argument that purication complexity should be subadditive for
the left and right factors of the thermoeld double state, and plausibly more
generally. We here give an independent discussion indicating that purication
complexity is neither superadditive nor subadditive in general. We then place
this discussion in the context of the decomposition into basis and spectrum
complexities utilized by [4], and discuss how this breakdown is sometimes in-
sucient for discerning additivity properties. We then conclude this section
with a discussion of how these expectations ought to manifest in holographic
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states, listing some basic consistency checks which must be obeyed by any bulk
quantity dual to purication complexity.
4.2.1 Denition and Renements
Purication complexity CP (ρ) of a density matrix ρ is dened in [4]
to be the minimum pure state complexity over all its purications, subject
to the constraint that every additional qubit of the purifying system ends up
entangled with the original physical" qubits. That is,
CP (ρ) = min
|ψ〉∈P
C(|ψ〉) (4.1)
where P is the set of all purications |ψ〉 of ρ which have no separable factors
which are also purications, i.e. there is no decomposition |ψ〉 = |ψ1〉 ⊗ |ψ2〉
such that |ψ1〉 also puries ρ. This last condition is necessary so that pu-
rication complexity reduces to ordinary state complexity on pure states. If
|φ〉 is a pure state, then any `purication' of it results in a separable state
|ψ〉 = |φ〉 ⊗ |ψ′〉, but since |φ〉 is pure and hence a purication of itself, no
|ψ〉 with non-trivial |ψ′〉 is in our set P, and hence CP (ρφ) = C(|φ〉) (where
ρφ = |φ〉 〈φ|). If we however included such purications in our minimization,
we can at best say that CP (ρφ) ≤ C(|φ〉). In purications satisfying this
criterion, we say that the state on the ancillary Hilbert space is `fully entan-
gled' with the original state |ψ〉, and we'll refer to such purications as `valid'
purications.
It is easy to imagine alternatives to the above denition which share
the same spirit as minimization over purications, but restricting by more or
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less the allowed class of purications. At one extreme we could consider `un-
restricted' purication complexity, with the minimum taken over all possible
purications. Such a procedure will not reproduce the usual denition of com-
plexity of pure states, but it does provide a dierent, competing denition,
which in principle could be the one relevant for holography (though we are not
making that claim here). On the other hand we could place more stringent
conditions on the purifying states, or instead, constrain the ancillary Hilbert
space used to purify. As an example of the latter type of constraint, we could
dictate that only a Hilbert space of minimal dimension may be used, this be-
ing xed by the rank of the density matrix in question. This last possibility is
also compatible with the usual pure state denition, and in fact, discussions
of section 4.3 indicate that such a restriction may be relevant for subregion
complexity.
All of these denitions implicitly assume that a notion of pure state
complexity has been dened, not only for the original Hilbert space but for
every allowed dimension and form of the purifying Hilbert space. A refer-
ence state and gate set must be chosen which scale unambiguously with these
Hilbert spaces. Mixed state complexity thus inherits all the same ambigui-
ties as any pure state complexity, and in a sense even more. Though at rst
disconcerting, this feature is perhaps appropriate considering the holographic
conjectures; these presumably employ some natural reference and gate set,
each suitably adjustable to any cuto scale4.
4The need to dene mixed state complexity has been most keenly appreciated with the
134
For developing intuition with N-qubit systems, one plausible procedure
is to take the all zeros" state as the reference, regardless of N. For the gate set,
one could specify a universal gate set on two-qubit systems and then allow the
same logical operations on any pair of qubits. This is referred to as a two-local
gate set. With any k-local gate set (dened analogously), the same prescrip-
tion scales unambiguously as the Hilbert space adds or eliminates degrees of
freedom, though the rate at which new gates proliferate with additional de-
grees of freedom depends on the specics of these choices. This leads only to
the restriction that subsystems should not be considered below k qubits.
We hold such prescriptions loosely in mind, but with the exception of
a few comments, we will henceforth remain agnostic about the choice of gate
set and reference state. Instead, we seek to identify features of purication
complexity which transcend these ambiguities and therefore inform our expec-
tations about any holographic dual ever before such specics are understood.
4.2.2 Additivity Properties
First, we focus on states which are fully entangled between two subsys-
tems A and B. 5 For these states, purication complexity can easily be seen
intent to generalize the holographic prescriptions to subsystems, but even considering CFT
states at nite cuto, having traced out some UV degrees of freedom one might wonder
if even the original holographic complexity conjectures already require a notion of mixed
state complexity to be well-dened. However, at leading order in 1/N , total states have
no entanglement entropy even at nite cuto and can be thought of as a pure state living
on the reduced Hilbert space. In this work, we restrict ourselves to this limit, where `total
state' entails `pure state'.
5Here again, by `fully entangled' we mean that no subsystem of either A or B factorizes
from the full system, i.e., A is fully entangled with B and B is fully entangled with A.
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to obey
C(ρA) ≤ C(ρAB) (fully entangled subsystems) (4.2)
by noting that any valid purication of AB is also a valid purication of A
(or B), and so the minimum complexity over valid purications of A (or B) is
upper bounded by that of AB. This inequality immediately leads to another
which we dub `weak superadditivity':
CA + CB ≤ 2CAB (fully entangled subsystems) (4.3)
where we introduce the notation of using a subscript to denote the subsystem,
e.g. CP (ρA) = CPA .
The proof given above for weak superadditivity breaks down when we
consider states which factorize on any subsystem of A or B, owing to the
constraint that in valid purications the ancilla system must end up fully
entangled with the system it puries. For example, consider a separable pure
state on AB. While such a state is undoubtedly a purication of the states on
A and B respectively, it is not a valid purication.
In fact, for pure states which are factorizable on any number of subsys-
tems, purication complexity is demonstrably subadditive over these separable
factors. To see this, note that the complexity of each subsystem is an ordi-
nary state complexity (because the state on each subsystem is pure), obtained
using gates which act unitarily within that subsystem. The circuits which are
individually optimal for these subsystems may also be used together to pre-
pare the full product state, but for that purpose, it may not be optimal since
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circuits over the whole system may additionally utilize gates which couple the
subsystems. 6 This composite circuit's state complexity is the sum of the
individual state complexities, and it puts an upper bound on the total state
complexity. A nearly identical proof guarantees subadditivity for factorizable
systems, regardless of whether or not they are pure:
CA + CB ≥ CAB (factorizable subsystems) (4.4)
Note that the inequalities (4.3) and (4.4) do not contradict each other.
In fact it's conceivable that together they bound the span of purication com-
plexity on general subsystems:
CAB ≤ CA + CB ≤ 2CAB (not proven!!!) (4.5)
However neither of these inequalities is proven in general, rather each is
proven for a dierent corner of state space (factorizable subsystems and com-
pletely non-factorizable subsystems, respectively). It is natural to ask whether
either of these classes can violate the opposing inequality and whether inter-
mediate classes of states obey either inequality. We return to these question
6It may rst seem that if we start with an unentangled reference state, then gates which
couple unentangled subsystems should play no role in the optimal circuit because these gates
create entanglement. However, though such gates are necessary to create entanglement
between the two subsystems, they do not always do so. It is easy to nd factorizable
states and gate sets where the optimal circuit utilizes these gates without ever creating
entanglement between the subsystems, even at intermediate stages.
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shortly, but pause here to relate these statements to the work of [4] and the
decomposition of purication complexity into spectrum and basis components.
4.2.3 Basis and Spectrum decomposition
Given an arbitrary mixed state and a large enough ancillary Hilbert
space (e.g., a duplicate Hilbert space is always sucient), it's always possible
to construct a purication through a two-part process: rst prepare a state
with the appropriate spectrum on the reduced system, then from this state re-
arrange the subsystem basis until the target density matrix is achieved. There
is an optimal circuit which performs each of these tasks, and their complexities
dene the spectrum complexity CS and the basis complexity CB respectively
7. In sequence these operations prepare the full mixed state; there may be
more ecient routes to prepare a purication, but the sum of these circuit
complexities upper bounds the purication complexity:
CP ≤ CS + CB (4.6)
In [4], the authors consider the possibility that any one of these com-
plexities (CP , CS, or CB) might correspond to holographic subregion com-
plexities as computed using the Complexity = Action (CA) or Complexity =
Volume (CV) conjectures. The best tentative match aligned the CA subregion
7In [4] what we call basis complexity is denoted C̃B , while CB denotes the exact dierence
CP−CS . We avoid using this exact dierence to ensure that CS and CB are the complexities
of circuits which can be applied in succession to prepare the correct mixed state
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prescription with the full purication complexity CP . This correspondence
was particularly encouraged by the expectation that CP should be subaddi-
tive, and among holographic prescriptions only CA includes bulk contributions
which are not positive-denite, allowing that at least in the case considered
CA was also subadditive. We will revisit this particular holographic example
in section 4.5, but we here give a schematic outline of the reason for these
expectations.
Consider a two-sided eternal black hole with the subregions being the
full left and right boundaries (we will use subscripts L and R for left" and
right" on a Penrose diagram, and subscript T for total" or thermoeld double
state"). The individual subregions each decompose into a basis and spectrum
part.
CPL ≤ CS + CBL
CPR ≤ CS + CBR
(4.7)
Because the combined state is pure, the spectrum part is the same
for left and right subsystems. To prepare the total state, we can presumably
borrow the circuits utilized in the above decompositions, but importantly the
spectrum part need only be prepared once at the beginning of this process:
CPT ≤ CS + CBL + CBR (4.8)
Each of the preceding circuit decompositions only upper bounds the
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true purication complexity, but if we blithely suppose that the bounds are
approximately saturated, then comparing (4.7) and (4.8) leads to the expec-
tation that
CPT ≤ CPL + CPR ≤ 2CPT (4.9)
These inequalities match those of Eq. (4.5). In the case considered here,
with the subsystems being left and right halves of an eternal black hole, the
rightmost inequality of (4.9) follows rigorously from (4.3) for fully entangled
subsystems. The leftmost inequality is less certain. Particularly, in equation
(4.8), we assume the total state can be prepared by borrowing the circuits"
used to prepare the subsystem density matrices. However, it is only guaranteed
that this combined circuit will prepare a state with the correct subsystem
density matrices. There are many such states, and these can have vastly
dierent complexities; preparing the correct total state may require complex
operations which are eectively unnoticed by either subsystem and are not
accounted for in any of the CS, CBL , or C
B
R circuits of equation (4.7). To
illustrate this point, recall the behavior of the thermoeld double state evolved
away from the tL = tR = 0 slice:
U(tL, tR)|TFD〉 = e−iEn(tL+tR)e−βEn/2/
√
Z|n〉L|n〉R (4.10)
where U(tL, tR) = UL(tL)⊗UR(tR) = e−iHLtL⊗e−iHRtR implements time
evolution independently on each boundary (with times set to increase `upward'
on both sides of a Penrose diagram). The eects of this operation, apparent
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in the leading phase factor of (4.10), go unnoticed by either subsystem and
of course, it is precisely these eects which lead to the famed late-time linear
growth of the pure state complexity. Away from the time symmetric slice of the
two-sided black hole, the growth of the total state complexity will inevitably
break the left-hand side inequality in (4.9).
If we consider the tL = tR = 0 boundary state only, the total state
complexity is minimal among the family of states in 4.10, and so expected
to obey CT ≤ CPL + CPR . Indeed this is the chief expectation which found
a match in the Complexity=Action subregion calculations of [4]. However,
there is a subtlety related to the degeneracy of the energy spectrum which
may muddle even this expectation. It was pointed out in [97] that when a
subsystem density matrix has a degenerate spectrum, it has interesting impli-
cations for purication complexity. Unitaries which enact rotations or phase
shifts within such a degenerate subspace act trivially on the subsystem density
matrix (eectively limiting the basis complexity of the density matrix), so they
never contribute to the purication complexity. However the same unitaries
can aect the pure state on the combined system, sometimes increasing the
complexity of the target state8.
If we consider the most extreme case of a fully degenerate spectrum
(or the T →∞ limit), we have maximally mixed subsystems. Preparing both
8The unitaries enacting time evolution on the thermoeld double state are a special
case among this class of unitaries. Even if the spectrum is entirely non-degenerate, there
are phase rotations within each energy subspace which go unnoticed by either subsystem
density matrix but contribute non-trivially to the total state complexity.
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subsystems is equivalent to preparing N bell pairs. This can be thought of
as minimizing complexity over a huge family of states which all prepare the
appropriate subsystem density matrices:









Any state among these is a valid purication, and the subsystem purication
complexities are upper bounded by minimizing state complexity overall UL
and UR. The total state, on the other hand, will be some particular state
among (4.11) with particular UL and UR. If the total state happens to be
the minimally complex state among these, then CPL = C
P
R = CT and weak
superadditivity is saturated. On the other hand, by choosing UR, UL to make
the total state maximally complex we can engineer the total state to violate
subadditivity.
If we consider again the thermoeld double state at nite temperature
on a time-symmetric slice, the total state complexity is at least minimal among









However, if there is some degeneracy in the energy spectrum, then in preparing
the subsystem density matrices we can minimize over a larger class of unitaries
(all those which do not intermix degenerate subspaces, but not all UA and UB).
This class of unitaries is still potentially much larger than minimization over
the time evolution unitaries which occurs at the tL = tR = 0 slice. It is not
immediately clear how much the extra minimization" over a larger class of
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unitaries aects the subsystem complexity in comparison to the total state
complexity in the case of the thermoeld double state. It would seem to
depend on the specics of the energy eigenstates and the gate set involved.
Unfortunately, through these considerations, we are only able to cast
doubt on the expectation that the tL = tR = 0 thermoeld double state ought
to have purication complexity which is subadditive on the left and right
factors, and not provide a rigorous alternative. We will nevertheless consider
this example (specically the BTZ case) holographically in section 4.5 and
subject it to other consistency checks.
4.2.4 Expectations for Holographic States
The additivity relationships discussed in subsection 4.2.2 hold for dier-
ent types of quantum states. Under what circumstances are these relationships
relevant to holographic quantum states? We here consider this question, and
then give a short list of consistency checks which must be satised by any
holographic dual to purication complexity.
A pure state which factorizes between subsystems has no entanglement
between those subsystems. On the other hand, the smoothness and connect-
edness of a holographic spacetime indicate that the state on any boundary
subregion is fully entangled with its complement. We, therefore, consider
the smoothness and connectedness of the classical geometry as the necessary
and sucient condition preventing factorization of the boundary pure state.
Holographic states dual to connected spacetimes are therefore of the `fully
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entangled' type in subsection 4.2.2.
Though connected geometries are dual to fully entangled states, we
may still consider factorizable holographic pure states. To do so we merely
treat multiple independent holographic geometries as product states, living
in separate Hilbert spaces with boundary theories decoupled. This thought
experiment provides at least one valuable lesson. Any of the geometric pre-
scriptions for subregion complexity will be exactly additive on such factor-
izable subsystems. While utilizing gates which couple the combined Hilbert
space could in principle allow for increased eciency in preparing the com-
bined state, evidently the notion of complexity dual to bulk action or volume
does not take advantage of such gates. Either holographic states are always
of the sort that they are never optimally constructed utilizing these gates, or
such gates should be excluded from the outset. This latter possibility stands
in tension with naive prescriptions for choosing the gate set to vary only with
the size of the Hilbert space with no other concern for locality or the entangle-
ment structure of the state (such as the k-local gate set prescription outlined
in section 4.2.1). This also indicates that if we consider only holographic pu-
rications, the validity constraint excluding unentangled factors is redundant,
because evidently including such factors never results in a `speed up.'
Turning again to connected holographic spacetimes, if we consider only
such systems we can apply our expectations about fully entangled states (see
subsection 4.2.2). Along with the basic requirement that purication com-
plexity is positive denite, we have a primitive list of consistency checks to
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perform on any proposed holographic dual to purication complexity. For any
boundary subregion A and neighboring (connected, but not necessarily small)
extension of that boundary subregion δA, we expect
Positivity: CPA > 0
Monotonicity: CPA+δA > C
P
A





The monotonicity property, which is symmetric on A and δA, implies weak
superadditivity. The same applies to the case already discussed in section
4.2.3, the two sides of an eternal black hole solution. In this case δA is replaced
with Ac, the boundary region complement to A. This is not a `neighboring'
boundary subregion (they are only connected through the bulk), but they
form a partitioning of the total boundary (T ) and the subsystems are fully
entangled.
Weak Superadditivity: CPA + C
P
Ac < 2CT
4.3 Holographic Purication Complexity
In this section, we consider in detail the conjecture(s) that volume or
action on a subsystem entanglement wedge in holographic geometries might
be dual to the purication complexity of the corresponding boundary mixed
state. We rst motivate the relationship to purication complexity, as opposed
to some other notion of mixed state complexity, by considering what the total
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state complexity conjecture may already imply about the meaning of subregion
complexity. We do so through an analogy with the concept of `entanglement
of purication,' explained in subsection 4.3.1.
In 4.3.2 we make the case that the volume prescription for subregion
complexity is computing a type of purication complexity. To be precise, if the
class of purications considered is all holographic purications, then the pre-
scription computes precisely the minimum complexity among these. Over any
less restricted class of purications, the subregion prescription merely bounds
from above the purication complexity so dened. The same arguments ap-
plied to the action prescription do not lead so inexorably to the notion of
purication complexity. They imply that the prescription computes the com-
plexity of a particular purication, but it is not clear that it is the optimal
one. We defer more explicit holographic tests of this idea for subregion action
to section 4.5.
The considerations of this section imply that the volume prescription
matches our general expectations for purication complexity more or less auto-
matically, but in 4.3.3 we discuss a puzzle with this interpretation and use it to
motivate a modication of the bulk volume prescription to include a boundary
term on the HRT surface.
4.3.1 Motivation from Entanglement of Purication
.
We would like to test the conjecture that subregion complexity is dual
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to purication complexity by nding a holographic estimate of the purication
complexity (independent of the usual subregion complexity prescription). For
guidance on how to construct such a holographic estimate, we turn to discus-
sions entanglement of purication in holography. Entanglement of purication
is dened as follows: Given a bipartite system consisting of subsystems A and
B, and a state ρAB on that system, the entanglement of purication between
A and B of ρAB is the minimum entanglement entropy S(ρAĀ) of the reduced
state ρAĀ minimized over all purications |ψ〉AĀBB̄ of ρAB and all partitions
of the purifying system into Ā and B̄. If ρAB is pure, then the entanglement
of purication is simply the entanglement entropy of the reduced state ρA and
ρB. Recent work [98100], has discussed a conjectured holographic dual to
this quantity for holographic CFTs, which is given as follows: Consider sub-
regions A and B on the boundary, and the joint entanglement wedge of AB.
The holographic entanglement of purication is then given by the area of the
minimal surface in the entanglement wedge which divides A from B (refer to
gure 4.1). In the case where there is no mutual information between A and
B, and so the entanglement wedge is disjoint, we have that A and B are al-
ready divided, and so the entanglement of purication is zero. In the case of
two disjoint intervals with non-zero mutual information, the minimal surface
goes between the two disconnected pieces of the RT surface, and we need only
minimize over which points on the RT surface it will intersect.
The intuition behind this denition is as follows: There is an optimal







Figure 4.1: Entanglement of purication between two interval subregions with
non-zero mutual information. The minimal surface whose area gives the en-
tanglement of purication is shown in green.
on the RT surface of AB. The auxiliary states on the RT surface can be
partitioned into an Ā system and B̄ system in dierent ways, and for each
partition, we may compute the entropy of AĀ using the RT prescription. By
minimizing over such partitions, we arrive at the entanglement of purication,
as given above. But how did we arrive at the fact that the purifying auxiliar
system `lives' on the RT surface? This is supported by intuition from tensor
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networks, but we can justify it as follows:
In minimizing over purications, we certainly know that the state on
the full boundary is a purication of the state on AB. However, this state
contains much more information than is needed to purify the reduced state
ρAB on AB. As a consequence, for any partition, there more entropy than we
needed. We can x this by renormalizing the state, thereby getting rid of the
extra information. These renormalized states correspond to putting dierent
cutos in the bulk, which agree with our original cuto in the entanglement
wedge of AB, but which outside that wedge can be dierent. Each of these
cutos corresponds to a dierent renormalization of the global state, and as
such a dierent purication of ρAB (see gure 4.2). Clearly then, the cuto
which will give the smallest RT surface, and likewise the one that corresponds
to course graining away all the information not needed to purify ρAB, is the
one which hugs the RT surface of AB. We then get the prescription above.
Of course, there are potentially other holographic purications of ρAB.
Suppose there is an isometric embedding of the entanglement wedge of AB
into a geodesically complete asymptotically AdS spacetime, such that the en-
tanglement wedge of the image ÃB̃ of AB is the image of the entanglement
wedge of AB. Then according to subregion duality, the reduced state on ÃB̃
simply is ρAB, since both states are dual to geometries which are identical up
to isometry. We may then repeat the above procedure on the new geometry.
For entanglement of purication, we will inevitably be led to the same puri-
cation, by the arguments above. We will nevertheless term such geometries
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BA
Figure 4.2: We may purify the state on AB to states with dierent course
grainings, corresponding to dierent cutos, shown here as a dashed line. The
optimal purication will correspond to cuto which hugs the RT surface, shown
here as a red dashed line.
`purifying geometries' for the holographic state ρAB.
We claim that this same procedure of minimizing over purications by
considering all purifying geometries, and all cutos on these purifying geome-
tries compatible with our cuto in the entanglement wedge, should be applied
to nd the purication complexity of a given reduced state holographically.
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We esh out this claim in the following subsection.
4.3.2 Purication Complexity
Suppose we take for granted the original complexity=volume conjec-
ture, that the maximal volume slice asymptoting to a xed boundary Cauchy
slice is dual to some notion of complexity for the total state on that bound-
ary slice 9. Consider all possible holographic geometries which geodesically
complete a xed entanglement wedge. The states dual to these `purifying ge-
ometries' provide a set of purications of the density matrix on the original
boundary subregion (any pure state is, of course, a purication of all its sub-
systems). Further consider all possible cuto surfaces in the complementary
portion of these spacetimes, subject to the restriction that they can at least
sustain a Cauchy slice for the original entanglement wedge. The correspond-
ing set of coarse-grained states provides an even larger class of purications to
consider.
Trusting the total state complexity conjecture, we can compute all the
9In the complexity = volume conjecture, a choice of lengthscale is necessary to turn a
proportionality into a true equality. Traditionally this length scale has simply been taken
to be the AdS scale, but recent work [2] has suggested that a variable scale determined by
features of the total geometry may be more appropriate. It is not clear how such a variable
lengthscale should be set for the arbitrary subregions considered in this work. For simplicity,
we rst consider the case where the length scale is the AdS scale. For our conclusions about
additivity to hold for complexity and not just volume in a proposal with variable lengthscale,
we at least require that the length scale is the same for the subregion, the total state, and
the complement subregion. In a hypothetical scheme where the length scale changes even
with the cuto surface, the minimization procedures described in this section applies to
complexity as well as volume only if variations in the cuto surface which increase the max
volume obey δ log (V/V0) ≥ δ log (l/l0), with l being the variable lengthscale, and V0, l0
being some reference values.
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complexities of these purications and nd the minimum. With the complex-
ity=volume prescription, we are inevitably led to the conclusion that the min-
imum pure state complexity among all holographic purications corresponds
to choosing a cuto surface which traces just outside (see next section) the
HRT surface for the subregion; deviation from this choice results in either
an increase in volume and a higher complexity, or in the exclusion of some
portion of the entanglement wedge, which invalidates the state as a puri-
cation of the original density matrix. The rst statement follows intuitively
from the positive-deniteness of volume, and more rigorously from the super-
additivity relationship proven in the next section 4.4. The second statement
relies on the specic duality between an entanglement wedge and the corre-
sponding boundary mixed state. Any cuto contour which cannot sustain a
Cauchy slice for the original entanglement wedge will inevitably exclude some
bulk operators which ought to be described by the original boundary subre-
gion's mixed state. In so far as we consider only holographic purications of a
boundary mixed state, these considerations imply that the volume subregion
prescription on an entanglement wedge is computing precisely the minimum
complexity among purications. The same claims follow analogously for the
complexity=spacetime volume prescription.
Now consider the same series of statements for the complexity=action
subregion prescription. We can consider purifying geometries of a xed en-
tanglement wedge, and we can vary over cuto surfaces. The action on the
entanglement wedge submanifold is just another pure state complexity, with
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the complementary degrees of freedom course-grained to the limiting case of
the HRT surface itself. However, lacking in these considerations is the idea
that computing this particular purication's complexity amounts to a mini-
mization over holographic purications. The action is not a positive-denite
quantity, and other choices of cuto surfaces in some purifying geometry may
provide a purication of lower complexity. Finding any such state amounts
to a disproof that the action subregion prescription can be called a purica-
tion complexity, in the usual sense of a minimization over the complexity of
purications. We nd such counterexamples in 4.5.
We now provide an example of the procedure just outlined by consid-
ering the two-sided black hole (see gure 4.3). If our aim is to estimate the
purication complexity of the left boundary mixed state with a certain cut-
o r = δL, and we are allowed to minimize over the purifying right cuto,
δR, an interesting result emerges: When one sets δR = r+, and regularizes
the WDW patch by settings its `corners' on the cuto surfaces, one recov-
ers (in this limit) the usual subregion complexity of the left side! Analogous
procedures result in similar conclusions for other two-sided geometries, or for
subregions of AdS3. In fact, for a general boundary subregion A, allowing a
minimization over possible cutos in the complement region, subject to certain
consistency conditions (e.g., the total cuto must be continuous), will lead to
the inequality
CP (A) ≤ Csubregion(A) (4.13)
whenever the entanglement wedges of a region and of its compliment meet
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on a single surface. By the HRT prescription, this should always happen for
geodesically complete geometries.
Figure 4.3: A two sided black hole, with dierent cuto surfaces on the right
side. For each cuto surface, we have draw the corresponding regulated WDW
patch.
Under either CV or CV2.0, superadditivity holds for any values of the
left and right cuto (we give a proof in section 4.4), and we thus have that
C(|ψ〉) ≥ Csubregion(A) (4.14)
for any holographic purication |ψ〉 of ρA. However, then this means that if we
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dene a purication complexity only with respect to holographic states (which
is perhaps appropriate at leading order in 1
N
), then we have that subregion
complexity = holographic purication complexity. This strongly suggests that
the duality proposed in [4] for CA works for both CV and CV2.0. The situation
with CA is actually less clear, as the action is not positive denite and equation
(4.14) does not apply. The inequality (4.13) does still hold for CA though,
provided this minimization over the right cuto is valid.
4.3.3 Adding a boundary term
One issue with this proposal to minimize over all cutos is that, for
the optimal purication, the subregion complexity of the reduced state on
the purifying right system vanishes. However, this reduced state must have a
xed entanglement entropy, as the state on the whole system is pure. Either
we must have a mixed reference state (which seems unusual), or something else
must be going on. We can resolve this issue by not allowing the cuto surface
to be pushed all the way to the horizon surface, instead taking it only to the
stretched horizon. This too has a number of interesting consequences, the rst
of which is that it makes the purication complexity in CV subadditive on a
slice about which there is time reection symmetry. This is because the left
and right purication complexities both include the volume of the slice between
the left and right stretched horizon, and so this part of the volume gets counted
twice when one adds the two purication complexities, and only once when one
computes the total complexity. This is reminiscent of the argument in section
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Figure 4.4: The dashed lines in this gure represent the stretched horizon.
The purication complexity in CV of the left (right) reduced state is given
by the volume of the left (right) green segment plus the red segment. The
complexity of the total state is given by the volume of both green segments
plus the volume of the red segment. We thus have that CL +CR−CT is given
by the volume of the red segment, and as such is positive denite. We may
identify the green segments with the basis complexity, and the red segment
with the spectrum complexity, as per the discussion in section 3.3 of [4].
3.3 of [4] that the spectrum complexity gets double counted when adding the
purication complexities, suggesting that perhaps this segment of the volume
between the left and right stretched horizons should be identied with the
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spectrum complexity of the mixed state. We would then identify the part of
the volume between the left cuto and the left stretched horizon as the basis
complexity.
When considering the thermoeld double state away from the tL = tR =
0 slice, the maximal slice will not pass through the HRT surface, and the simple
double counting" mentioned in the above case does not apply. However,
for these total states, we argued (see section 4.2.3) that the spectrum/basis
decomposition of the subsystems is insucient to parse total state complexity.
In these cases, the behind-the-horizon region probed by the maximal slices
should roughly correspond to operators which mix degenerate subspaces and
go unnoticed by either subsystem density matrix. See [101] for a recently
proposed denition of a related quantity, the binding complexity."
At this stage, one might be worried that we have ruined the upper
bound of purication complexity by subregion complexity. However, our bound
on purication complexity diers from subregion complexity by a term pro-
portional to the area of the HRT surface (namely the volume between the
true horizon and the stretched horizon), which could thus be thought of as an
extra boundary term in the subregion complexity prescription. We will take
the view that such a discrepancy likely should be corrected by altering the
denition of subregion complexity in this way10.
Such boundary terms could also be included for CV2.0, CA, and CA-2.
10We would like to thank Phuc Nguyen for suggesting including a boundary term in CV.
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In these cases, however, one does not automatically get subadditivity. For
CV2.0 in particular, there will generally be a signicant contribution to the
total state complexity from behind the entanglement horizon which cannot be
identied with either the spectrum or basis complexity (see gure 4.5). As
suggested above for CV o of the t = 0 slice, this can perhaps be identied
with the complexity in the total state due to gates acting within a degenerate
eigenspace of the left and right density matrices, or even rotating the relative
phase for a non-degenerate eigenspace. Discussions of this sort have occurred in
[83], with proposals for decomposing a holographic spacetime into subregions
of particular signicance for the quantity of uncomplexity" (though those
proposals did not strictly include a boundary term).
4.4 Superadditivity
It was noted in [4] that in CV, holographic subregion complexity obeys
C(ρAB) ≥ C(ρA) + C(ρB). (4.15)
when A and B partition a complete boundary Cauchy slice. Recently, a related
property for uncomplexity" was discussed in [97] for quantum systems. In this
section we provide an independent discussion of this property, which we will
call `superadditivity.' We will give a proof that subregion complexity obeys
this property for general subregions in CV, as well as in CV2.0, and discuss
whether it may hold in CA.
Note that superadditivity implies that the subregion complexity of a
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Figure 4.5: Similarly to CV, we may decompose the action in CA, CV2.0, or
CA-2 by associating dierent parts of the WDW patch to the spectrum, basis,
and degeneracy complexity. Roughly speaking, we suggest the green regions
should correspond to the basis complexity, the blue regions to the degeneracy
complexity, and the red to the spectrum complexity.
given subregion must be less than or equal to the complexity of any of its
holographic purications. This will hold regardless of the cuto imposed, as it
is merely a statement about maximal volumes on Lorentzian manifolds with
boundary. If we suppose (as is reasonable at leading order in 1
N
) that one need
only consider holographic purications, this result along with the discussion
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above is enough to guarantee the subregion complexity = purication com-
plexity, provided one accepts complexity = volume or complexity = spacetime
volume for geometries dual to pure states.
4.4.1 Maximal volumes of subregion wedges
Here we will give a proof of superadditivity of holographic subregion
complexity in CV. Let wX denote the entanglement wedge [102] of a given
boundary subregion X of a boundary time slice, and let ΣX denote the max-
imal volume slice of wX . By the maximal slice of wX , we follow the proposal
in [95], according to which we maximize over the volumes of slices anchored
at both X and the HRT surface of this boundary subregion. Given non-
overlapping subregions A and B on a Cauchy slice of the boundary, we have
the inequality
Vol(ΣAB) ≥ Vol(ΣA) + Vol(ΣB) (4.16)
That this inequality is obeyed can be easily seen as follows: First, let us note
that because A and B are non-overlapping, it is also true that wA does not
overlap wB (see [38]). Now either ΣA and ΣB meet to form a spatial slice of
wAB, or there is a gap between them. An example of the rst case is a two-
sided black hole, with A and B taken to be the entire left and right boundary
respectively (see gure 4.6 for an illustration). An example of the second case
is two entanglement wedges in pure AdS, the union of which is not the whole
bulk (see gure 4.7 for an illustration). In the case without a gap the inequality
is immediate: ΣAB is the maximal spatial slice over wAB, so the slice formed by
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Figure 4.6: A slice through entanglement wedges who share an HRT surface,
as in the case of a two-sided BH, or the wedges of two halves of the boundary
of pure AdS.
the union of ΣA and ΣB (whose volume is the sum of the individual volumes)
must have a volume which does not exceed that of ΣAB. In the case where
there is a gap between ΣA and ΣB in wAB, we may bridge this gap with a slice
Σbridge of wAB − wA − wB which meets ΣA and ΣB at their boundaries. We
will moreover require that Σbridge contains the HRT surface for AB. Then it
is clear that the union of ΣA, ΣB, and Σbridge forms a Cauchy surface for wAB.
But once again, since ΣAB is maximal, we have that
Vol(ΣAB) ≥ Vol(ΣA) + Vol(ΣB) + Vol(Σbridge) ≥ Vol(ΣA) + Vol(ΣB), (4.17)
where the second inequality holds because volume is a non-negative quantity.
This establishes the superadditivity property for maximal volumes of subre-
gion wedges.
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Figure 4.7: On the left is a spatial slice showing the wedge of a region A, the
wedge of a region B, and a `bridge region.' Here there is clearly a gap between
a spatial slice on the A wedge and a spatial slice in the B wedge, as shown in
the cross-section on the right. We can however always bridge this gap by an
arbitrary spatial slice of the bridge region which meets the slices associated to
A and B respectively at their boundaries
Notice that it is important to require that the bridge contains the HRT sur-
face for AB. This is because the volume that computes the complexity is only
maximal among Cauchy surfaces of the entanglement wedge, i.e. among sur-
faces anchored on this latter HRT surface (and also on AB). That Σbridge can
be chosen in this way follows from the results in [90], according to which it is
always possible to choose a spatial slice in the bulk containing simultaneous
the HRT surfaces for A, for B and for AB (assuming Einstein gravity together
with the null energy condition).
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4.4.2 CV 2.0
Superadditivity also holds for the spacetime volumes of Wheeler-DeWitt
(WDW) patches, which has also been proposed as the dual quantity to state
complexity in [31].
The super-additivity of WDW patch volumes follows trivially from the
fact that given boundary regions A and B, the entanglement wedges wA and
wB of these regions are both subsets of the entanglement wedge wAB of the
combined system. Hence, it is also true that the intersections of the WDW
patch with wA and wB respectively are contained in the intersection with wAB.
Because spacetime volume is additive, this means the subregion complexity on
A , B, and AB respectively, which are given by the volumes of the intersections
of the WDW patch with wA, wB, and wAB, obey inequality 4.15. This is
illustrated for a two-sided black hole in gure 4.8, where region A is taken
to be the whole left boundary and region B is likewise taken to be the right
boundary. Then the subregion complexity of A is given by the spacetime
volume of the region shaded in green, that of B by the spacetime volume of
the region shaded in blue, and the complexity on AB is given by the spacetime
volume of the whole WDW. The dierence CAB − CA − CB is thus given by





Figure 4.8: The WDW patch for a two-sided black hole, outlined with dashed
lines. If we consider subregion A to be the left boundary and subregion B to
be the right boundary, then the entire outside of the horizon on the left side,
wL, is the entanglement wedge of A, and likewise for the right side and B.
The entanglement wedge of AB is the whole spacetime.
4.4.3 Additivity in CA?
Since we have not proved superadditivity in either CA or CA-2, it is
natural to wonder under what conditions, if any, such a property holds for these
conjectures. We do not pursue this question in depth here, but it is quick work
to see that superadditivity is far from generic in either proposal. The spacetime
regions considered under the complexity=spacetime volume proposal are iden-
tical to those considered in the action proposals, namely, the intersection of a
region's entanglement wedge and the WDW patch of the boundary slice. The
same nesting properties then hold here as in the previous section. However,
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the fact that volume and spacetime volume are positive-denite quantities led
to the superadditivity conditions above. On the other hand, the bulk inte-
gral of the action is often negative. For instance the Einstein Hilbert term
in pure AdS spacetimes gives a negative integrand (R − 2Λ = −2(d−1)
L2
in d
spacetime dimensions). There are also contributions from subregion bound-
aries and boundary intersections which may be of either sign. Some of these
contributions have ambiguities which require stating a convention before the
overall sign could be determined [4, 59, 95]. In the next section, we will look at
specic instances where both subadditivity and superadditivity occur for the
action.
4.5 Additional Purications
In subsection 4.3.2 we argued that assuming the complexity=volume
or complexity=spacetime volume prescription for pure states, then the corre-
sponding subregion prescription computes the purication complexity of the
boundary mixed state, specically minimizing complexity overall holographic
purications. The consistency conditions mentioned in 4.2.4 follow automat-
ically for these proposals. Similar demonstrations for subregion action pre-
scription are not forthcoming, so in this section, we put the action subregion
prescription to the test holographically by considering what is perhaps the
most canonical holographic mixed state, the thermal state dual to one size of
a static eternal black hole.
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4.5.1 Multisided Black Holes
In 2+1 spacetime dimensions, the entanglement wedge corresponding
to the thermal mixed state under consideration amounts to one exterior region
of a BTZ black hole. The most obvious purifying geometry is the two-sided
eternal black hole solution, dual to the thermoeld double state, and we will
scrutinize this case more carefully in the next subsection. However, a much
larger class of holographic purifying geometries exists, which we consider all
together here: AdS3 black holes with n sides and genus g. These geometries are
an extension of the familiar BTZ black hole [74], obtained by quotienting pure
AdS3 by a discrete group of isometries, and they are studied in [103105]. The
states dual to these geometries were discussed in [106], and the entanglement
structure was studied in [107]. The minimum complexity over all sides n and
all genus g provides an upper bound on the purication complexity of the state
on a single boundary.
The complexity of this family of black holes was computed for the
t1 = t2 = ... = tn = 0 spatial slice in [96] according to both the complexity
= volume and complexity = action conjectures. The authors of that paper
computed a quantity ∆C, which they dened as the dierence in complexity
between the solution of interest, and n copies of the one-sided M = 0 BTZ
black hole. The results they found for an n sided black hole with a wormhole
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∆CV = −43πcχ (4.19)
where c = 3L
2G
is the central charge of the boundary CFT and χ = 2− 2g − n
is the Euler characteristic of the t1 = t2 = ... = tn = 0 spatial slice. One
immediate consequence of this result noted in [96], is that at any xed n,
∆CA decreases with increasing g. This already casts doubt on the idea that
purication complexity should be identied with subregion complexity in CA,
as for any value of the subregion complexity (which certainly does not depend
on the genus, a property of the purication), we may nd a genus such that the
corresponding 2-sided purication has a lower complexity. This would seem
to be a problem for `complexity = action' generally, in so far as it implies the
purication complexity of our state in CA is −∞. The authors of [96] suggest
that perhaps this merely indicates an upper bound on the allowed genus of
such black holes. In order to remain consistent with purication complexity
= subregion complexity, however, one would need an even stricter bound than
that implied by the positivity of complexity, or else our upper bound on the
purication complexity will fall below the subregion complexity, the presumed
true value.
By contrast, we see that for complexity = volume, increasing either
the genus or the number of sides will only increase the complexity of the
corresponding purication, and so our upper bound is provided by the ordinary
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BTZ case where n = 2 and g = 0. We see that in that case that χ vanishes, and
so the total complexity is twice that of the M = 0 black hole (this calculation,
of course, did not include any boundary term as suggested in section 4.3.3). On
the other hand, due to the mass independence of the subregion complexity of
one side of BTZ, the subregion complexity is identical to that of one side of the
M = 0 black hole, and so for CV we have that our upper bound on purication
complexity is still larger than the subregion complexity, consistent with the
conjecture that purication complexity = subregion complexity in CV.
This comes as no surprise, as this result was guaranteed by superaddi-
tivity. Given any subregion A of any asymptotically AdS geometry, we may
partition the total boundary into A and its complement. Then superadditivity
of CV, along with the positivity of volume, guarantees us that the holographic
complexity of the total state (as computed in CV) is greater than the sub-
region complexity of A (or equal to, in the limiting case where A is the full
boundary). Thus, given a state ρ on a subregion A of a CFT, and all classical
geometries dual to purications of ρ, i.e. all geodesic completions of the en-
tanglement wedge W of A which preserve W as the entanglement wedge of A,
we will always nd that according to CV, our holographic estimation of the
purication complexity of ρ is no greater than the subregion complexity of A.
Because the spacetime volume is also strictly positive, and because
complexity according to CV2.0 is also superadditive, the same logic applies.
Whether it applies to CA-2 in cases where it disagrees with CV2.0 is left to
future work.
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4.5.2 Two sided BTZ black hole: detailed treatment
Though the action results for the genus-g black hole solutions may cast
doubt on the idea that subregion action is dual to purication complexity,
they could alternatively be teaching us nontrivial information about limits
on the genus which can be described holographically at a certain cuto, or
these solutions might be disallowed for some other unknown reason. With
these possibilities in mind, we examine in more depth the standard case of a












with z → 0 representing the AdS boundary and zH being the z coordinate of
the horizon.
Subregion action calculations for this case were computed in [4], but
we here report results which include an additional term11 associated with null
boundaries required to make the action reparameterization invariant [59]. Uti-
lizing this term, the on-shell action of the Wheeler-DeWitt patch depends on
an undetermined lengthscale, which we denote L̃. We additionally allow the
cuto surfaces (of constant z < zH) on right and left to vary independently as
zL,min = δL and zR,min = δR. We report the action result for the tL = tR = 0
slice here, abbreviating L̄ = L̃/L where L = LAdS, δ̄L = δL/zH , and δ̄R =
11As this work was being prepared, we learned in private correspondence with the authors


































































The subregion action associated with either left or right side (restricted to the























Comparing these results to expectations is complicated by the existence
of the undetermined length scale L̃, which lacks a clear interpretation in re-
lation to complexity in the boundary theory. Demanding that the complexity
is a positive quantity in the strict UV limit (δL → 0, δR → 0) simply requires
that we choose L̃ > LAdS =⇒ L̄ > 1. If the interpretations of section 4.3.2
are correct, however, and letting the cutos on both sides approach the horizon
12Joint contributions in the subregion action diverge if naively evaluated on the black hole
horizon. We followed [4] by computing the action on an exterior region bounded by null
surfaces just outside the future and past horizons and taking the limit that they coincide
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Figure 4.9: The above plots show the dierence between the total state com-
plexity CT = CLR and the sum of left and right subregion complexities CL+CR
for the BTZ black hole at tL = tR = 0, computed using the complexity=action
prescription. Positive values indicate that the left and right factors behave su-
peradditively, and negative indicates subadditivity. The cutos are constant z
surfaces zR = δR, zL = δL and various choices of L̃/LAdS are displayed. Posi-
tivity in the strict UV limit (δL → 0 and δR → 0) requires that the lengthscale
L̃ be chosen greater than LAdS, so only such lines are displayed. The dashed
portions of each line are excluded if we demand positivity of the total state
complexity as well as both subregion complexities at the corresponding cut-
os. We nd that in the remaining parameter space the system always behaves
superadditively: CT > CL + CR.
(δ → zH or δ̄ → 1) amounts to coarse-graining the state on both boundaries,
then positive complexity should be imposed over the whole range of allowed
cutos. We nd that L̄ greater than but of order 1 easily results in negative
complexity as the cutos are pushed inward (away from z = 0). For L̄  1,
both cutos must approach the horizon itself before there is a problem with
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negative complexity. For any choice of cutos, there is some L̄ suciently
large to avoid negative complexity. This is especially true if at least one cuto
remains in the deep UV (e.g., δ̄R  1).
If we ignore positivity requirements and allow any combination of xed-
z cutos, then we can nd regions of subadditivity (CT < CL + CR), as well
as regions where the total state complexity is lower than one or the other of
the subregion complexities (CT < CL or CT < CR), which would violate the
purication complexity interpretation of the corresponding subregion action.
Neither of these properties occurs, however, if we restrict to regimes where
the total state complexity as well as both subregion complexities are positive.
See gure 4.9 for illustration of how requiring positivity excludes cases of
subadditivity, for example.
To summarize the action results for this case, if we treat positivity as a
strict condition for all complexities, then the choice of lengthscale L̃/LAdS can
impose nontrivial restrictions on the allowable cuto surfaces (especially for
L̃/LAdS greater than but of order one). Over any combination of L̃/LAdS, δL, δR
which gives positive complexities, we nd that the total state complexity is
always larger than either subsystem complexity, avoiding contradiction with
the purication complexity = subregion action conjecture as could occur for
the genus-g solutions of the previous section. In the parameter space consistent
with positivity, the action behaves superadditively. As reviewed in section
4.2.3, this diers from the subadditivity expectation coming from the basis
and spectrum decomposition utilized in [4]. The discussion of that section
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cast some doubt on the subadditivity expectation, but we nevertheless found
it plausible. The mixed results of this section do not give any strict violation
of the purication complexity interpretation of subregion action, but without
a reason to expect superadditivity as the generic behavior for these states
it remains a puzzle facing that interpretation. The signicance of L̃ is an
important piece in that puzzle.
If we consider instead the subregion volume prescription for the same
spacetime decomposition, including the boundary term on the HRT surface
suggested in 4.3.3), then at least our most immediate expectations follow nat-
urally. All complexities are manifestly positive, and subadditivity is always
obeyed on the tL = tR = 0 slice. The sum of the subregion complexities dou-
ble counts" the boundary term, which the total state slice eectively counts
only once. Because the boundary term is proportional to the area of the HRT
surface (and therefore the entanglement entropy) and it does not vanish under
any course graining, we loosely interpret it as the `basis complexity' portion
of the subregion complexity.
The volume prescription also incorporates the case we puzzled over af-
ter equation 4.11, where the total state happens to be exactly the minimal
complexity purication of both subsystems, and we saturate the weak super-
additivity limit CL + CR = 2CT . This would not ordinarily occur for the
thermoeld double state unless it happened to be the minimally complex pu-
rication for both left and right factors. This can be realized as a limiting case,
saturated by taking both cutos down to their limiting values around the HRT
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surface (equivalently, sending the volume portion to zero and leaving only the
HRT boundary term, refer to gure 4.4). This could perhaps be thought of as
eectively course grains the `basis complexity' on both sides to zero and leaves
only the spectrum part, necessary to maintain the entanglement structure and
give a pure state.
4.5.3 Subregions of pure AdS3
Finally, we will consider the reduced state on interval subregion of
pure AdS. Actually, the subregion complexity of general subregions of AdS3
was computed according to CV in [108]. It remains, however, to repeat that
computation for CA, and to compute the purication complexity of such sub-
regions, by considering all (or at least a large family of) geodesic completions
of the entanglement wedge. The state on any particular interval subregion in
pure AdS3 is related to the state on other interval subregions, whether of the
global boundary or the Poincaré boundary, by boundary conformal transfor-
mations, and the entanglement wedge to which it is dual can be related to
other entanglement wedges by bulk isometries. The entanglement wedge may
also be isometrically mapped to an entanglement wedge of a subregion of the
boundary of the BTZ black hole, or more generally to a subregion of a single
side of the n sided genus g black hole. These transformations, however, will
not, in general, preserve the cuto, and so we must keep track of how the
cuto transforms under such transformations.
To begin with, we will consider an interval of length 2R along with a
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cuto dened by constant Poincaré bulk coordinate z, namely, we will put a





−dt2 + dx2 + dz2
)
. (4.23)
One purifying geometry is of course the entire Poincaré patch, the complexity













where L is the AdS length scale and L̃ is an arbitrary length scale. Periodically
identied Poincaré space, where we identify x with x + a, also provides a
purifying geometry for our interval, provided the periodic identication does
not change the RT surface. This requires that the length of our interval must
not be greater than half the length of the periodically identied boundary.
One may see this as follows: Consider a region of length a on the Poincaré
patch periodically identied as x ∼ x + R. Clearly, for a
R
suciently small,
the entanglement wedge of the region is the same as in the full Poincaré patch.
How small though does a
R
need to be? In the periodically identied geometry,
our interval from x = 0 to x = a is homologous to the interval from x = a to
x = R. As a consequence, there are two surfaces competing to be the global
minimum, one which lifts in the full Poincaré patch to the usual RT surface
for the interval of interest, and one which lifts instead to the RT surface of
the interval from x = a to x = R. Clearly, the `usual' RT surface wins out




. Because it is clear that the complexity
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of such a purication grows monotonically with R, the lowest complexity in
this family will be given by R = 2a, right at the point of transition between
the two minima. The complexity of this periodically identied geometry will
be the same as for the non-identied case, but with the innite transverse
volume simply replaced by 2R, yielding











Notice now that if we scale all the coordinates, as well as the size of
our region and our cuto, by a uniform constant α, that is an isometry, such
that the image of our original cuto entanglement wedge is the new cuto
entanglement wedge (with the new cuto). If one does this while holding L̃
xed, one may, in fact, cause the complexity of the regulated complexity to
become negative. This may be avoided, however, if we scale L̃ along with the
coordinates too, and the purication complexity bound found above is xed
under such rescalings.
We may also embed such regions as subregions of a single side of a BTZ
black hole, or even to an entire side of a planar BTZ black hole (although
the corresponding cuto will not appear natural). To see this, rst, consider
that the entanglement wedge of an interval on the Poincaré patch may be
mapped by a simple change of coordinates to one side of AdS-Rindler. By
applying the map corresponding to our region of interest, we can get our
entanglement wedge as one side of AdS-Rindler, and by considering a larger
interval containing ours, we may get our interval as a subregion of the boundary
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where f(z) = 1− z2
L2
. This is exactly the same metric as the planar BTZ black
hole with zh = L. Replacing f(z) by f(z) = 1− z
2
z2h
then, we have AdS-Rindler
when zh = L, but the metric is invariant under scaling all the coordinates
along with zh (but not the AdS length scale L) by any constant α. The
rescaling gives us an isometry between AdS-Rindler and a BTZ black hole of
any temperature. Composing the two isometries we have found, we may then
embed our regulated entanglement wedge either as a full side of a BTZ black
hole or as the entanglement wedge of a subregion of a single boundary. We may
also see that the entanglement wedge of our interval may be embedded into
BTZ by recalling that BTZ black holes (as a specic example of the n-sided
genus g construction discussed above) may be obtained by a quotient of pure
global AdS3. Clearly then, any interval subregion of the boundary of AdS3
may be mapped by a conformal transformation to an interval lying entirely
inside a fundamental domain of our quotient space. Because such subregion
lies entirely in a fundamental domain, that interval may be thought of as a
subregion on the boundary of the quotient space. Either way, we may minimize
the resulting embedding over a number of parameters, such as the size of the
BTZ subregion or the BTZ temperature, but rst, let us come back to the
n sided genus g solutions discussed above. Clearly, for any embedding into a
single side of a BTZ geometry, these also form a family of geodesic completions
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of the entanglement wedge of our interval. However, the conclusion from
considering this family is no dierent from those we already saw for the BTZ
thermal state. For CV and CV2.0, the complexity increases both with the
number of sides n and the genus g. For CA, the complexity increases in n (at
least for a suciently small choice of the cuto), but decreases without bound
with increasing g. This leads to the same problems as before and doesn't tell
us anything particularly new.
4.6 Conclusion
In this work, we have estimated the purication complexity of the re-
duced state on a boundary subregion holographically, by considering dierent
geodesic completions of the dual entanglement wedge, and by considering dif-
ferent cut-os, corresponding to dierent course grainings of the purifying
state. We have shown that according to CV and CV2.0, the optimal holo-
graphic purication is given by a geodesic completion of the entanglement
wedge with a cuto which skirts the HRT surface of the compliment of our
region. As such, the minimum complexity among holographic purications
reproduces the usual subregion complexity (possibly up to an extra bound-
ary term, as discussed in section 4.3.3). As such, we may conclude that at
least to leading order in the 1
N
expansion, subregion complexity = purication
complexity if either CV or CV2.0 is correct for geometries dual to pure states.
For CA, we still nd that the subregion complexity corresponds to the
complexity of a particular holographic purication, though we have no guar-
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antee that there is not some other purication of smaller complexity. In fact,
we have several explicit examples in which what naively appears to be a holo-
graphic purication is found to have a smaller complexity than the subregion
complexity in question, and even that the complexity can become negative.
From this we must choose from the following conclusions, namely that these
combinations of geometry and cuto are not genuinely holographic (i.e., they
are not dual to some state in a boundary CFT), that the complexity = action
conjecture is simply wrong, or that the complexity = action is a special case
of a more general conjecture, so that in these cases CA does not apply and we
must use the generalization. As an example of the last situation, one might
imagine adding a term which depends explicitly on the Euler characteristic in
order to `x' CA in case of arbitrary behind the horizon genus.
These results are in some tension with those found in [4]. In the case
of CV, this tension is not so strong. While it is true that CV is superaddi-
tive (as the authors of that paper had pointed out), we argue that in most
circumstances this is to be expected due to the existence of operations which
can raise the complexity of a pure state while going unnoticed by the density
matrices arising from a decomposition into subsystems. In the particular case
that preparing the total state does not require any such operations (as may be
the case for the tL = 0, tR = 0 thermoeld double state decomposed on right
and left factors), then subadditivity can be realized modifying the prescrip-
tion for subregion complexity in CV by adding the boundary term discussed
in 4.3.3. Once this modication is made, the arguments made in [4] that sub-
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region complexity in CA matches purication complexity applies equally well
to CV. For CA, the tension is perhaps stronger, though it mostly arises from
cases not considered by those authors.
4.7 Appendix I: Calculation of two-sided BTZ Action













We will allow the cutos on the left and right side to vary independently,
though we still choose constant z surfaces, and we consider only the tL = tR =
0 slice. We denote these cutos as zL = δL, zR = δR, though they are not
necessarily small.
We'll consider the total WdW patch action (AT ), as well as that of the
right subsystem (AR). The latter is obtained by restricting to the entanglement
wedge of the subsystem, which is simply the right exterior of the black hole.
The left subsystem action (AL) is the same as AR with δR → δL. Time
reection symmetry and additivity of the bulk action also allow for simple
determination of the action on the behind-the-horizon regions to the future
(AF ) and past (AP ) through AF = AP = 12(AT −AR −AL). These two bulk
subregions are not expected to correspond to boundary state complexities in
their own right so we do not compute them here.
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We'll rst use the prescription summarized in appendix C of [59] with
the generators of null boundaries anely parameterized. This leaves a de-
pendence on the overall normalization of these generators (see equation 4.29).
We'll also compute the boundary counterterms described in appendix B of [59],
the inclusion of which makes the action result reparameterization invariant.
In this appendix we report results with and without these terms.
4.7.1 Setup
Both the total state WdW patch and the left/right subregions we con-
sider are diamond shaped" on a conformal diagram, so we adopt a common
labeling scheme for the boundaries and joints, shown in gure 4.10. In each
case, the action A consists of a bulk contribution on the relevant volume V,
four contributions on null boundaries Ni (i = 1, 2, 3, 4), and four co-dimension
two joint" contributions13. We'll denote these joints as Jj (j = 1, 2, 3, 4).
We'll also use sometimes use j1 and j2 to label the leftgoing/rightgoing null
boundaries who's intersection forms the jth joint. For example for j = 1 the
joint is the intersection of N1 and N4, so (j1, j2) = (1, 4).
Before adding the term for reparameterization invariance, the action
13Note that a prescription using variable cuto surfaces to dene a family of purications
is more naturally suited to a joint (constant t) cuto scheme as opposed to a timelike
boundary cuto, see g. 4.11
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Figure 4.10: A conformal diagram for the two-sided BTZ spacetime is shown
in the left panel. The Wheeler-DeWitt patch corresponding to the total state
is shaded in light red, while dark red indicates the subregion of interest for the
right subregion computation. Both regions are diamond shaped" so we adopt
a shared labeling scheme for the joints and null boundaries, as illustrated in
the right panel.
on such a bulk regions is given by














ln |kj1 · kj2/2|dS
Here λi parameterizes the ith null boundary through kαi = dx
α/dλi with κ
dened by kβi ∇βkαi = κ kαi . We rst choose this parameter to be ane, and
express results in terms of arbitrary normalization constants for the ki: ki · t̂ =
ci with t̂ being the static time coordinate vector t̂ = ∂t. This leaves only the
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Figure 4.11: The cuto prescription utilized in this work is that of the left
diagram.










ln |kj1 · kj2/2|dS
After computing these contributions we'll add counterterms associated
with the null boundaries which make the action reparameterization invariant.
These terms ultimately render the choices of the previous paragraph irrelevant
(the ane parameterization and normalization of kαi ), but they require the
introduction of arbitrary lengthscale(s) which we'll denote L̃i.
For the ith null boundary, the counterterm ∆SNi is given by

















the volume element induced on the space transverse to xed λi.
The normalization constants ci, and the lengthscales L̃i should be the
same on future-directed left-going and right-going null boundaries (this en-
sures, for instance, that the action goes to zero when the diamond" is squashed
along either null direction). At the end we'll impose this but we'll rst de-
note them independently to illustrate more explicitly the replacement of ci
dependence by L̃i dependence. The signs for both null boundary and joint
contributions will be listed in their respective subsections below.
4.7.2 Bulk contribution
The bulk contributions on each subregion simply integrate over the
constant value of R − 2Λ = −4/L2. The spacetime volume of each wedge
(Right/Left/Future/Past) can be written V = ∆xL4
∣∣∣ 1zc − 1zH ∣∣∣, where zc is the
position of the joint furthest from the bifurcation surface in each quadrant. In
the right and left quadrants, zc is simply the cuto zc = δL,R. In the future
and past quadrants we denote these joints as zF and zP , though symmetry
dictates that these are at the same coordinate z-value, determined by the two
cutos as










The bulk contribution in each quadrant can therefore be written in the
unied form
SR,L,F,PV = −4∆xL2




Turning to the joint contributions, we utilize anely parameterized
future-directed boundary generators, normalized according to ki · t̂ = −ci
where t̂ = ∂t. For example in the right quadrant we choose future-directed
ingoing and outgoing generators on N1 and N2 to be given by
(k1)µ = c1 ∂µ(−t+ z∗(z))
(k2)µ = c2 ∂µ(−t− z∗(z))
(4.29)





∣∣∣∣z + zHz − zH
∣∣∣∣ (4.30)
Analogous expressions apply for all ki. For every joint we will consider, we






and dS = L2/z dx, so the total joint
contributions can be written













L2|z2j − z2H |
))
(4.31)
The signs of the joint contributions given by (see [59], appendix C)
sign(J1) = 1, sign(J2) = −1, sign(J3) = 1, sign(J4) = −1.
4.7.4 Counterterm
Lastly, we compute the counterterms required for reparameterization
invariance. This requires the introduction of a lengthscale which we'll denote
L̃i on the null boundary Ni. Once again these lengthscales should match for
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left-going and right-going boundaries, but we rst denote them independently
to keep track of contributions and cancellations with joints. For each null
surface we have a contribution depending on Θi, the expansion parameter
associated with λi:








For each of the four null surfaces in question,
√
γ = (L2/z) and so
Θi = −1z dzdλi . For the generators parameterized as in equation (4.29), we have
dz/dλi = ±ci z2/L2. This allows us to write each contribution in the form:





















With λ integrated to the future, parameterization invariance requires
sign(Ni) = −1 for null boundaries which are to the future of the bulk subregion,
and +1 for past null boundaries.
4.7.5 AT : full WdW patch action
We rst compute the full action on the WdW patch. Summing the bulk














where zF = zP are the futuremost and pastmost joint location, given by eq.






































































































The cancellation of ci constants from the joint terms after the inclu-
sion of counterterms is evident from the above expressions. In the combined
answers we impose that c1 = c3 = c, c2 = c4 = c̄, L̃3 = L̃1, L̃4 = L̃2, as
well as zP = zF . The total action, reported without (AT ) and with (ÃT ) the































































We now compute the right subregion action, dened by restricting the
Wheeler-deWitt patch to the entanglement wedge of the boundary subregion,
which for the right boundary is simply the full right-side exterior of the black
hole. In most respects the right subregion computation follows the same pro-









However, evaluating joints directly on the horizon would naively give divergent
results. We follow [4], by rst setting null surfaces just outside the past and
future horizons and taking the limit that they coincide with the horizons. More
precisely, we dene null boundaries N3 and N4 to pass through a joint just o
the bifurcation surface: t = 0, z = zH − ε in the right quadrant (a dierent
t would not aect the result). We then let ε → 0, which ultimately leaves a
nite result for the total joint contribution. Because of the simplicity of the
z∗(z) function in equation (4.30), this procedure can be carried out exactly for
any δR.
Before setting the ci constants to c and c̄, the contribution from joints
















Adding the contribution from J2 and replacing c1 → c and c2 → c̄, the total
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The counterterm contributions from null boundaries N3 and N4 vanish

































Combining the previous expressions we nd the total result for the










































In the main text, our discussion centers on the result with counterterms
included (reported there in a somewhat dierent form, see section 4.5.2).
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