Mass transfer to a flowing liquid in an inclined cell using interferometry. by Ray, Martyn Spencer.
m s s  TRANSFER TO A FLOWING 
LIQUID IN AN INCLINED CELL, 
USING INTERFEROMETRY
h y
Martyn Spencer Ray
Department of Chemical Engineering 
University of Sux’rey
Thesis presented for the degree of Doctor 
of Philosophy in the Facialty of 
Engineering of the University of Surrey
July 1973
ProQuest Number: 10804393
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10804393
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
•ABSTRACT
Studies of the mass transfer mechanisms which 
occur when carbon dioxide is absorbed into flowing water 
•films in an inclined cell are described. The amount of gas 
absorbed is small and therefore requires a highly sensitive 
detection apparatus. For this purpose a new modified 
Michelson interferometer was constructed which enabled 
direct concentration readings to be obtained. Gas concen­
trations in the liquid were also obtained by titration.
The experimental work was mainly confined to angles of 
inclination less than 5°»'
Hydrodynamic results showing increased flow rates 
at the sides of the inclined cell, due to meniscus effects, 
are presented. Hydrodynamic "end effects” at the liquid 
exit from the cell, which cause increases in the absorption 
rate, have been successfully minimised by the design of the 
apparatus and the experimental technique employed^
The take up of gas, concentrations and concentration 
profiles have been obtained relative to.the gas-liquid 
contact time, from both experimental and theoretical consid­
erations. It has been shown-that there is an appreciable 
surface resistance to the absorption process. The applica­
bility of certain theoretical equations to the results has 
been studied.
It has been demonstrated, for angles of inclination 
less than 3 ° 9 that convective disturbances (in the form of . 
microflows, eddies or perturbations) are present. This 
causes an increased transport of solute from the liquid' 
surface than can occur by molecular diffusion alone.
Beyond 3° eddies or disturbances are present 
due to hydrodynamic instabilities eventually leading to 
"observable” wave formation. The effect of waves on the 
concentration profile, and the amount of gas absorbed, 
has been considered.
Experimental results have also been obtained for
desorption of gases from horizontal stagnant water pools,
using a simultaneous birefringent interferometric and
pressure transducer technique. The systems investigated
were carboii dioxide-water, acetylene-water, ammonia-water,
sulphur dioxide-water and acetone-water. The amount of gas
desorbed, concentrations, concentration profiles and surface
resistance were obtained relative to the desorption times
from experiment; A theoretical analysis has been made. The
effect of pool depth and pool area on the desorption of
acetone from water were investigated (for pool depths between
P 2
0 .3  nim and 23 pool areas between 2 .2 cm and 17 cm ).
The desorption study was performed in order to 
assist the interpretation of results obtained from the 
flowing liquid cell. This was mainly in connection with 
the nature of the surface resistance and convective distur­
bances encountered during absorption into thin liquid films.
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CHAPTER 1
LITERATURE SURVEY
1 -
LITERATURE SURVEY
(1-1) Introduction
Thin liquid films have many applications in chemical 
engineering. Packed columns, suspended wetted plates, wetted 
wires and similar equipment have been used in gas absorption 
and desorption, as well as rectification. Most vapour 
condensors make use of thin film flow and film evaporators are 
used in handling heat sensitive materials.
The design of absorption columns from first principles 
requires a knowledge of the rates of absorption among other 
parameters. To minimise costs these should ideally be deter­
mined on a laboratory sized unit.
For removal of constituents from gas streams by , 
contact with a liquid, in which certain components are 
preferentially soluble, it is usually desirable to increase 
the contact surface area between the two phases. This will 
minimise the resistance to mass transfer in the phases. For 
systems where the resistance to mass transfer lies mainly in 
the gas phase, a number of experimental techniques are available. 
Difficulties arise when a resistance occurs in the liquid phase, 
as mass transfer coefficients are then highly sensitive to the 
hydrodynamic conditions.
Usually the diffusion rates of the solute in the 
phases, particularly the liquid, are low and masfr transfer 
can be increased by agitation or chemical reaction which 
removes the diffusing species. The amount of gas absorbed 
is proportional to the contact area, which explains the use 
of apparatus with an easily calculable interphase contact area, 
for studies of hydrodynamics and gas absorption. Hence the
.. - 2 - ■
apparatus generally employed is a wccuecL w a u  coiuim ur nao 
plate equipment.
(1-2) Hydrodynamic s
The main objective of this work is a study of mass 
transfer in falling liquid films,.and as such a detailed 
investigation of the fluid hydrodynamics is outside the present 
scope. However it is impossible to totally neglect all aspects 
of this field, therefore a basic introduction to the relevant 
literature and theory is included. This will be mainly confined 
to studies of liquid film thickness, velocity profiles within 
the film and work concerning surface waves and other disturbances.
One of the first attempts to represent the character­
istics of a falling film mathematically was by NUSSELT (1916) 
and later by FALLAH, HUNTER and NASH (1934), and also JACKSON 
(1933). They solved the basic equations for laminar viscous 
flow and obtained expressions for the film thickness, shear 
stress and velocity profile. No less than twentyfive authors 
from HOPF (1910) to BELKIN et.al. (1939) have reported work 
concerning measurements of liquid film thickness at various 
Reynolds Numbers. These have been summarised in tabular form 
by P0RTALQCI(1960) and later by FULFORD (1964). Experimental 
methods used have been either direct methods in which the 
surface is touched by a probe, usually attached to a micrometer 
screw, or indirect methods. Direct weighing, radioactive tracers, 
electrical capacitance, and photography are the usual indirect 
techniques.
Results indicate that despite ripples on the liquid 
surface, the average film thickness is well represented by use 
of NUSSELT (1916) equations. The Reynolds Number friction factor 
correlation, for true streamline flow, was also found to apply 
for Reynolds Numbers less than 1500. This indicates that the
- 3 -
flow conditions are reached.
Work by BRAUER (1956) also confirms MJSSELT (1916) 
theory, although surface velocity measurements indicated that
deviation occurred at a Reynolds Number of. 8, when ripples
0
formed. . By defining a friction factor he obtained empirical 
equations relating the wall shear stress to Reynolds Number, 
and the physical properties of the liquid, for each region 
defined by the transition points.
DUKLER and BERGELIN (1952) proposed a theory for the 
flow of wavy liquid films, and YON KARMAN (1939) suggested 
the existance of a universal velocity profile for turbulent 
flow. This theory was supported by the experimental work of 
NIKURADSE (1933), for flow in full cylindrical pipes. The 
theory was extended by DUELER (1959), assuming that the same 
equations apply for two phase flow. He obtained an expression 
for the film thickness as a function of Reynolds Number, with 
the interfacial shear such as results from counter and co­
current gas flow.
Many theoretical studies of wave motion have been 
performed, for example PRIEDMAN and MILLER ( W ) ,  GRIMLEY (194-5), 
KAPITSA (194-8), JACKSON (1955) , BRAUER (1958), BENJAMIN (1961) 
and DUKLER and BERGELIN (1952). Of these theories, that of 
KAPITSA (194-8) is the most comprehensive, since it is the only 
one which enables the wavelength, frequency, amplitude and 
group velocity of the wave motion to be calculated. PORTALSKI 
(i960) has reviewed this work (in English) and refined the 
calculations. BUSHMANOV (i960) modified the calculations to 
include a term in the basic equations which had been omitted, 
and his solution is presented by LEVICH (1962). Further modifi­
cation by LU (1963) allows the theory to be applied to inclined 
plates.
A great deal of theoretical work has been performed 
concerning the stability characteristics of falling films;
LIN (1955), BENJAMIN (1957) and YIH (1963) are a few authors. 
This type of theory can be used to predict wave formation and 
phase velocity, but does not assist with interpretation of the 
mass transfer processes occurring in the film.
As has been previously stated, much of the experi­
mental work with flowing liquid films has resulted in measure­
ments of the mean film thickness. Wetted, wall columns have 
been frequently used for this purpose, for example by EALIAH, 
HUNTER and NASH (1934), FRIEDMAN and MILLER (1941) and THOMAS 
and PORTALSKI (1958). PORTALSKI (i960) studied flow on a 
vertical plate, and FULFORD (1962) used an inclined channel 
for similar studies. All of these authors concluded that the 
mean film thickness is predicted, within 10%, by the NUSSELT 
(1916) and KAPITSA (1948) theories.
Data concerning velocity profiles is difficult to 
obtain because films are very thin. FAGE and TOWNEND (1932) 
used an ultramicroscope to detect "sinosoidal” fluctuations 
in the motion of small suspended dust particles flowing in 
liquids very close to the wall of a square duct. RUNDSTADLER, 
KLINE and REYNOLDS (1963) obtained photographs of dye traces, 
GRIMLEY (1945) also used an ultramicroscope to view colloidal 
particles, and concluded that for wavy flow the velocity 
reaches a maximum a short distance below the free liquid 
interface. WILKES and NEDDERMAN (1962) obtained stereoscopic 
photographs of small air bubbles, moving with the fluid, at 
low Reynolds Numbers. They found that when waves developed, 
the velocity profile deviated by ± 20% from the theoretical 
parabolic velocity distribution.
From a knowledge of the mean film thickness, the 
volumetric'flow-'rate and the absolute velocity-’at a point, a 
velocity profile can be obtained from the results. BINNIE 
(19 57), FRIED MAN and MILLER (1941), JACKSON, JOHNSTONE and 
COAGLSKI (1950) all measured surface velocities which were 
greater than those predicted by laminar flow theory. PORTALSKI 
(i960) and FULFORD (1962) however both found, using different 
experimental techniques, that the ratio of surface velocity to 
the average velocity was equal to 1.5* This is predicted by 
NUSSELT (1916), it seems probable that the differences 
encountered are due to the experimental methods used. It has 
been reported by BINNIE (1957), FULFORD (1962) and MERRITT 
(1966) that flow rates in the meniscus region, in the side 
walls of a channel, can be as much as twenty times larger than 
in the centre of the falling film.
A complete review of all hydrodynamic work performed 
until 1964 has been compiled by FULFORD (1964). Recent work 
has been presented by ATKINSON and CARUTHERS (1965) for velocity 
profile measurements, by WEST and COLE (1967) concerning surface 
velocities, HOLMES and VERMEULEN (1968) for velocity profiles 
in rectangular ducts, HO and HUMMEL (1970) on average velocity 
distributions. COOK and CLARK (1971) studied the experimental 
determination of velocity profiles in smooth liquid films. 
Theoretical analysis of turbulent velocity profiles has been 
presented by LEE (1965), and similar analysis for laminar flow 
by DAVIES (1965), LEE (1969) and RUSHTON and DAVIES (1971).
Many studies have been undertaken concerning 
disturbances at the liquid surface, including wave observations, 
onset of rippling, wave frequency, amplitude and wavelength, 
also increased surface area due to waves. One of the first
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comprehensive studies was carried out Dy GKinu&x
Reports of surface area increase due to wave formation have
been given by BRAUER (1956), SHIROTSUKA et.al.(l957), PORTALSKI
(•I960) j ALLEN (1962), VOUXOUCALOSS (1961) , JEPSEN, GROSSER and
PERRX.(1966) and CLEGG (1969). However the published results 
*
differ by as much as a factor of 100 for the same liquids and 
comparable flow rates. The work of CLEGG (1969) is of interest 
because of the approach to the actual case of a "three dimen­
sional" wave motion. Despite conflicting results, it is now 
generally accepted that the increase in surface area due to 
waves (for water films), even under the severest conditions, 
is no more than 10% for a vertical plate. Work by JEPSEN (1964-) 
with a plate inclined at approximately 9° to the horizontal, 
showed a maximum increase in surface area of only 2.5%.
STAINTHORP and ALLEN (1965), STAINTHORP and WILD (1967), and 
STAINTHORP and BATT (1967) have reported results from studies 
of film thickness, velocity and frequency measurements of 
waves, utilising a light absorption technique in dyed films.
Wave amplitude and local mean concentration, and the effect 
of counter and co-current gas flow on these properties was 
also studied. Experimental values were found to differ from 
theoretical predictions, for Reynolds Numbers greater than 
,J0. It was proposed that the observed phenomena were essentially 
non-linear and non-steady state.
(1-3) Mass Transfer
Gas-liquid mass transfer studies have been carried out 
in wetted wall columns by THOMAS and PORTALSKI (1958) and VIVIAN 
and PEACEMAN (1956), on inclined phanes by PULFORD (1962) ana 
MERRITT (1966), and on spheres by CULLEN and DAVIDSON (1957).
The liquid is usually water and the gas either carbon dioxide,
sulphur dioxide or oxygen. In the absence of rippling or wave 
formation on the liquid film, there is a tendency for the liquid 
side mass transfer coefficient to fall below values predicted by 
laminar flow theory. Typical deviations are of the order of 
10% to 20%. The explanation may lie in the presence of an 
“end effect” of the type reported by several workers, e.g. 
GOODRIDGE and GARTSIDE (1965). In rippling films, the mass 
transfer coefficients are usually 200 to 500% higher than 
predicted values, with strong dependance on the physical nature 
of the disturbance, in the region under observation.
One of the first published results for the solution 
of the diffusion equation was by PIGFORD (194-1 )• It was assumed 
that the surface of the film was saturated with gas, the liquid 
had a parabolic velocity distribution, and transport of solute 
in the liquid was by molecular diffusion. The resulting differ­
ential equations were solved analytically, and the mass transfer 
predicted by the theory agreed with experimental results, for a 
smooth liquid surface. When ripples appeared the observed mass 
transfer was greater than predicted. >
EMMERT and PIGFORD (1954-) studied absorption and 
desorption of Oxygen and carbon dioxide in water; LYEN, 
STRAATEMEIER and KRAMERS (1955) studied absorption of sulphur 
dioxide in water, aqueous solutions of hydrogen chloride, sodium 
hydrogen sulphite and sodium chloride, for various column lengths. 
STIRBA and HURT (1955) measured the rate of dissolution of solid 
organic acid coatings, from the wall, into falling liquid films, 
and carbon dioxide absorption in water. KIRKBRIDE (1955) and 
GARWIE and KEY (1955) measured heat transfer rates from a wall 
into a falling film. All of these investigators used wetted 
wall columns, and all found a substantial increase in the heat
and mass transfer when waves were present. They also used 
surface active agents to supress wave.formation, and found then 
that mass transfer rates were predicted by PIGFORD (19^1)-theory.
VIVIAN and PLACEMAN (1956) measured carhon dioxide 
desorption from water, and chlorine desorption from dilute aqueous 
solutions of hydrochloric acid, using short wetted wall columns 
(2 to 5 cm long). The column was so short that waves had not 
formed, and hence surface active agents were not used. The 
results were 10 to 30% below theoretical predictions, assuming 
a flat velocity profile and the penetration theory. PERRY 
(1955) also found decreased experimental mass transfer rates 
compared to this theory, for carbon dioxide absorption in water 
and potassium hydroxide solutions. He assumed the surface was 
not saturated and applied an accommodation coefficient. CULLEN 
and DAVIDSON (1957) investigated the effect of surface active 
agents on the surface resistance, and found that the resistance 
fell to zero at low and high surfactant concentrations. They 
also found that the mass transfer can be reduced by as much as 
25% in systems where surfactants do not affect the hydrodynamics. 
GARTSIDE (1962) and SCRIVEN and PIGFORD (1958) studied the effects 
of surface active agents and concluded that they can appreciably 
increase the surface resistance to mass transfer.
Recent work by FARLEY and SCHECHTER (1966) has led to 
the formulation of a model to calculate the retardation of the 
surface velocity due to the use of surface active agents. 
Theoretical analysis of the stabilising effect of surfactants 
on film flow has been presented by LIN (1970) and ANSHUS and
#5,
,ACRIV0S (1967)* The latter calculated that with surfactants 
present there is a large decrease in the growth rate, and a large 
increase in the wavelength, of the most rapidly amplified
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disturbance. From all this work it is clear that the effects 
of surface active agents on film flow are not fully understood. 
Furthermore, the presence of surfactants introduces effects 
which complicate analysis, and result in doubts concerning the 
validity of deductions made from experimental results.
GOODRIDGE and GARTSIDE (1965) studied liquid films
flowing in channels, inclined at angles less than 10 minutes to
the horizontal. They found at very low angles that ripple 
free films could be produced for Reynolds Numbers up to 900,
although the mean film thickness is not predicted by the NUSSELT
(1916) equation. The films were laminar with a parabolic 
velocity profile. Carbon dioxide was absorbed into the film, 
for a wide range of exposure times, and the results were in 
agreement with a simplified solution of the unsteady state 
diffusion equation. OLIVER and ATHERINOS (1968) studies gas- 
liquid and solid-liquid mass transfer to falling films in an 
inclined channel. WRAGG and EINARSSON (1970 and 1971) also 
studied mass transfer from a solid surface to a falling liquid 
film, and measured fluctuations in the mass transfer rates. 
Conclusions drawn from these studies of solid-liquid transfer 
are that gravity controlled roll waves cause mixing of the 
surface layers of the liquid, but have little effect on the 
liquid adjacent to the solid surface.
SZEKELY and STANEK (1969) have presented a theoretical 
analysis of the effect of surface tension on the dissolution 
of solids in laminar flowing liquids. This predicts that when 
the interfacial tension increases with increased solute concen­
tration, then the dissolution rate is enhanced.
JEPSEN (1964), LU (1965) and MERRITT (1966) all used 
a Each Zender interferometer to examine the concentration
-  10 -
profiles of disolved carbon dioxide in falling water films, 
on an inclined plate. JEPSEN (1964) calculated the total 
diffusivity, including an eddy component, which, was a maximum 
in the centre of the film and had values as much as 70 times 
larger than the molecular diffusivity. Local total, diffusion 
coefficients at all points were greater than the molecular 
diffusion coefficient. From bulk concentration measurements, 
the mass transfer coefficients obtained were only 50% of values 
predicted by PIGFORD (194-1) theory.
LUfs (1965) results followed a similar trend to those 
of JEPSEN (1964), with total diffusivity values as much as 50% 
greater than the molecular diffusivity, although a maximum 
was not always found in the centre of the film. Bulk concen­
tration data indicated 10% to 15% increase in mass transfer 
compared to theory. Agreement was not obtained between the 
theoretical and experimental concentration curves as a function 
of contact length.
MERRITT (1966) ^ performed similar experimental work 
at lower angles of inclination, from 1° to 5° to the horizontal* 
The liquid films were thicker and had less disturbances due to 
wave motion. In a detailed criticism of the work of JEPSEN (1964) 
and LU (1965), MERRITT (1966) stated that no account had been 
taken of increased flow velocities in the meniscus region, and 
$0% of the liquid film at the interface was obscured. This 
would explain the previous conflicting results, and the need to 
adjust the fringe patterns to obtain the expected concentration 
profiles.
Several theoretical models have been proposed to 
explain the effect of waves on the mass transfer rate, e.g.
EMMERT and PIGFORD (1954). DANCKWERTS (1951 and 1970) proposed 
a surface renewal model, in which the surface is continually
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replaced by fresh liquid. HARRIOTT'S (1962) model assumes the 
presence of eddies arriving at random times, to within random 
distances from the surface, and sweeping away accumulated solute. 
STIRBA and HURT (1955) proposed that the effect of waves could 
be expressed in terms of an eddy diffusion coefficient. A 
similar approach was adopted by BANERJEE, RHODES and SCOTT 
(1967 and 1968) assuming that eddies were formed within the 
liquid film by the passage of waves. PORTALSKI (1964) derived 
a physical model of the generation of circulating eddies in a 
falling film of liquid, by an adaptation of KAPITSA*s (1948) 
theory of wave formation. The model predicts the existance of 
reversed flow regions in the film, under the troughs of a 
periodic travelling wave. LEVICH . (1962) derived a theory 
incorporating periodic wave motion and mass transfer, which 
predicts that the mass transfer rate will increase 15% due to 
wave motion at the liquid surface. MERRITT (1966) found an 
error in LEVICH* s (1962) treatment of the problem, when corrected 
the theory predicts a 1*5% decrease in the mass transfer rate due 
to waves.
MASSOTT, IRANI and LIGHTFOOT (1966) presented a 
modified description of wave motion in a falling film, by use of 
a more rigorous linear approach. HOWARD and LIGHTFOOT (1968) 
developed a model for predicting mass transfer rates to films 
with a uniform wave motion in terms of surface velocities. This 
was an extension of the surface stretch model of ANGELO,
LIGHTFOOT and HOWARD (1966).
The work of WANG, LUDVIKSSON and LIGHTFOOT (1971) 
considered the stability of vertical falling laminar films, 
subjected to interphase mass transfer and surface tension 
gradients, using linear perturbation analysis. A similar 
approach had previously been considered by WHITTAKER and JONES
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(1966) and recently by KRANZ and GOREN (1971)*
Iluch theoretical work on mass transfer in wavy flow, 
considering hydrodynamics and the effect of roll cells propaga­
ting large mixing eddies has been presented by RUCKENSTEIN (1970) 
and BERBENTE and RUCKENSTEIN (1965, 1968, 1970).
FORTESCUE and PEARSON (1967) have presented work on 
gas absorption in a turbulent liquid which was assumed to be 
determined by relatively large scale eddies, the experimental 
work supported this theory.
MERRITT (1966) developed a theoretical analysis of 
mass transfer with wavy flow, the increase being due to an 
increased solute penetration depth because of the wave motion. 
BANERJEE, RHODES and SCOTT (1967, 1968) derived a theoiy to 
account for increased mass transfer due to waves in laminar or 
turbulent flow. The theory is of general applicability because 
neither the velocity profile nor the increased interfacial area 
need to be known. The wave celerity, wave amplitude and wave 
number are the main parameters used in the analysis.
Very little work has been published describing the 
nature of the transfer process occurring when gases are desorbed 
from solutions. SADA and HIMMELBLAU (1967) have presented 
results for the desorption of oxygen, nitrogen, methane and 
carbon dioxide from water with surface layers of insoluble 
surfactants. They showed that the mass transfer was signifi­
cantly reduced for high surface coverage and decreased non- 
linearly as the surface coverage was reduced. However no 
results were presented when surfactants were absent.
SECOR (1969) presented a theoretical analysis of the 
final stages of condensation polymerisation, which is a case 
of desorption with chemical reaction. Penetration theory
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equations were solved, nowever *cne numerical soiu-uion was 
not compared to experimental results*
PORTER, CANTWELL and McDERMOTT (1971) solved the
penetration theory equations for absorption and desorption
accompanied by a reversible reaction* It was shown that for 
*
the same concentration difference, between the bulk and the 
interface, the desorption rate is less than for absorption. 
This is due to the chemical reaction occurring faster for 
absorption. No experimental results were compared to the 
numerical solution.
Results were presented by VIVIAN and SCHOENBERG
(1968) concerning mass transfer rates for vapourization and 
gas-phase controlled desorption in a short wetted wall column. 
They found agreement between data for absorption and desorp­
tion of highly soluble gases. It was suggested that this 
agreement indicated the similarity of the processes. It 
was also suggested that the discrepancies observed in packed 
tower data are a result of liquid phase resistance, due 
to elements of the surface having a wide distribution of 
life times.
BRIAN, VIVIAN and MATIATOS (1967) studied inter­
facial turbulence during carbon dioxide absorption by 
mono ethanol amine. BRIAN, VIVIAN and MAYR (1971) presented 
results for cellular convection studies in desorbing surface 
tension-lowering solutes from water. Both of these studies 
were performed on a wetted wall column, using the desorption 
of propylene as a tracer. The observed enhancement of the 
mass transfer coefficient was attributed to surface tension 
instabilities, although the effect of the tracer was not 
studied.
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(1-4) Purpose of this work
(1) To study desorption processes from static liquid pools 
in order to assist with interpretation of results from 
the flowing liquid cell. This work to be carried out with 
an existing cell using an improved birefringent inter­
ferometer.
(2) To establish the interfacial concentration as a function
of the gas-liquid contact time, for flowing liquid 
absorption and the desorption process.
(3) To attain (2) by interferometry.
(4) To design and build a new sensitive interferometer which
will give direct concentration values.
(5) The construction of a flowing liquid absorption cell in 
which the hydrodynamic conditions can be carefully 
controlled.
(6) To determine whether or not there is a surface resistance
at the gas-liquid interface.
(7) To measure the amount of gas transferred as a function of
time.
(8) To investigate disturbances due to density effects.
(9) To study the effect of waves on the mass transfer process.
(10) To compare the experimental results with theoretical
predictions.
(11) To carry out these studies for flowing liquids in an
inclined cell. ’ '
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CHAPTER 2
THEORETICAL DEVELOPMENT
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THEORETICAL DEVELOPMENT 
(2-1) Introduction
The purpose of this section is to provide a summary 
of the most useful theories of mass transfer in falling liquid 
films, at present available. Analyses of film flow, with and 
without mass transfer, are frequently published but many of 
these are so complex, that they are usually not applicable to 
experimental results available. It is intended that this 
section will be of use by considering some of the generally 
accepted theories and presenting modifications and applications.
Firstly, basic hydrodynamic theory concerning laminar 
falling liquid films is presented. Then equations governing 
mass transfer are considered; the general solution of the 
diffusion equation, with consideration of the special cases of 
short and long contact times. The phenomena of surface resis­
tance, and a development of existing theories to include more 
general analysis. A theory concerned with predicting ”end 
effects” in wetted wall columns is considered. Mass transfer 
in smooth and wavy flow is studied. This was developed by 
MERRITT (1966) utilising the POLHAUSEN (1921) method of 
solution, in terms of wave motions rather than eddy motion.
This theory is developed further. Finally, the mechanism of 
desorption mass transfer is considered.
(2-2) Basic Hydrodynamic Theory
Some of the earliest work concerning the hydrodynamics 
of falling liquid films was performed by NUSSELT (1916).
Assuming perfect viscous flow, that is no shear or wave motion 
at the liquid surface, he obtained equations for the velocity 
profile, the surface velocity, the mean velocity of the liquid 
film and the mean film thickness. The derivation of the
equations are given in BIRD, STEWART and LIGHTFOOT (i960). 
The results obtained are presented below:
The velocity distribution is
v  = P S t  Sin 8
z 2 m. • kh'
The maximum (or surface) velocity is
v _ K h p sin 8
S
The mean liquid velocity is
. .(2-1)
. . ( 2- 2)
V _ K h o sin e 
av 5m.
Therefore V =1.5 x V -  
The volumetric rate of flow is
.(2-5)
.(2-4-)
.(2-5)
The film thickness is
3 v Q. *
g W sin p .(2-6)
' Work by FALL AH, HUNTER and NASH (1934) > also assuming 
perfect laminar flow and a smooth interface, considering the 
effect of interfacial shear, derived the expression: -
12 n Q 1 £'
av>
e(p - p g )
..(2-7)
This equation reduces to equation (2-6) when the
interfacial shear stress is zero. Usually V is determined,
rather than V .s
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Work by SHERWOOD and PIGFORD (1952) and GRIMLET (194-5)» 
has shown that for vertical falling films there are three main 
flow regions. If the Reynolds Number is defined by
then the regions are
(1) Laminar flow without rippling Re < 4 to 25
(2) Laminar flow with rippling 4 to 25 < Re < 1000 to 2000
equation, governing the mass transfer of gases in thin flowing 
liquid films, was performed by PIGFORD (1941). The solution 
mahes the following assumptions:-
(1) liquid has a parabolic velocity profile;
(2) negligible diffusion in Z direction (parallel to wall);
(3) interfacial concentration is constant (the equilibrium 
saturation concentration);
(4) no interfacial shear or wave motion (laminar flow).
The equation governing mass transfer is
Boundary conditions (2) y = 0; G - C*; all Z  ^ 0 ..(2-11)
(2-8)
(3) Turbulent flow Re > 1000 to 2000
The above equations were derived assuming laminar
flow without rippling.
(2-3) Equations Governing Mass Transfer
(2-3-1) General Solution of the Diffusion Equation
One of the earliest solutions of the diffusion
2 30
dZVs (2-9)
The co-ordinate system is shown in Fig (2-1)(A)
Initial condition (1) Z = 0; C = 0; all y ^  0 (2-10)
V ny
Horizontal
(A) Coordinate system for smooth flowing film
Horizontal
(B) Coordinate system for wavy flowing film
Fig (2-1) ■ . :
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The solution of equation (2-9) was obtained by 
substitution and application of the method of Frobenius. The 
result is
C - CTV“
t
'o
*
gvg_- -0-»  = 0.7857 exp (-5.1213n)
+0.1001 exp (-39-318n)
+0.03599 exp (-105.64n)
+0.01811 exp (-204.75n) ..(2-13)
This is shown graphically in Fig (2-2), where
n = ..(2-14)
_4/3 / .. N-1- / 2 - „3 V V 5
or n = 2.9351 Ee ( ^  ) ..(2-15)
for small values of n, equation (2-13) reduces to
a^vg; ~  G * _ ^ _ 2_  (2-16)
o f -  c* - 1 U /  ..(.2-16;
0
A similar expression was derived by VYAZOVOV (1940). 
It has been shown by CULLEN and DAVIDSON (1957) that the 
PIGFORD (194-1) solution is the correct form.
As shown by HATTA and KATORI (1934-), a simpler 
expression is obtained by assuming that the solute diffuses 
into a semi infinite layer of liquid, which moves with a 
uniform velocity distribution, at all positions, equal to the 
surface velocity.
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bC
0.3-
0.2-
0.01 . 0.02
Parameter n
Pig (2-2) General solution of the. diffusion equation 
derived by PIGFORD (19M)
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This is
C - C* Q _§V£________ 8
0 - 0* o rr
exp (-n^) + ^  exp (-9^) +
+ exp (-25H/j) +■--
. , Tt" B Zwhere ^  - g -
s
..(2-18)
(2-3-2) Long Contact Times
If the contact time is large, that is the contact 
length is long or the flow velocity is small, where
t = V . . (2-19)
then the diffusing molecules will penetrate the liquid layer 
completely. Then only the first term of equation (2-13) is 
significant, hence the mass transfer coefficient is given by
K, 3.41 (| ..(2-20)
and h = 5 Q v gWsin 3
i . . ( 2- 6)
so Kt = 2.3S D (g sin g)^ Ee-^ . . ( 2-21)
(2-3-3) Short Contact Times
If the time of contact is short, then equation 
(2-13) reduces to
U' - C*avg
o
D Z
\h2 V \ av>
. . (2-22)
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The restriction of short contact tijnes effectively 
means that the depth of penetration of the diffusing gas, 
into the liquid film,is small. That is, most of the dissolved 
gas is present near the liquid film surface. In terms of 
the mass transfer coefficient
KL = § ln ..(2-23)
Based on a logarithmic-me an driving force, then 
equation (2-23) becomes
..(2-25)
W
If the contact time is short, then from equation
(2-22)
C* -
•+ 1.0 ..(2-26)
and the concentration only changes near the surface, then 
C* - <T /-n„\ ^
• _- §Y£ -  1 . 0 - 6  ( - 4 )  . . ( 2 - 2 ? )
O \ TT /
and by definition
(^avg ~ Co)
!o> *
'0* -c
KL = (pZ) (C» -0o) - CC* - Cavg) ..(2-28)
o
^ avg
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which is equivalent to equation (2-25). This equation can then 
be compared to equation (2-21) for long contact times.
OLBRICH and WILD (1969) also present a solution of 
the mass transfer diffusion equation. They extended the theory 
of CULLEN and DAVIDSON (1957)» for liquid flowing over a sphere, 
to apply to any flow geometry, that exhibits a certain degree 
of symetry. They expanded the numerical calculations involved 
and calculated ten sets of coefficients and eigenvalues of the 
series solution, instead of the four obtained by PIGFORD (194-1) 
in equation (2-13). No direct comparison was presented in 
their paper. It was decided to use the university computer 
to perform the numerical calculation of their results, and 
obtain values of the dimensionless concentration profile, for 
values of the parameter n (defined by equation (2-14)). These 
results are compared to those obtained from PIGFORD1s (1941) 
solution in Fig (2-4). As can be seen, the difference between 
the numerical values of the two solutions is less than one per 
cent, for values of n greater than 0.10. Also given in 
Fig (2-3) are values of the penetration depth of the solute
1.00
0.10
Parameter n
Pig (2-3) Solution of the diffusion equation by OLBBICH 
and WILD (1969)
26  -
0.6
0.5*
© OLBRICH and ¥ILD(19 
4» PIGFOKD (1941)0.1
0.00.060.02 • 0.04
.Parameter n
Fig (2-4) Comparison of solutions.of diffusion equation
against n, calculated from their theory, using the computer 
program.
(2-3-4) Exact Solution for small contact times
When the solute penetration depth is small, then 
equation (2-9) reduces to
V ff = D ' — 2 ..(2-33)
s 3Z a y 2
with the same initial condition (1) and boundary condition (2). 
Boundary condition (3) 7 s ®5; G = 0; all Z ^ 0 ..(2-34)
Details of the exact method of solution will now be given.
Assume a solution of the form
§* = 0 (ffl/|) ..(2-35)
where in^ is a dimensionless variable defined by
m.
1 ~ (4D Z A S)?
in terms of the new variables
Z  t . . ( 2- 36)
a z  z
7S t t  ! i -  ..(2-3?)
2/C \ 2
KC*J m . _ _
.2 = + ~S. ._ 2\ . . ( 2- 38) 
ay*" y am*
Then equation (2-23) becomes
BC (2) = 0; 0 = 1 ..(2-40)
I.C.(1) + BC (3) m. = ® ; 0 = 0 ..(2-41)
l e t  tfr -- —f •. (2—42)
°m ]^
this transforms equation (2-39) into a first order separable 
equation, which may be solved to give
t = If = c, exp(- m^2) ..(2-43)
A second integration then gives
m„ m 2 • -m.
0 = C1 / e ' dm1 + Cg ..(2-44)
.0
where and are constants of integration; m^ = 0 is 
arbitrarily selected as the lower limit of the indefinite 
integral, which cannot be evaluated in closed form. If this 
were changed it would only alter the constant C^. The constants 
are evaluated using the boundary conditions, then equation 
(2-44) becomes
m 1 -m 2
J* e
0 = 1 -  %■ rr-  ..(2-45)05
J e ^  dm
so
i . e .
or
1
m. 2 o 4 -m.
0 _  -  ----------------------- J e dm^ c .( 2-46)
(rr)^  o
4 = 1 -  e r f  Z ..(2-47)
°  V _(4D ZA s) V
 ^ ■ ” fc C ( w Z v  ,t) ••(2‘,8>
From a knowledge of the concentration profile, the 
total mass transfer rate can be determined by integration of 
the mass flux over the length of the film. The local mass 
flux at the surface (y = 0), at a position Z along the plate is
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(H) <Z>I = -D
Be .
& t/ '■"-' " I
y y=o J y=o
/ D V ' V
b 0* U t V  ..(2-49)
The total number of moles of gas transferred to the 
liquid film per unit time is
Q' = / / ' ( f t )  (Z)! dZdx ..(2-50)
o o v /y y=o
/D V \i 1
q' = wc* y  / z2 dz
x.e.
/4D V \ ^
Q' = WLC* ( - ^ 4 )  ' ..(2-5-1)
The total mass flux per unit area per unit time is
4D V "V* 
lt calc ^ V rrl/W* = C* ( — ..(2-52)
The total mass flux per unit area is
(2-3-5) Surface Resistance
In previous experimental studies of interfacial 
surface resistance, by EMMERT and PIGFORD (1954) and RAIMONDI 
and TOOR (1959)* examination was made of the so-called accommoda­
tion coefficient (a7). This is related to the interfacial 
resistance by the Knudsen equation of the form
-  "0 -
In the analysis, the surface resistance was taken 
into account by use of the simple series resistances formula
1 1 
K  = K, + K,S
(2-55)
In this equation was taken from the constant, 
interfacial concentration analysis, for no surface resistance. 
This procedure can only be considered as an approximation.
CHIANG and TOOR (1959) used the result of an exact solution 
for the case of a semi-infinite falling film with uniform 
velocity. The solution in this case is restricted to the region 
near the leading edge, that is for short contact times.
TAMIR and TAITEL (197*1) performed a solution of the 
diffusion equation, based on the method of OLBRICH and WILD
(1969)> but introducing the assumption of a constant inter­
facial resistance.
The theoretical equations proposed by CHIANG and 
TOOR (1959) were based on comparable equations for heat 
transfer developed by CARSLAW and JAEGER (1959)- These 
equations have been used by HARVEI and SMITH (1959) and KHANNA 
(1971)i and are summarised by DANCKWERTS (1970). These 
equations assume the presence of a constant interfacial resis­
tance, which can be defined by an equation of the form
These equations were developed primarily as a solution of
( 2- 56)
Pick's diffusion equation
be j. b2e 
= O ^
..(2-57)
for diffusion across a gas-liquid interface into a semi infinite 
liquid, with the usual boundary conditions. By changing the 
dependant variables, using
•f- zt = T “ 
s
..(2-19)
the same methods can be used to obtain a solution of equation 
(2-33). That is
..(2-35)
with the associated boundary conditions, and including equation 
(2-36) as an additional condition.
The solution obtained for the concentration profile is
C-C
C*-C = erfc
JL
(4D ZA S)¥
-exp V  k s 2D + D V_
X
erfc
(4D Z A S)^ +
■slD V_iy/ ..(2-38)
At the. surface y = o, and equation (2-58) becomes
C -Cs o
C*-C 1 - exp
2
k i 2
u v r erfc ks(lTT V. (2-59)
Also when the initial condition CQ = 0, then
Cs . c» k s 2
p
exp D V erfcS
k. (rnr) ..(2-60)
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Equation (2-58) can be integrated to give the total take-up
of gas, when C = 0 o
of theoretical and experimental results, another set of 
equations are presented. These are based on comparable heat 
conduction equations solved by CARSLAW and JAEGER (1959)- 
They are not often quoted, and are summarised by CRANK (1957)> 
whose named is denoted to them, in this thesis, for reference 
only. Again, by change of dependant variable, the diffusion 
equation can be solved, utilising the method of Laplace 
Transform. Two cases are used, and the resultant concentration 
profile and maSs flux are quoted. The method of solution is 
presented in Appendix (C). ■ . •
Eor a variable source:-
(2-61)
In order to give a larger scope to the comparison
Case (i)
(2-62)
where k = constant
C = k ^ + 2DZ/V
£ ( W Z / V J I
 2 L _ ;
(ttDZA o)S
2
i
(2-64)
Case (ii)
C = k' s
A
v_ ..(2-65)
•v/here k' = constant.
C = k' ( f
S. exp (sBzTT
x • erfc X
2 V DZ )
V(4DZAs)^
M/
t crank = I  k ' ( f ) (ttD)-
(2-66)
(2-67)
If values of C and M. can he found experimentally, then the
S u
concentration profiles can be examined.
(2-5-6) Prediction of End Effects .
A method has been described by GOODRIDGE and GARTSIDE 
(1965) for the estimation of the total end effects, for liquid 
films flowing down a channel. A brief summary of the method 
is given below.
Let = liquid inlet concentration
C^ = liquid concentration after inlet effects
C^ = liquid concentration before end effects
C^ = liquid exit concentration.
Using PIGFORD’s (194-1) smooth film theory, considering the 
short contact time case
V C2
C* - CU
Dt
.TTh;
i ..(2-68)
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Considering the absorption in terms of concentration 
efficiencies
Ef1 = ni-r-rr- ..(2-69)
Ef2 = hZ -■ <?■ ..(2-70)
IOJ
o
°i
0 -a 1 ci
0 1
°3
C* -
° 3
0 1 C2
c *  - °2
v  - G1
E^ j = ;f- ..(2-71)
et = ^hr~07 ..(2-72)
Comparing equations (2-68) and (2-71)
%  = 3(^y. ..(2-75)
GARTSIDE (1962) has shown that
Erp - E™
= ..(2-74)
where Ep Ef/j + E - Ef1 x-Ef2 '..(2-75)
Hence E^ = . Ep + (1-Ep) E^ ..(2-76)
GARTSIDE (1962) obtained values of E^ by titration and plotted 
these results against ( Then from substitution of^ 
equation (2-75) in (2-76)
Et = Ef + (1-Ep) @  ..(2-77)
The intercept with the E^ axis is then the value of 
Ep. Hence from the slope of the line, the calculated value 
of the diffusivity could be found and compared to a known value
55 -
from the literature. .However this method of approach proposed 
"by GARTSIDE (1962) presupposes that the PIGEORD (19^1) theory 
will."be applicable, to the results obtained. The applicability 
of this theory will be discussed in more detail later.
(2-$-7) Application of Results
Prom the optical measurements, values of 0p^^c
and C , . as a function of time are known. The value of s optic
J can be found by plotting ^ a g a i n s t  time, and
taking the slope of the curve ab given time intervals.
A definition of the surface resistance used for 
physical transfer is
dM
T V =  ks - Cs> ..(2-56)
This definition has been used by HARVEY (1959)>
KHAHNA (1971) and THOMAS, KHAMA, and PALMER (1972). Hence
dM.  ^ •
— = k (C* - C . . ) ..(2-78)dt s v s optic'
/dM . 'N
Therefore a plot of versus Cg 0p^ j_c
should give a value, or values, for the surface resistance.
It is normally assumed that the surface resistance is constant, 
as in the derivation of equation (2-61), whether this assumption 
is justified will be examined.
(2-5-8) Application of the Theoretical Equations
The solution of the diffusion equation, given by
equation (2-61), is a theoretical one. A knowledge of 
zC*, D, and kg is required in order to calculate ca^c
s
56 -
Of these values, k is the one in greatest douht. Therefores
k will be eliminated, as shown by KHAMA (1971) and THOMAS s
et.al. (1972) v and M^ calc obtained from Cg optic- ‘This
Mt calc 0811 then be comPared t0 Mt optic*
1
Let M^ = kg (yV) ^ ..(2-79)
M  ks ^
2 = C*D ..(2-80)
and M^ = 1 - exp(M^). erfc(M/j) ..(2-81)
then equation (2-61) can be rearranged as
2 H, M, ■
Mt calc = ~ H2 ..(2-82)
The relationship between M^ and M^ in equation (2-81) is given 
by CRAM: (1956) in Table 2.1..
Prom equations (2-79) and (2-80)
/'tt v
and M2 = £n*r — y ..(2-84)
Prom equation (2-81)
M5 = g f )  = i - exp(M^) erfc(Mp ..(2-85)
Values of can be obtained from the interferograms,
so M^ is known, at each value of » ^ d  so therefore is M^.
M
Thus knowing C*, D, , Cg optic? M^ ,- M^, HI ;
these values can be used to find M^ ca2C from equation (2-82). 
Also kg can be calculated from equation (2-79)*
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(2-3-9) Time Dependant Resistance
The disadvantage of using equation (2-61) for 
calculation of caqc that the theory assumes that the 
-surface resistance is constant. KHAMA (1971) found that 
when he applied this theory, and calculated the surface 
resistance, then it was a function of time. If the-two 
theories attributed to CRAM (1956) are applied, where C is 
a function of time, then the values of R are for pure 
diffusion of the gas in the liquid. The method of derivation 
of these equations (2-64)and(2-67) is given in Appendix (C), 
from this it can he seen that the surface resistance boundary 
condition is not included. This means that the surface 
resistance is thought to be accounted for by the time relation­
ship of Cg, and the values of represent the molecular
diffusion transfer, once the surface resistance has been over­
come. This explains why the optical results of KHAMA (1971) 
follow these theories.
A method of solution of the mass transfer diffusion 
equation, when the surface resistance and the surface concen­
tration are both functions of time, will now be presented.
In order to demonstrate the applicability of the 
method, assumptions are made for the surface resistance and 
surface concentration as functions of time, however the same 
method can be used whatever relationships are used.
Assume
= k - Bt ..(2-86)
s
This means that the surface resistance has a finite value (kQ) 
at time zero, and that as the absorption time increases then 
the surface resistance decreases, eventually to zero.
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Assume surface concentration is a linear function
of time
Cs = CG x t ..(2-87)
The general solution of the diffusion equation will he given
briefly.
D ^ |  = || ..(2-57)
Sy2 3 t
Taking Laplace Transforms of this equation:-
D ^— 5 = P^ - C ..(2-88)
ay
The general solution of this ordinary differential equation is
S  = + D2e“qy + ..(2-89)
where q = (w) ..(2-90)
Because "C is finite, then
= 0 ..(2-91)
and
U' = D2e-qy + ..(2-92)
also fy = "(l I)2e''(iy . .(2x95)
and at y - o, then
§| = -qB, ..(2-94)
Consider the surface resistance boundary condition
F T  = ks ( ° * - Cs) ..(2-56)
where = ..(2-9 5 )
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so - D = ks (C*- C8) ..(2-96)
Substitute equations (2-86) and (2-87) into equation (2-96)
" D ty = Xk~~4 -Bt7 ^°* ~ CG* ^  ..(2-97)
In order to obtain Laplace Transforms of equation 
(2-97) 5 then the — I™Bt") ^erm ^as to be re-expressed using
\ o '
the Binomial Theorem Expansion. There are two cases to be 
considered.
Case (i) If [k | > |Bt|, then in descending powers of kQ:-
-1
(k0 - Bt) " k
\ (1 * f  * — ) - (2-98)k- ' k- ' V . V  W *
Case (ii) If |kQ| < |Bt|, then in ascending powers of kQ:-
-1 1 L  ko V 1
(ko - Bt/ m  v  sty
- a (* < ^ ) 2 * © —)
Case (i) will be utilised here, because if = kQ - Bt^as
was assumed, then in order for there to be a surface resistance,
lko! > lBtl •
Substitute equation (2-98) for Case (i) into equation (2-97)
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D t§ = I V ^ B t T  (C* - C G.t) ..(2-97)
_ JL A + + + Y2t\3 , c*
- t  1 t  U J  * U  + — ixc o V o ' o' \ o' J
1 + i r + ( U ) 2 + ® ) 3+ —  )°fft: " (2-'00)
Xt now "becomes obvious why the relationship between 
C and time has to be known. When the surface resistance isfa
assumed constant, then the Laplace Transform of equation (2-56) 
can be taken immediately.
i.e. - D |! = ks (C*-Cs) ..(2-96)
becomes - D = kgA^- - C'g) ..(2-101)
This is possible because only Cg, on the right hand 
side of equation (2-96), is time dependant. However, when 
both k and C are time dependant, then the combined Laplaceo o
Transform is impossible to obtain directly. Laplace Transforms 
of equation (2-100) can now be obtained. The series will be 
taken to the third term.
•n SC C* C* B C* / B T  2 C* / B y  6
^  = lkoP + k t P 2 + ko p3 + ko P^
\ 0 0
_ /°G _1_ ^G JB_ _2_ . f(J / B \ 2 js\
Vjo p 2 + ko ko p 3 + ko \k0' p y
. . ( 2- 102)
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Re-arranging
t£C _ 01 1 ( Cl B_ _
V  - *0 P U 0 k0 k0 Y p2
Yc* B2 5 °G B 1
\ ko k 2 " ko ko V  P5
.(f »16 . 2l40 Ip ••(2-«5)
V k o k o3 0 k 0 ^  p
Only the first term of equation (2-103) will he
considered here. The justification for shortening the series
is given, in Appendix (A). The method of solution is the same
even if all the terms are used,.and for k and Cn as different. s s
functions of time they will he required. Therefore equation 
(2-103) becomes
..(2-104)
This equation (2-104) can be integrated directly:-
/ §  - - S §  F  dy ..(2-105)
+ B1 ..(2-106)
where = constant of integration 
when y = o, in equation (2-106)
..(2-107)
But from C = . t ..(2-87)
S tr
S = CG ..(2-108)
P2
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Comparing equations (2-107) and (2-108) it can be seen that
cr
B. = -4 ■ ..(2-109)
£
Substitute equation (2-109) in equation (2-106)
TT_-^§- ..(2-110)
Compare equation (2-110) with the general solution, equation 
(2-92):-
TJ = D2 e_q7 + ^  ..(2-111)
Then
Re-arranging
Jr 0
D _1_ .(2-113)C2 - ^ p2 P k0 D P ) e-qy ..^112;
Substitute equation (2-113) in equation (2-111)
77 C* y C0 / oc =  ^2 - —  - + ~F *. (2-114-)
^  = d? ~ F T &  ..(2-115)
. r o
Taking inverse Laplace Transforms
C = CG.t - ..(2-116)
o
Equation (2-116) therefore governs the concentration 
at any time and any position, and defines the concentration 
gradient.
. . 4.3 ~
thus satisfying the boundary condition.
From equation (2-95) 
#
an
Hence
at - Vayyy=0
H. = f -D (%£) dt
t Jo V3y/y=o
From equation (2-116)
dC Cs
and
ay
t c *
V  = J D E__ D o o
dt
0*
Mt = k *o
To summarise the method, assuming
and C = Cr»ts G-
Then the concentration profile is given by 
c = CG.t -
and the mass transfer is governed by
The same method of solution can be used when equations 
(2-86) and (2-87) are of a different form.
It is shown in Appendix (B) how the same solution can 
be obtained by an alternative method.
(2-4-) Pohlhausen Method
A method of solution of the diffusion equation, 
utilising the technique proposed by POHLHAUSEN- (1921), has been 
adapted and presented by MERRITT'-(1966). Assuming a parabolic 
velocity profile, it is necessary for the concentration profile 
to be assumed, then the resulting equations are solved. Results 
are compared to PIGFORD (194-1) average concentrations. This 
approach leads to an estimate of the solute penetration depth, 
and an insight into a possible mechanism of mass transfer in 
wavy flow. Full details of the solution are given by MERRITT 
(1966), only a brief outline is presented here.
(2-4— 1) Smooth surface problem
A change in the coordinate system was adopted, for ease 
of application; h is the depth of the liquid film, as shown in 
Fig (2-1)(B). Therefore:-
h = 0, y = 0 ..(2-121)
h = h, y = h • ..(2-122)
The existance of a diffusion boundary layer depth (6) 
is assumed and the appropriate boundary conditions changed. Let
Y 
A
The variables are then substituted into the diffusion equation, 
and this is then integrated. An approximate solution of the 
resultant equation then has to be assumed.
0 — 0
fl* t! ° *• (2-123)
o
£  ..(2-124)
| ..(2-125)
Case (i) Second order polynomial
CD = Qr=rj) ; A =£ X < 1 ..(2-126)
CD = 0 ; X < A ..(2-127)
These equations are substituted and the modified 
diffusion equation then integrated. This yields an expression 
for the diffusion boundary layer depth:
tp _ 4A-3 - § A 2 + -§rtt--*-+ 8 0 a  = ° ..(2-128)2 2 2
When n is defined by
n ..(2-14)
h V s
The root of equation (2-128) lying between 0 and 1 
must be determined, for any value of n, and then substituted 
into equation (2-126), in order to obtain values of at
various positions. The bulk concentration can then he
found by multiplying equation (2-126) by the velocity profile. 
Integration from the surface to the edge of the boundary layer 
(from 1 to A), and divide the result by the volume of fluid 
flowing.
Hence
■ V  + + w )  ..(2-129)c
Other cases are dealt with in a similar manner. 
Case (ii) Third order polynomial
CD = (t -E-4) A < X < 1 ..(2-150)
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rraycr
A4 _ 4A3 + 16A - 9 + 240n = 0 ..(2-151)
^  i. a5  ^15A2 - 2ZA fo no)
\j60 20 ~ & 20 20/ 5 ^
°* “ (1-A)
Case (iii) Third order polynomial with change of boundary 
condition
CD = (^-r-£)3 A < X < 1  ..(2-155)
a2 o
m  (Z,1) = 0  ..(2-154)
3X‘
A^ _ 4A5 + 8A - 5 + 48it = 0 ..(2-155)
W  _ 1 C  a £  + 2 a £  _ _ A 3 + i 2 i 2
C* " (1-A)5 V 16 8 8 T 16
15A 1
d r  + ? . . ( 2- 156)
Case (iv) Fourth order polynomial
C„ = — — 7T f - X 4 * (2+2A)X5 - 6AX2 + (6A2-2A5)X
D (1-A)4 V.
- 2A5 + A4) ..(2-157)
A4 - 4A5 - + 112n. = 0 ..(2-
'avg; _ 1 /I'’ A6 5A5 .4 15A5 15A2
^  " (1-A)’4" V j 8 ~ ™  + ~ “T “  + “T -
— 2a + *7^  ) ..(2—159)
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MERRITT-(1966) compared the -bulk average concentration, 
obtained from PIGFORD (194-1) series solution in equation (2-13), 
witb the values predicted by equations (2-129), (2-132), (2-136) 
and (2-139) for a contact length of 88.59 cm. He found that 
equations (2-129), (2-132), (2-136) and (2-139) predict values 
within 3%, 9%, 9% and 5% respectively of the values predicted 
by PIGFORD (194-1).
It was decided to repeat MERRITT*s (1966) calculations, 
using the university computer. The equations were solved for 
each of the four cases stated, and values of the dimensionless 
diffusion boundary layer depth (A), and the dimensionless average
bulk concentration j were determined over a range of
values of n. Values of the dimensionless average bulk concen­
tration are plotted against the parameter n in Fig (2-3) • This 
is for the four cases chosen, and PIGFORD (194-1) solution.
Using the parameter n gives more enlightening results, than use 
of the parameter chosen by MERRITT (1966). It can be seen from 
Fig (2-5), that for the range of n considered, equations (2-129),
(2-132), (2-136) and (2-139) predict values of which
are within +1.37%, +23%, -6 .7% and -4-.5% respectively of PIGFORD 
(194-1) solution. These deviations are different from those 
predicted by MERRITT (1966). It was also found that Case (ii) 
was limited to a very much smaller range of n, for a solution 
to be obtained. Case (i) is obviously the closest approach to 
the PIGFORD (194-1) solution. Values of the dimensionless 
diffusion boundary layer depth and average bulk concentration 
variation with n are plotted in Fig (2-6) and Fig (2-7) respec­
tively, for Case (i). Values of the concentration profiles 
over a range of values of n were also calculated in the computer 
program.
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- 0.1,
0 - _ — _ — _
Fig (2-
4&---  PIGFORD (194-1)
zip.  Equation (2-129)
— . Equation (2-132)
~~ —■ Equation (2-130) 
-b. —
~~ Equation (2-139)
---r----------------- j--------- -------- 1— — ------ -— —
0.02 0.04- 0.06 0.08
Parameter n
5) Solution of the diffusion equation for the 
smooth surface theory of .MERRITT (1966)
0.6
(A)
0.2
0 .025
Parameter* n
Pig (2-6) Penetration depth predicted by smooth surface 
theory of MERRITT (1966),
(Equations (2-126) and (2-128)).
50
0.3
0.2
avg
0.1
Parameter n
Pig (2-7) Solution of the diffusion equation for smooth 
surface theory of MERRITT (1966).
(Equations (2-126) and (2-1280,'
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(2-4-2) Wavy Surface Problem
'MERRITT (1966) extended the POHLHAUSEN (1921) technique 
to the case of a wavy surface. He used the second order poly­
nomial case to represent the concentration profile, and a film 
thickness which fluctuates periodically. Due to the complexity 
of the problem, the approach will be reproduced in slightly 
more detail, than for the smooth surface problem. As before, 
the calculations were repeated using the university computer 
and results compared to those stated by MERRITT (1966).
This means that there is a periodic increase and decrease in the 
velocity, for constant values of y. That is, a standing wave on 
the surface of a laminar flowing film.
Substitute equations (2-140) and (2-141) into equation (2-142).
Neglecting the Z direction diffusion, compared to the bulk flow, 
then
(2-141)
(2-140)
Then 0 (2-142)
v
2K sin e y dh
v 2 dZ
sin f> • cos 0 r ) (2-143)
(2-144)
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The boundary conditions, v/hich apply at the edge of the diffusion 
boundary layer are
0(0,y) = Co ..(2-145)
C(Z,h) = C„ ..(2-146)s
C(Z,8) = CQ ..(2-147)
_ o ..(2-148)
Again, using dimensionless variables
C - C
°D = ..(2-149)
y == g ..(2-150)
A = | ..(2-151)
Substituting equations (2-149), (2-150) and (2-151) into equations 
(2-144) to (2-148)
(C Y2^  3CD Y2 3h aCD . a??CD f? -162)
Vg -  T J -W  = S T  az  T T  + 2Z 7^2" ..(2-152)
0D (0,Y) = 0  ..(2-153)
CD (Z,1) = 1  ..(2-154)
CD (Z,a) = 0  ..(2-155)
acD (z,a)
3Y = 0 ..(2-156)
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1 ac., 1 J* ao^ _ 1 a2c..
J T a #  dY - J I  a2T dy = &  X r ^ r
A  A A S Y
dY
yt -^u 1 y2 SC-p.
+ E i  J T- s r  dT ..(2-157):
Hence
a  r (yg y2° ^ ) & y  & -  3Cl) c z  1 )  + 1 3 h  xcTJJ v3°d ■ “ ~ _ J &T = 22 a V  U ) 1 -) * 5 5 !  z
i ( j  ' I F  " ,t c d + ^ d)  dT --(2-158)
Assuming a second order polynomial approximation to the dependant
v
variable, and substituting equation (2-126) in equation (2-152)
CD =(jEx) A s X < 1 ..(2-126)
CD = 0 X < A ..(2-127)
Hence
(-7 + A + 9*2 - 3A5) §f + g  H  (-12 -2a + 8A2 + 8A3 -2a4)
= ..(2-159)
This determines the diffusion boundary layer depth as a function 
of position Z.
Equation (2-159) is nonlinear and difficult to integrate. As 
a first approximation, set all elements with A in the second 
term' of equation (2-159) equal to zero.
J (-7 + A + 9a2 - 3i5)dA - 12 = J* 62s dz. ..(2-160)
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However 2 D v
g sin p h
..(2-14)
from equation (2-140) h = h (1 + a sin
Therefore equation (2-160) becomes
J (-7 + A + 9A2 - 3A5)dA - 12/ dh 120 D v
J*
dZ
x
Upon integration,
-7A + hg- + 3A^ - - 12 ln(h) - constant
120 D v \ 
P P  'St'g sinp h
a cos m
,3(l-a2)(l+a s i n ^ ) ) 3,
.(2-161)
c 12rrZ5 a cos |— (11a + 4tn3)cos(^) 
6(l-a2)2 (1+a sin(^))2/ U ( 1 - a2)5 (1+a sin(-~£)),
(6_±  A % — ) x ( arctan
3(1-a2)
37
tan(-§^p) + a
• (1-a2)*'
..(2-162)
Evaluating the constant and substituting
+ 16 In (l+asin(~~))
160 D v X
g sing
a cos (¥), . . 
•3(1-a ) (1+a sin(‘T^)  ^ /
- 55
= 0  ..(2-163)
The university computer was used to perform all. the numerical 
calculations. Equation (2-163) had to be solved for the value 
of the dimensionless boundary layer depth (A). The root of 
equation (2-163) lying detween 0 and 1 is the desired value.
This value is then substituted into equation (2-127) to obtain 
the concentration profile, or equation (2-129) for the average 
bulk concentration.
The variables included in the solution are:-
(1) The parameter n, which is dependant upon the Reynolds 
Number, the contact length, and the angle of inclination.
(2) The dimensionless amplitude of the wave form (o:) where
amplitude 
a = "
mean film depth (h)
(3) The dimensionless boundary layer diffusion depth.
P 2tt Z
(4) The wave number (•-— ). For convenience values of C-^— )
Zwere used. Then (■£•) is the dimensionless distance in 
the direction of flow, it has values between 0 and 1.
This defines whether data has been obtained under a wave . 
peak or trough.
Numerical values of were determined, for values
of a ranging from 0 to 0.8, for a range of values of n taken 
over the length of a wave form. Values of the diffusion layer 
depth were also found for each set of conditions, again over 
the length of a whole wave form. Values of the variation in 
diffusion layer depth over one wavelength are shown in Figs 
(2-8) to (2-15)» for various values of wave amplitude, and 
for a range of values of n.
Fig (2-16) shows the average bulk concentration, over
one wavelength, when a is zero, compared to PIGFORD (19^1)
equation, for values.of n.
Fig (2-17) shows a typical curve for the average bulk
concentration under a wave peak. The value of a is 0.1, value
of n is 0.005.
Fig (2-18) shows the averaged under a wave peak
and trough. Values of a are 0.1 and 0.2, comparison is made 
with PIGFORD (1941) theory for smooth flow.
ft N
Fig (2-19) demonstrates the variation of under
a wave trough, for various values of n, over a range of values 
of a.
> If the logarithmic term in equation (2-163) is omitted, 
then the oscillation in the diffusion layer depth is eliminated. 
The previously adopted procedure was repeated, using the same
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Key to Fig (2-8) to Fig (2-15)
These graphs show the penetration depth of gas into the 
liquid film, for various dimensionless wave amplitudes (a)?
against dimensionless wavelength (^-),.for different values 
of the parameter n.
Dimensionless 
Fig. wave amplitude Wave form
2-8 0.0
2-9 0.1 Peak and trough
2-10 0.2 Peak and trough
2-11 0.3 Peak and trough
2-12 0.4 Trough
2-13 0.5 Trough
2-14 0.6 Trough
2-15 0*7 Trough
- 58 -
1.0
■$ n = 0 .0 05
P 0
m 
m
d n = 0.010M :o •Hm 
Pi 0 
a
•H
P
0.5-
o
n = 0.020 
n = .0.025
n - 0.060 
n = 0.065
” 1   :--------
0.25 0.5
Dimensionless.wavelength' 
Fig (2-8)
~ 59 ~
All h
0.040
0.055
0 .5
Dimensionless wavelength
60
Di
me
ns
io
nl
es
s 
de
pt
li
1.0
0.085
0.09
0.01
0.5
0.02
0.5Dimensionless wavelength 
Fig (2-10) ‘ -
Di
me
ns
io
nl
es
s.
 d
ep
th
1.0
>0 Dimensionless wavelength
Fig (2-11)
-  62  -
1.0
n=0.01
0 .1 70
0.5
0o25
Dimensionless wavelength
Fig (2—12)
OP
070
0.5
Dimensionless wavelength
- 64 -
1.0
0.5
Dimensionless wavelength
O '" Dimensionless wavelength "ol 5
Fig (2-15)
- b  PIGFOKD ( W )  
theory
• Trough
--------   —  --- j-----------   — p.-----— .— r j----- -
o 0 .025 0 .050 0 .0 7 5
Parameter n
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Fig (2-17) Typical variation of concentration under 
a wave peak
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computer program, with the omission of the logarithmic term.
The same variables are obtained in the solution, and the same 
method of presentation of the results is used. . "
The variation in the diffusion layer depth, over one 
wave form, is presented in Fig (2-20) to (2-28), for various 
values of n, and a range of values of the dimensionless wave 
amplitude.
Fig (2-29) is a plot of dimensionless average bulk 
concentration against the parameter n, for'the smooth film 
surface (amplitude is zero), under a "supposed1 wave crest 
and trough, as compared to the PIGFORD (1941) theory.
Fig (2-JO) shows the variation of values
of n, at different wave amplitudes, under a wave trough. Fig 
(2-31) compares the same variables, for a peak and trough of 
one wave form. The PIGFORD (1941) smooth film theory results 
are also plotted in Figs (2-30) and (2-31) for comparison.
The results obtained from the calculations using the POHLHAUSEN 
(1921) method are compared to those presented by MERRITT (1966). 
The comparisons are made in Tables (2-1.A) and (2-1.B). MERRITT 
(1966) does not state whether the exact equation (2-163) was 
used, or whether results were obtained by neglecting the 
logarithmic term. Results were calculated for different angles, 
however MERRITT (1966) does not mention at what flowrates or 
contact lengths the results were obtained.
It was decided to present the results obtained in 
this study corresponding to various values of n. This is 
because n is a function of flowrate, angle of inclination and 
contact length. The percentage increase in the average bulk 
concentration was then calculated for the wavy surface, compared
71 -
Key to Fig (2-20) to Fig (2-28)
These graphs show the penetration depth of gas into the 
liquid film against dimensionless wavelength, for various 
dimensionsless wave amplitudes, and different values of 
the parameter n.
Dimensionless 
Fig wave amplitude Wave form
2-20 0.0
2-21 0.1 Peak and trough
2-22 0.2 Peak and trough
2-23 0.3 Peak and trough
2-24 0.4 . Peak and trough
2-25 0.5 Peak and trough
2-26 0.6 Peak and trough
2-27 0.7 Trough
2-28 0.8 Trough
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TABLE (2-1)
Percentage increase in Mass Transfer in wavy surface films
Table (2-1.A) MERRITT (1966)
Amplitude Average Bulk Angles in
(% o£ mean film Concentration Comparison .
depth) (% increase) (degrees)
5 0 .7 1 , 2 , 3
10 3.0 5? 1 0, 15, 25
20 12 .0 5, 1 0, 1 5, 25
30 28.0 5, 10, 15, 25
40 56.0 5, 10, 15, 25
50 101.0 5, 10, 15, 25
Table (2-1.B) THIS STUDY
Amplitude (%) 3*aVg (% increase) Parameter n
30 0 0*025
40 14.8 0.025
50 4-5*5 0.025
60 104.5 0.010
neglecting logarithmic term in equation (2-163)
10 67.4
I
0.010
20 104.5 0.010
30 139.0 0.010
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to that for the smooth surface problem. Equation (2-129) was 
used as this gives values only 1-37% greater than those 
obtained using the PIGFQRD (194-1) theory.
It was found during performance of the calculations, 
that for certain high values of the wave amplitude, that the 
root of equation (2-163) was indeterminate. That is to say 
that the root was outside the range of the variables set in 
the calculation. This occurred for values under a wave peak.
The results of MERRITT (1966) are presented in Table (2.1A). 
and the results of this study in Table (2-1.B). Results 
obtained using the exact solution of equation (2-163) and when 
the logarithmic term is omitted are presented. The results of 
this study differ from those of MERRITT (1966).
When the complete solution was used, then no increase 
in the mass transfer could be found until the wave amplitude 
exceeded 30%, where as MERRITT (1966) found increases in mass 
transfer for all wave amplitudes. When the logarithmic term 
is omitted, then large increases in the value of ^ Tavo. were 
calculated for wave amplitudes up to 30%- Beyond this value, 
the root of the equation became indeterminate. The implication 
is that the omission of the logarithmic term does not simply 
eliminate oscillation of the diffusion layer depth. Other factors 
in the analysis are also affected, this is contrary to the 
statement made by MERRITT (1966).
The application of this theory for interpretation of 
experimental results, and particularly to the findings of this 
study, will be discussed in section (5-3-4-).
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(2-5) Theoretical Equations for Desorption from Static 
Liquid Pools
Equations have been derived by CRANK (1956) p-34 . 
relating to surface evaporation conditions, which consider a 
surface concentration being time dependant, and mass transfer 
from the surface into a gas. For such a case the boundary 
condition at the surface is defined by
3M.
air = ks <°o -°B> ..(2-164)
at y = o
where C is the concentration which would be in equilibrium o x
with the vapour pressure, in the atmosphere, remote from the 
surface.
If the concentration in a semi-infinite pool is initially 
Cg throughout, then the solution of the diffusion equation
/ o  rrn N s
= D ..(2-57)
ay2
using equation (2-164) as an additional boundary condition, 
determines the surface exchange. This solution is
= erfc/ _ ^ \  
o B \^2(Dt) ZJ
- e*p(“§- + x erfc^ + ks(5> )..(2-165)
The derivation of equation (2-165) is given in full by CARSLAW 
and JAEGER (1959)- For the experimental work of this study 
C = 0, and at the surface, y = 0, C = C . Equation (2-165)U b
then Becomes
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CS - C B . k 2 t
-CB
°si.e. 7r-
B
= 1 - exp ^ *> erfc ^ks(~) ^ ..(2-166)
erfc^s(|)’?') ..(2-167)
■The rate at which the total amount, M^, of diffusing 
substance changes is given by
^ • - XwL ••(2-95)
and M. = $ - d(|£) dt ..(2-117)
o V J /y=o
Equation (2-165) is then differentiated with respect to y, and
-vQ
substituted in equation (2-95) for Then after integration
® v
of equation (2-117) with respect to t, at y = o, the solution is
Mt calc = -2CB (v )
C^D /" / k 2 t
* * ^  \ / K1 - exp ^  — j^)— yx erfc ^kg y) • • (2—168)
In order to obtain values of ca^c from equation 
(2-168), it is necessary to know the value (or values) of k0.O
This problem was avoided by THOMAS et.al. (1972) when considering 
absorption equations of the same form.
If = k (§) ..(2-169)
k (tt)*
a2 = ' - v p r  . . ( 2- 170)
A, = 1 - ejj) (A^ 2). erfc (A^) ..(2-171)
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Then equation (2-168) becomes'
A/. 4" A7
Mt calc = "2 4  + 4  ..(2-172),
where A-, 
3 =C E °B '° ^ V  -(2-173)
and kg = A^ f ^ 2 ..(2-169)
Therefore from a knowledge of Cg versus t,
A
D, A.,, -T-5- , and use of equations (2-169) to (2-173) values of
^ 2
Mt calc can ^e^ermfne(^ » and compared to M^ 0p ^ c (from equation
(4-8)). In the derivation of equation (2-168) k has beens
assumed constant. THOMAS et.al. (1972) have used a similar 
theoretical development for consideration of an absorption 
process. They have shown that ko is a function of time and 
the validity of the theory is doubtful. Values of M^ cbjlC would
not be expected to agree with M^ . 0p^ j_c«
Values of kg caqc, which should be constant with t, 
can be obtained from equation (2-169). These calculated values 
can then be compared to values obtained directly from optical 
results, as will now be described.
From the optical results, the M^ . 0p ^ c versus t and
m a
Cg 0p ^ c versus t relationships are known. The value of
can be found by plotting 0p^£c versus t, and taking the slope
of the curve at given values of t.
For physical transfer, the surface resistance
s
already quoted by definition is 
dM
r r  ~ ks <°o - °b) • .(2-164)
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This definition has been used by THOMAS et.al. (1972), HARVEY 
(1959) and KHAMA (1971).
Hence ( = *s optic ■ C°o " °s optic> * *(
at each time interval.
/ BM 'N
Therefore a plot of ( versus ( V ° s  optic^
should give a value (or values) of the surface resistance as 
a function of t.
Values of (*-—  ----) versus t should not he substituted
VKs optic/
directly into equation (2-168) to find ca^c 9 because in the 
derivation of equation (2-168) it was assumed that kg was
constant for all values of t. Also to obtain^  — — J versus t,
A s optic'
use was made of Cg 0p^ j_c versus t and 0p ^ c versus t . rela­
tionships, which means that optic would have been used to 
determine caqc* As such a comparison of the two values would
be meaningless. Values of(rr* ^ J from equation (2-169) can
\ s calc7
then be compared to values of/^ -— V  from equation (2-174).
\ s optic /
By determininghj-—   versus t, the validity of the theoretical
. VKs optic'
equation (2-168) for comparison with the experimental results
obtained in this study can be tested. The definition of surface
resistance in equation (2-164) is used to obtainfU— -^---) versus t.
s optic
However in deriving equation (2-168), k -was assumed constant.
Therefore hr — J versus t would have to be used as an
' s optic'
additional boundary condition when solving the diffusion equation
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(2-57) snd the theory redeveloped, in order to adequately 
predict the transfer process. This means that, at present, 
there is no satisfactory theory to describe the-.desorption, 
process, and the use of existing theory by HARVEI (1959) and 
other workers casts doubt as to conclusions drawn by comparison 
of experimental and theoretical results.
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CHAPTER 5
EXPERIMENTAL DETAILS
~ 92 -
Experimental Details 
(5-1) Apparatus
The.apparatus was located in a large ground floor 
darkroom, with a concrete floor and was not affected by 
vibrations. Unfortunately the room had a large volume.which 
prevented very accurate temperature control, however the 
temperature was found to change by only ± 0.5°C during a series 
of experiments. Since both gas and liquid were identically 
thermostated, no real problem was presented, as it was 
important to maintain identical temperatures of the two phases 
and the apparatus, rather than precise control of the absolute 
temperature. The ambient temperature was always recorded at 
the beginning and end of each day when experimental work was 
performed.
The general layout of the apparatus is shown in 
Fig (5-2) and the flow diagram in Fig (5-"0- A detailed 
description of the individual components is given below.
(5-2) The Interferometer
Considerable research has been performed in the 
mass transfer laboratory, mainly utilising a wavefront 
shearing interferometer. The work has been presented by 
THOMAS and McNICHOL (1969) and THOMAS, KHAHNA and PALMER (1972). 
The apparatus used by KHAHNA (1971) enabled readings of fringe 
shifts, and hence gas concentrations, to be recorded over a 
depth of 1 mm from the interface, compared to the bulk.
Because the depths of falling liquid films are very small, and 
often lesS than 1 mm, a new interferometer was designed and 
constructed. This was a modified Michelson Interferometer, 
and its operation is similar to the Twyman-Green Interferometer
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used by ISMAIL (1973) for studies of mass transfer in liquid- 
liquid systems,
A schematic diagram illustrating the mode of opera­
tion of the modified Michelson Interferometer is given in 
fig (3-3) snd the actual layout presented in Fig (3-4)-
The essential feature of the formation of fringes, 
in parallel-sided plates and wedges, is the division of a 
beam of light by partial reflection at the first surface, and 
the subsequent superposition of the two disturbances after 
they have traversed unequal optical paths. A 1 mW Helium- 
Neon gas laser was used as the light source; this provided 
a very intense collimated beam of monochromatic red light.
This is a more efficient source than can be obtained using a 
mercury lamp with a filter. The beam from the laser was 
passed through a Gallilaen Telescope, used in reverse, to 
expand the beam to a larger diameter.The light was then 
divided, that is the amplitude was divided, into two beams of 
equal intensity by a cemented cube beam splitter with an 
aluminium surface. The beams were reflected at the front- 
silvered mirrors (M^ and M^) and recombined again at the beam 
splitter. M2 was fixed in position and M^ could be tilted by 
means of two micrometer screws. The light beam to M^ was 
first transmitted and then reflected at the aluminium surface 
of the beam splitter, where as the beam to ^  was first 
reflected and then transmitted. Because both beams were 
subjected to the same conditions of reflection and trans­
mission, they were both of equal intensity when recombined, 
which gave maximum contrast. The interference pattern observed 
may be considered to arise from an air film bounded by the real 
reflecting surface (M^) and the virtual reflecting surface )•
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Fig (3-4) The modified Hiehelson
■■The surface 'A1 was positioned at 4-5° to the incident "beam; 
and were perpendicular such that the geometrical 
lengths [AM^] and [AMg] were slightly different. The reason 
for the difference is that when water was present in the cell, 
then the optical distances (defined as the summation of all 
the products of refractive index and material thickness 
through which the light beam passes) were equal for both 
light beams. This was not critical within £ £ inch because 
a laser was used to produce monochromatic light. The fringes 
obtained were similar to those of a wedged plate, where the 
plate consists of air. In the direction inclined to the 
normal to at an angle 9, the path difference between the 
superposed disturbances is,2.d.cos0, where d is the separation 
of and That is
phase difference = 6 = (2.d.cos0) .*(3-1)
In this interferometer, 0 is small and is constant over the 
aperture, and d varies linearly. With the classical Michelson 
Interferometer, d and 0 can vary.
Thus if each beam is of amplitude (a), the resulting 
intensity is given by
Intensity = 2 ct^  (1 + cos6) ..(3-2)
= 4 a2, cos2 (|) ..(3-5)
The derivation of these equations is presented by LONGHURST 
(1967).
The emergent beam from the beam splitter was then 
passed through a lens which produced a sharp magnified image 
of the cell on the vidicon tube of the T.V. camera. The 
picture was viewed on the screen of a T.V. monitor. When a 
gas was absorbed into the liquid then the fringes were seen
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TABLE (3-1)
Description of the components of the Interferometer
Component Description
Laser Helium-Eeon Gas Laser. 
Output power = 1 milliwatt 
Beam diameter = 0.8 mm 
Light = 6328A visible red 
Model = 133
Beam Expander Reversed Gallilean Telescope. 
(4 times magnification).
Beam Splitter 2 x 1" right angled prisms with 
aluminium common surface.
Reference and 
Test Mirrors
1-J,f diameter with aluminised 
surfaces.
Prisms 3 off right angled prisms 
2 off 1" right angled prisms.___
Camera Pye Lynx transistor automatic 
television camera type TVC/1A. 
Scanning 30 fields/sec.
Lens = 25 mm; f1.9-
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to curve over the region where the gas penetrated. This is 
"because the gas changes the refractive index of the water, 
hence the optical path length changes. The wave front passes 
through the liquid at a different speed if refractive index 
changes occur, and the amount of gas absorbed can then be 
calculated by measurement of the fringe curvature, as shown 
in section (4-1).
(5-?) The Gas-Liquid Cell
The cell was constructed of 6 mm thick perspex to 
act as the external box, to strengthen the structure. Perspex 
was chosen as the material of construction for two reasons. 
Firstly, a cell made entirely of glass would be difficult to 
construct, and would be very fragile. Secondly, a cell made 
of metal would be heavy and prone to corrosion. Perspex is 
reasonably easy to machine. The sides of the cell were 92 cm 
long and 8.5 cm wide. The depth of the cell was chosen mainly 
in order that the apparatus would have a wide range of applica­
tion. This is for future studies concerning deep flowing 
liquids to be carried out after this research program.
The central sections of the sides were cut out,
85 cm long by 4.5 cm wide, to provide a viewing space for the 
interferometer beam. This gap was accurately cut, 1.5 cm from 
the bottom edge of the perspex side, to ensure enough depth 
between the outside perspex and the bottom plate on which the 
liquid flows. This was in order to enable the light beam to 
pass through all the liquid film. The top and bottom perspex 
plates of the box were 89 cm long and 10.5 cm wide. The 
central sections, 8$ cm long and 7-9 cm wide, were again cut 
out to enable pictures to be taken from the top or bottom, and 
to make the cell lighter. The perspex lengths were all 
machined such that the perspex box "slotted" together, and
the two sides were parallel to within ± 0.5 mm along their 
length. This was achieved by use of the Joints at each corner 
shown in Fig (3—5) - It was found that because of the mode of 
operation of the interferometer, it was not necessary to use 
optical flat glass for the side windows of the cell. The 
liquid films are thin and the field of vision is small, there­
fore the region of the glass windows through which the light 
passes is sufficiently small for the surface to be considered 
optically flat. It is not critical for the windows to be 
accurately aligned parallel because the light passing through 
the cell is reflected back along its original lightpath. The 
width of the cell was chosen from two considerations. Firstly, 
that the optical path length would give easily measurable fringe 
shifts, and also it must be wide enough so that meniscus effects 
would not become too predominant.
A sheet of polished plate glass (4 mm thick)_ 92 _
long and 7*3 cm wide was then cemented to each piece of perspex 
which comprised the sides of the box, using “Tensol1 perspex 
cement. One of these glass sides had previously been carefully 
scratched with lines at. 5 cm intervals, down the sides, on the 
external face in order to have reference positions along the 
cell. Then a sheet of polished plate glass was cemented to 
the top section of the box, 4 mm thick, 89 cm long and 3.2 cm 
wide. This glass plate had previously had a series of 6 mm 
diameter holes cut along the centre line of its length at 
5 cm intervals as sampling points.
There was some difficulty in obtaining a glass plate 
of thickness large enough to ensure the liquid film could be 
seen, and also difficulty in accurate cutting of thick glass 
plate over the length required. It was therefore decided to
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cement two glass plates together and then cement these to the 
perspex sheet which was the base of the cell. These were 
first cemented with a glass to glass cement called ,,Permabond,,, 
however preliminary experiments showed that this was unsatis­
factory, as the seal tended to weaken with continual exposure 
to water. Eventually both glass plates and the perspex base 
were all cemented with Tensol cement which was found to be 
satisfactory. After further tests, it was found that some 
water managed to leak around the base glass plate and the side 
windows, this would lead to obvious erroneous results and would 
also obscure the light beam on the outside of the cell. These 
leaks were sealed using a durable silicon rubber known as 
"Silcoset 151"* which was tested, as was Tensol, and proved 
inert to the water and the gases used, and to solutions of the 
two. However the small distance between the bottom glass 
surface, that is the surface on which the liquid flows, and 
the outside edge of the perspex box made application of the 
Silcoset difficult in order not to obscure the light beam. 
Therefore another sheet of 3 aim thick perspex, 89 cm long and
8.2 cm wide, was cut. This was then cemented on to the top 
of the base glass plate, and then became the surface on which 
the liquid flowed. When the bottom plates were cemented 
together, they were carefully weighted down, and a spirit level 
used to ensure that they were as flat as possible along the 
length and width. Also care was taken that no excess cement 
was used, which would creep up the side windows when the base 
was stuck.
The edges of all the glass and perspex plates were 
ground as flat as possible to ensure good seals at the ends of 
the cell, and also to ensure that liquid entering and leaving 
the cell was not disturbed by roughness at the edges. All the
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glass plates and the bottom perspex sheet were checked for 
uniform thickness along their length with a micrometer reading 
0.001 mm. The construction is shown in Figs (3-6), (3-7) 
and (3-8).
When the cell was cemented together, then the calming 
chambers for gas and liquid entry and exit were constructed. 
These were made out of perspex 6 mm thick, all were of the 
same size. The external dimensions were 4.5 cm long, 4.5 cm 
deep and 10.5 cm wide. These boxes were then cemented together, 
and then cemented to the long section of the cell. The top 
and bottom plates of the cell had been cut 3 111111 shorter than 
the sides to provide slits of 1.5 cm width at each end for gas 
and liquid exit and entry. When the calming chambers were 
cemented to the ends of the long cell, the latter was supported 
on end and the boxes were weighted in position and cemented.
This was to ensure that each end of the completed cell was as 
flat as possible. Two plates of 6 mm thick perspex were then 
cut (one for each end) of dimensions 10.5 cm wide and 18 cm 
high. Holes were then drilled in the top and bottom portions 
of these plates, along the centre line. Perspex tube (1-3 cm
O.D.) was then cemented into these holes to provide gas and 
liquid exit and entry. The perspex end plates were then held 
in position and holes drilled around the perimeter and into 
the cell in its end perimeter (into the calming chambers and 
the side ends of the cell itself). The holes were then tapped 
and threaded; a rubber gasket was cut for each end and 
inserted between the end plate and the cell end. This was used 
because even though great care had been taken to ensure that 
the ends were completely flat, preliminary experiments showed 
that some water leaked out. The end plates were then screwed 
intc position, with the rubber gasket between. In each end of
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KEY FOR FIG (3-6)
1. GAS INLET CHAMBER
2. GAS EXIT CHAMBER
3. LIQUID INLET CHAMBER
4. LIQUID EXIT CHAMBER
5. SAMPLING PORTS •
6. RUBBER SEALING GASKET
7. GLASS SIDE WINDOW
8. GAS-LIQUID CALMING PARTITION
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B—  Top glass plate— ------
C - Glass side windows 
D - Supporting glass plates
(3-7) Section across the width of the 
gas-liquid cell
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the cell, a total of fourteen holes were driiied ana tnreaaea 
to provide a complete gas-liquid seal. It was decided to 
divide the liquid exit flow from the cell into a central and 
two side regions. Two extra holes were drilled into the end 
perspex plate and perspex tube (1.3 cm O.D.) was cemented 
into these holes. The exit liquid compartment was divided 
into three sections using two pieces of perspex, which were 
positioned between the exit holes to divide the flows. These 
were a tight fit using rubber gaskets. Cemented to each of 
these perspex divides were two ,r'V, shaped wedges of perspex, 
which were carefully machined, and protruded 5 cm along the 
perspex base of the cell to divide the flow prior to the 
liquid leaving the flow channel.
(3-4-) Advantages of the Apparatus
(1) The interferometer has a high sensitivity, with a 
displacement of eleven fringe shifts corresponding to 
carbon dioxide saturation. This is because the light 
beam passes through the cell twice, thus increasing the 
optical pathlength.
(2) Optical flats were not required for the cell windows
because only a very small region was viewed (approximately 
2 mm diameter), and plate glass was sufficiently flat over 
this area.
(3) Due to the construction of the interferometer it was
not necessary for the cell windows to be exactly parallel 
because the light was reflected back from the mirror along 
its original path.
(4) By using perspex as the cell material, a strong,
light construction was obtained.
(5) The cell was easily modified due to the use of plate
glass and perspex in the cell construction.
V  \ J ~  J  J-J-Lc; \ f j \ j  j -  u-ux-Lp, u g u u
The interferometer and the gas-liquid cell were all 
assembled on a specially constructed stand which was made in 
this laboratory. The general assembly is shown in Fig (3-9) 
and the construction in Fig (3-10).
The stand consisted of a length of aluminium channel, 
189 cm long and 13 cm wide, 6 mm thick. Along the edges of 
the flat upper surface, on which the cell was mounted, two 
strips of aluminium were secured. These were 1.3 cm square 
and 189 cm long and acted as guide-runners for the cell to 
be moved between. The flat upper surface of the channel was 
tested and found to be flat within a few seconds of arc, and 
satisfactory for our purposes. A series of holes, 6 mm diameter, 
were drilled along half the length of the channel at intervals 
of 2.3 cm. This was so that the cell could be moved a known 
distance, and by use of a stop inserted in one of the holes, 
could be positioned so that it would not slide. This channel 
was then supported on a sheet of cast iron, 163 cm long and 
23 cm wide (6 mm thick). This was accomplished by means of 
a pivoting rod screwed to one end of the channel (6 mm diameter) 
and secured in slots cut in two "L” pieces welded each side, 
at one end of the cast iron.
To the other end of the channel was secured an arc 
(3 cm wide) made of cast iron, which was accurately machined, 
and had holes drilled in it. These enabled the cell to be 
raised over angles of 0° to 23° at 3° intervals (3° intervals 
is an approximation). The actual angle used was determined; 
as long as this was known and could be easily reset, the 
absolute value was not critical. Over the first 4.5° range of 
inclination a slot was cut in the arc, and a long screw 
adjustment provided in the cast iron sheet, to enable the angle 
to be accurately set.
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The cast iron sheet was mounted on two legs; these 
legs consisted of a hollow leg (68 cm long and 6 cm diameter) 
which was welded to a circular metal disc ($0 cm diameter) 
acting as the foot. The feet were holted to the concrete 
floor, by# bolts inserted through holes in the feet and into 
the concrete. Between the feet and the floor, sheets of 
rubber and lead were inserted to enable a course levelling 
adjustment to be made by tightening the bolts. More important 
was the fact that this rubber and lead eliminated any distur­
bances caused by external vibrations.. The inside of the 
hollow legs had been screw threaded, and into these were
screwed another rod (65 cm long). These enabled the cast iron
sheet to be raised over a height of 65 cm, for ease of opera­
tion at a convenient level. A locking nut was used at the 
junction of the two rods in order that once the height had 
been determined, and the stand levelled along its length, this 
nut was then tightened down to prevent any movement of the 
stand. At the top of the inner screwed leg, a circular disc 
(15 cm diameter) was welded; two slots (17 cm long) were then
cut in the cast iron sheet, approximately 20 cm from each end,
along the centre line. The tops of the inner legs then 
protruded slightly through these slots, and the cast iron 
sheet rested on the discs. A lock nut at the top of the inner 
leg was then used to secure the leg and cast iron sheet. Two 
slots were cut rather than two holes to enable the stand to 
be moved along its axis, if desired.
^As already stated, the stand was levelled along its 
length by means of the two screwed legs. In order to level 
the stand across its width, levelling screws were inserted 
parallel to the two slots (each side) in the cast iron sheet.
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Three screws were inserted each side of the slots; only one 
each side was used to level the stand, these being in contact 
with the metal disc under the cast iron sheet.
When the stand was erected it was found that it was
not sufficiently stable and tended to shake if knocked.
Therefore two extra legs were fixed, to the cast iron sheet, 
one each side, at the end with the pivot on the channel. They
were 88 cm long and 1.3 cm diameter, in the end of each leg 
a bolt was inserted in order to screw down on the floor. This
height was determined as that used for normal operation. These
legs were attached to the rim of the cast iron sheet by cutting 
a slot in the top of each leg. This provided the stand with 
sufficient stability, any slight knock on the stand only 
moved the fringes relative to each other as everything was 
mounted on the channel.
(3-6) Auxilliary Equipment
The tank containing the water feed was supported at
a height of 20 feet in the same room as the rest of the equip­
ment. The tank had a capacity of 800 litres and was fitted 
with a tight filling lid preventing any impurities contaminating 
the water. Liquid flow rates were recorded by using one of two 
rotameters with ranges of 0.2 to 2 litres per minute and 
0.5 to 5 litres per minute.
It was important to obtain permanent records of 
interferograms of good clarity and magnification. This was 
achieved by using a closed circuit T.V. system in conjunction 
with a suitable cin6 camera. The image plane (see Fig (3-3)) 
was focused onto the vidicon tube of a Pye T.V.T. "Lynx" 
automatic T.V. camera. The light weight camera provided good 
quality pictures for long periods of time. It was operated
on 625 lines,50 fields/sec. The camera was fitted with a
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suitable number of extension tubes, keeping the amount of 
stray light reaching the vidicon tube to a minimum, in order 
to obtain the maximum contrast of pictures. The signal from 
the camera was fed to a Pye T.V.T. 19 inch video television 
monitor, type 191» operating on 625 line standard. The monitor 
was equipped with six channels.
The magnified image of interference bands-was 
recorded by a Beaulieu R16 electric cine camera fitted with 
a ’’sync" electronic regulation system ensuring accurate film 
drive, essential for synchronisation of film speed with the 
T.V. scanning beat.
The film used was Ilford mark V cine film with an 
A.S.A. rating of 200.A "Dallmeyer” Ultrac Anastigmat lens 
(P = lins. f/0.98) was found to be most suited for this work, 
and it was therefore used on the cine camera.
(3-7) Experimental Procedure
The cell was always thoroughly cleaned before a 
series of runs were performed. The side windows and the liquid 
flow surface were cleaned with warm detergent mixture using a 
long brush, it was then rinsed with distilled water and 
finally dried using an air line. The water was always allowed 
to flow for ten minutes before an experiment was performed to 
act as a liquid purge. Also the outside surfaces of the side 
viewing windows were cleaned to ensure a good picture. The
i
cell was then assembled and mounted in position on the optical 
bench, where it was accurately levelled to ensure light would 
go through the cell parallel to the liquid surface. This 
important point was checked optically to ensure perfect 
operation of the interferometer.
The cell was then purged through with nitrogen
saturated with water vapour at room temperature.
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Water used in all runs was distilled, de-ionised to less than 
one p.p.m. of carbon dioxide. The water was produced in the 
undergraduate laboratory of this department and was pumped to 
the tank located on the wall in the mass transfer laboratory. 
Because of occasional temperature differences between the two 
laboratories, the tank was always filled in the evening and 
left overnight to obtain thermal equilibrium with the surround­
ings. The water was then allowed to run through the cell, 
this was controlled by a valve in the line, and bulk flow 
rates were recorded using one of two rotameters. The cell 
was then left for some time to attain thermal equilibrium.
During this time liquid samples we re taken from the three exits 
at the end of the cell in order to calculate film flow rate data. 
Generally, analytical grade reagents and gases were used if 
possible. The gas volume of the cell was purged with carbon 
dioxide saturated with water vapour, this was continued until 
the whole gas volume was 100% carbon dioxide atmosphere. This 
time was calculated to be approximately 10 minutes, however 
the time for this operation was 30 minutes to ensure that 
errors were minimised. The gas line was then disconnected 
from the cell, and the inlet and exit lines closed. A manometer 
was connected to the cell during the purging operation, to 
ensure that large pressure differences did not occur. The 
cell was then left to reach equilibrium.
Samples of the three exit liquid flows were taken 
for titration. To ensure that no gas escaped through the 
liquid exit lines, the level of water in the calming chamber 
was” always carefully adjusted, using valves, to ensure the 
liquid level was always above the exit tube.
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Inlet and exit temperatures of both gas and liquid 
streams were recorded. Before any photographs were taken the 
optical bench was adjusted, if necessary, to ensure good 
focusing of the fringes on the T.V. monitor screen. The 
loaded cine camera was checked and the focal length and 
aperture of the lens correctly set. These values were 
normally one metre and f4 respectively under normal running
conditions. The cine camera was started, the speed being
)
synchronised manually to the scanning beat of the T.V. set.
This was 25 frames per second, and interferograms were recorded 
for approximately 10 seconds.
(3-8) Static pool studies
In the preliminary study of gas desorption from 
static liquid pools, the apparatus and operating procedure was 
essentially the same as that used by KIIAOTA (1971)* -Full 
details can be found in his thesis, the relevant differences 
will now be given.
In order to study the effect of the liquid surface 
area, as well as the liquid depth, three troughs of area
2.2 cm^, 9-22 cm^, and 12.3 cm^ (all of depth 1 cm) were made. 
These were rectangular stainless steel blocks which fitted 
exactly into the liquid space of the static pool cell. The 
trough was machined accurately, and could be positioned 
directly below the valve, separating the gas and liquid space 
to reduce the pool depth. For the thin pool studies, the 
tranducer only was used to calculate the mass transfer. The 
wave front shearing interferometer used by KHAKMA (1971) was 
employed for this preliminary study. This was so that all 
results could be compared directly, and also at that time, the 
modified Nichelson interferometer was still under construction.
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CHAPTER 4
ANALYSIS OF DATA
Analysis of Data 
(4-1) Optical Results
The data obtained in this study was examined in several 
different ways. It may be represented In several different 
forms, such as concentration profiles, absorption curves, etc.
The various methods used are discussed further below.
All optical experimental results were obtained from 
observations recorded by analysis of interferograms of the gas 
absorption process, recorded on cine film as described 
previously in section (3-7)« The 16 mm film recording the 
process, once developed, was run through a frame analysing 
projector (a mute projector with frame counter, individual and 
variable speed projection incorporated). The number of frames, 
and hence the time .interval, to within ± 0.04 seconds (1 
frame), over a waveform or concerning unsteady state mass 
transfer could then be accurately determined. Once it was 
decided which frames needed further analysis, the film was 
either magnified up to 100 times on a shadowgraph, from which 
a permanent record of fringes could be obtained, with the aid 
of transparent graph paper (enabling the curved fringe to be 
sketched), or the frame could be enlarged and printed on 
appropriate photographic paper. The analysis of liquid
samples was performed by a standard titration method. Transducer 
results were obtained by direct reading of the pressure 
calibrated charts, upon which the transducer signal was 
recorded. For all details of the use and analysis of data 
obtained from the pressure transducer, refer to KHANRA (1971)• 
(4-1-1) Practical interpretation of results.
A typical simple fringe as seen in physical absorp­
tion studies, and the fringe shift for surface concentration 
saturation, is shown in Fig (4-1). Whether a fringe bent to
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optical components, and also whether the'refractive index at
a point on the fringe had. a smaller or larger value than at a
point below it. Throughout this study the optical arrangement
was such that a bend of the fringe to the.right indicated an 
*
increase of refractive index at that point, compared to the 
solution below. The fringe spacing ,!su was a function of the 
optical geometry of the system. The fringe shift !,m ” was 
dependant upon the concentration of gas in the solution at 
a level y mm.
(4-1-2) The sensitivity of the interferometer
The wavelength of light ( x )  used in the interfero- 
meter was 6.33 x 10  ^nanometre. Suppose the fringes were 
displaced by an amount equal to one fringe spacing. Then the 
total light path through the cell at this condition would have 
been increased or decreased by_one wavelength. The light beam 
passes through the cell twice, therefore
original lightpath = 21.N0. 
where 1 is the cell path length.
New path length = 21.N^ 
at time t.
But
21 N. = 21 N + X t o
= 21 Nq + 6.33 x 10"6 ..(4-1)
with a cell pathlength of 83 mm, the change in refractive 
index (AN) is given byw>
AH = Nt-N0 ..(4-2)
\
= 51
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This is for a fringe shift of one fringe.
(4— 1-5) Relationship between area under fringe and .gas take up 
Generally, the relationship between the refractive 
index of gaseous solutions and the solute concentration is 
unknown. This is a major problem because of the small 
refractive index changes involved, and the sensitivity of 
refractive index to temperature.
It is clear therefore that such measurements can be 
obtained with reliability only if precisely controlled conditions 
are used in a highly sensitive apparatus. Under such conditions, 
WATS0N(195Z0  using a Rayleigh Interferometer published a 
correlation between the refractive index and concentration of 
aqueous carbon dioxide solutions. This is
-4.6 &N = 5.1 x 10-5 AC ..(4-4-)
where AC is the change in carbon dioxide concentration (gmol/l). 
Equation (4—4) is for a fringe shift of one fringe. For a 
greater number of fringe shifts, it follows from equation 
(4— 5) that
AN = 5.82 x 10“8 m ..(4-3A)
S '.
where m is the fringe shift in fringes, 
s
Comparing equations (4— 5A) and (4—4-) gives
AC = 3.43 x 10“5 m ..(4-5)
s
For example, in the case of carbon dioxide, at 
760 mm mercury pressure, 25°C, C* =0.0582 gmol/l. From 
equation (4— 5), under these conditions the value of ^ at
the surface should he 11 fringes. This is shorn in Pig (4-1).
When considering other systems, a Pulfrich Refracto-
meter was used; this is described by KHANUA (197*1 )•
On the basis that at a depth of y^ below the gas
liquid interface there is only pure water., then at a depth y mm.
m
the fringe gives a value of Jft and —2 , which from equationy s
(4-5) gives a value of Cy. The area A under the fringe is 
equivalent to: 1
A = N - ..(4-6)
y=o J
The gas absorbed (M^ 0pt^c) is given by
y=yf ' ■ .
Mt optic =. S o C.Ay ..(4-7)
where y is in cms.
It follows from equation (4-5), for carbon dioxide,
that
Mt optic = i ^ - -  7£ f
Where the summation is the physical area measured,
and "s" is the fringe spacing, both measurements corrected 
for magnification factors.
The point of intersection of a fringe with the inter­
face (Rig (4-1)) defines m . Providing no gas penetratess
m
deeper than y^, then can be used to find Cg from equation
(4-5). This is the absolute value of C at the interface aso
given by the optics. It is denoted by Cg op^^- ^be average 
value of the gas concentration in the liquid, at any plane
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perpendicular to the interlace, is denoted Dy n, ^ginoi/i;,
2.V g
this can he found from the optics by dividing fL 0p ^ c "bJ 
the total, liquid depth.
(4-2) Titration procedure
Liquid samples were taken from the exit of the cell
0
in order to determine the average carbon dioxide concentration 
by titration. When the system had reached equilibrium, then 
20 cc samples of liquid were taken from each of the three exits 
of the cell. Each sample was then added to 10 cc of 
sodium hydroxide solution and 10 cc of 10% barium chloride 
solution, in order to precipitate the carbon dioxide in the 
sample. The quantity of barium chloride solution was sufficient 
to neutralise a solution saturated with carbon dioxide. The 
solution was then back titrated with N h y d r o c h l o r i c  acid 
using phenolphthalein as indicator. The end point was deter­
mined when the solution changed from red to colourless, 
corresponding to the p.h. range of 8.5 to 10.8. The addition 
of the barium chloride solution reduces the error in the end 
point to being negligably small, as explained by LU (1965)- 
The mixture was always kept well shaken, so that at the end 
point all the sodium hydroxide solution had been neutralised, 
but the carbonate was not attacked. Standard titration 
techniques were used and full details of the chemistry of 
the reactions can be found in VOGEL (1964).
(4-5) Plow rate Analysis
The exit liquid flow from the cell was divided into 
three regions, the flow in the central portion of the film 
and; the two side regions. This was achieved by use of two 
'V1 shaped i^ edges, which were carefully machined, and divisions 
placed in the exit liquid chamber. The reason for dividing
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the exit n o w  was to calculate the exxect ox tne meniscus, au 
the side windows, on the flow rate. Also because of the 
difficulty in construction of the cell it was found that 
there was a small space, on the left hand side of the cell, 
between the side window and the edge of the bottom plate.
Some water also managed to penetrate under the bottom glass 
plate and was exited into the left hand side compartment. 
Therefore by measuring the divided exit liquid flow rates 
these effects could be compensated for, and the true value of 
the film flow in the central portion of the film calculated. 
This is the true value to be used for analysis of optical and 
titration data. Also the flows in the meniscus could be 
calculated; the bulk flow rate was always set using a rota­
meter on the inlet liquid line.
are equal, then the flow situation is shown diagramatically 
in Fig (4-2), The flow in the left hand side gap and under 
the plate are referred to as the void flow. Then by performing 
an overall mass balance:-
2.3
which assumes the average bulk flow velocity distributions are 
equal.
where = Total flow from left side of cell (cc/m) and
Assuming that the flows in each side meniscus region
(4-9)
(4-10)
Qs + On + %  =
Total flow from right side of cell (cc/m)where &
(4-12)
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Qrp = Total flow (cc/m)
Qb = Void flow (cc/m)
Qpj = Meniscus flow (cc/m)
Qp -Centre region flow (cc/m) 
Qg = Side region flow (cc/m)
Fig (4-2) Section across the cell
.127
From equations (4-11) and (4-12)
Qg = Qjj ~ Qg ••(4-13)
and = QR — Qg • • (4—12)
Qp x 2.3
so Qh  = Qr - — ---—  ..(4-14)
3.6
Hence by measuring QT, QL , Qq > then and can be 
calculated.
(4-4) Wave Analysis
The experimental procedure and the analysis of the 
interferograms was the same as has been described for the 
smooth surface films. It was desired to obtain information 
concerning the nature of the wave profile, unfortunately the 
width of vision of the T.V. monitor was only 2 mm and a wave 
profile oyer its wavelength could not be obtained at one time 
interval. However, from the interferograms taken at one cell 
position the rise and fall of the interface, corresponding to 
the passage of a wave peak and trough, could be obtained. The 
camera speed was set at 23 frames per second, thus by a frame 
by frame analysis of the developed film, the movement of the 
liquid interface could be measured every 0.04 second. There-- 
fore, the dynamic wave profile, obtained at one cell position, 
could be plotted on an arbitrary time scale. It should be 
emphasised that a wave profile obtained at one time interval 
over a length scale, and the wave profiles obtained by this 
method of analysis, being time dependant at a fixed position, 
are complementary due to the definition of surface velocity 
(cm/sec).
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(4— 5) Static Pool Studies
(4-5-1) Interferometric data
. The data was analysed in the same way as. previously
explained for the Michel son interferometer. The only differences
-2being that the wavelength of light used Was 5«4-1 x 10 nanomerre 
*
and the static pool cell had a pathlength of 6.5 cm. Also the 
lig&t beam only passed through the cell once, thus the light 
path is given by l.N. Using the equations quoted previously, 
and WATSON1 s (1954-) relationship then
C = 7.68 x 10-5 x §■ ..(4-15)
where C is the concentration in gmol/1 and
optic - 7,68 3 ■1P:? ..(4-16)
. * s y=o
(4-5-2) Transducer data
The transducer was used and calibrated as described 
by KHANNA (1971)- From the recorded pressure change in the 
gas space (AP nun), then the value of M^ was calculated from 
the formula
V t r a M  - I .' -5t tr ns A it 22>4 x 1o  ^ \cnr
where V = volume of gas space (cm^)
A = liquid surface area (cm^)
Tq = absolute temperature (273°K)
T. = experimental temperature (°K).
- 129 -
CHAPTER 5 
RESULTS AND DISCUSSION
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RESULTS AND DISCUSSION 
(5-1) Introduction
The results are presented in two parts. Firstly, 
results obtained from a preliminary study of desorption, 
presented in terms of the gas desorbed. Secondly, flowing 
liquid absorption results obtained at various angles of 
inclination. It should be emphasised here that for the 
optical results obtained to have a complete meaning in 
relation to the gas absorption, or desorption, studies then 
temperature effects should be insignificant. This was 
enforced practically by ensuring similar temperatures for 
both gas and liquid before mass transfer commenced. The 
heat liberated by the carbon dioxide absorption process has 
been considered by KHANNA (1971) and shown to have a negligable 
effect on the interferograms. If the temperature effect is 
significant, then no quantitative optical results can be 
obtained. However this is mentioned as and when it occurs.
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PRELIMINARY STUDY
(5-2) Results and Discussion of Desorption from 
Static Liquid Pools '
(5-2-1) Introduction
The theoretical and experimental work reported by 
KHANNA (1971) and summarised by THOMAS, KHANNA and PALMER 
(1972) was chosen as the basis for examination of desorption 
phenomena. This was considered as a starting point for the 
study of desorption in physical systems. The main systems of 
immediate interest were Carbon Dioxide-Water, Acetylene-Water 
and Acetone-Water. As THOMAS et.al. (1972) have reported 
absorption studies, it was hoped that results obtained for 
the desorption processes from static pools would be of help 
for interpretation of results obtained from experiments 
conducted on the flowing liquid cell.
Other studies with Ammonia and Sulphur Dioxide-Water 
systems are reported, although it was appreciated that the 
complications introduced because of temperature effects would 
make the results less significant for interpretation of the 
transfer mechanism.
Finally, results are presented for the desorption of 
Acetone from water where the main variables considered were 
the effect of pool area and depth on the transfer process.
This was considered because of the small liquid depths occurring 
in the flowing liquid cell. The results will now be considered 
in terms of the system studied.
(5-2-2) Carbon Dioxide-Water
Results were obtained for the desorption of carbon 
dioxide from a static pool of water saturated with the gas,
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and for desorption from a pool of 30% saturation. The latter 
will he referred to as a ’dilute* solution.
(5-2-2)(i) Dilute Solution (30% saturation)
A typical group of shadowgraph tracings for carbon 
dioxide-water are shown in Pig (5-1). Each curve is a direct 
trace of one fringe at a given time interval, from the exposure 
of the liquid to the inert atmosphere. Complete sets of the 
shadowgraph curves were obtained by analysis of the cin£ film 
as described in section (4-1)-. A selected series of photo­
graphic stills are printed in Pig (5-2). Several runs in the 
series were made, and shown to be reproducible within the 
small error of 'reading* the cin£ film.
Prom the areas under these curves were obtained the 
values of the solute depletion in the liquid as defined by
i*1 equation (4-8). Also from the shadowgraphs, values . 
^ m
of mg, and hence can be recorded. In this way values of 
Cs 0p^ -LC were obtained from equation (4-5).
The values of Cg 0ptic obtained from the fringe 
patterns are given in .Fig (5-4).. Prom this it can be seen that 
Cg 0p^.j_c is a function of time. In Pig (5-5) the values of 
Cs 0p^^c are shown to be a linear function of the square root 
of time.
The take-up of carbon dioxide by the gas space,
M t trans’ is shown in FiS (5-6) as a function of time. These 
values are obtained using equation (4-17). Also given in 
Pig (5-6) are the values of ior direct comparison
with trans-
In Pig (5-7) values of ^rans are comPare<^  values 
of capc obtained from equations (2-168), and (2-169) to 
(2-175)- Theoretical values of the surface resistance, ,
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Seconds 40
20 25 Interface
y
Straight
fringes
1 mm
Pig (5-1) Shadowgraph tracings for desorption from
dilute solutions of carbon dioxide in water
(a) t =  0 secs (b) t =  10 secs
(c) t = 15 secs (d) t =  20 secs
(e) t = 30 secs (f) t =  40 secs
Fig. ( 5 - 2 )
Fringe patterns for desorption
of carbon dioxide
from static aqueous solutions
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0.5
^  Time (sec) 20
Pig- (5-5) Variation of desorption depth with time 
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Fig (5-4-) Variation of surface concentration.with time, 
for carbon dioxide desorption‘from water, 
in dilute solutions, *
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10.25 x 10° gmol/cm3) . '
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(5-5) Variation of surface-concentration with square
root of time, for desorption of carbon dioxide 
from water, in dilute- solutions
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were calculated using equation (2-169). In order to obtain
1the theoretical values of cgj_c and g— :--- - , the experimental
s calc
results of C .. as a function of time are used. It should s optic
be remembered that the theoretical values were not computed 
from first principles, but are based on experiment; this point 
has been considered in more detail in section (2-5) where the 
theory of the desorption process was considered.
1Values of the surface resistance, ^----;--  , were also
s optic
obtained directly from the optical results, as given by equation 
(2-174). This requires a knowledge of the experimentally
determined relationships of Cg 0ptic versus  ^aZL<^ ^t optic 
versus t, as given in Tigs (5-4) and (5-6). Presented in Tig
(5-9) is the variation of r-— — --- (obtained from equation
s Optic
(2-1?4)) against values of t^.
(5-2-2)(ii) Discussion
Trom the results presented several observations can 
be made. The approach to a constant fringe position, at 
t = 50 sec, is demonstrated in Tig (5-1). Beyond 40 sec the 
fringe "moves back" on itself, tending to return to the vertical 
position, which indicates a decrease in the concentration 
gradient. Trom Tig (5-6), for times less than 30 sec, then 
the values of 0p-^c and -^rans agree, this demonstrates 
that the interferograms give a true record of the mass transfer 
process. Beyond 30 sec the value of ^rans continues to 
increase even though 0p^^c is constant, and after 40 sec 
^t optic is ^ecreasinc- This must be due to an overall decrease 
in the solution concentration. It would be shown as a lateral 
movement in the whole fringe, which is too small to be measured 
over short time intervals.
10 
(g
mo
l/
cm
 
)
10
4- Transducer 
© Optics
10 20
Time (sec)
Fig (.5-6) Desorption rate of carbon dioxide from water 
(dilute solutions) ‘
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Pig (5-7) Comparison of theoretical and experimental mass
transfer desorption rates for dilute solutions of 
carbon dioxide in water
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Fig (5-8) Time dependance of surface resistance for 
desorption from dilute solutions of 
carhon dioxide in water \
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'Fig (5-9) Time dependance of surface resistance,(calculated 
from optics), for desorption of carbon dioxide 
from water in dilute solutions •
Two theoretical cases of a gas-liquid mass transfer 
process are given by CRAEK (1956) P-51 £°r two functions of 
C = f(t). These equations are for a variable source and canb
be applied to both absorption and desorption transfer. The
relevant equations are given in section (2-3-5) as equations
(2-62) to (2-67) for absorption into falling liquid films,
and have been used by Thomas et.al. (1972) when considering
absorption of carbon dioxide in static water pools. For carbon
dioxide absorption, gas is transferred from the interface to
the bulk liquid and if the surface concentration is time
dependant, then there is a variable source. However for the
desorption process, gas is transferred from the bulk liquid
to the interface, and the bulk is then a constant source having
the uniform initial concentration. Therefore the two theoretical
cases given by equations (2-62) to (2-67) could not be compared
to the experimental desorption results of this study.
It was desired to compare the experimental values
of with a theoretical case, where surface resistance is
considered. This case is given by CRANK (1956) p. 34- and given
in this work in section (2-5)- The theory assumes that is
s^
constant, and as such equation (2-168) is only used with 
certain reservations. THOMAS et.al. (1972) used a similar
theoretical case for carbon dioxide absorption and found that
1 .rz  --- varied with time. Experimental values of M. as
s calc ^
obtained from optical shadowgraphs for the desorption process,
and values of M^ caqc from equation (2-168) are shown in Fig (5-7)*
A good agreement between experimental and theoretical M^ . values
can be observed. The calculated values of M^ are not wholly
theoretical as values of Cg 0pj-.j_c versus t were used in equations
(2-169) to (2-173) in order to obtain values of M^ caqc*
' I
When values of ^---  , which was assumed constant
s calc
in the theoretical derivation, were calculated from equation 
(2-169), then it was found that the calculated surface resis­
tance values were time dependant. This makes the application
A .
of the theory suspect. Values of rr------- were found directly
s optic
from optical results by using equation (2-174-). These values
1are compared to r- ;—  obtained from equations (2-169),
s calc
(2-170) and (2-173) in Pig (3-8). Values of ^— —   , from
s optic 
2equation (2-1740, are plotted in Pig (5-9) against t and a 
correlation obtained.
1The relationships between and t, for the carbon
s
dioxide-water system are now given.
(1) Desorption of carbon dioxide from water.
1(a) Theoretical case using equation (2-168) (assuming
s
is a constant).
  = 1700 -> 700 sec/cm; t = 5 •* 30 sec.Ir
s calc
(b) Calculated from optics using equation (2-174-). 
1---- = 1260 -♦ 700 sec/cm; t < 30 sec.Ir
s optic
Tr
s optic
p
= 1260 - 0.6 t is the best correlation
obtained.
(2) Absorption of carbon dioxide in water, given by THOMAS 
et.al. (1972).
—    = 7850 -> 4-500 sec/cm; t = 10 -♦ 30 sec.
s calc
1^—  --- = 1QpODsec/cm when t = 0 sec.
s calc
- 14-5 -
Prom these values, for desorption, it can be seen that — -
s calc
(from equation (2-169)) and — — —  (from equation (2-174))
s optic
approach each other after approximately 30 sec* This would
explain why calculated and experimental M^ values tend to agree
as the desorption time increases, as shown in Pig (5-7)•
However, it is strange that the theoretical case (assuming
—  ----  is constant) should compare so closely with the
s calc
1 .experimental values, which show as a function of time.
s
No direct comparison is made with the results of THOMS et.al. 
(1972) because of the presence of convective disturbances in 
their study. This meant that the Cg 0p ^ c results were not 
true values.
These results for carbon dioxide desorption from 
dilute solutions confirm the results of THOMAS et.al. (1972).
In this study density driven convective disturbances were absent 
and agreement was obtained between the optical and transducer 
results. Also an appreciable surface resistance has been 
detected and measured quantitatively using optical techniques. 
(5-2-2)(iii) Saturated Solution
The results obtained for the desorption of carbon 
dioxide from a static pool of liquid saturated with the gas will 
now be considered. The reason these results are discussed 
separately is that WATSON1 s (1954-) relationship, which is used 
to determine Cg Qp^ic and M^ 0p^ic? was derived for dilute 
solutions. It is not known whether the relationship has a 
linear extrapolation for saturated solutions.
Typical shadowgraph traces of the fringe shift, for 
various times, are shown in Pig (5-10). It can be seen that 
a fringe shift is observable for t < 90 sec, and the fringe
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Fig (5-10) Shadowgraph, tracings for desorption of 
carbon dioxide from water, in saturated 
solutions . ■ . •
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Fig (5-H) Desorption penetration depth for
. carbon dioxide and water in saturated 
solutions • .
does not "move back" as observed with dilute solutions, For 
t > 90 sec, the penetration depth of gas from the liquid is 
1 mm which is the limit of fringe shift conversion of refractive 
index gradient to concentration gradient. A comparison is 
given in Fig (5-12) of the desorption rate from a saturated 
solution (from optics and transducer), the desorption rate from 
dilute solution and absorption rate of carbon dioxide in water 
(from THOMS et.al. (1972)). In Fig (5-13) is presented the 
desorption rate from a saturated solution compared to the 
theoretical rate, assuming the surface resistance is constant 
(as given by equation (2-168)).
(5-2-2)(iv) Discussion .
As already stated, the use of WATSON1s (-19 54-): rela­
tionship between concentration and refractive index is doubtful 
for saturated solutions. In Fig (5-12),. the gas desorption 
rate from the transducer is greater than calculated from the 
optics. Also the desorption rate from the dilute solution is 
greater than that calculated from the interferograms of the 
saturated solution. However trans ^or sa^ura^e^ solution 
is still greater than ^rans f°r the dilute solution. This 
suggests that the value of 0p ^ c» for the saturated solution, 
is less than the true value.
Two reasons for this are possible. Firstly, the 
presence of convective disturbances causing mixing of the 
surface layers with the bulk. For the desorption of carbon 
dioxide the system is stable with respect to bouyancy forces 
and eddies would be surface tension driven, if they existed.
This is unlikely because the solubility of carbon dioxide in 
water is low, and from International Critical Tables the change 
of surface tension of water when saturated with carbon dioxide
-149 -
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is only 1%. It seems improbable that surface tension driven 
eddies would be large enough to cause the deviations of 
transducer and optics observed for the saturated solution.
Secondly, the most probable reason for the disagree­
ment is, as previously stated, that WATSON's (1954) relationship 
is not valid in this concentration region. This would explain 
the anomolous result that the optic va-*-ues ^or 
solution are greater than from the saturated solution. Erom 
comparison of the transducer readings the driving force is 
greater for the saturated solution. Eor the dilute solution 
after 30 sec, the surface concentration has fallen to approx­
imately 30% of its initial value. Erom the optics of the 
saturated solution, again after 30 sec, the surface concentra­
tion has only fallen to approximately 85% of its initial value. 
The surface concentration would be expected to have been 
reduced more than this, again suggesting that WATSON’s (1954) 
relationship is predicting values less than the true values.
Assume that the optical values obtained for the 
saturated solution desorption are modified by a factor 1^ 1, where
M
S = t^rans 
t optic
Alternatively, the values predicted by WATSON's (1954)
relationship are increased by a factor ‘ft1 when dilute solutions
are not used. If Cb for the saturated solution is nows optic
increased by ft, then for t > 30 sec, Cg 0p.j-^c will have fallen 
to 60% of the initial value, this seems more realistic. The 
values of Cg 0p^pc increased by ‘ft’ were used to determine the 
value of caqc from equation (2-168). These values are
compai'ed to the experimental results (M^ -^rans or ftM^  0ptic
It can be seen by examination of the theory given in
10
CM
ao
Equation (2-16
Optics
(modified)
•p
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Eig (5-14) Comparison of desorption rates of carbon dioxide
from water in saturated solutions, for theory 
. (assuming k constant) and modified optic values
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section (4-1), that increasing Cg 0p-fcqc *^ 7 does not merely 
increase 0p^^c by 1 effect is more intrinsic. The 
comparison of theory and optics, from modified and straight­
forward results, is given in Figs (5-14) and (5-15)•
For hoth cases it can he seen that the theory and 
experimental results agree for t < 50 sec. Surface resistance 
values calculated from equation (2-169) using true and modified 
results are presented in Fig (5-10). Values of surface resis­
tance hased entirely on optics in equation (2-174) were not 
calculated because of the doubts associated with the experi­
mental optical results.
(5-2-5). Acetylene-Water
Typical shadowgraph traces of the fringe shift for 
acetylene desorption from dilute water solutions are shorn in 
Fig (5-17), and for the saturated solution in Fig (5-18). As 
for carbon dioxide, the desorption rates from saturated and 
dilute acetylene-water solutions (by optics and transducer) 
and the absorption rate of acetylene in water (from KEAENA 
(1971)) are compared in Fig (5-20). A selected series of 
photographic stills are printed in Fig (5-19)*
For the desorption of acetylene from water the system 
is unstable with respect to density differences. That is, 
the surface becomes denser than the bulk, and it would be 
expected that bouyancy driven microeddies would exist, as in 
the analogous case of carbon dioxide-water absorption. It has 
also been demonstrated by KEiANNA (1971) for acetylene absorption 
in water that eddies driven by bouyancy are absent, and the 
transducer and optical results agree. However, eddies driven 
by surface tension differences are still present. When 
desorbing from saturated solutions, it was found that the
values, from optics and transducer, agree. This would not
y1 mm
Fig (5-17) Shadowgraph tracings 
acetylene desorbing from water 
(dilute solutions)
Seconds
40
Interface
Fig (5~18) Shadowgraph.tracings 
acetylene desorbing from water 
(saturated solutions)
1 mm
(a) t =  0 se c s  (b) t =  5 secs
(c) t =  10 secs
(e) 1 =  30 secs  
Pig, (5-19)
F i inge patterns for desorption 
of acetylene
from static aqueous solutions
(d) t =  20 secs
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(.5-20) Comparison of mass transfer rates for 
. acetyl ene-water System ■
"be expected when considering previous comments. However, as 
previously discussed.for carbon dioxide-water desorption, the 
use of WATSON's (1954-) relationship is suspect, and the same 
comments apply here.
The values for saturated solutions of acetylene will 
not he discussed in detail, due to the doubt concerning 
quantitative measurements.
For dilute solutions, it is found that
M . > Mt optic t trans .
This would not be expected from preceeding comments.
Also
^t optic > ^t trans > ^t trans .
(dilute) (saturated) (dilute)
It would be expected that the desorption rate (by 
transducer) would be greater for saturated solutions, due to 
the larger driving force. However, the value of Q^ c for 
the dilute solution would be expected to be less than ^rans 
for the saturated solution, even if the value were greater 
than the transducer value for dilute solutions.
Upon first consideration it would be expected that 
the reasons for disagreement of optic and transducer results 
obtained for the desorption of acetylene from water, would be 
the seme as for the analogous case of carbon dioxide-water 
absorption. That is, as the acetylene leaves the solution then 
the surface becomes denser than the bulk, therefore bouyancy 
driven convective disturbances are present which cause mixing 
of the surface layers with the bulk concentration of acetylene. 
In this case it would cause a dilution effect on the bulk con­
centration gradient (as for carbon dioxide-water absorption), 
therefore ^rans would be greater than 0p-^ ic- As can 
seen from Fig (5-20) this is not the case, and optic >
-160  -
-^rang for desoi?ption of acetylene from dilute aqueous 
solutions. It has been shorn that a dilution of the hulk 
concentration by microeddies will not provide an explanation 
for the results obtained. It is therefore suggested that the 
high value of 0p-kqc is &ue J*'° a smaller value of the surface 
concentration than would be expected. As the acetylene leaves 
the liquid then a layer of liquid, of extremely low gas con­
centration, remains at the interface and gives a high value 
of in . The bouyancy driven microeddies move down into solution, 
and impede the transfer of acetylene to the surface by mole­
cular diffusion. The concentration at the surface is less 
than expected, and the bulk concentration has not been reduced 
as much as expected from previous results. Hence the concen­
tration gradient is increased, and ^  o p ^ c > ^  trans* ^  
relatively long desorption times, a disturbance in the fringe 
pattern becomes observable. lor dilute solutions this is 
approximately t = 72 sec, and for saturated solutions 
t = 135 sec. For saturated solutions the effect is large, 
but not as great as for ammonia desorption (see section(5-2-3))> 
which also has disturbances due to density effects. The 
disturbance is in the form of a "kink" in the fringe, which 
starts at a point on the interface and gradually descends into 
the liquid bulk. Considering this disturbance, and previously 
mentioned surface tension instabilities, it would be unwise to 
draw definite conclusions from these results. Further research 
is needed as to the nature of surface instabilities. However, 
this was considered to be outside the scope of the present study. 
(5-2-4) Acetone-Water
This system was chosen for study because of the large 
change in surface tension of the solution with change in
- 161 -
acetone concentration. This is shorn in Fig (5-21). It would 
have been preferable to study a system which was stable with 
respect to bouyancy forces during the desorption process.
That is, a solution which was denser than water and also 
exhibited large surface tension variations. However, the only 
compounds which satisfied these conditions were either dangerous 
to use, difficult to obtain or were limited in the information 
available concerning their physical properties.
Therefore, it was decided to study the desorption of 
acetone even though it exhibited large density changes, as well 
as surface tension variations. The relationship between the . 
refractive index and the concentration of acetone in 'water 
was determined using a Pulfrich. refractometer. This is given 
in Fig (5-22). The calculation of results was as for the 
carbon dioxide-water system given in section (4-1) and using 
the data of Fig (5-22). The concentration of acetone was 
arbitrarily chosen as 1 gmol/litre in water. A typical set 
of shadowgraph tracings for the acetone desorption from the 
solution are given in Fig (5-25). A selected series of photo­
graphic stills are printed in Fig (5-24). From Fig (5-23) it 
can be seen that for t > 40 sec, then the fringe shift, y^, 
in the liquid is greater than 1 mm and results cannot be 
analysed quantitatively. The desorption rates obtained from 
optics and transducer are compared in Fig (5-25).
The acetylene-water and acetone-water systems are 
similar when considering the desorption process. Both are 
■unstable with respect to bouyancy forces. For acetyl ene-water 
the effect of surface tension instabilities has been deduced; 
for acetone-water large surface tension changes have been 
measured with concentration change. The initial concentration
- 162 -
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Fig (5-21) Variation of ‘surface tension of acetone-water 
solutions with, concentration
an = 0.00390 ac
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Fig (5-22) Concentration - refractive index relationship 
for acetone-water system •
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Fig (5-23) Shadowgraph tracings for desorption from 
acetone-water system (initially 1 gmol/l)
(a) t =  5 secs (b) t =  20 secs
(c) t =  40 secs (d) t =  50. 4 se c s
(e) t =  54.4  secs  (f) t =  58.4 secs
Fig. (3 -2 4 )
Fringe patterns for desorption 
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from static aqueous solutions
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Fig (5-25) Desorption mass transfer rate from 1 gmol/1 
acetone/water solution
- 16? ~
of acetone in water was 1 gmol/litre, which is approximately 
100 times greater than the acetylene concentration in water in 
section (5-2-3)* For an initial acetone concentration of 
1 gmol/litre a disturbance in the fringe patterns becomes 
observable for t > 54- sec. This is visibly larger than for 
the acetylene-water system.
From Fig (5-25); ^  trans > Mt optic which 18 the
opposite effect from that observed for the acetylene-water
system. The concentration of acetone decreases as the interface 
is approached and the surface tension increases. Hence there 
is a strong possibility of surface tension driven eddies being 
present, an accumulation of solute at the interface causing a 
reduction in the concentration gradient, and a lower value of 
^t optic* Also large density differences exist between the 
surface and the bulk liquid. It is suggested that these forces, 
instead of impeding the molecular diffusion as proposed for 
acetylene-water, are actually large enough to cause greater 
mixing. The rates of mass transfer for the acetone-water and 
acetyl ene-water systems are approximately the same, but the 
complementary effect of bouyancy and surface tension instabil­
ities causes large scale mixing for the acetone-water system. 
Hence, there is a reduction in the concentration gradient and 
trans > 0p£ic» which explains the different results 
obtained for the two systems^
(5-2-5) Ammonia-Water
Saturated aqueous solutions were used for this study.
A comparison of the desorption rate and the absorption rate 
(from KHANNA (197^)) is given in Tig (5-26). A thermocouple 
was introduced in the liquid phase as near to the interface, as 
possible. The measured temperature change during the desorption
process is shown in Fig (5-27)*
Absorption 
(KHAKKA (1971).)
Desorption
( saturated 
solution)
i—I
60
Dig (5-26) Mass transfer rates .for ammonia-water: system
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Fringe patterns for desorption  
of ammonia
from static aqueous solutions
(f) t =  15 secs
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As can "be seen from Fig (5-26), the mass transfer 
rate for desorption is approximately 5^% less than the absorp­
tion rate. For t < 15 sec, the measured temperature drop at 
the interface was 1.32°C. For t > 15 sec, the temperature 
remained constant. This temperature effect means that no 
quantitative results could he obtained from the interferograms, 
due to the sensitivity of the optics to temperature changes.
The interferograms still produce interesting results on a 
qualitative basis. A series of selected photographic stills 
are shown in Fig (5-28). In the first few seconds of the 
desorption process the interface moves down. After approximately 
5 sec a large scale disturbance is observable which commences 
at the centre of the liquid pool (lowest point of the interface). 
This disturbance takes the form of familiar "plunging rings". 
After approximately 16 sec, the whole pool is disturbed. For 
ammonia desorption the surface becomes heavier than the bulk 
and is unstable with respect to bouyancy forces.
In the analogous case of sulphur dioxide-water 
absorption, as studied by KHAITNA (1971)j the disturbance is 
observable after approximately 8 sec and the whole width of 
the pool interface is disturbed. When ammonia is desorbed, the 
disturbance is first observable from one point on the interface 
as shown in Fig (5-28.c). Other "point source" disturbances 
then occur until the whole pool is disturbed. It is suggested 
that this irregularity is because the surface tension variations, 
as well as the bouyancy forces, are of significant magnitude.
The combined effects cause the disturbances to grow to observable 
proportions quickly, and surface tension "sinks" cause the 
perturbations to grow from point sources.
(5-2-6)- Sulphur Dioxide-Water
Saturated aqueous solutions were used in the study.
A comparison of the absorption and desorption mass transfer 
rates is given in Fig (5-29). A thermocouple was introduced 
in the liquid as near the interface as possible. However no 
temperature changes were observed during the desorption process. 
With the measuring apparatus used this meant that any temperature 
change was less than ± 0.2°C. Very small heat effects can 
seriously disturb the optics, it was considered unwise to try 
and interpret interferometric results quantitatively.
As with ammonia desorption the introduction of the 
thermocouple reduced the mass transfer rate by approximately 
3 0 Therefore without the thermocouple temperature effects 
could be larger.
For sulphur dioxide desorption the surface becomes 
lighter than the bulk liquid and the system is stable for 
bouyancy forces. When desorption commences the fringe bends 
to the right on the T.V. monitor screen as shown in Figs 
(5-50 a.b.) This is the direction expected from density con­
siderations. After approximately 12 sec, the fringe gradually 
moves in the opposite direction, producing an 'S' shaped 
fringe, as shown in Fig- (5-30-d-.). This is the direction 
expected for sulphur dioxide absorption. In the analogous 
case of ammonia absorption where the interface is lighter than 
the bulk, then irregular fringe patterns were also obtained 
(see KHAOTA (19710)» The effect is probably due to small 
heat effects disturbing the fringe patterns.
(5-2-7) Thin pool studies of acetone-water
The acetone-water system was chosen for investigation 
because of the large surface tension changes, as previously 
discussed in section (5-2-4-). The thin pool studies of KHANNA
- 173-
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(5-29) Mass transfer rates for sulphur dioxide-water system
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Fringe patterns for desorption
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from static aqueous solutions
(b) t =  2 secs
(d) t =  12 se c s
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systems primarily exhibited bouyancy driven disturbances. It 
was decided to examine the effect of pool area, as well as 
pool depth, on the mass transfer process in this work. This was 
achieved by using three stainless steel troughs of different 
areas, all of total depth 1 cm. These fitted into the liquid 
space of cell.
Considering the results with the total liquid pool 
depth, presented in Fig (5-31), as the concentration of acetone 
increases, then the time for disturbances to become visible 
decreases. For a concentration of 0.5 gmol/litre of acetone, 
then the “disturbance time, tjj“ is 85 sec-. For 8 gmol/litre, 
tp = 10 sec. Beyond 8 gmol/litre acetone, then t^ again 
increases. For example at 11 gmol/litre, t^= 25 sec. It 
should be noted that although a finite time is required for 
the effects to become observable, the disturbances are present 
from the start of the desorption process.
From Fig (5~32), as the concentration of acetone in 
water is increased, so the mass transfer rate increases. This 
would be expected due to the increased driving force. The driving 
force is the difference between the partial pressure of the acetone 
vapour in contact with the liquid at equilibrium and the partial
pressure of acetone in the gas phase. The latter is always zero
at t = 0 sec.
The three liquid troughs used had liquid surface
2 ^ 2 areas of 2.2 cm , 9*22 cm"" and 12.3 cm , and a total pool depth
of 1 cm. The complete liquid pool was also used with an area
2of 1/ cm and a total depth of 2.5 cm. This could be reduced
2 •using stainless steel blanks of area 17 cm and 5 ™n thick­
ness. The concentration of acetone in water was arbitrarily 
chosen as 1 gmol/litre for all studies. Shown in Figs (5-34-) to
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strating the effect of pool area and pool depth on the mass 
transfer. A selected series of photographic stills are 
presented in Fig (5-33) for. a pool depth of 3*3 m  and area =
17 cm*\
The most informative graphs to study are those of 
versus pool depth, at comparative times, for different 
surface areas. These will now be considered for each inter­
facial area used.
2.2 cm2
The effect of pool depth on the mass transfer is 
shown in Fig (5-34)* (5-35) and (5-36)• As the pool depth is 
increased from 1.4 mm to 11.5 mm over the same time interval, 
then increases. For all time intervals, at pool depths 
between approximately 5 mm and 8 mm, the mass transfer per 
unit area, remains constant (shown as a plateau region on 
the graphs).
9.22 cm^
Results are presented in-Figs (5-37)v (5-38) and (5-39). 
As the pool depth is increased, then increases. This reaches 
a maximum at approximately 3 mm* beyond which the mass transfer 
decreases for all time intervals considered.
12.5 cm2
Results are presented in Figs (5-4-0), (5-4-1) and (5-42).
2The same observations can be made as for the 9>22 cm trough.
A peak is observed at approximately 3 .5 mm. However, for 
t < 30 sec the peak is not pronounced and appears to reach 
a constant value with change in pool depth.
17 cm^
Results are- shorn in Figs (5-4-3)> (5-44) and (5-4-5).
No observable ’peak* pool depth can be defined and lij. remains 
constant with time, for any pool depth.
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(a) t =  10 se c s (b) t =  40 se c s
(c) t =  56. 4 se c s  (d) t =  6U se c s
(e) t =  65 se c s  (f) t =  75 secs
Fig. (5-33)
Fringe patterns for desorption  
of acetone (1 gm ol/litre)  
from static aqueous solutions 
(Pool depth =  3 .5  mm)
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obvious that the mass transfer per unit area decreases as the 
interfacial area is increased, for the same time interval and 
same pool depth.
Consider the total mass transfer (gmol) and the mass
transfer per unit area, M^ -, (gmol/cm ) at the same pool depth
and the same time interval. These results are presented in
Table (5-1)* As can be seen, increases as the area decreases.
However, the total gas desorbed at a specified pool depth
2reaches a maximum when the interfacial area is 9*22 cm . Thxs 
is very interesting, it would be expected that the total amount 
of acetone desorbed would be greatest from the pool of largest 
surface area.
It would also be expected that values of would be 
equal at the same time and same pool depth. It has been shown 
that the smaller the surface area, then the greater is M^.
These results strongly suggest the presence of eddies 
driven by cellular convection. For the desorption of acetone 
from water, the solutions are unstable with respect to density 
differences. For thin liquid pools with a small surface area, 
the acetone should desorb very quickly due to large scale 
mixing of the solution by the bouyancy driven eddies. The 
effect of surface tension eddies must also be considered. As 
shown by Fig (5-21) , the addition of acetone to water greatly 
reduces the surface tension. When acetone is desorbed from 
solution the surface tension changes, and the value is largest 
at the surface where the acetone concentration is least. Hence, 
the surface becomes less flexible. When the surface area is 
small (2.2 cm ) then the surface rigidity is increased by the 
trough walls. As the surface area is increased, the surface
becomes more flexible and surface tension forces have less 
effect. Bouyancy forces then become dominant.
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TABLE (5-1) Comparison of total mass transfer and
mass transfer per onit area, at comparative 
times and pool depths.
POOL DEPTH = J.m
TIME = 30 seconds TIME = 70 seconds
Surface M. Total mass M, Total mass
Area desorbed V desorbed
(cm2)
p
( gmol/cm ) (gmol)
p
( gmol/cm ) (gmol)
2.2 16 35-6 34.0 75-0
9.22 9.0 83.0 13.8 125-0
12.3 5.2 64.0 10.6 130.0
17.0 — — —
POOL DEPTH = ^ mm
2.2 20 44.0 40.4 97.0
9.22 17.2 68.0 13.0 119.0
12.3 4.6 54.0 9.2 113-0
17.0 2.4- 41.0 4.4 75-0
When the surface area becomes large enough, considering 
equal pool depths means that the pool volume increases, then 
density driven microeddies cause the mixing process. Hence 
the mass transfer decreases. At an optimum pool surface area, 
the effect of bouyancy and surface tension eddies reinforce 
each other. This explains the increase in the total gas 
desorption (gmol). This also explains why a 'peak1 pool depth 
is observable at intermediate surface areas, as shown in Figs 
(5-39) and (5-42).
With the smallest surface area studied (2.2 cm ), 
the mass transfer increases initially, reaches a constant value 
and then increases again. It- is suggested that this is due to 
eddies penetrating the total depth of the pool and then 
recirculating. This argument has also been proposed by KHANHA
(1971).
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HAIM STUDY
(5-3) CARBON DIOXIDE ABSORPTION INTO WATER PLOWING DOWN .
" a t  i K ( j g w i n M j  : 1 ~  •
(5-3-‘1) Plow RateResults
' ^  ^  mim Mil «. ^ »I. I ■■■ ■ mimin'i i
The liquid leaving the cell was divided into a central 
region and two side regions as it left the end of the bottom 
glass plate. This is because the increased depth of liquid 
along the side windows of the cell, due to meniscus effect, 
results in increased local velocities adjacent to the vertical 
boundary, compared to the central film flow region. The total 
Reynolds Number was calculated from the total volumetric flow 
rate distributed across the entire cell width. The film Reynolds 
Number was calculated using the experimentally determined flow 
rate, per unit width of wetted surface, from the central region 
of the cell. From Fig (5-4-7) it can be seen that at a given 
total Reynolds Number, the film Reynolds Number deviates more 
as the angle of inclination is increased. One explanation of 
this is that as the angle is increased, assuming the relative 
height of the meniscus remains unchanged, then the film becomes 
thinner at the same total flow. rate. At a particular angle of 
inclination, as the flow rate is increased, the difference between 
the total and film Reynolds Numbers decreases. This is due 
to a proportionally larger increase in the film thickness than 
in the meniscus height. It can be appreciated that large errors 
will result if the lateral distribution of the liquid is not 
taken into account. From Fig (5-4-8) it can be seen that the 
results obtained in this study are in agreement with those 
obtained by MERRITT (1966).
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The exit flow from the left side or tne cerr is g 
than from the right hand side* This is shown in Pig (5-49)*
The reason-is that there is a small gap (approximately 1 mm) 
between the edge of the left hand side window and the edge of 
the bottom#glass plate. Also some water goes under the bottom 
glass plate and collects in the left hand side compartment. The 
right hand side of the cell does not have this gap and the fact 
that the flow per unit width is greater than the central portion 
of the film is totally attributed to the meniscus effect. It 
was assumed that the flow in the meniscus is the same for each 
side of the cell. Then by performing an overall volumetric flow 
balance, as detailed in section (4— 3)*equations (4-9) to (4— 14), 
the flow in the meniscus could be calculated.. The flow in the 
left hand side gap plus the flow under the plate (referred to 
as the void flow) were also determined.
As shown in Pig (5-48) as the Reynolds Number is 
increased, then the central film flow and the meniscus flow 
approach each other. The effect can also be observed in Pig 
(5-50) where as the corrected total flow increases, so the 
meniscus flow decreases. Prom Pigs (5-51) to (5-54) as the 
angle of inclination is increased, for the same total flow rate, 
then the total flow in the meniscus increases. This is attributed 
to the relative height of the meniscus remaining constant as the 
film depth changes.
Work performed by PULPORD (1962) and MERRITT (1966) has 
shown that the flow in the meniscus region is greater than in 
the central region of a falling liquid film. PULPORD (1962) 
has shorn that this increase can be as much as 100%. The reason 
for the increase is that the velocity is proportional to the 
square of the liquid depth; as the depth of liquid in the
- 200 -
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meniscus increases so does the n o w  rare. However at m e  siae 
windows the velocity is zero, and there will'he an interaction 
of the side wall drag and the increased meniscus velocity.
CLAYTON (1958) and WILKES'and NEDDEENAN (1962) have 
measured velocity profiles in falling liquid films using a 
sophisticated technique, employing an ultramicroscope. They 
have shown-that for the smooth laminar flow regime the velocity 
profiles are closely predicted by NUBSELT (1916) theory. When 
waves are present at the film surface the local velocities 
scatter about the theoretical curve, but continue to give an 
excellent approximation to the time-averaged local velocities. 
This was for low Reynolds Numbers, where regular wave forms 
are propagated.
From the determination of the mean film velocity ("V” )
V a
and the surface velocity (V ), then if the ratio of ^  is
av
equal to 1.5, then this indicates that the velocity profile is 
semiparabolic as predicted by NUSSELT (1916). This has been 
confirmed by several workers for Reynolds Numbers less than 
that at wave inception. These are FRIEDMAN and MILLER (194-1), 
GRIMLEY ■( 194-7), CHEW (1953), JAYMOND (1961) and ASBJ0RNSEN (1961).
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(5“3-2) Bulk Concentration Results
(5-3~2)(i) Evaluation of Experimental Techniques Employed 
• The exit flow from the cell was divided into the 
central region film flow and the two side meniscus regions, 
so that the appropriate Reynolds, Number could be designated 
to the flow regimes. The average bulk concentration of the 
absorbed gas in the exit liquid from the cell was then deter­
mined by a standard titration procedure. When the liquid enters 
or leaves the absorption chamber then the liquid film is 
disturbed, at entrance due to an accelerating liquid region and 
hydraulic jump and at the liquid exit because of hydraulic jump 
and back rippling on the surface as the liquid leaves the plate. 
Also as the liquid leaves the plate it enters a calming chamber 
before leaving the cell. These effects are common to apparatus 
of this type, used to study gas absorption, and result in an 
increase in mass transfer in the regions where *end effects' 
are predominant. The gas absorbed due to end effects should be 
calculated in order to make valid deductions from results 
obtained concerning flowing liquid films. A mathematical 
approach to this problem has been presented by GARTSIDE (1962) 
and this will'be discussed in more detail later. It was 
decided that if bulk concentration results could be obtained 
with the end effects eliminated, or at least drastically 
reduced as much as possible, then this would be of great value 
in accurate interpretation of results. As an approximation it 
seems probable that the amount of gas absorbed due to the 
entrance affect will be small compared to that absorbed because 
of exit effects, and compared to the overall absorption in the 
cell. At inlet the liquid is in an acceleration regime and the 
time of gas-liquid contact is small, also from an examination of
~ 208 ~
interferograms taken at 7 cm from the liquid inlet (see next 
section) the amount of gas absorbed is small, and the approxima.- 
tion seems to be valid. Therefore xvork was concerned with 
elimination, or reduction, of the exit effect. It was realised 
that mass#transfer due to the liquid leaving the plate and 
falling into the calming chamber could not be satisfactorily 
accounted for (this is discussed again later on), and the level 
of liquid in the calming chamber was kept at the level of the 
exit liquid on the plate. This was achieved by use of clips 
on the exit liquid lines to restrict the liquid efflux.
The first method which was employed to reduce the exit 
effect was the introduction of a thin accurately machined angled 
knife edge inside the cell, which incorporated a liquid feed.
When the water flow rate in the cell was fixed then the knife 
edge was lowered, by means of a micrometer screw, as close to 
the water surface as possible and the feed of a low density 
liquid oil was started. This oil flowed down the knife edge 
and onto the liquid surface. The intention was that the oil 
should completely cover the liquid surface and prevent carbon 
dioxide being absorbed in this region. However several practical 
difficulties were discovered when this method was employed. It 
was difficult to obtain a low density liquid which was immiscible 
with water,which would not absorb carbon dioxide or attack the 
materials of construction of the cell. Also after each run the 
cell had to be completely cleaned to remove any traces of oil 
which had contaminated the bottom perspex plate. This method 
was finally rejected because of the difficulty of obtaining a 
continuous oil film on the water. The oil tended to break up 
into droplets and run in 'streams1 instead of a complete film.
It was realised that a great deal of work was needed to
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determine the correct oil to use, and a large amount of time 
would he needed to determine the correct oil flow rate for each 
liquid flow rate at each angle.
The second method considered was the suspension of a 
very thin sheet of cellophane on the liquid surface to cover the 
exit region where exit effects are present. This was rejected 
without trial because it was considered undesirable for the 
liquid surface to be in contact with a coating of this type 
which would affect the surface and average liquid velocity, and 
it was thought this would introduce effects at the initial 
point of contact of the liquid with the sheet, hence giving 
erroneous results.
The technique finally used was the introduction of a 
thin, accurately machined metal plate inside the cell, which 
could be raised or lowered by means of two adjustable screws, 
which were situated on the lid of the absorption chamber. The 
length of the plate was 25 cm which meant that the 'free* length 
of the absorption cell was 65 cm. Erom interference patterns 
taken (see next section) exit effects were found to commence at 
a contact length of approximately 75 cm. The plate was made to 
fit the width'of ■ the-cell and when the water flow rate was fixed, 
then the plate was lowered as close as possible to the liquid 
surface without touching it; this was estimated to be approx­
imately 1 mm. The plate had a right angled lip, at the end 
upstream of the exit calming chamber, and this protruded through 
a slot cut in the lid of the cell. The plate therefore effec­
tively divided the exit end region of the absorption chamber.
The location of the 'dividor plate1 in the absorption cell is 
shown in Fig (5* 55) • The experimental procedure was as described 
in Chapter 3 with the following modifications. When the
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carbon dioxide purge was shut off, then a low flow rate nitrogen 
purge was connected to the end section of the cell which was 
segmented .by the dividor plate. ‘This was vented to atmosphere. 
This ensured that the amount of carbon dioxide present in this 
region was minimal, and therefore the gas absorption due to 
exit effects was reduced. The slot cut in the cell lid was 
then sealed with insulating tape to prevent carbon dioxide 
leakage, as shown in Fig (5-55)* An inclined mercury manometer 
was connected at various positions along the cell while the 
nitrogen purge was used. The largest pressure change observed, 
from 7^0 inmHg atmospheric, w^ as only + 2 mm Hg. This means that 
the gas purge did not seriously change the experimental conditions 
.encountered in the cell during previous runs.
Hence bulk concentration measurements could be obtained 
by titration for carbon dioxide in the water leaving the cell, 
when the absorption due to 'exit effects1 has been reduced 
(hereafter referred to as 'reduced1 titration results). These 
results can then be compared to those obtained when the absorp­
tion due to 'end effects' is not considered (referred to as 
'primary' titration results). The reason for obtaining these 
results is twofold. Firstly, for comparison vdth results 
obtained by other workers using similar apparatus,and with 
theoretical predictions. Secondly, to compare with results 
obtained by optical interference methods (see next section) in 
order to obtain an understanding of the transfer phenomena 
occurring in the liquid. This has been shown by THOMAS, KHANNA 
and PAHTER (1972) to be very different from the situation pre- 
dieted by penetration-type theories, this will be further 
discussed- when the results are presented.
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Previous work performed in this laboratory' by KHAimfi. 
(1971)5 and summarised by THOMAS, KHANKA and PALMER (1972), 
concerning gas absorption in static liquid pools employed a 
differential pressure transducer. This enabled the pressure 
change, and hence the gas absorption, to be monitored from the 
gas side of the cell. Use of a similar transducer or a soap- 
film meter, on the gas space of the flowing liquid cell was 
decided to be impractical, because only the total gas absorbed 
per unit time could be measured, and this would also include 
the amount absorbed due to end effects. Another disadvantage 
of this type of method^s that the gas volume of the flowing 
liquid cell was made very large in order to ensure that the 
carbon dioxide partial presure would only change slightly from 
the original total pressure over as long an absorption time as 
possible. This is because the amount of gas absorbed is very 
small and the effective change in the partial pressure with 
time will be negligable. Due to the small amount of gas 
absorbed and the large gas volume, any measurement on the gas 
side- of the cell would be very susceptible to gas leaks, and 
any leak would give very large errors in the gas absorption 
readings. It would have been preferable to obtain liquid samples 
at various positions along the cell length, for analysis of the 
gas absorption process. However, this was found to be impracti­
cal. Firstly because the introduction of a syringe needle into 
the liquid film disturbed the surface and affected the hydro­
dynamics. Any results obtained in this way would also have to 
be corrected for the effects created, which it was decided could 
not be achieved with any reliable degree of accuracy. Secondly, 
the liquid film depth is only approximately 1.5 111111 at its 
maximum. It was found that if samples were taken, as well as
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disturbing the liquid, then removal of a sample large enough 
to allow accurate gas concentration analysis resulted in the 
liquid film breaking up. Even if a liquid film 4 mm deep 
could be obtained, then the care needed in extracting a sample, 
so that the film did not break, and the number of samples 
required to obtain consistently accurate results would involve 
too much time. It was therefore decided to obtain results for 
normal conditions and for reduced exit effect values.
The values obtained under normal operating conditions
<
are presented first and are derived using bulk flow rate data, 
where the total flow through the cell is divided by the entire 
cell width. These results are then compared to values obtained 
using film segmented flow rate data. If results were presented 
only for the bulk flow, rate measurements then serious errors 
would arise because the variation in the velocity profile across 
the cell has not been taken into account. The reason for 
presenting these results is to demonstrate the type of error 
which will occur by this method, which has been used by several 
investigators, e.g. JEPSEN (1964).
Work concerning gas absorption into flowing liquid 
films is generally compared to the average bulk concentrations 
predicted by PIGFORD (1941) theory. If the contact time of the 
gas and liquid is short, that is the gas does not penetrate deep 
into the liquid, then the theory predicts that the average bulk 
concentration is proportional to the parameter ^ ^-2. In this 
work the significant variables are:
(1) . the' contact length (Z)
' (2) angle of inclination (p )
(3) liquid flow rate (Q)
(4) liquid depth (h)
(5) surface velocity (lrs)*
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flow rate (Q) and angle; also the surface velocity is proportional 
to (h sin $). The time of gas-liquid contact (t) is defined as
7
9 therefore by using the term all the pertinent variables
are incorporated. Thus, results are presented corresponding to
values,
'(5-3-2)(ii) Presentation and evaluation of bulk titration 
concentration results.
As already stated, the exit flow from the cell was
divided into the two side regions and the central portion. .Where
results are presented for the meniscus region, these are for the
flow on the right hand side of the cell. This is because some
water leaked under the bottom perspex plate and entered the left
hand side compartment of the. liquid calming chamber, as such
results obtained would have been erroneous. This point has been
explained in greater detail in section Values of the
r \ 2
Reynolds Number, or , used here are designated as 1 film 
flow1 or 1 bulk flow1 values. The 'bulk flow' values are obtained 
from the total water flow rate through the cell per unit time 
divided by the entire cell.width.' The 'film flow* values are 
the true values of the parameters and are calculated from the 
measured flowrate per unit time, across a section of the cell, 
divided by the width of that section. This point has also been 
considered in detail in section (5-3“ /0  where it has been shown 
that results based on 'film* and 'bulk* values are very different 
and can lead to incorrect conclusions being drawn from results, 
if the true 'film' values of the parameters are not used.
Using low total flow rates which produced smooth laminar 
films, titration results of bulk concentrations were obtained
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for the central region of the hase plate of the cell. These 
results are presented in Fig (5-56) fox' ’film1 flow values of 
the parameter , said in Fig (5-57) using 'hulk1 flow values.
The latter "being average values which would he correct if there 
were no velocity distribution across the cell. It can he seen
in Fig (5-56) that at high values of there is a tendency
for (T to decrease as the angle of inclination increases, avg °
x x
(i.e. > 40). For < 40 then the tendency is less well
defined and the lines tend to intersect. The actual experimental
conditions were 'true1 film flow rates, over the central region,
in the range 100 cc/min to 550 cc/min corresponding to a range of
film Reynolds Numbers of 160 to 1000. The results are replotted
in Fig (5-57) using the total liquid flow through the cell, which
was within the range 550 cc/min to 1500 cc/min, in order to
1
calculate values of . The reason for plotting Fig (5-57) is
that 'hulk* flow parameters have been used by several workers,
e.g. JEPSEN (1964), and a contain.son of Figs (5-56) and (5-57)
will indicate the type of error which may have been introduced.
In Fig (5-57) the decrease of _ with increasing angle isavg
quite marked. In both Figs (5-56) and (5-57) it can be seen 
that there appears to be a critical angle of inclination where 
a reversal of trend occurs, i.e. ^avcr changes from decreased to 
increased values for increasing angle. This will be commented 
on later. The broken lines show the regions for which experi­
mental results were not obtained. Titration results are 
presented ^ in Fig (5-58) for the side meniscus region for bulk 
flow rate data. This was also obtained at low total flow rates 
before wave formation was observable. It can be seen that for 
any given value of then the concentration in the meniscus
decreases as the angle is increased, and results tend to be less
- 216 -
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scattered than for the central region, a i s o  -one conct:iioi-dLoxuiio 
are higher in the meniscus than in the central film region.
.In Table (5-2) and .Figs (5-59) to (5-62) the results 
are compared to predictions of the PIGFOBD (194-1) theory. This
theory was developed to predict the mass transfer into smooth
#
flowing laminar liquid films and is hereafter simply referred 
to as the PIGFOBD (194-1) theory. An outline of the theoretical 
development is given in Chapter 2. For Beynolds Numbers > 500 
the values in the centraL film region are approximately 50% less 
than the theoretical results. For Beynolds Numbers < 500, the 
differences in the experimental and predicted results are much 
greater. The bulk concentrations in the meniscus show better 
agreement with theory, the deviation being' less at lower angles 
of inclination. If the amount of gas absorption due to 1 end 
effects* was known and subtracted from the total bulk concen­
tration results, then the experimental values may be very much 
less than those predicted by PIGFOBD (194-1) theory which does 
not take into account the presence of end effects.
The introduction of the metallic dividor plate, and 
use of the nitrogen purge, should result in a reduction in the 
amount of gas absorbed compared with the results obtained 
previously. The liquid in the exit calming chamber was main­
tained at the level of the dividor plate in order to avoid 
absorption in the calming chamber liquid pool. In Fig (5-65) 
is presented a comparison of all the bulk concentration results 
obtained by titration. 1 Primary end effects* refers to the 
results obtained from use of the absorption cell without any 
attempt to reduce the 1 exit effects*. The terminology 1 reduced 
end effects* refers to the experiments conducted with the 
adjustable dividor plate and the nitrogen purge.
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TABLE (5-2) Titration Results compared to values
predicted T941) theory,
for corrected Reynolds Numbers.
ANGLE = -1° 
#
Film
Reynolds
Number
Film
C
aI^c*
c .
— BLE c*
Meniscus
Reynolds
Number
Meniscus
C
c*
. 158 0.128 0.288 330 0.199 0.178
299 0.099 0.190 420 0.168 0.152
533 0.082 0.132 565 0.149 0.12-5
767 0.066 0.108 750 0.114 0.107
1000 0.059 0.095 825 0.094 0.102
ANGLE 20
118 0.133 0.393 355 0.212 0.190
258 0.110 0.235 435 0.167 0.168
492 0 .095 0.155 565 0.135 0.140
726 0.083 0.123 778 0.104 0.115
960 0.079 0.105 870 0 .0 7 2 0.108
ANGLE = 3°
66 0.076 0.610 395 0.186 0.192
206 0.059 0.292 507 0.144 0.160
440 0.049 0.177 638 0.111 0.139
674 0.044 0.135 785 0.08 7 O.I23
907 0.043 0.114 918 0.058 0.113
ANGLE = 4°
131 0.059 0.410 550 0.118 0.161
365 0.054 0.210 705 0.105 0.136
599 0.049 0.152 857 0.081 0.120
852 0.045 0.124 1020 0.079 0.110
1066 0.042 0.109 •1170 0 .05 0 0.104
ri'ig (5~59) Bulk concentration re suits compared to 
PIGEORB (1941) Theory
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Considering firstly, in I'ig 0-65^, m e  so-caiiea
reduced state. Here it is Hoped that the use of the dividor
plate has minimised, or even eliminated, the exit end effects.
From Fig (5-63) ^or reduced end effects (shown'dotted) it
can he seen that the lines are well defined, the scatter of
the experimental values is small, and no values were obtained 
, si 
(t^ 2for <7, i.e. Q > 660 cc/min, for any angle of inclination.
The lines do not intersect. The amount of gas absorbed, *^avo.j 
appears to pass through a minimum value as the angle of 
inclination is increased from 1° to 4°46'. The critical angle 
appeared to be between 3° and 4°. However, never reaches
the value at 4°46' which it had at 1°. Beyond 4°46' the film 
ceases to be smooth, over the- range of flow rates used, and waves 
are formed. The experimental results given in Figs (5-56) and 
(5-57) are partially reproduced in Fig (5-63)* referred to as 
fprimary end effects* for comparison with the reduced end effects. 
The very considerable reduction in the magnitude of ^aVg between 
the two sets of results, for each angle of inclination, is 
obvious. Considering Fig (5-63), some typical results in the 
middle of the range (for = 20 sec^/cm) are given in Table (5-5
Clearly the difference which must be due to a reduc­
tion, if not elimination, of end effects is of equal magnitude 
to the amount absorbed. The primary experimental results 
obtained for the simple inclined channel are not therefore 
acceptable in order to analyse theoretical applicability. It 
is possible that even with the dividor plate, the reduced end 
effect results could still retain an end effect but of very
m,
considerably reduced magnitude. This may not be constant at 
each angle of inclination. (It will be shown later by comparison 
of the results at 3°snd 4° with optical results, that in fact
- 226 -
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primary end effects
 Reduced
end effects /  j
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20 Ikli sec'
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Fig (5-63) Comparison of titration.results for primary 
and reduced end effects 
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[CABLE (5-3) Difference between 1 primary* and 1 reduced1
r-i r— r v . - - >, ■ - x.« - ■ —
bulk concentration (for = 20 sec^/cm)
0 " "" T" ” ' — — r — —  -L _ -■ 1 f IV “ITT T  Tfl_— — T  -I- -. - -  ' » .T
at each angle of inclination, from Pip; (5-65).
Angle of 
inclination
L  „  x 1 0 6avg
(gmol/cm^)
(Primary end 
effects)
^avg x i°6 
(gmol/cm^)
(Reduced end 
effects)
Percentage 
difference 
between.reduced 
and primary end 
effects
1° 3-0 1.52 50%
2° 3.4 1.24 63.5%
3° 1.78 0.5 72%
4° 1.76 0.46 74%
4°46' 1.16 0.64 45%
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the end effect has been virtually eliminated by using this 
experimental technique).
.It has been shown previously, in Pigs (5-59) to (5-62), 
that the PIGFORD (194-1) theory predicts different values for 
?avg from the experimental results with the 'primary end effects’. 
This difference may have been due to the presence of exit end 
effects. It is therefore necessary to examine the PIGFORD (194-1) 
theory compared to the reduced end effect titration results, 
which have greatly reduced or even have no end effects present. 
These comparisons are given in Pigs (5-69) to (5-75)• If can 
be clearly seen that the effect is to increase very considerably 
the difference between the theoretically predicted PIGFORD (194-1) 
values and the experimental values with reduced or eliminated 
end effects.
(5-5-2)(iii) Comparison of bulk concentration results obtained 
by titration method and optical studies.
The results of the optical study of the mass transfer 
process are presented in section (5-5-5) as a complete unit. 
Presented in Pigs (5-64-) to (5-68) are the bulk concentration 
results obtained by the optical technique. These results are 
reproduced in Pigs (5-69) to (5-75) for comparison with the 
experimental titration results and to the predictions of the 
PIGFORD (194-1) theory, for each angle of inclination. It can 
be seen that the theoretically predicted values are larger 
than the experimental results. Also the optical results are 
generally lower than the titration values. Given in Table (5-4-) 
are the percentage differences, for each angle, of the optics
m,
from the reduced end effect titration results. The deviation 
of these results from the theoretical values is not really very 
surprising. The PIGFORD (194-1) theory was derived assuming that 
there was no surface resistance and that the gas absorption
- 229 -
TABLE (5-4) Optical values as a percentage of
the reduced end effect titration values.
Angle 1° 2° 3° 4° 4°46'
■°ay£ QBtic x 100% 
cavg reduced 
titre
28 56 92 84 43
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process occurred only by molecular axrrusion. TJiuriAO er.ax. 
(1972) have shorn, using similar techniques to those employed 
in this study, that for the absorption of carbon dioxide in 
static water pools there exists a surface resistance of signi­
ficant magnitude. They have also demonstrated the existence of
0
bouyancy driven convective disturbances, and this eddy contribu­
tion to mass transfer plays an important part in the gas absorp­
tion process. It will be shown' in the next section that there 
is an appreciable surface resistance to mass transfer in the 
inclined flowing liquid absorption studies. All optical results 
which are presented were obtained at a cell contact length 
between 25 cm and 65 cm from the inlet water end of the channel. 
As such these results are unaffected by disturbances at the ends 
of the absorption chamber.
In Figs (5-74-) and (5-75) are plotted the concentration 
differences between the results of the optical study and the 
bulk titration results (for 'primary1 and 'reduced' end effects). 
These values are plotted as a function of the angle of inclina­
tion, for constant values of 15 sec^/cm and 50 sec2/cm. It
can be seen for the results obtained without the use of the 
dividor plate, that the points are very scattered. A general 
trend can be observed of a decreasing concentration difference 
as the angle is increased. For results obtained using the 
dividor plate, the concentration difference passes through a 
minimum at an angle of 3°» The application of the 'primary end 
effect' results has already been discussed and for the reasons 
proposed they will be omitted from the following discussion,
/(S|
and' deductions will be made from results obtained for reduced end 
effects. The existance of eddies, or density driven convective 
disturbances, have previously been discussed for the desorption
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results from static liquid pools and the work of 1H0MAS et.al, 
(1972). Any difference between the titration and optical results 
can be due to end effects or eddy transfer. As already stated, 
if eddies are present due to surface instability created by 
density differences for carbon dioxide absorption, then their 
effect would be to transfer gas deep into the liquid film and 
the bulk concentration would be increased. If the concentration 
gradient were small then the bulk fringe would still appear 
straight and the actual mass transfer, or average gas concentra­
tion, obtained from the fringe shift would be that due to pure 
molecular diffusion, and as such would be less than the true 
value.
Considering Figs (5-74-) and (5-75)» it can be seen 
that the concentration difference between titration and optical 
results, at angle of 3°? does not change significantly with 
changes in from 15 sec^/cm to 30 sec^/cm. At other angles,
(10*the difference increases as increases, that is for thin
films and low flow rates. If eddies were contributing to the
mass transfer process then it would be expected that as the gas-
liquid contact time is increased, then their effect would be more
pronounced. Because the difference at 3° changes only slightly 
(t)^as is increased, it can be concluded that this value of the
average concentration difference is only due to a 1 residual1 end
effect, and has only a minimal contribution (if any) due to
bouyancy controlled eddies. It was stated previously that the
introduction of the dividor plate was intended to reduce the end
effects, in order to obtain more accurate interpretation of
results, and it was not claimed that end effects were completely
(t)^ "eliminated. It has already been stated that at the same 
value, then the end effect should be the same for each angle of
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inclination. Comparing the concentration difference at and
2° with the residual end effect at 3° it can he seen that the
difference at the lower angles is very much greater. The
deviation being largest at 1°. It is proposed that this
difference at 1° and 2° is due to the contribution of convective 
*
disturbances, which decrease as the angle of inclination is
increased, and are virtually eliminated at 3°® It can also be
seen that the effect of the eddy contribution to mass transfer
is very much larger than the residual end effect. Further
weight to the proposal of diminishing eddy contribution with
increasing angle can be deduced by examination of the titration
results presented in Fig (3-63). It can be seen that at the 
ft')2same value of V -  then the mass transfer decreases as the n
angle is increased from 1° to 4-°. It would be predicted that if 
eddies were not contributing to the mass transfer process, then 
bulk concentrations would be the same irrespective of angle, as 
would the end effects under these conditions. A possible reason 
for the decreased eddy contribution with increasing angle of 
inclination will now be proposed. As the angle of inclination 
is increased, for the same volumetric or mass flow rates, then 
the liquid film depth is reduced and the velocity is increased. 
Considering angles of 1° and 4-°46', at the same liquid flow rate 
then the film depth is reduced by approximately 33% and the 
surface velocity increases by approximately 70%. This means 
that the corresponding increase in the momentum energy of the 
film is 70%, and the increase in the kinetic energy is of the 
order of 300$. The reduced eddy transfer with increased angle 
is therefore attributed partly.to the decreased film depth, 
which reduces the distance over which the eddies can penetrate. 
Also the increased liquid velocity is likely to mean that the
gas absorbed is 8 swept* away before the eddy transfer is fully 
developed.
.Beyond 4-° wave formation is increasingly evident, both 
from visual observation and by examination of interferograms.
This means that it becomes increasingly difficult to obtain a 
wide range of flow conditions which will produce smooth films.
It also means that a higher minimum liquid flowrate has to be 
used in order to obtain a film which is continuous over the 
plate. From Figs (5-74-) and (5-75) it is observable that the 
concentration difference between titration and optics increases 
again, as the angle is increased beyond 3°« From the proceeding 
discussion, this increase cannot be due to bouyancy driven eddies 
which it has been proposed have a diminishing effect, with . 
increasing angle (to a critical 3°)» It is suggested that the 
increased concentration difference at 4-° and 4-°46/ is due to a 
non-molecular transfer contribution. This is probably in the 
nature of instabilities or perturbations preceeding actual wave 
formation. In other words, mass transfer studies show changes 
occurring in the nature of the film "before" the appearance of 
waves. In this respect a critical Reynolds Number can be 
established which differs from the critical Reynolds Number 
normally associated with hydraulic studies and wave inception.
Previously published work concerning mass transfer 
into flowing liquid films has always proposed that increased 
absorption occurs when waves are observed, and that absorption 
in smooth films is predicted by the PIGFORD (194-1) theory.
Shown in Fig (5-76) are the predicted values of the critical 
Eeyholds Number versus angle, as proposed by I'ULFOHD (1962), 
BENJAMIN (1957) and KAPITSA (1948). Also shown are the experi­
mental results of this study for the observable onset of wave
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motions and the film Reynolds -Numbers at which increases in
mass transfer occur*
.It is obvious that the predicted values are very much
lower than the experimental results. However the most surprising
results are that the increased mass transfer occurs at Reynolds..
#
Numbers lower than the critical values for wave formation. This 
means that the instabilities in the liquid film are set up prior 
to visual disturbances.
It has been shown that mass transfer is increased when 
roll cells occur e.g. SHERWOOD and PIGPORD (1956). Some tenta­
tive theory has been put forward based on KAPITSA (1948) and 
LEVTCH (1962) for defining the effect of recirculating eddies 
resulting from the presence of roll cells. In the present 
studies, up to an angle of inclination of 4°46' -the waves 
produced were of very small amplitude and it is unlikely that 
the generation of eddies as anticipated for roll cells actually 
applies. Increases in mass transfer occurredfor inclinations > 3° 
when no waves were present. This can only be due to the presence 
of inherent instabilities which ultimately progress to the 
formation of waves. In this sense the theoretical work published 
on roll cell type of recirculation is of little value in deter­
mining the enhancement of mass transfer found in the present 
studies. The nature of the instabilities for angles > 4° must 
produce mixing effects up to the free liquid surface, which 
are analogous, to the eddies found to result from bouyancy or 
gravitational forces at low angles.
Prominterferograms recorded at high liquid flow rates 
i.e. Q > 550 cc/min, for angles less than 5°* it’ is observed that 
the low amplitude waves do not destroy the fringe pattern. This 
means that large scale mixing does not occur. However it would 
be expected that there will be another critical angle,
- 248 -
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similar to that found at 3W» where significant effects on 
the mass transfer process are observed. This would be due to 
a transition from wave eddy mass transfer to complete film 
mixing due to large amplitude waves.
From Figs (5-69) to (5-73) it can be seen that the 
* r
(tV^titration results which give the smallest values of ■■vj--—  , and 
correspond to the highest flow rates used, lie above the 
straight line drawn through the points at higher values.
This demonstrates the increased transfer when wave propagation 
is becoming significant. The results for ‘reduced end effect1 
titrations are partially reproduced in Fig (5-77) £or comparison 
with'bulk concentration results obtained at angles of 10° and 
20°, and the short contact time theory of PIGFORD (194-1) • At 
the higher angles of 10° and 20°, it is obvious that the waves 
are having a significant effect on the mass transfer. To 
reiterate a previous statement; the disagreement of the 
results of this study with the penetration-type theory is 
attributed to the presence of a surface resistance (which is 
demonstrated in the next section). Also the existence of 
eddies, propagated by density differences or wave formation, 
seriously affects the mass transfer process.
(5-3-2)(iv) Discussion of theoretical prediction of end effects.
At the present time, the only mathematical treatment 
that has been presented to predict the absorption due to end 
effects is by GARTSIDE (1962). This has been summarised by 
GOODRIDGE and GARTSIDE (1965)* and their method is described 
briefly in Chapter 2. GARTSIDE (1962) considered the absorption 
in terms of concentration efficiencies and derived, from first 
principles, the relationship
- 250 -
where the term ,Epl was defined as
Ep _ Ef 1 + Ef2 - Ef/J x Ef 2 (2-75)
Equation (2-7z0 can he re-arranged as
ET = Ej, + (1-Ep E^ (2-76)
The terms and are <le^ Iie^  en -^ effects, and the
term 'E^ ,1 is simply a convenient operating parameter® GOODRIDGE 
and GARTSIDE (1965) in their approach to the problem, assumed 
that the short contact time solution of the PIGFORD (194-1) theory 
was applicable to their results. Then by substitution of this 
theoretical relationship (defined by equation (2-68)) into their 
equation (2-76), from their results they obtained a value of the 
diffusivity of carbon dioxide in water which compared favourably 
with values given in the literature. It has already been shown 
in Fig (5-77) that the PIGFORD (194-1) theory does not predict 
the results obtained in this study, and the reasons for this 
disagreement have been clearly stated. It was decided that the 
application of the theory as proposed by GARTSIDE (1962) would be 
of doubtful validity, and it was used with modification to deter­
mine if any meaningful predictions of end effects could be made.
From Fig (5-63) it can be seen that the values of
couldshow a linear variation with
dominance of waves. From equation (2-76), if 'E^1 (i.e. ~§r“)
is a linear function of , then 'E^ ' will also vary linearly
with , and ’Ep1 is a constant. This would only be true
within the limits of the experimental results. Therefore from
Pig (5-63) the intercept of the lines with the C axis willavg
enable a value of 'E^ ' to be calculated. Hence values of the 
bulk concentration (E^) for a smooth film can be obtained for 
corresponding values of the total exit concentration (E^) from 
equation (2-74-)- It should be remembered that the extrapolated 
region used in Fig (5-63) to obtain the intercept value of U
^ O
has no physical significance, and does not imply that the end 
effects have a constant value at zero time.
In order to ascertain the applicability of this theory, 
it was decided to compare values of ,E^* predicted for the 
’primary* and 'reduced' end effect bulk concentration results, 
for each angle of inclination. These results are shown in Figs 
(5-78) to (5-32) where the total bulk concentrations for 'primary' 
and 'reduced' end effects are given and calculated 'E^ ' values 
from each set of results. From these results it can be seen 
that at each angle^for the two sets of experimental results used 
(with and without the dividor plate), that the predicted values 
of E^ are different. In Table (5-5) is given the percentage 
difference between the predicted values for each angle of 
inclination.
If the theory accurately predicted the gas absorption, 
after subtraction of the end effect contribution, then it would 
be expected that the two sets of predicted values at each 
angle would be the same. One explanation of the disagreement 
is that the theory cannot account for the absorption occurring 
in the calming chamber liquid pool, which was encountered with 
the 'primary' end effect titrations. For any angle, at the same
value of , it would be expected that the contribution of the
end effects to the total mass transfer would be the same. This
.{CABLE (5-5) Percentage difference between predicted
values for ’primary1 and ’reduced*
end effect titrations.
Angle 1° 2° 3° 4° 4°46'
reduced
----X 100%
primary
titre
60 84 106 114 95
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the theory to the results of this work would contribute nothing 
quantitative9 therefore it was not utilised.
(5-3-2)(v) Evaluation of previously published work
A comparison and critical discussion of the findings 
0
of other investigators will now be presented, in view of the 
findings of this study. As already discussed in section (5-3-1)» 
concerning the flow rate results, FULFORD (1962) and MERRITT (1966) 
found that the flow velocity in the meniscus region is greater than 
in the central film region. For results obtained at the same bulk 
flow rate, it can be seen from Table (5-3) that the concentration 
of carbon dioxide in the side region is greater than in the central 
portion of the film. GARTSIDE (1962) states that the increased flow 
velocity will result in an increased transfer rate, however no 
reasons to support this assumption are proposed. MERRITT (1966) 
states that the effect of variations in the flow velocity, in the 
meniscus region, results in a reduction in the gas-liquid contact 
time. Therefore less gas should be absorbed, this will result in 
a dilution effect on the measured concentration if only a total bulk 
exit sample is taken. MERRITT1s (1966) results tend to confirm his 
arguments, because the concentrations in the meniscus region were 
less than in the central film.
From interferograms taken at 76 cm from the liquid inlet 
(with a total plate contact length of 89 cm) it is possible to 
observe the end effects in the form of back-rippling and a hydraulic 
Jump. MERRITT (1966) took no account of end effects and compared 
his bulk titration results directly to predicted values of PIGFORD 
(194-1). This showed that at low flow rates, measured values were 
between 10% and Q^P/o less than predicted, but for higher flow rates 
the measured and predicted values tended to agree. However it is rea­
sonable to expect that calculation of end effects would result in the
titration values being significantly less than theoretical results. 
From Table (5~2) and Figs (5-59) to (5-62) it can be seen that 
when the results of this study are compared directly to predictions 
based on PIGFORD (1941) theory, without subtraction of the end 
effect absorption concentration, then the'agreement is of the 
order obtained by MERRITT (1966). The concentrations in the 
central film region being approximately 50% less than the 
theoretical predictions, the meniscus concentrations tend to agree 
with theory, agreement being closer at lower angles of incline- 
ation.
The liquid in the meniscus travels faster^ it is possible 
that at the end of the cell where back rippling occurs, this would 
induce increased mass transfer rates due to wave eddies, being 
set up. Also at the side windows of the cell, the local liquid 
velocity is zero and there will be a region of slower flowing 
liquid which will have an increased transfer rate. None of the 
previous workers have considered the effect of the increased area 
available for mass transfer due to the liquid meniscus wetting 
the side windows. MERRITT (1966) found that in order to divide 
the exit flow from the cell for analysis, it was necessary to 
completely remove the end plate from the cell. This would result 
in a depletion in the carbon dioxide atmosphere at the exit end 
of the cell where effects are most likely to increase the mass 
transfer. '
Any application of the PIGFORD (1941) theory should, 
strictly speaking, only be employed when the assumptions made 
in the derivation of the theory are observed. These assumptions 
are: -
d )  The liquid surface is saturated with gas,
(2) The liquid has attained a constant parabolic velocity 
distribution.
— 2 60  —
(3) Laminar flow of the liquid and no waves or ripples at the 
surface. .
(4) No interfacial shear between the gas and liquid, i.e. no
gas flow, because of the effect on the flow parameters.
For his experimental work, GARTSIDE (1962) used a channel ».
inclined at an angle of inclination of 4 minutes to the horizontal.
This was found to be the minimum angle which would produce a
constant liquid depth along the channel length. It was also 
proposed that this minimum angle would enable laminar flowing
films, without waves or ripples, to be produced over a range
of Reynolds Numbers up to 900. However, merely because distur­
bances cannot be observed, that is, they are of very low amplitude, 
does not mean that they are absent. It has been shown by THOMAS 
et.al. (1972) that small scale disturbances can cause large 
effects. GARTSIDE (1962) states that only some of his later 
results were obtained by dividing the exit flow from the channel. 
However he claims to have eliminated the meniscus effect by the 
use of wedges. This appears to be doubtful due to uncertainty as 
to the meniscus height, and hence the thickness of wedges to be 
used. Probably the most serious drawback in the interpretation 
of GARTSIDE1s (1962) experimental work is the carbon dioxide 
was flowing counter-currently to the water film in the cell.
This means that the assumption of no gas-liquid interfacial shear 
is not fullfilled for comparison with PIGFORD (1941) theory.
The effect of gas flow is to change the operating conditions, 
and increase the driving force for absorption. Work by FEIND 
(1960) and FULFORD (1962) has shown that the velocity of a gas 
stream, i*elative to the liquid film surface, is an important 
parameter to be considered. It was found that although the 
surface velocity was decreased, the ratio of surface velocity 
to average velocity remained almost constant at moderate gas
*
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flow rates (gas Reynolds Number less than 24,000;. TJais is 
because thefilm thickness is also increased, and so the average 
velocity will decrease. Countercurrent gas flow will also have 
an effect on the time .of gas-liquid contact. This is a possible 
reason why the titration results obtained by GARTSIDE (1962) 
agree with predictions based on PIGFORD ('194-1), and are signifi­
cantly higher than those obtained in this study.
With the exception of GARTSIDE (1962) and MERRITT (1966) 
very little work has actually been performed concerning gas 
absorption into flowing liquid films, on flat plates at low angles 
of inclination. .Most of the literature available is concerned 
with vertical plates or wetted wall columns, where results 
obtained generally agree with PIGFORD1 s (194-1) predictions. When 
waves are observed then there is an increase in the mass transfer. 
However, the flow of liquids on apparatus in a vertical position 
is gravity controlled and waves form at even the lowest flow 
rates employed. Therefore the experimental procedure does not 
comply with the assumptions made by PIGFORD (194-1). Work has 
been carried out using short wetted wall columns and waves were 
absent. The reason is that the liquid is still accelerating and 
has not attained a constant velocity gradient, which is another 
assumption of the theory.
It is proposed that the flow on a flat plate, inclined 
at small angles to the horizontal, is totally different from 
that encountered using a wetted wall column, where there is a 
circular flow regime and possibly different surface tension 
forces acting at the interface. This is an important point when 
waves are present, the surface is then expanded and compressed 
and changes in surface tension occur® It has already been 
demonstrated in Figs (5-39) to (5-62) that the absorption is 
greater in the curved meniscus region than in the flat central
region of the film. These results add support to the ideas 
proposed. oco
(5-3-3) Interferometric Results 
(5-3-3)(i) Introduction
Before the results of the interferometric study are 
considered in detail, the conclusions drawn from the hulk 
concentration studies presented in section (5-3-2) will he 
reiterated. This is because the proposals made there will affect 
the interpretation of the results of the optical work.
It has been shown by THOMAS et.al. (1972) that density 
driven convective disturbances exist in static water pools 
absorbing carbon dioxide. The effect of these disturbances is 
to reduce values, obtained from interferograms by changing the 
concentration gradient of the gas in the liquid. That is 
changing the concentration of the gas in the liquid at depths 
where it is incorrectly assumed to be pure water. THOMAS,
KHANNA and PALMER (1972) found that the penetration depth of 
carbon dioxide in the liquid pool, obtained from interferograms, 
was less than 1 mm for absorption times less than 60 seconds.
They also found that eddies; (or microflows referred to by CHAN 
and SCRIVEN (1970)) driven by density differences can penetrate 
to depths of 3 mm. This affected their results obtained from 
the optics, and the true M^ _ value obtained from a transducer 
reading was approximately 60% greater than the value obtained 
from interferograms, for absorption times < 60 sec. It has 
already been suggested that the results of this study are also 
affected by similar disturbances. However the eddies are so 
small that they are not visible. Their true nature will remain 
obscure, but whether they are referred to as perturbations, 
instabilities, microflows or eddies, their effect in enhancing 
the mass transfer rate, over the molecular diffusion rate is 
demonstrated by us practically. It has been shown that agreement
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results is most closely approached at an angle of 3°^ this is
shown in Figs (5-74-) and (5-75) , of section (5-5-2). If no
extraneous transfer mechanisms exist, and the transfer process
is purely molecular, then, it is to he expected that the optical 
*
and titration values should agreeo These results demonstrate 
the virtual absence of end effects, or any gravitational distur­
bances, or any other disturbances, and the effectiveness of the 
experimental technique employed. The reasons proposed for the 
diminishing eddy transfer as the angle increases to 5° 
given in section (5-5-2(iii)) and will not be repeated here.
To summarise the preceeding discussion, it has been shown that 
the interferograms recorded at an angle of inclination of 3° a^© 
a true representation of the mass transfer process occurring 
in the liquid film. Optical results obtained at other angles 
are affected by gravitational disturbances (discussed in detail 
earlier) which cause the results to be less than the true values. 
This should be remembered not only when considering interferogram 
obtained from this study but also from other workers e.g. JEPSEN 
(1964) and MERRITT (1966).
(5-3-3)(ii) General discussion of the interferometric results 
Interferograms recorded at contact lengths of 7*6 cm 
and 76 cm from the liquid inlet are not included in the analysis 
of results. This is because of disturbances caused by end 
effects on the liquid film due to back-rippling and hydraulic 
jump. All the data for analysis was obtained at cell positions 
of 25*4- cm, 40.6 cm, 53«3 and 68.6 cm from the liquid inlet. 
In the optical study, by limiting observations to places removed 
from the inlet and exit, so being free of end effects, then the 
need for the dividor plate was avoided. Data obtained at very 
lov; flow rates i.e. Q < 160 cc/min was disregarded because with
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(from liquid feed point)
Magnification ratio = 22:1
Fig. (5~36)
Fringe patterns for absorption of carbon dioxide in flowing 
water film s.
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(a) Reynolds Number 
= 492
(b) Reynolds Number 
= 726
(d) Reynolds Number 
= 1193
Angle of inclination = 2°
Position along cell = 53 cm 
(from liquid feed point)
Magnification ratio = 22:1
(c) Reynolds Number 
= 960
Fig. (5-87)
Fringe patterns for absorption of carbon dioxide in flowing 
water films.
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(a) Reynolds Number 
= 206
(b) Reynolds Number 
= 440
(c) Reynolds Number 
= 673
(d) Reynolds Number 
= 1136
Angle of inclination = 3°
Position along cell = 40 cm
(from liquid feed point)
Magnification ratio = 22:1
Fig. (5-88)
Fringe patterns for absorption of carbon dioxide in flowing 
water films.
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(a) Reynolds Number 
= 440
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= 907
Angle of inclination = 3°
Position along cell = 53 cm 
(from liquid feed point)
Magnification ratio = 22:1
(b) Reynolds Number 
= 673
(d) Reynolds Number 
— 1136
Fig. (5-89)
Fringe patterns for absorption of carbon dioxide in flowing 
water films.
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deep into the liquid pool, even to the cell floor* As such the 
concentration gradient is recorded, hut actual surface values 
taken from interferograms are uncertain. When results are used 
from the four central cell positions chosen, and excluding 
results at low liquid flow rates, then the results obtained 
show well defined trends, Typical selected fringe patterns 
are given in figs (5-83)to (5-85), A selected series of 
photographic stills are printed in Figs (5-86),(5-87)* (5-88) 
and (5-89)* Results were also .restricted on an upper limit by 
the depth of vision of the television monitor screen, which 
is approximately 2 mm. Also the presence of waves at high 
liquid flow rates i.e. Q > 530 cc/min prevented accurate inter­
pretation of the interferograms (this will be considered further 
in section (5-3-4-))- Optical results were recorded when the 
liquid had attained a constant velocity distribution. This has 
been shown to be a maximum at the interface and falling to zero 
at the solid plate at the bottom of the liquid film.
Shown in Figs (5-90) and (5-91) for an angle of 2°; 
and Figs (5-92) and (5-93) for 3° are the concentration profiles 
obtained and the velocity profiles. These were calculated from 
the semi-parabolic distribution derived by NUSSELT (1916), for 
laminar flow with a smooth surface. As can be seen, when the 
gas s. penetrates deep into the liquid then the velocity change 
is large. However the results which were used were obtained 
at higher flow rates and the velocity change is small. For 
gas penetration of 20% into the liquid film, then the velocity 
change is only 4%.
Variation of the liquid film depth, which was constant 
along the central portion of the cell, against the film Reynolds 
Number are given in Figs (5-94-) to (5-98). The definitions of
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liquid film depths
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experimental liquid film depths
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the ‘film* and ’hulk’ Reynolds Numbers are given in section
(5-3-'0« It can be observed that the film depths obtained from
the optical picture are slightly larger than those predicted
by NUSSELT (19'16). This is due to the difficulty of defining
the exact base of the liquid film. As previously discussed,
#
several investigators have incorrectly used bulk Reynolds Numbers 
as their correlating parameter e.g. JEPSEN (1964). When bulk 
Reynolds Numbers are used then the optical film depths are . 
slightly less than predicted by the NUSSELT (1916) theory. 
Presented in Pigs (5-9.9)- to(5-10l) are the variations in the 
carbon dioxide penetration depth in the liquid film with changes 
in the Reynolds Number and contact length.
The variation of Cg 0p^ j_c with contact length along 
the cell (from the liquid inlet) for a range of film Reynolds 
Numbers < 1000, is given in Pigs (5-102) and (5-105) for angles 
of 1° and 5° respectively. As would be expected, the lower the 
film Reynolds Number then the greater is Cg 0p ^ c» same
contact length. Also as the contact length increases, then 
Cs 0p ^ c increases. However for 1° angle, it can be seen that 
the readings taken at the exit end of the cell for Cg 0p^j_C5 
decrease at higher film Reynolds Numbers. This is due to exit 
effects disturbing the liquid film. Comparing results at 1° 
and 5° angles, then the magnitude of Cg 0p^^c aPProx;*ina‘fre3-y 
the same at the same values of the contact length and film 
Reynolds Number.
(5_3_3)(xii) Results of Cg pptic and Mt optic as a function of 
Kas-liquid contact time.
m.
The variation of Cg 0-ptlc ^t o p t i c " ^ e .  time- 
of gas-liquid contact are presented in Pigs (5-104) to (5-108), 
and Pigs (5-109) to (5-113) respectively for each angle of 
inclination. Considering the general appearance of these graphs,
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it is obvious tnat tne scatter ox m e  points, arounu one jljullc
representing the hest straight line fit, increases as the angle
differs from 5°. That is to say that at 5° the points are‘only
slightly dispersed around the best line fit. Where.as at 2°
and 4-° results are slightly more scattered-, and at 1° and 4-°4-6'
#
even more so. However this scatter of the data points never 
becomes so large that it becomes unacceptable. A scatter of 
points at 4-° and 4-°4-6/ would be expected due to inherent 
instabilities in the film or because of wave disturbances.
However the dispersion is no greater than at 2° and 1° respectively 
This shows that the nature of the disturbances present within the 
range of operating conditions, is not such that meaningful results 
could not be obtained. However, as to the significance of the 
dispersion, it does demonstrate that the disturbances present 
at lower angles of inclination are likely to be caused by effects 
which are different from those present at 4-° and 4-°4-6/.
Values of Cg 0p^ jLC and 0p ^ c as a function of time 
have been plotted using logarithmic coordinates in Figs (5-114-) 
to (5-117) and Figs (5-118) to (5-121) respectively, for each 
angle of inclination. It is assumed that both Cg 0p^ -^ c and 
Mt o p v a r y  with time according to a relationship of the form:
Cs (or Mt) = A tn
(where A is a constant).
Therefore when plotted on logarithmic scales:- 
log(Co) = log A + n log t.
Then the gradient 6f the line is equal to fn ! and the
fa
intercept is log (A). However one major disadvantage of this 
method of presenting results, is that it is known^at t = 0,that 
both M+. and C are zero. The origin therefore represents the
u S
most accurate data point, but this cannot be used on logarithmic
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scales. Tjaerexore irigs t.o are uxjlxj udcu ao C\
first approximation, in order to find the dependance of C andfa
as a function of t.
From the. logarithmic values of Cg 0p^^c versus t
presented in Figs (5-114-) to (5-117)» it can he seen that there
4
is a possibility of Cg 0p£j_c varying with either t or t2 . 
Linear graphs of Cg. 0p ^ c versus t have already been presented 
in Figs (5-104) to (5-108). Therefore linear variation of 
Cg 0p^ j_c with t^ -. are also given in Figs (5-122) to (5-126) for 
each angle of inclination. From these graphs it is observable
that the scattering of the points about the best line is signi-
A
4
ficantly greater for C as a function of t2 , than for C_ versusi» s s
The variation of 0p^£c with t2 is given in Figs 
(5-127) and (5-128) for angles of 1° and 5° respectively. From 
these graphs, the scatter of the points is such that no meaning­
ful correlation can be obtained.
The best straight line fit of the form Cs optic = kt 
(where k is a constant) was obtained for the results at each angle 
of inclination. The results are presented in Table (5-6). The 
maximum difference of the constant from the value obtained at 3°> 
is at 1° (approximately 56% less). From Table (5-6) the value 
of the constant does not change significantly with angle. A 
maximum is reached at 3°» which is expected, as these values of 
Cg op-fc-LQ versus t are less affected by disturbances. The optical 
results at angles other than 5° have been shown to be less than 
the true values. Therefore the values of 0 given by these 
relationships would bey expected to be less.
m,
Although the data is more scattered, the best straight 
line fit for Cg 0p ^ c as a function of at each angle was
obtained, and these relationships are also presented in Table 
(5-6). These results are open to similar comments as for Cg as
TABLE (5-6) Summary of time dependence relationships 
for Cg and 0ptic va^ues? obtained by 
best line fits. %
1°
1.375 1
°o = — vr x t2 
s 10
T-- - 1 ■" -
0.815
C = ---x t
s 10
6.55
M. - ---X5 x *
 ^ 10*
2°
1.60 ± 
C = --7—  x t2s i66
1.25 
C = — g—  x t 
s 10
15.0 
Mt - — g- x t 
* 10^
3°
1.675 x
C = ---7- x t2
s 106
1.31
cs - — eT x 10b
13.3
M . = -"-"yr. X t
^ 10y
4°
1.475 i
Cc = --- 7-  x #
s 10
*1.075
C = ----r— X t
s 10
9 .4-
M = — x t 
15 10*
4°46'
I
1.44 i 
Co = — x t2 
s 10
1.23 
C = — r— x t 
s 10
8.5
m. = — tr x t 
10
Contact length 
-f40,6 cm; 53® 3 cm 
© 25-4 cm; 68c6 cm
Angle = 1
Fig (5-/l22) Relationship between surface concentration
of CO2 in water and square root of gas-
liquid contact time
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2.5
Contact lengt
40.6 cm;
+■ 53-3 cm
25*4 cm;
° 68.6 cm
Angle
2.0
Fig (5-125)' Relationship "between surface concentration
and square root of gas-liquid contact time,
for CO^ absorption in water
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2.5
Contact length
. 40.6 cm; 
53-3 cm
o 25*4 cm; .
Angle
1.0
Fig (5-124) Variation of CO^ surface concentration
in water with square root of time of
gas-liquid’contact
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2 .5
Contact length 
» 40.6 cm;
+  53.5 cm
0 25»4 cm; 
6 8 .6 cm .
Angle = 4
1.0 i ± 2.0
(Time)(sec 2') •
Fig (5-125) Variation of CO^ surface concentration
in itfater with square root of time of
gas-liquid contact
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Contact length 
-j- 40.6 cm; 53«3 cm
25-4 cm; 68.6 cm
2.5
•H
Angle = 4 46
0 0.5 11.0
Fig (5-126) Variation of CO^ surface concentration
in water with square root of gas-liquid
contact time
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Angle = 1
Contact 
length 
* 4-0,6 cm: 
■53-3 cm
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68,6 cm
1.0
(Time)^ (sec^)
2,0
^ig (5-127) Take up of 00^ in water .for'square root 
of gas-liquid contact time
*1-
Contact leng 
-l.4-0.6 cm; 
■53-3'cm
& 25o^ cm;.
68.6 cm
©
Angle
kig (5-128) Variation of COg take up in water .with.
square root of time of gas-liquid contact
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a function of t. However it is of interest to compare at ~y
the time predicted by the two relationships for C  ^  ^tos opnc
reach the equilibrium saturation concentration. This is 29 sec
±
for t, and 520 sec for t2 relationships. The results obtained
were for t < 10 sec, and as such the values quoted are far outside 
#
the range of the results, and only an illustrative extrapolation. 
However the time predicted to reach equilibrium given by Cg as 
a function of t seems the most reasonable when the results of 
THOMS et.al. (1972), ISMAIL (1973) desportion studies (of 
section (5-2)) are used for comparison.
A summary of the relationships obtained, by the best 
straight line fit, for linear variation of M, opt±c versus t 
are also given in Table (5-6) ® The results are similar to 
those of Cg 0p^^c versus t, except that the maximum value of the 
constant is at 2°. However the difference between values of the 
constant for 2° and 5° angle is only 10%.
(5-5-3)(iv) Comparison of experimental and theoretical values
v
It was desired to compare the experimental values of 
^t optic as a ^imc^ on °£ presented in Pigs (5-109) to (5-113)9 
with theoretically predicted values. Three cases were selected 
for comparison, the development of the relevant equations is 
presented in Chapter 2. Each case has previously been used by 
THOMS and co-workers (1972) for comparison with optical results. 
Case (1)
A .
Assuming that the surface resistance r-~ 9 as defined
by equation (2-56), is constant, then values of calc can be 
found from equation (2-61) which is the solution of the diffusion 
equations of mass transfer. A method of evaluating capc 
values, by employing the experimental results of Cg 0p^ic 
versus t given in Pigs (5-104-) to (5-108), is demonstrated in
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equations (2-79) to (2-85). Theoretical and experimental values 
of versus t are presented in Figs (5-129) to (5-133) lor 
each angle of inclination. It can be seen that
Mt optic > Mt calc for * < 10 seconds
but \  optic < Mt calc for * > 10 seconds
and the difference between the values increases rapidly as t
increases.
By using equations (2-79) to (2-85) a value, or values,
A
of the surface resistance r- ---  can be calculated. It was
s calc
1found that r------  was a function of time. Therefore because
s calc
it was assumed in the derivation that the surface resistance was 
constant, it is doubtful whether meaningful conclusions can be 
drawn from an application of this theory to our experimental 
results. Comments concerning the surface resistance will be 
given in the next section.
Case (2)
Theory presented by CRAM!'(1956), assuming that 
Cg = k't^. Then .craD^ is found to be proportional to t, as
given by equations (2-65) and (2-67) « Using the experimental
x
results given in Figs (5-122) to (5-126) for Cg 0ptic = '^t"2
then values are compared to 0ptic resuiis in:Figs (5-129) to
(5-133)• For all angles of inclination, and for all values of t
considered, it can be seen that 0p^ j_c »  craI1^ * Although
is proportional to the contact time (as given by
equation (2-67)), the theory is derived assuming that any surface
1
resistance is accounted for by the boundary condition C_ = k't"2”. 
Therefore the craIL^  value represents the mass transfer due to 
pure diffusion of the gas in the liquid, once it has passed (or 
overcome) the surface resistance. This would explain why the
t crank
(°s = kt) 
Equation (2-64)
100
Mt crank. (C = k' # )s
Equation (2-67)
Angle - 1
10
Time (sec)
Eig (5-129) Comparison of eixperimental • and theoretical
take up rates for 00^ in water
513
200
t crank 
(Cs = kt)
Equation (2-64*)
/ t opti 
Eig (5-1^
100
t calc E(luation (2-61)
t crank (C. = k &
Equation (2-67)
Angle = 2
10
Time (sec)
Fig (5-130) Comparison of theoretical and experimental
take up rates for CO^ in water
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t crank
„  = kt)
Equation
(2-64)
f t optic 
Eig (5-^1)
100
t crank v s 
Equation (2-67)
Angle
10
Time (sec)
Eig (5-131) Comparison of theoretical and e:xperimental
take up rates for GO 2 in water
200 H
100
:t calc Elation (2-61
t crank • 
(Cs = k' ti)
Equation (2-67)
Angle
10
Time (sec)
Eig (5-132) Comparison of esqperimental and theoretical
take up rates of CO^ in vjater
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200-
t crank
(cs = kt)
Equation (2-64)
! t calc 
Equation (2-61)
S  t optic 
Eig (5-113)
t crank 
Equation (2-6?)
Angle = 4W46
10
Time (sec)
Eig (5-133) Comparison of experimental and theoretical
take up rates of COg in water
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optical results of THOMAS etial. (1972) were in close agreement 
with these theoretical predictions.
Case (3)
Assuming'0 = kt, the theory has also been presenteds
by CRAKE (1956) • The derivation is similar to Case (2) and is
given by equations (2-62) and (2-64) , where it can be seen that
5/2
Mt craE^  is proportional to t . Comparisons of M^ 0ptic 
M. versus t are also given in Figs (5-129) to (5-133)*U GX3XLK.
For angles of inclination of 1° and 4°46', then
Mt craak ~ optic for * < 3 seconds*
Mt crank > Mt optic for t > 3 seconds- 
For 2 , 3 , and 4° angles of inclination then
Mt crank < Mt optic for * < 5 seconds.
***■ Mt crank > Mt optic for t > 5 seconds*
Agreement between optical results and this theory would 
not be expected because M^ and M^ 0ptic are proportional
3/o
to t and t respectively. The comments concerning Case (2) are
also applicable here.
(5-3-3)(v) Surface resistance
It was mentioned when considering the theoretical
Case (1) in the preceeding section, that although the boundary
condition used was a constant surface resistance Gr-) ? it was
s
1 •found that r------- was in fact a function of time. The validity
s calc
of the theoretical equation (2-61) is doubtful for comparison
" f i t .
with the results of this study. Values of the surface resistance 
1
k's 0p.j.pc can be determined from equations (2-36) and (2-78) by
using the optical results of Cg optic ^t optic versus ^ given
in Figs (3-104) to (3-108) and Figs (5-109) to (5-113)*
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TABLE (5-7)
y\
.Summary of surface resistance^—) relationships
with time; assuming Cs o:ptic is linear 
function of time.
1° = 5855 - 124 t
s
A
Time at which s-r- = 0
s
47.5 sec.
2° 4 -  = 2540 - 83-5 t
s
3 0 .6 sec.
3° tt- = 2870 - 98.5 t
s
29•2 sec.
4° r f  = 3000 - 85 t
S
35*5 sec.
4°46' v—  = 4500 - 150 t 
s
31 see.
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/I
TABLE (5-8) Summary of surface resistance (rr~) relationships
_ _ _ _______    s
with time; assuming Gs 0p^ -^ c is linear
function of square root of time.
1° 4 -  = 5855 -  210 4  
V
A
Time when rr- = 0 
s
780 sec.
2° 4 -  = 2540 -  107 4
■ s
570 sec.
3° —  = 2870 -  126 4
s
520 sec.
4° 4 -  = 3000 -  116 4
s
665 sec.
4 °4 6 ' 4 -  = 4-500 -  169.5 4  
s
703 sec.
~ 325 -
10,000
Theoretical 
V ■ (Equation (2-79))ao
o0
CQ
Optics (Equation (2-78
Angle
0
Time (sec)
Eig (5-134) Time dependence of surface resistance
for carbon dioxide-water absorption system
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Theoretical 
 ^ (Equation (2-79))
4000
Optics 
(Equation (2-78))
Angle's 2°
Time (sec)
Fig (5-135) Time dependance of surface resistance
for.-C.Og-water. absorption system
8000
Theoretical
(Equation (2-79))
Optics 
(Equation (2-78))
Angle
10Time (sec)
Eig (5-138) Time dependance of surface resistance
for 00^ absorption in water
8000
theoretical 
\  (Equation (2-79))
Optics 
(Equation (2-73))
10Time (sec)
Eig (5-157) Time dependance of surface resistance 
of CO^ in water
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ouuu
Theoretical
(Equation (2-79))
4-000
Optics
(Equation
"^^(2-78))
10
Fig (5-138) Time dependance of surface resistance 
of GOg in water
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relationships are summarised in Table (5-6)•
In.Table (5-7) is given the relationship between
A
yz-------- and t when use is made of the relationships C • _ =K. * S Op U1CS Optic
kt from Table (5-6), for each angle of inclination. The
1 , m
variation of —^ ------ with t, \tfhen C . . = k t2, is ■ shown
^s optic s optlc
in Table (5-8),..for each angle. Shorn in Tables (5-7) and.
(5-8) are the times predicted for the surface resistance to fall
to zero, that is when Cg 0p^ j_c reaches the equilibrium value.
As already discussed in connection with the results of Cg 0p ^ c
versus t, these predicted times are far outside the range of 
contact times encountered for obtaining these results and as such 
have no true meaning. However the values predicted when Cg 0p^ j_c
kt are of the order of magnitude expected from a consideration
of desorption studies. It was thought to be of interest to
compare the values of —   versus t given in Table (5-7)>
s optic
i •with values of   versus t obtained; bea.r3.ng .in mind
ks calc
the previous comments as to the validity of any conclusions made. 
The results are presented in Figs (5-13^) (5-i38), it can be
seen that
A /l
(I) —-!---- and t- —  have finite values when t = 0.
s optic s calc
(II) ^—  --- > t-  --- for t < 7.5 seconds.
s calc s optic
(III) —  ----> ^— 1 —  for t > 7-5 seconds.
s optic s calc
As a first approximation, it can be stated that
h a
t-------- is the average value of t------- for t < 15 seconds.
s optic s calc
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(5-3-4-) Wave Analysis 
(5-3-4-)(i) Introduction
Investigations were conducted concerning the nature of 
the wave profile. Also the effect of waves on the gas penetra­
tion depth#in the liquid, the surface concentration of the 
absorbed gas and the total take up of gas by the liquid. 
Comparison was made between the surface concentration and gas 
take up when waves were present, and values predicted in Table 
(5-6) for films having a smooth surface.
Angles chosen for study were 2°, 3°* 4-° and 4-°4-6% 
and film Reynolds Numbers in the range 1200 to 1650. It was 
found by visual observation that as the angle of inclination 
increased, then the number of waves occurring on the liquid 
surface increased. That is the wave frequency of distribution 
became less random.
Two positions in the cell were chosen to obtain results. 
These were 4-0.6 cm and 53-3 cm from the liquid inlet, where it 
has previously been shown that end effects were absent. The 
experimental procedure was as for the previous results obtained 
for smooth surface films. The cell position was selected and a 
cin£ film taken of the interferograms for the gas absorption.
The film speed was 25 frames per second, thus by a frame by 
frame analysis of the developed film, interferograms could be 
obtained at time intevals of 0.04- sec. For each run performed, 
with analysis of each cin6 film frame, it was observed that the 
position of the interface moved up and down. These fluctuations 
were attributed to disturbances caused by waves. However problems 
were encountered concerning the true interpretation of the inter­
ferograms obtained from the cin6 film. The surface velocity of 
the wavy liquid films is approximately 50 cm/sec. The field 
of vision of the 'T.V. monitor .is approximately 2 mm. Each frame
- 332 -
of the cin£ film corresponds to 0.04 sec. Therefore in 0.04 sec 
a point on the wavy surface has travelled 20 mm along the cell, 
compared to the 2 mm field of vision on the T.V. monitor. The 
problem of true analysis of the results would have been easier 
had the waves completely covered the liquid surface. However 
this was not the case and each cind film frame from which con­
centration profiles were obtained represented average results 
for time intevals of 0.04 sec. This means that there is 
uncertainty as to how many -waves actually affected each recorded 
frame, and the effective time when the field of view was a flat 
surface between wave disturbances. The problem was considered 
at length but satisfactory conclusions for obtaining 'true* 
representation of the results could not be resolved. It was 
therefore decided to present the results in their present form, 
with certain reservations. This is the first time that reliable 
interferometric work has been presented to study flowing liquid 
films, and as such these results are an important part of this 
thesis.
The concentration profiles obtained from the inter­
ferograms, at intervals of 0.04 sec, and the surface fluctuation 
are shown in Figs (5-139)- to (5-146) for each angle at two cell 
positions and two film Reynolds Numbers. It can be seen that 
the amplitude of the surface fluctuations does not change signi­
ficantly as the angle increases, even though the wave frequency 
increases.
The variation of the gas penetration depth in the liquid 
is given in Figs (5-14-7) to (5-150)• The surface is shown as 
being flat, then the penetration depth is compared to an arbitrary 
reference point. The gas penetration depth can then be compared 
to the (mean) depth of liquid as predicted by NTJSSELT (1916).
Film flow rate = 763 cc/m 
Magnification ratio = 172:1
0.25 m
Contact length : 
40.6 cm
From NUSSELTfs smooth Time interval
surface theory, between each profile =
Liquid depth = 1.45 mm . 0.04 sec
Surface velocity = 36.0 cm/sec
Contact length = 53*3 cm
(5-139) Concentration profiles for C02~water absorption 
and dynamic wave profiles
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SL
Angle = 2° Time interval .
Film flow rate = 888 cm/m between each
Magnification ratio = 172:1 profile = 0.04- se
From NUSSELT's smooth surface theory:
Liquid depth = 1.53 Him 
Surface velocity = 39*9 cm/sec
Contact 
length = 
53.3 cm
(5-14-0) Concentration profiles for CO^-water absorption,
and - dynamic wave profiles
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53.3. cm
1.45 mm
JL
Angle = 2
Film flow rate = 763 ec/m 
Magnification ratio = 86:1 
Time intervals = 0.04 sec
X "IWWit I
Surface
40.6 cm Peaks
Angle = 2
Film flow rate = 888 cc/m 
Magnification ratio = 86:1 
Time intervals = 0.04 sec
Pig (5-147) Penetration depth of CO^ into water, relative
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Film flow rate = 735 cc/m 
Magnification ratio = 86:1 
Time intervals = 0.04 sec
Surface
40.6 cm
Angle = 3
Film flow rate = 860 cc/m 
Magnification ratio = 86:1 
Time intervals ~ 0.04 sec
Fig (5-148) Penetration depth of CO^ into water, relative to 
a flat surface, compared to the smooth film depth
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(5-14-9) Penetration depth of CO^ into water,
relative to a flat surface, compared to 
the smooth film depth
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Time intervals = 0.04 ciSi
Fig (5-150) Penetration depth of CO2 into water,
relative to a flat surface, compared to 
smooth surface theory liquid•depth
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This is the basic hydrodynamic theory, and assumes a surface 
free of waves. It can be seen, as expected, that the depth of 
gas penetration follows the wave profile closely. As also 
observed by JEPSEN (1964) the concentration profile expands 
and contracts due to the presence of waves.
(5-3-4)(ii) Consideration of C and M. values.
________________   S  1/ __
It has been shown in section (5-3-2) that at angles 
of 4° and 4°46/ effects are present due to instabilities in the 
liquid film, before wave formation is observable, which can 
seriously affect the optical results. This is an important point 
when considering optical results obtained when waves are present. 
From conclusions drawn from previous results it would be expected 
that the values obtained from interferograms would be less than, 
the true values.
The variations in the surface concentration when waves 
are present are given in Figs (5-151) to (5-154) for each angle 
studied. Similarly the effect of wave motion on the total take 
up is given in Figs (5-155) to (5-158)- A summary of these 
results is presented in Tables (5-9)*.(5-10), (5-11) and (5-12), 
where maximum and minimum values of Co and M. are given under all
S U
the conditions studied.. Also given for comparison are values of 
Cs and M^ _ predicted from the smooth film results presented in 
Table (5-6).
From these results it can be seen that the maximum 
values of C and M. recorded when waves are present are several-
S TJ
fold greater than predicted by the smooth film results. The 
minimum values are generally not very different from the predicted 
values. It is difficult to draw definite conclusions from these 
results because of the problems of analysing the interferograms, 
which have already been outlined in the introduction to this 
section.- However-it seems reasonable to suppose that the minimum
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(A) 53«3 cm, 763 cmvm
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(G) 40.6 cm, 888 cm^/m 
(DO 4Q.6 cm, 763 cm^/m
Time intervals = 0.04 sec
Big (5-151).' 1 /a ria tio n  o f C for COg absorption 
with waves
Angle = 2°; C* = 38.2 x 10“^ gmol/cm^
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(G) 40.6 cm, 860 cm^/m
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Time intervals, = 0.04 sec
I'ig (5-152) Variation of Cg 0ptic ^or a^sorP ^ on 
with waves 
Angle =5°
C* = 38®2 x 10“^ gmol/cm^
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2.0
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1.0
(A) 40.6 cm, 695 cm-ym
(B) 40.6 cm, 820 cm^/m
(C) 53*3 cm, 695 cm^/m
(D) 53*3 cm, 820 cm^/m
0 Time intervals = 0.04 sec
Big (5-153) Variation of.C 
waves n 
Angle = 4
for C0p absorption with
s optic 
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2.0
1.0
(A) 53*3 cm, 785 cm-ym
(B) 40.6 cm, 660 cm^/m
(0) 53-3 cm, 660 cm^/m
(D) 40.6 cm, 785 cm^/m
Angle = 4 46
Time intervals = 0.04 sec
Fig (5-154*) Variation of Cg 0ptic ^or C02 B^ >S07^ ^ 0n 
with waves
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0 Time intervals = 0»04- sec
Fig (5-155) Variation of optic waves 
(C^-water absorption)
Angle = 2° : .
C* = 38.2 x '10”® gmol/cm^
4.0
(B)
•H
(D)
2.0
(A) 53«3 cm, 735 cmvin
1.0, (0) 40.6 cm, 735 cnr/m 
(D) 40.6 cm, 860 cm^/m
Angle
. Time intervals = 0.04 sec
Fig (5-150) Variation of M.
absorption)
t optic withwaves (COg-water 
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Angle = 4
Time intervals = 0.04 sec
Fig (5-157) Variation of Mt optic 
(COp-water absorption)
with waves
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(B) 40.6 cm, 660 crnvm
(0) 40.6 cm, 785 cm5/m
(D) 53*3 660 cm^/m3-0
(A)
2.0
•H
-P
(D)
0 Time intervals = 0.04 sec
(3 ~158) Variation of 0p^-j_c with waves 
(CO^-water absorption)
Angle = 4°'+6'
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•XiUUS W )  comparison or ^  pptic ana nt pptie irom
Figs (5-151) and (5-133) when waves are present, 
to values predicted by smooth film results of 
Figs (3-105) and (3-110).
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waves are px^esent, from Figs (5-132) and 
(5-136) to values predicted by smooth film 
results of Figs (3-106) and (3-111).
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waves^Lre"^reseiitV from Figs (5-153) and (5-157) 
to values predicted ~by smooth film results of 
Figs (5-10?) and (5-112)»
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are present, from Pigs (5-154-) and (3-138), 
to values predicted “by smooth film results of 
Figs (5-108) and (5-113).
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values were obtained between wave motions, and that the large 
increases observed are an average or integrated effect due to a 
wave passage. Considering the. results in terms of general 
observations. The recorded increases in gas take up appear to be 
more pronounced at intermediate angles of 3° and 4°. A possible 
explanation is that at 2°, waves are very infrequent, and it 
has been shown for smooth films that density disturbances exist 
which can seriously reduce the optical results. At 3° 4°
the density forces are virtually eliminated. At 4°46', the 
entire liquid surface is wavy at high flow rates. Much theoretical 
work has been published which proposes that the effect of wave 
motion is to propagate circulating eddies causing increased mass 
transfer. However conflicting theories have been proposed, as 
to whether the eddies are propagated under the wave crest or 
trough.
A theoretical analysis of the effect of waves on mass 
transfer was developed in section (2-4). The POHLHAUSEN (1921) 
method of solution of the relevant equations was used, and the 
theoretical results obtained were presented. It was intended 
to apply the theory to the experimental results obtained in this 
study. However the theoretical analysis assumes that the gas- 
liquid interface is saturated with solute on the liquid side and 
there is no surface resistance. From the optical results of 
section (5-3-3) i"k has been shown that in practise these conditions
do not exist for the experimental range of this study.
In order to obtain a solution of the equations presented
in section ,,(2-4-2) it was assumed that the wave was of a regular
sinusoidal nature. From the results presented here it can be 
seen that the wave disturbances encountered cannot be adequately- 
represented by this type of equation.
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Jb’o r  th e s e  reaso n s  i t  was decided, t n a t  m e  th e o r y  c o u iu
not be used to assist with the interpretation of the experimental
results,'which were also affected by the practical difficulties
encountered. '
The dimensionless wave amplitude - obtained experimentally 
*
was a maximum of 0.08 at the highest angle and flow rate studied. 
In the theoretical analysis, wave amplitudes between 0.1 and 0.8 
were considered, because of the time required to compute values 
outside this range. The practical wave amplitudes were therefore 
outside the theoretical range considered and this was another 
reason for not applying the theory.
The POHLHAUSEN (1921) method of solution of the wavy 
surface mass transfer problem has been included in this work 
(in section (2-4-)) despite the lack of experimental results for 
comparison. It is considered that the theory could present a 
useful contribution to the interpretation of results obtained 
under other experimental operating conditions, and as such 
represents a valuable part of this research, towards a better 
understanding of mass transfer in falling liquid films.
CHAPTER 6 
CONCLUSIONS
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(6-1) Conclusions from the aesorp-cion snugy
From the desorption studies it is evident that there
are two distinct categories of systems, where the surface of
the solution is either denser or lighter than the hulk liquid.
For the carbon dioxide-water desorption system, bouyancy driven 
#
convective disturbances were found to be absent. There is a 
significant surface resistance, which is time dependant.
The acetylene-water desorption system indicates that 
the onset of convective disturbances due to bouyancy forces is 
almost instantaneous upon exposure of the liquid to a depleted 
gas space. These convective disturbances transport mass much 
more rapidly than can occur by molecular diffusion. The eddies 
or perturbations penetrate deeper into the solution than shorn 
by the optical diffusion depth, y^. Definite conclusions cannot 
be drawn from the studies of saturated solutions of these systems. 
due to the doubt as to the validity of WATSON1s (1954) relation­
ship for refractive index at these concentrations.
The sulphur dioxide-water and ammonia-water desorption 
systems are anomolous systems and exhibit visible irregularities 
and disturbances. Interpretation of results was restricted 
due to temperature effects.
The acetone-water system was chosen for study because 
of the large surface tension changes accompanying desorption. 
Convective disturbances were shown to exist before the visible 
onset of perturbations. The ’*visible onset time of disturbances, 
tp1 was found to be a function of the acetone concentration 
initially in solution. Disturbances in the familiar form of 
roll cells were observed, however these forces acted on the 
centre of the liquid pool rather than-over the entire surface.
This is attributed to the effect of surface tension changes.
The acetone-water system was chosen for studies of
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the effect of pool depth and pool area on the mass transfer.
The concentration used was 1 gmol acetone/litre water. From 
the results, the mass transfer is dependant on the pool surface 
area, and the total gas desorbed reaches a maximum at inter­
mediate areas studied. This suggests surface tension forces 
0
strengthening the surface, and surface tension gradients 
increasing the mass transfer. The process is obviously complex 
and requires further study.
(6-2) Conclusions for absorption in the flowing liquid cell?-:
The observations of previous workers concerning 
variations in the flow velocity of the liquid, at the sides of 
an inclined channel, due to the presence of a meniscus, have 
been verified. The importance of considering the meniscus 
effect has been demonstrated by showing the type of errors which 
occur if only total flow rate data is used when calculating 
the necessary parameters.
The results have shown that when using inclined channel 
for mass transfer studies, large errors can result if absorption 
due to "end effects”, when the liquid leaves the apparatus, are 
not considered. In this study it has been illustrated that the 
design of the apparatus and the experimental technique employed 
has successfully minimised the absorption due to "end effects”.
A method of predicting the mass transfer due to these effects, 
which was proposed by GARTSIDE (1962), has been tested and 
found to be unacceptable.
The surface concentration, Co, of the absorbed gas
o
is dependant on the time of the gas-liquid contact. There is 
. 1a surface resistance, •£— , of significant magnitude, and this
s
is also time dependant. The penetration-type theory derived 
by PIGFORD (1941) has been shorn to be inapplicable to the
• resuxus ox unis si/uuy. x u  - b xx'tsqutJiiu utitj uj jluu£> wuj.acj.q
has been considered and is questionable. At the present time
no existing mass transfer theory can describe the process as
found in this study. This is due to the time dependance of
Cg and which have been found to exist. The amount of gas 
■s*
absorbed experimentally has been compared to existing theories 
and the limitations stated.
Convective disturbances due to density differences 
are present for angles of inclination less than 3°* The effect 
of these bouyancy forces diminishes as the angle of inclination 
increases from 1° to 3°) and it is proposed that this is due to 
hydraulic effects. At 3° the disturbances are absent and the 
optical results are true values. As the angle increases beyond 
3° eddies are again present, but they are a result of hydraulic 
instabilities eventually leading to visible wave formation.
Previous workers have proposed that the onset of 
visible wave formation results in mass transfer increases. It 
has been shown by interferometry that this is not the case, and 
mass transfer increases before waves are observable. The concen­
tration profiles and the amount of gas absorbed when waves are 
present has been investigated. Due to experimental difficulties, 
no quantitative conclusions can be made. However, it can be 
seen that the waves have a significant and complex effect on 
the mass transfer. This is dependant on the wave amplitude, 
frequency and wavelength.
The existance of eddies or convective disturbances, 
in static ^ liquid pools absorbing gas, has previously been con­
sidered by CHAN and SCRIVEN (1970) and confirmed experimentally 
by THOMAS et;al. (1972). The study of the mechanism of the 
desorption process, and the investigation of convective distur­
bances in flowing liquid films and associated'wavy macs transfer,
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presented in this thesis is obviously a great step rorwara 
in this field of research.
(6-3) Suggestions for further work
1. The theoretical aspects of mass transfer should he
investigated in order to compare experimental and 
*
calculated values of the parameters involved quantitatively. 
This is especially significant when the surface concen­
tration and surface resistance are functions of the 
gas-liquid contact time.
2. Check WATSON1s concentration-refractive index relation­
ship for high concentrations of carbon dioxide in water, 
and for the acetylene-water system.
3. Systems where bouyancy forces are absent, e.g. acetylene- 
water absorption, and systems which have exhibited
1 observable1 disturbances in static liquid pools, e.g. 
sulphur dioxide-water absoxption, ammonia-water 
desorption, acetone-water desorption, should be 
investigated in the flowing liquid cell.
4-. A study of physical absorption and desorption for
other liquids and gases.
5. Study systems with surface-tension disturbances i.e. 
Marangoni effects on mass transfer.
6. Absorption and desorption into 'deep1 flowing liquid 
films.
7. Study the effect of counter and concurrent gas 
flow rates.
8. Use low angles of inclination, less than 1°, for closer
m. ' ■
? comparison to results obtained from a static pool.
9. The flowing liquid cell should be used to study the 
mechanism of transfer, and the effect of waves on the
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process, at higher angles than used in this study 
i.e. p > 20°«
10. Modification of the apparatus to enable direct 
readings of the concentration profile changes when 
waves are present, avoiding the present difficulties.
11. A study of absorption and desorption accompanied by 
chemical reaction with flowing liquids is required.
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NOMENCLATURE
iN KJl JJLl'i'i UJJti X  UJ.ULJ
. 2A Area under fringe cm
2A Surface area for mass transfer cm
A^>A2s Defined by equations (2-169), (2-170) and 
( 2- 171)
B Constant defined by equation (2-86)
B^ Constant defined by equation (2-106)
C Concentration of solute in solution
C • Surface concentration of solute in solution
gmol
cm5
C-n Initial concentration of solute in solution, gmol
• * * • jconsidering desorption cur
i
3
CQ Initial concentration of solute in solution, gmol
considering absorption cm-
CQ Concentration which would be in equilibrium
with vapour pressure, in atmosphere, remote gmoly
from the surface. Equation (2-164'). ci;
gmol
s cm^
C* Equilibrium concentration of solute at the gmol
free liquid surface cur
(J Laplace transform concentration
C __ Concentration of solute in solution at a gmolavg -
particular point over whole liquid depth cnr
Gn Constant defined by equation (2-87)u
0^ Defined by equation (2-123).
C^C^ Constants defined by equation (2-44)
C„,C0, Concentrations defined in section (2-3-6) gmol
I ^ 5
C3,C4 cm*
D/j,D2 Constants defined by equation (2-89)
D Diffusivity of gas in solution cm /sec
Efficiency defined by equation (2-69)
Ef2 Efficiency defined by equation (2-70)
Ej, Defined by equation (2-75)
E^ Efficiency defined by equation (2-71)
E^ Efficiency defined by equation (2-72)
g Gravitational acceleration crn/sec
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H
h
h
k, k'
k
k
(
K]
1
L
m
m,
m.
o
m
7
nt
*V
ft) ft/,
N
P
• #
<1
Q'
Q
Henry's Haw constant 
Liquid film thickness 
.Mean liquid film thickness 
Constants defined by equations 
(2-62), (2-65)
Coefficient of surface resistance
Coefficient of surface resistance at 
zero time
Liquid film mass transfer coefficient
Light path length through cell 
Total contact length of cell 
Fringe shift
Parameter defined by equation (2-36) 
Fringe shift at surface .
Fringe shift at depth y cm 
Total mass transfer at time t 
Molecular weight
Defined by equations (2-79)? (2-80) 
and (2-81)
Parameters defined by equations (2-14) 
and (2-18)
Liquid refractive index 
Laplace transform operator
Equation (2-90) .
Rate of mass transfer
Total rate of mass transfer over 
time t
Volumetric flow rate 
Qt ?Qc ?Qs > Flow rates defined in section (4-3) 
Qj.I)%)QI?)QjJ
R Universal gas constant
Re, No, Dimensionless Reynolds Number, defined
as [ a a ]L v _
s Fringe spacing
arm, cm' / grnuj.
cm
cm
cm/sec
cm/sec
cm/sec
cm 
cm 
cm .
cm
cm
t
gmol/cm'
gmol/cm .sec
gmol/cm^.sec
cm^/sec
cm^/sec
cm^. atm/gmol. °K
cm
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Du
VZ
avV
Vs
W
x
y '
y f
Y - 2 1 “ h
Z
sec
°C
Time of mass transfer process 
Temperature
Critical time for first visible sign 
of convection
Velocity component in direction of 
bulk flow
Velocity component normal to direction 
of bulk flow
Average velocity
Surface velocity
Width of cell
Co-ordinate axis perpendicular to 
direction of bulk flow
Co-ordinate axis normal to direction 
of bulk flow
Optical penetration depth 
Defined by equation (2-124)
Co-ordinate axis in direction of bulk flow cm
sec
cm/sec
cm/sec 
cm/sec 
cm/sec 
cm
cm
cm
cm
SUBSCRIPTS
optic measured from optical fringe
trans measured by transducer
titre measured by titration
calc calculated from theoretical equations
crank calculated from equations presented by
'CRAM (1956)
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GREEK SYMBOLS
a Rimensionless amplitude ( = amplitude )mean film depth 
Knudsen accommodation coefficient, equation (2-54)
Angle of inclination from horizontal degrees
Absolute viscosity 
Kinematic viscosity 
Surface tension 
Defined by equation (5-1)
Density
Wavelength (of light or wave)
6 Distance of diffusion boundary layer above
bottom of liquid film '
A = (jO Equation (2-125)
0(nbj) Defined by equation (2-35)
f Defined by equation (2-42)
a
fi
R
v
Y
V
P
X
gm/cm.sec
cm^/sec
dyne/cm
gm/ cm^
cm
cm
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APPENDIX (A)
Appendix (A)
Justification of equation (2-104)
Consider equation (2-103)
-D BeBy V
C* B a
k k k 
0 0 o
C* B2 2
k ° o
_G B_2
k k o o .
_1_
P?
C* 6 
o k.k_ 3
B2 6
ko k 2 o - p.
4
In the solution only the first term was considered
-D Be
By
■ C'
koP
This will only he correct if
C*B 
k 2
CG
k Cr
That is C* = -2-^ 
- B
In the case considered
m.
— £ = k (C*-C )
3t s
SAL
— £ = k (C*-C t)
3 t s b
and' = kQ —Bt
s
..(2-103)
..(2-104)
..(A-1)
..(A-2)
. . (2-56)
..(A-3) 
..(2-86)
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Therefore to satisfy equation (A-2); from equation (A-3)
..(A
n (C* - oGt)
ks " a»t
. ■ w
and if ■ i- =. ko - Bt .. (2
s
BJ1.
Then either -^ r- = constant .. (A
hnt -1or = -■ constant x (time) ..(A
Bil
If = constant .. (A
then = constant x time ■* .. (A
which satisfies the solution of
0* ✓
Mt = §- t ..(2
SM.
If *gtT” = ~ constant x (time) ..(A
on integration
i
— P= constant x t“ ..(A
which does not satisfy equation (2-120), and also means
that the mass transfer -will decrease rapidly from time zero,
which is impractical.
B^tHence grg— = constant ..(A'
From equation (2-86)
1 C* _ ________
ITT constant ~ constant
1 C* ^  ..(A-
.-4)
>-86)
--5)
-6)
.-5)
■-6)
1-120)
-6)
-7)
-5)
-8)
__ 0* ( a_q>
SO K  — 1' • *> W- y jo constant
^  B = £55itiSt (A-10)
For r^ “ = k - Bt . .(2-86)k_ o
Substitute equations (A-9) and (A-10)
C* B = Gr k ..(A-11)G o
C* x  — -r— -r = x  21— ..(A-12)constant G constant
Hence only the first term of equation (2-103) need be 
considered in this specific case.
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Appendix (B)
Alternative method of deriving equation (2-120)
¥t" ks (c* - Cs)
using equations (2-86) and (2-87),
m t [C* - CQ t 
=
•L o
c *
■ i
o
Q
ct
J
I
-PPQ1o
zij k  - Bt 
L o  -J
Hence
t
= !  E
C*
-Bt dt
t C^t dt
~ I (ko-BtJ
Mt =
C- log (ko-Bt)
Gr t Cr k
log (ko-Bt)
B B
Mj + log (k0-Bt)
ko CG - C* E 
B^
+■ log (kQ)
k 0,. - C* B o It
B2
It has been shown in Appendix (A) that
Therefore for this particular case
nt =
Ogt
B
..(B-6)
C*x. e e M . = r—  t
o
. . (2-120)
For the general case, in equation (B-4-) use can he made 
of the expansion
3
log , Bt Bt 1 ' Bt
2 1 ~Bt~
1 ~ ~ k 2 k “ 3 k
_  o _ L o _ L-. 0 J _ o_
. . ( B - 7 )
provided that - 1  ^rr1 < 1Btk_ (B-8)
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Appendix (C)
Derivation of equation (2-63)
Although equation (2-63). is presented in CRA1TK (.1958)* 
the derivation is not given. To help clarify the situation, with 
respect to the use of the equations, and the "boundary conditions 
used, the derivation will now "be given.
General solution of the Diffusion Equation as given "by
C = Dg e + -jr . .(2-92)
at y = 0
C = Dg + o
but Cs = k x t 
Therefore 
equating equations (C-1) and (C-2)
c = Jl
s p2
••(C-1)
..(2-62)
••(C-2)
D u . 0 k
2 IT = ••(C-3)
so p _ JL' - —£vo - p
P P
••(C-4)
Substitute equation (G-4) in equation (2-92)
C = k
p 5
e-«y + o
P
•(c-5)
Taking inverse Laplace transforms:-
C = k (t + ^j) , erfc y
L 2 (Dt)^J
388 -
- k y Jl
ttD exp
C- -21 ) 
 ^ 4-Dt }
C. erfc o - Z - T2(Dt)'2
+ C . . (0-6)
when-C = 0, equation (C-6) "becomes
C k t 1 + y2D1
— —
.erfc . . z.. , r
_2(Dt)2 _
2 ~
1
r 2 ^
. exp _ -Z__TrDt _ 4JDt .(c-7)
which, is equivalent to equation (2-63) where
Zt = V ..(2-19)
As can he seen the surface resistance boundary condition has not 
been used in the derivation, that is
a n4.
= k (C* -Cjd t S v S ..(2-36)
The surface resistance is assumed to be accounted for 
by use of a. time dependant surface concentration relationship. 
Therefore the craI3j£ f°r pu^e diffusion when surface 
resistance has been overcome.
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Table
D.1.
D. 2. 
D._3. 
D.4-.
D.5.
D.6.
D.7.
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D.9.
D.10
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D.12.
D.-13.
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i ’ABLE ( D .1 0 . )  P low  r a t e  d a ta
Angle Centre
.film
flow
(cc/m)
Reynolds
Number
Optical
liquid
depth
(cm)
Nusselt
liquid
depth
(cm)
Nusselt
surface
velocity
(cm/s)
1° 85 .0 159 0.1105 0.08805 6.704
160.0 299 0.1279 0.1087 10.221
285.0 555 0.1570 0.1518 15.019
410.0 767 0.1744 0.1488 19.159
555.0 1000 0.1919 0.1626 22.854
2° 158 258 0.0950 0.0821 11.667
265 492 0.1165 0.1018 17.954
588 726 0.1557 0.1159 25.242
515 960 0.1512 0.1272 28.00
658 1195 0.1686 0.1568 52.579
5° 55.0 66 0.0616 •0.0454 5*551
110.0 206 • 0.0814 0.0665 11.481
255-0 440 0.0872 0.0857 ' 19.044
560.0 675 0.1047 0.0988 25.507
485.0 907 0.1165 0.1091 50.870
4° ?0.0 151 0.0698 0.0520 9.548
195.0 565 0.0950 0.0752 18.507
520.0 599 0.1047 0.0865 25.748
445.0 852 0.1165 0.0965 52.078
570eO 1066 0.1279 0.1046 57.855
4°46' 160.0 299 0.06595 0.0646 17 .192
285.0 555 0.07558 0.07854 25-265
410.0 767 0.0872 0.0884 52.194
555.0 1000 0.0988 0.0966 58.444
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TABLE (D . 1 1 ) T i t r a t i o n  R e s u lts  ( f i l m  f lo w  d a ta )
Central film region
0.5° 1.0° • 2..0°
o o v h C /C*avg/ (t)2/h C /C* avg7
(t)Vh G /C*avg7
31.028
21.94
15.55
12.41
8.21
3.52
0.1309 
0.1257 
0.1152 
0.1015 
0.0906 
0.0827
41.36
27.13
18.46
14.49
11.98
9.55
0.128
0.099
0.082
0.0655
0.0588
0.0528
56.68
33-61
21.86
16.87
13-62
12.11
0.1333 
0.1100 
0.0947 
0.083 
0.079 . 
0.073
3.0° 4.0° 4°46'
(t)2"A 0 /C*avg7 (t)2/h T) /C* avg7 (tfvn
G /C* avg7
89.73
41.82
25.21
18.97
13.53
9 .5 4
0.076
0.059
0.0485
0.041
0.043
0.041
87-94 
59.30 
' 29.95 
21.53 
17-96 
14.65
0.0645 
‘ 0.059 
0.054 
0.049 " 
0.045 
0.042
52.50
35-19
23.94
7.04
0.049
0.0393
0.0328
0.0229
Meniscus Region
0,5° 1.0° 2.0°
(tf/li IS /c*avg7 IT /C* avg' (t)*A
G /C* avg7
21.70
18.21
14.50
12.27
9.31
7.72
0.189
0.157-
0.126
0.131
0.098
0.0497
22.82
19.33
15-69
13-38
10.10
8.63
0.199
0.168
0.149
0.114
0.094
0.055
24.29 
20.81 
17.07 
14.66 
11.01 
9.32
0.212
0.167
0.135
0.104
0 .0 7 2
0.065
3.0° 4.0°
(t)2/ll C /C*avg7 (t)Vh C /C* avg7
24.42 
21.18 
17.60 
.15.22 
11.79 
9.21
0.186
0.144
0.111
0.087
0.058
0.0164
24.92
20.82
17.52
15.34
11.15
8.98
0.144
0.118
0.105
0.081
0.079
0.0497
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TABLE (D .1 2 )  T i t r a t i o n  R e s u lts  (b u lk  f lo w  d a ta )
Central region
0.5° 1.0° 2.0°
(tF/h C /C* avg' ( t ) V k C /C*avg' ( t ) V i i G /C*
25.03
19.73 
. .15.06 
12.43 
79.52 
7.84
0.131
0.126
0.115
0.1015
0.083
0.013
28.0
22.2
16.8
13-9
10.7
8.75
0.128
0.099
0.082
0.0655
0.528
0.0236
31.5'
24.86
18.97
15*65
13*62
11 .95
0.133
0.110
0.0947
0.083
0.079
0.073
3.0° 4.0° 4°46'
(t)Vh G /C* avg' CtOVh C VC* avg7 (t)*/h C /C* avg'
33-8 
26.6 
20.2 
16 • 8 
13-53 
12.8
0.076
0.059
0.0485
0.044
0.043
0.041
35.40
27.90  
21.29 
17-58
13.40 
11.09
0.0645 
0.059  ^
0.054 
0.049 
0.042 
0.0262
28.40 
22.00 
18.20
11.40
0.049 
0.0393 
0.0328 
0.0229
Meniscus Region
0.5° 1.0° 2.0°
( t ) 2 / h U /G*avg' ( t ) V h 73 /C* avg' ( V / E G /C* avg'
25.03 
19-73 
15.06 
12.43 
9-52 
7-84
0.189
0.157
0.126
0.131
0.098
0.0497
28.0
22.2
16.8
13.9
10.7
8.75
0.199
■0.168
0.149
0.114
0.094
0.055
31*5
24.86
18.97
15.65
11.95
9.86
0.212
0.167
0.135
0.104
0.072
0.065
3.0° 4.0°
( t ) V i i C /C* avg' ( t ) / l r C /C* avg'
, r
33 .8  
26.6 
20.2
16.8 
12.8 
10v5
0.186
0.144
0.111
0.087
0.038
0.016
35.4
27.9 
21.29 
17.58 
13.40
11.09
0.144
0.118
0.105
0.081
0.079
0.0497
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TABLE (D.13) Interferometrie; Bata (COp - HpO absorption) 
Angle - 1°
Magnification ratio = 86;1
Initial temp. = 20.5°C
Centre 
film 
flow rate 
(cm/m)
Contact
length
(cm)
fringe
spacing
s
(cm)
fringe
shift
m
s
(cm)
Pen.
Depth
yf
(cm)
Area A 
(cm2)
M
t optic 
x 1 0 8 . p
(gmol/om )
85.0 7.6 2.5 1.3 1.2 0.75 1.198
25.^ 2.0 1.7 2.0 1.45 2.89
40.6 2.4 2.2 ' 2.5 2.40 3-99
55.5 2.3 3.0 3.2 3.90 6.77
68.6 2.5 3.3 4.0 5.60 8.94-
76.2 2.2 3.0 4.4 4.90 8.89
160.0 7-6 2.4 1.4 1.5 0.72 1.197
25.^ 2.0 2.0 • 2.0 1.85 3.690
40.6 2.3 ' 2.0 2.5 2.25 3.91
53.3 2.3 2.8 3.5 '3-6 6 .2 5
68.6 2.3 2.5 3.8 3.5 6.08
76.2 2.3 2.1 4.0 3.5 6.08
285.0 7.6 2.3 1.4 1.5 0.98 1.70
25. zl- 2.0 1.3 1.8 0.97 1.94-
40.6 2.2 1.5 2.0 1.05 1.91
53.3 2.4 2.16 2.5 1.25 2.08
68.6 2.4 • 1.80 2.0 1.50 2.50
76.2 2.4 1.70 2.0 1.28 2.13
410.0 7.6 2.6 1.1 1.1 0.6 0.92
25.4 2.0 1.3 1.5 0 .7 2 1.44
40.6 2.5 1.5 2.0 0.88 1.4-1
53.3 2.4 1.5 ■2.6 1.50 2.50
68.6 2.5 1.8 •2.0 1.8 2.87
76.2 2.3 1.6 2.0 1.19 2.07
555.0 7.6 2.5 0.9 1.0 0.45 0.719
25.4 1.8 1.3 1.3 0.65 1.440
40.6 2.3 0.9 1.5 0.48 0.833
53.3 2.4 1.4 2.0 0.79 1.34
68.6 2.6 1.6 2.0 1.2 1.84
76.2 2.3
i
1.6 2.0 1.05 1.82
TABLE (Dc 14) Interferometric Data (COp ** 2r absorption; 
Angle = 2°
Magnification ratio ~ 86;1 
Initial temp* = 20® 5°0
Centre 
film 
flow rate 
(cm/m)
Contact
length
(cm)
Fringe
spacing
s
(cm)
Fringe
shift
m
s
(cm)
Pen.
Depth
yf
(cm)
Area A 
(cm2)
Mt optic 
x 10 p
(gmol/cm )
138.0 7.6 2.1 1.1 1.5 0.83 1.578
23.4 2.3 1.5 1.8 1.25 2.170
40.6 2.3 1.7 2.0 1.3 2.256
53-3 2.2 3-0 3.0 3-75 6.806
68.6 2.3 3-7 4.0 5-78 10.035
263.0 7.6 2.2 1.0 1.4 0.7 1.271
23.4 2.3 1.4 1.6 0.98 1.701
40.6 2.4 1.7 ■ 2.0 1.5 2.495
33-3 2.2 ■ 2.4 3-5 3-2 5.808
68.6 2.2 2.8 3,5 '3-3 5 .990
76.2 2.6 3-5 3-5 4.8 7.372
388.0 7-6 2.1 1.1 1.5 0.83 1.578
25.4 2.2 1.4 1.7 1.19 2.160
40.6 2.3 1.4 1.8 1.26 2.187
53-3 2.2 2.1 3.1 2.55 4.628
68.6 2.3 2.3 3-5 3.15 5-469
76.2 2.6 4.0 3-5 5.85 8.984 J
313-0 7.6 2.0 0.9 1.2 0.54 1.078
25.4 2.3 1.4 1.5 1 .0 5 1.823
40.6 2.2 1.4 1.6 0.83 1.506
53-3 2.2 1.5 3.0 1.55 2.813 I
68.6 2.2 1.6 3.0 1.75 3-176 j
76.2 2.6 4.0 3-5 5-63 . 8.646 i <
638.0 7-6 1.9 0.8 1.0 0.4 0.841
25.4 2.2 1.2 1.2 0 .7 2 1.307
40.6 2.2 1.1 1.5 0.83 1.506
53-3 2.0- 1.3 2.0 1.3 2.395
68.6 2.3 1.5 2.0 1.5 2.604
76.2 2.6 3-5 4.0 4.5 6.911
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TABLE (D.15) Interferometric Data (C02 - HpO absorption) 
Angle = 3°
Magnification ratio = 86:1 
Initial temp. = 20.5°C
! Centre 
i film 
I flow rate 
(cm/m) -
!.
Contact
length
(cm)
Fringe
spacing
s
(cm)
Fringe
shift
m s
(cm)
Pen. 
depth 
J f 
(cm)
Area A 
(cm2)
M
t optic 
x -10s p
(gmol/cm )
fc, , ,„m i . . . .
S 35.0 7.6 2.2 0.7 1.2 0.42 0.762
i 23.4 1.9 0.8 1.5 0.6 1.261II 40.6 1.7 1.0 2.3 1.15 2.701
35-5 1.5 '■1.5 2.9 1.90 5.058
68.6 1.4 2.0 4.0 4.0 11.408
76.2 • 1.7 2.6 4.2 5.^5 12.801
110.0 7.6 2.3 0.6 0.8 0.24 0.4-17
23.4 2.0 0.7 1.2 0.42 0.839
40.6 1.6 1.1 2.0 1.1 2.74-5
55-5 1.3 1.5 2.8 1.8 4.971
68.6 1.5 1.8 4.0 3.6 11.058
76.2 1.5 2.3 • 4.4 3.0 .13-310
235-0 7.6 2.3 0.6 0.8 0.24 0.417
23-4 2.0 0.8 1.1 0.44 0.878
40.6 1.6 ' 1-5 1.6 1.05' 2.620
55-5 1.5 1.2 2.0 1.2 3.194
68.6 1.5 1.9 2.6 2.5 7-679
76.2 1.7 2.5 5.0 5.8 8.925
360.0 7.6 2.4 0.6 0.8 0.24 0.399
25.4 2.0 0.8 • 1.0 0.41 0.799
40.6 1.6 1.0 '1.5 0 .7 5 1.872
55.5 1.5 1.1 1.8 1.00 2.662
68.6 1.4 1.5 2.7 1.75 4.991
76.2 1.6 2.1 • 3.0 5.15 7-861
483.0 7.6 2.4 0.6 0.6 0.18 0.299
23.4 2.0 0.7 1.0 0.35 C-699
40.6 1.6 0.9 1.4 0.60 1-497
55.5 1.5 1.0 1.6 0.80 2.129
68.6 1.5 1.2 2.0 1.20 3.685
76.2 1.6 1.5 2.6 2.40 5-990
4-11 ~
TABLE (Do^6) Interferometric Lata (CO2 - L^O absorption) 
Angle = 4 °
Magnification ratio =86:1 
Initial temp. = 20„5°C
Centre 
film 
flow rate 
(cm/m)
Contact
length
(cm)
Fringe
spacing
s
(cm)
Fringe
shift
ms
(cm)
Pen.
depth
yf
(cm)
Area A 
(cm^)
Mt optic
. 108
(gmol/cm )
7 0 .0 7.6 2.6 0.7 1.0 0.35 0.558
25.4 2.8 1.2 1.5 0.90 1.283
40.6 2.5 1.6 2.0 1.5 2.395
53.5 1.7 1.3 2.5 1.32 3.100
68.6 1.6 3.3 3.5 6.00 14-. 974-
76.2 • 1.5 2.9 . 4.0 4.2 11.180
195.0 7 .6 2.8 1.0 1.3 , 0.65 0.927
25.4 2.8 1.2 1.4 0.84 1.198
40.6 2.4 1.4 1.5 0.90 1.4-97
53.3 1.9 1.4 2.0 1.30 2.732
68.6 1.6 1.5 2.5 1.75 4-.367
76.2 1.6 2.0 3.0 2.60 6.4-89
320.0 7.6 2.8 0.8 1.0 0.4 0.570
25.4 2.8 1.2 1.2 0.72 1 .027
40.6 2.4 1.2 1.5 0.84 1.398
53-3 1.6 1.2 1.8 1.16 2.895
68.6 1.5 1.2 2.0 1.20 3.194-
76.2 1.6 1.3 2.0 1.30 3.244-
445.0 7.6 2.8 0.7 0.8 0.28 0.399
25.4 2.8 0.8 1.0 0.40 0.570
40.6 2.5 1.0 1.2 0.60 0.958
53.3 •1.6 1.0 1.5 0.75 1.872
68.6 1.6 1.0 1.5 0.75 1.872
76.2 1.6 1.0 1.5 0.75 1.872 I
— ............... i ' ...................
570.0 7.6 2.8 0.6 0.9 0.27 0.385 j
25.4 2.8 0.8 1.0 0.40 0.570 '
40.6 2.3 0.8 1.0 0.40 0.570
53.3 1.7 1.0 1.1 0.55 1.292
68.6 1.7 0.8 1.2 0.48 1 .1 2 7 !
76.2 1.6 0.8 1.3 0 .5 2 1 .290 j
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(CABLE (D.17) Interferometric data (CO2 - H^O absorption) 
Angle = 4°46'
Magnification ratio =86:1 
Initial Temp, = 20.5°0
Centre 
film 
flow rate 
(cc/m)
Contact
length
(cm)
Fringe
spacing
s
(cm)
Fringe
shift
irts
(cm)
Pen.
depth
^f
(cm)
Area A | 
(cm2)
M
t OptlC
x 108 
(gmol/cm^)
160.0 7.6 2.0 0.7 1.0 0.35 0.699
25.4 1.8 0.6 1.0 0.30 0.666
40.6 1.8 0.8 1.2 0.48 •1.065
53.3 1.8 0.8 2.0 0.64 1.4-20
68.6 . 1.8 1.8 3.0 2.38 5.280
76.2 • 2.0 2.5 3.8 4.38 8.74-5
283.0 7.6 2.0 ' 0.8 1.4 0.56 1.118
25.4 1.8 1.0 1.7 ' 0.85 1.886
40.6 1.9 1.1 1.7 0.93 1.954
33.3 1.8 1.1 i.7 0.93 2.065
68.6 1.8 1.7 3.0 1.88 4.170
76.2 2.0 2.7 4 .0 3.60 7.18 7
410.0 7.6 1.8 0.7 1 .0 0.33 0.776
25.4 1.7 1.0 1 .2 0.60 1.409
40.6 2.0 1.0 1 .2 0.60 1.198
33-3 1.8 0 .9 1 .2 0.54 1.198
68.6 1.9 1.4 2 .5 ■'1.37 2.879
76.2 1.9 2.0 3.0 2.70 5.674
335.0 7.6 1 .9 0.6 1 .0 0.30 0 .630
25.4 1.8 0.7 1 .0 0.33 0.776
40.6 1.8 0.8 1 .0 0.40 0.887
33.3 • 1.9 0.9 1 .0 0.45 0.946
68.6 1.7 1.6 2 .5 2.00 4.698
76.2 ■■1.9' 1.8 3.0 2.25 4.729
413 -
TABLE (D .1 8 )  F lo w  r a t e  d a ta  f o r  wave a n a ly s is
Angle 2° 3° 4° 4°46'
Centre
film
flow rate 
(cc/m)
763 888 735 860 695 820 660 785
Reynolds
Number
Russelt 
liquid 
depth 
(cm)
1410 1640 1360 1590 1290 1520 1220 1450
0.145 0.153 0.125 0.132 0 .1 1 2 0.118
■
0.104 0.110
Nusselt
surface
velocity
(cm/s)
35*99 59*92 40.31 44.77 42.77 47.72 45.75 49.14
TABLE (I). 19) Interferometric data for waves (COg - B^O absorption.) 
Angle =2°
Magnification ratio = 86:1 
Fringe spacing(s) = 2.3 cm
oo
K\
<X>O-
II
0
-ptJ
u
£o
rH
rH
•H<H
0
U
•P
Pi
0
O
■d
-P
b0
pi a  
0 o
rH LO 4^ •
G O  0 4- 
-P  
Pi O
o
Time 
interval
(sec)
0
0.04
0.08
0.12
0.16
Fringe
shift
ms
(cm)
1.1
0.7
0.5
0.7
1.11
Pen.
depth
V
(cm)
1.3 
0.9 
0.8 
1.2
1.3
Area 
under 
fringe A
(cm2)
0.71
0.26
0.19
0.4-3
0.84
°s optic 
x 106 
(gmol/cm^)
1.64 
1.05- 
0.75 
1.03
1.64
Mt opnc 
x 108 O
(gmol/cm )
1.23
0.4-5
0.33
0.75
1.4-6
rd4^50
pi a0 O 
rH K\ 4^> .O K\ 
0 LT\
PiO
O
0
0.04
0.08
0.12
0.16
0.20
1.8
2.0
3.2 
2.0 
1.5
4.3
2.4
2.5
3.0
2.5
2.1 
1.8
2.11
2.41
4.67
2.40
1.53
1.17
2.69 
3.60 
4.77 
2.98 
2.24
I .9 4
3.66
4.20
8.10
4.16
2.66 
2.03
a
oo
00
CO
CD
0
-P
u
£o
i—I <H
rH
•H
0
P
Pi
0
O
rd
-Ph0
pl a
0 o
I—I
KD 
-P  • 
O O
•P
Pio
o
0
0.04
0.08
0.12
0.16
0.20
0.8
0.9
0.9
0.8
0.7
0.6
0.9
1.2
1.4
1.0
0.7
0.6
0.35 
0.43 
0.61 
0.39 
0.25 
0.17
1.19
1.34
1.34 
1.49 
1.05 
0.895
0.61
0.75
1.06
0.68
0.43
0.29'
,d4^>bo a
Pl o  
0
H  K\
-P  K \  
O LTN d 
*P  
Pl o 
o
0
0.04
0.08
0.12
0.16
0.20
1.0
1.8
2.0
1.5
1.0
0.9
2.0-
2.7 
3.0 
2.4
1.8 
1.7
0.97
2.43
2.95
2.79
0.93
0.77
1.49 
2.69 
2.98 
2.24
1 .49  
1.34
1 • 68 
4.20 
5.10 
3.10 
1.61 
1.34
i
TABLE (D.20) Interferometric data for waves (00^ , - B^O absorption 
Angle = 3°
Magnification ratio = 86:1 
Fringe spacing(s) = 1.? cm
Time
interval
(sec)
Fringe
shift
ms
(cm)
Pen.
depth
%
(cm)
Area 
■under 
fringe A
(cm2)
°s optic 
x 108 
(gmol/cm^)
M
t optic 
x 108
p
(gmol/cm )
0
•pcd
d
0 . 0.5 1.0 0.27 1.01 . 0.63
0.04 0.7 1.4 •0.53 1.41 1.24
o d
<H O
0.08 1.0 1.8 0.83 2.02 1.95
0.12 0.7 1 . 5 0.49 1.41 1.15
&o
o
a ^H IA 
•H KN 
<H [>-
0.16 1.11 2.0 1.03 2.22 5-20
VO• 0.20 1.2 2.3 1.35 2.42 3.16
o
0
d
-P
d
0.24 1.4 2.7 1.79 2.82 4.20
n 0.28 1.2 2.5 1.17 2.42 2.74
rd
*P
bO
0o 0.32 0.9 2.0 0.87 1.82 2.04
d0
H
-P
O
cd 0 1.0 1.7 0.83 2.02 1.95
-P
doo
o a 
H  \  
«H O  
O
0.04
0.08
0 .7
0.9
1.2
1.5
0.45
0.56
1.41
1.82
1.06 
1.31
Si—1 o 
•H VD 
<H 00
0.12 1.0 1.7 0.87 2.02 2.04
0.16 1.2 2.0 1.11 2.42 2.60
0
d  0
p  -p 
d  cd 
0 d
0.20
0.24
4 .3
0.9
2.2
1.7
1.43
0.69
2.62
1.82
3-36
1.62
O
0.28 0.8 1.4 0.53 1.61 1.24
TABLE (D .2 0 )  C o n tin u e d :
2?ime
interval
(sec)
Fringe
shift
ms
(cm)
Pen.
depth
7t
(cm)
Area 
under 
fringe A
(cm2)
i
n
's optic 
x 106 
(gmol/cm^)
M.■G opnc 
x 108
2(gmol/cm )
(1)-p 0 0.9 2.0 0.86 1.82 2.02cd
P 0.04 1.1 2.3 '1.17 2.22 2.74
£o 0.08 1.2 2.5 1.29 2.42 3.02
ao
rH a <H\r's 0.12 0.9 2.0 0.93 1.82
2.18
P or*J 0.16 1.4 2.9 2.09 2.82 4.90
K\
•K\
LTv
•H LT\ <H KA 
IN0
P
0.20 1.0 2.5 1.15 2.02 2.70
. 0.24 0.8 2.0 0.73 1.62 1.67
I
rP-PbO
Pl0
•P
Pl0
O
0.28 1.6 . 2.5 1.91 3.23 4.48
0.52 1.0 1.6 0.69 2.02 1.62
i— 1
-POC5
■BPlo
o
0
-P0
P
0 0.9 1.5 0.6 7 1.82 1.37
0.04 1.1 2.0 1.01 2.22 2.37
£ 0.08 1.2 ■2.5 1.41 2.42 3.30
kJ
h  d 0.12 1.5 2.8 2.01 3.03 4.71
O
6 o
t
0.16 1.7 2.3 ■2.03 3.4-3 4.75
r~1•HO<H'T> 0.20 0.6 2.0 0.67 1.21 . 1.37
CO0
p
-p
Pl
0.24 0.8 2.3 1.01 1.62 2.37
0.28 1.3 2.5 1.31 2.62 3.32
0
o 0 .5 2 2.0 3*0 2.89 4.04 6.80
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TABLE (D.21 ) Interferometric data for waves (CO^ - H^O absorption; 
Angle = 4°
Magnification ratio ~ 86:1
Fringe spacing(s) - 2.3 cm and 1.8 cm
Time
interval
(sec)
Fringe
shift
(cm;
Pen*
Depth
(cm)
Area 
under 
fringe A
(cm2)
I 0 x..s optic
x 10^
( gmol/cm^)
Mt optic 
x 108
p
( gmol/cm )
0 1.4 2.1 1-37 2.09 2.38
o 8
rH \  
<H O 0.04 1.5 2.3 1.73
2.24 3.00
ao
VO
•
o
O
a  ^H  LA •HCA KD
0
0.08 
0.12 
0.16 •
1.9
1.4
0.9
3.0
1.8
1.6
2.69
1.17
0.79
2.83
2.09
1.34
4.63
2.03
1.37
ifr
II
Pl CD 
■P -Pcj cd 0.20 1.4 • 2.0 1.43 2.09
2.52
&-P
0 Pi 
O 0.24 1.8 2.3 2.23 2.68 3.86
bG
Pl o a
r H \  
'H O
0 1.1 1.5 0.79
$* 1.37
1—1 0.04 1.3 2.0 1.39 1.94 2.41
-Po
cd
■P
Pl
O
rH O  •H CO 
fHCO
0.08 1.5 2.3 1.89 2.24 3.28
0.12 1.3 2.0 1.24 1.94 2.13
o
o 0Pl 0 
-p -p
Pl Cd
0.16
0.20
0.8
1.7
1.3
2.3
0.56
2.08
1.19
2.34
0.97
3-60
0 U 
O 0.24 1.4 2.1 1.44 2.09 2.30
0 0.8
0
• 0.37 1.33 0.82
0.04 0.9 1 ,5 0.68 1.72 1.31u
«H O 0.08
0
• 2.1 1.08 1.90 2.40
ao
O 
0 _ rH LA
•rH O''
UD
0.12
0*16
0.9
0.8
1 .9
1 .5
0.94
0.37
1.72
1.33
2.08
1.26
K\
•
K\
LA
0u 0
■P -P
Pl 0
0.20 0.9 2.1 1.09 1 .7 2 2.42
0.24 1.1 2 .6 1.34 2.10 2.98
II
&-P
faO
0 Pl 
O 0.28 1.3 2 .7 1.36 2.48 3.46
0 0.9 1 .5 0.79 1.72 1.73
Q>
H 0.04 0.7 0 .9 0.36 1.34 0.80
-P
O
cd
•P
o
o fi
lm
 
fl
o 
82
0 
cc
/m 0.08
0.12
0.16
0.3
0.9
0.93
0 .8
1 .2
1 .3
0.19
0.39
0.68
0.96
1.72
1.81
0.42
1.31
1.31
j
' 0Pi 0 
43 43 
Pl 0
0.20
0.24
1.30
1.90
2 .0
2 .3
1.33
2.61
2.48
3.62
3.00
3-80
0 Pi 
0 0.28 1.40 1.8- 1.3.1 2.67 2 .9 0
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TABLE (D.22) Interferometric data for waves (CO2 “ ^2G ^ sorP^^o;a) 
Angle - 4°46'
Magnification ratio =86:1 
Fringe spacing(s) = 1.9 cm
Time
interval
(sec)
Fringe
shift
ms
(cm)
Pen.
Depth
yf
(cm)
Area 
■under 
fringe A
(cm2)
---- -— j
Gs optic | 
x. 106 
(gmol/cm^)
1iM
t optic 
x 108
O
( gmol/ cm1")
Co
nt
ac
t 
le
ng
th
 
= 
40
.6
 
cm
Ce
nt
re
 
fi
lm
 
fl
ow
 
ra
te
 
66
0 
cc
/m
0
0.04
0.08
0.12
0.16
0.20
0.24
0.8
0.9
1.1
1.3
0.8
0.6
0.7
1.0
1.4 
1.8 
2.0 
1.7 
1.0
1.4
0.38 
0.67 
0.87 
1.34 
. 0.62 
0 .2 7
0.36
1.44 
1.62 
1.99 
2.33
1.44 
1.08 
1.26
0.80
1.40
1.82
2.80
1.30
2.26
1.17
Ce
nt
re
 
fi
lm
 
fl
ow
 
ra
te
 
78
5 
cc
/m
0
0.04
0.08
0.12
0.16
0.20
0.24
0.7
0.3
0.4
1.0
0.3
0.4
0.9
1.3 
1.1 
0.9
1.3 
'1.1 
0.9
1.3
0.34
0.23
0.16
0.71
0.23
0.19
0.64
1.26
0.903
0 .720
1.81
0.903
0 .720
1.62
1.13.
0.48
0.34
1.49
0.33
0.40
1.34
J 
..
..
..
.
 
' 
..
..
..
..
..
..
..
..
..
..
..
..
..
.
) 
Co
nt
ac
t 
le
ng
th
 
= 
53
*3
 
cm
Ce
nt
re
 
fi
lm
 
fl
ow
 
ra
te
 
66
0 
cc
/m
0
0.04
0.08
0.12
0.16
0.20
0.24
1.0
0.7
0.3
1.0
1.1
0.9
0.8
1.4 
1.1 
0.7
1.4 
1.7 
1-3 
1.2
0 .6 7
0.35
0.21
0.66
0.90
0.67
0.43
1.81
1.26
0.903
1.81
1.99
1.62
1.44
1.40 
0.73 
0.44 
1.38 
1.89
1.40 
0.95
Ce
nt
re
- 
fi
lm
 
fl
ow
 
| 
ra
te
 
78
5 
cc
/m
 
j
0
0.04
0.08
0.12
0.16
0.20
0.24
0.7
0.9
1.3
1.1
0.8
0.6
0.9
1.0
2.0
2.4
1-7
1.4 
1.0
1.4
0.32
0.87
I .34
0.83 
0.47 
0.28 
0.61
1.26 
1.62 
2.35 
1.99 : 
1.44 
1.08 
1.62
0.67
1.82
3-28
1.78
0.99
0.59
1.28
