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Einleitung 
In ihrer heutigen Gestalt ist die formale Logik vor allem von Gottlob 
Frege (1848-1925) begründet worden. In Leibniz, Bolzano, Boole und 
de Morgan hatte er zwar bedeutende Vorgänger , aber schon das Logik-
system, das er in seinem ersten Buch, der „Begriffsschrift" (1879) ent-
wickelte - ein System der höheren Prädikatenlogik war sehr viel lei-
stungsfähiger als alle früheren Systeme. 
Freges Hauptziel war von Anfang an eine logische Begründung 
der Arithmetik, d.h. eine Definition der arithmetischen Grundbegriffe 
durch logische Begriffe und ein rein logischer Beweis der Grundgesetze 
der Arithmetik mithilfe dieser Definitionen. U m dieses logizistische 
Programm durchführen zu können, hat er das erste umfassende for-
male System der Klassenlogik entwickelt. Durch seine umsichtigen und 
scharfsinnigen intuitiven Untersuchungen und durch einen formalen 
Aufbau von einer bis dahin beispiellosen Präzision schien diese Logik, 
die er in abschließender Form im 1. Band der „Grundgesetze der Arith-
metik" (1893) veröffentlichte, so gut gesichert, daß Freges Aussage in 
der Einleitung zu diesem Band völlig berechtigt erschien: „Es ist von 
vornherein unwahrscheinlich, daß ein solcher Bau sich auf einem un-
sicheren, fehlerhaften Grunde aufführen lassen sollte. . . Und nur das 
würde ich als Widerlegung anerkennen können, wenn jemand durch die 
That zeigte, daß auf anderen Grundüberzeugungen ein besseres, halt-
bareres Gebäude errichtet werden könnte, oder wenn jemand mir 
nachwiese, daß meine Grundsätze zu offenbar falschen Folgesätzen 
führten. Aber das wird Keinem gelingen." 
Und doch lesen wir schon im Anhang zum 2. Band des gleichen 
Werkes: „Einem wissenschaftlichen Schriftsteller kann kaum etwas U n -
erwünschteres begegnen, als daß ihm nach Vollendung einer Arbeit 
eine der Grundlagen seines Baues erschüttert wird. In diese Lage wurde 
ich durch einen Brief des Herrn Bertrand Russell versetzt, als der 
Druck dieses Bandes sich seinem Ende näherte ." Dieser Brief Russells 
an Frege - datiert vom 16. 6. 1902 - enthält die Konstruktion der Ant i -
nomie, die als „Russellsche Antinomie" in die Literatur eingegangen ist. 
Sie ist die einfachste der mengentheoretischen Antinomien: Es sei r die 
Menge aller Mengen, die sich selbst nicht (als Element) enthalten. 
Dann ist r gemäß dieser Definition Element von r genau dann, wenn r 
eine Menge ist, die sich selbst nicht enthält, d.h. wenn rnicht Element 
von r ist. Die Annahme, r sei Element von ry führt damit ebenso zu ei-
nem Widerspruch wie die Annahme, rsei nicht Element von r. Da nach 
dem Prinzip vom Ausgeschlossenen Dritten (tertium non datur), das der 
klassischen Logik zugrundeliegt, eine der beiden Annahmen richtig 
sein muß , ist so der kontradiktorische Satz beweisbar: „r ist Element 
von r, und rist nicht Element von r." 
Während noch Cantor in Ermangelung eines wirklich exakten und 
voll formalisierten Systems der Mengenlehre zwei von ihm schon frü-
her (1895 und 1899) entdeckte andere Antinomien als merkwürd ige , 
aber nicht wirklich ernst zu nehmende Erscheinungen ansehen konnte, 
mußte die Konstruktion einer Antinomie im System Freges unwei-
gerlich die Aufgabe dieses Systems selbst erzwingen. Erst für ihn, der 
die strengen Maßs täbe , denen formale Systeme genügen müssen, selbst 
entwickelt hatte, erzeugte die Antinomie jene Bestürzung, von der er 
im Antwortbrief an Russell vom 22. 6. 1902 schreibt. 
Das System der „Grundgesetze" - die klassische oder „naive" 
Mengenlehre, wie man rückbl ickend auch sagt - war angesichts dieser 
Antinomie nicht mehr haltbar. Da in ihm das Prinzip ex contradictione 
quodlibet gilt, wird mit einem einzigen Widerspruch jeder Satz beweis-
bar. Frege erkannte bald, daß nicht irgendeine leicht zu korrigierende 
und für das Ganze unwesentliche Annahme am Auftreten der Antino-
mie schuld war, sondern daß der Fehler in den Grundvoraussetzungen 
des Systems lag. Das wurde auch dadurch deutlich, daß man nun in ra-
scher Folge viele weitere Antinomien entdeckte. So setzte die Krit ik an 
der klassischen Mengenlehre und Logik auf breiter Front ein. 
M i t der Entdeckung der logischen Antinomien erwachte auch das 
Interesse an den semantischen Antinomien wieder, die z . T . schon in 
der Antike und im Mittelalter diskutiert wurden und die mit Mengen-
lehre nichts zu tun haben. Die älteste semantische Antinomie, die des 
„Lügners" wurde schon zur Zeit von Aristoteles lebhaft erörtert : Der 
Satz „Dieser Satz ist falsch" ist zugleich wahr und falsch: Denn ist er 
wahr, so trifft das zu, was er behauptet, er ist also falsch. Da so die A n -
nahme, er sei wahr, auf einen Widerspruch führt, muß er falsch sein. 
Ist er aber falsch, so trifft das nicht zu, was er behauptet, er ist also 
wahr. Der Satz ist also sowohl wahr wie falsch. 
Die durch die Antinomien ausgelöste Diskussion über die Grund-
lagen von Logik und Mathematik ist bis heute zu keinem Abschluß ge-
langt. Es gibt bisher keine allgemein akzeptierte Erklärung für das Auf-
treten der Antinomien und keine Einigkeit darüber , wie die Logik 
angesichts der Antinomien zu reformieren ist. Es sind vielmehr ver-
schiedene, konkurrierende Logiksysteme entwickelt worden, die be-
weisbar widerspruchsfrei sind, oder in denen sich jedenfalls die bisher 
bekannten Antinomien nicht mehr auf den bisher bekannten Wegen ab-
leiten lassen. Nur im Fall der semantischen Antinomien folgt man fast 
allgemein dem Vorschlag von A . Tarski, sie durch eine Unterscheidung 
von Sprachstufen zu vermeiden: Die Sprache S, über die man redet, 
wird als Objektsprache von der Metasprache unterschieden, in der man 
über S redet. Namen für Ausdrücke von S gehören zur Metasprache 
und ebenso semantische Prädikate wie „ist wahr" oder „ist ein Name 
für", die auf Ausdrücke von Sangewendet werden. Semantisch geschlos-
sene Sprachen, die ihre eigene Metasprache enthalten, Sprachen also, in 
denen wir über sie selbst reden können, werden verboten. Das bedeutet 
freilich eine erhebliche und intuitiv kaum überzeugende Restriktion 
formaler gegenüber natürl ichen Sprachen, die in diesem Sinn geschlos-
sen sind, da wir z. B. deutsch über die deutsche Sprache reden können. 
Daß man sich auf diese starke Beschränkung des Ausdrucksreichtums 
formaler Sprachen einigen konnte, erklärt sich vor allem daraus, daß 
man zunächst - bis in den 70er Jahren unseres Jahrhunderts natürl iche 
Sprachen zum zweiten großen Anwendungsbereich der Logik wurden -
vor allem an der Mathematik interessiert war, in der keine Aussagen 
über sprachliche Ausdrücke vorkommen. 
Tarski wollte mit seinem Vorschlag keine Erklärung für das Auf-
treten der semantischen Antinomien verbinden. Sein Rezept ist viel-
mehr ein Beispiel für eine pragmatische Reaktion auf die Antinomien: 
Man interessiert sich nicht für die Gründe ihres Auftretens, sondern al-
lein für Maßnahmen zu ihrer Vermeidung. Man beschränkt sich auf die 
Aufgabe, ein schwächeres System anzugeben, in dem einerseits die bis-
herige Konstruktion der bisher entdeckten Antinomien nicht mehr 
möglich ist, das andererseits aber möglichst leistungsfähig ist. Gelingt 
sogar ein Widerspruchsfreiheitsbeweis für das modifizierte System, so 
sind alle Ambitionen erfüllt. 
Ein zweites Beispiel für eine pragmatische Reaktion auf die Ant i -
nomien ist die axiomatische Mengenlehre in jener Gestalt, in der sie 
von E . Zermelo und A . Fraenkel seit 1904 entwickelt wurde. In ihr wird 
das Komprehensionsprinzip, nach dem jedem Prädikat eine Klasse als 
Umfang des Prädikats entspricht, durch eine Reihe speziellerer Prinzi-
pien ersetzt und damit so beschränkt, daß sich zwar jene Klassen bilden 
lassen, die man in der Mathematik benötigt, nicht aber die umfassen-
den Klassen (die Allklasse, die Klasse aller Klassen, die sich selbst nicht 
enthalten oder die Klasse aller Ordinalzahlen), die zu Antinomien füh-
ren. 
Eine solche pragmatische Haltung, eine Beschränkung auf die Su-
che nach Wegen zur Vermeidung der Antinomien wird meist damit ge-
rechtfertigt, daß die Frage nach ihren Ursachen nicht sinnvoll oder je-
denfalls nicht eindeutig zu beantworten sei. Tatsächlich begegnet diese 
Frage folgenden Schwierigkeiten: 
Von einem Fehler kann man nur relativ zu vorausgesetzten Stan-
dards der Korrektheit reden. Ein Rechenfehler ist z .B . ein Rechen-
schritt, der gegen die anerkannten Gesetze der Arithmetik verstößt. Bei 
der Konstruktion der Antinomien wird aber nicht gegen Regeln der 
vorausgesetzten Logik verstoßen, die Antinomien entstehen vielmehr 
durch eine völlig korrekte Anwendung dieser Regeln. Sie ergeben sich 
nicht dadurch, daß man im vorausgesetzten System falsch geschlossen 
hätte , sondern aus den vorausgesetzten Prinzipien und Regeln selbst. 
M i t der vorausgesetzten Logik - im Fall der mengentheoretischen Anti-
nomien also: der klassischen Mengenlehre - entfällt aber zugleich der 
einzige explizite Standard logischer Korrektheit, den man hat. Wenn 
also ein „Fehler" in der Konstruktion der Antinomien und damit in der 
klassischen Mengenlehre aufgewiesen werden soll, so muß man auf an-
dere Kriterien logischer Richtigkeit rekurrieren. Damit man sich aber 
auf diese neuen Kriterien verlassen kann, müßten sie intuitiv begründet 
werden, und zwar besser als die mit ihnen kritisierten Prinzipien der 
klassischen Logik. 
Dabei ergibt sich nun die zweite Schwierigkeit: Die Prinzipien der 
klassischen Mengenlehre sind intuitiv alle eminent plausibel. Die klassi-
sche Präd ikaten log ik , die ihr zugrundeliegt - das kann man jedenfalls 
in guter Näherung sagen - ist die normale Logik, die wir beim inhaltli-
chen Schl ießen verwenden. Die Natür l ichkei t dieser Logik zeigt sich 
z .B . darin, daß sie auch beim Aufbau nichtklassischer Logiksysteme in 
der Metatheorie oft ganz naiv verwendet wird. Für sich allein ist diese 
Präd ikaten log ik auch widerspruchsfrei. Was in der klassischen Men-
genlehre zu ihr h inzugefügt wird, ist aber ein ebenfalls höchst plausi-
bles Prinzip, das Komprehensionsprinzip, nach dem jede Eigenschaft 
einen Umfang hat, so daß es zu jeder Eigenschaft .Feine Menge gibt, 
deren Elemente genau die Objekte mit der Eigenschaft F s ind . Auch 
dieses Prinzip allein kann nicht als die Ursache des Auftretens der Anti-
nomien angesehen werden: Es spielt keine Rolle bei der Konstruktion 
der semantischen Antinomien, und es gibt beweisbar widerspruchsfreie 
Systeme mit einem unbeschränkten Komprehensionsprinzip. 
Das ist nun die dritte Schwierigkeit bei der Suche nach einer Ursa-
che der Antinomien: Sie sind das Resultat des Zusammenwirkens meh-
rerer Faktoren, die für sich allein jeweils harmlos sind. Erst die Kombi-
nation von klassischer Präd ikaten log ik , allgemeinem Komprehensions-
prinzip und Annahme nur einer Kategorie von Objekten, zu der alle 
Mengen gehören, ergibt die mengentheoretischen Antinomien. Läßt 
man eines dieser drei Ingredienzien weg, so ergeben sich nachweislich 
oder vermutlich widerspruchsfreie Systeme wie z. B. die typenfreie Lo-
gik von W . Ackermann, die axiomatische Mengenlehre und die einfa-
che Typentheorie. M i t dieser Sachlage rechtfertigt man die These, die 
Frage nach einer Ursache der Antinomien sei sinnlos oder zumindest 
nicht eindeutig zu beantworten. Da alle drei Voraussetzungen für sich 
genommen plausibel seien und keine allein zu den Antinomien führe, 
sei kein Weg zur Elimination der mengentheoretischen Antinomien 
durch grundsätz l iche , intuitive Gründe ausgezeichnet; man könne sie 
nur ihrer Leistungsfähigkei t nach vergleichen. 
Zugegeben: Das Kriterium intuitiver Plausibi l i tät ist durch das 
Auftreten von Antinomien in einem intuitiv so plausiblen System wie 
der klassischen Mengenlehre fragwürdig geworden. Aber damit kann 
natürl ich die Intuition nicht ein für allemal diskreditiert sein. Da die 
Argumentationen in jeder Metatheorie intuitiv sind - formalisiert man 
die Metatheorie, so muß man in der Meta-Metatheorie intuitiv argu-
mentieren usf. - , bleibt logische Intuition Grundlage aller formalisier-
ten Logik. Die Antinomien können daher nur Anlaß sein, sie zu refor-
mieren, nicht aber sie zu diskreditieren. Ohne sich auf eine logische 
Intuition zu verlassen, kann man keine formale Logik treiben. Eine In-
tuition, die man als verläßlich ansieht, bietet aber auch eine Basis zur 
Krit ik der Annahmen, die zu den Antinomien führen. Für eine logisch-
mathematische Grundlagenforschung oder eine Philosophie von Logik 
und Mathematik sind jedenfalls intuitive Über legungen und intuitive 
Rechtfertigungen der grundlegenden logischen Prinzipien unverzicht-
bar. Widerspruchsfreiheit und Leistungsfähigkeit können auch aus fol-
genden Gründen nicht einzige Maßstäbe sein: Erstens setzt jeder W i -
derspruchsfreiheitsbeweis für einen Kalkül K metatheoretische Mittel 
voraus. Diese Mittel müssen nach dem Resultat von K . Gödel in (1931) 
stärker sein als die in K formalisierten Mittel, so daß ein Widerspruchs-
freiheitsbeweis problematische Annahmen nur mit noch problemati-
scheren Annahmen rechtfertigt. Wonach ist zweitens die Leistungsfä-
higkeit eines Systems zu bemessen? Kein widerspruchsfreies System 
kann die ganze klassische Mengenlehre enthalten. Es kann also nur um 
die Rekonstruktion von Teilen dieser Mengenlehre gehen, die man als 
in sich widerspruchsfrei und vernünftig ansieht. Worauf gründet sich 
aber die Ansicht, dieser oder jener Teil sei vernünftig, wenn nicht auf 
intuitive Über legungen? Wir werden im folgenden freilich sehen, daß 
intuitive und pragmatische Überlegungen eine Tendenz zur Konver-
genz haben, daß sich auch Systeme, die zunächst durch Vermeidungs-
strategien motiviert werden, intuitiv rechtfertigen lassen. Das gilt so-
wohl für die Typenlogik als auch für die axiomatische Mengenlehre 
und für ein typenfreies System von W . Ackermann. Philosophisch ist 
aber die intuitive Rechtfertigung solcher Systeme die Bedingung ihrer 
Akzeptabi l i tät , nicht bloß ein zusätzl iches commodum. 
Die Wege, die zur Vermeidung der Antinomien eingeschlagen 
worden sind, lassen sich in drei Hauptgruppen einteilen: 
1. Man beschränkt die Sprache der klassischen Systeme so, daß sich in 
ihnen u. a. jene Sätze nicht mehr formulieren lassen, die zu Antinomien 
führen. Diesen Weg schlägt z .B . die Typentheorie ein oder die Sprach-
stufenunterscheidung nach Tarski. 
2. Man beschränkt die klassische Prädikatenlogik, etwa so, daß das ter-
tium non datur nicht mehr gilt. Das ist z .B. der Weg der typenfreien Sy-
steme von W. Ackermann. 
3. Man beschränkt das klassische Komprehensionsprinzip wie in der 
axiomatischen Mengenlehre. 
In dieser Arbeit wollen wir den zweiten Weg beschreiten. Wir wer-
den eine Logik aufbauen und intuitiv begründen, die nicht auf dem 
Prinzip der Wahrheitsdefinitheit (oder Bivalenz) beruht, nach dem jeder 
(Aussage-)Satz entweder wahr oder falsch ist. 1 Wir wollen untersu-
chen, wohin dieser Weg führt und was er leistet. 
Daß die Preisgabe dieses Prinzips die Ableitbarkeit der mengen-
theoretischen wie der semantischen Antinomien zumindest infrage 
stellt, ist klar: In ihnen wird ja meist für einen bestimmten Satz A be-
wiesen, daß gilt 
a) A ist wahr genau dann, wenn A falsch ist. 
Da also sowohl die Annahme, A sei wahr, wie die Annahme, A sei 
falsch, zum Widerspruch „A ist sowohl wahr wie falsch" führt, folgt 
aus dem Prinzip der Wahrheitsdefinitheit, nach dem eine der beiden 
Annahmen gelten muß, die Beweisbarkeit dieses Widerspruchs. Läßt 
man jedoch Sätze zu, die weder wahr noch falsch sind, so folgt aus (a) 
allein noch kein Widerspruch. Man müßte vielmehr die Wahrheit oder 
die Falschheit von A beweisen, und da sich im Fall der Antinomien die 
eine Annahme nur mithilfe der anderen beweisen läßt, gelingt das 
nicht. 
Ganz so einfach, wie wir es hier dargestellt haben, ist die Sache 
freilich nicht, aber hier geht es ja zunächst auch noch nicht um die 
Durchführbarkei t des Ansatzes - darüber kann man erst sprechen, 
wenn er im Detail entwickelt worden ist sondern darum, die Wahl 
unseres Weges zu motivieren. Dazu müssen wir aber nicht nur zeigen, 
daß er eine erfolgversprechende Vermeidungsstrategie darstellt, son-
dern müssen seine intuitive Plausibi l i tät deutlich machen. 
Dem steht folgender Einwand entgegen: Jeder bedeutungsvolle 
Satz drückt einen bestimmten Sachverhalt aus. Ein Sachverhalt besteht 
aber oder er besteht nicht. Unter einer Situation, in der er weder be-
steht noch nicht besteht, kann man sich genau so wenig etwas vorstel-
len wie unter einer Situation, in der er besteht und zugleich nicht be-
steht. Nun haben wir es aber in der Logik und speziell bei den 
Antinomien nicht mit bedeutungslosen Sätzen zu tun wie z. B. „Lontine 
koryllieren". Jeder bedeutungsvolle Satz drückt also einen bestimmten 
1 Dieses semantische Prinzip ist grundsätzl ich vom objektsprachlichen Prinzip tertium 
non datur„A oder nicbt-A"zu unterscheiden: Das letztere hängt von der Deutung von 
„oder" und „nicht" ab. Es gibt Deutungen, bei denen es auch ohne Bivalenz gilt, und 
solche, bei denen es auch bei Bivalenz nicht gilt. Im normalen Verständnis der Aus-
drücke „oder" und „nicht" gilt das objektsprachliche Prinzip aber genau dann, wenn 
das semantische gilt. Daher konnten wir auch im Titel dieser Arbeit vom Satz vom Aus-
geschlossenen Dritten sprechen, obwohl es genau genommen um das Prinzip der Wahr-
heitsdefinitheit geht. 
Sachverhalt aus; dieser besteht oder er besteht nicht, und je nach dem 
ist der Satz wahr oder falsch. Jeder bedeutungsvolle Satz ist also wahr 
oder falsch - tertium non datur. 
Dagegen ist zu sagen: Es gibt durchaus bedeutungsvolle Sätze , die 
man weder als wahr, noch als falsch bezeichnen kann. Ein im Einklang 
mit den Regeln der Syntax gebildeter Ausdruck ist bedeutungsvoll, 
wenn in ihm keine Ausdrücke vorkommen, die semantisch nicht erklärt 
sind. Das gilt aber auch für Sätze wie 
1. Der gegenwärt ige König von Frankreich ist Bri l lenträger. 
2. Fritz weiß , daß Regensburg an der Isar liegt. 
3. Dieser Ball (dessen Farbe an der Grenze zwischen Rot und Orange 
liege) ist rot. 
Sätze mit nicht erfüllten Präsupposit ionen haben keine Wahrheits-
werte: Sowohl (1) wie die Behauptung „Der gegenwärt ige König von 
Frankreich ist kein Bri l lenträger" setzen voraus, daß es (genau) einen 
gegenwärt igen König von Frankreich gibt. 1 Ebenso ist weder der Satz 
(2) wahr noch seine Negation: „Fritz weiß nicht, daß Regensburg an 
der Isar liegt", da beide voraussetzen, daß Regensburg tatsächlich an 
der Isar liegt. Im Beispiel (3) endlich reichen die sprachlichen Kriterien 
für die Verwendung des Prädikats „rot" nicht aus, um für alle Objekte 
eindeutig sagen zu können, sie seien rot oder sie seien nicht rot. Diese 
„Offenheit", dieser Vagheitshorizont findet sich bei sehr vielen empiri-
schen Prädikaten. 
Wir müssen also zwischen Bedeutungslosigkeit und Indeterminiert-
heit als Fehlen eines Wahrheitswertes („wahr" oder „falsch") unter-
scheiden und können nicht behaupten, nur bedeutungslose Sätze seien 
indeterminiert. Die Beispiele (1) bis (4) zeigen nun auch, daß die klassi-
sche Logik nicht einfachhin die Logik des normalen Schließens und der 
normalen Sprache ist. Es gilt eben nicht „Fritz weiß , daß Regensburg 
an der Isar liegt, oder Fritz we iß nicht, daß Regensburg an der Isar 
liegt". Eine Logik, die das Bivalenzprinzip nicht voraussetzt, ist also 
auch abgesehen von den Antinomien zur Behandlung solcher Indeter-
miniertheiten von Interesse. 
Man könnte nun sagen, Indeterminiertheiten oder Wahrheitswert-
lücken stellten lediglich einen Mangel der Sprache dar, einen Mangel, 
der behebbar sei und also behoben werden sollte. 
Darauf ist zu erwidern: In unseren Beispielen ließen sich die 
Wahrhei tswert lücken in der Tat leicht beseitigen. Schon Frege hat 
Kennzeichnungsterme so gedeutet, daß sie immer ein bestimmtes Ob-
1 Die Frage, ob es eine Person gibt, die der Ausdruck „der gegenwärtige König von 
Frankreich" bezeichnet, ist keine Bedeutungsfrage, sondern eine empirische Frage. Die 
Absetzung des letzten französischen Königs oder die Ernennung eines neuen sind keine 
Vorgänge , welche die semantischen Regeln der deutschen Sprache verändern. 
jekt bezeichnen: Gibt es nicht genau ein Objekt mit der Eigenschaft F> 
so soll der Kennzeichnungsausdruck „Dasjenige Ding, für das gilt: es 
hat die Eigenschaft F" die Klasse der Fs bezeichnen. Danach bezeich-
net der Ausdruck „Der gegenwärt ige König von Frankreich" die leere 
Menge, und da Mengen keine Brillen tragen, ist der Satz (1) falsch. Im 
Beispiel (2) kann man „wissen" so erk lären, daß eine Aussage der Form 
„Die Person a weiß , daß . . ." falsch ist, wenn „. . . " falsch ist, wie man 
das in der Epistemischen Logik tut. Und im Fall (3) kann man den Sinn 
des Prädikats „rot" unter Bezugnahme auf Wel lenlängen des Lichts so 
präzis ieren, daß man von allen Objekten eindeutig sagen kann, sie 
seien rot oder sie seien nicht rot. Daraus folgt aber nicht, daß sich die 
semantischen Regeln jeder Sprache so ergänzen lassen, daß in ihr keine 
Wahrhei ts lücken auftreten. Das wäre vielmehr für die einzelnen Spra-
chen zu beweisen, und die Antinomien zeigen gerade, daß es fraglich 
ist, ob sich so etwas im Fall von klassenlogischen Sprachen beweisen 
läßt oder von Sprachen, die ihre eigene Metasprache enthalten. 
Ist also der Einwand, Indeterminiertheiten seien eliminierbar, 
schlicht unbewiesen, so führt der folgende auf grundsätz l ichere Pro-
bleme. Danach ist es Aufgabe der Sprache, eine objektive Real i tät zu 
beschreiben. Objektiv real ist aber nur, was von uns, von unserem Den-
ken, Reden und Erkennen unabhängig ist. Wir können also eine Spra-
che nur dann als Sprache über eine objektive Real i tät auffassen, wenn 
wir - falls nötig nach Ergänzung ihrer semantischen Regeln - all ihre 
Aussagesätze als wahrheitsdefinit (also als wahr oder als falsch) anse-
hen können, unabhängig davon, ob wir ihren Wahrheitswert festzustel-
len vermögen oder nicht. Wir können z. B. nicht mehr feststellen, ob es 
am 21. 3. 484 v .Chr . in Athen regnete; klar ist aber, daß es entweder 
regnete oder nicht regnete. Die Annahme, es habe weder geregnet noch 
nicht geregnet, gibt keinen vernünftigen Sinn. Ebenso in einem ganz 
anderen Bereich: Die große Fermatsche Vermutung, es gebe keine na-
türl ichen Zahlen, x, yy z und n, für die gilt n> 2 und x n 4-y n = z n ist bis 
heute weder bewiesen noch widerlegt. Trotzdem sehen wir es als selbst-
verständl ich an, daß sie entweder richtig ist oder falsch. Die Annahme, 
es gebe weder vier solche Zahlen noch gebe es sie nicht, macht keinen 
Sinn. Auch eine Logiksprache kann also nur als eine Sprache über eine 
wohlbestimmte Real i tät aufgefaßt werden, wenn in ihr das Prinzip der 
Bivalenz gilt. Daher ist nach diesem Einwand, der Weg aus den Antino-
mien durch Aufgabe dieses Prinzips nicht akzeptabel, denn auf ihm 
verzichtet man darauf, die Sprache der Logik als Sprache über etwas 
Reales zu verstehen. Damit verliert aber die Logik jede sachliche Rele-
vanz. 
Darauf ist zu erwidern: Der Einwand stützt sich auf eine Rea l i tä ts -
konzeption, die in vielen Anwendungsfä l len sicher plausibel und nütz-
lich ist, wenngleich sie strenggenommen nicht einmal auf die physische 
Welt zutrifft. Darauf wollen wir hier jedoch nicht eingehen1, sondern 
einmal voraussetzen, es gebe Real i täten oder Gegenstandsbereiche, die 
in dem Sinn vollständig, widerspruchsfrei und unabhängig von uns 
sind, wie das der Einwand annimmt. Die Frage ist aber, ob die Welt der 
Abstrakta: der Begriffe, Propositionen, Funktionen, Zahlen und spe-
ziell der Mengen eine solche Real i tät darstellt. Ihre Bejahung kenn-
zeichnet den Piatonismus oder Universalienrealismus, nach dem solche 
Abstrakta uns vorgegeben, nicht aber Produkte unseres Denkens sind. 
Diese Position ist jedoch nicht sehr plausibel; es liegt viel näher , von ei-
ner Bildung von Begriffen, Funktionen, Zahlen etc. durch unser Den-
ken zu reden, also einen Konzeptualismus zu vertreten.2 
Die Problematik des Piatonismus zeigt sich z. B. in seiner Unver-
trägl ichkeit mit dem analytischen Charakter logischer Theoreme. Logi-
sche Theoreme werden nicht nur fast allgemein als analytische Wahr-
heiten angesehen, sondern sie bilden geradezu das Paradebeispiel für 
analytisch wahre Sätze. Ihr analytischer Charakter ergibt sich auch ein-
deutig aus Aufbau und Begründung der Logik. Betrachten wir als ein-
fachstes Beispiel einer logischen Theorie die Aussagenlogik: Die logi-
schen Ausdrücke (die aussagenlogischen Operatoren) werden hier 
definiert durch Angabe von Wahrheitsbedingungen für die mit ihnen 
gebildeten Sätze, und die logische Wahrheit eines Satzes ist eine Folge 
dieser Definitionen logischer Ausdrücke, eine Folge also semantischer 
Regeln. Die Axiome und Schlußregeln eines Kalküls der Aussagenlogik 
werden nicht einfach für evident erklärt , sondern sie werden dadurch 
gerechtfertigt (als korrekt erwiesen), daß man zeigt, daß alle Axiome 
logisch wahre Sätze sind (daß sich also ihre Wahrheit aus den Defini-
tionen der logischen Ausdrücke ergibt) und daß die Schlußregeln von 
logisch wahren Prämissen immer nur zu logisch wahren Konklusionen 
führen. Die Gesetze der Aussagenlogik ergeben sich also aus den se-
mantischen Regeln, mit denen wir jene Sprache deuten, in der sie for-
muliert sind, und ihre apriorische Evidenz ergibt sich daraus, daß ihre 
Geltung allein von unseren Festlegungen abhängt. 
1 Vgl. dazu Kutschera (1981), Kap. 8. 
2 Freges entschiedener Piatonismus versteht sich wohl vor allem aus seiner Frontstellung 
gegen den Psychologismus seiner Zeit (vgl. dazu vor allem die Einleitung zum 1. Band 
der „Grundgesetze der Arithmetik" sowie den 1. Teil der „Logischen Untersuchungen" 
mit dem Titel „Der Gedanke" [1918]) und aus seiner Annahme, ein Konzeptualismus 
w ü r d e im Psychologismus versinken. Auch Frege nahm jedoch keine Unabhängigkei t 
der Welt der Universalien von unserer Vernunft (unserem Denken) an. Er sagt: „So ver-
stehe ich unter Objektivität eine Unabhängigkeit von unserem Empfinden, Anschauen 
und Vorstellen, von dem Entwerfen unserer Bilder aus den Erinnerungen früherer 
Empfindungen, aber nicht eine Unabhängigkeit von der Vernunft; denn die Frage be-
antworten, was die Dinge unabhängig von der Vernunft sind, hieße urteilen, ohne zu 
urteilen, den Pelz waschen, ohne ihn naß zu machen" („Grundlagen der Arithmetik", 
S. 36). 
W ä r e die Welt der Universalien hingegen in ähnl icher Weise von 
uns unabhängig wie die physische Welt, so wären Sätze über sie - daß 
es z. B. zu jedem Objekt eine Menge gibt, die nur dieses Objekt enthält , 
oder daß es zu jeder Zahl eine größere gibt - synthetischer Natur: 
Diese Welt wäre eine unter mehreren mögl ichen geistigen Welten, und 
die semantischen Regeln unserer Logiksprachen würden nur jene Sätze 
als (analytisch) wahr auszeichnen, die in all diesen Welten gelten. Man 
kann auch nicht behaupten, hier läge eben eine gewissermaßen zufäl-
lige Koinzidenz von Real i tät und sprachlichem Horizont oder Denk-
mögl ichkei t vor. Denn die Konventionen allein entscheiden eben schon 
über die Wahrheit und Falschheit der Sätze . Die Unabhäng igke i t der 
Universa l ienreal i tät stellt also mindestens eine unbeweisbare Annahme 
dar. 
Ein zweites Argument für die Unplausibi l i tät des Piatonismus ist 
dies: Die Fähigkeit zur Erkenntnis abstrakter Entitäten und ihrer Attr i -
bute, die der Piatonismus anzunehmen hat, müßte recht ungewöhnl i -
che Eigenschaften haben. Die Logik unterscheidet sich ja dadurch ganz 
wesentlich von den empirischen Wissenschaften, daß uns nicht nur par-
t ikuläre Sachverhalte evident sind, wie z .B . die Tatsache, daß es jetzt 
regnet, wenn es jetzt regnet, sondern auch generelle Sachverhalte wie 
jener, d aß alle Sätze der Gestalt „Wenn p, dann p" wahr sind. Während 
generelle Sätze in den empirischen Wissenschaften immer nur Hypo-
thesen darstellen, die wir vorbehaltlich evtl. neuer, ihnen widerspre-
chender Beobachtungen akzeptieren, sehen wir in der Logik auch gene-
relle Prinzipien als definitiv und unzweifelhaft richtig an, als nicht 
weniger sicher als part ikuläre Sätze . Gäbe es aber eine platonistische 
Beobachtungsfähigke i t , wieso könnten wir dann ausschl ießen, daß wir 
einmal einen Sachverhalt p entdecken, für den die Behauptung „Wenn 
py dann pa nicht gilt? Warum ist ferner die Sicherheit unserer Urteile 
über logische Fragen so viel g rößer als jene in empirischen Fragen? Was 
unabhäng ig von unserem Denken so ist, wie es ist, könnte von uns her 
gesehen auch ganz anders sein, als es uns erscheint, definitive Sicher-
heit kann es diesbzgl. ebensowenig geben wie in der Empirie. 
Zusammenfassend können wir also sagen: Auch der dritte E in -
wand gegen unser Unternehmen, es mit einer Logik ohne tertium non 
daturzu versuchen, ist nicht stichhaltig. Es ist nicht plausibel anzuneh-
men, die Sprache der Logik beschreibe eine unabhäng ige Real i tät . Viel 
näher liegt eine konzeptualistische Auffassung, von der her man sagen 
kann, d aß die Welt der Universalien mit der Sprache über sie gebildet 
wird. Es ist aber klar, d aß semantische Regeln für eine Sprache so gear-
tet sein können, daß sie manchen Sätzen keinen Wahrheitswert zuord-
nen oder evtl. auch anderen zwei Wahrheitswerte. Im Gegensatz zu ei-
ner unvol ls tändigen oder inkonsistenten Real i tä t haben unvol ls tändige 
oder inkonsistente Systeme semantischer Regeln nichts Merkwürd ige s 
an sich. Ergeben sich aber Wahrheit und Falschheit der Sätze der höhe-
ren Logik nicht aus der Beschaffenheit einer vorgegebenen Real i tät , 
sondern allein aus den Regeln der Sprache, so können Konsistenz und 
Wahrheitsdefinitheit nicht vorausgesetzt werden, sondern es muß be-
wiesen werden, daß die sprachlichen Regeln sie garantieren.1 
Für eine konzeptualistische Position erscheint also der Weg, Logi-
ken ohne terium non datur zu untersuchen, als sinnvoll. Es bleibt freilich 
die Frage, ob sich eine Sprache über Klassen, deren semantische Regeln 
mit der Annahme der Wahrheitsdefinitheit unverträglich sind, als Spra-
che über Gegenstände im normalen Sinn deuten läßt. Auf diese Frage 
wollen wir jedoch erst im Verlauf der Entwicklung der Klassenlogik 
eingehen, wenn sie sich genauer präzisieren läßt. Allgemein gilt: Die 
Über legungen dieser Einleitung können noch nicht zeigen, daß unser 
Weg tatsächlich gangbar ist, daß sich also eine Logik mit Wahrheits-
wert lücken tatsächlich in intuitiv wie formal einwandfreier Weise ent-
wickeln läßt. Das kann erst die Durchführung erweisen. Hier geht es 
wie gesagt nur darum, daß dieser Ansatz jedenfalls auf den ersten Blick 
vernünftig erscheint. 
Wir wollen die im folgenden zu entwickelnden Logiksysteme seman-
tisch begründen, so daß der analytische Charakter ihrer Theoreme 
deutlich wird. Die übliche Semantik setzt nun den Apparat der Klassen-
logik voraus. Schon in der Aussagenlogik ist von Funktionen die Rede, 
die allen Sätzen Wahrheitswerte zuordnen, und es wird über die Ge-
samtheit all dieser Funktionen quantifiziert. Nun ist klar, daß man in 
der Metatheorie eines formalen Logiksystems - nicht nur in der Seman-
tik, sondern schon in der Syntax - stärkere logisch-mathematische Mi t -
tel verwenden muß als im System selbst. Die Begründung der Logik ist 
kein Münchhausenscher Prozeß - sie zieht sich nicht selbst am eigenen 
Schopf aus dem Sumpf sondern ein Bohrscher Prozeß der Präz is ie-
rung mit unpräzisen Mitteln. 2 Trotzdem ist es problematisch, bei der 
Begründung der Logik so starke Mittel vorauszusetzen, insbesondere 
dann, wenn es um die Begründung der Klassenlogik selbst geht, und im 
Blick auf deren zunächst ja noch ungeklärte Problematik. Daher wol-
len wir uns hier auf eine Semantik von Wahrheitsregeln stützen, die Re-
geln statt Klassen und Funktionen voraussetzt. Diese Semantik kann 
man als „konstruktiv" bezeichnen, obwohl dieses Wort inzwischen sehr 
1 Frege hat im 1. Band der „Grundgesetze der Arithmetik" im § 31 einen solchen Beweis 
versucht. Seine Argumentation ist aber nicht korrekt - wäre sie es, so wäre seine Klas-
senlogik widerspruchsfrei. 
2 Wie Niels Bohr betonte, kann man schmutzige Gläser mit schmutzigem Wasser und 
schmutzigen Tüchern säubern. Von solcher Art sind Begründungen, bei denen man mit 
intuitiven Argumenten und der natürlichen Sprache ein exaktes, kunstsprachliches Lo-
giksystem aufbaut. Die durch dieses System vermittelten logischen Einsichten wirken 
dann auf das intuitive Schließen zurück. 
abgegriffen ist und wenig konkreten Inhalt mehr hat. Dieser Semantik 
hat G . Gentzen mit seinen „Untersuchungen über das logische Schlie-
ßen" (1934) den Weg gebahnt, in denen er die semantischen Festlegun-
gen in Ableitungsregeln von Kalkülen des Natürlichen Schließens trans-
formierte. Weitere Ansätze auf diesem Weg finden sich in P. Lorenzen 
(1955) und H . B. Curry (1963). Wi r schließen im folgenden an Kut-
schera (1969) an. Danach haben semantische Regeln generell die Ge-
stalt von Wahrheitsregeln und diese zeichnen entweder einen Satz kate-
gorisch als wahr oder als falsch aus, oder sie zeichnen ihn hypothetisch 
als wahr oder falsch aus, haben dann also die Gestalt „Sind die Sätze 
A j , . . . , A m wahr und die Sätze B j , . . . , B n falsch, so ist der Satz C wahr 
bzw. falsch". Systeme solcher Regeln bilden die Logikka lkü le , mit de-
nen wir uns befassen. Diese Kalküle stellen sich so als Kalküle des N a -
türl ichen Schl ießens dar, als direkte Formalisierungen der Semantik. 
Daß in einem solchen System kein Satz zugleich als wahr oder als 
falsch ausgezeichnet wird, bzw. daß jeder Satz als wahr oder als falsch 
ausgezeichnet wird, ist dann zu beweisen. Die entsprechenden Sätze 
sind keine Gesetze der Logik, sondern metatheoretische Resultate, 
ebenso wie die Widerspruchsfreiheit und die Vollständigkeit normaler 
Kalküle . Die Prinzipien vom Ausgeschlossenen Dritten und vom Aus-
geschlossenen Widerspruch sind also keine Theoreme der Logik, son-
dern ggf. nur zulässig im System - so daß mit ihnen nicht mehr beweis-
bar ist als ohne sie - oder mit dem System verträgl ich. 
Wir werden freilich neben dieser konstruktiven Semantik (bis hin 
zu den typenlogischen Systemen) auch eine mengentheoretische Se-
mantik angeben. Denn dadurch wird einerseits die intuitive Charakteri-
sierung dieser Logiken abgerundet und zweitens ihr Vergleich mit der 
klassischen Logik erleichtert. 
Welche Logik sollen wir nun in der Metatheorie der zu entwik-
kelnden Logiksysteme verwenden? In der Metatheorie verwenden wir 
ja die natürl iche Sprache und argumentieren intuitiv. Die normale Lo-
gik ist aber, wie schon betont wurde, die klassische Logik, und die nor-
malen Prinzipien intuitiven Schl ießens sind deren Gesetze, u.a. auch 
das tertium non datur. Müßten wir nicht für einen konsequenten Aufbau 
nichtklassischer Logiken auch in der Metatheorie eine entsprechende 
nichtklassische Logik verwenden? Woher nehmen wir die aber, da sie ja 
erst (mithilfe der Metatheorie) präzis iert und begründet werden soll? 
Nun , erstens kann man auch mit klassischen Mitteln nichtklassische 
Logiken präzis ieren - formal ist das überhaupt kein Problem. Damit 
man von einer Begründung reden kann, wird man freilich fordern müs-
sen, daß metatheoretische Aussagen nicht unter Voraussetzung des ter-
tium non datur in problematischen Fällen bewiesen werden, d .h . in Fäl-
len wie sie den Anlaß zur Entwicklung der nichtklassischen Logiken 
gaben. Unser Argument gegen die Voraussetzung der Bivalenz betraf 
nun Logiken bzw. Anwendungen von Logiken, in denen der Gegen-
standsbereich nicht vorgegeben ist, sondern mit dem Aufbau der Spra-
che konstituiert wird, also Anwendungen der Logik auf Abstrakta. Da -
her können wir zunächst in der Syntax, in Aussagen über Ausdrücke 
und Regeln über die Bildung oder Ableitbarkeit von Ausdrücken die 
normale, klassische Logik verwenden. In unserer Wahrheitsregel-Se-
mantik setzen wir mehr aber gar nicht voraus. Auch das ist ein Grund, 
die Entwicklung nichtklassischer Logiken nicht auf die übliche men-
gentheoretische Semantik zu stützen, in der die Voraussetzung der B i -
valenz bzgl. Aussagen über Mengen eben gerade problematisch ist, und 
in der eine Mannigfaltigkeit von Mengen verwendet wird, die sich nur 
aus dieser Voraussetzung ergibt. Es gibt freilich auch in der Syntax 
Fälle - speziell wo Regeln mit unendlich vielen Prämissen ins Spiel 
kommen - , in denen die Annahme der Wahrheitsdefinitheit fragwürdig 
wird. Auf dieses Problem werden wir bei der Einführung solcher Re-
geln zurückkommen. 
Die Gliederung des Buches ergibt sich erstens daraus, daß wir zu-
nächst eine nichtklassische Aussagenlogik aufbauen, in der schon die 
entscheidenden Unterschiede zur klassischen Logik deutlich werden, 
dann zur Prädikatenlogik übergehen und endlich zur Klassenlogik. 
Dementsprechend gliedert sich das Buch in drei Teile. Die Untergliede-
rung dieser Teile ergibt sich im wesentlichen daraus, daß wir nicht nur 
eine Logik der Indeterminiertheit betrachten, sondern zwei, die wir mi-
nimale und direkte Logik nennen. Die direkte Logik ist zwar stärker als 
die minimale, die minimale Klassenlogik ist aber die einzige hier be-
trachtete Logik, bei der die Elimination des tertium non datur allein die 
Konsistenz der Mengenlehre garantiert, einer typenfreien Mengenlehre 
mit unbeschränktem Komprehensionsprinzip. Daher und als Vorberei-
tung der direkten Logik ist auch die minimale von Interesse. Neben den 
beiden nicht-klassischen Systemen wird immer auch das entsprechende 
klassische System betrachtet. Auf die Typenlogik (die hier als Formulie-
rung der höheren Prädikatenlogik aufgefaßt wird) gehen wir nur in ih-
rer klassischen Version näher ein, um allzu häufige Wiederholungen zu 
vermeiden, denn die minimale und die direkte Version dieser Theorie 
verhalten sich zur klassischen ebenso wie im Fall der elementaren Prä-
dikatenlogik. 
Für die Lektüre des Buches werden logische Spezialkenntnisse 
nicht vorausgesetzt. Es richtet sich jedoch an Leser, die mit der norma-
len, klassischen Logik und ihrem Aufbau gut vertraut sind und insbe-
sondere Übung im Umgang mit logischen Formalismen haben. Leser 
mit weitergehenden Logikkentnissen werden die Darstellung etwas 
breit finden. Für sie ist es aber einfacher, Beweise oder Abschnitte zu 
überschlagen, als für weniger Versierte, fehlende Beweise selbst zu füh-
ren. 

Teil I: Aussagenlogik 
1 Die Minimale Aussagenlogik 
1.1 Die Sprache der Aussagenlogik 
Die Sprache der Aussagenlogik - kurz A . L . - bezeichnen wir als Spra-
che A. Das Alphabet von A besteht aus den logischen Grundsymbolen 
- i und A (für „nicht" und „und") , runden Klammern als Hilfszeichen 
und unendlich vielen Satzkonstanten - kurz SK. Als (metasprachliche) 
Mitteilungszeichen für SK verwenden wir die Buchstaben p, q, r. 
DL 1-1: Sätze von A 
a) Jede SK von A ist ein (Atom-)Satz von A. 
b) Ist A ein Satz von A, so auch - i A . 
c) Sind A und B Sätze von A, so auch (A A B). 
Wir verwenden die Buchstaben A , B , C , . . . als Mitteilungszeichen für 
Sätze . 
DL 1-2: Definitionen 
a) A V B : = - ( - A A - B ) 
b) A D B := - i A V B 
c) A = B := (ADB) A (BDA) 
Klammerregeln: In der Reihe - i , A , V , D , = bindet jeder links von ei-
nem Operator stehende Operator stärker als dieser. Äußere Klammern 
können weggelassen werden. 
Satzschemata sind metasprachliche Ausdrücke wie A A B , die für 
Sätze einer gewissen Gestalt von A stehen. 
Für das Folgende benötigen wir auch die Begriffe des Teilsatzes 
und des Grades eines Satzes: 
DL 1-3: Teilsätze 
a) A ist Teilsatz von A . 
b) Die Teilsätze von A sind Teilsätze von - i A . 
c) Die Teilsätze von A wie jene von B sind Teilsätze von 
A A B . 
DL 1-4: Der Grad eines Satzes A ist die Anzahl der Vorkommnisse lo-
gischer Operatoren in ihm. 
LI Wahrheitsregeln 
Aufgabe der A . L . ist es, a.l. gül t ige Schlüsse auszuzeichnen. A . L . gül-
tig sind jene Schlüsse, deren Gült igkeit sich aus der Definition der a.l. 
Operatoren ergibt. Die Definition der a.l . Operatoren wird in der übli-
chen, mengentheoretischen Semantik durch Wahrheitsbedingungen für 
die mit diesen Operatoren gebildeten Sätze angegeben (vgl. den Ab-
schnitt 1.6), wobei der Wahrheitswert, d .h . Wahrheit oder Falschheit, 
des komplexen Satzes nur von den Wahrheitswerten der Tei lsätze ab-
hängt . Diese Wahrheitsbedingungen werden dabei als Postulate für Be-
wertungen formuliert, d .h. für Funktionen, die Sätzen von A Wahr-
heitswerte zuordnen. In der klassischen Logik setzt man dabei das 
Prinzip der Wahrheitsdefinitheit voraus, betrachtet also von vornherein 
nur Funktionen, die jedem Satz genau einen der beiden Wahrheitswerte 
zuordnen. 
Im Sinne des in der Einleitung skizzierten Gedankens einer kon-
struktiven Semantik wollen wir hier die Wahrheitsbedingungen jedoch 
in Form von Regeln angeben, die entweder Sätze kategorisch als wahr 
oder als falsch auszeichnen, oder besagen, daß ein Satz als wahr bzw. 
falsch ausgezeichnet sein soll, falls andere Sätze als wahr bzw. falsch 
ausgezeichnet sind. Solche Regeln bezeichnen wir als Wahrheitsregeln. 
Die Semantik von A stellt sich dann als ein System solcher Wahrheitsre-
geln dar, so daß sie selbst schon die Gestalt eines formalen Kalküls an-
nimmt. 
Für solche Kalküle kann das Prinzip der Wahrheitsdefinitheit 
nicht vorausgesetzt werden. Seine Geltung in einem bestimmten System 
von Wahrheitsregeln, d .h . daß jedem Satz durch die Regeln genau ein 
Wahrheitswert zugeordnet wird, ist vielmehr zu beweisen. Die Erfül-
lung des Prinzips der Wahrheitsdefinitheit ist hier also eine Eigenschaft 
des Kalkü ls , die mit metatheoretischen Mitteln nachzuweisen ist, ähn-
lich wie Widerspruchsfreiheit und Vol lständigkei t der normalen Satz-
ka lkü le . Man kann auch nicht Regeln angeben, die Sätze (kategorisch 
oder hypothetisch) nur als wahr auszeichnen, und festlegen, daß alle 
Sätze , die im Kalkül nicht als wahr ausgezeichnet sind, falsch sein sol-
len. Die Auszeichnung als falsch wäre dann nur mit metatheoretischen 
Mitteln mögl ich, also nicht im Kalkül selbst, und da die Negation eines 
Satzes seine Falschheit ausdrücken soll, wären dann im Kalkül keine 
negierten Sätze beweisbar. 
D a wir Wahrheitsbedingungen für alle a.l . Operatoren, auch für 
die Negation angeben wollen, Falschheit für uns aber ein Grundbegriff 
ist, können wir Falschheit nicht von vornherein durch die Negation 
ausdrücken . Wi r verwenden dazu das (metasprachliche) Zeichen ~ 
und legen fest, daß mit der Regel h- — A der Satz A kategorisch als 
falsch ausgezeichnet wird, wie er mit der Regel h A kategorisch als 
wahr ausgezeichnet wird. Die Regel Aj, . . ,,A m , ~ B j , . . ., ~ B n I- C 
besagt dann: Sind die Sätze A i , . . . , A m als wahr und die Sätze 
B j , . . . , B n a ' s falsch ausgezeichnet, so ist C als wahr ausgezeichnet. 
Nach der Regel A j , . . . , A m , — Bj , . . ., — B n h- ~ C ist C unter dersel-
ben Bedingung als falsch ausgezeichnet. 
Die Wahrheitsregeln stellen sich so als Ableitungsregeln für For-
meln dar, wenn wir definieren: 
DL 2-1: a) Alle Sätze von A sind Formeln über A. 
b) Ist A ein Satz von A, so ist — A eine Formel über A. 
Als Mitteilungszeichen für Formeln verwenden wir die Buchstaben 
S ,T ,U , . . . Formeln der Gestalt A verwenden wir nicht. Ist S die 
Formel ~ A , so soll ~S der Satz A sein. 
Als Grad der Formel - A bezeichnen wir den Grad von A . Ist A 
ein Atomsatz, so bezeichnen wir ihn selbst wie auch ~ A als Atomfor-
mel. Ist S = A oder = — A , so bezeichnen wir A als Satzkomponente von 
S. 
Es liegt nun nahe, die Operatoren und A durch folgende Wahr-
heitsregeln zu definieren: 
1. ~ A h - . A 2, A h - - . A 
3. A , B h A A B 4. ~ A I A A B 
~ B I A A B . 
Das sind hinreichende Bedingungen für die Wahrheit und Falschheit 
von Sätzen der Form - iA und A A B . 
M i t diesen Regeln lassen sich komplexe Sätze aus Atomsätzen, all-
gemein: komplexe Formeln aus Atomformeln ableiten. Ist K eine (ent-
scheidbare) Menge von Atomformeln, so können wir aus ihnen als 
Axiomen (d. h. kategorisch als wahr bzw. falsch ausgezeichneten Sät-
zen) mit Hilfe unserer Regeln komplexe Sätze als wahr bzw. falsch aus-
zeichnen. Einen logisch wahren Satz, d.h. einen Satz, der für beliebige 
K als wahr ausgezeichnet ist, gibt es dagegen nicht. Denn das wäre ein 
Satz, der sich auch aus einer leeren Formelmenge K gewinnen l ieße, 
und so einen Satz gibt es offenbar nicht, da unsere Regeln alle hypothe-
tisch sind und wir keine logischen Axiome angegeben haben. 
Das ist nun zwar eine allgemeine Eigenschaft der Minimallogik, 
problematisch ist aber, daß wir mit den angegebenen Regeln nur hinrei-
chende Wahrheitsbedingungen für komplexe Sätze angegeben haben, 
nicht aber notwendige. Damit stellen unsere Regeln noch keine Defini-
tionen der a. 1. Operatoren dar. Nun können wir natürlich die Umkeh-
rungen von (l)-(3) zum System hinzunehmen, also die Regeln 
5. - A I A 6. «A h- A 
7. A A B I- A 
A A B h B. 
Die Umkehrung von (4) läßt sich hingegen in unserem Formalismus 
nicht ausdrücken: Aus der Falschheit von A A B folgt ja weder die von 
A noch die von B. Als Ersatz bieten sich nur die Regeln — A A B , A h 
~ B und — A A B , B h — A an. Sie sind aber schwächer als die Behaup-
tung der Umkehrbarkeit von (4), denn — A A B ist eben nicht nur mit-
hilfe von A oder von B beweisbar. 
Es bleibt also nur eine Erweiterung des Formalismus übrig. Dazu 
bieten sich zwei Wege an. Man kann erstens statt Ableitungsbeziehun-
gen zwischen Formeln solche zwischen Formelreihen betrachten, wie 
das zuerst W . Ackermann in (1952) getan hat. Die Auszeichnung einer 
Formelreihe A i , . . . , A m , ^ B j , . . ., — B n besage, daß mindestens ein 
Satz Aj ( l < i < m ) als wahr oder mindestens ein Satz Bj ( l < j < n ) als 
falsch ausgezeichnet wird. Das Komma ist also im Sinn des (nichtaus-
schl ießenden) „oder" zu verstehen. Bezeichnen wir Formelreihen durch 
T, so nimmt die Umkehrung von (4) die Gestalt an T, - A A B h T, 
~ A , ~ B . (3) hat nun die Gestalt T, A ; T, B h T, A A B . Das Semiko-
lon trennt dabei Formelreihen und ist, wie früher das Komma in (3), im 
Sinn der Konjunktion zu verstehen. 
Ein anderer, bekannterer Weg, die Umkehrung von (4) auszudrük-
ken, ist folgender: Ist — A A B beweisbar und läßt sich aus — A wie aus 
— B eine Formel S ableiten, so ist S auch unabhängig von — A wie — B 
ableitbar. Eine solche Regel verwendet man in Kalkülen des Natür l i -
chen Schl ießens, wie sie zuerst G . Gentzen in (1934) angegeben hat. 
Hier wird nun nicht eine Ableitbarkeit von Sätzen aus anderen Sätzen 
postuliert, sondern eine Ableitbarkeit von Sätzen aus anderen Sätzen 
und aus Ableitbarkeitsbeziehungen. Dieser Gedanke führt daher zum 
Aufbau von Systemen, mit deren Regeln Folgebeziehungen aus anderen 
Folgebeziehungen abgeleitet werden. 
In beiden Fällen werden nun nicht Wahrheitsbedingungen für 
Sätze angegeben, sondern Sätze werden im Kontext gedeutet - beim er-
sten Weg im Kontext von Formelreihen, beim zweiten im Kontext von 
Schlüssen. Der zweite Weg ist nun erstens allgemeiner wie wir sehen 
werden; er wird uns zu einem Formalismus führen, in dem sich sämtli-
che hier betrachteten Logiksysteme einordnen lassen. Und er ist zwei-
tens auch intuitiv überzeugender : Aufgabe der Logik ist es ja, gül t ige 
Schlüsse auszuzeichnen, und auf dem zweiten Wege stellt sich die Se-
mantik dar als System von Regeln für gült ige Schlüsse. Die Gült igkei t 
von Schlüssen wird hier nicht mehr aus Wahrheitsbedingungen für 
Sätze der Form -»A und A A B abgeleitet, sondern diese Sätze werden 
von vornherein im Kontext von Schlüssen gedeutet. Wir werden aber 
sehen, daß die Gült igkeitsbedingungen für Schlüsse, die solche Sätze 
enthalten, als Definitionen der a.l. Operatoren angesehen werden kön-
nen. 
1.3 Der Sequenzenkalkül MAI 
Soll sich die Semantik nach den Überlegungen in 1.2 als System von 
Ableitungsregeln für Schlüsse darstellen, so müssen wir diese dabei als 
formale Ausdrücke behandeln. Diese Ausdrücke bezeichnen wir als Se-
quenzen (kurz SQ). 
Dl.3-1: SQ über A sind Ausdrücke der Gestalt wobei A eine 
(evtl. auch leere) Reihe von Formeln über A ist und Q eine 
Reihe von Formeln über A, die leer ist oder nur eine Formel 
enthält. 
Neben T verwenden wir also auch A als Mitteilungszeichen für (evtl. 
leere) Formelreihen; Q sei immer eine Formelreihe, die höchstens eine 
Formel enthält . Wir bezeichnen Sj, . . . ,S n als Vorderformeln (kurz VF) 
und T als Hinterformel (kurz HF) der SQ Si , . . . , S n -^T und nennen A 
Antecedens und Q Succedens der SQ A - * Q . Wir bauen also im Effekt 
über A eine Sprache auf mit dem Zeichen ~ und ->und mit dem 
Komma als Hilfszeichen. Die SQ über A sind die Sätze dieser Sprache. 
S i , . . . , S n - * T drückt einen Schluß mit den Prämissen $\> . . . ,S n 
und der Konklusion T aus, S], . . .,Sn-+ besagt, daß aus S i , . . . ,S n eine 
Kontradiktion folgt, daß also Sj, . . . ,S n unverträglich sind. Wir neh-
men das Prinzip an, daß aus einer Kontradiktion beliebige Sätze fol-
gen. 
Aus dieser Deutung der SQ ergibt sich nun ein Axiom und folgende for-
male Regeln: 
RF: S-+ S (Reflexivität der Folgerungsbeziehung) 
VT: A , S, T , A'-> Q h A J , S, A'-* O (Vertauschungsregel) 
VK: A , S , S ^ f i h A , (Kontraktionsregel) 
W: (- A , S - » Q (Vordere Verdünnung) 
HV: h A-> S (Hintere Verdünnung) 
TR: S; A , Q h A - Q (Schnittregel) 
Dabei fungieren nun die Zeichen h und ; als metasprachliche Symbole, 
wobei h- für die Ableitbarkeit steht und ; die Prämissen einer Ablei-
tungsregel trennt. 
Alle Schlüsse der Gestalt RF sind offenbar gültig. V T und V K 
drücken aus, daß es auf die Reihenfolge und die Häufigkeit der Auf-
führung einer Prämisse in Schlüssen nicht ankommt. W besagt, daß 
ein Schluß gült ig bleibt, wenn man eine zusätzl iche Prämisse hinzufügt. 
H V ist das Prinzip ex contradictione quodlibet, und T R drückt die Tran-
sitivität der Folgebeziehung aus. 
Als zweites (formales) Axiom nehmen wir folgendes Widerspruchs-
prinzip hinzu: 
WS: A , ~ A - . 
Aus einer Kontradiktion folgt also im Blick auf H V jeder beliebige 
Satz. Damit wird ein Zusammenhang zwischen Wahrheits- und Falsch-
heitszuordnungen hergestellt, der freilich sehr schwach ist (vgl. dazu 
3.1). 
Wir deuten nun a.l . Operatoren in diesem Formalismus durch fol-
gende logische Regeln: 
HNl: A - * - A h- A - - A HN2: A - A h- A - * . A 
VNl: A , - A — Q h- A , A— Q VN2: A , A - Q h A , - - A - Q 
HK1: A - * A ; A - B H A - A A B HK2: A - - A h A - * - A A B 
A— ~ B h A - - A A B 
VK1: A , A , B - f i l I- A , K K 2 ; A , - A - ^ ; A , ~ B - Q h-
A A B - f i A , - A A B - Q 
Die H-Regeln entsprechen den Regeln (l)-(4) aus 1.2, denn sie sind, 
wie man leicht erkennt, mit den SQ — A—• -»A, A-+ — —A, A , 
B - ^ A A B , - A - * - A A B und - B - * - A A B äquivalent. Wie unten all-
gemein gezeigt wird, sind die VI-Regeln mit den Umkehrungen der 
Hl -Rege ln äquivalent und die V2-Regeln mit den Umkehrungen der 
H2-Regeln. Alle Regeln sind hier als Einfuhrungsregeln formuliert, als 
Regeln zur Einführung der Formeln (—) — A bzw. (— )A A B im Succe-
dens und im Antecedens von SQ. Die logischen Regeln haben daher 
rein aufbauenden Charakter; sie führen immer komplexere Formeln 
ein. 
Nach D l . l - 2 a ergeben sich folgende Regeln für die Disjunktion: 
HD1: A-+A H A — A V B HD2: A - - A ; A - ~ B h- A -
A - B h A - A V B - A V B 
VD1: A , A - Q ; A , B - Q h A , VD2: A , - A , - B - f l H A , 
A V B ^ n - A V B - Q . 
Der Kalkül , der aus den Axiomen nach RF und WS besteht und den an-
gegebenen formalen und logischen Regeln, ist ein Kalkül der minimalen 
A . L . , den wir MAI nennen. 1 Ist K wieder eine (entscheidbare) Menge 
von Atomformeln, so sei M A l K die Anwendung von MAI auf K, d .h . 
1 Als „Minimal logik" wird meist eine Logik bezeichnet, die I. Johannson in (1937) ent-
wickelt hat und die sich von der hier so genannten erheblich unterscheidet. Vgl. dazu 
den Abschnitt 3.5. Unsere Minimallogik entspricht hingegen dem a.l. Teil jener Erwei-
terungen der basic logic, die F. B. Fitch in (1948) angegeben hat. 
der Kalkül , der aus MAI entsteht, wenn wir als Axiome alle SQ S 
hinzunehmen, wo S ein Element von K ist. Statt auf Formelmengen 
können wir MAI auch auf Basiskalküle anwenden, auf (entscheidbare) 
Mengen von SQ, die nur Atomformeln enthalten. 
Man wird nun sagen, daß ein n-stelliger a.l. Operator F durch Re-
geln für SQ im Kontext von Schlüssen definiert wird, wenn folgende 
Bedingungen erfüllt sind: 
1. Die Regeln für F sind kontextfrei in dem Sinn, daß in den Regeln 
keine anderen a.l. Operatoren und keine speziellen SK vorkommen. 
2. Für die Beweisbarkeit von SQ, die Sätze F(Aj , . . . ,A n ) oder 
~ F(Aj , . . . ,A n ) als H F enthalten, werden hinreichende und notwen-
dige Bedingungen angegeben. Regeln, die diese Formeln als V F ein-
führen, sind mit den notwendigen Bedingungen für die Beweisbar-
keit von SQ mit diesen Formeln als H F äquivalent. 
3. Die F-Regeln sind nichtkreativ, d. h. mit ihnen lassen sich nur solche 
SQ beweisen, in denen F nicht vorkommt, die sich auch ohne die F-
Regeln beweisen lassen. 
Zusätzl ich sollen die Regeln für a.l. Operatoren folgenden Bedin-
gungen genügen: 
4. Die Beweisbarkeit von SQ mit den Formeln (~ )F(Ai , . . . ,A n ) ^ s V F 
bzw. H F hängt nach den F-Regeln nur ab von der Beweisbarkeit von 
SQ mit (~)Aj (1 < i<n) als V F bzw. H F . Das entspricht der Forde-
rung der Wahrheitsfunktional i tät der a.l. Operatoren: Der Wahr-
heitswert von F(Aj , . . . ,A n ) soll nur von den Wahrheitswerten der Aj 
abhängen. 
5. Die Widerspruchsfreiheit des Systems soll durch die F-Regeln nicht 
gestört werden, d.h. es soll gelten: Ist für kein i (1 < i<n) zugleich 
A - » A ; und A - * ~ Aj beweisbar, so soll auch nicht zugleich 
A-+ F ( A i v . . ,A n ) und A - * - F ( A l v . . ,A n ) beweisbar sein. 
6. Eine evtl. Vollständigkeit des Systems soll durch die F-Regeln erhal-
ten bleiben, d.h. es soll gelten: Ist für jedes A{ A-+A; oder A - * ~ A ; 
beweisbar, so auch A - * F ( A l v . . ,A n ) oder A - * ~ F ( A l v . . ,A n ) . 
Aus diesen Bedingungen ergibt sich folgendes Schema für die F-
Regeln: 
HF1) A - S l i ; . . . ; A - S l s i H A - F ( A l v . . ,A n ) 
A - S t l ; . . . ; A - S t S t h A - F ( A l v . . ,A n ) 
Dabei seien die Satzkomponenten von Sn , . . . ,S t S t Sätze aus A l v . . , A n . 
HF2) A - ~ S l i i ; . . . ; A - ~S r i t h A - ~ F ( A b . . . ,A n ) 
für alle t-tupeli i , . . . , i t mit 1 <ij<Sj für j = 1,. . .,t. 
VF1) A , S u , . . .,S l s i-n ;. . . ;A , S t l , . . . ,S t S t -*Q H A , F ( A l v . , A n ) - ^ 
VF2) A , ~ S M > . . . ,-Su-n;. . . ; A , ~ S l i l v . . , ~ S t i - Q ; . . . ;A , 
~S l s , , . • - , ~ S t S t - * Q I- A , ~ F ( A b . . . , A n ) - » Q . 
Man prüft leicht nach, daß die N - und K-Regeln in dieses allgemeine 
Schema passen. Ein weiteres Beispiel für dieses Schema sind folgende 
Regeln für die Äquiva lenz : 
HÄ1) A - A ; A - B l - A ^ A = B 
A - ~ A ; A— ~ B h A— A = B 
HÄ2) A-— ~ A ; A— B h A - > ~ A = B 
A— A ; A— ~ B (- A— ~ A = B 
VÄ1) A , A , B— Q; A , ~ A , ~ B - » Q h A , A = B - * Q 
VÄ2) A , ~ A , B— Q; A , A , ~ B-<- Q h- A , ~ A = B-* Q 
Dabei lassen wir in HÄ2 die nach WS trivialerweise gült igen Regeln 
A— ~ A ; A— A I- A - * ~ A = B und A— ~ B ; A— B h- A - ~ A = B weg, 
und in VA2 die analogen nach WS trivialerweise gült igen Prämissen A , 
A , ~A-^Q und A , B, ~ B — 
Auch die Regeln 
*la) A ^ A ; A ^ ~ A h A— A : ; 'B 
*lb) A - ~ A h A - ~ A : : B 
A->-A I- A - * ~ A : ; B 
*2a) A , A , ~ A-»Q. \- A , A * B ^ Q 
*2b) A , ~ A - f t ; A , A - f i h A , ~ A * B — Q 
entsprechen dem Schema. A : ;"B wird hier im Sinn von A A - . A definiert. 
Das Definitionsschema erfüllt die Bedingung (1) trivialerweise. 
Daß die Bedingung (2) erfüllt ist, sieht man so: 
Die Umkehrung von HF1 lautet s inngemäß 
HF1+: A - F ( A , , . . . , A n ) ; A, S l h . . . , S l s f - Q ; . . . ; A, S t l,.. . , S t s r Q h 
A - Q . 
Daraus erhält man für A = A , F ( A i , . . . ,A n ) aus A , S n , . . . ,S| S ] -+Q; . . .; 
A , S t i , . . . , S t S t ^ mit W und RF A , F(A, , . . . , A n ) - Q , also V F L Und 
mit VF1 erhält man aus A, Su,. . . ,S j s l ; . . . ; A, S t j , . . . , S t s - Q , 
A, F ( A l v . . , A n ) - Q, mit A - F ( A ] v . . , A n ) und TR also A - Q , d.h. 
HF1+. 
Die Umkehrung von HF2 lautet entsprechend: 
HF2+: A - ~ F ( A , , . . . , A n ) ; A, ~ S,,,..., ~ S t l - Q ; . . . ; 
A, ~ S l s,,..., ~ S t s r Q i - A - ß . 
Daraus erhält man für A=A', ~ F ( A j , . . . ,A n ) aus A', 
~ S n , . . . , ~ S t l - Q ; . . . ; A', ~S l s i , . . . , - S ^ Q mit VV und RF A', 
~ F ( A j , . . . , A n ) - Q , also VF2. Und mit VF2 erhält man aus den Prämis-
sen von HF2+ mit Ausnahme der ersten A, ~ F ( A b . . . ,A n ) -*Q, mit 
A - ~ F ( A l v . . ,A n ) und TR also A - Q . 
Die Bedingung (3) ist ebenfalls erfüllt. Das ergibt sich aus der De-
finierbarkeit der a.l. Operatoren durch - . und A , auf die wir gleich 
eingehen, und dem Theorem T l . 3 - 6 , das unten bewiesen wird. Die Be-
dingung (4) ist wieder trivialerweise erfüllt, und daß (5) und (6) gelten, 
ersieht man unmittelbar aus HF1 und HF2 . 
Man kann also auch bei der Einführung von Formeln der Gestalt 
(~ )F ( A b . . .,An) im Kontext von Schlüssen von einer Definition des 
a.l. Operators F sprechen. 
Jeder nach dem obigen Schema definierte a.l. Operator läßt sich nun 
durch - . , A und V definieren, also auch durch -« und A . Denn wir 
können Retzen F(Aj,. . .,An) : = Sn A . . A S\Si V . . V S ti A . . A S t S t. Da -
bei sei A = A und ~ A = - . A . Schreiben wir für das Definiens von 
F ( A b . . .,An) kurz B, so gilt ja: 
a) B - F ( A , , . . . , A n ) . 
Denn nach HF1 gilt Sn,. . .,S]S1-+ F ( A b . . .,An) und . . . und 
S^,. . . , S t s - 1 F ( A 1 , . . .,A n ), also nach V N 1 __und VKl 
Sn A . . A F ( A b . . .,An) und . . . und S t l A . . A StSt-+ 
F ( A b . . . , A n ) , also nach VD1 B - F ( A l v . . ,A n ) . 
b) F ( A b . . . , A n ) - * B . 
Denn nach H K 1 , H N l , H D l gilt S l l v . . , S l s i ^ 
B,. . . ,S t b . . .,S t s — B. also nach VF1 F ( A b . . .,An)-+ B. 
c) ~ B - + ~ F ( A b . . . , A n ) 
Nach HF2 gilt ~ S l b ~S2i 2,. . .,~Stjt-+ ~ F ( A b . . .,An) und . . . und 
~ S l s i , ~J^ ; 2 , . . . , ~ S t i t ^ ~ F ( A b . . .,A n ), also nach V K 2 
- S n A . . A S l s i , ~ S 2 i 2 , . . .,~St;t-+ - F ^ . . .,An) fü^a l l e i2^^6 
schrittweise erhält man so ~ Sn A . . A S i s i , . . ., ~ St] A . . A StSt~+ 
~ F ( A b . . .,A n ), also nach V D 2 ~ B - ^ ~ F ( A b . . .,A n). 
d) ~ F ( A b . . . , A n ) - + ~ B . 
Nach VF2 gilt wegen ~ S l b - • •> ~ S t i-* ~ B,. . ., ~ S l s p . . . , 
~ S t s r * ~ B (nach HD2) ~ F ( A b . . . , A n ) ^ ~ B . 
Schreiben wir h- S+*T falls S->T, T-> S, ~S->- ~ T und ~T-+ - S be-
weisbar sind, so gilt also h B ^ F ( A b . . .,A n ), und man kann daher 
F ( A b . . .,An) durch B definieren, so daß das System der beiden Opera-
toren und A in diesem Sinn vollständig ist. 
Es gilt folgendes Ersetzungstheorem: 
Tl.3-1: A ^ B h- C [A] ^ C [ B ] . 
Dabei sei C[A] eine Formel, die an einer bestimmten Stelle A enthält , 
und C[B] entstehe daraus durch Ersetzung dieses Vorkommnisses von 
A durch B. Wir beweisen den Satz durch Induktion nach dem Grad g 
von C[A] minus dem Grad von A. Ist g=0, also C[A]=A und 
C[B]=B, so ist die Behauptung trivial. Ist nun die Behauptung bereits 
bewiesen für alle g < n , so gilt sie auch für g = n+ 1: Gilt C [A ]^C [B ] , 
so auch ~ C [A] « r *~C[B ] , also nach den N-Regeln auch - i C [ A ] ^ 
-*C[B]. Und gilt C ^ A J ^ C ^ B ] , so nach den K-Regeln auch 
Ci[A] A C 2 ^ C 1 [ B ] A C 2 . 
Es gilt ferner 
Tl.3-2: Ist A ^ B beweisbar, so auch A, ( ~ ) A - » f i h-A, (~)B-*fi und 
A—(~)A h- A—(~)B. 
Beweis : 
(~)B^(~)A; A , ( ~ ) A - * Q T A - » ( ~ ) A ; ( ~ ) A - ^ ( ~ ) B T R 
A, ( ~ ) B - Q A-*(~)B 
Bezeichnen wir A und B im Fall der Beweisbarkeit von A ^ B als streng 
äquivalent, so ergibt also die Substitution streng äquivalenter Sätze in 
anderen Sätzen nach T l . 3 - 1 streng äquivalente Sätze , und in SQ nach 
T l . 3 - 2 äquivalente SQ. 
Das folgende Eliminationstheorem hat nun zentrale Bedeutung für 
den Kalkül MAI: 
Tl.3-3: In MAI ist die Schnittregel T R eliminierbar, d .h . jede in MAI 
beweisbare SQ ist ohne Anwendungen von T R beweisbar. 
Das beweist man ebenso wie das entsprechende Theorem T l . 4 - 3 im 
folgenden Abschnitt. Es gilt nicht für die angewandten Kalküle M A l K . 
Ist aber K+ die Menge von SQ, die zu jeder Formel S aus K die SQ—• S 
enthält und die abgeschlossen ist bzgl. der Regeln -* S I- ~ S—•und 
- •S ; ~S I- -* , und ist MA1K + die Erweiterung von MAI um die 
Axiome aus K+, so ist M A l K offenbar mit MA1K+ äquivalent , und es 
gilt (vgl. den Abschnitt 1.4): 
Tl.3-4: In MAlK 4 " ist jede beweisbare SQ ohne TR-Anwendungen 
beweisbar. 
Die Widerspruchsfreiheit von MAI wie M A l K läßt sich nun durch die 
Unbeweisbarkeit der SQ ~+ ausdrücken. Denn ist - beweisbar, so nach 
H V für jeden Satz A auch die SQ-* A und -+ ~ A . Und sind für ein A 
die SQ A und ~ A beweisbar, so wegen WS und T R auch -> . Der 
Kalkül MAI ist nun trivialerweise widerspruchsfrei. Denn die Axiome 
von MAI enthalten sämtl ich V F , und V F lassen sich nur mit T R elimi-
nieren. Mit TR erhält man aber eine SQ - Q ohne V F (insbesondere 
also —) nur aus einer anderen SQ ohne VF , z .B. aus Prämissen — S 
und S-*flL SQ ohne V F sind also in MAI nicht beweisbar. In MAI 
wird also kein Satz als logisch wahr ausgezeichnet, weil keine SQ-+ S 
beweisbar ist. In MAI sind nur Schlüsse, nicht aber Sätze beweisbar. 
Das gilt für die angewandten Kalküle M A l K nicht mehr, da sie Axiome 
der Gestalt S enthalten. Es gilt aber: 
77.3-5: Ist K widerspruchsfrei (d.h. enthält K für keinen Satz A zu-
gleich die Formel ~ A) , so auch MAlK. 
Das ergibt sich aus Tl .3 -4 . Denn ist K widerspruchsfrei, so enthält K+ 
die SQ -* nicht, und diese SQ ist dann in MA1K+ ohne TR nicht be-
weisbar, also überhaupt nicht. Wegen der Äquivalenz von MA1K+ und 
M A l K ist sie dann auch im letzten Kalkül nicht beweisbar. 
Die Nichtkreativität der Definitionen der a.l. Operatoren ergibt 
sich nun aus ihrer Definierbarkeit durch und A und dem folgenden 
Teilformeltheorem, das eine Folge von T l . 3 - 4 ist: 
Tl.3-6: Ist eine SQ X in MA1K+ beweisbar, so gibt es einen Beweis 
für £ in MA1K+, dessen SQ nur Formeln enthalten, deren 
Satzkomponenten Teilformeln der Satzkomponenten der For-
meln in Z sind. 
Denn man kann ein Formelvorkommnis (kurz FV) nur mit TR-Anwen-
dungen eliminieren. Da es also in MA1K+ für jede beweisbare SQ ei-
nen Beweis ohne TR-Anwendungen gibt, gibt es auch einen Beweis der 
in T l . 3 - 6 verlangten Art. Kommt daher ein Operator F nicht in der 
End-SQ vor, so gibt es einen Beweis dieser SQ, in dessen SQ F nicht 
vorkommt, der also von den F-Regeln keinen Gebrauch macht. 
Für den Beweis des Theorems T l . 4 - 2 im folgenden Abschnitt be-
nötigen wir folgende Theoreme, deren Beweis sich jedoch leicht ergibt: 
77; A V ( B V C ) ^ ( A V B ) V C 
T2: A V B ^ B V A 
T3: A V A ^ A 
T4: A , B - C h- A , A V B - A V C 
T5: A V C , B V C - A A B V C 
T6: - A V - i B ^ - . ( A A B ) 
1.4 Der Sequenzenkalkül MA2 
Wir wollen nun den Formalismus, in dem wir die minimale A . L . auf-
bauen, dadurch erweitern, daß wir auch SQ mit mehreren H F zulassen. 
Das empfiehlt sich aus technisch-formalen Gründen. Inhaltlich_deuten 
wir SQ der Gestalt A - S b . . . ,S n im Sinn von SQ A ^ S j V . . V S n . Wir 
ersetzen also D l . 3 - 1 durch die Definition: 
DL4-1: SQ über A sind Ausdrücke der Gestalt A— T, wobei A und V 
(evtl. leere) Reihen von Formeln über A sind. 
Wir wollen zunächst die minimale A . L . in diesem Formalismus ange-
ben und dann ihr Äquivalenz mit MAI beweisen. 
MA2 sei der Kalkü l , der aus folgenden Axiomen und Regeln be-
steht: 
Axiome 
RF: S-*S 
WS: A , ~ A -
Formale Regeln: 
VT: A , S, T , A — r h -A , T , S, A - V 
HT: r, s, T , r H A - r, T , S, r 
VK: A , s, s^r H - A , s~* r 
HK: A - S , s, r h A - S , r 
W: A - T h-A, s - r 
HV: A — r h- A — s, r 
TR: A - s, r ; A , s- r h- A - r 
Logische Regeln: 
HNl: A - ~ A , T h- A - - A , V HN2: A - A , V h- A - ~ - A , V 
VNl: A , ~ A - r h-A, - A - V VN2: A , A - V h- A , ~ - A - V 
HKl: A - A , V- A - B , V h- A - A A B , V 
HK2: A - * ~ A , ~ B , T h- A — ~ A A B , V 
VK1: A , A , B - * T h-A, A A B - T 
VK2: A , ~ A ^ T ; A , ~ B - r h A , ~ A A B - r . i 
Die spezifizierten F V der Prämissen bezeichnen wir als Nebenformeln 
(kurz NBF) , das spezifizierte F V der Konklusion als Hauptformel (kurz 
H P F ) der Regeln. 
Man beweist wieder leicht, daß die V i - bzw. V2-Regeln mit den 
Umkehrungen der H l - bzw. H2-Regeln äquivalent sind. Und die 
Über legungen zur Definition a.l . Operatoren im Kontext solcher SQ 
und zur Vol lständigkei t des Systems der Operatoren -< und A verlau-
fen ganz ähnlich wie jene in 1.3, so daß wir darauf hier nicht mehr ein-
gehen. Wie für M A I gilt auch hier das Ersetzungstheorem: 
Tl.4-1: A ^ » B h- C [ A ] «*• C [ B ] . 
Mi t D l . l - 2 a ergeben sich folgende Disjunktionsregeln: 
HDl: A - A , B , r h- A - A V B , Y HD2: A - ~ A , T ; A - ~ B , 
r h- A - - A v B , r 
VD1: A , A - * T ; A , B — T h- A , VD2: A , ~ A , ~ B — T h- A , 
A V B - r ~ A V B - < - r. 
1 W ü r d e man SQ mit mehreren H F so deuten, daß gilt h A— S,,. . .,Sn genau dann, 
wenn I- A—• S; für mindestens ein i (1 <i<n), so w ü r d e VK2 nicht mehr gelten. Denn 
damit erhält man h- ~ A A B — ~ A , ~ B ; es gilt aber nicht generell I- ~ A A B — ~ A 
oder r- ~ A A B - ~ B. 
Wir schreiben Beweise in Baumform, so daß die Prämissen einer Regel-
anwendung direkt über ihrer Konklusion stehen. Ein Ast eines Beweises 
35 ist eine Folge I l v . . , I n von SQ aus 35, so daß über der SQ I t und 
unter S n in 83 keine andere SQ steht und daß + j in £3 direkt unter E ; 
steht (1 < i < n). Anwendungen der Strukturregeln V T , H T , V K und H K 
geben wir im folgenden meist nicht explizit an. 
_ _Setzen wir T = r , falls T keine Formel enthält, und 
r = Sj V . . . V S n für T = S 1 , . . . ,S n , so gilt nun 
77.4-2: Die SQ_A~* T ist in MA2K genau dann beweisbar, wenn die 
SQ A - * T in M A l K beweisbar ist. 
Für leeres K folgt daraus die Äquivalenz von M A I und MA2 im ange-
gebenen Sinn. 
Beweis: 
a) Ist T in MA2K beweisbar, so A-> F in M A l K . Es sei 1 die Länge 
des Beweises 35 (d. h. die maximale Anzahl von SQ in einem Ast von 35) 
von A - > r in MA2K. Ist 1=1, so ist A-> T Axiom von MA2K. Die 
Axiome von MA2K sind aber auch solche von M A l K . Es sei die Be-
hauptung bereits bewiesen für alle l<m und es sei nun l = m + l : Gilt 
die Behauptung für die Prämisse(n) einer Regel, so auch für die Kon-
klusion: Das ist trivial für alle V2-Regeln. (Zur Unterscheidung verse-
hen wir die Bezeichnungen für die Regeln von M A I mit dem Index 1, 
die für die Regeln von MA2 mit dem Index 2.) Für die übrigen Regeln 
finden wir, wobei wir immer T l . 3 -1 und T l . 3 - 2 verwenden: 
H T 2 : Die Behauptung gilt nach T2. 
H K 2 : N a c h T 3 . 
H V 2 : A-+ T h A - * T V S nach H D l j . Ist T leer, so gilt A ^ h Ä ^ S 
n a c h H V b 
T R 2 : A u s ^ A ^ S - ^ T folgt in M A l K A , S-+T, _mk_T4 also A , 
S V r - * r V T , mit T3 also A, S V T - r ; mit A - S V T und T R 2 er-
halten wir also A - T . _ 
H N l 2 : A—• —«AVF h- A - * A V T gilt trivialerweise. 
H N 2 2 : G i l t A - A V r , so wegen A ^ ™ A auch A-» - A V T. 
H K 1 2 : Aus A - * A V T und A-+ B V T folgt nach T5 A ^ A A B V r. 
H K 2 2 : Aus A - - A V B V T folgt nach T6 A - - (A A B) V T. 
b) Ist A - > f in M A l K beweisbar, so auch in MA2K, denn alle Axiome 
und Regeln von M A l K sind Axiome und Regeln von MA2K, mit Aus-
nahme von H K 2 j ; das erhält man aber in MA2K mit H V 2 und H K 2 2 . 
Ist aber A - * f in MA2K beweisbar, so auch A - * T , denn wegen h 
A V B-+ A , B - das erhält manjius A - * A , B und B-+ A , B mit V D 1 2 - gilt 
A - ^ S J V . ^ S I , H- A - S B . . . , S N , und wegen ~ A ^ - A gilt 
A - + S l v . . ,S n h - A - S j , . - ->Sn. 
Wir beweisen nun das Eliminationstheorem fiir MA2. Obwohl der Be-
weis gegenüber den bekannten Beweisen der Eliminationstheoreme für 
normale Sequenzka lkü le keinen wesentlichen neuen Gedanken enthält , 
führen wir ihn hier in aller Ausführl ichkei t , da später häufig auf ihn 
Bezug genommen wird. 
77.4-3: Jede in MA2 beweisbare SQ ist ohne Anwendungen von T R 
beweisbar. 
Beweis: T R ist äquivalent mit der „Mischrege l" : 
TR+ : A - RS); A(S)- V V- A, A s - T s , F . 
Dabei sei T(S) eine Formelreihe, die S (ein- oder mehrfach) enthält , 
und r$ sei die aus T = T(S) durch Streichung aller Vorkommnisse von S 
entstehende Formelreihe. 
T R + erhält man mit T R so: 
A— T(S) Ä ( S ) - r 
A - s, r s A S , s- r 
A , A s ^ s , r s > r A , A s , s ~ * r s , r 
A , As-+ rs, r 
Und T R erhält man mit T R + so: 
A-» S, T; A, S-+ T 
A , A S - r s , r 
A - T V K , H K . 
Es wird nun die Eliminierbarkeit von T R + bewiesen. Wir zeigen, daß 
der jeweils oberste Schnitt - wir bezeichnen auch Anwendungen von 
T R + als „Schnitte" - in einem Beweis eliminierbar ist. Das wird durch 
Induktion nach dem Grad der Schnittformel (kurz SF) S und - in Basis 
wie Induktionsschritt - einer Induktion nach dem Rang r==rj + r2 des 
Schnittes gezeigt, r j , der linke Rang, ist die maximale Zahl aufeinander 
folgender SQ, die im Beweis über der linken Prämisse I ] = A~» T(S) des 
Schnittes stehen, oder mit Ej identisch sind, und die alle die SF S als 
H F enthalten. Analog wird der rechte Rang vi für X2 = A(S)-+r' be-
stimmt. X3 sei die Konklusion A, As-* Ts, T'des Schnitts. 
Wir beweisen die Behauptung unter den einzelnen Fällen gleich 
möglichst allgemein, um Wiederholungen zu vermeiden. 3? sei der ur-
sprüngl iche Beweis von £ 3 , 33' der modifizierte. 
1. g=0, r=2 
Hier wird in jedem Fall der Schnitt direkt eliminiert. 
a) A enthält S (für beliebige r, g): 
Das ist speziell der Fall , wenn Zj Axiom nach RF ist: 
T R 
V K , H K 
W , H V 
A ( S > - r<s); A ' ( S ) - » r A ' ( S ) - r 
A ( S ) , A s - rs, r * A(S ) ) A '(SHr s ,r W , V T , H V , H T 
A ( S ) , A s - r s , r V K , V T 
Die für SB' angegebenen Regeln sind dabei ggf. anzuwenden und ggf. 
auch mehrfach anzuwenden. Das gilt auch für alle folgenden Fälle. 
b) f enthält S (für beliebige r, g): 
Auch das gilt speziell, wenn I2 Axiom nach RF ist. 
A — T ( S ) ; A ' ( S ) - » r'(S) A - T (S ) 
A , A s - r s , r ( S ) * A , A s - r ( S ) , r ( S ) W , H V , V T , H T 
A , A s - r s , r ' ( S ) H K , H T 
c) Zj entsteht durch HV mit S (für beliebige ri, g): 
A - r A - r 
A - S, f; A ' ( S ) - » r A , A S - V, V W , H V , V T , H T 
A , A s - r, r " 
(Für rj> 1 wird dieser Fall unter (2a2y) behandelt.) 
d) E2 entsteht durch W mit S (für beliebige r i , g): 
A - r A - r' 
A - T(S) ; A ' , S - r ' A , A - T s , V W , H V , V T , H T 
A , A U rs, r * 
(Für r 2 > 1 wird dieser Fall unter (2b2y) behandelt.) 
Andere Fälle können für g = 0, r = 2 nicht vorkommen: X] und E 2 
müssen hier entweder Axiome sein - £1 kann nur Axiom nach RF sein, 
so daß dann immer (a) vorliegt - oder (bei r i = 1, bzw. r 2 = l ) durch 
H V bzw. W mit S entstehen (c, d). 
Im folgenden setzen wir immer voraus, daß kein Fall vorliegt, der 
unter (1) behandelt wurde. 
2. g= 0, r> 2 
a) r] > 1 (für beliebige r 2 , g) 
al) Durch die Regel R, die zu Et führt, wird kein neues Vorkommnis von 
S eingeführt: 
a) R hat zwei Prämissen, die beide S als HF enthalten. 
pA 'Ur ' ( S ) ;A"Ur ( S ) 
A - + r ( S ) ; Ä ( S ) - » r' 
A , A s - rs, r 
A - r"(S); A ( S ) - r A ' - r ( S ) ; A ( S ) - r 
a A " , A S - r s, r A " , A S - r s, r 
A , A S - rs, r 
Vor die Anwendung von R sind in S?» evtl. Anwendungen von V T , H T 
einzuschieben. Ist ein Vorkommnis von S als H F N B F bei R, so ist es in 
3? durch H V vor der Anwendung von R wieder e inzuführen. Bei den 
neuen Schnitten ist r um eins niedriger als beim ursprüngl ichen. Daher 
sind beide nach Induktionsvoraussetzung (kurz I .V.) eliminierbar. 
ß) R hat 2 Prämissen, von denen nur eine S als HF enthält. 
Dieser Fall kann nicht auftreten, da sich die Prämissen von R (das als 
2-Prämissen-Rege l immer eine logische Regel ist) nur in den N B F un-
terscheiden dürfen. Es müßte also r" bzw. T"' nur Vorkommnisse von S 
enthalten, die N B F von R sind. Dann würde aber S durch R eliminiert, 
da H P F immer von ihren N B F verschieden sind. 
y) R hat eine Prämisse: 
R A ' - r - ( S ) A - r ( S ) ; A ( S ) - r 
* A - r(S) ; A ( S ) - r A " , A S - r s, r 
A , A s - r s , r " A , A s - r s , r 
Vor die Anwendung von R in ^ sind evtl. wieder Anwendungen von 
V T , H T einzuschieben. Ist ein Vorkommnis von S als H F N B F bei R, 
so ist es in 3? vor der R-Anwendung durch H V wieder e inzuführen. Ist 
R die Regel H K mit S, so entfällt diese Regelanwendung in 3?'. Ebenso, 
wo R die Regel H T mit einem S ist. Bei dem neuen Schnitt ist wieder r 
um eins kleiner als im ursprüngl ichen. 
a2) Durch die Regel R, die zu Ij führt, wird ein neues Vorkommnis von S 
eingeführt: 
a) R hat zwei Prämissen, die beide S als HF enthalten. 
A - n S ) ; A - r ( S ) 
A - S , f (S) ; A ( S ) - r 
A , A S - rs, r 
A - H S ) ; A ( S ) - r A - r " ( S ) ; A ( S ) - r 
R A"> A S - Ts, T A ' " , A S - Ts, T 
A , A S - s, rs> P; A ( S ) - r 
A , A S , A S — rs, rs, r 
A , A S - rs, r V K , H K , V T , H T 
Vor die Anwendung von R sind in 35' evtl. Anwendungen von V T , H T 
einzuschieben. Hier kann kein Vorkommnis von S in F' oder r" N B F 
von S sein (S ist H P F von R). 
Bei den oberen Schnitten in 35' ist r um 1 kleiner als in 35. Daher 
sind diese Schnitte nach I .V . eliminierbar. Für den unteren Schnitt gilt 
dann (er enthält nach Elimination der oberen Schnitte nun keinen 
Schnitt mehr über sich): r 2 ist ebenso wie in 35, r\ ist aber 1, so daß der 
Schnitt ebenfalls nach I .V . eliminierbar ist. Hier ist nun wichtig, daß S 
nicht in V vorkommt. Denn sonst wäre rj für diesen letzten Schnitt 
nicht 1, sondern könnte größer sein als im ursprünglichen Schnitt. Ent-
hält T ' S, so ist der Schnitt also nach (1, b) zu eliminieren. 
ß) R hat zwei Prämissen, von denen nur eine S als HF enthält. 
Dieser Fall kann nicht vorkommen. Denn dann müßten nach der Über-
legung zu (al , ß) diese Vorkommnisse von S N B F von R sein, und S 
würde dann in £ j nicht mehr auftreten, da die N B F von der H P F ver-
schieden ist. 
y) R hat eine Prämisse 
A'ur-(S) A % r ( S ) ; A ' ( S h r 
A ^ S , r (S ) ; A'(S)—r A", A s - Ts, T 
A , A s - r s , r * A , A S - S , r s , r ; A ( S ) - r 
A , A S , A S - r s , r s , r 
A, A s - T s , r V K , H K , V T , H T 
Vor die Anwendungen von R in 35 sind evtl. Anwendungen von V T , 
H T einzuschieben. S kann nicht N B F von R sein, da S H P F von R ist. 
Ist R H V mit S, so entfällt die Anwendung von R in 35'. Beim 1. Schnitt 
in 35" ist r um 1 kleiner als im ursprünglichen. Dieser Schnitt ist also 
nach I . V . eliminierbar. Für den 2. Schnitt ist r 2 unverändert, r\ aber ist 
1, so daß der Schnitt ebenfalls nach I .V . eliminierbar ist. Hier ist wie-
der wichtig, daß V S nicht enthält, sonst wäre r\ nicht 1, sondern 
könnte höher sein als in 35. Enthält V S so ist also der Schnitt nach (1, 
b) zu eliminieren. 
b) r 2 > 1 (für beliebige r j , g) 
Die Überlegungen hierzu entsprechen genau jenen zu (a). Wir wieder-
holen sie hier trotzdem, um spätere Verweise zu erleichtern. 
bl) Durch die Regel R, die zu Z2 führt, wird kein neues Vorkommnis von 
S eingeführt: 
ot) R hat zwei Prämissen, die beide S als VF enthalten. 
A M ( S ) - » r"; A " ( S ) - r 
A - T(S); A ( S ) - T 
A , A S - r s , r 
A - r(S) ; A " ( S ) - r" A - r(S) ; A " ( S ) - r 
A , A S - r s, r A , A s - rs, r 
A , A s - r S ) r R 
Vor die Anwendung von R in 33 sind ggf. Anwendungen von V T , H T 
einzuschieben. Ist ein Vorkommnis von S als V F N B F bei R, so ist es in 
33' durch W vor der Anwendung von R wieder e inzuführen. Bei den 
neuen Schnitten ist r um 1 niedriger als im ursprüngl ichen. Sie können 
also nach I . V . eliminiert werden. 
ß) R hat 2 Prämissen, von denen nur eine S als VF enthält. 
Dieser Fall kann aus den in (a l , ß) genannten Gründen nicht auftreten. 
y) R hat 1 Prämisse 
A"(S ) - r A-r(S); A ' ( S ) - r 
A - T(S); A ' ( S ) - r ^ A , A s - f s , r R ~ 
A , A S - rS f r ~ A , A S - rs, r 
Vor die Anwendung von R in 33 sind evtl. Anwendungen von V T und 
H T einzuschieben. Ist ein Vorkommnis von S als V F N B F von R, so ist 
es in 33' vor R mit V V wieder einzuführen. Ist R V K mit S, so entfällt R 
in 33. Ebenso wo R V T mit einem S ist. 
Beim neuen Schnitt ist wieder r um 1 kleiner als im ursprüngl i -
chen. Der Schnitt ist also nach I . V . eliminierbar. 
b2) Durch die Regel R, die zu X2 führt, wird ein neues Vorkommnis von S 
eingeführt: 
a) R hat 2 Prämissen, die beide S als VF enthalten: 
A"(S ) - r ; A " ' ( S ) - » rw 
A - * r(S); A ' ( S ) , s- r 
A , A s - rs, r 
A - * r (S) ; A" (S ) - r A - » T(S); A" ' (S ) - » r 
- A , A s - rs> r A , A s - rs> r 
A — r(s>; A , A S , s- rs, r R 
A , A S , A S - rs, r s, r 
A , A s - T S , r V K , H K , V T , H T 
Vor die Anwendung von R in 33 sind evtl. Anwendungen von V T , H T 
einzuschieben. Kein Vorkommnis von S in A", A " kann N B F von R 
sein, da S H P F von R ist. Bei den beiden oberen Schnitten in 33' ist r 
kleiner als in 33. Daher sind diese Schnitte nach I .V. eliminierbar. Für 
den unteren Schnitt ist r\ wie in 33, ri aber ist 1. Dabei ist es wichtig, 
daß S nicht in A vorkommt, denn sonst wäre T2 nicht 1, sondern könnte 
größer als in 35 sein. Enthält also A S, so ist der Schnitt nach (1, a) zu 
eliminieren. S kann nicht N B F von R sein, da es H P F von R ist. 
ß) R hat 2 Prämissen, von denen nur eine S als VF enthält: 
Dieser Fall kann aus den in (a2, ß) genannten Gründen nicht auftreten. 
y) R hat 1 Prämisse: 
A " ( S ) - r A - r(S); A " ( S ) - r 
A - T ( S ) ; A ' ( S ) , S - F A , A s - T s , F 
A , A s - r s , r " A ^ r ( S ) ; A , A s , s - r s , r 
A , A S , A S - rs, rs, r 
A , A s - T s , F V K , H K , V T , H T 
Vor die Anwendung von R in 35 sind evtl. Anwendungen von V T , H T 
einzuschieben. S kann nicht N B F von R sein, da S H P F von R ist. Ist R 
W mit S, so entfällt die Anwendung von R in 35. Beim 1. Schnitt in 35' 
ist r kleiner als in 35. Dieser Schnitt ist also nach I.V. eliminierbar. Beim 
2. Schnitt ist r\ unverändert gegenüber 35, r 2 aber ist 1, so daß dieser 
Schnitt ebenfalls nach I.V. eliminierbar ist. Hier ist wieder wichtig, daß 
A S nicht enthält ; sonst wäre r 2 nicht 1, sondern könnte größer sein als 
in 35. Enthält A S, so ist der Schnitt nach (la) zu eliminieren. 
3. g> 0, r= 2 
Die Behauptung sei bereits für alle Schnitte mit g < m und beliebige r 
bewiesen, und es sei nun g = m+ 1. Im Blick auf die schon unter (1) be-
handelten Fälle, sind hier nur mehr folgende zu betrachten: 
a) Ej und Z2 entstehen durch logische Regeln mit S als HPF: 
a) S hat die Gestalt -. A 
A - ~ A , T A , ~ A - F A - » ~ A , T; A , ~ A — F 
A - > ^ A , T ; A , A — F A , A ^  A - T „ A , F 
A , A — T , F ^ A , A— T, F W , H V , V T , H T 
Hier ist in 35' g<m, so daß sich der Schnitt nach I .V. eliminieren läßt. 
Enthält A oder F S, so läßt sich der Schnitt auch nach (la, b) eliminie-
ren. Wegen r = 2 enthalten T und A S nicht. Analoges gilt in den fol-
genden Fällen unter (3). 
ß) S hat die Gestalt >A 
A ^ A , T A ' , A - F A - A , T; A , A - r 
A - + ~ - , A , r ; A , ~ - . A - F A , A A — T A , r 
A , A - T, F " A , A— T, F W , H V , V T , H T 
y) S hat die Gestalt AAB 
A - A , T; A - B, r A , A , B - F A - A , T; A , A , B - F 
A - A A B , f; A , A A B - F A - B, f; A , A A , B - T A > F 
A , A - T , F " A , A B , A A ) B - r B , r A , F 
A , A - T , F V K , W , V T 
H K , H V , H T 
Bei beiden Schnitten in ist g ^ m ; sie sind also nach I . V . eliminierbar. 
5) S hat die Gestalt - AAB 
A - ~ A , ~ B, T A , ~ A - F ; A , ~ B - F 
A — ~ A A B , V; A , - A A B - F 
A , A - r, F 
A - ~ A , ~ B , T; A , - A - F 
=> A , A I A - - B, A , F ; A , - B - F 
A , AiA, A ! B — T ~ A ) ~B> F ^ B » F 
A , A - T , F V K , W , V T , H K , H V , H T 
Bei beiden Schnitten ist wieder g < m . 
b) Zj entsteht durch Anwendung einer logischen Regel mit S als HPF, I2 ist 
Axiom nach WS: 
a) S hat die Gestalt -* A 
A - ~ A , T A - ~ A , T ; A , ~ A -
A — -• A , f; -• A , . A — A , A — T ^ A 
A , . A — r L> A , A - T H V , H T 
A , - — . A — r 
ß) S hat die Gestalt ~ - / l 
A - A , T A — A , T; A , ~ A — 
A— >A, f; - A , ~ -iA-> A, ~ A— I A 
A, - A - T * A, ~ A— T H V , H T 
A, - A - r 
y) S hat die Gestalt AAB 
A— A, f; A— B, f A— A, T; A, ~ A - A— B, f; B, ~ B— 
A— A A B , T ; A A B , - A A B - A , ~ A - T A A , - B - T B 
A , ~ A A B— r ^ A , - A - T A , ~ B— V H V , H T 
A , ~ A A B— f 
5) S hat die Gestalt - AAB 
A - ~ A , ~ B , T A-> ~ A , ~ B , T ; A , ~A-+ 
A ^ ~ A A B , T ; A A B , - A A B - + A , A - ~ B , r ^ A ; B , ~ B -
A, A A B-* T ^ A , A , B - > r ^ A j ^ B 
A , A , B - + T ' H V , H T 
A , A A B - T 
4. g> 0, r> 2 
Wir haben die Fälle unter (2) schon für g>0 bewiesen. 
Damit ist gezeigt: Die obersten Anwendungen von T R + in einem 
Beweis sind eliminierbar. Also sind alle T R + -Anwendungen eliminier-
bar, und daher auch alle TR-Anwendungen. 
Aus dem Eliminationstheorem ergibt sich das folgende Teilformeltheo-
rem: 
Tl.4-4: Zu jeder in MA2 beweisbaren SQ 2 gibt es einen Beweis von 2, 
dessen SQ nur Formeln enthalten, deren Satzkomponenten 
Teilsätze der Satzkomponenten der Formeln in 2 sind. 
Beweis: Ist I in MA2 beweisbar, so gibt es nach Tl .4-2 einen schnitt-
freien Beweis 35 für I . Da nur durch Anwendungen der Regel T R F V 
eliminiert werden, kommt also in 35 keine Formel vor, deren Satzkom-
ponente nicht Teilsatz der Satzkomponente einer Formel in £ wäre . 
Für die angewandten Kalküle MA2K gilt nun das Eliminations-
theorem nicht mehr, denn aus einem Spezialaxiom — S (S ist Element 
von K) folgt z. B. mit WS und T R ~ S-*, aber das erhält man nicht 
ohne T R , und aus Spezialaxiomen - * A und -> ~ A erhält man mit 
WS und T R , aber nicht ohne T R . Wir können aber von einer (ent-
scheidbaren) Menge K von atomaren SQ - SQ also, die nur Atomfor-
meln enthalten - zur Obermenge K+ solcher SQ übergehen, die auch 
alle atomaren SQ nach RF und WS enthält und bzgl. Anwendungen der 
formalen Regeln von MA2 geschlossen ist. (Man kann K+ als „atomare 
Konsequenzmenge von K bezeichnen.) MA2K+ ist dann mit MA2K 
äquivalent, und es gilt: 
Tl.4-5: In jedem Kalkül MA2K+ ist T R eliminierbar. 
Daraus folgt: 
Tl.4-6: Zu jeder in MA2K+ beweisbaren SQ 2 gibt es einen Beweis, 
dessen SQ nur Formeln enthalten, deren Satzkomponenten 
Teilsätze der Satzkomponenten der Formeln in 2 sind. 
Der Kalkül MA2 ist nun aus denselben Gründen trivialerweise wider-
spruchsfrei wie M A I . Denn in MA2 sind keine SQ ohne V F beweisbar. 
Es gilt aber auch: 
Tl.4-7: Ist K+ widerspruchsfrei (d.h. enthält K+ nicht die SQ-* ) , so 
auch MA2K+. 
Beweis: Die SQ - ist kein Axiom, wenn K+ widerspruchsfrei ist, und 
- ist auch nur mögliche Konklusion der Regel TR . Nach Tl .4-5 ist 
aber die SQ - nur dann beweisbar, wenn sie ohne TR beweisbar ist, 
was nicht der Fall ist. 
/. 5 Die Entscheidbarkeit der minimalen Aussagenlogik 
Die Menge der in MA2 beweisbaren SQ ist entscheidbar. Um das zu 
beweisen, ersetzen wir zunächst den Kalkül MA2 durch den äquiva len-
ten Kalkül MA2'. Er entsteht aus MA2 durch Streichung von TR und 
Ersetzung der Axiomenschemata RF und WS durch 
RF:A, S - S , T 
WS\Ay A , - A - T , 
und der logischen Regeln durch solche, bei denen die H P F auch in den 
Prämissen steht. Aus V K 2 wird also z .B . die Regel: 
VK2.A, - A A B , - A - T ; A , - A A B , - B - T r - A , - A A B - f. 
Die Äquiva lenz von MA2 und MA2 sieht man leicht ein: Die Axiome 
von MA2 sind solche von MA2, und die Axiome von MA2 erhält man 
in MA2 aus den Axiomen durch Anwendungen von W und H V . T R ist 
in MA2 nach T l . 4 - 3 entbehrlich und die anderen Regeln von MA2 er-
hält man in MA2 durch Anwendungen von W bzw. H V , und die Re-
geln von MA2 erhält man in MA2 durch Anwendungen von V K bzw. 
H K . 
In MA2 sind nun auch die Regeln W , H V , V K und H K eliminier-
bar. Denn wird in einem Beweis W so angewendet, daß dabei die For-
mel S eingeführt wird, so kann man diese Anwendung von W strei-
chen, wenn man in der Prämisse und allen über ihr stehenden SQ die 
V F S einsetzt; Axiome nach R F und WS bleiben dabei Axiome und die 
Anwendung der anderen Regeln bleiben korrekt. Es sind nur evtl. A n -
wendungen von V T einzuschieben, aber Anwendungen von V T und 
H T wollen wir hier ignorieren, also SQ, die sich nur durch die Reihen-
folge ihrer V F und/oder H F unterscheiden, als gleich ansehen. Ebenso 
verfährt man im Fall von H V . Eine Anwendung von V K in einem Be-
weis 35 - wir können nun voraussetzen, daß er keine Anwendungen von 
W enthält -
A , S, S-> r 
A , s - r 
kann man dadurch überflüssig machen, daß man in der Prämisse und 
allen SQ, die darüber stehen, ein Vorkommnis von S als V F streicht. Da 
kein Vorkommnis von S durch eine Regel in §b eingeführt worden ist -
§b sollte keine Anwendungen von W enthalten und die logischen V -
Regeln enthalten die H P F schon in der Prämisse - kommt S in all die-
sen SQ mindestens zweimal vor. Streicht man ein Vorkommnis von S, 
so bleiben also die Axiome von £B Axiome und die Regelanwendungen 
bleiben korrekt. Ebenso argumentiert man im Fall von H K . 
Folgen von SQ, die durch das Zeichen ; getrennt sind, bezeichnen 
wir im folgenden als Sequenzen-Sätze (kurz SS). Als Mitteilungszeichen 
für SS verwenden wir 0 , 0 , . . . . 
DL 5-1: Eine Herleitung aus der SQ Z ist eine Folge 0 1 ? 0 2 , . . . von 
SS, für die gilt: 
a) 0 ! ist I , 
b) 0 n + i geht aus 0 n hervor durch (einmalige) Anwendung 
einer der Umkehrungen der logischen Regeln von MA2' 
(und beliebig viele Vertauschungen). 
1 • 1 2 
Die Bedingung (b) ist dabei so zu verstehen: Ist Z . bzw. sind Z . und Z . 
die Prämissen einer logischen Regel von MA2' mit der Konklusion Zj 
(1 < i < m ) , so geht der SS Z ^ . . .; X j . j ; EJ; Z i + 1 ; . . .; E m bzw. Zj ; . . . 
1 2 
E ; . i ; E i ; E i ; E; + i ; . . . E m durch einmalige Anwendung dieser Regel aus 
dem SS E];. . .; E m hervor. 
DL 5-2: Eine SQ ist geschlossen, wenn sie die Form R F oder WS' hat 
(oder daraus mit V T oder H T entsteht). Ein SS ist geschlos-
sen, wenn alle SQ in ihm geschlossen sind. Eine Herleitung ist 
geschlossen, wenn sie einen geschlossenen SS enthält. 
DL5-3: Eine reguläre Herleitung aus Z ist eine Herleitung $ = 0 i , 
0 2,. • • aus Z, für die gilt: 
a) In $ wird auf keine geschlossene SQ eine Regel angewen-
det. 
b) Die H P F werden in den Konklusionen der umgekehrten 
Regeln von MA2' unterstrichen; auf unterstrichene For-
meln werden keine Regeln angewendet. 
c) Läßt sich auf eine SQ aus 0 n nach (a), (b) noch eine Regel 
anwenden, so enthält $ ein Glied 0 n +1 • 
Im Abschnitt 1.7 benötigen wir ferner folgenden Begriff: 
Dl.5-4: Ein Faden einer Herleitung # = 0 i , 02,- • • ist eine Folge 
f = Z b Z 2 , . . . von SQ, für die gilt: 
a) f enthält aus jedem SS 0 ; von $ genau eine SQ 2j. 
b) 2; + i ist mit 2; identisch oder entsteht aus 2; in # durch 
eine der Umkehrungen der logischen Regeln von MA2' 
(und/oder Vertauschungen). 
Es gilt nun: 
Tl. 5-1: Eine SQ 2 ist in MA2 beweisbar gdw. eine Herleitung aus 2 
geschlossen ist. 
Beweis:!* ist in MA2 genau dann beweisbar, wenn 2 in MA2 ohne W , 
H V , V K und H K beweisbar ist. Ein solcher Beweis für 2 in MA2' läßt 
sich aber von unten nach oben als geschlossene Herleitung aus 2 lesen, 
wenn wir zunächst den Beweis in MA2' statt als Baum als Folge von SS 
schreiben, so daß z. B. der Beweis 
^2 m 1^5 -^25 2-55 2-6 
2-3 %5 ^6 £ 3 ; 25; 2& 
£4 £7 £4; 25; 2^  
Y £ 4 ; 2; 
2 8 
übergeht . Und umgekehrt läßt sich eine geschlossene Herleitung aus 2 
als Beweis für 2 in MA2 lesen. 
77.5-2; Ist eine Herleitung aus 2 geschlossen, so auch jede reguläre 
Herleitung aus 2. 
Beweis: Die Restriktion (a) in D l . 5 - 3 schadet offenbar nicht. Das gilt 
aber auch für (b). Denn gibt es eine geschlossene Herleitung aus A , S, 
S-*> r bzw. S, S, T, so auch aus A , S-* f bzw. A-*> S, T. Das ergibt 
sich aus T l . 5 - 1 und den Kontraktionsregeln in MA2. Eine doppelte 
Anwendung der Regeln zur Konstruktion von Herleitungen ergibt aber 
immer nur N B F , die schon in der Prämisse stehen. So erhält man unter 
Verletzung von (b) z .B. aus A A B, A , T den SS A-> A A B , A, A , F; 
A~* A A B , B , A , r. Gibt es aber eine geschlossene Herleitung aus die-
sem SS, so auch aus der ersten. 
Endlich kommt es auf die Reihenfolge der Anwendungen der Re-
geln zur Konstruktion der Herleitungen nicht an. Da die logischen Re-
geln von MA2 umkehrbar sind, so daß also die Prämissen genau dann 
beweisbar sind, wenn die Konklusion beweisbar ist, gibt es nach T l . 5 - 1 
immer geschlossene Herleitungen aus ihren Prämissen, wenn es eine 
geschlossene Herleitung aus der Konklusion gibt. 
Jede regu läre Herleitung aus einer SQ ist nun endlich, so daß also 
die Konstruktion einer beliebigen regulären Herleitung aus 2 darüber 
entscheidet, ob 2 in MA2 beweisbar ist: Endet sie mit einem geschlosse-
nen SS, so ist 2 beweisbar, andernfalls nicht. 
1.6 Partielle Bewertungen 
Zum Abschluß der Darstellung der minimalen A . L . soll auch angege-
ben werden, wie sich die in ihr gültigen Schlüsse auf modelltheoreti-
schem Weg auszeichnen lassen. Dazu führen wir partielle Bewertungen 
ein, die nicht jedem Satz von A einen Wahrheitswert zuordnen. 
In der klassischen Logik werden Bewertungen - wir bezeichnen sie 
zur Unterscheidung von den partiellen als „totale Bewertungen" - so 
definiert: 
D 1.6-1: Eine totale Bewertung von A ist eine Funktion V , welche die 
Menge der Sätze von A so in die Menge der Wahrheitswerte 
{w, f} abbildet, daß gilt 
a) V ( - A ) = wgdw. V(A) = f 
b) (A A B) = w gdw. V(A) = V(B) = w. 
Eine partielle Bewertung von A soll hingegen eine Funktion sein, die 
eine Teilmenge der Sätze von A in {w, f} abbildet. Ist V(A) Undefiniert, 
so schreiben wir dafür auch V(A) = u. Solche Funktionen lassen sich 
nun in verschiedener Weise angeben, und wir wollen unsere Wahl 
durch intuitiv zu begründende Bedingungen auszeichnen. Dabei orien-
tieren wir uns an den Überlegungen von K. Fine in (1975). 
Partielle Bewertungen sollen zunächst einmal wie totale das Postu-
lat der Wahrheitsfunktionalität erfüllen: 
PI: Ist F ein n-stelliger a.l. Operator, so daß mit A\>. . . , A n auch 
F (A i , . . . ,A n ) ein Satz von A ist, so gilt für alle partiellen Bewertun-
gen V und V : Ist V , (A i )=V(A i ) für alle i = l , . . .,m, so ist 
V ( F ( A 1 , . . . , A n ) ) = V ( F ( A 1 , . . . , A n ) ) . 
Dabei soll V'(A)=V(A) auch den Fall V(A)=u=V(A) einschließen. 
Ferner sollen totale Bewertungen einen Spezialfall der partiellen 
darstellen. Daher sind die Wahrheitsbedingungen für a. 1. Operatoren 
so zu definieren, daß V(F(Aj , . . . ,A n)) für eine partielle Bewertung V 
erklärt ist, wenn V(A;) für alle i = 1,. . .,n erklärt ist, und in diesem Fall 
in klassischer Weise von den Wahrheitswerten V(A;) abhängt. Diese Be-
dingung bezeichnen wir mit K.Fine als Fidelitätsbedingung. 
Im Blick auf PI läßt sie sich einfach so formulieren: 
P2: Jede totale Bewertung von A ist eine partielle Bewertung von A . 
Denn daraus folgt nach PI : Ist V eine partielle und V eine totale Be-
wertung und gilt V(Ai)=V(Ai) für alle i ( l<i<n), so gilt auch 
V ( F ( A 1 , . . . , A n ) ) = V ( F ( A 1 , . . . , A n ) ) . . . L . . 
Wi r wollen mit partiellen Bewertungen die Sprache A ja nicht in ei-
ner von der klassischen Interpretation abweichenden Weise deuten, 
sondern nur die Wahrheitsdefinitheit nicht voraussetzen. In den klassi-
sehen Bedingungen D l . 6 - l , a , b spiegelt sich zudem das normalsprachli-
che Verständnis der Wör t e r „nicht" und „und", das wir auch mit par-
tiellen Bewertungen erfassen wollen. 
Sätzen der normalen Sprache wie z .B . „Fritz ist g roß" oder „Die 
Blüte ist rot" können wir oft deshalb nicht eindeutig einen Wahrheits-
wert zuordnen, weil sie vage Terme enthalten, für die es keine festen 
Anwendbarkeitskriterien gibt. Männer , die kleiner als 170 cm sind, 
kann man nicht als „groß" bezeichnen, solche, die größer als 185 sind, 
kann man sicher so bezeichnen. Im Zwischenbereich gibt es aber keine 
scharfen Grenzen für eine Anwendbarkeit des Wortes. Ebenso gibt es 
viele klare Fälle roter und nicht roter Dinge, im Bereich zwischen Rot 
und Orange oder Rot und Violett hingegen gibt es keine scharfen 
Grenzen. Für einen eindeutigen Sprachgebrauch, wie er in der Logik 
vorliegen soll, wird man nun fordern, daß nur solchen Sätzen ein 
Wahrheitswert zugeordnet wird, die bei allen (mit dem normalen 
Sprachgebrauch verträgl ichen) Präz is ierungen denselben Wahrheits-
wert erhalten. Diese Bedingungen bezeichnen wir mit Fine als Stabili-
tätsbedingung. Wir sagen: 
DL6-2: V ist eine Extension der partiellen Bewertungen V - symbo-
lisch V > V - gdw. für alle Atomsätze A gilt: Ist V(A)=t=u (ist 
also V(A) definiert), so gilt V(A) = V(A). V ist eine Erweite-
rung von V , wenn das für alle Sätze gilt. 
Jede Erweiterung ist also auch eine Extension. Die Stabi l i tätsbedingung 
besagt umgekehrt: 
P3: Extensionen sind Erweiterungen. 
Aus PI und P2 ergeben sich nun folgende Wahrheitsbedingungen für 
die beiden a.l . Grundoperatoren: 
V(A) = f D V ( ^ A ) = w, 
V(A) = w D V ( - A ) = f 
V( A) = V(B) = w D V ( A A B ) = w. 
V(A) = f A V ( B ) * u V V ( B ) = f A V ( A ) + u D V ( A A B ) - f . 
(Wir verwenden hier und im folgenden der Kürze wegen die objekt-
sprachlichen Symbole A , V , D , = , A , V auch als metasprachliche 
Abkürzungen für „nicht", „und", „oder", „wenn-dann", „genau dann, 
wenn"(auch „gdw." ) , „al le" und „einige".) 
Nach P3 gilt ferner 
V ( A ) = u D V ( - A ) = u , 
V ( A ) = w A V ( B ) = u V V ( B ) = w A V(A)=u V V(A) =V(B)=u Z> 
V ( A A B ) = u . 
Es kann aber für V(A) = f A V(B) = u V V(B) = f A V(A) = u V ( A A B) = u 
oder = f sein. Wir entscheiden uns hier für das Prinzip maximaler Defi-
nitheit P4. Danach soll V(A) definiert sein (im Einklang mit P2), wenn 
das nach P3 möglich ist. 
Gil t schon nach PI bis P3 
V ( - n A ) - w g d w . V(A) = f 
V ( - A ) = f gdw. V(A)=w, 
und 
V(A A B) = w gdw. V(A) = V(B) = w, 
so gilt nun nach P4 auch 
V(A A B) - f gdw. V(A) = f V V(B) = f. 
Aus diesen Über legungen ergibt sich also folgender Begriff der partiel-
len Bewertung: 
DL6-3: Eine partielle Bewertung von A ist eine Funktion V , die eine 
Teilmenge der Sätze von A so in die Menge {w, f} abbildet, 
daß gilt: 
a) V ( - A ) = wgdw. V(A) = f 
V ( - A ) = f gdw. V(A) = w 
b) V(A A B) = w gdw. V(A) = V(B) = w 
V(A A B) = f gdw. V(A) = f V V(B) = f. 
Nach D l . 6 - 1 gilt nun für partielle Bewertungen V : 
77.6-// V ist eine totale Bewertung - symbolisch C(V) - gdw. für alle 
Atomsätze A gilt V(A) 4= u. 
Das beweist man in einfacher Weise durch Induktion nach dem Grad 
der Sätze . Es gilt ferner 
77.6-2: Jede partielle Bewertung V läßt sich zu einer totalen Bewer-
tung V* erweitern. 
Beweis: Setzen wir V'(A)=V(A) für alle Atomsätze, für die V definiert 
ist, und ordnen wir den übrigen Atomsätzen von A durch V beliebige 
Wahrheitswerte zu, so gilt V >V, die Behauptung folgt also aus P3, 
dessen Geltung nach D l . 6 - 3 man durch Induktion nach dem Grad der 
Sätze leicht beweist. 
Tl.6-3: AV'(C(V) DV'(A)=w)-AV(V(A)=*=f). 
Nennen wir jene Sätze A ausgezeichnet, denen keine partielle Bewertung 
V den Wert f zuordnet, so gilt also: Die ausgezeichneten Sätze sind ge-
nau die logisch wahren Sätze der klassischen Logik. 
Beweis: (a) Ist V(A)=f, so gibt es nach Tl .6 -2 eine totale Bewer-
tung V , für die gilt V'(A)=f. (b) Gilt umgekehrt für alle partiellen Be-
Wertungen V V(A)=t=f, so - da auch totale Bewertungen partielle sind -
V'(A) = w für alle totalen Bewertungen V 1 . 
Wie üblich definieren wir: 
Dl. 6-4: V erfüllt den Satz A gdw. V(A) = w. A ist P-wahr gdw. alle par-
tiellen Bewertungen A erfüllen. Der Schluß von A j , . . . , A n auf 
B ist V-gültig, wenn gilt V ( A i ) = . . . = V ( A n ) = w D V(B)=w; er 
ist P-gültig gdw. er V-gültig ist für alle partiellen Bewertungen V . 
Kein Satz ist P-wahr, denn die für keinen einzigen Atomsatz von A de-
finierte Funktion ist auch eine partielle Bewertung; sie ordnet aber kei-
nem Satz von A einen Wahrheitswert zu, wie man durch Induktion 
nach dem Grad der Sätze wieder leicht erkennt. 
Für den folgenden Vol ls tändigkei tsbeweis ist der Begriff der Semi-Be-
wertung nützl ich, den K . Schütte in dem Aufsatz „Syntactical and se-
mantical properties . . ." (1960) in 6.1 eingeführt hat: 
Dl.6-5: Eine Semi-Bewertung von A ist eine Funktion V , die eine Teil-
menge der Sätze von A so in die Menge {w, f} abbildet, daß 
gilt: 
a) V ( - , A ) = w D V ( A ) - f 
V ( - A ) = f D V ( A ) = w 
b) V ( A A B ) = w D V ( A ) = V(B) = w 
V(A A B) = f D V ( A ) = f V V(B) = f. 
Es gilt 
Tl.6-4: Jede Semi-Bewertung V läßt sich zu einer partiellen Bewertung 
V erweitern. 
Beweis: Es sei V eine partielle Bewertung, die eine Extension von V 
darstellt. Offenbar gibt es eine solche partielle Bewertung. Dann zeigt 
man durch Induktion nach dem Grad der Sätze A , daß gilt 
V(A)4=uDV(A) = V(A) . Ist Z . B . V ( A A B ) = w, SO V ( A ) = V ( B ) = W, also 
nach I. V . V(A) - V(B) = w, also V ( A A B) = w. 
/. 7 Die Adäquatheit von MA2 bzgi partieller Bewertungen 
Wir wollen nun zeigen, daß die in MA2 beweisbaren SQ genau die im 
Sinn von Dl . 6 -4 P-gül t igen Schlüsse darstellen. Damit wird der Inhalt 
der minimalen A . L . auch von modelltheoretischer Seite her verdeut-
licht. 
Wi r beweisen zuerst die semantische Widerspruchsfreiheit von MA2: 
Tl. 7-1: Jede in MA2 beweisbare SQ stellt einen P-gült igen Schluß dar. 
Da die P-Gül t igke i t nur für Schlüsse der Form A l v . . , A m - * B erk lär t 
wurde, ist entweder diese Behauptung so zu deuten, daß für jede in 
MA2 beweisbare SQ S l v . . , S m ^ T der Schluß Sj",. LJyn-+T P-gült ig 
ist, wobei r = A A - . A sei, _falls T leer ist, r = T 1 V . . . V T n für 
r = T l v . . , T n (n> 1) und T = T für T = T . (Die Notation unterscheidet 
sich also von jener in 1.4.) Wegen der Äquivalenz von S l v . .,Sn-> T und 
S],. . . ,S n^r in MA2 genügt das zum Nachweis der semantischen Wider-
spruchsfreiheit von MA2. Oder man erweitert die Definition der P-Gültig-
keit auf Schlüsse der Form A - T , indem man für partielle Bewertungen V 
setzt V(~A)=w gdw. V(A)=f, V(~A)=f gdw. V(A)=w und sagt, ein 
Schluß A - T sei P-gültig, wenn jede partielle Bewertung, die alle Formeln 
aus A erfüllt, auch mindestens eine Formel aus T erfüllt. A-> ist P-gültig, 
wenn keine partielle Bewertung alle Formeln aus A erfüllt. Diesen Weg 
wollen wir hier einschlagen. 
Dann ergibt sich der Beweis von Tl.7-1 so: Die Axiome von MA2 
sind P-gült ige Schlüsse, und gilt das für die Prämissen einer Regel von 
MA2, so auch für deren Konklusion. Das gilt trivialerweise für die for-
malen Regeln, und für die logischen Regeln von MA2 folgt es aus den 
Bedingungen in Dl.6-3. 
MA2 ist ferner vollständig bzgl. der Semantik partieller Bewertun-
gen, d .h . es gilt (für den erweiterten Begriff der P-Gült igkeit) : 
Tl. 7-2: Ist A - * T ein P-gült iger Schluß, so ist die SQ A-+ T in MA2 be-
weisbar. 
Wir führen den Beweis unter Bezugnahme auf das in 1.5 angegebene 
Entscheidungsverfahren für MA2. Ist die SQ S in MA2 nicht beweis-
bar, so gibt es eine reguläre , nicht geschlossene Herleitung $ aus £, 
also einen Faden f von der keine geschlossene SQ enthält. Setzen wir 
V(A) = w gdw. A V F von f ist und V(A) = f gdw. ~ A V F von f ist, so ist 
V eine Semi-Bewertung: V ordnet keinem Satz zwei Wahrheitswerte 
zu, denn da in einer Herleitung keine V F eliminiert wird, wäre sonst 
eine SQ von f (nach WS) geschlossen. V erfüllt ferner die Bedingungen 
von Dl .6-5 wegen der Regular i tät von die sicherstellt, daß zu jeder 
nichtatomaren Formel N B F auftreten. Ist also - - A V F von f, so auch 
~ A ; ist daher V ( ^ A ) = w, so V(A) = f. Ist -A V F , so auch A ; ist 
also V ( - . A ) = f, so V(A) = w. Ist A A B V F , so auch A und B; ist also V 
(A A B) = w, so auch V(A) = V(B) = w. Ist ~ A A B V F , so auch ~ A oder 
~ B; ist also V (A A B) = f, so ist V(A) = f oder V(B) = f. V läßt sich dann 
nach Tl.6-4 zu einer partiellen Bewertung V erweitern, für die - nach 
dem Beweis dieses Satzes - V'(A)=V(A) ist für alle Atomsätze A . Es 
gilt also für alle V F A von S V (A)=w und für alle V F ~ A von S 
V(A)=f. 
Da in Herleitungen auch keine H F eliminiert werden, enthalt f 
keine V F zugleich als H F . Es gilt also für keine H F A von f V(A)=w 
und für keine H F ~ A von f V(A)=f. Wäre nun V'(A)=w für eine H F 
A von f oder V'(A)=f für eine H F ~ A von f, so würde das auch für ei-
nen Atomsatz A gelten. Denn wegen der Regularität von <$ gilt wieder: 
Ist -* A H F von f, so auch ~ A ; ist aber V'(— A)=w, so V'(A) = f. Ist 
. A H F von f, so auch A ; ist aber V'( - . A) = f, so V'(A) = w. Ist A A B 
H F von f, so auch A oder B; ist aber V'(A A B ) = w, so ist V'(A) = w und 
V'(B) = w. Ist - A A B H F von f, so auch ~ A und ~ B ; ist aber 
V ( A A B ) = f, so ist V'(A) = f oder V'(B) = f. Für Atomformeln A gilt 
aber nach Konstruktion von V':V'(A) = V(A), und wie wir sahen, gilt 
für H F A V(A) * w und für H F ~ A V(A) *f . Das gilt also auch für V . 
Setzen wir nun wieder V (~ A )=w gdw. V'(A)=f, so gilt also: V erfüllt 
alle V F von L , aber keine H F von I , d. h. ! stellt einen Schluß dar, der 
nicht P-gült ig ist 
Dieser Vol lständigkei tsbeweis stellt zugleich einen semantischen 
Beweis für das Eliminationstheorem dar, denn man kann so argumen-
tieren: MA2 ist nach T l . 7 -1 semantisch widerspruchsfrei. MA2' ist 
äquivalent mit MA2 ohne T R und dieser Kalkül ist vol lständig, wie wir 
gesehen haben. Also kann in MA2 mit T R keine SQ beweisbar sein, die 
nicht auch ohne T R beweisbar ist. (Analoges gilt für die im folgenden 
betrachteten Kalküle DA2 und K A I sowie ihre prädikatenlogischen Er-
weiterungen.) Auch dieser Beweis ist insofern konstruktiv unbedenk-
lich, als reguläre Herleitungen aus einer SQ mechanisch erzeugt und 
die Bewertungen, die ihre Gült igkei t widerlegen, effektiv angegeben 
werden können. 
2 Die direkte Aussagenlogik 
2. / Höhere Sequenzenkalküle 
Die minimale A . L . ist sehr schwach, wie wir im letzten Abschnitt sa-
hen. In ihr ist insbesondere kein einziger Satz beweisbar. Ihr entschei-
dender Nachteil liegt darin, daß sie keine Implikation mit den Stan-
dardeigenschaften enthält . In der Minimallogik gilt weder der Satz 
A D A - wegen der Definition der Implikation durch die Disjunktion 
wäre das mit dem Prinzip tertium non datur - i A V A äquivalent - noch 
ein Deduktionstheorem der Gestalt A , A - * B h- A - * A D B . Ist für eine 
partielle Bewertung V V(C) = w für alle Sätze C aus A , sowie 
V(A) = V(B) == u, so stellt zwar A , A - * B einen V-gül t igen Schluß dar, es 
ist aber V( A V B) = u, der Schluß von A auf A D B ist also nicht V-gü l -
Eine erheblich stärkere Logik - aus Gründen, die später deutlich 
werden, bezeichnen wir sie als direkte Logik - ergibt sich, wenn wir die 
Implikation als Grundoperator behandeln, und sie inhaltlich als Folge-
beziehung verstehen. Wi r müssen dann die Definition D l . l - 2 , b aufge-
ben und das Symbol „ D " zu den Grundzeichen von A hinzunehmen. 
Zu den Formregeln nach D l . 1-1 kommt nun die Bestimmung hinzu 
d) Sind A und B Sätze von A , so auch (ADB) . 
Und zu D l . 1-3 die Bedingung: 
d) Die Teilsätze von A wie jene von B sind Teilsätze von (ADB) . 
Wenn wir die Implikation im Sinn einer Folgebeziehung deuten 
wollen, so kommt dafür im Rahmen unseres konstruktiven Ansatzes 
nur die Ableitbarkeitsbeziehung infrage. Die Einführungsregel für 
Sätze A D B würde dann so aussehen: Gilt A , A h B, so auch A 
H A D B . Im Rahmen von SQ-Kalkülen wie M A I würde diese Regel 
also so aussehen: 
HI1) A , A-+ B h A - + A D B . 
Wir beschränken uns dabei zunächst auf SQ mit höchstens einer H F , 
da solche SQ intuitiv einfachere Schlüsse ausdrücken. Die Umkehrung 
von HI1 ist nun äquivalent mit der Regel 
VII) A-+A; A , B ^ H h- A , A D R - Q . 
Denn aus A-> A D B h A , A - * B erhalten wir mit RF und A = A D B A , 
A D B - + B , mit A-+A und T R also A , A D B - + B , daraus mit T R und A , 
aber A , A D B - * £ 2 . Umgekehrt erhalten wir aus VII mit RF und 
A = A , n = B wieder A , A D B - + B, mit A-> A D B und T R also A , A ^ B. 
Als hinreichende Bedingung für die Falschheit von A D B bietet 
sich die Bedingung an 
HI2) A - A ; A-+ ~ B H A ^ - A D B . 
Mi t der Umkehrung von HI2 ist folgende Regel äquivalent: 
VI2) A , A , ~ B - Q h A , - A D B - + Q . 
Denn aus der Umkehrung von HI2 ergibt sich die Beweisbarkeit der 
SQ ~ A D B - » A und ~ A D B - * ~ B ; mi tA, A , ~ B-+Q und T R erhalten 
wir daraus aber A , ~ A D B - * £ 2 . Umgekehrt ergeben sich die SQ 
- A D B - ^ A und - A D B - > - B auch aus VI2, so daß man mit 
A - * - A D B und T R sowohl A - * A wie A ^ ~ B erhält. 
HI2 ist hinreichend, um sicherzustellen, daß für ( H A - + A oder h-
A - * ~A) und ( K A - + B oder h- A - * ~B) auch h- A ^ A D B oder h 
A - > - A D B gilt: Gil t A - + ~ A , so gilt nach WS A , A ^ , nach H V A , 
A - * B , also nach HI1 A - + A D B . Gil t A ^ B , so gilt wegen W auch A , 
A - B , also nach HI1 A - A D B . Gilt A - A und A - ~ B , so A - - A D B 
nach HI2 . HI2 und V12 stellen im Blick auf HI1 ferner sicher, daß 
beide SQ A - * A D B und A - + - A D B zusammen auch nur dann beweis-
bar sind, wenn A b g i l t . Das folgt aus dem Spezialfall von WS A D B , 
~ A D B-> und T R . Diese WS-Anwendung ist aber kein neues Postulat, 
das die Bedeutung von A D B zusätzl ich zu H I 1-VI2 festlegen würde , 
sondern es ist beweisbar aus B, ~ : 
A , ~ B - A ; A , ~ B , 
A D B , A , ~ B -
A D B , - A D B - * 
Soweit sieht die Sache gut aus. Eine genauere Über legung zeigt aber, 
daß der Rahmen der SQ-Ka lkü le , den wir bisher betrachtet haben, 
keine ausreichende Grundlage für eine intuitiv und formal saubere Ein-
führung der Implikation und der direkten Logik ist. Die Erweiterung 
von MAI mit den Regeln HI1 bis VI2 stellt zwar einen vollständigen 
Kalkü l der direkten Logik dar, aber uns geht es hier nicht um irgend-
welche Kalküle , sondern um eine inhaltlich wohlbegründete , konstruk-
tive Definition der a. 1. Operatoren. 
Die Gründe für eine Erweiterung des Rahmens für die Entwick-
lung der direkten Logik sind folgende: 
1. Im bisherigen Rahmen lassen sich Implikationen wie ( A D B ) D C 
oder ( A D B ) D ( C D D ) nicht deuten. Soll D generell eine Folgebezie-
hung ausdrücken, so genügen dafür nicht Folgebeziehungen zwischen 
Sätzen, sondern man muß auch Folgebeziehungen zwischen Folgebe-
ziehungen und Sätzen, zwischen Folgebeziehungen und Folgebezie-
hungen etc. erk lären. 
2. Im bisherigen Rahmen läßt sich die Vol lständigkeit des Operatoren-
systems {-», A , D} nicht beweisen und nicht alle mit - » , A und D de-
finierbaren Operatoren lassen sich durch Regeln einführen, die keine 
anderen Operatoren enthalten. Erklärt man z . B . den a. 1. Operator F 
so gilt zwar ( A D B) V ( C D B)-*F(A,B,C), ~ ( A D B) V ( C D B ) -
~F(A,B,C) und ~F(A,B,C)- ~ ( A D B ) V ( C D B), aber nicht F(A,B,C) 
- • ( A D B ) V ( C D B ) . Die Regeln für F entsprechen aber unseren bisheri-
gen Kriterien. Definiert man umgekehrt F(A, B, C ) durch ( A D B ) V 
( C D B ) , SO läßt sich dafür keine passende Einführungsregel angeben, 
welche den Operator D nicht verwendet. 
W i r wollen daher zu höheren SQ-Ka lkü len übergehen, wie sie 
schon in Kutschera (1969) verwendet wurden. Wie sich die S Q - K a l -
küle , die wir bisher betrachtet haben, aus Sa tzka lkü len ergaben, indem 
wir die in den Satzkalkülen geltenden Ableitungsbeziehungen durch 
SQ ausdrückten und die Eigenschaften der Ableitungsbeziehung h 
durch Postulate für das SQ-Symbol festlegten, so wollen wir nun 
Ableitungsbeziehungen zwischen SQ in Form höherer SQ darstellen. 
Dazu führen wir den Begriff der R-Formelüber der Sprache A ein: 
( A , B, C) durch die Regeln: 
1. A , A - B h A - F ( A , B, C) 
A , C~* B h- A - F(A, B, C) 
2. A - A ; A - C ; A - ~ B f-
3. A— A ; A— C; A , B - Q k A , 
F(A, B, C)— Q, 
4. A , A , ~ B , C - Q r- A , 
~F(A , B, Q — f i , A - ~ F(A, B, C) 
D2A-1: a) Sätze von A sind R-Formeln über A . 
b) Ist S eine R-Formel über A , so auch ~ S. 
(~ ~ S soll dabei wieder mit S identisch sein.) 
c) Ist A eine (evtl. leere) Reihe von (durch Kommata getrenn-
ten) R-Formeln über A und S eine R-Formel über A , so ist 
auch (A-* S) eine R-Formel über A . 
Die R-Formeln aus A bezeichnen wir wieder als V F , die Formel S als 
H F von (A-*S). Die äußeren Klammern um R-Formeln lassen wir 
meist weg. Als Mitteilungszeichen für R-Formeln verwenden wir die 
Buchstaben S, T , U , . . . A , T stehen für R-Formelreihen. Wir betrach-
ten aus intuitiven Gründen zunächst nur Ausdrücke der Gestalt A - * S, 
also Schlüsse, die genau eine H F enthalten. 
D2.1-2: Schichten von R-Formeln 
a) Sätze von A haben die Schicht 0. 
b) Hat S die Schicht n, so auch ~ S. 
c) Ist n das Maximum der Schichten der R-Formeln in A , S, 
so hat A - * S die Schicht n + 1. 
D2.1-3: Eine Sequenz (SQ) über A ist eine R-Formel über A der 
Schicht 1. 
Wir betrachten hier vorläufig nur SQ mit genau einer H F . 
D2A-4: Teilformeln 
a) S ist Teilformel von S. 
b) Die Teilformeln von S sind Teilformeln von ~ S. 
c) Die Teilformeln von A , S sind Teilformeln von A - * S. 
D2.1-5: Als Satzkomponenten von S bezeichnen wir jene Teilformeln 
von S der Schicht 0, die Sätze sind. 
A * sei die Sprache, deren Aussagen die R-Formeln über A sind. Wir ge-
ben nun einen Kalkül G über der Sprache A * an, der zunächst nur eine 
Theorie der Operatoren und ~ darstellt, also eine Theorie der ver-
allgemeinerten Ableitungsbeziehungen, wie sie die R-Formeln ausdrük-
ken. Die Axiome von G sind 
RF: S 
WS+: S, ~ S - * T 
Die Regeln von G sind 
VT: A , S, T , T ^ U h A , T , S, r - U 
VK:A, S, S - * U h A , S-+U 
VV: A— S h A , T ^ S 
7 X : A - * S ; A , S - T H A-+T 
Das sind also - nun für eine reichere Sprache formuliert und abgesehen 
von der Zusammenziehung von WS und H V in WS+ - die formalen 
Regeln von MAI. 
Wir müssen nun weitere Regeln dafür angeben, wann R-Formeln 
der Gestalt A—• S und ~ ( A - * S) in G beweisbar sind, und was mithilfe 
solcher Formeln beweisbar ist. Diese Regeln sind dann Einführungsre-
geln für diese R-Formeln in das Succedens oder Antecedens von R-For-
meln der Gestalt F-+T. In einem Satzka lkü l K ist eine Regel A j , . . . , A n 
h- B beweisbar, wenn B in K aus A j , . . . , A n ableitbar ist. Man kann nun 
auch sagen: Eine Regel A j , . . . , A n h- B ist in K aus Sätzen C j , . . . , C m 
ableitbar, wenn B in K aus C j , . . . , C m und A j , . . . , A n ableitbar ist. Es 
liegt auch nahe zu sagen, A j , . . . , A n h- B sei in K aus gewissen Sätzen 
und Regeln ableitbar, wenn B in K bei Hinzunahme dieser Sätze und 
Regeln zu den Axiomen und Grundregeln von K aus A j , . . . , A n ableit-
bar ist. Verallgemeinert ergibt das die Regel: 
HGl: A , T ^ S h A - * S) (Prämissenbeseitigung)} 
Wir sagen ferner, ein Satz A sei in K aus einer Regel ableitbar, wenn 
die Prämissen dieser Regel beweisbar sind und wenn A aus der H F der 
Regel in K ableitbar ist - andernfalls nützt die Regel offenbar nichts 
für einen Beweis von A . Das läßt sich so verallgemeinern: 
VGl: A - T; A , S - T h A , S ) - T (Prämisseneinführung). 
Dabei stehe A - > T für A - + Sj ; . . ; A - > S n , wo T = S t , . . . ,S n ist. Ist V leer, 
so entfällt die Prämisse A - * V. Die Bezeichnung dieser Regel erklärt 
sich daraus, daß sie mit der Umkehrung von H G l äquivalent ist, näm-
lich mit 
VGl: A - ( r - S ) h A , r - s . 
Denn aus V G f folgt mit RF (T-^S), T—S, mit A — Y und T R also A , 
(r~-»S)->S, mit A , S-* T und T R also A , (r-*S)-*T. Umgekehrt folgt 
1 P. Lorenzen betrachtet in (1955) anstelle ableitbarer Regeln zulässige Regeln. Eine Re-
gel R heißt in einem Satzkalkül K zulässig, wenn in K mit R nicht mehr Sätze beweisbar 
sind als ohne diese Regel. Zulässig sind dann nicht nur die in K beweisbaren Ablei-
tungsbeziehungen. Ist z .B. ein Satz A nicht in K beweisbar, so ist die Regel A h B für 
alle Sätze B in K zulässig. Zulässigkeitsbehauptungen lassen sich, sofern sie nicht ab-
leitbare Regeln betreffen, nur mit metatheoretischen Mitteln beweisen. Man kann ih-
nen einen konstruktiven Sinn geben, wenn man fordert, daß eine Zulässigkeitsbehaup-
tung für eine Regel R in einem Kalkül K nur so beweisbar ist, daß man ein 
konstruktives Verfahren zur Umformung von Beweisen in K mit R in solche ohne R an-
gibt. Aber diese Mögl ichkei t entfäl l t bei höheren Zulässigkeitsbehauptungen. Eine Re-
gel wie (A,,. . .,An-> B)-+ (C,, . . .>Cm-* D) gilt als zulässig in K, wenn sie in jenem Meta-
kalkül zulässig ist, in dem genau die zulässigen Regeln beweisbar sind. Hier handelt es 
sich aber um eine Zulässigkeitsbehauptung für einen nichtformalen ( M e t a - ) K a l k ü l , und 
daher kann man ihr nicht den angegebenen konstruktiven Sinn unterlegen. Entspre-
chendes gilt für den Ansatz von Curry in (1963). 
aus R F und W T (falls T nicht leer ist) und T, S, also nach V G l 
T, (r-^ S ) - S, mit A-+ (r-^ S) und T R also A , S. Obwohl die Regel 
V G l mit der Umkehrung von H G l äquivalent ist, ist sie selbst nicht 
umkehrbar: Es gilt zwar z. B. (S^ T)-* (S-+ T), aber nicht generell S. 
Man wird sagen, eine Ableitungsbeziehung A l v . . , A n h B sei in K 
widerlegbar, wenn A b . . . , A n in K beweisbar sind und B in K widerleg-
bar ist. Verallgemeinert ergibt das die Regel: 
HG2: A - * T; A-> - S h A - * ~ S) (1. Prinzip der Widerlegung von 
Ableitungsbeziehungen ) 
Ist T leer, so entfällt die Prämisse A-+ V wieder. Fordert man auch, daß 
diese Bedingung notwendig ist, so ergeben sich als Umkehrung von 
H G 2 die beiden Regeln 
VG2': A-+ ~ (r^ S) h- A-+ T (entfällt für leeres T) 
A— ~(r^S) h A-+ ~s. 
Damit äquivalent ist die Regel 
VG2: Ä , r , ^ T h A , - ( ^ 8 ) ^ 1 (2. Prinzip der Widerlegung 
von Ableitungsbeziehungen) 
Denn aus VG2 ' erhält man mit RF ~(r -+S)^T und ~(r-*S)-> ~S, 
mit A , T, ~ S-+ T und T R also A , ~ S)-*T. Umgekehrt erhält man 
aus V G 2 mit RF ~(r-*S)->r und ~(r-+S)-+ ~S, mit T R also aus 
A - * ~ ( r - S ) A - T und A - ~S. 
Ein Satzka lkü l K über A wird normalerweise so bestimmt, daß eine ent-
scheidbare Menge von Axiomen von K angegeben wird, von Sätzen 
also, die in K kategorisch als beweisbar ausgezeichnet werden - und 
eine entscheidbare Menge von Regeln, mit denen man aus in K beweis-
baren Sätzen neue in K beweisbare Sätze gewinnt, die also Sätze hypo-
thetisch als beweisbar auszeichnen. Man kann in solchen Kalkülen 
auch einen formalen Widerlegungsbegriff so einführen, daß man sagt: 
„Der Satz A ist in K widerlegbar gdw. - . A in K beweisbar ist" oder „Ist 
in K bei Hinzunahme des Satzes A jeder beliebige Satz beweisbar, so ist 
A in K widerlegbar". In beiden Fällen wird der Widerlegungsbegriff 
mithilfe des Beweisbegriffes erklärt . Man kann ihn jedoch auch als ei-
nen Grundbegriff neben dem der Beweisbarkeit einführen. Dazu hat 
man neben den Axiomen von K Antiaxiome anzugeben - kategorisch 
als in K widerlegbar ausgezeichnete Sätze - sowie Regeln, die besagen: 
Sind A l v . . , A n in K widerlegbar, so auch B. Man wird dann auch ge-
mischte Regeln der Form angeben: Sind A l v . . , A m in K beweisbar und 
B i , . . . , B n in K widerlegbar, so ist auch der Satz C in K beweisbar, bzw. 
widerlegbar. Drückt man Widerlegbarkeit symbolisch mithilfe des me-
tasprachlichen Zeichens „ ~ " aus, so erhält man also Regeln von der 
Art, wie wir sie - unter semantischem Gesichtspunkt - in 1.1 als Wahr-
heitsregeln bezeichnet haben. 
Ist nun K ein solcher Kalkül über A , so sei G K der Kalkül , der aus 
G durch Hinzunahme folgender spezieller Axiome entsteht: 
1. Ist S ein Axiom von K , so ist S ein Axiom von G K . 
2. Ist A h- S eine Grundregel von K , so ist A-> S ein Axiom von G K . 
G K ist also eine Erweiterung von K , und das, was in G beweisbar ist, ist 
genau das, was in allen Kalkülen G K beweisbar ist. G ist also die „Lo-
gik" dieser Kalküle - eine Logik freilich nur des verallgemeinerten Ab-
leitungsbegriffs. 
Für G gilt nun das Eliminationstheorem: 
T2.1-1: Alle R-Formeln, die in G beweisbar sind, lassen sich ohne A n -
wendungen der Regel T R beweisen. 
Das beweist man ganz analog wie den Satz T l . 4 -3 , wobei nun anstelle 
des Grades der Formeln ihre Schicht tritt. Neu sind folgende Fälle: 
Unter (1): !\ ist Axiom nach WS +: 
T , - T - ^ S ; Ä ' ( S h U T\ ~ T - U 
T , ~ T , A s - U * T , ~ T , A s - U V V 
Unter (3a) (die G-Regeln spielen hier dieselbe Rolle wie dort die logi-
schen Regeln): 
A , S A - r ; A , S - T A ' - » r ; A , s 
A - ( r - S ) ; Ä , ( r - » S ) - T A' ,A R -S ;A' , S - T 
A , A - T * A', A r , A s - T 
A, A ' ^ T V T , V K W 
Bei beiden Schnitten im modifizierten Beweis 3? ist die Schicht kleiner 
als beim ursprüngl ichen. Ebenso im folgenden Fall: 
A - f; A - ~ S Ä, r , ~ S - T A - » f; A , f, ~ T 
A - » ~ (f— S ) ; A , - ( T — S ) — T A, Ar,~-S--T; A-» ~S 
A , A ' - * T * A, A_ s , A r ~ s - T 
A, A ' - T V K , V T , V V 
Unter (3b) treten folgende zwei Fälle neu auf: 
A , r - S A , r-»s ; S, ~ S ^ T 
A — ( P - » S ) ; (r- S ) , ~ (T-> S ) - T A , T , ~ S - T 
A , ~ ( r - S ) - T " A , ~ (r- S H T (VG2) 
A - f; A ^ ~ S A - ~ S ; S, ~ S - * T 
A -^~( r^S ) ; ( r^S ) , ~ ( r - s h T A ^ r ; A , S - ^ T 
A , ( r - S ) - T * A , ( r - S h T l ' 
Auch in diesen beiden Fällen ist die Schicht der neuen Schnittformel 
kleiner als die der ursprüngl ichen. 
Es gilt dagegen nicht, daß alles, was in GK beweisbar ist, ohne T R 
beweisbar ist. Enthält K z. B. das Axiom A und die Regel A h B, GK 
also die speziellen Axiome A und A - * B, so folgt daraus mit T R B. 
Diese Anwendung von T R ist nicht eliminierbar. Es gilt aber nach dem 
Beweis von T2.1-1, daß sich T R in GK auf Prämissen beschränken 
läßt, die SQ sind. 
Aus T2.1-1 folgt: 
T2.1-2: Der Kalkül G ist widerspruchsfrei. 
Beweis: Wäre in G für eine R-Formel S zugleich S und -> ~ S beweis-
bar, so mit WS und T R auch ^ A , wo A ein Satz von A ist. Nach 
T2.1-1 müßte A dann aber auch ohne T R beweisbar sein. Eine solche 
SQ ist aber in G nicht ohne T R beweisbar, da die einzige Regel von G 
außer T R , mit der sich Prämissen beseitigen lassen, HG1 ist. Diese Re-
gel ergibt aber im Succedens eine R-Formel der Schicht >0. 
Es sei nun G K n (n > 1) der Kalkül , der aus GK entsteht, wenn man 
sich auf Axiome und Regeln beschränkt, in denen nur R-Formeln der 
Schicht <n vorkommen. GKj ist also ein SQ-Kalkül . Es gilt dann: 
T2.1-3: Eine R-Formel der Schicht <n ist in G K n genau dann beweis-
bar, wenn sie in GK beweisbar ist. 
Da trivialerweise gilt: Alles, was in GK n beweisbar ist, ist auch in GK 
beweisbar, besteht der Inhalt des Satzes darin, daß in GK nicht mehr 
Formeln mit Schichten <n beweisbar sind als in GK n . Daraus folgt ins-
besondere: In GK sind nur solche SQ beweisbar, die in K beweisbare 
Ableitungsbeziehungen darstellen. Ist also K widerspruchsfrei, so auch 
GK. 
Der Beweis von T2.1-3 ergibt sich aus T2.1-1 und der Tatsache, 
daß keine Regel von GK außer T R eine R-Formel eliminiert. Wie wir 
sahen, lassen sich aber TR-Anwendungen auf solche beschränken, de-
ren Prämissen SQ sind. Durch die Erweiterung von GK n zu GK n +i 
wird so keine neue R-Formel der Schicht <n beweisbar. 
Der Kalkül GK ist abgeschlossen in folgendem Sinn: Erweitert man 
den Ableitungsbegriff von GK wie den von K in GK, so wird GK da-
durch nicht echt erweitert. Das ergibt sich aus dem Satz 
Tl.2-4: Gil t in GK A h S, so auch h A ^ S. 
Wir führen den Beweis durch Induktion nach der Länge 1 der Ableitung 
33 von S aus A. Ist 1=1, so ist S Axiom und man erhält mit HG1 - S , 
oder S ist in A und man erhält A-+ S aus S-+S mit W . Es sei die Be-
hauptung bewiesen für alle l < n und es sei nun l = n+ 1. Ist S Axiom 
oder ist S in A , so argumentiert man wie oben. Entsteht S in SS durch 
W , so hat S die Gestalt T, U - * T , also ist nach I. V . A - * (T->- T ) beweis-
bar und wir erhalten daraus 
A , T - T V G l ' 
A , T , U - T W 
A - ( r , U - * T ) H G l . 
Entsteht S in durch Anwendung einer Regel V T oder V K , so ist die 
Behauptung trivial. Entsteht S in 3? durch Anwendung von H G l , so hat 
S die Gestalt T-* (ri-*T); nach I. V . ist dann A-» (T, I1-+T) beweisbar 
und wir erhalten daraus 
A , T, n - T V G l ' 
A , r - ( n - T ) H G I 
A-(r-(n>T)) H G I . 
Entsteht S in S5 durch Anwendung von V G 2 , so hat S die Gestalt T, 
(n—T)—U, nach I. V . sind beweisbar A - * ( r - l l ) und A-*(r, T - U ) 
und wir erhalten damit 
A , n und A , r, T - U V G r 
A , r, ( n - T ) - u vGi 
A-<r, (n -T)-u) H G I . 
Entsteht S in durch Anwendung von H G 2 , so hat S die Gestalt 
~(n—T) und nach I . V . sind Ä - (r— n) und A - (r- ~ T ) be-
weisbar und man erhält damit 
A , r - n und A , r - ~ T V G I ' 
A , ~(n -T) H G 2 
A - ( r - - m - T ) ) H G I . 
Entsteht S in 35 durch Anwendung von V G 2 , so hat S die Gestalt T, 
~ ( n - T ) - U und nach I. V . ist beweisbar A - (r, n, ~ T - U ) . Man 
erhäl t daraus 
A , r, n, ~ T — u V G I ' 
A , T, ~ ( n - T ) - U V G 2 
A - ( r , ~(n-H.T)-u) H G I . 
Entsteht S in durch Anwendung von T R , so hat S die Gestalt T - * T 
und nach I . V . ist beweisbar A — ( T — U ) und A— (r, U - » T ) . Man er-
hält daraus 
A , T - U u n d A , r . U U T V G l ' 
A , r - T T R 
A - ( r - T ) H G l . 
Damit ergibt sich: Die Regeln, mit denen GK zu erweitern wäre , sind in 
GK bereits beweisbar. T2.1-4 stellt das Deduktionstheorem für GK 
dar. 
Wi r nennen wieder R-Formeln S, T strikt äquivalent, für die gilt h-
S ^ T , d .h . I- S—T, I- T-+ S, I S-* ~ T und I T— ~S. Insbe-
sondere sind die R-Formeln S und (->- S) strikt äquivalent. Es gilt dann 
für GK folgendes Ersetzungstheorem: 
T2.1-5: S V T h U[S ]^U[T] . 
Dabei sei U[S] eine R-Formel, die an einer bestimmten Stelle ein Vor-
kommnis von S enthält , und U[T] gehe daraus hervor durch Ersetzung 
dieses Vorkommnisses von S durch T . 
Den Beweis führt man durch Induktion nach der Zahl der Vor-
kommnisse von ~ und - • in U[S] minus jener in S. 
Wir können nun auch Ausdrücke der Gestalt A - * einführen, in-
dem wir definieren F: = - (A-> A) für einen bestimmten Satz A von A 
und A~+ : = A - * F. Es gilt nun: 
a) S, ~ S - F n a c h WS + 
b) F - T , denn nach WS + gilt A , ~ A - T , nach V G 2 also 
~ ( A - A ) - T . 
c) ~ F, denn ~ F ist A-+ A und (A-* A) erhält man aus A - * A (RF) 
mit H G 1 . 
Aus der Definition von A - * als A - * F ergibt sich mit (b) und T R die Re-
gel 
HV: A-> h- A ^ T , 
und aus (a) ergibt sich das Axiom 
WS: S, ~ S - . 
Es gelten dann auch die Regeln 
1. A - * r H- A - * ~ (T-*), (ist T leer, so entfällt die Prämisse) 
2. A , r - Q h A , ~(r— ) - f i u n d 
3. A-+r h A , (r-> )->. 
Denn aus (c) erhält man mit W A-> ~ F , mit A-+T und H G 2 also 
A - + - ( P - F), also ~ (r-), d. h. (1). Ist V leer, so folgt A - ~ ( - ) 
mit W aus - * - ( - + ) , d. h. ~ (— F) wegen ~* ~ F (c) aus H G 2 . Aus A , 
T-+ Q erhält man A , r, ~ F ^ Q mit W , also mit V G 2 A , ~ (r~+ F)-* Q, 
also A , - ( F - )— Q, d. h. (2). Und aus F (RF) erhält man mit W A , 
F - F, mit A - F und V G l also A , ( r - F ) - F, also A , ( r - ) - , d. h. (3). 
In den Regeln außer V G l , H G 2 und V G 2 kann man generell die 
H F durch R-Formelreihen O , Q , . . . ersetzen, die höchstens eine For-
mel enthalten, und man kann WS+ durch WS und H V ersetzen. Die 
Regeln H G 2 , V G 2 und V G l ergänzen wir hingegen um die Regeln 
0M3). 
Bei der Zulassung von Ausdrücken A - * ohne H F handelt es sich 
also nicht um eine Erweiterung des Rahmens von G , sondern nur um 
eine andere Notation. 
2.2 Die Sequenzenkalküle DAO und DA1 
Wir wollen nun im Rahmen des Kalküls G bzw. der Kalküle G K a.l. 
Operatoren einführen. Dabei können wir von denselben Prinzipien wie 
in 1.3 ausgehen, nur mit dem Unterschied, daß nun die Formeln 
(~)F(Aj , . . . , A n ) , wo F ein n-stelliger a.l. Operator von A ist, im K o n -
text von Schlüssen höheren Typs eingeführt werden, und daß die Funk-
tion der Formeln ( ~ ) F ( A j v . . ,A n ) in solchen Schlüssen nicht nur von 
der Ableitbarkeit der Formeln ( ~)Aj (1 < i < n) abhängt , sondern gene-
rell von der Ableitbarkeit deduktiver Beziehungen zwischen den Sätzen 
(~) Aj . Wir können daher direkt das Schema zur Definition eines n-
stelligen a.l. Operators aus 1.3 übernehmen, wobei statt der Formeln 
jetzt R-Formeln stehen. Bei einer solchen Einführung der Satzoperato-
ren bleibt das Ersetzungstheorem T2.1-5 gült ig . 
Wir können nun die Satzoperatoren und A nach diesem 
Schema wie in 1.3 wieder durch die Regeln H N l bis V N 2 und H K 1 bis 
V K 2 definieren. Den Operator D definieren wir durch 
1. A - ( A - B ) h A - A D B 2. A - ~ ( A ^ B ) h- A - + ~ A D B 
3. A , (A->B)->T h- A , A D B - T 4. A , ~ ( A - B ) - T h- A , 
- A D B - T . 
Wir drücken also durch die Implikation objektsprachlich die Folgebe-
ziehung aus, und es gilt: 
h- A D B ^ ( A - B ) . 
M i t (1) bis (4) sind folgende, schon in 2.1 (bei Beschränkung auf SQ-
Kalkü le ) angegebenen Regeln äquivalent : 
HIl: A , A - * B h- A - + A D B HI2: A - A ; A - ~B h-
A - - A D B 
VII: A - + A ; A , B ^ T H A , VI2: A , A , ~ B - T K A , 
A D B - T - A D B - T . 
Denn aus A , A - * B erhäl t man mit H G l A-*(A-+B) , mit (1) also 
A - A D B ; und aus A-— (A-* B) erhält man mit V G l ' A , A - - B, mit H I l 
also A — A D B . Aus A - * A und A - + - B erhält man mit H G 2 
A— ~ ( A - * B ) , mit (2) also A— - A D B ; und aus A — ~ ( A - - B) erhält 
man mit VG2 ' A — A und A — ~ B, mit HI2 also A - * - A D B . A U S A — A 
und A , B— T erhält man mit V G l A , (A— B) — T , mit (3) also A , 
A D B ^ T ; und aus V I I erhält man A , A D B - + B , also A D B - * (A-+ B) 
mit H G l , mit A , ( A — B ) — T und T R also A , A D B ^ T . A U S A , A , 
~ B - * T endlich erhäl t man mit V G 2 A , ~ (A— B)-+ T , nach (4) also A , 
- A D B - T ; und aus H G 2 folgt A , ~ B — ( A - B ) , mit A, 
~(A—B )—T und T R also A , A , ~ B - ^ T und daraus mit VI2 A , 
~ ( A D B ) - T . 
Wir beweisen nun die Vollständigkeit des Operatorensystems {-., A , 
V , D}. Daraus folgt dann jene voji {-., A , D|mit D 1.1-2a. Wir ord-
nen jeder Rj-Formel S einen Satz S zu. Es sei S = S, wo S ein Satz ist, 
~S=-^S , A = S ! A . . . A S n , wo A die R-Formelreihe S l v . . ,S n ist; 
A S sei A D S und (-• S)sei S. Dann gilt S^S. 
Wir führen den Beweis durch Induktion nach der Schicht g von S. 
Für g = 0 ist die Behauptung trivial wegen S^S und ~ S ^ - . S . Sie sei 
nun schon für alle g < n bewiesen und es sei g = n+ 1. Hat dann S die 
Gestalt T I v . . , T n - + U , so gilt nach I. V . und dem Ersetzungstheorem 
T2.1-5 ( T l v . . , T n - * U ) ^ ( T l 2 1 . . ,T n -+U) . Nach H K 1 , _ V K 1 und den 
G-Regeln gilt aber ( T l v . . ,T n-+ U)^ (T j_A. . . A T ^ U ) , und wegen 
A D B ^ ( A - * B ) gilt (Tj A . . • A T n - U ) ^ A . . . A T n D Ü , so daß wir 
endlich erhalten ( T l v . . , T n - + U ) ^ ( T b . . - , T n - » U ) . Wegen ~ S ^ - . S 
gilt dann auch ~ ( T l v . . , T n - + U ) ^ ~ ( T l v . . , T n - » U ) . 
Es gih_ nun ferner: F ( A l r _ . . , A n ) « 7 > B , wo B der Satz 
(Sj i A . . . A Sj S l ) V . . . V (S tj A . . . A S t S t) ist. Das beweist man ebenso 
wie den entsprechenden Satz in 1.3. 
Man kann also jeden nach unserem Schema definierten Operator 
F durch -« , A , V und D definieren. Insbesondere kann man den Ope-
rator F(A, B, C): = ( A D B ) V ( C D B ) nun nach unserem allgemeinen 
Schema so definieren: 
1. A - * ( A - B) h A - F(A, B, C) 2. A - ~ (A-> B); A ^ ~ (C-+ B) 
A— ( C - B) h A ^ F(A, B, C) h A-+ ~ F(A, B, C) 
3. A , ( A - B)-+ S; A , (C-* B)— S 4. A , ~ (A-+ B), ~ ( C - B)-+ S 
r- A, F(A, B, Q — S h A , - F ( A , B, C)-+ S. 
Im Rahmen von SQ-Kalkülen kann man dagegen, wie wir im Abschnitt 
2.1 sahen, F nicht direkt definieren. Von den dort angegebenen Regeln 
sind zwar (1), (2) und (4) mit den hier angegebenen Regeln äquivalent, 
nicht aber (3). (3) läßt sich in einem SQ-Kalkül nur durch A , A D B - * S ; 
A , C D B - > S h A , F(A, B, C)-> S ausdrücken, aber in dieser Bedingung 
wird der Operator D verwendet, die Definition ist also nicht kontext-
frei. 
Das hängt damit zusammen, daß die Regel VII (ebenso wie V G l , 
vgl. 2.1) nicht umkehrbar ist. So gilt z .B . zwar (nach RF) 
A D B - > A D B , aber nicht generell ->A. 
Es sei nun DAO der Kalkül , den wir aus G durch Hinzunahme der 
N - , K - und I-Regeln erhalten. DAO wollen wir als Kalkül der direkten 
A . L . bezeichnen, da in ihm indirekte Schlüsse wie A D --A-> - . A , 
- - A D A ^ A , A D B — - . B D - i A etc. unbeweisbar sind. Dieser Kalkül 
läßt sich durch den SQ-Kalkü l DA1 ersetzen, der sich daraus durch 
Beschränkung aller Axiome und der Prämissen und Konklusionen aller 
Regeln auf SQ ergibt. Die G-Regeln entfallen dann. In D A l sind ge-
nau jene SQ beweisbar, die in DAO beweisbar sind. Das beweist man 
ebenso wie das Theorem T2.1-3. Nach den obigen Über legungen gibt 
es ferner zu jeder R-Formel S einen strikt äquivalenten Satz S von A. 
Daher entsprechen allen in DAO beweisbaren R-Formeln Sj , . . . , S n - * T 
in DAl' beweisbare SQ S\>. . . , S n - * T . Man kann daher D A l als voll-
s tändige Formalisierung der direkten A . L . ansehen. Die Einführung 
höherer R-Formeln war also nur im Blick auf eine intuitiv wie formal 
saubere Deutung der a. 1. Operatoren erforderlich. 
Von DAl' gehen wir nun zum Kalkül D A l über, der sich aus DAl" 
durch die Zulassung von SQ ohne H F ergibt. Wir gehen dabei so vor 
wie im Abschnitt 2.1, wobei wir F nun durch — A D A definieren. A-> 
ist also eine Abkürzung für A-+ - A D A . Der Übergang von DAl' zu 
D A l besteht also nur in einer definitorischen Erweiterung. 
D A l ist nun der Kalkül MAI (vgl. 1.3), erweitert um die I-Regeln. 
2.3 Der Sequenzenkalkül D A 2 
Ebenso entsteht aus M A 2 (vgl. 1.4) ein Kalkül DA2 der direkten Logik, 
der SQ verwendet, die auch mehrere H F enthalten können, wenn wir 
folgende Verallgemeinerungen der Implikationsregeln hinzunehmen: 
HIl: A , A - B K A - A D B 
VII: A - * A , T; A , B-+ Y h- A , A D B-+ Y 
HIl: A - A , Y; A - ~ B , T h A - - A D B , Y 
VI2: A, A , ~ B - T h-A, - A D B - T 
Die Regel H I l läßt sich nicht durch A , A— B, Y h- A - A D B , Y erset-
zen. Daraus würde wegen A-> B, A folgen - * A D B , A , also ->(ADB) 
V A . Diese SQ ist aber in D A l nicht beweisbar. (Das ergibt sich z .B . 
aus T2.5-1. Ist V eine direkte Bewertung, für die gilt V(A) = u, 
V(B) = f, so gilt nicht A V ( V > V A V ( A ) = w D V ( B ) = w). Es ist also 
V(A D B) 4= w, und V(A) 4= w, also V((A D B) V A) =1= w. 
T2.3-1: Die SQ A-* Y ist in DA2 genau dann beweisbar, wenn A~* Y 
in D A l beweisbar ist. 
Dabei sei T = T, falls Y leer ist oder nur eine Formel enthält , und 
f = S ^ V . . . V S ^ für r = S b . . . ,S n (n>2). 
Das beweist man wie T l . 4 -2 . Da H I 11 mit H I I 2 übereinst immt 
und die Behauptung für VI2 trivial ist, sind zum Beweis von T l . 4 -2 un-
ter (a) nur noch folgende Fälle nachzutragen: 
H I 2 2 : Sind A — A V T jund A-+ - B V f in DAl beweisbar, so auch 
A - -<(ADB)V T . Denn es gilt A V C , - B V O - ( A D B ) V C : 
A , ~ B-^ A ; A , ~B-+ ~ B 
A , ~ B - - ( A D B ) C - C 
A , ~B— ( A D B ) V C ; ~ B , C-> - . ( A D B ) V C 
c-+c 
A V C , ~B-+ - ( A D B ) V C C - > - , ( A D B ) V C 
A V C , - B - - n ( A 3 B ) V C A V C , C - > - ( A D B ) V C 
A V C , - B V C - - ( A D B ) V C 
V H 2 : Sind A-+_AV T und A , B-<- T in DAl beweisbar, so auch A , 
A D B - * T . 
Denn es gilt A V C , A D B - B V C : 
A , A D B-<- B C - C 
A , A D B - B V C C , A D B - B V C 
A V C , A D B - B V C 
Daraus folgt B V C , B D C - C V C , mit T3 aus 1.3 also B V C , B D 
C-* C . Damit erhalten wir: 
A , f = 
A - A V r ; A V r, A D B-> B V T T p A ^ B D f ; B V T , B D r-> T T R 
A , A D B - > B V r A , B V r - r 
A, A D B - f 
Es gilt nun das Eliminationstheorem: 
T2.3-2: Jede in D A 2 beweisbare SQ ist ohne Anwendungen von T R 
beweisbar. 
Dem Beweis von T l . 4 -3 sind dabei nur folgende Fälle unter (3a) und 
(3b) h inzuzufügen: 
Unter (3a): 
e) S hat die Gestalt A D B 
A , A - B A U A , f ; A , B - * f A U A , T ; A , A - B 
A - > A D B A , A D B - > r ' A , A A - + r A , B ; A , B - T 
A , A - o f V T , H T , V K , H K , W 
q) S hat die Gestalt ~ A D B 
A ^ A , T; A ^ ~B , r A ' , A , ~ B - r A-+A, T ; A , A , - B - T 
A - ~ A D B , r A , - A p B - r * _ A - ~ B , r ; A , AA, ~ B - r A , r 
A , A U T , r' * A , A _ B ' AA, ~ B - * r ^ B , rA, r 
A , A - v r, r' 
V K , H K , V T , H T , W , H V 
In beiden Fällen ist der Grad der beiden Schnittformeln in kleiner als 
in 
Unter (3b): 
e) S hat die Gestalt A D B 
A , A— B A , A— B; B, ~ B— 
A — A D B ; A D B , ~ A D B — A , A , ~ B — 
A , - A D B - ^ A , - A D B - VI2 
<;) S hat die Gestalt ~ A D B 
A — A , T ; A — ~ B , r A - ~ B , T ; B , ~ B -
B 
H V 
A— - A D B , f; A D B , - A D B - A , B - r_ 
A , A D B - T ^ A - > A , f; A , B - T 
A , A D B - T 
Aus T2.3-2 folgt wie unter T l . 4 -4 das Teilformeltheorem: 
T2.3-3: Zu jeder in DA2 beweisbaren SQ X gibt es einen Beweis von X, 
dessen SQ nur Formeln enthalten, deren Satzkomponenten 
Tei lsätze der Satzkomponenten der Formeln in X sind. 
Aus T2.3-2 ergibt sich auch die Widerspruchsfreiheit von DA2: 
T2.3-4: In DA2 ist für keinen Satz A zugleich -»• A und -»• ~ A beweis-
bar. 
Andernfalls wäre wegen WS und T R auch die SQ -+ beweisbar. -+ ist 
aber kein Axiom von DA2 und keine mögliche Konklusion einer Regel 
von DA2 außer T R . T R ist aber nach T2.3-2 eliminierbar. 
DA2 ist aber nicht trivialerweise widerspruchsfrei, wie das nach 
den Über legungen in 1.4 für MA2 galt. Denn in DA2 lassen sich SQ 
—• S auch ohne T R mit H I l beweisen. 
DA2 zeichnet also auch Sätze als gült ig aus. Daher kann man die di-
rekte A . L . auch in Gestalt eines Satzka lkü ls der üblichen Art formulie-
ren. Es sei D A der Kalkül der aus folgenden Axiomen und der Regel 
R l besteht: 
AI: A D ( B D A ) 
A2: ( A D ( B D C ) ) D ( ( A D B ) D ( A D C ) ) 
A3: - A D ( A D B ) 
A4: A D ( - B D - . ( A D B ) ) 
Ata: - ( A D B ) D A 
A5b: - ( A D B ) D - . B 
A6: A D - ^ A 
A7: — A D A 
A8: A D (BD A A B ) 
A9a: A A B D A 
A9b: A A B D B 
AWa 
AlOb 
All 
RI 
- A D - ( A A B ) 
- B D - ( A A B ) 
( - A D C ) D ( ( - B D C ) D ( - ( A A B ) D Q ) 
A , A D B h B 
Für den Äquivalenzbeweis von DA mit den bisher angegebenen Kalkü-
len der direkten A . L . benötigen wir folgende Theoreme von DA: 
77: A D A 
Beweis: ( A D ( ( B D A ) D A ) ) D ( ( A D ( B D A ) ) D ( A D A ) ) A2 
A D ( ( B D A ) D A ) A I 
( A D ( B D A ) ) D ( A D A ) RI 
A D ( B D A ) A I 
A D A R I 
72: Gilt A b . . . , A n h B, so gilt auch A l v . . , A n _ ! (- A n D B . 
Das ist das Deduktionstheorem für DA. 
Beweis: Es liege einer Herleitung # von B aus den Annahmefor-
meln (kurz AF) A l v . . , A n vor als Folge von Sätzen . . , C r (C r ist 
also B). Wir bilden nun die Satzfolge <£>': A n D C b . . . , A n D C r und for-
men wie folgt in eine Ableitung von A n D C r aus A i , . . . , A n - l u m : 
1. Ist Cj ( i= 1,. . .,r) ein Axiom, so ersetzen wir die Zeile A n D C ; durch 
Q 
Q D ( A n D C i ) A I 
A N D Q RI 
2. Ist Q mit A n identisch, so ersetzen wir die Zeile A n D Q durch den 
oben gegebenen Beweis für A n D A n (vgl. T l ) . 
3. Ist Q eine der A F A k ( k = l , . . .,n—l), so ersetzen wir die Zeile 
A n D Q durch 
A k A F 
A k D ( A n D A k ) A I 
A n D A k RI 
4. Geht Cj in $ aus Formeln C\ und Q D C J durch Anwendung von RI 
hervor, so treten in die Formeln A n D Cj und A n D (C\ D C[) vor der 
Formel A n D C; auf und wir ersetzen die Zeile A n Z> Cj durch 
(A n D ( Q D Cj)) D ((A„ D C,) D (A n D Cj)) A2 
( A n D Q ) D ( A n D C j ) RI 
A n D Q RI 
Ersetzt man die Zeilen von von oben nach unten fortschreitend in dieser 
Weise, so erhält man eine Ableitung von A n D B aus A j , . . . , A n - l -
Wir können nun die strikte Äquivalenz von Sätzen auch in der Ob-
jektsprache A ausdrücken, wenn wir definieren: 
D2.3-1 a) A I _ B : = ( A D B ) A ( - B D - A ) 
b) A U B : = ( A L B ) A ( B L A ) 
l _ binde schwächer als alle bisherigen a. 1. Operatoren, U noch schwä-
cher als L . 
Dann gilt das Ersetzungstheorem: 
T3: ( A U B ) D ( C [ A ] U C [ B j ) 
Der Beweis ergibt sich aus T2.1-5 mit der Äquivalenz von DAO und 
D A 2 . 
Es gilt nun 
T2.3-5: In DA ist die Ableitungsbeziehung A l - A genau dann beweis-
bar, wenn die SQ A— A in D A l beweisbar ist. 
Beweis: 1. Liegt eine Ableitung $ von A aus den A F A in DA als Folge 
von Formeln C j , . . . , C r vor, so ist die SQ A— C; für alle i = 1,. . .,r in 
D A l beweisbar. Wir zeigen das für fortschreitende i : 
a) Ist Cj ein Axiom von DA, so ist — Cj , mit W also A— Q in D A l be-
weisbar: 
A I : A , B — A 
A - B D A 
- A D ( B D A ) 
A , B - B C, A , B - C 
A2: 
B D C , A , B — C A , B - A 
A D ( B D C ) , A , B — C A D ( B D C ) , A - A 
A D ( B D C ) , A D B , A — C 
A D ( B D C ) , A D B - A D C 
A D ( B D C ) - ( A D B ) D ( A D C ) 
- ( A D ( B D C ) ) D ( ( A D B ) D ( A D Q ) 
A3: A , ~ A - B A4: A , ~ B - A A , ~ B — ~ B 
- A - A D B A , ~ B - ~ ( A D B ) 
- A - A D B A , - B - - ( A D B ) 
- - A D ( A D B ) A , - B - - ( A D B ) 
A - - B D - ( A D B ) 
- A D ( - B D - ( A D B ) ) 
A5a: A , ~ B - A A5b: A , ~ B — ~ B 
~ A D B - A A , - B - - B 
— ( A D B ) — A ~ A D B — — B 
- ( A D B ) - - B 
A6: A — A A7 : A - A 
A - - - A ~ - A - A 
A - - - A 
- + A D - - A 
- - A - + A 
- - - A D A 
A8: A , B—A A , B—B A9a: A , B—A 
A A B - A 
- A A B D A 
A , B - A A B 
A— (BD A A B ) 
-»•AD (BD A A B ) 
A9b: A , B-+ B 
A A B ^ B 
^ A A B D B 
AlOa: 
~A-+ - A A B 
- A - + - A A B 
- - A D - A A B 
~A-+ ~ A 
AlOb: ~B-+ ~ B 
~ B - - A A B 
- B - > - A A B 
- B D - A A B 
A l l : 
- B D C , ~ A - + ~ A - B D C , ~ A , C ^ C - A p C , ~ B ^ ~ B - A D C , ~ B , C ^ C 
- A D C , - B D C , ~ A ^ C - A D C , - B D C , ~ B ^ C 
- A D C , - B D C , - ( A A B ) ^ C 
- A D C , - B D C ^ - ( A A B ) D C 
^ ( - A D C ) D ( ( - B D C ) D ( - ( A A B ) D C ) ) ) 
(Das Axiomenschema WS wird dabei nur zum Beweis von A3 benö-
tigt). 
b) Ist Cj eine A F aus A , so gilt A->- Q nach RF und W . 
c) Ist Cj das Resultat einer Anwendung von R l auf Formeln Q und 
C j D C j , so ist schon bewiesen, daß die SQ A - v Q und A - » - C i D C j in 
DAl' beweisbar sind. Wegen der Umkehrbarkeit von H I l erhalten wir 
daraus aber A , C „ mit T R also A->- Q . 
2. Jede in DAl' beweisbare SQ stellt eine in DA beweisbare Ableitungs-
beziehung dar, wenn wir die Vorkommnisse von „ ~ " durch solche von 
„ — " ersetzen. (Diese Ersetzung führt in DAl' wegen der strikten Äqui-
valenz von ~ A und — A zu äquivalenten SQ.) Ist <£> ein Beweis in DAl', 
geschrieben als Folge von SQ I i , . . . , I r , so beweisen wir die Behaup-
tung für fortschreitende i ( i= 1,. . .,r). 
a) Ist I ; ein Axiom von DAl' nach RF (~)A-* (~)A, so gilt ( - ) A h 
( —)A in DA trivialerweise. 
b) Ist I ; Axiom nach WS, A , ~ A ^ ( ~ ) B , so erhalten wir A , - A h 
( - ) B wie folgt 
A 
- A 
— A D ( A D ( —)B) 
A D ( - ) B 
(-)B 
A F 
A F 
A3 
R l 
R l 
c) Entsteht £j aus der Anwendung einer Deduktionsregel von D A l ' , so 
ist bereits gezeigt, daß die Prämissen beweisbare Ableitungsbeziehun-
gen in D A darstellen. Dann gilt die Behauptung auch für die Konklu-
sion. Das ist für die Regeln V T und V K trivial, da es für die Geltung ei-
ner Ableitungsbeziehung nicht auf die Häuf igke i t und Reihenfolge der 
Aufführung der Prämissen ankommt. Für W und T R gilt sie wegen 
der Eigenschaften von h , und für die semantischen Regeln finden wir: 
H N l und V N l werden bei Ersetzung von „ ~ " durch „-<" trivial. 
H N 2 : Gi l t A h A , so nach A6 auch A I . - A . 
V N 2 : Gi l t A , A t- B, so gilt nach A7 auch A , - - A h B. 
H K 1 : Gi l t A r- A und A h B, so gilt nach A8 auch A h A A B . 
H K 2 : Gi l t A I- - A oder A h- - B , so gilt nach A10 auch A h-
- ( A A B ) . 
V K 1 : Gi l t A , A , B I- C , so gilt nach A9 auch A , A A B h C. 
V K 2 : Gi l t A , - A h- C und A , - B I- C , so gilt nach T2 auch A H 
- A D C und A r- - B D C , also nach A l l A I- - ( A A B ) D C , 
nach R l also A , - ( A A B ) I- C . 
H I l : G i l t A , A I- B, so gilt nach T2 auch A h A D B . 
HI2 : Gi l t A I - A und A r - - B , so gilt nach A4 auch A h - ( A D B ) . 
V I I : G i l t A h A u n d A , B H C, so gilt nach R l auch A , A D B h- C . 
VI2: Gi l t A , A , - B r- C , so gilt nach A5 auch A , - ( A D B) I- C . 
Auch D A ist also eine vol lständige Formalisierung der direkten A . L . 
Die direkte A . L . ist auch entscheidbar. Da dieser Beweis jedoch erheb-
lich komplizierter ist als im Fall der minimalen A . L . , gehen wir darauf 
erst im Zusammenhang mit der Angabe eines mechanischen Beweisver-
fahrens für die direkte Präd ikaten log ik ein, um Wiederholungen zu 
vermeiden. 
2.4 Direkte Bewertungen 
Die Semantik partieller Bewertungen bildet keine ausreichende Grund-
lage für die Interpretation von Sprachen, für die das Prinzip der Wahr-
heitsdefinitheit nicht gilt, für Sprachen z. B. , in denen auch vage Sätze 
vorkommen. In der normalen Sprache gibt es auch Bedeutungspostu-
late, die es zwar nicht erlauben, gewissen Sätzen Wahrheitswerte zuzu-
ordnen, die aber doch Beziehungen zwischen ihren Wahrheitswerten 
herstellen. So werden wir den Satz „Wenn A , dann A " auch dann als 
wahr ansehen, wenn A ein vager Satz ist wie z. B. „Fritz ist g roß" (Fritz 
sei nur wenig größer als der Durchschnitt der Männer ) . Ebenso ist der 
Satz „Wenn dieser Ball rot ist, ist er nicht orange" selbst dann wahr, 
wenn die Farbe des Balls im Grenzbereich zwischen Rot und Orange 
liegt, weil sich die Prädikate „rot" und „orange" bei jeder zulässigen 
Präzis ierung ausschließen sollen. Solche Wahrheitswertbeziehungen 
zwischen vagen Sätzen, wie sie insbesondere durch Wahrheitsregeln 
hergestellt werden können, lassen sich aber mit partiellen Bewertungen 
nicht auszeichnen. Insbesondere ist der Satz A D A nicht P-wahr. Nach 
dem Stabil i tätsprinzip P3 aus 1.6 muß ja für V(A)=V(B)==u generell 
V ( A D B ) = u sein, falls gelten soll: V(B) = w D V ( A D B ) = W und 
V ( A ) - w A V(B) = f D V ( A D B) = f. 
Wi r können aber mit partiellen Bewertungen auch Wahrheitswert-
beziehungen erfassen, wenn wir zu jeder solchen Bewertung V ange-
ben, welche Erweiterungen davon zulässig sein sollen. Zulässig sollen 
all jene Erweiterungen von V sein, welche die Wahrheitswertbeziehun-
gen erfüllen, die bei V gelten sollen. Lauten die fraglichen Beziehungen 
z .B . „Ist A wahr, so ist B falsch" und „Ist A falsch, so ist C wahr", so 
sind genau solche Erweiterungen V von V zulässig, für die gilt 
V ' (A )=wDV' (B ) = f und V'(A) = f D V ( C ) = w . Insbesondere gilt das 
auch für V selbst, da die fraglichen Beziehungen ja bei der Bewertung 
V gelten sollen. Die Wahrheitswertbeziehungen, die bei V gelten sollen, 
zeichnen also Mengen zulässiger Erweiterungen von V aus. Umgekehrt 
kann man die Wahrheitswertbeziehungen, die bei der Bewertung V gel-
ten sollen, durch Mengen 83 von Erweiterungen von V charakterisie-
ren. Gilt z .B . für alle Erweiterungen V aus 83 V (A) = w D V ( B ) = w, so 
gilt bei V die Wahrheitswertbeziehung „Ist A wahr, so auch B". 
Wenn wir nun an den Wahrheitsbedingungen für Negationen und 
Konjunktionen festhalten, und Implikationen A D B zum Ausdruck von 
Wahrheitswertbeziehungen „Ist A wahr, so auch B" einführen, so ge-
langen wir damit zu folgendem Bewertungsbegriff: 
D2.4-1: Eine D-Bewertung von A ist ein Tripel 8K = {I, S, V), für das 
gilt: 
1. I ist eine nichtleere Indexmenge. 
2. Für alle iel ist S; eine Teilmenge von I, so daß gilt 
a) ieSjund 
b) jeSj A keSj D keSj. 
3. Für alle iel ist V ; eine Funktion, die Sätzen von A Wahr-
heitswerte aus {w, f} zuordnet, so daß gilt: 
a) jeSi A Vj(A) * u D Vj (A) = Vj (A) für alle Atomsätze A . 
t>) V i ( - A ) = w g d w . Vi(A) = f 
V i ( - A ) = f gdw. Vi (A)=w 
c) V i ( A A B ) = wgdw. Vi(A)=Vi(B) = w 
V;(A A B) = f gdw. Vi(A) = f V V ; (B) = f 
d) V i ( A D B ) = wgdw. A j(jeSiAVj(A)=wDVj(B)=w) 
V|(ADB) = f gdw. Vi(A) =wAV|(B) = f. 
Wie in 1.6 schreiben wir dabei V(A) = u, falls V für A nicht definiert ist. 
jeS; besagt nach (3a), daß Vj eine (zuläss ige) Extension von V ; ist. Die 
Bedingung (2a) besagt, daß jede partielle Bewertung eine zuläss ige Ex-
tension von sich selbst ist. Nach (2b) ist jede zuläss ige Extension einer 
zuläss igen Extension von Vj eine zuläss ige Extension von V j . Die Be-
dingungen (3b) und (3c) sind jene für partielle Bewertungen. Die 
Wahrheitswerte V ( - i A ) bzw. V ( A A B ) hängen danach in klassischer 
Weise nur von den Wahrheitswerten V(A) bzw. V(A) und V(B) ab. Nur 
V ; ( A D B ) hängt von den Werten Vj(A) und Vj(B) für partielle Bewer-
tungen Vj mit j =4= i ab und zwar so, daß im Fall V J ( A D B ) = W für alle 
Extensionen Vj von V ; die Wahrheitswertbeziehung „Ist A wahr, so 
auch B" gilt. Insbesondere gilt also für alle V j , auch für solche mit 
Vj(A) = u, V j ( A D A ) = w . 
Das Prinzip der Wahrhei tsfunkt ional i tät (PI) aus 1.6 gilt nun sinn-
gemäß nur für Negationen und Konjunktionen. Die Implikation wird 
dagegen ähnlich charakterisiert wie die strikte Implikation in der M o -
dallogik. Auch die Wahrheitsbedingungen für Implikationen entspre-
chen hingegen den Prinzipien der Fidelität (P2) und der maximalen De-
finitheit (P4), denn für V;(A)4=u4=V;(B) gilt V J ( A D B ) = W gdw. 
Vj(A) = fVV; (B ) = w, und darüber hinaus gilt Vj(A) = fVV; (B) = 
w D V j ( A D B ) = w. Denn es gilt das Prinzip P3 der Stabil ität, nun frei-
lich nur in der Beschränkung auf zuläss ige Extensionen: 
T2.4-1: Für alle Sätze A gilt V;(A) 4= u D Aj(jeS; D Vj(A) = V;(A)) . 
Beweis: Nach D2.4- l ,3a gilt das für alle Atomsätze A . Und ist die Be-
hauptung bereits für alle Sätze vom Grad <n bewiesen, so gilt sie nach 
D2.4-1,3b-d auch für alle Sätze vom Grad n. Ist z. B. V j (AD B) = w, gilt 
also für alle keS; V^(A) = wDVfc(B) = w, so gilt für jeSj wegen D2.4-
1,2b für alle leSj auch leS;, also Al(leSj AVj(A) = wDVi (B) = w), also 
V j (ADB)=w. Und ist V j ( A D B ) - f , also V;(A)=w und V;(B)=f, so 
nach I. V . für jeSj Vj(A) = w und Vj(B) = f, also V j (ADB) = f. 
Wi r sagen: 
D2.4-2: Eine D-Bewertung SR = (I, S, V) erfüllt den Satz A gdw. für alle 
iel gilt V;(A) = w. A ist D-wahr gdw. alle SR A erfüllen. Ein 
Schluß von A b . . . , A n auf B ist Wl-gültig gdw. für alle iel gilt: 
Ist V j ( A 0 = . . . = V ; ( A n ) = w , so ist Vj(B) = w. Er ist D-gültig 
gdw. er für alle SK-gültig ist. 
Danach gilt: 
T2.4-2: A h . . . ,A n -+Bis t SW-gültig gdw. A b . . . A n - i - A n D B 3K-gül-
tig ist. 
Beweis: SR sei (I, S, V). Ist der erste Schluß SK-gültig und gilt für ein Vj 
V i ( A 1 ) = . . . = V i ( A n _ 1 ) = w 5 so gilt auch für alle jeSj (nach T2.4-1) 
V j C A j ) « . . . = V j ( A n „ 1 ) = w und V j ( A n ) - w D V j ( B ) = w ) also V ; 
( A n D B ) = w. Gilt umgekehrt für jedes i : V i (A i )= . . . = V ; ( A n _ 1 ) = 
wDAj(J8SiAVj(A n ) = wDVj(B)=w) , so gilt wegen ieSj auch 
V K A O « . . . = V ; ( A n ) = wDVi (B )=w . 
D-Bewertungen sind Bewertungen der Art, wie sie K . Fine in (1975), 
§ 2 charakterisiert hat, also Bewertungen im Sinne von D2.4-1, abgese-
hen von den Bedingungen (3b) bis (3d). Fine entscheidet sich dort im 
§ 3 jedoch für einen Typ von Bewertungen, bei denen die Implikation 
im Sinne von D 1.1-2b definiert wird, so daß (3d) entfällt, und er ersetzt 
die zweite Bedingung unter (3c) durch 
a) Vi(A A B) = f gdw. AJO'eS; D Vk(keSj A (V k(A) = f V V k (B) = f))). 
Auch dann gilt die Stabil i tätsbedingung im Sinn von T2.4-1. Denn ist 
V j ( A A B ) = f, so gilt auch für alle j mit jeS; V j (AAB) = f. Andernfalls 
gäbe es nach (a) ein j'eSj, so daß gilt Ak'(k ,eS JOV k '(A)4=f A Vk(B)=Nf), 
nach (2b) gilt aber auch j'eSj, so daß V j ( A A B ) nach (<x) =<=f wäre . 
M i t (a) wird nun aber die normale, klassische Deutung von K o n -
junktionen aufgegeben: Die Falschheit von A A B besagt nicht mehr, 
daß A oder B falsch ist, und entsprechend besagt A V B nach D 1.1-2a 
nicht mehr, daß A oder B wahr ist. A A B kann falsch sein, selbst wenn 
sowohl A wie B indeterminiert ist, und das ist der Fall, wenn zwar jeder 
der beiden Sätze so präzisiert werden kann, daß er wahr, wie auch so, 
daß er falsch wird, wenn aber keine Präzis ierung beide Sätze zugleich 
wahr macht. Das wäre bei einem Satz wie „Fritz ist groß und Fritz ist 
klein" der Fall (falls Fritz mittelgroß ist). 
Fine nimmt ferner das Prinzip der Komplettierbarkeit an: 
C) Ai(i8lDVj(J8SiAC(Vj)) 
Dabei besage C(Vj) wieder, daß Vj eine totale Bewertung ist. Aus dem 
Postulat C folgt nun, daß bei diesen Bewertungen a.l. Wahrheit mit 
klassischer a. 1. Wahrheit zusammenfäl lt . So gilt z. B. für beliebige Vj 
V i ( A V - ,A) = w, d.h. V j (AA -nA) = f. Denn nach (C) gibt es zu jedem 
jeS; ein keSj mit C ( V k ) , für das also gilt V k (A) = f V V k ( - A) = f, so daß 
nach (a) V ; ( A A - iA ) = f ist. 
Fine gibt zwei Argumente für diese super-truth-Theorie an: 
1. Sie ist die einzige, die alle Bedeutungspostulate erfaßt. Da die Sätze 
„Hans ist g roß" (A) und „Hans ist klein" (B) nicht zugleich wahr sein 
können, muß A A B nach Fine falsch sein, und das erfordert die obige 
Bedingung für V; (A A B) = f. 
Fine benutzt hier jedoch das Prinzip „Was nicht wahr sein kann, 
muß falsch sein, und was nicht falsch sein kann, muß wahr sein", das 
keineswegs intuitiv überzeugend ist, und das zu einer Deutung der 
Konjunktion führt, die zwar nicht dem Buchstaben, aber dem Geist des 
Fidel itätsprinzips widerspricht. Bei unserem Ansatz hingegen werden 
Bedeutungspostulate nur durch Implikationen erfaßt. Im obigen Bei-
spiel gilt A D - n B und B D — A , so daß A A B nicht wahr sein kann; dar-
aus folgt aber nicht, daß A A B falsch ist. Und C V - . C kann nie falsch 
sein; daraus folgt aber nicht, daß dieser Satz wahr ist. Bei der Implika-
tion weichen auch wir von der klassischen Deutung ab. Anders als die 
Operatoren - i und A , deren Wahrheitsbedingungen sehr eng den Ge-
brauchsprinzipien für „nicht" und „und" in der normalen Sprache ent-
sprechen, gelten die klassischen Wahrheitsbedingungen für die mate-
riale Implikation nicht für das „wenn-dann" der normalen Sprache. 
Das wird viel besser durch intensionslogisch definierte Konditionale er-
faßt . 1 Die hier eingeführte Implikation erfaßt zwar den Sinn des 
„wenn-dann" nicht vol lständig, hat aber jedenfalls mit diesem Aus-
druck die Eigenschaften einer Folgebeziehung gemein. 
2. Die super-tmth-Theorie ist die einzige, die den Bedingungen P2, P3, 
und C und der folgenden Resolutionsbedingung R genügt : 
R) V i (A)=uDVjk( j ,keS i AV j (A) = w A V k ( A ) = f ) für alle Atomformeln 
A . 
C und R sind jedoch nicht in allen Fällen akzeptabel. Man kann den 
Satz, der zur Antinomie von Russell führt „Die Klasse aller Klassen, 
die sich nicht selbst enthalten, enthält sich selbst" als indeterminiert an-
sehen. Dann ist er aber wesentlich indeterminiert: Jede Zuordnung eines 
Wahrheitswerts ergibt einen Widerspruch. Und wenn es in der zugrun-
degelegten Sprache einen Operator „ist vage" gibt, so ist der Satz „A ist 
vage" bei allen totalen Erweiterungen falsch; er ist also nach Fine auch 
bei einer Bewertung falsch, in der A tatsächlich vage ist. 
Unser Argument für die Semantik der D-Bewertungen anstelle der 
Fineschen super-tmth-Theorie ist also: Wir wollen keine Komplettier-
barkeit voraussetzen, wir wollen im Fall der natursprachlich fundierten 
Operatoren -• und A die klassischen Wahrheitsbedingungen beibehal-
ten, und wir wollen die Implikation so deuten, daß dieser Operator die 
Grundeigenschaften einer Folgebeziehung hat, mit der sich Bedeu-
tungsbeziehungen ausdrücken lassen. 
D2.4-3: Wir nennen eine D-Bewertung SK = (I, S, V) zentriert gdw. es 
ein i 0 e l gibt mit Sj o = I. 
Es gilt nun 
1 Vgl. dazu z. B. Kutschera (1976), Kap. 3. 
T2.4-3: Ein Satz ist D-wahr gdw. er von allen zentrierten D-Bewertun-
gen erfüllt wird. 
Beweis: (a) Wird A von allen D-Bewertungen erfüllt, so auch von allen 
zentrierten, (b) Gibt es eine nicht-zentrierte D-Bewertung 3R = (I, S, V), 
die A nicht erfüllt, so gibt es ein iel mit Vj(A)4=w. Ist f = S{, Sj = Sj für 
alle jeSj (es gilt dann wegen jeS; A keSjD keS; SjCT) und Vj=Vj für alle 
jef, so ist 3R = (r, S", V ) eine zentrierte D-Bewertung mit i 0 = i und 
V|(A)=*=w. 
Man kann sich also auf zentrierte D-Bewertungen beschränken, 
und das wollen wir im folgenden tun, wobei wir den Zusatz „zentriert" 
auch weglassen. Für alle im folgenden betrachteten D-Bewertungen 
SW = (I, S, V) soll es also immer ein Element i 0 von I mit S[Q = I geben. 
Es gilt nun 
T2.4-4: 3R = (I, S, V) erfüllt den Satz A genau dann, wenn V J q den Satz 
A erfüllt. 
Beweis: Erfüllt Wl A , so gilt für alle iel Vj(A) = w, also auch V ; (A) = w. 
Gilt Vj (A)=w, so gilt nach T2.4-1 Aj ( j eS i o D Vj(A) = w), also erfüllt 
wegen §J Q = I auch Wl den Satz A . 
Die Beziehungen zwischen totalen Bewertungen und D-Bewertun-
gen ergeben sich aus folgenden Sätzen: 
T2.4-5: Jede totale Bewertung ist eine D-Bewertung. 
Denn ist V eine totale Bewertung, so ist 3fö = (I, S, V ) mit I = {l} = Sj 
und V j = V eine D-Bewertung. Es gilt also auch: 
T2.4-6: Alle D-wahren Sätze von A sind klassisch gültig. 
D2.4-4: Eine D-Bewertung 3K = (I, S, V) heißt komplett gdw. es ein jel 
gibt mit C(Vj). 
Alle kompletten D-Bewertungen lassen sich nun zu totalen Bewertun-
gen erweitern, denn es gilt: 
T2.4-7: Zu jeder kompletten D-Bewertung SK = (I, S, V) gibt es eine to-
tale Bewertung V , für die gilt: V; o (A) 4=uD V'(A) = V; o (A) für 
alle Sätze A . 
Beweis: Setzen wir V ' = Vj für ein jel mit C(Vj), so gilt V > V J q , also 
nach T2.4-1 die Behauptung. 
Die Umkehrung des Satzes gilt zwar nicht, es gilt aber: 
T2.4-8: Läßt sich eine D-Bewertung M zu einer totalen Bewertung V 
erweitern, so gibt es eine mit SR äquivalente, komplette D-Be-
wertung W, für die also gilt V^(A)=V{ o (A) für alle Sätze A . 
Bezeichnet man also D-Bewertungen - nun in anderem Sinn als Fine -
als komplettierbar, die entweder komplett sind oder zu denen es äquiva-
lente komplette D-Bewertungen gibt, so lassen sich genau die komplet-
tierbaren D-Bewertungen zu totalen Bewertungen erweitern. 
Beweis;Es sei SR = (I, S, V) und V sei eine totale Bewertung, für die gilt 
V i o ( A ) * u D V , ( A ) = V i o ( A ) für alle Sätze A . Es sei nun SW=(I', S', V ) , 
f = IU{k} - k sei irgendein Index, der in I nicht vorkommt S k = {k} 
und für j=t=k Sj = SjU{k}, falls gilt V > V j , sonst Sj = Sj. Ferner sei 
Vk — V und Vj(A) = Vj(A) für alle j=#k und alle Atomsätze A . Dann ist 
SR' komplett und es gilt für alle jel Vj=Vj , also auch V- =Vj . Das be-
weist man durch Induktion nach dem Grad g der Sätze. ¥ w g=0 ist die 
Behauptung nach Definition der Vj trivial. Ist sie schon für alle Sätze 
vom Grad <n bewiesen, so gilt sie auch trivialerweise für alle Sätze 
vom Grad n + 1 der Form - . A und A A B . Ist Vj(A D B) = f, so ist ferner 
Vj(A) = w und Vj(B) = f, also nach I . V . Vj(A) = w und Vj(B) = f, also 
V j ( A D B ) = f. Ist V j ( A D B ) = w, so gilt Al(leSj A V|(A) = w D V|(B) = w), 
also nach I. V . Al(leSj A Vj(A) = wDVj(B) = w). Ist nun k nicht Element 
von Sj, so gilt auch Al(leSj A Vj(A) = w D Vj(B) = w). Das gilt aber auch 
für keSj, denn dann ist V > V j , also V k > V j , also V k ( A D B ) = w, also 
V k ( B ) = w für Vk(A) = w. Aus Al(leSj A Vj(A) = w D Vj(B) = w) folgt aber 
V j ( A D B ) = w. Ist endlich V j ( A D B ) = u, SO gilt (Vj(A) = u VVj(B) = u) 
AVl( l eS jAVi (A)=wAVi(B)4=w) , also nach I . V . (Vj(A) = u VVj(B) 
- u) A Vl(leSj A Vj(A) = w A Vj(B) 4= w), also Vj(A D B) = u. 
Es gilt nun: 
T2.4-9: Ein Satz A ist im klassischen Sinn a.l. wahr gdw. keine kom-
plette D-Bewertung - . A erfüllt. 
Beweis: (a) Ist A nicht klassisch wahr, so gibt es eine totale Bewertung, 
die - i A erfüllt, diese Bewertung ist aber auch eine komplette D-Bewer-
tung, (b) Gibt es eine komplette D-Bewertung (I, S, V), die - »A erfüllt, 
gilt also Vj (A) = f, so gibt es nach T2.4-7 auch eine totale Bewertung 
V mit V'(A0) = f. 
Es gilt hingegen nicht, daß ein Satz A genau dann klassisch a.l. 
wahr ist, wenn keine D-Bewertung - i A erfüllt. Erfüllt keine D-Bewer-
tung - i A , so ist zwar A nach T2.4-5 im klassischen Sinn a.l. wahr, aber 
die Umkehrung gilt nicht. Der Satz - » ( A s - iA ) ist z .B . klassisch a.l . 
wahr, aber für eine D-Bewertung ({1}, {1}, V) mit V ^ A ) = u (A sei ein 
Atomsatz) gilt Aj(jeSi A Vj(A) = w D Vj( A) = w) und A K j e S ^ V j 
(- ,A) = wDVj (A) = w), also V j ( A = ^ A ) = w, also V , ( - ( A = - A ) = f. 
Zwischen partiellen Bewertungen und D-Bewertungen bestehen 
folgende Zusammenhänge : 
T2.4-10: Jede partielle Bewertung läßt sich zu einer (kompletten) D -
Bewertung erweitern. 
Beweis: Nach T l .6 -2 läßt sich jede partielle Bewertung zu einer totalen 
erweitern, und diese ist nach T2.4-5 eine D-Bewertung. 
Daraus folgt nun aber nicht, daß alle P-gült igen Schlüsse auch D -
gültig sind. Nach D l . l - 2 , b ist z .B. der Schluß A D B - - A V B P-gül-
tig, aber er ist nicht D-gült ig . Und der Schluß A = - i A-+ A ist P-gült ig, 
da es keine partielle Bewertung gibt, die den Satz A = - i A erfüllt, er ist 
aber nicht D-gült ig , da es D-Bewertungen gibt, die A = ~.A erfüllen, 
während keine D-Bewertung, die A s - » A erfüllt, auch A erfüllt. U m -
gekehrt ist A D A ein D-gült iger Schluß, der nicht P-gültig ist. 
Daß es nicht zu jeder (kompletten) D-Bewertung SK = (I, S, V) eine 
partielle Bewertung V gibt mit V ' (A)=Vj o (A) für alle Sätze A , ergibt 
sich daraus, daß für Vj o (A) = Vio(B)==u gelten kann V ; o ( A D B ) = w , 
während das für partielle Bewertungen nicht möglich ist. Es gibt aber 
wegen T2.4-7 und weil jede totale Bewertung eine partielle ist, zu jeder 
kompletten D-Bewertung SR=(I,S,V) eine partielle V mit 
V i o ( A ) * u D V ' ( A ) = V i o ( A ) . 
2."> Die Adäquatkeit von D A 2 bzgl direkter Bewertungen 
Wir wollen nun zeigen, daß die Kalküle der direkten Logik, die wir an-
gegeben haben, semantisch widerspruchsfrei und vollständig sind bzgl. 
der Semantik der D-Bewertungen. Wegen ihrer Äquivalenz können wir 
den Beweis an irgendeinem dieser Kalküle führen. Für den Nachweis 
der semantischen Widerspruchsfreiheit wählen wir D A l ' , zeigen also: 
T2.5-1: Jede in D A l ' beweisbare SQ stellt einen D-gült igen Schluß dar, 
wenn wir wieder setzen: V j (~ A ) = V ; ( - i A) . 
Der Beweis ist einfach: Wir haben im Beweis von Tl .7-1 schon gezeigt, 
daß jede partielle Bewertung alle Axiome von D A l ' erfüllt, und daß sie 
mit den Prämissen einer Regel außer den I-Regeln auch deren Konklu-
sion erfüllt. Dann gilt das aber auch für jede D-Bewertung 3R = (I, S, V) 
und jedes V ; mit iel. Für die I-Regeln erhalten wir, wenn wir V;(A) = w 
schreiben für Vj(Si) = . . . =V; (S n )=w und A = S l v . . ,S n : 
H I l : Die Behauptung gilt nach T2.4-2. 
HI2: Sind A — A und A-» ~ B 3R-gültig, so gilt für V i o (A ) = w auch 
V i o ( A ) = w und V i o (B ) = f, also V i p ( A D B) = f. 
V I I : Sind A ^ A und A°, B-+S SR-gültig und gilt V ; o (A )=w, so auch 
V i o ( A ) = w und V i ( B ) = w D V i (S) = w. Gilt nun V i o ( A D B ) = w , 
also Aj(jeS; A VjfX) = w D Vj(B)=w), so gilt wegen i 0 eS i ( ) und 
V : ( A ) = w aSch V : ( B ) = w, also V i o (S) = w. 
VI2: Aus V ; ( ~ A D B ) = w folgt V i ( > ( A D B ) = f, also V i o (A ) = w und 
V i o (B ) = f, d .h. V ; (~B) = w. Ist also A , A , ~ B ^ S SK-gültig, so 
auchA, - A D B ~ * § . 
Da wir ein Entscheidungsverfahren für die direkte A . L . erst später an-
geben, schlagen wir hier zum Beweis ihrer Vollständigkeit einen ande-
ren Weg ein als in 1.7, der der üblichen Methode für Vol ls tändigkei ts-
beweise entspricht. Wir beziehen uns dabei nun auf den Kalkül D A . 1 
Zur Vorbereitung des Beweises zunächst einige Definitionen und 
Sätze . 3?, 6,. . . seien im folgenden Satzmengen (kurz: SM), die auch 
unendlich sein können. 
D2.5-1: 3? h- A gilt gdw. es endlich viele Sätze B j , . . . , B n aus 3$ gibt 
mit B l v . . , B n h- A . 
D2.5-2: Eine S M 33 ist konsistent gdw. (in DA) nicht 3? I . ( D D D ) 
beweisbar ist für einen bestimmten (Atom-)Satz D . Ein Satz A 
ist mit 33 verträglich, wenn die S M 33 U {A} konsistent ist. 
D2.5-3: Eine S M 33 ist regulär gdw. gilt 
a) ist 33 h- A , so Ae33, 
b) ist - (A A B)e39, so ist - A oder - B i n 3&, 
c) 35 ist konsistent. 
D2.5-4: Eine D-System ist ein Paar @ = (I, JR), für das gilt: 
a) I ist eine Indexmenge 
b) Für alle iel ist >R; eine reguläre S M . 
c) Für alle Sätze A und B und alle iel gilt: Ist A D B nicht in SR;, 
so gibt es ein jel mit JRjCJRj, Ae>Kj und B nicht in >Rj. 
Es gilt nun 
HSl: Jede konsistente S M 33, aus der ein Satz A nicht ableitbar ist, läßt 
sich zu einer regulären S M 3? erweitern, die A nicht enthält . 
Beweis: Es sei — ( B A C ) j , - . ( B A Q 2 , . . . eine Abzahlung aller Sätze 
von A der Gestalt - . ( B A C ) . Wir setzen 33 0 = 3? und 
3?n U { ( B A C ) n + 1 D — B}, wo nicht gilt 33 n , - . B h- A (a). 
B n U ( - - ( B A C ) n + i D — C } , wo (a) nicht gilt und auch 
^ n + i « « nicht 33 n, - . C H A (ß) . 
B n sonst. 
Es sei 33" die Vereinigung U33 n aller 33n, und 33 sei die Menge aller 
Sätze , die aus 33" ableitbar sind, (also die Konsequenzmenge von SB'). 
Es gilt dann: 
1. Alle 33n sind konsistent. Denn für 33 0 = 33 gilt das nach Vorausset-
zung, und gilt es für S3n, so nach Konstruktion auch für 33n + 1 . 
Denn ist 33 n mit - . B (bzw. - .C ) verträgl ich, so nach AI erst recht 
mit - . ( B A C ) D - »B . 
2. 3?" ist konsistent. Sonst gäbe es nach D2.5-1 Sätze D l v . . , D m aus 33" 
1 Der folgende Beweis wurde schon in Kutschera (1983) dargestellt. 
mit D l v . . , D m h- - . ( E D E ) ; dann gäbe es aber ein SBn mit 
D b - . ; , D m e S B n , so daß SBn inkonsistent wäre im Widerspruch zu (1). 
M i t SB" ist dann auch SB' konsistent. 
3. Für kein n gilt SBn h A . Nach Voraussetzung gilt das für SB 0 , und 
gilt es für SB n, so nach Konstruktion auch für SBn + j. Denn gilt nicht 
SB n, - B h A , so auch nicht SB n, - ( B A C ) D - B h A , da nach 
AlOa ^ ( B A C ) aus - B folgt. Ebenso f ü r - C (vgl. AlOb). 
4. Es gilt nicht SB" h A . Sonst gäbe es wieder Sätze D l v . . , D m aus SB" 
mit D l v . . , D m f- A . Dann gäbe es aber auch ein SBn mit 
D l v . . ,D meS3 n , also SBn h- A , im Widerspruch zu (3). Gilt aber nicht 
83" h- A , so ist A nicht in 83'. 
5. Gilt - ( B A C ) n + 1 8 S 3 ' ? also SB" h - ( B A C ) n + 1 , so ist entweder 
- . (B A C ) n + ! D - . B oder - . (B A C ) n + 1 D - . C in SBn + 1 , also in SB" -
dann gilt nach R l SB" h - B oder SB" h - C, d. h. - B oder - C ist 
in SB' - oder es gilt SB n, B h- A und SB n, - . C h A - dann gilt we-
gen AI 1 und dem Deduktionstheorem T2 für D A SB n, - . (B A C) n + 1 
h- A , also SB", - i (B A C ) n + \ h A , das widerspricht aber nach (4) der 
Annahme, - . (B A C ) n +1 sei in SB". 
SB' ist also regulär und A ist nicht in SB'. Nach Konstruktion von SB' gilt 
aber auch SBcSB. 
HS 2: Ist A nicht in D A beweisbar, so gibt es ein D-System (I, 9t) und 
ein i 0 e l , so daß A nicht in 9t{o ist. 
Beweis: Es sei SR.4* die leere S M . Aus ihr ist dann A nicht ableitbar, da A 
nach Voraussetzung in D A unbeweisbar ist. Nach H S l gibt es zu 9 t + 
eine reguläre S M , aus der A nicht ableitbar ist. Sie sei 9tjo. Zu jedem 
Satz B D C , der nicht in 9t;o ist, sei 9t| die Menge 9t;oU{B}. Es gilt dann 
nicht 9t. , B h C, denn sonst wäre 9t; h B D C nach T2, also B D C e 
3t: . 9 i + ist also eine konsistente SM, aus der C nicht ableitbar ist. Wir 
erweitern 9t| nach H S l zu einer regulären S M 9tj, aus der C nicht ab-
leitbar ist. Ebenso wie 9tjo die S M 9tj ordnen wir den 9tj S M 9tk zu, usf. 
I sei eine Indexmenge für die so entstehenden regulären S M . Dann ist 
(I, 9t) ein D-System und A ist nicht in 9ti o. 
Die Vollständigkeit von D A beinhaltet nun: 
T2.5-2: Ist ein Satz A D-wahr, so ist er in D A beweisbar. 
Beweis: Ist A nicht in D A beweisbar, so gibt es nach HS2 ein D-System 
(I, 9t) und ein i 0 e l , so daß A nicht in 9t; ist. Wir definieren nun Mengen 
S; und Funktionen V ; für alle iel durch 
a) jeSigdw.SRiCSRj, 
b) V ; (B)=wgdw. Be9li 
Vi(B) = fgdw. -Be*R;. 
Dann ist SK = (I, S, V) eine D-Bewertung. Denn nach (a) gelten die Be-
dingungen 2a,b aus D2.4-1 und nach (b) auch die Bedingung (3a). 
Nach (b) gelten aber auch die Bedingungen (3b)-(3d): 
V;( - B) = w gdw. - BeJKi gdw. V;(B) = f. 
V i ( - B ) = f gdw. - - B e ^ i gdw. Be*R; (vgl. A6, A7) gdw. V;(B) = w. 
V i ( B A C ) = w gdw. BACeJR; gdw. B, CeJRj (vgl. A8, A9) gdw. 
Vi(B) = Vi(C) = w. 
Vj(BA C)=f gdw. - ( B A Q e S j gdw. - Be$i oder - CeSt, (vgl. A10 und 
die Regular i tä t von ,sRj) gdw. V;(B) = f oder V{(C) = f. 
Ist V J ( B D C ) = W, so BDCeSi j . Ist jeSj, so nach (a) BDCe?Rj. Gilt nun 
Vj(B)=w, also Be.sRj, so (wegen RI und der Geschlossenheit von ?Rj) 
Ce>Rj, also Vj (C)=w. Gilt umgekehrt Aj(jeS; A Vj(B) = w D Vj(C) = w), 
so gilt für alle j mit jeSf auch Be9tj D Ce*Rj. Wäre nun B D C nicht in >Rj, 
so gäbe es nach D2.5-4,c ein j mit .sRjC?Rj (also jeSj) mit BesRj und nicht 
Ce<sRj, im Widerspruch zur Annahme. 
V i ( B D C ) = f gdw. -n (BDC)e^ i gdw. B, -.Ce>R; (vgl. A4, A5) gdw. 
Vj(B) = w und Vi(C) = f. 
SP? ist also eine (zentrierte) D-Bewertung, und da A nicht in >R| ist, gilt 
V i o(A)4=w, so daß SR A nicht erfüllt. 
Damit ist die Vol lständigkeit von D A bewiesen. Nach dem Deduk-
tionstheorem T2 für D A und T2.4-2 folgt aus T2.5-1 und T2.5-2 dann 
auch 
77.5-3: Ein Schluß A \ , . . . , A m - + B ist genau dann D-gült ig , wenn 
A j , . . . , A n h- B in D A beweisbar ist. 
Daraus folgt dann (mit Vj( ~ A) = V ; ( - i A)) wegen T2.3-5 auch, daß in 
D A l genau jene SQ beweisbar sind, die D-gül t ige Schlüsse darstellen. 
3 Klassische Aussagenlogik 
3. / Der Sequenzenkalkül K A I 
In diesem Kapitel soll gezeigt werden, wie man im allgemeinen Rahmen 
von SQ-Kalkülen im Sinn von 1.3 oder 1.4 und in dem noch allgemei-
neren Rahmen höherer SQ-Kalküle aus 2.1 andere Systeme der A . L 
auszeichnen kann. Unser Interesse gilt dabei vor allem der klassi-
schen A . L . 
Gehen wir vom Kalkül M A 2 der minimalen A . L . aus, so erhalten 
wir einen SQ-Kalkü l der klassischen A . L . - wir nennen ihn K A I - , in-
dem wir folgendes Axiomenschema zu M A 2 hinzunehmen: 
TND: - A , ~ A . 
(Implikation und Disjunktion sind hier, wie in M A 2 , nach D l . 1-2 defi-
niert.) Durch dieses Prinzip tertium non datur stellen wir, wie schon 
durch WS, einen generellen Zusammenhang zwischen Wahrheits- und 
Falschheitszuordnungen her. Das wird aus der Äquivalenz von T N D 
mit der Regel 
K: A , S-* T h A - * ~ S, r 
d.h. mit den beiden Regeln 
Kj: A , A - * T h A - ~ A , T und 
K2: A, ~ A - T f- A - A , T 
deutlich. (Aus K erhalten wir mit RF T N D , und daraus mit A, S- T und 
TR A - ~S, T.) Die Umkehrung von K folgt aus WS. (Aus A-+ ~S, T 
und S, ~S~* erhalten wir mit TR A, S-T.) K j ist nun die Verallgemeine-
rung des Prinzips: A - H - ~ A : Ist aus der Auszeichnung von A als wahr 
ein Widerspruch ableitbar, so ist A als falsch ausgezeichnet. Ebenso ist K 2 
die Verallgemeinerung von ~ A - h- - A : Ist aus der Auszeichnung von A 
als falsch ein Widerspruch ableitbar, so ist A als wahr ausgezeichnet. 
Man kann nun T N D wie auch WS auf Atomformeln beschränken, 
denn aus den so beschränkten Axiomen sind die anderen Axiome nach 
T N D und WS ableitbar. Wir haben ja in 1.3 die a. l . Operatoren so ein-
geführt, daß eine Widerspruchsfreiheit und Vollständigkeit der Basis-
ka lküle K bei Erweiterungen mit logischen Regeln erhalten bleibt. 
Ist K eine (entscheidbare) Menge von Atomformeln, die keinen 
Satz zugleich als wahr und als falsch auszeichnet, so ist WS im Kalkül 
M A 2 K ohne WS zulässig: M i t WS ist keine Formel beweisbar, die nicht 
auch ohne WS beweisbar wäre. Da wir aber nur an widerspruchsfreien 
Kalkülen interessiert sind, ist WS unproblematisch, was die Auszeich-
nung von Sätzen angeht. Für Schlüsse gilt das nicht, denn der Schluß, 
A , ~A-+ z .B . ist ohne WS eben nicht beweisbar. WS ist also ein Prin-
zip, mit dem wir die Folgerungsbeziehung deuten, dieses Prinzip 
läßt sich aber damit rechtfertigen, daß wir von konsistenten Satzmen-
gen ausgehen wollen und daß Schlüsse dazu da sind, Sätze als wahr 
oder als falsch auszuzeichnen.1 
Analog ist die Annahme von T N D gerechtfertigt, solange wir von 
Formelmengen K ausgehen, die jeden Atomsatz A als wahr oder als 
falsch auszeichnen. Denn aus - • A wie aus -+ ~ A folgt mit H V - + A , 
~ A . Aus der Geltung von T N D für alle Atomsätze A folgt aber, daß 
T N D generell für alle Sätze A gilt. Andernfalls werden durch T N D 
(mit H N 1 und H D l ) auch Sätze A V - A als wahr ausgezeichnet, für 
1 Zu Logiken ohne WS vgl. den Abschnitt 3.5. 
die A weder als wahr noch als falsch ausgezeichnet ist. Das entspricht 
aber nicht der üblichen Deutung der Disjunktion. 
Es ist also zwischen dem Prinzip T N D und dem Prinzip der Wahr-
heitsdefinitheit zu unterscheiden, das besagt, daß jeder Satz A als wahr 
oder als falsch ausgezeichnet ist. Formal kann man T N D annehmen, 
ohne das Prinzip der Wahrheitsdefinitheit vorauszusetzen, inhaltlich ist 
das nicht gerechtfertigt. Solange man sich also auf Anwendungen der 
Logik auf Formelmengen K beschränkt, die jeden Atomsatz als wahr 
oder als falsch auszeichnen, ist die klassische Logik inhaltlich adäquat , 
andernfalls nicht. 
In K A I gilt nun wieder das Eliminationstheorem: 
T3.1-1: Jede in K A I beweisbare SQ ist ohne Anwendungen von T R be-
weisbar. 
Das ergibt sich aus dem Beweis des Eliminationstheorems T l . 4 -3 , wenn 
wir ihn wie folgt ergänzen: 
le) E] ist Axiom nach TND, E 2 Axiom nach WS (für beliebige g): 
- > A , ~ A ; A , ~A-+ ( ~ ) A - (~)A (RF). 
( ~ ) A - ( ~ ) A " 
3c) E i ist Axiom nach TND, E 2 entsteht durch eine logische Regel mit S als 
HPF 
<x) S hat die Gestalt -> A 
A ; ~ A ^ r 
- ^ A , ~ - A ; A ' , - ^ F 
A' . A , r 
ß) S hat die Gestalt >A 
A' , A - r 
A - - A , r• => 
y) S hat die Gestalt AAB 
Ä , A , B - r 
- A A B , ~ A A B ; A ' , A A B - F 
A ' - - A A B , F * 
- A , ~ A ; A ' , ~ A - r 
A ~ A - A , r . 
A ' - A , r V V , V T 
A - ~ - A , r 
- A , ~ A ; A ' , A - r 
A A - ~ A , T 
A - ~ A , r V V , V T 
A - - A , r 
- A , ~ A ; A ' , A , B - F 
^ B , ~ B ; A A , B ~ ~ A , T 
A A , B - ~ B , ~ A , F 
A ' - ~ A , ~ B , r V V , V T , H T 
A ' ~ ~ A A B . T 
8) S bat die Gestalt ~ANB 
A ; ~A->r ; A , - B - T 
^ A A B , - A A B ; A ' , ~ A A B — V 
A U A A B , r ^ 
- A , ~ A ; A', ~ A - F ^ B , ~ B ; A', ~ B-> F 
A L A - A , r A L B - B , r 
A ' - A , r A'-» B , r V V , V T 
A ' - A A B , F 
Nach T3.1-1 gilt dann wieder das Teilformeltheorem im Sinne von 
T l .4 -4 für K A I . 
In K A I sind nun mithilfe der Definition D l . 1-2 die I-Regeln von DA2 
beweisbar. Denn aufgrund der Definition gilt in K A I A D B - w 
- I ( A A ->B) und damit erhalten wir z . B . : 
H I l : - > A , ~ A ; A , A - » B , T 
A - o ~ A , B , r 
A - ~ A , ~ - B , r 
A - + ~ A A - - B , r 
A - - ( A A - B ) , r 
A - ^ A D B , r 
V I I : A - A , T; A , ~ A - > A , B - T 
A , ~ A - » r A , . B - + T 
A , ~ A A - B - + T 
A , ^ ( A A - B ) - T 
A , A D B - T 
K A I ergibt sich also auch aus D A l , erweitert um T N D . Man gelangt 
daher zu einem Satzka lkül K A der klassischen A . L . , wenn man D A 
(vgl. 2.3) um das Axiom A V - . A erweitert. Im Blick auf die Erörterun-
gen in 3.3 wollen wir aber statt A V - > A das Axiom 
All: ( - . A D B ) D ( ( - . A D - B ) D A ) 
zu D A hinzunehmen. In D A gilt: - .ADB, - . A D - ^ B h - . A D A wegen 
A3, und nach A7 - ^ A D A , also nach A l l - A D B , - A D - B , 
- • ( • n A A i i A ) h A . A V - iA ist aber - . ( - . A A - . - A ) , so daß nach 
T2 (vgl. 2.3) gilt A V - A h ( - A D B ) D ( ( - A D - B ) D A ) . Umgekehrt 
gilt in D A auch: h - - ( - A A - - . A ) D - . ( - . A A - . - A ) nach A7 
und A4, also - . ( A V - . A ) D A V - . A . Aus A I 2 folgt aber mit T l 
( - B D B ) D B , SO daß wir damit A V - A erhalten. 
In KA sind die Axiome nicht unabhängig , denn man erhält z. B. A 7 
nun so: - - A h - . A D A n a c h A 3 , - A D A h A nach A12, also - . - . A 
h A , mit T2 also - . A D A . Und man erhält nach A I B D ( - A D B ) , 
mit A12 also B, - A D - B h A , also mit T2 ( - A D - B ) D ( B D A ) . 
Dieser Satz ergibt aber mit A I und A2 bereits einen vollständigen Kal-
kül der klassischen A . L . (vgl. z .B . Kutschera und Breitkopf (1979)), 
wenn man und D als Grundoperatoren ansieht und A A B durch 
- • ( A D - .B) definiert. Da sich auch T2 nur auf A I und A2 stützt, erge-
ben also auch die Axiome A I , A2 und AI2 schon ein vollständiges Sy-
stem der klassischen A . L . Die mangelnde Unabhängigke i t der Axiome 
von KA soll uns hier jedoch nicht stören. 
Es gilt nun: 
T3.1-2: In KA ist A h- Y genau dann beweisbar, wenn A-* Y in KAI 
beweisbar ist. 
Dabei sei nun A = A , ~ A = - . A , S i , . . . ,S n = Sj, . . . ,S n und 0 = 0 , 
wo 0 die leere Formelreihe ist, und S j , . . . ,S n=Sj V . . . V S n und 
0 = B A —• B. Es wurde nun schon bewiesen: 
a) In DAl' ist A^S genau dann beweisbar, wenn A I— 5 in DA beweis-
bar ist (vgl. T 2 . 3 2 5 ) . 
b) In DAT ist A-* Y genau dann beweisbar, wenn A-* Y in DA2 beweis-
bar ist (vgl. T2.3-1). 
Ist K A l ° der Kalkül , der aus DAl' durch Hinzunahme des Axioms 
A V - i A entsteht, so gilt dann aber auch, da man in KA, wie wir sa-
hen, A I 2 durch A V A ersetzen kann und A , ~A die SQ A V - i A 
ist: 
a) In KA1° ist A - * S genau dann beweisbar, wenn A h S in KA be-
weisbar ist. 
b) In KA l ° ist A-> Y genau dann beweisbar, wenn A-> Y in KAI be-
weisbar ist. 
Aus (a) und (b) folgt aber die Behauptung von T 3 . 1 - 2 . 
3.2 Die Kalküle KA2 und KA3 
Die starken Beziehungen zwischen Auszeichnungen von Sätzen als 
wahr und solchen als falsch aufgrund des tertium non datur in der klas-
sischen A . L . erlauben erhebliche Vereinfachungen des Formalismus. 
Der erste Weg zu einer Vereinfachung besteht im Verzicht auf 
Formeln der Gestalt — A und im Ubergang zu SQ, in denen nur Sätze 
vorkommen. In KAI sind folgende Regeln beweisbar: 
i) A - ~ A , r H A , A-> r 
ii) A , A - r h- A - ~ A , r 
III) A , - A - T h - A - A , r 
iv) A - A , r h A , ~ A - r . 
(I) erhält man mit WS und T R , (II) ist K b (III) ist K 2 , und (IV) erhält 
man wieder mit WS und T R . In K A I sind also die SQ A— ~ A , T und 
A , A— T, sowie A , ~ A— T und A— A , T äquivalent, so daß wir mit den 
Regeln (I) und (III) jeder SQ eine äquivalente SQ ohne Formeln — A 
zuordnen können. 
Angewendet auf die Axiome und Regeln von K A I ergibt das fol-
gende Axiome und Regeln, in denen nun A und T (evtl. leere) Satzrei-
hen sind: 
RF: A - A 
VT: A , A , B, A U r h- A , B, A , A U r 
HT: A— T, A , B, F h A - T, B, A , T 
VK: A , A , A - r h A , A - T 
HK: A - A , A , T h- A - A , T 
W: A - T h A , A - r 
/ / ! / ; A — T h- A - A , T 
TR: A - A , T ; A , A - r h A - T 
HN: A , A - T h- A - - . A , T 
VN: A - A , T h A , A— T 
HK: A - A , T; A - B , T h A - A A B , V 
VK: A , A , B - T h A , A A B - T 
Diesen Kalkül nennen wir K A 2 . Er ist schon von G . Gentzen in (1934) 
angegeben worden. K A 2 ist mit K A I äquivalent: 
73.2-7; In KA2 ist eine SQ (die nur Sätze als V F und H F enthält) ge-
nau dann beweisbar, wenn sie in K A I beweisbar ist. 
Da in K A I mit jeder SQ A— T, die auch Formeln — A enthalten kann, 
eine SQ ohne solche Formeln, nämlich A— T äquivalent ist - es sei wie-
der A ~ A , ~ A — - - A u n d Sj, . . . ,S n = Si , . . . ,S n - garantiert dieser Satz 
die Äquivalenz von K A I und KA2. 
Beweis: (a) Es sei A— Y in KA2 beweisbar. Dann ist A — Y auch in 
K A I beweisbar, da alle Axiome und Regeln von KA2 auch Axiome und 
Regeln von K A I sind, mit Ausnahme der beiden N-Regeln. In K A I 
folgt aber aus A , A— Y nach (II) A— ~ A , T und daraus erhält man 
A - - A , T nach H N 1 . Und aus A - A , Y folgt A , - A — Y nach (IV), 
und daraus mit V N l A , - . A— T. (b) Es sei nun A — Y in K A I beweis-
bar, und Sd sei ein Beweis für diese SQ. Dann ersetzen wir jede SQ in 
durch jene, die nach dem oben angegebenen Eliminationsverfahren 
für Formeln ~ A daraus entsteht, d.h. dadurch, daß wir V F - A durch 
H F A , und H F - A durch V F A ersetzen. Dabei bleibt A — Y identisch 
und, abgesehen von Anwendungen von V T und H T , erhalten wir einen 
Beweis dieser SQ in KA2. Denn Axiome nach WS und T N D gehen in 
solche nach RF über, und Axiome ~ A - * ~ A ebenfalls. Anwendungen 
von V T gehen über in solche von VT2 und HT2 bzw. werden überflüs-
sig. Analog für H T b V K b H K l 5 W b H V ^ T R j geht generell in T R 2 
über. Anwendungen von H N 1 und V N 2 gehen in Anwendungen von 
H N , solche von H N 2 und V N 1 in Anwendungen von V N über. A n -
wendungen von HK1 und V K 2 gehen in solche von H K ' über, Anwen-
dungen von H K 2 und VK1 in solche von VK' . 
Auch in KA2 gilt das Eliminations- und also das Teilformeltheo-
rem. Das Eliminationstheorem beweist man wieder in Analogie zu 
Tl.4-3, wobei der Beweis nun durch den Wegfall von Formeln ~ A und 
der Axiome WS und T N D erheblich vereinfacht wird. 
Eine andere Vereinfachung von KAI besteht im Übergang zu SQ 
ohne V F , die man dann als Formelreihen (kurz FR) schreiben kann. In 
KAI sind nach den Regeln (I)-(IV) ja die SQ Sj, . . . ,S n-*r mit den 
SQ-> ~ Sj , . . ., ~ S n , r äquivalent. Angewendet auf die Axiome und 
Regeln von KAI ergibt das bei Weglassen des SQ-Symbols folgende 
Axiome und Regeln: 
D: A , ~ A 
T: A , S, T , A h- A , T , S, A 
K: A , S, S f- A , S 
V: A h A,S 
S: T, A ; r, ~ A h- T 
Nl: r, ~ A h r, ^ A 
N2: r, A h- T, . A 
Kl: T, A ; T , B h- T, A A B 
Kl: T, ~ A , ~ B h T, - A A B 
Diesen FR-Kalkül nennen wir KA3. Er ist mit KAI äquivalent: 
T3.2-2: In KA3 ist A genau dann beweisbar, wenn A in KAI beweis-
bar ist. 
Da wir schon gesehen haben, daß jeder SQ eine in KAI äquivalente SQ 
der Gestalt A entspricht, genügt das zum Nachweis der Äquiva lenz 
der beiden Kalkü le . 1 
Beweis: (a) A sei in KA3 beweisbar. Dann ist -+ A auch in KAI be-
weisbar, da alle Axiome und alle Regeln von KA3 bei Ersetzung von 
1 KA3 ohne D ist ein Teilkalkül der minimalen A. L. Denn in Analogie zu T3.2-2 gilt of-
fenbar: In KA3 ohne D ist A genau dann beweisbar, wenn A in MA2 beweisbar ist. 
Das besagt nun freilich wenig, da in MA2 keine einzige SQ dieser Gestalt beweisbar ist. 
Es gilt aber auch: In KA3K ohne D (K sei wieder eine Menge von Atomformeln und 
KA3K sei die Erweiterung von KA3 um die Spezialaxiome S, wo S in K ist) ist A genau 
dann beweisbar, wenn - • A in M A 2 K beweisbar ist. 
FR r durch SQ — T auch Axiome und Regeln von K A I sind, (b) — A 
sei in K A I beweisbar. Dann gibt es nach dem Eliminationstheorem 
T3.1-1 für K A I auch einen schnittfreien Beweis von — A . Da keine Re-
gel von K A I außer T R V F eliminiert, enthält dieser Beweis nur SQ der 
Gestalt T, macht also nur von den Axiomen T N D und den H-Regeln 
Gebrauch, die auch Axiome und Regeln von KA3 sind (wenn wir -* F 
durch r ersetzen). 
Damit ist zugleich das Eliminationstheorem für KA3 bewiesen, 
d. h. der Satz: 
73.2-3: In KA3 ist jede beweisbare FR ohne Anwendungen der Regel S 
beweisbar. 
Denn gibt es einen Beweis von A in KA3 , so nach T3.2-2 auch einen 
Beweis von — A in K A I , also einen schnittfreien Beweis von — A in 
K A I (nach T3.1-1), also nach dem angegebenen Beweis von T3.2-2 
auch einen Beweis von A in KA3 ohne S-Anwendungen. Direkt ist 
T3.2-3 analog wie T3.1-1 zu beweisen. 
Wir geben diesen Beweis im Blick auf spätere Untersuchungen hier 
an. Da diese aber nur die klassische Logik betreffen, die ja nicht das ei-
gentliche Thema dieser Arbeit ist, kann das folgende bis zum Ende des 
Abschnitts 3.3 von jenen Lesern überschlagen werden, die an einer For-
mulierung der klassischen Logik als FR-Kalkül nicht interessiert sind. 
Für minimale und direkte Logik spielen FR-Kalküle keine Rolle, da sie 
sich in dieser Form nicht vollständig darstellen lassen. 
Zum Beweis von T3.2-3 ersetzen wir zunächst S durch die Regel 
j + : r ( A ) ; r ( : A ) h r A ) r : A 
Dabei sei wieder T(S) eine FR, die an ein oder mehreren Stellen 
die Formel S enthält, und r$ sei die FR, die sich daraus durch Strei-
chung aller Vorkommnisse von S ergibt. S+ ist gleichwertig mit S: 
r ( A ) r ' (~A) r , A r > ~ A s + 
K r A , A r : A , ~ A r A , r „ A 
V T r A , r : A , A r A , r ~ A , ~ A C r , r v 
V , 1 - = 1 5 r K 
1 A> 1 ~ A 1 ^ 
Wir denken uns die Beweise in KA3 in Baumform geschrieben und be-
weisen wieder, daß sich jede oberste S + -Anwendung in einem Beweis 
SB eliminieren läßt. Der Beweis erfolgt durch Induktion nach dem Grad 
der Schnittformel (SF) A , wobei wieder in Basis und Schritt eine Induk-
tion nach dem Rang r = r ! + r 2 eingeschoben wird, und r l 5 der linke 
Rang, die maximale Zahl aufeinanderfolgender FR in einem Ast von SB 
ist, der mit U{ endet, und die alle A enthalten. Ebenso wird r 2 für U2 
bestimmt. ü i = r (A) und n 2=r (~A) sind die Prämissen der fragli-
chen S + -Anwendungen, n = r A , f i A sei ihre Konklusion. 
1. g=0,r=2 
In diesen Fällen kann S+ direkt eliminiert werden. 
a) r enthält ~A (für beliebige r, g) 
Das gilt speziell, wenn T[\ Axiom ist. 
r ( A , ~ A ) T (~A) T (~A) 
r A ( ~ A ) , r : A r A (~A) ,r ' (~A) v 
r A ( ~ A ) , r : A K , T 
b) F enthält A (für beliebige r, g) 
Das gilt speziell, wenn FI2 Axiom ist. Der Fall wird entsprechend be-
handelt wie (a). 
c) rJ\ entsteht durch Vmit A (für beliebige r 2 , g) 
r r 
r , A n ~ A ) r , r : A v 
r , r : A 
(Für r\ > 1 wird dieser Fall unter 2a2y behandelt.) 
d) II2 entsteht durch Vmit- A (für beliebige n , g) 
Entsprechend. (Für r2> 1 wird dieser Fall unter 2b2y behandelt.) 
Andere Fälle können für g = 0, r = 2 nicht vorkommen. Im folgen-
den setzen wir voraus, daß kein Fall vorliegt, der unter (1) behandelt 
worden ist. 
2. g= 0, r> 2 
a) rj > 1 (für beliebige r2, g) 
al) Durch die Regel, die zu U\ führt, wird kein neues Vorkommnis von S 
eingeführt. 
a) R hat zwei Prämissen, die beide A enthalten 
HA); HA) r(A);r(~A) HA);r(~A) 
r(A) r^A) " rA , r : A T A , r : A R 
r A ^ r ^ A r A ? r ^ A 
Vor die Anwendung von R im modifizierten Beweis $& sind ggf. A n -
wendungen von T einzuschieben. Ist ein Vorkommnis von A N B F bei 
R, so ist es vor R in £B' durch V wieder einzuführen. Bei den neuen 
Schnitten ist r um 1 niedriger als beim ursprüngl ichen, so daß sie nach 
I. V . eliminierbar sind. 
ß) R hat zwei Prämissen, von denen nur eine A enthält. 
Dieser Fall kann nicht vorkommen, da R als (von S+ verschiedene) 2-
Prämissenregel immer eine logische Regel ist und sich deren Prämissen 
nur in den N B F unterscheiden. S kann aber nicht zugleich N B F und 
H P F einer logischen Regel sein. 
y) R hat eine Prämisse 
r"(A) r " ( A ) ; n ~ A ) 
R r ( A > n ~ A K r A , r : A 
rA> r ~ A r A , r i A R 
Hier gelten dieselben Bemerkungen wie unter (a). Ist R die Regel K mit 
A, so entfällt diese Regelanwendung in SB. 
a2) Durch die Regel R, die zu Yl\ führt, wird ein neues Vorkommnis von A 
eingeführt. 
a) R hat zwei Prämissen, die beide A enthalten 
r"(A) r"'(A) r " ( A ) ; r ' ( ~ A ) r'"(A); r ' ( ~ A ) 
r(A),A r'(-A) r A , r : A i % r~ A R 
r A , r : A * r A , r : A , A ; r'(~A) 
R A > r i A , n A 
T A 5 r i A K 
Vor die Anwendung von R in SB sind ggf. wieder Anwendungen von T 
einzuschieben. Hier kann kein Vorkommnis von A in F' oder P" N B F 
von R sein, da A die H P F ist. Bei den oberen Schnitten in SB ist r um 1 
kleiner als in SB, daher sind sie nach I. V . eliminierbar. Für den unteren 
Schnitt ist aber rj = 1, so daß auch dieser Schnitt nach I. V . eliminierbar 
ist. Nach der Voraussetzung unter (1) kommt A nicht in T vor, sonst 
wäre r i für den letzten Schnitt in S5' evtl. größer als im ursprünglichen. 
Kommt A in F vor, so läßt sich der Schnitt nach (lb) direkt beseitigen. 
ß) R hat zwei Prämissen, von denen nur eine A enthält. 
Dieser Fall kann nach a l ß nicht vorkommen. 
y) R hat eine Prämisse 
F(A) F(A);F(~A) 
r ( A ) , A ; F ( ~ A ) r A , r : A 
r A , r : A r A , r : A , A ; r ' ( ~ A ) r 
R A > F~A> iv A 
r A , ivA K 
Hier gelten analoge Bemerkungen wie unter (a). Ist R die Regel V , so 
entfällt diese Regelanwendung. 
b) *2> 1 (für beliebige r\, g) 
Die Über legungen sind hier völlig analog zu denen unter (a). 
3. g> 0, r= 2 
a) n i und Wi entstehen durch logische Regeln mit A bzw. ~ A als 
H P F : 
a) A hat die Gestalt -. B 
r , ~ B F , B F , B ; r, ~ B 
r > - B r > ~ - B ^ r . B 
r, r r, r T , V 
ß) A hat die Gestalt BAC 
r, B ; r, c F , ~ B , ~ C r , B ; F , ~ B , ~ C 
r , B A C F , ~ B A C ^ r , c ; r B , r : B , ~ c 
r > r r c , r B ^ c , r^ B , ~ c 
r, r v, K 
In beiden Fällen ist der Grad der neuen SF kleiner als der der ursprüng-
lichen, so daß sich die neuen Schnitte nach I. V . eliminieren lassen. We-
gen r = 2 enthält r - » B bzw. B A C nicht, und F nicht — -»B bzw. 
- B A C . Enthält T - - B bzw. - B A C oder F - B, bzw. B A C, so las-
sen sich die Schnitte direkt nach (la,b) eliminieren. 
Die Fälle, daß oder II 2 Axiom ist, wurden schon unter la,b be-
handelt. 
4. g> 0y r> 2 
Wir haben die Fälle schon unter (2) für g>0 bewiesen. 
Aus dem Eliminationstheorem T3.2-2 ergibt sich die Wider-
spruchsfreiheit von KA3: Die leere Formelreihe ist in KA3 nicht be-
weisbar, da Formeln nur nach S eliminiert werden können, und S in 
KA3 überflüssig ist. Es gilt also: 
T3.2-3: KA3 ist widerspruchsfrei. 
Bei Anwendungen von KA3 auf Mengen K von Atomformeln, sind die 
Elemente von K die Spezialaxiome. S ist in KA3K eliminierbar, falls K 
widerspruchsfrei ist, d .h. falls K für keinen Satz A sowohl A wie — A 
enthält . Denn es treten im Beweis des Eliminationstheorems nur die 
Fälle unter (1) neu auf: 
a + ) ll\ ist Spezialaxiom, Iii Axiom nach D 
A ; A , ~ A A 
A 
b+) n2 ist Spezialaxiom, Axiom nach D 
A , ~ A ; ~ A ~ A 
— * 
c + ) n x und Ui sind Spezialaxiome 
A ; ~ A 
0 
Nur in diesem Fall ist S+ nicht eliminierbar. ( 0 sei die leere FR.) Ist 
also K widerspruchsfrei, so auch K A 3 K ; in K A 3 K ist dann S eliminier-
bar und es gilt daher auch das Teilformeltheorem für K A 3 K . 
Wir geben nun ein Entscheidungsverfahren für K A 3 an. Ein solches für 
K A I wäre in Analogie zu dem für M A 2 in 1.5 zu formulieren. Unter 
Bezugnahme auf K A 3 wird das Verfahren jedoch erheblich einfacher. 
Es ergibt sich zwar aus den Ausführungen in 1.5, wir wollen es aber 
hier doch noch einmal in extenso darstellen. 
Wie in 1.5 gehen wir zunächst von KA3 zu dem Kalkül KA3 über, 
der S nicht enthält, in dem D ersetzt ist durch 
£>': A(A, ~ A) 
und die logischen Regeln von KA3 durch solche, bei denen die H P F 
schon in der Prämisse vorkommen. Man erkennt wieder leicht, daß 
KA3 mit KA3 äquivalent ist und daß in KA3' die Regeln V und K elimi-
nierbar sind. 
Folgen von durch ; getrennten FR bezeichnen wir als FR-Sätze 
(kurz FRS). Als Mitteilungszeichen dafür verwenden wir 0 , 0', . . . 
FR, die auseinander durch Anwendungen von T hervorgehen, sehen 
wir im folgenden als gleich an. 
D3.2-1: Eine Herleitung aus der FR T ist eine Folge ©i, 02 , . . . von 
FRS, für die gilt: 
a) ©! ist T, 
b) 0 n + 1 geht aus 0 n hervor durch einmalig Anwendung ei-
ner der Umkehrungen der logischen Regeln von KA3'. 
Das ist wieder so zu verstehen, daß 0 n +1 nach (b) aus 0 = T j ; . . . ; F m 
hervorgeht, falls es ein i ( l < i < m ) gibt, so daß 
0 n + i = r i ; . . .jrj^rjjri+u.. .;rm bzw. r i ; . . . ^ „ u r ^ r . ; 
ri + 1 ; . . . ;rm ist und rj h- n bzw. r!;r? h H nach einer der logi-
schen Regeln von KA3" gilt. 
D3.2-2: Eine FR heißt geschlossen, wenn sie die Gestalt D' hat. Ein FRS 
heißt geschlossen, wenn alle FR in ihm geschlossen sind. 
D3.2-3: Eine reguläre Herleitung aus F ist eine Herleitung $ = 0 j , 
© 2 , . . . aus T, für die gilt: 
a) In $ wird auf keine geschlossene FR eine Regel angewen-
det. 
b) Die H P F werden in der Konklusion unterstrichen. Auf un-
terstrichene F V werden keine Regeln angewendet. 
c) Läßt sich auf eine FR aus Ö n nach (a) und (b) noch eine 
Regel anwenden, so enthält $ ein Glied @ n+i. 
D3.2-4: Ein Faden einer Herleitung # = © i , @2> • • • ist eine Folge 
f=T j , T 2 , . . . von FR, für die gilt: 
a) f enthält aus jedem FRS 0j von # genau eine FR Y\. 
b) r ;+ i ist mit Y\ identisch oder entsteht daraus in $ durch 
eine der Umkehrungen der logischen Regeln von KA3. 
Es gilt dann wieder: 
T3.2-4: Eine FR T ist in KA3 beweisbar gdw. es eine geschlossene Her-
leitung aus T gibt. 
Schreiben wir die Herleitungen in KA3' als Folgen von FRS, oder als 
(auf dem Kopf stehende) Bäume von FR, so läßt sich ja wieder jeder 
Beweis von T in KA3 ohne die eliminierbaren Regeln V und K von un-
ten nach oben als geschlossene Herleitung aus T lesen, und umgekehrt. 
T3.2-5: Gibt es eine geschlossene Herleitung aus T, so ist jede reguläre 
Herleitung aus Y geschlossen. 
Das ergibt sich wieder aus folgenden Über legungen: 
1. Die Restriktion (a) ist harmlos, und ebenso (b). Denn gibt es z .B . 
geschlossene Herleitungen aus A, A A B , A , A und A, A A B , A , B, so 
auch aus A, A A B , A . 
2. Auf die Reihenfolge der angewendeten Regeln kommt es nicht an, 
da es nach T3.2-4 aus allen FR des resultierenden FRS immer dann ge-
schlossene Herleitung gibt, wenn es aus allen FR des drüberstehenden 
FRS eine geschlossene Herleitung gibt. 
Jede reguläre Herleitung aus einer FR Y ist nun endlich, und daher 
entscheidet die Konstruktion einer beliebigen regulären Herleitung aus 
r über die Beweisbarkeit von Y in KA3. 
Auf diesem Weg kann man auch die Vollständigkeit der klassi-
schen A . L . bzgl. der in Dl .6-1 definierten totalen Bewertungen leicht 
beweisen: Ist Y nicht in KA3 beweisbar, so gibt es eine nichtgeschlos-
sene reguläre Herleitung aus Y. Sie enthält also einen offenen Faden 
r b . . . , T n (Tj = T). Es sei T+ die Menge aller Formeln aus Y\y . . . , T n . 
Wi r definieren eine Funktion V durch 
a) V(A) = f gdw. A e T + 
V(A) = wgdw. ~ A e T + 
Dann ist V eine Semi-Bewertung im Sinn von Dl .6 -5 . Denn T+ enthält 
für keinen Satz A zugleich A selbst und ~ A , und zu jeder nichtatoma-
ren Formel S in T+ treten in T+ N B F auf. Es gilt also: 
Ist V ( - A ) = w , so ist ~ - A e r + , also A E T + , also V(A) = f. 
I s t V ( - A ) = f, so ist - A e T + , a l s o ~ A e T + , also V(A) = w. 
Ist V ( A A B ) = w, so ist also ~ A , also 
V(A)=V(B) = w. 
Ist V ( A A B ) = f, so ist A A B E T + , also A oder B e T + , also V(A) = f 
oder V(B) = f. 
V läßt sich nach T l .6 -4 zu einer partiellen, und die nach Tl .6 -2 zu ei-
ner totalen Bewertung V erweitern, für die also gilt 
V(A)=t=uD V'(A)=V(A). V erfüllt also keine Formel aus T, wenn wir 
wieder setzen V ( ~ A) = V ( - - A) . 
3.3 Positive und intuitionistiscbe Aussagenlogik 
Verzichten wir in den höheren SQ-Kalkülen, die in 2.1 entwickelt wur-
den, auf das Zeichen ~ , so gehen wir von Basiskalkülen K der üblichen 
Art aus, die Atomsätze kategorisch oder hypothetisch als wahr aus-
zeichnen. Eine Auszeichnung von Sätzen als falsch findet dann nicht 
statt, und das Entsprechende gilt für die höheren R-Formeln, die sich 
in den so beschränkten Kalkülen G K beweisen lassen. Die Betrachtun-
gen aus 2.1 zur Äquivalenz solcher Kalküle mit ihren Teilsystemen, in 
denen nur SQ bewiesen werden können, bleiben dann gültig, und wir 
erhalten so einen SQ-Kalkül P A l der positiven A . L . , die von D . H i l -
bert und P. Bernays im Bd. I von (1934) angegeben wurde, wenn wir in 
D A l ' (vgl. 2.2) in den Axiomen wie in den Regeln keine Formeln der 
Gestalt ~ A zulassen. Damit entfallen alle Axiome und Regeln, in de-
nen ~ vorkommt. Statt dessen nehmen wir die Disjunktionsregeln 
hinzu: 
HD1: A - A h- A ^ A V B 
A ^ B h- A ^ A V B 
VD1: A , A-+ C; A , B - ^ C h A , A V B - + C . 
Das ist nun notwendig, da sich A V B nicht mehr durch A und D defi-
nieren läßt, wenn wir nicht über eine Negation verfügen. 
Entsprechend erhalten wir aus D A einen Satzkalkül P A der positi-
ven A . L . , wenn wir uns auf die positiven Axiome von D A beschränken, 
auf die Axiome also, in denen kein Negationszeichen vorkommt (also 
auf A I , A2, A8, A9a, A9b, vgl. 2.3) und folgende positiven Axiome für 
die Disjunktion hinzunehmen: 
Al3a: A D A V B 
Al3b: B D A V B 
A14: ( A D C ) D ( ( B D C ) D ( A V B D C ) ) . 
Es gilt dann 
T3.3-1: In PA ist die Ableitungsbeziehung A I- A genau dann beweis-
bar, wenn die SQ A— A in PAl beweisbar ist. 
Der Beweis dieses Satzes verläuft ebenso wie der von T2.3-5. 
Die Sprache, die PA wie PAl zugrunde liegt, kann weiterhin das 
Symbol - i enthalten. Dieser Operator wird aber durch die Axiome und 
Regeln nicht charakterisiert, so daß Sätze - «A praktisch wie eigene SK 
behandelt werden. 
Wir führen nun ein Symbol F für das (logisch) Falsche ein - es läßt 
sich wegen des Fehlens der Negation in der positiven A . L . nicht defi-
nieren und nehmen folgendes Axiomenschema zu PAl hinzu: 
WS° : F - A . 
Setzen wir A— : = A— F, so können wir WS° auch durch H V ersetzen. 
In diesem erweiterten Rahmen definieren wir nun die Negation durch 
D3.3-1: A : = A D F . 1 
Dann erhalten wir die Regeln 
HN: A , A - h- A - - A 
VN: A - A h- A , - A -
auf folgendem Weg: 
Sieht man umgekehrt die Negation als Grundsymbol an, so kann man F 
durch A A - I A definieren, und mit V N erhalten wir dann das Axiom 
WS° so: 
A , - A - A 
A A - A - A 
F - A 
Die Einführung des Symbols F dient also nur zur Rechtfertigung der 
Negationsregeln, und wir können darauf im Kalkül IAl der intuitioni-
1 Die um die Definition - A : = A D F erweiterte positive Logik, in der aber W S ° bzw. 
- A D ( A D B ) nicht gilt, in der also die Konstante F nicht charakterisiert wird, bezeich-
net man abweichend von unserer Verwendung des Wortes oft als „Minimallogik". Sie 
wurde von I.Johansson in (1937) entwickelt und so genannt. 
A , A -
A , A - F 
A - A D F 
A - - A 
A— A ; A , - . A— 
A , - A -
A->A; F -
A , A D F -
stiscben A . L . verzichten, der aus PAl durch Hinzunahme der Regeln 
H N und V N entsteht.1 
Ein Satzkalkül IA ergibt sich aus PA durch Hinzunahme der bei-
den Axiome 
A3: - i A D ( A D B ) 
AI5: ( A D B ) D ( ( A D - . B ) D - A ) . 
Es gilt nun 
T3.3-2: Die Ableitungsbeziehung A h Q, ist in IA genau dann beweis-
bar, wenn die SQ A->- Q in IAl beweisbar ist. 
Dabei bedeute A h- soviel wie A 1- B A - . B für einen Satz B. 
Beweis: Im Blick auf T3.3-1 ist nur mehr zu zeigen (vgl. den Be-
weis von T2.3-5): (1) A3 und AI5 sind in IAl beweisbar. 
A3 : A-+A 
A , - A - + 
A , - A - + B 
- A - A D B 
- - A D ( A D B ) 
A15: A-+ A ; A , ^ B ^ - ^ B B-+B 
A ^ A ; A , B-^B A , A D - -B-» - - B ; B , ^ B - ^ 
A , A D B - f B ; A , A D ->B, B-<-
A , A D B , A D - B - + 
A D B , A D - .B— - .A 
- + ( A D B ) D ( ( A D - B ) D -.A) 
(2) Ist A , A I- B A - -B in IA beweisbar, so auch A h -.A: 
Aus A , A I- B A - B folgt mit A9 A , A I- B und A , A I- - B, mit T2 
also A I- A D B und A h A D - B , mit A15 also A I .A. 
Ist A h- A in IA beweisbar, so auch A , - - A h- B A - . B : 
Aus A I- A folgt wegen A, - A H B (A3) A , - . A H B und A , - .A h 
- . B , also nach A8 A , - . A h B A - . B . 
3.4 Direkte, klassische und intuitionistische Aussagenlogik 
Wir wollen nun klassische und intuitionistische Logik vergleichen. 
Dazu gehen wir von dem Kalkül D A l der direkten A . L . aus, der sich 
auf SQ mit Formeln ~ A und höchstens einer H F bezieht. Ein System 
der klassischen Logik ergibt sich daraus, wenn wir die in 3.1 angegebe-
1 Zur Vollständigkeit des Operatorensystems {-., A , V , D] im Rahmen der intuitionisti-
schen Logik vgl. Kutschera (1968). 
nen Regeln K i und K 2 in der Beschränkung auf solche SQ nun so for-
mulieren: 
Kt: A , h- A - ~ A , 
K2: A , ~ A - ^ h- A - A . 
Wir haben schon in 3.1 darauf hingewiesen, daß durch K j und K 2 ein 
Zusammenhang zwischen der Wahrheits- und der Falschheitszuord-
nung hergestellt wird: A - * h- ~ A besagt, daß aus der Inkonsistenz 
der Auszeichnung von A als wahr folgt, daß A als falsch ausgezeichnet 
ist; K i ist die Verallgemeinerung davon. Und ~ A - * h A besagt ana-
log, daß aus der Inkonsistenz der Auszeichnung von A als falsch folgt, 
daß A als wahr ausgezeichnet ist, und K 2 ist die Verallgemeinerung da-
von. Betrachten wir wie in 2.1 Kalküle mit einem formalen Beweis -
und einem formalen Widerlegungsbegriff, der mit dem Symbol ~ aus-
gedrückt wird, also mit Axiomen A und Antiaxiomen ~ B und Regeln 
A i , . . . , A m , ~ B j , . . ~ B n h- (~)C, so besagt K j , daß man Widerleg-
barkeit auf Beweisbarkeit zurückführen kann, und K 2 beinhaltet umge-
kehrt, daß man Beweisbarkeit auf Widerlegbarkeit zurückführen kann. 
Es genügt dann also, von einem dieser beiden Begriffe auszugehen. Im 
Rahmen der höheren SQ-Kalkü le G (vgl. 2.1) läßt sich das durch die 
strikten Äquivalenzen A«r* (~A-* ) und ~ A « 7 * ( A - * ) darstellen, die be-
wirken, daß man entweder auf R-Formeln der Gestalt — A verzichten 
kann oder aber auf R-Formeln, in denen nicht jeder Satz A hinter dem 
Zeichen ~ steht. 
K i ist nun auch äquivalent mit der Regel 
K\: A , A - ~ B ; A, ~ A - ~B h- A-> ~ B , 
und K 2 mit der Regel 
Kx2: A , A - B ; A, ~ A - B h- A - B , 
denn wir erhalten 
A , A - * - B; B, ~ B— 
A , A , B -
A , B-+ ~ A ; A , ~A-+ ~ B 
K i 
K i 
Und 
A , B ^ ~ B ; B, ~ B -
A , B-* 
A - ~ B 
A , A -
A , A - ~ A ; A , ~A-> ~ A 
K | ist also mit äquivalent. Ganz analog beweist man die Äquivalenz 
von K 2 und K 2 . K j und K 2 sind Anwendungen des Prinzips tertium non 
natur. Nach K j ist die Ableitbarkeit von aus A wie ~ A ein hinrei-
chender Grund für die Auszeichnung von B als falsch, nach K 2 ist die 
Ableitbarkeit von B aus A wie ~ A ein hinreichender Grund für die 
Auszeichnung von B als wahr. 
Im Rahmen der direkten Logik ist nun kein intuitiver Grund er-
sichtlich, K 4 vor K 2 oder K j vor K 2 auszuzeichnen. Der Beweisbegriff 
(bzw. die Wahrheitszuordnung) ist in keiner Weise vor dem Widerle-
gungsbegriff (der Falschheitszuordnung) ausgezeichnet. Daher spricht 
nichts dafür, K j bzw. K j anzunehmen und K 2 oder K 2 zu verwerfen, 
oder den umgekehrten Weg einzuschlagen. Akzeptiert man K j , so ak-
zeptiert man inhaltlich gesehen das Prinzip der Wahrheitsdefinitheit, 
und dann gilt auch K 2 , und umgekehrt. K i ohne K 2 führt aber nun zur 
intuitionistischen Logik, K 2 ohne K j führt zu einer Logik, die man als 
„antiintuitionistisch" bezeichnen kann, und K j und K 2 zusammen füh-
ren zur klassischen Logik. Von unserem Ansatz aus erscheint also die 
klassische Logik, in der die Symmetrie zwischen Wahrheits- und 
Falschheitszuordnungen erhalten bleibt, intuitiv als am besten begrün-
det. Wi l l man die Wahrheitsdefinitheit voraussetzen, so wird man sie 
sowohl im Sinn von K j wie K 2 verwenden. 
In welchem Sinn führt nun K\ von der direkten zur intuitionistischen 
Logik? Diese ist ja keine Verstärkung der direkten Logik, denn Gesetze 
wie - . A D A oder A V B = - . ( - 1 A A -• B), die Theoreme der direkten 
A . L . sind, gelten in der intuitionistischen A . L . nicht. Die intuitionisti-
sche Logik beruht vielmehr auf dem Gedanken, daß Widerlegbarkeit 
(bzw. Falschheit) auf Beweisbarkeit (bzw. Wahrheit) durch das Prinzip 
— — A gdw. A-> zurückgeführt wird. Verallgemeinert ergibt das unser 
Prinzip K j , dessen Umkehrung aus WS folgt. Nach diesem Gedanken 
sind beim Übergang von der direkten zur intuitionistischen Logik zu-
nächst die Formeln der Gestalt - A zu eliminieren, so daß man den 
Kalkül P A l der positiven A . L . erhält, und darin ist dann die Negation 
wie in 3.5 durch -»A: = A D F einzuführen. Ersetzt man ~ A durch 
AZ)F , SO ist K i beweisbar, denn aus A , A-+ folgt A , A-> F, also 
A - * A D F , und umgekehrt ergibt sich, wenn man ~ durch das im Rah-
men der direkten Logik äquivalente -1 ersetzt, aus WS A , -• A - * , also 
A , - . A - * F , also - A - + A D F , und auch A D F - * - A , also - A = A D F . 
Denn aus A - * A und F-+ - A erhalten wir A , A D F - > - . A , da aus K j 
folgt A , A - * - A h - A (aus A , A - * - A folgt mit A , - - A - * und 
T R A , A-> , mit K] also A-> - A) also A D F - * - A . Nun gilt aber in der 
intuitionistischen wie in der klassischen A . L . das Ersetzungstheorem 
A = B-*C[A] = C[B], so daß man nach K\ - . A überall durch A D F er-
setzen, die Definition A D F also rechtfertigen kann. 
Beim Übergang von der direkten zur antiintuitionistischen Logik 
hätte man entsprechend Beweisbarkeit auf Widerlegbarkeit zurückzu-
führen, also in DAO A durch ~ A - * zu ersetzen, und die 1-Regeln zu 
streichen. Da wir dann aber wegen des Fehlens der II-Regel R-Formeln 
nicht in Implikationsformeln übersetzen können, ergibt sich auf diese 
Weise kein äquivalenter einfacher SQ-Kalkü l . 
Zur klassischen Logik gelangt man von D A l durch Hinzunahme 
der Regeln K\ und K 2 . Das entspricht der Hinzunahme der Axiome 
AI5 und AI2 (vgl. 3.1) zu D A . Die Axiome dieses Systems sind aber 
dann nicht mehr unabhängig , wie wir in 3.1 gesehen haben. Da D A mit 
AI2 den vollständigen klassischen Kalkül K A ergibt, ist insbesondere 
auch AI5 überflüssig, wenn man AI2 zu D A hinzunimmt. 
Man kann auch von D A l mit K j zunächst zur intuitionistischen 
Logik übergehen und dann das Prinzip K 2 , nun in der Gestalt A , -> A - * 
h- A-+A hinzunehmen. Das entspricht der Hinzunahme von A12 zu 
IA. 
Das Fazit unserer Über legung ist also: Geht man von Kalkülen wie 
den höheren SQ-Kalkü len in 2.1 aus, in denen Wahrheits- und Falsch-
heitszuordnungen nicht aufeinander reduzierbar sind, so ergibt sich die 
direkte A . L . Als Erweiterung erscheint nur die klassische A . L . als sinn-
voll, wenn man das Prinzip der Wahrheitsdefinitheit voraussetzen will . 
Die intuitionistische Logik beruht hingegen auf einer Beschränkung 
auf Wahrheitszuordnungen und einer Zurückführung der Falschheits-
zuordnung auf sie durch das Prinzip K j . Diese Beschränkung ist zwar 
im Effekt fruchtbarer als die Beschränkung auf Falschheitszuordnun-
gen und die Zurückführung der Wahrheitszuordnungen auf sie nach 
K 2 , aber im Prinzip ist sie nicht besser begründet als diese. Daher wer-
den wir im folgenden nicht weiter auf die intuitionistische Logik einge-
hen, sondern uns auf minimale, direkte und klassische Logik beschrän-
ken. 
3.5 Logik der Inkonsistenz 
In den letzten Jahren sind eine Reihe von Logiken entwickelt worden, 
in denen das Prinzip vom ausgeschlossenen Widerspruch nicht gilt. Ein 
gutes Beispiel für eine solche Logik und ihre Hintergründe ist das Buch 
von N . Rescher und R. Brandom (1980). Anlaß zur Entwicklung sol-
cher Logiken ist der Gedanke, die Real i tät selbst könnte inkonsistent 
sein, es könne Sachverhalte geben, die zugleich bestehen und nicht be-
stehen. Solche Inkonsistenzen sollen nun in konsistenter Weise be-
schrieben werden, und es soll eine Logik formuliert werden, in der aus 
einem Satz A A A nicht jeder beliebige Satz folgt, so daß Inkonsisten-
zen lokal begrenzt bleiben. 
Nun kann man sich unter einer inkonsistenten Welt kaum etwas 
vorstellen. Die Beispiele für Sachverhalte, die zugleich bestehen und 
nicht bestehen sollen, sind wenig überzeugend und bewegen sich etwa 
auf dem Niveau sophistischer Argumentationen, wie jener, daß Hans 
zugleich groß und klein (also nicht groß) ist, weil er groß ist verglichen 
mit Fritz und klein verglichen mit Max. Im normalen Sinn des Wortes 
„nicht" schließt der Satz „Der Sachverhalt p besteht nicht" aus, daß der 
Sachverhalt p besteht. Deutet man aber das Wort „nicht" in anderer 
Weise so, daß aus einem Satz - . A nicht die Falschheit von A folgt, und 
behauptet dann: „Ein Sachverhalt besteht und er besteht nicht", so 
nimmt man damit nicht mehr eine Inkonsistenz im normalen Sinn an. 
Plausibler sind Inkonsistenzen auf der sprachlichen Ebene: Die 
Wahrheitsbedingungen, die in der Semantik für eine Sprache S angege-
ben werden, können so geartet sein, daß sie einen Satz zugleich als 
wahr und als falsch auszeichnen. Das gilt z .B . im Fall der Antinomie 
von Russell für die Wahrheitsbedingungen, die der naiven Mengen-
lehre zugrundeliegen. 
Wi l l man solche semantischen Inkonsistenzen zulassen, so wird 
man den Begriff der partiellen Bewertung nach Dl .6 -3 wie folgt erwei-
tern: 
D3.5-1: Eine I-Bewertung von A ist eine Relation V zwischen Sätzen 
von A und den Wahrheitswerten w und f, für die gilt: 
a) V ( ^ A , w ) g d w . V(A,f ) 
V ( - . A , f) gdw. V(A,w) 
b) V(A A B, w) gdw. V(A, w) und V(B, w) 
V(A A B, f) gdw. V(A, f) oder V(B, f). 
Eine partielle Bewertung ist dann eine I-Bewertung, für die V nachein-
deutig ist. Ein totale I-Bewertung ist eine I-Bewertung, für die für alle 
Sätze A von A gilt V(A, w) oder V(A, f) (im Sinn des nichtausschließen-
den „oder") . 
Wenn wir nun in MA2 das Axiomenschema WS weglassen, erhal-
ten wir eine Logik, die adäquat ist bzw. I-Bewertungen. Das beweist 
man analog wie die Adäquatheit von MA2 in 1.7. MA2 ohne WS und 
mit T N D ist adäquat bzgl. totaler I-Bewertungen. 
Entsprechend erhält man aus DA2 bei Verzicht auf WS einen Ka l -
kül, der adäquat ist bzgl. direkter I-Bewertungen, die wie folgt defi-
niert sind: 
D3.5-2: Eine direkte I-Bewertung von A ist ein Tripel 3R = (I, S, V), für 
das gilt: 
1. I ist eine nichtleere Indexmenge. 
2. Für alle i E I ist S; eine Teilmenge von I, so daß gilt: 
a) i E S j u n d 
b) j e S i A k e S j D k e S j . 
3. Für alle i G I ist V ; eine Relation zwischen Sätzen von A und 
den Wahrheitswerten w und f, für die gilt: 
a) j E Si A Vj(A, w) D Vj(A, w) und j € S; A V;(A, f) D Vj(A, f) 
für alle Atomsätze A und alle j G I . 
b) V i ( ^ A , w ) gdw .VKA, f ) 
V ; ( - A , f ) g d w . Vi(A, w) 
c) Vi(A A B, w) gdw. V;(A, w) und Vi(B, w) 
Vi(A A B, f) gdw. Vi(A, f) oder V;(B, f) 
d) V i ( A D B , w ) g d w . A j ( j e S i A V j ( A , w ) D V j ( B , w ) ) 
V ; ( A D B , f) gdw. Vj(A, w) und V;(B, f). 
D A 2 ohne WS und mit T N D ist dann adäquat bzgl. totaler direkter I-
Bewertungen, für die für alle Sätze A von A gilt V(A, w) oder V(A, f). 
Der Nutzen solcher Logiken ist aber fragwürdig. Denn nimmt 
man keine Inkonsistenzen in der Real i tät an, so ist die Zuordnung von 
zwei Wahrheitswerten zu einem Satz durch die semantischen Regeln 
immer eine Panne, die zu reparieren ist. Nur eine semantisch konsi-
stente Sprache eignet sich für die Beschreibung einer konsistenten Welt. 
Eine Logik der Inkonsistenz hat nur dann einen Wert, wenn man in-
konsistente Welten in Betracht zieht. Dafür spricht aber, wie gesagt, 
wenig. Auch im Fall der Antinomie von Russell wird man nicht sagen, 
es gäbe tatsächlich Klassen, die sich selbst enthalten und zugleich nicht 
enthalten, sondern man wird sagen, die Regeln unserer Sprache über 
Klassen - oder: die Begriffe, mit denen wir sie bestimmen - seien in-
konsistent. Für eine konzeptualistische Auffassung der Klassen, wie sie 
in der Einleitung angedeutet wurde, ist eine strenge Unterscheidung 
zwischen den Tatsachen, wie sie an sich sind, und wie sie sich in unse-
ren sprachlichen Beschreibungen darstellen, freilich in diesem Fall pro-
blematisch, aber dieser Hinweis bringt für das vorliegende Problem we-
nig: Das Prinzip vom Ausgeschlossenen Widerspruch ist auch ein 
Postulat für Gegenstandskonstitutionen. Die Maxime ist also: Treten 
Inkonsistenzen auf, so suche sie durch begriffliche Analysen zu beseiti-
gen und entschuldige dich nicht mit der These, die Welt sei inkonsi-
stent. 
Jede konsistente Theorie einer Welt muß diese in konsistenter 
Weise beschreiben. In welchem Sinn soll aber eine konsistent beschreib-
bare Welt inkonsistent sein? Sie kann nur in irgendeinem anderen Sinn 
„widersprüchl ich" sein, z .B . in dem Sinn, daß man einen Satz A A - i A 
als „Widerspruch" bezeichnet, obwohl man den Operator - i so umin-
terpretiert hat, daß A und - «A verträglich sind. Konsistenz ist eine un-
verzichtbare Forderung an unser Denken. Ist aber die Weise, wie wir 
die Welt denken, konsistent, so kann diese - so wie sie sich für unser 
Denken darstellt - nicht inkonsistent sein. 
Rescher und Brandom meinen, es könnte Fälle geben, in denen wir 
eine starke (oder einfache) inkonsistente Theorie T i einer schwachen 
(oder komplizierten) konsistenten Theorie T 2 vorziehen. Das glaube 
ich nicht: Der Preis der Inkonsistenz ist einfach zu hoch. Ist die Menge 
M jener Theoreme von T\ entscheidbar, für die auch ihre Negation aus 
T i folgt, so kann man Tj durch die konsistente Theorie T{ ersetzen, in 
der ein Satz genau dann beweisbar ist, wenn er aus T i folgt und nicht 
zu M gehört. Andernfalls ist T\ praktisch unbrauchbar, denn dann ist 
man für keinen Satz A , der sich in T i beweisen läßt, sicher, daß nicht 
auch - i A in T j beweisbar ist, daß also A eine echte Information liefert. 
Genau so wenig wie uns eine Wettervorhersage der Form „Morgen 
wird es regnen und morgen wird es nicht regnen" etwas nützt, können 
wir mit irgendeiner anderen Aussage der Form A A -«A etwas anfan-
gen. Selbst wenn also das Prinzip ex contradictione quodlibet nicht gilt, 
ist eine Theorie in der man nie sicher ist, ob sie nicht mit einem Satz A 
zugleich auch - - A behauptet, ebenso nutzlos wie ein Informant, der 
sich selbst widerspricht. Widersprüche auszuschließen ist ein sehr viel 
elementareres Postulat als keine Wahrheitswertlücken zuzulassen. 
Wir haben für den Fall der A . L . nun die Art und Weise, wie eine 
Logik mit Wahrheitswert lücken aufzubauen ist, schon in den Grundzü-
gen charakterisiert. Es läge also nahe, nach den langen formalen Aus-
führungen dazu jetzt zu den Problemen zurückzukehren, von denen 
unser ganzes Unternehmen ausging, und zu zeigen, wie sich die Anti-
nomien in diesem Rahmen darstellen und ob sich hier eine befriedi-
gende Lösung für sie ergibt. Auch die einfachsten (semantischen) Anti-
nomien lassen sich aber erst in einer prädikatenlogischen Sprache 
formulieren, so daß wir diesen Test noch etwas verschieben müssen. 
Teil II: Prädikatenlogik 
4 Minimale Prädikatenlogik 
4.1 Die Sprache der Prädikatenlogik 
Die Sprache der Prädikatenlog ik (kurz P. L.) nennen wir P. Ihr Alpha-
bet enthält die logischen Symbole —», A und A (im Fall der direkten 
P. L . ist auch D ein logisches Grundzeichen), als Hilfszeichen das 
Komma und runde Klammerzeichen, sowie unendlich viele Gegen-
standskonstanten (GK) und Gegenstandsvariablen (GV), und für jede 
Zahl n > l unendlich viele n-stellige Prädikatkonstanten (PK). 
Die G K , G V und P K brauchen wir nicht anzugeben, da wir im fol-
genden nur mit Satzschemata arbeiten. Als (metasprachliche) Mittei-
lungszeichen für G K wählen wir die Buchstaben a, b, c,. . ., als solche 
für G V x, y, z,. . . und für P K die Buchstaben F, G , H , . . . 
D4.1-1: Sätze von P 
a) Ist F eine n-stellige P K und sind aj,. . . ,a n G K von P, so ist 
F(aj,. . .,an) ein (Atom-)Satz von P. 
b) Ist A ein Satz von P, so auch - i A . 
c) Sind A , B Sätze von P, so auch ( A A B ) . 
d) Ist A[a] ein Satz, a eine G K und x eine G V von P, die in 
A[a] nicht vorkommt, so ist AxA[x] ein Satz von P. 
In der direkten P. L . kommt die Regel hinzu: 
e) Sind A und B Sätze von P, so auch ( A D B ) . 
Als Mitteilungszeichen für Sätze verwenden wir wieder die Buchstaben 
A , B, C, . . . Die Schreibweise A[ai , . . .,an] versteht sich so, daß A ein 
Ausdruck ist, in dem die G K aj,. . . ,a n an gewissen ausgezeichneten 
Stellen vorkommen, die jeweils anzugeben sind, aber nicht notwendig 
nur an diesen Stellen. A[x i , . . .,xn] soll dann derjenige Ausdruck sein, 
der aus A = A[aj , . . .,an] dadurch entsteht, daß man die G K a; 
(1 < i<n) an allen ausgezeichneten Stellen, an denen sie in diesem Aus-
druck vorkommt, durch die G V X[ ersetzt. Ist also z. B. A[a] der Satz 
F(a, a, b), wobei beide Vorkommnisse von a ausgezeichnet sind, so ist 
A[x] der Ausdruck F(x, x, b). Ist A[a] derselbe Satz, bei dem aber nur 
das erste Vorkommnis von a ausgezeichnet ist, so ist A[x] der Ausdruck 
F(x, a, b). 
Es gelten die gleichen Klammerregeln wie in A ebenso wie die De-
finitionen nach D l . 1-2 (wobei (b) im Fall der direkten P. L . wieder ent-
fäl l t ) . Zusätzl ich definieren wir den Existenzoperator durch: 
D4.1-3: VxA[x]:= - , A x - . A [ x ] . 
Der Grad eines Satzes wird wie in D l . 1-4 definiert und der Definition 
der Teilsätze nach D l . 1-3 fügen wir die Bedingung hinzu: 
e) Die Teilsätze jedes Satzes der Gestalt A[a] sind Teilsätze von 
AxA[x]. 
Im Fall der direkten P. L . gilt zusätzlich wieder die Bedingung: 
d) Die Teilsätze von A wie jene von B sind Teilsätze von (AD B). 
4.2 Wahrheitsbedingungen für Allsätze 
Ein Allsatz AxF(x) besagt inhaltlich, daß das Prädikat F auf alle Ob-
jekte des Grundbereichs zutrifft, des universe of discoursey der Menge 
aller Objekte, über die man in der Sprache reden kann. Er ist also wahr 
genau dann, wenn F auf alle Objekte des Grundbereichs zutrifft, und 
er ist falsch genau dann, wenn F auf mindestens ein Objekt des Grund-
bereichs nicht zutrifft. Gibt es nun für jedes Objekt dieses Grundbe-
reichs einen Namen, d.h. eine G K , die es bezeichnet, so ist der Satz 
AxF(x) genau dann wahr, wenn die Sätze F(a) für alle G K wahr sind, 
und er ist genau dann falsch, wenn es eine G K a gibt, für die F(a) falsch 
ist (*). Es kann jedoch vorkommen, daß nicht alle Objekte des Grund-
bereiches Namen haben, ja daß es unmöglich ist, allen Objekten des 
Grundbereichs Namen zu geben. Das ist dann der Fall, wenn der 
Grundbereich nicht abzählbar ist, wenn er also z .B . die Menge der 
reellen Zahlen ist, denn dann gibt es weniger G K in P als Objekte des 
Grundbereichs. Auf dieses Problem werden wir im Abschnitt 4.5 zu-
rückkommen. Wir werden dort sehen, daß man bei passender Deutung 
der G K die Wahrheitsbedingung (*) generell akzeptieren kann. Dann 
kann man aber sagen, daß auch der Wahrheitswert von Allsätzen 
AxA[x] nur von den Wahrheitswerten ihrer Teilsätze A[a] abhängt. Das 
ist die Vorbedingung dafür, daß wir auch in der P. L . am Grundgedan-
ken unserer Semantik festhalten können, bei der nur Wahrheitsbedin-
gungen für Sätze angegeben werden, nicht aber ein Grundbereich, eine 
Deutung von G K oder von P K . 
Die hinreichende Bedingung für die Wahrheit eines Allsatzes stellt 
sich nun aber nach (*) als Regel mit unendlich vielen Prämissen dar. Als 
Wahrheitsregel würde sie lauten Afa J , A[a 2], . . . h- AxA[x], wo a b 
a 2 v . . eine Abzahlung aller G K von P sei. Entsprechend erhielten wir 
folgende Regel eines SQ-Kalküls 
a) A - A f a J , T; A-+A[a 2] , T; . . . h A - A x A [ x ] , T. 
Ebenso würde die notwendige Bedingung für die Falschheit von 
AxA[x] im letzten Fall lauten: 
b) A , - A t a ^ T ; A , ~ A [ a 2 ] - r ; . . . h A , ~AxA[x ]^ r . 
Solche Regeln mit unendlich vielen Prämissen heben jedoch den forma-
len Charakter der betrachteten Kalküle auf, da man Beweise für unend-
lich viele Prämissen nicht hinschreiben, sondern nur mit metatheoreti-
schen Mitteln zeigen kann, daß unendlich viele SQ einer bestimmten 
Art im Kalkül beweisbar sind. 
Wir werden nun zwar im 7. Kapitel solche Regeln betrachten, im 
Rahmen der Sprache P, wie wir sie hier angegeben haben, benötigen 
wir sie jedoch nicht. Denn wir werden sehen, daß in dem anzugeben-
den Kalkül MPl gilt: 
Ist in MPl eine SQ A-*A[b ] , T bzw. A , ~ A [ b ] - » r beweisbar, in 
der die G K b nicht in den Formeln aus A , F und nicht in AxA[x] vor-
kommt, so ist in MPl auch für jede G K a die SQ A-*A[a] , F bzw. 
A , ~ A[a]-* T beweisbar. (Die Umkehrung ist trivial, da in A , F und 
AxA[x] immer nur endlich viele G K vorkommen.) 
Das ist eine einfache Folge davon, daß die Axiome und Regeln von 
MPl keine G K auszeichnen, so daß generell gilt: 
T4.2-la: Ist in MPl eine SQ Sj[a],. . .,Sn i[a]-+T 1[a],. . .,Tn[a] beweis-
bar, so auch die SQ Sj[b],. . .,Sm[b]-+Ti[b],. . .T n[b] für jede 
G K b ( n , m>0) . 
Dabei sollen sich die eckigen Klammern auf alle Vorkommnisse von a 
in den Sj und Tj (i£{l,. . Mm}, jejl , . . .,n}) beziehen, so daß also für b ^ a 
in der zweiten SQ a nicht mehr vorkommt. Die Bezeichnungen S{[a] 
bzw. Tj[a] sollen hier auch nicht implizieren, daß a in Sj bzw. T\ vor-
kommt. Ist das nicht der Fall, so ist Sj[a] = Sj[b], und ebenso für T j . 
Daher können wir in (a) bzw. (b) die unendlich vielen Prämissen 
durch eine einzige ersetzen. Wir erhalten so folgende Regeln für A l l -
sätze: 
HAI: A—A[b], F h A— AxA[x], F 
HAI: A - ~A[a], r I- A - * ~AxA[x] , F 
VA1: A , A [ a ] - T f -A , AxA[x]-* T 
VA2: A , ~A[b]~*r h- A , ~AxA[x]-*r , 
wobei die G K b in H A I und VA2 nicht in der Konklusion vorkommen 
darf. Diese Bedingung nennen wir Konstantenbedingung für H A I und 
V A 2 . 
MPl sei nun der um diese A-Regeln erweiterte Kalkül M A 2 . Hier 
ist VA1 wieder mit der Umkehrung A - * AxA[x], F h A-+A[a], F (für 
alle G K a) von H A I äquivalent, und VA2 mit der Umkehrung von 
H A 2 : Ist A - * ~ AxA[x], F beweisbar und A , ~ A[a]->- F für alle G K a, 
so auch A-+ T, d.h. nach unseren Über legungen gilt: A - * ~AxA[x] , T; 
A , ~A[b]-*r h- A - ^ r , wobei b eine G K sei, die in der 1. Prämisse 
nicht vorkommt. Die A-Regeln geben also notwendige und hinrei-
chende Bedingungen für die Wahrheit und für die Falschheit von A l l -
sätzen an, sie sind kontextfrei, der Wahrheitswert von AxA[x] hängt 
danach nur von jenen der Teilsätze A[a] ab, und man überzeugt sich 
leicht, daß die evtl. Widerspruchsfreiheit oder Vollständigkeit eines 
Kalküls durch die Hinzunahme dieser Regeln nicht gestört wird. Die 
Nichtkreativität dieser Regeln ergibt sich wieder aus dem im nächsten 
Abschnitt bewiesenen Eliminationstheorem für M P l . Damit sind die 
Bedingungen erfüllt, die wir in 1.3 für die Einführung von Operatoren 
gefordert haben. 
Ist nun K wieder eine (entscheidbare) Menge von Atomformeln 
und M P l K die Erweiterung von M P l mit den Spezialaxiomen S für 
alle SeK, so gilt der Satz T4.2- la für die Kalküle M P l K nicht mehr, 
denn mit F(a) ist eben nicht immer auch F(b) für alle anderen G K 
b ein Spezialaxiom nach K . 
Eine G K a soll in K ausgezeichnet heißen, wenn es eine S[a] in K 
gibt, die a enthält, so daß nicht für jede G K b auch S[b] in K ist. Wir 
können nun annehmen, daß es zu jedem K unendlich viele G K gibt, die 
in K nicht ausgezeichnet sind. Denn es gibt zu jeder Menge von Atom-
formeln K eine ebensolche Menge K , die sich von K nur durch Umbe-
nennung von G K unterscheidet, und für die unsere Behauptung gilt: Ist 
aj, a 2 , . . . eine Abzahlung aller G K von P, so ersetzen wir in den For-
meln von K die G K a; durch die G K a 2 . i und nehmen für jedes a^  mit 
ungeradem k die Formel S[ajJ genau dann zu der so entstehenden For-
melmenge hinzu, wenn S[a;] für alle geraden j darin enthalten ist (d.h. 
wenn K die Formeln S[a] für alle G K enthält) . 
Es gilt nun mit denselben Anmerkungen wie sie zu T4.2- la ge-
macht wurden: 
T4.2-lh: Ist in M P l K eine SQ S^a],. . ^SJaj-^T^a], . . .,Tn[a] für 
eine in K nicht ausgezeichnete G K beweisbar, so auch die SQ 
Si[b],.. . ,S m [b]-T![b] , . . .,Tn[b] für jede G K b (n, m > 0). 
Daher können wir auch in M P l K die angegebenen A-Regeln verwen-
den, wenn wir die Konstantenbedingung für b in H A I und VA2 so er-
gänzen, daß b auch nicht in K ausgezeichnet sein darf. 
Würden wir die A-Regeln für einen SQ-Kalkül formulieren, der 
sich nur auf SQ mit höchstens einer H F bezieht, so daß also V in H A I 
und H A 2 leer wäre und in VA1 und VA2 höchstens eine H F enthielte, 
so wäre der mit diesen Regeln erweiterte Kalkül M A I nicht mit M P l 
äquivalent. Denn in ihm wäre die in M P l beweisbare SQ 
Ax(A[x] V C)— AxA[x] V C unbeweisbar. 
In M P l erhalten wir: 
A[a] -A[a ] C - * C 
A [ a ] - A [ a ] , C C - A [ a ] , C 
A [ a ] V C ^ A [ a ] , C 
A x ( A [ x ] V C ) - A [ a ] , C 
Ax (A [x ]VC) - *AxA[x ] ,C 
Ax(A[x] V C)-* AxA[x] V C , wo a nicht in AxA[x] und C vor-
kommt. 
In dem aus M A I entstehenden Kalkül muß man hingegen die hintere 
Disjunktion einführen, bevor man die vordere einführen kann. Man er-
hält also nur A[a] V C-> A[a] V C, und daraus nur das triviale 
A x ( A [ x ] V C h A x ( A [ x ] V C ) . Da wir nun den Schluß 
Ax(A[x] V C)-* AxA[x] V C in der minimalen P. L . als gült ig ansehen 
wollen, gehen wir hier direkt von M A 2 aus, um nicht H A I durch die 
(nicht mehr kontextfreie) Regel 
A-> A[b] V C h A - * AxA[x] V C (Die G K b komme in der Konklusion 
nicht vor) 
ersetzen zu müssen. 
In M A I gilt zwar: Ist - * A V B beweisbar, so auch - * A oder -+B. 
Insofern gilt in dem p. 1. erweiterten Kalkül auch: Ist -*Ax(A[x] V C ) 
beweisbar, so auch -* AxA[x ]VC , aber es gilt nicht: Ist A ^ A V B be-
weisbar, so auch A - A oder A - B , und daher auch nicht: 
Ist A - * Ax(A[x] V C) beweisbar, so auch A - * AxA[x] V C. 
Entsprechend verhält es sich in der direkten Logik. Für die klassische 
Logik hingegen stellt sich dieses Problem nicht. 
43 Der Sequenzenkalkül MPl 
M P l sei also der SQ-Kalkü l , der sich aus dem Kalkül M A 2 - der nun 
natürl ich auf die Sprache P zu beziehen ist; alle SQ sind nun SQ über P 
- durch Hinzunahme der A-Regeln ergibt, die wir in 4.2 angegeben ha-
ben. Wir wollen zunächst den Beweis von T4.2- la und b nachtragen. 
Er vollzieht sich nach der Länge des vorausgesetzten Beweises 33 der 
SQ £[a ] = Si[a], . . . ,Sm[a]->Ti[a], . . . ,T n[a], den wir uns in Baum-
form geschrieben denken. Dann ist die Länge 1 von 33 die maximale A n -
zahl von SQ in einem Ast von 33. Ist 1= 1, so ist £[a ] Axiom. £[a ] ist 
dann aber für alle G K b auch Axiom, da a im Fall (b) in K nicht ausge-
zeichnet sein soll. Ist die Behauptung nun bereits für die Prämisse ü [ a ] 
bzw. die Prämissen £ i [ a ] und einer Regel von M P l bewiesen, so 
gilt sie auch für die Konklusion. Das ist trivial für alle Regeln von M P l 
außer H A I und V A 2 , denn hier kann die Ersetzung der G K a durch b 
bewirken, daß die Konstantenbedingung für diese Regeln verletzt ist. 
In diesem Fall können wir aber die bei der Anwendung einer solchen 
Regel eliminierte G K nach I. V . durch eine andere ersetzen. Nach I. V . 
ist ja im Fall H A I bereits gezeigt, daß mit A[a]-+ A[a, c],r[a], wo c eine 
G K ist, die in A[a], T[a] und AxA[a, x] nicht vorkommt (und die im 
Fall (b) in K nicht ausgezeichnet ist), die also von a verschieden ist, 
auch A[a]-+ A[a, d], T[a] beweisbar ist, wobei d eine von a verschiedene 
G K ist, die in A[b], T[b] und AxA[b, x] nicht vorkommt (und für den 
Fall (b) nicht in K ausgezeichnet ist; wir haben in 4.2 gezeigt, daß wir 
immer voraussetzen können, daß in K unendlich viele G K nicht ausge-
zeichnet sind), und nach I. V . gilt dann auch, daß A[b]-> A[b, d], T[b] 
beweisbar ist. Daraus folgt aber mit H A I A[b]^ AxA[b, x], T[b]. 
Ebenso argumentiert man für VA2 . 
In MPl gilt nun wieder das Eliminationstheorem 
T4.3-1: Jede in MPl beweisbare SQ ist in MPl ohne TR-Anwendun-
gen beweisbar. 
Zum Beweis dieses Theorems genügt es, jenem von T l . 4 -3 folgendes 
hinzuzufügen: 
Zu (2), unter den Fällen (y): Ist R die Regel H A I oder VA2 , so 
kann in S5' die Konstantenbedingung verletzt sein. Dann ist nach 
T4 .2 - l a zunächst die fragliche G K entsprechend umzubenennen. Nach 
dem oben angegebenen Beweis von T4 .2 - l a erhöht sich dabei der Rang 
der Schnitte nicht. 
Zu (3a): 
r|) S hat die Gestalt AxA[x] 
A - A [ b ] , r A ',A[a]-*r A-> A[a], T; A', A [ a ] - T ' 
A - A x A [ x ] , r A ' , A x A [ x h r A , A A W - r A [ a ] , F 
A , A u r , P ^ A , A U r, r w, V T , H V , H T 
Ist A - A [ b ] , T beweisbar, wo die G K b nicht in A, T, AxA[x] vor-
kommt, so nach T4.2- la auch A-> A[a], T. 
0) S hat die Gestalt ~ AxA[x] 
A - ~A[a], r A , ~ A [ b ] - r ' A - ~A[a],T; A , ~A[a ] - r ' 
A - ~ AxA[x], r A', ~ AxA[x ] - F A , AU A [ a r> I U A [ a ] , T' 
A , A U r, P ^ A , A U r, P 
W , V T , H V , H T 
Ist A', ~A[b] - F beweisbar, wo die G K b nicht in A, F , AxA[x] vor-
kommt, so nach T4.2- la auch A , ~ A[a]-> T . 
Zu (3b): 
r|) S hat die Gestalt AxA[x] 
A-+ A[b], T A ^ A [ b ] , T ; A[b], ~A[b ] - » 
A ^ AxA[x] , T; AxA[x] , - AxA[x]^ A , ~ A[b]-> T 
A, ~ A x A [ x ] - r ^ A, ~AxA[x]-r 
b kommt nicht in A, f\ AxA[x] vor. 
0) S hat die Gestalt ~ AxA[x] 
A-~A[a] , r 
A — A x A [ x ] , r ; AxA[x] ,~AxA[x] 
A, A x A [ x ] - r 
Wie in 1.4 folgt aus dem Eliminationstheorem wieder das Teilformel-
theorem: 
T4.3-2: Zu jeder in M P l beweisbaren SQ £ gibt es einen Beweis, des-
sen SQ nur Formeln enthalten, deren Satzkomponenten Teil-
sätze der Satzkomponenten der Formeln in £ sind. 
M P l ist im gleichen Sinn trivialerweise widerspruchsfrei wie M A I und 
M A 2 (vgl. 1.3). Aber auch die Sätze T l . 4 -5 , T l .4 -6 und T l .4 -7 lassen 
sich s inngemäß auf M P l übertragen. 
Der Kalkül M P l ist nun zwar nicht entscheidbar, aber es gibt ein 
mechanisches Beweisverfahren für M P l , d.h. es gilt: 
T4.3-3: Es gibt ein mechanisch anwendbares Verfahren, das zu jeder in 
M P l beweisbaren SQ £ in endlich vielen Schritten einen Be-
weis für Z liefert. 
Die Zahl der notwendigen Schritte läßt sich dabei nicht abschätzen, 
sonst läge ein Entscheidungsverfahren vor. Liefert das Verfahren nach 
endlich vielen Schritten also noch keinen Beweis für E, so bleibt offen, 
ob X beweisbar ist oder nicht. 
Ein solches Beweisverfahren ergibt sich aus dem in 1.5 geschilder-
ten Entscheidungsverfahren für M A 2 wie folgt: Wir gehen wieder von 
M P l zu einem Kalkül M P l ' über, der aus M P l durch Streichung von 
T R entsteht, durch Ersetzung von R F und WS durch R F und WS' und 
durch Ersetzung der logischen Regeln durch solche, bei denen die H P F 
in der Prämisse steht. In M P l ' sind dann wieder W , H V , V K und H K 
eliminierbar. Wir definieren Her le i tüngen und Fäden von Herleitungen 
im Sinn von D l . 5 - 1 , und Dl .5 -4 , wobei nun M P l ' an die Stelle von 
M A 2 ' tritt. In der Definition der regulären Herleitungen nach D l . 5 - 3 
wird die Bedingung (c) durch folgende Bedingungen ersetzt, wobei 
aj ,a2, . . . eine Abzahlung der G K von P sei (die man sinnvollerweise 
mit den G K beginnt, die in der Anfangs-SQ der Herleitung vorkom-
men): 
A^~A[a],r ;A[a] ,~A[a]-* 
A, A[a]- I\, A [ a ] 
A, A[a]- r H V , H T 
r, A x A f x i - r 
c) Die Umkehrungen der H A I - und VA2-Regeln von MPl' 
A - AxA[x] , T H A - A [ b ] , AxA[x], T 
A, ~ AxA[x]-*r h A r AxA[x], ~A[b] - T 
werden so angewendet, daß die dabei neu eingeführte G K b die er-
ste G K in der Abzahlung ist, die in der Prämisse nicht vorkommt. 
d) Die Umkehrungen der V A 1 - und HA2-Regeln von MPl' 
A, A x A [ x ] - r h- A, AxA[x], A[a] - T 
A - - AxA[x], T h- A - ~A[a], ~ AxA[x], T 
werden so angewendet, daß a die erste G K ist, für die die V F A[a] 
bzw. die H F ~ A[a] nicht in A bzw. F vorkommt. 
e) Sind nach (a), nicht aber nach (b), noch Regeln anwendbar, so wer-
den in den SQ die Unterstreichungen aller VF der Gestalt AxC[x] 
und aller H F der Gestalt ~ AxC[x] getilgt. 
f) Läßt sich auf eine SQ aus 0 n nach (a)-(e) noch eine Regel anwen-
den, so enthält $ ein Glied 0 n + j. 
Es gilt dann wieder: 
T4.3-4: Eine SQ ist in MPl beweisbar gdw. eine Herleitung aus £ ge-
schlossen ist. 
Das beweist man ebenso wie den Satz T l . 5 -1 . 
T4.3-5: Ist eine Herleitung aus £ geschlossen, so auch jede reguläre 
Herleitung aus E. 
Der Beweis ist hier wegen der Konstantenbedingungen für reguläre 
Herleitungen etwas komplizierter als jener für T l .5 -2 . Um Wiederho-
lungen zu vermeiden, führen wir ihn hier nicht. Das im Abschnitt 5.2 
geschilderte mechanische Beweisverfahren fällt für SQ, in denen das 
Implikationszeichen nicht vorkommt, mit dem hier entwickelten zu-
sammen. Daher enthält der Beweis für das Theorem T5.2-3 auch den 
Beweis für den Satz T4.3-5. 
Für den Vollständigkeitsbeweis in 4.5 benötigen wir folgende E i -
genschaften regulärer Herleitungen: 
T4.3-6: Ist $ eine nicht geschlossene reguläre Herleitung, so gilt für je-
den Faden f von 
a) Jede nichtatomare V F und jede nichtatomare H F einer SQ 
X von f tritt in einer SQ von f als H P F auf. 
b) Zu jeder V F der Gestalt AxA[x] und jeder H F der Gestalt 
~AxA[x ] einer SQ von f treten die Formeln A[a] bzw. 
~A[a] für alle G K a von P als V F bzw. H F von SQ von f 
auf. 
Beweis: Wir denken uns $ in Baumform geschrieben. Vor der 1. A n -
wendung der Regel (e) in $ und zwischen der i-ten und der (i+ l)-ten 
Anwendung von (e) in der Konstruktion von $ liegen in jedem Ast von 
$ nur endlich viele SS. Denn in jedem Faden wird durch die Anwen-
dung der anderen Regeln die Summe der Grade der nicht unterstriche-
nen F V kleiner. Daher gilt (a) für jeden solchen Abschnitt, und nach 
den Regeln (d), (e) und (f) gilt dann auch (b). Denn tritt ein Satz 
AxA[x] im n-ten Abschnitt (n > 1) zuerst als V F in f auf, so tritt die V F 
A[aiJ spätestens im (n + k)-ten Abschnitt f auf, und entsprechend für 
H F der Gestalt ~AxA[x] . 
4.4 Totale und partielle prädikatenlogiscbe Bewertungen 
Wir rekapitulieren zunächst einige wichtige Begriffsbildungen aus der 
mengentheoretischen Semantik der klassischen P. L . Ihr grundlegender 
Begriff ist der einer Interpretation: 
D4.4-1: Eine totale Interpretation von P ist ein Paar Tl = < U , V > , für 
das gilt: 
1) U ist eine nichtleere Menge von Objekten. 
2) V ist eine Funktion, welche die Menge der G K von P in U , 
die Menge der n-stelligen P K von P in die Potenzmenge 
von U n und die Menge aller Sätze von P so in die Menge 
{w, f} abbildet, daß gilt: 
a) V ( F ( a i , . . .,an)) = w gdw. V ( a i ) , . . .,V(a n)eV(F) 
b) V ( - A ) = w g d w . V(A) = f 
c) V ( A A B ) = wgdw. V(A) = V ( B ) - w 
d) V(AxA[x]) = w gdw. A V ' ( V = VDV'(A[a]) =w), wo a 
eine G K ist, die in AxA[x] nicht vorkommt. 
Dabei bedeutet V ' = V , daß V und V Interpretationen über demselben 
Objektbereich U sind, die allen P K und allen G K mit Ausnahme höch-
stens von a dieselben Werte zuordnen. U n ist die Menge aller n-tupel 
von Elementen aus U und die Potenzmenge einer Menge M ist die 
Menge aller Teilmengen von M . 
Erfüllungsbegriff, p.l . Wahrheit und p.l . Gült igkeit werden nach 
dem Schema in Dl . 6 -4 definiert. Es gelten die beiden wichtigen Sätze: 
T4.4-1: (Koinzidenztheorem) Gilt V'=§=V und kommt die G K a nicht in 
A v o r , so g i l tV ' (A)=V(A) . 
T4.4-2: (Überführungstheorem) Gilt V ' = V und V'(a)=V(b), so gilt 
V'(A[a]) = V(A[b]) für alle Sätze A[a], bei denen a nicht in A[b] 
vorkommt. 
Für einen Beweis dieser Theoreme vgl. z. B. Kutschera und 
(1979), § 9 . 4 . 
Wir wollen nun von Interpretationen zu Bewertungen übergehen. 
Der Weg dazu führt über normale totale Interpretationen. 
D4A-2: Eine totale Interpretation < U , V > heißt normal, wenn für 
alle Allsätze AxA[x] gilt: ist V(AxA[x])= f, so gibt es eine G K 
amit V(A[a])=f. 
D4.4-3: Zwei totale Interpretationen < U , V > , < U ' , V > heißen 
äquivalent bzgl. der Satzmenge (SM) £ gdw. V' (A)=V(A) für 
alle Sätze A aus Ä gilt. 
T4.4-3: Zu jeder totalen Interpretation < U , V > und jeder S M &, in 
deren Sätzen unendlich viele G K nicht vorkommen, gibt es 
eine bzgl. Ä äquivalente normale Interpretation < U , V > . 
Beweis:Es sei T die unendliche Menge jener G K , die in den Sätzen von 
& nicht vorkommen. T 0 sei die Menge der G K , die in diesen Sätzen 
vorkommen. r u r o ist also die Menge aller G K von P. Wir zerlegen 
nun r in eine abzählbar unendliche Folge r j , r 2 , . . . abzählbar unend-
licher Mengen von G K . a^, a;2, . . . sei eine Abzahlung der G K aus Tj 
( i= 1, 2, . . .). Die Menge der Sätze von P zerlegen wir ebenfalls in eine 
abzählbar unendliche Folge 3t0, Ä l 5 £ 2 , . . . von S M , so daß Ä 0 genau 
die Sätze enthält, in denen keine G K vorkommen oder nur G K aus T 0 
und &j (i=l,..) genau jene Sätze, in denen nur G K aus U T n vor-
n=0 
kommen, aber mindestens eine G K aus rv Es sei AxAj k[x] (k=l ,2 , . . ; 
j = 0,1,2,..) eine Abzahlung der Allsätze aus Äj. Wir definieren nun V 
so, daß V mit V übereinstimmt bis auf höchstens die G K aus T. Für die 
a;k definieren wir V fortschreitend von i = 1 zu immer größeren i wie 
folgt: Ist V(AxAj_ik[x])==f, so gibt es ein V + und eine G K b, die in 
AxA;_ l k [x ] nicht vorkommt, so daß gilt: V + = V und V+(A;_ l k[b]) ==f; 
es sei dann V'(aik)=V+(b). Ist V'(AxAj_i k[x])=w, so wird 
V'(aik) beliebig bestimmt (z.B. durch V'(aik)=V(c) für eine feste G K 
c aus T 0 ) . V ist im i-ten Schritt * bereits für alle Sätze aus 
definiert und a;k ist eine G K , die in AxA;_ l k [x] nicht vorkommt. 
V ist nun normal, denn nach dem Überführungstheorem gilt we-
gen V(a i k )=V+(b ) V , (A i _ l k [a i k ] )=V+(A i _ l k [b ] ) = f für alle Sätze 
AxA{_ l k[x] mit V'(AxAi_i k[x]) = f. V ist auch ^-äquivalent mit V , da 
nach dem Koinzidenztheorem gilt V (A) = V(A) für alle Sätze A aus 
T4.4-3 erlaubt es nun, der Semantik der klassischen P. L . anstelle 
von Interpretationen Bewertungen zugrundezulegen. Da wir in 1.6 
schon die Bezeichnung „totale Bewertung" verwendet haben, bezeich-
nen wir dort, wo die Unterscheidung wichtig wird, die totalen Bewer-
tungen nach Dl .6-1 als „totale a. 1. Bewertungen" und die hier definier-
ten als „totale p. 1. Bewertungen". Da sich aber in der Regel aus dem 
Kontext ergibt, welche Bewertungen gemeint sind, lassen wir die Z u -
Sätze „a. 1." bzw. „p. 1." meist weg. Entsprechendes gilt für partielle und 
direkte Bewertungen. 
D4.4-4: Eine totale (p. I.) Bewertung von P ist eine Funktion V , welche 
die Menge aller Sätze von P so in die Menge {w, f} abbildet, 
daß gilt: 
a) V ( - A ) = wgdw. V(A) = f 
b) V(A A B) = w gdw. V(A) = V(B) = w 
c) V(AxA[x]) = w gdw. V(A[a])=w für alle G K a. 
T4.4-4: Zu jeder normalen totalen Interpretation < U , V > gibt es eine 
mit V äquivalente totale Bewertung V ' ; für sie gilt also 
V'(A) = V(A) für alle Sätze A von P. 
Beweis: Setzen wir V ( B ) = V ( B ) für alle Atomsätze B, so beweist man 
die generelle Behauptung leicht durch Induktion nach dem Grad g der 
Sätze A . Aus dem Induktionsschritt greifen wir den einzig interessanten 
Fall heraus, in dem A die Gestalt AxA[x] hat. Gilt V(AxA[x])=w, so 
gilt V(A[a]) = w für alle G K a, also nach I. V . auch V'(A[a]) = w für alle 
G K a, also V'(AxA[x]) = w. Gilt V(AxA[x]) = f, so gibt es wegen der 
Normal i tä t von < U , V > eine G K b mit V(A[b]) = f; nach I .V. gilt 
dann auch V'(A[b]) = f, also V'(AxA[x]) = f. 
T4.4-5: Zu jeder totalen Bewertung V gibt es eine mit V äquivalente 
(normale) totale Interpretation < U , V > . 
Beweis;U sei die Menge der natürl ichen Zahlen, a^ a 2 , . . . eine Abzah-
lung der G K von P. Wir setzen V'(a;)=i und V'(F) = {(ni,. . . ,n m ) : 
V ( F ( a n l , . . .>anm))=w} für alle m-stelligen PK F. Wir beweisen die Be-
hauptung V'(A)=V(A) durch Induktion nach dem Grad g von A . Ist 
g=0, so gilt 
V ( F ( a n i , . . . , a n J ) = w gdw. V ( a n i ) , • • . ,V'(a n m)8V'(F) gdw. 
n i , . . . , n m e V ' ( F ) gdw. V(F( a n p . . '>a n m ) )=w. 
Ist die Behauptung bereits bewiesen für alle g<n, so gilt sie auch für 
g=n: Hat A z .B. die Gestalt AxA[x] , so gilt: Ist V(AxA[x])=f, so gibt 
es eine G K a mit V(A[a])=f, nach I. V . also V(A[a])=f, also 
V'(AxA[x])=f. Ist umgekehrt V (AxA[x])=f, so gibt es ein V":V'^= 
V'AV'(A[b])=f, wo b nicht in AxA[x] vorkommt. Ist nun V"(b)=n, so 
gilt V(a n) = VM(b), nach dem Überführungstheorem, also V'(A[a n])=f 
(b kommt für b=*=an in A[a n] nicht vor). V ist also normal. Nach L V . 
gilt dann aber auch V(A[a n])=f, also V(AxA[x])=f. 
Aus diesen drei Sätzen folgt nun: 
T4.4-6: Ein Satz A wird genau dann von allen totalen Interpretationen 
erfüllt, wenn er von allen totalen Bewertungen erfüllt wird. 
Die Semantik der vollständigen Interpretationen zeichnet also genau 
dieselbe Logik aus wie die Semantik totaler p. 1. Bewertungen. Wir 
können daher die klassisch-p.l. wahren Sätze und -p.L gültigen Schlüsse -
wir sprechen im folgenden auch von K-Wahrheit und K-Gültigkeit -
sowohl auf der Grundlage der Interpretations- wie der Bewertungsseman-
tik definieren. 
Beweis: Gibt es eine totale Interpretation < U , V > , die A nicht er-
füllt, so gibt es dazu nach T4.4-3 auch eine normale Interpretation 
< U , V > mit V (A) = V(A) = f, und dazu nach T4.4-4 eine totale Be-
wertung V " mit V"(A) = f. Gibt es umgekehrt eine totale Bewertung V , 
die A nicht erfüllt, so gibt es dazu nach T4.4-5 eine totale Interpreta-
tion < U , V > mit V' (A)=V(A) = f. 
Der Satz T4.4-6 bildet nun - zunächst für den klassischen Fall -
eine Rechtfertigung dafür, auch für Allsätze Wahrheitsbedingungen an-
zugeben, die nur auf die Wahrheitswerte der Teilsätze Bezug nehmen 
(vgl. 4.1). 
Aus dem Beweis von T4.4-5 folgt: 
T4.4-7: Gibt es eine totale Interpretation V , die alle Sätze aus einer 
Menge & erfüllt, in der unendlich viele G K nicht vorkommen, 
so gibt es auch eine (normale) totale Interpretation V über ei-
nem abzählbaren Objektbereich (speziell über der Menge der 
natürlichen Zahlen), die alle Sätze aus £ erfüllt. 
Denn zu V gibt es eine bzgl. Ä äquivalente normale Interpretation (vgl. 
T4.4-3), dazu nach T4.4-4 eine äquivalente totale Bewertung und dazu 
wiederum nach dem Beweis von T4.4-5 eine äquivalente Interpretation 
V über der Menge der natürlichen Zahlen. Es gibt also keine Sätze von 
P, die nur in überabzählbaren Bereichen erfüllbar wären. 
Wir gehen nun zu partiellen (p. 1.) Interpretationen und Bewertun-
gen über und wollen zeigen, daß hier entsprechend Sätze gelten. 
Eine partielle Interpretation von P ist eine Interpretation, bei der 
nicht alle Sätze von P einen Wahrheitswert zu haben brauchen. Dabei 
kann nun ein Satz aus mehreren Gründen in seinem Wahrheitswert un-
bestimmt bleiben: Ein Satz wie F(a) kann deswegen indeterminiert sein, 
weil das Prädikat F nicht für das Objekt (eindeutig) erklärt ist, das die 
G K a bezeichnet. Er kann auch deswegen indeterminiert sein, weil die 
G K a nicht (eindeutig) erklärt ist. Und endlich kann ein Allsatz wie 
„Für alle x ist j/x erklärt" indeterminiert sein, weil der Grundbereich 
nicht eindeutig festgelegt ist - er gilt für komplexe, nicht aber für reelle 
Zahlen. 
Nun kann man vage Quantoren durch exakte Quantoren und vage 
Prädikate ersetzen, also den obigen Satz durch „Für alle Objekte x, die 
Zahlen sind, ist i/x erklärt". Wir können uns also auf partielle Interpre-
tationen über wohlbestimmten Grundbereichen beschränken. Es ist 
freilich nicht einleuchtender, daß sich alle Objektmengen präzise ab-
grenzen lassen, als daß sich alle Prädikate vollständig definieren lassen, 
und wir wollten diese Präzis ierbarkei t nicht voraussetzen. Zu einer In-
terpretation gehört aber immer ein spezifizierbarer universe ofdiscourse; 
will man den nicht voraussetzen, so wird man auch nicht von Interpre-
tationen ausgehen, sondern von Bewertungen. 
Bezügl ich der Deutung der G K können wir drei Typen von Inter-
pretationen unterscheiden: 
A) Jeder G K wird genau ein Objekt des Grundbereichs zugeordnet. 
B) Jeder G K wird höchstens ein Objekt des Grundbereichs zugeord-
net, manchen G K aber auch keines. 
C) Die G K werden als mehr oder minder unscharfe Namen für Ob-
jekte des Grundbereichs gedeutet. 
Im Rahmen der reinen P. L . haben nun B- und C-Interpretationen we-
nig Interesse, denn es spricht nichts dafür, einfache Eigennamen wie 
„Sokrates" oder, in unserer Sprache P, die G K als unscharf anzusehen, 
und völlig ungedeutete Namen lassen sich leicht ausschließen. U n -
scharfe entsteht erst bei komplexen Namen, bei Kennzeichnungs-, 
Funktions- oder Abstraktionstermen, bei denen sich die Indeterminiert-
heiten der Prädikate bzw. Funkt ionsausdrücke, mit denen sie gebildet 
werden, auf sie vererben können. Daher wollen wir auf B- und C-Inter-
pretationen erst im 7. Kapitel im Zusammenhang mit der Einführung 
solcher Terme eingehen. Zunächst betrachten wir nur A-Interpretatio-
nen, die wir auch einfach als „partielle Interpretationen" bezeichnen. 
Es sei K L die Menge der Funktionen, welche die Menge L in die Menge 
K abbilden, und K( L) sei die Menge der Funktionen, die eine Teilmenge 
von L in K abbilden. Eine partielle Interpretation V einer n-stelligen 
P K F über dem Objektbereich U ist dann eine Funktion V(F) aus der 
Menge {w, f}(Un). ( U n ist die n-te Cartesiscbe Potenz der Menge U , d.h. 
die Menge der n-tupel, die sich aus Elementen von U bilden lassen.) Ist 
F eine n-stellige P K , so sei für Y l , . . . ,Yn £ U: 
Vw(F): = {( Y l , . . . ,Y n ) :V(F) (Y b . . . ,Y„)=w} 
Vf(F): = { ( y 1 , . . . , y n ) :V (F ) ( y 1 , . . . , y n ) = f}. 
Es gilt dann Vw(F)nVf(F)= A (A ist die leere Menge), Vw (F)CU*\ 
V f ( F ) C U n , und für PK , die für alle n-tupel von Objekten aus U n defi-
niert sind, gilt V W ( F ) U V f ( F ) = U n . Ist F total Undefiniert, so gilt 
Vw(F) = V' (F)=A. 
Partielle Interpretationen sind (als A-Interpretationen) nun nach 
den Gedanken aus 1.6 so zu definieren: 
D4.4-5: Eine partielle Interpretation von P ist ein Paar 3$= < U , V > , 
für das gilt: 
1. U ist eine nichtleere Objektmenge. 
2. V ist eine Funktion, die jeder G K a von P ein Objekt 
V(a)eU zuordnet, jeder n-stelligen P K F von P eine Funk-
tion V(F)e{w, f}(Un)5 und die eine Teilmenge der Sätze von 
P so in {w, f} abbildet, daß gilt: 
a) V ( F ( a b . . .,an)) = w gdw. V(aO, . . .,V(an)eVw(F) 
V ( F ( a i , . . .,an)) = f gdw. V ( a i ) , . . .,V(an)eVf(F) 
b) V ( - A ) = w g d w . V(A) = f 
V ( - A ) = f gdw. V(A)=w 
c) V(A A B) = w gdw. V(A) = V(B) = w 
V(A A B) = f gdw. V(A) = f oder V(B) = f 
d) V(AxA[x])=w gdw. AV'(V'= VZ>V'(A[a])=w), 
V(AxA[x])=f gdw. VV'(V ,=VAV'(A[a])=f), wo die 
G K a in beiden Bedingungen nicht in AxA[x] vor-
kommt. 
V ' = V besagt wieder, daß V mit V übereinstimmt bis auf höchstens die 
Deutung der G K a. 
Definieren wir für zwei partielle Interpretationen V und V über 
demselben Objektbereich U : 
D4.4-6: V ist eine Extension von V - symbolisch V > V - gdw. für alle 
G K a gilt V(a)=V(a) und für alle P K F V^(F) C V'w(F) und 
Vf(F)cV' f (F) , 
so gilt wieder die Stabilitätsbedingung: 
T4.4-8:V>VA V(A) 4=uD V'(A) = V(A) für alle Sätze A von P. 
Beweis: Durch Induktion nach dem Grad g von A . g = 0: Ist 
V ( F ( a b . . . ,a n))=w, so V ^ ) , . . .,V(an)eVw(F), also für V > V nach 
D4.4-6 V'(a!), . . . ^ ' ( a J eV '^F ) , also V ( F ( a b . . .,an)) = w. Ebenso für 
V(F(aj , . . .,an)) = f. Es sei die Behauptung bereits bewiesen für alle 
g < n und es sei nun g = n. Im Fall der a. 1. Operatoren argumentiert 
man wie früher. Hat A die Gestalt AxB[x], so gilt: Ist V(AxB[x])=w, 
so gilt für jedes V+ mit V+=V V +(B[a])=w (a sei eine G K , die nicht 
in AxB[x] vorkommt). Ist nun V + = V und V'+(a)=V+(a), so gilt 
nach I. V . - angewendet auf V+, V+ - V'+(B[a])=w. Es gilt also 
auch AV+fV'+^V'Z) V'+(B[a])=w), also V ,(AxB[x])=w. Ist 
V(AxB[x])=f, so gibt es ein V+: V+=V und V+(B[a])=f. Setzen 
wir V + = V und V'+(a)=V+(a), so gilt nach I. V . V'+(B[a])=f, also 
W4- (V+=V'A V'+(B[a])=f), also V'(AxB[x])=f. 
Auch für partielle Interpretationen gelten die beiden fundamenta-
len Theoreme 
T4.4-9: (Koinzidenztheorem) Gilt V '= V und kommt die G K a nicht in 
A v o r , so gilt V(A)=V(A) . 
Das beweist man wie üblich durch Induktion nach dem Grad von A . 
Ebenso beweist man 
T4.4-10: (Überführungstheorem) Gilt V ' = V und V'(a) = V(b), so gilt 
V'(A[a]) = V(A[b]) für alle Sätze A[a], für die a nicht in A[b] 
vorkommt. 
Wir wollen nun wie im klassischen Fall zeigen, daß man von partiellen 
Interpretationen zu partiellen Bewertungen übergehen kann. Dazu de-
finieren wir in Analogie zu D4.4-2: 
D4.4-7: Eine partielle Interpretation < U , V> heißt normal, wenn für 
alle Allsätze AxA[x] von P gilt: Ist V(AxA[x])i=w so gibt es 
eine G K a mit V(A[a])=V(AxA[x]). 
Das soll wie in 1.6 den Fall V(A[a])=u=V(AxA[x]) einschließen. Es 
gilt also für normale Interpretationen V : 
V(AxA[x])=w gdw. für alle G K a V(A[a])=w und 
V(AxA[x])=f gdw. es eine G K a gibt mit V(A[a])=f. 
T.4.4-11: Zu jeder partiellen Interpretation < U , V > und jeder S M 
in deren Sätzen unendlich viele G K nicht vorkommen, gibt 
es eine ^-äqu iva lente normale partielle Interpretation 
< U , V > . 
Das beweist man ebenso wie den Satz T4.4-3. 
D4.4-8: Eine partielle (p. I.) Bewertung ist eine Funktion V , die eine 
Teilmenge der Sätze von P so in {w, f} abbildet, daß gilt: 
a) V ( - A ) = w g d w . V(A) = f. 
V ( - A ) = f gdw. V(A) = w. 
b) V(A A B) = w gdw. V(A) = V(B) = w. 
V(A A B) = f gdw. V(A) = f oder V(B) = f. 
c) V(AxA[x])=w gdw. für alle G K a V(A[a])=w ist. 
V(AxA[x])=f gdw. es eine G K a gibt mit V(A[a])=f. 
Es gilt dann 
T.4.4-12: Zu jeder normalen partiellen Interpretation < U , V > gibt es 
eine äquivalente partielle Bewertung V . 
Beweis: Wie für T4.4-4. 
T4.4-13: Zu jeder partiellen Bewertung V gibt es eine äquivalente (nor-
male) partielle Interpretation < U , V > . 
Der Beweis verläuft im wesentlichen wie jener von T4.4-5. U sei wieder 
die Menge der natürl ichen Zahlen, aj, a 2 , . . . eine Abzahlung der G K 
von P. Wir setzen V'(aj) = i , V*w(F) = {(*!, . • -,nm): V ( F ( a n i , . . . , a „ m ) ) = 
w} und V'f(F)= {(m, . . . ,n m ) : V ( F ( a n i , . . . , a „ m ) ) = f} für alle m-stelli-
gen P K F. Wir beweisen die Behauptung V'(A)=V(A) für alle Sätze A 
wie im Fall von T4.4-5 durch Induktion nach dem Grad g von A . Im In-
duktionsschritt gilt z .B . : Ist V(AxA[x])=w, so gilt für alle G K a 
V(A[a])=w, nach I. V . also V'(A[a])=w (a). Gäbe es nun, wo b eine 
G K ist, die nicht in AxA[x] vorkommt, ein V+ mit V+ =^  V , V+(b) = n 
und V+(A[b])4=w, so wäre nach dem Überführungstheorem wegen 
V'(a n)=V +(b) V,(A[an])=t=w, im Widerspruch zu (a). Es gilt also 
AV+(V+^V*Z) V+(A[b])=w), also V'(AxA[x]) = w. Ist umgekehrt 
V ,(AxA[x])=w, so gilt für alle G K a V'(A[a])=w, also nach I. V . für 
alle G K a V(A[a])=w, also V(AxA[x])=w. Für V(AxA[x])=f argu-
mentiert man wie zu T4.4-5. 
T.4.4-14: Ein Satz A wird genau dann von allen partiellen Interpreta-
tionen erfüllt, wenn er von allen partiellen Bewertungen er-
füllt wird. 
Das ergibt sich wie T4.4-6 aus T4.4-11,-12 und -13. 
Die Semantik der partiellen p. 1. Bewertungen zeichnet also genau 
dieselbe Logik aus wie die Semantik der partiellen Interpretationen. 
Wie im klassischen Fall erhalten wir aus dem Beweis von T4.4-13 
auch den Satz 
T4.4-15: Gibt es eine partielle Interpretation, die alle Sätze einer 
Menge Ä erfüllt, in denen unendlich viele G K nicht vorkom-
men so gibt es auch eine (normale) partielle Interpretation 
über einem abzählbaren Objektbereich, die alle Sätze aus & 
erfüllt. 
Jede totale Interpretation (Bewertung) ist auch eine partielle. Definie-
ren wir also P-Wahrheit und P-Gültigkeit wie in Dl .6-4 , so gilt - K -
Wahrheit bzw. K-Gültigkeit sei Wahrheit bzw. Gültigkeit bei allen to-
talen Interpretationen (oder Bewertungen) -
T4.4-16: Jeder P-wahre Satz ist K-wahr, und jeder P-gültige Schluß ist 
K-gültig. 
Umgekehrt gilt wie in 1.6: 
T4.4-17: Jede partielle Interpretation läßt sich zu einer totalen erwei-
tern und ebenso jede partielle Bewertung zu einer totalen. 
Beweis: (a) Es sei < U , V > eine partielle Interpretation. Setzen wir 
V'(a)=V(a) für alle G K a und V'(F) = Vw(F), so ist < U , V > e i n e voll-
ständige Interpretation und es gilt V > V nach D4.4-6, also nach 
T4.4-8 V(A)4=uDV'(A)=V(A). (b) Für partielle Bewertungen können 
wir den Extensionsbegriff nach Dl .6 -2 übernehmen. Ist V eine solche 
Bewertung und ist V ' eine totale Bewertung, für die für alle Atomfor-
mein B gilt V (B ) tuDV ' (B )=V(B ) , so gilt V > V und die Behauptung 
folgt aus dem Stabilitätsprinzip (vgl. P3 in 1.6), dessen Geltung auf-
grund von D4.4-8 man durch Induktion nach dem Grad der Sätze 
leicht beweist. 
Wie in 1.6 definieren wir 
D4A-9: Eine (p. 1.) Semi-Bewertung von P ist eine Funktion V , die eine 
Teilmenge der Sätze von P so in {w, f} abbildet, daß gilt: 
a) V ( - A ) = w D V ( A ) = f 
V ( ^ A ) = f D V ( A ) = w 
b) V ( A A B ) = w D V ( A ) = V(B) = w 
V(A A B) = f D V(A) = f oder V(B) = f 
c) Ist V(AxA[x])=w, so ist V(A[a])=w für alle G K a. 
Ist V(AxA[x])=f, so gibt es eine G K a mit V(A[a])=f. 
Es gilt dann wie im a. 1. Fall der Satz 
T4.4-18: Jede Semi-Bewertung V läßt sich zu einer partiellen Bewer-
tung V erweitern. 
Das beweist man ebenso wie den Satz T l . 6 -4 . 
4.5 Die Adäquatheit von MPl bzgl. partieller Bewertungen 
Zum Beweis der semantischen Widerspruchsfreiheit und Vol lständig-
keit gehen wir wie in 1.7 vor. Den Satz: 
T4.5-1: Jede in MPl beweisbare SQ stellt einen P-gült igen Schluß dar, 
beweisen wir wie T l . 7 - 1 , wobei nur die p. 1. Regeln noch zu berück-
sichtigen sind. 
H A I : Ist der Schluß A ^ AxA[x] , V nicht P-gültig, so gibt es nach 
T4.4-13 eine partielle Interpretation < U , V> mit V(A)=w, V(S)4=w 
für alle S aus V und V(AxA[x])4=w. Es gibt dann nach D4.4-5 ein V 
mit V = V und V'(A[b])4=w, wo b eine G K ist, welche die Konstanten-
bedingung für H A I erfüllt . Nach dem Koinzidenztheorem T4.4-9 gilt 
dann auch V'(A) = w, und V(S)4=w für alle S aus T, so daß der Schluß 
A-+ A[b], T nicht < U , V > - g ü l t i g , also auch nicht P-gült ig ist. - Ent-
sprechend argumentiert man im Fall V A 2 . H A 2 : Ist der Schluß 
A - * — A[a], T V-gül t ig für eine partielle Bewertung V , so auch der 
Schluß A - ~ AxA[x] , T. Denn ist V(A)=w und V(S)4=w für alle S aus 
T, so gilt V(~A[a])=w, also V(A[a])=f, also nach D4.4-8 
V(AxA[x])=f, also V(~AxA[x])=w. - Entsprechend argumentiert 
man im Fall V A 1 . 
Den Beweis der Vol ls tändigkei t von M P l , d .h . des Satzes 
T4.5-2: Ist A ^ F ein P-gül t iger Schluß, so ist die SQ A - * V in MPl be-
weisbar, 
führen wir, wie in 1.7 für M A 2 , mithilfe des Entscheidungsverfahrens, 
das wir in 4.3 für M P l angegeben haben: Der Beweis von Tl .7 -2 ist da-
bei nur um folgende Überlegung zu ergänzen: Ist V bzgl. eines offenen 
Fadens f einer regulären Herleitung aus A->* T durch die Bedingungen: 
V(A) = w gdw. A V F einer SQ von f ist, und 
V(A) = f gdw. ~ A V F einer SQ von f ist 
definiert, so gilt nach T4.3-6: 
Ist V(AxA[x])=w, ist also AxA[x] VF von f, so sind auch die Sätze 
A[a] für alle G K a V F von f, so daß gilt V(A[a])=w für alle G K a. 
Ist V(AxA[x])=f, ist also ~AxA[x] V F von f, so ist auch ein Satz 
~ A[b] V F von f, so daß gilt V(A[b]) = f für eine G K b. V ist daher eine 
Semibewertung. Und für die partielle Bewertung V , die V erweitert, 
gilt: 
Ist AxA[x] H F von f, so nach T4.3-6 auch ein A[b]. Ist aber 
V'(AxA[x])=w, so auch V'(A[b])=w. 
Ist ~ AxA[x] H F von f, so auch für alle G K a die Formel ~A[a]; 
ist aber V'(AxA[x])=f, so auch V'(A[a])=f für eine G K a. 
Es gilt also auch im p. 1. Fall: Würde V eine H F von f erfüllen, so 
auch eine atomare H F von f. Da das, wie wir im Beweis von Tl .7 -2 sa-
hen, nicht gilt, ist also keine SQ in f V'-gültig, also auch nicht die An-
fangs-SQ A - * V. 
5 Direkte Prädikatenlogik 
5.1 Der Sequenzenkalkül D P I 
Die Über legungen, die uns in 4.2 zu den prädikatenlogischen Regeln 
H A I bis VA2 geführt haben, lassen sich ohne weiteres auch auf den 
Fall der direkten Logik übertragen. Wir werden in 5.3 sehen, daß man 
auch hier Interpretationen durch Bewertungen ersetzen kann. 
Wir erhalten daher den Kalkül D P I aus DA2, indem wir die A-Re-
geln aus 4.2 hinzunehmen, oder aus M P l , indem wir die I-Regeln hin-
zunehmen. 
Auch hier gilt der Satz: 
T5.1-1: Ist in D P I eine SQ Si[a], . . .>Sm[a]-*Ti[a], . . .,Tn[a] beweis-
bar, so auch die SQ S^b], . . MSm[b]-*Tj[b], . . ., T n[b] für 
jede G K b (n,m>0), wo die G K a in den Formeln der letzten 
SQ nicht mehr vorkommt. 
Vgl . dazu die Erläuterungen zu T4.2- la . Das ergibt sich wieder daraus, 
daß die Axiome und Regeln von D P I keine G K auszeichnen. Auch der 
Satz T4.2- lb überträgt sich entsprechend und bei Anwendungen von 
H A I und V A 2 in Kalkülen D P l K ist die Konstantenbedingung wieder 
so zu ergänzen, daß b eine in K nicht ausgezeichnete G K ist. 
Auch in DPI gilt das Eliminationstheorem: 
T5.1-2: Jede in DPI beweisbare SQ ist in DPI ohne TR-Anwendungen 
beweisbar. 
Der Beweis ergibt sich aus dem für T2.3-2, wenn wir die unter T4.3-1 
angestellten Zusatzüber legungen hinzufügen. 
Aus T5.1-2 folgen dann wie früher die beiden Sätze: 
T5.1-3: Der Kalkül DPI ist widerspruchsfrei. 
T5.1-4: Zu jeder in DPI beweisbaren SQ X gibt es einen Beweis, des-
sen SQ nur Formeln enthalten, deren Satzkomponenten Teil-
sätze der Satzkomponenten der Formeln in £ sind. 
DPI ist äquivalent mit dem Satzka lkü l DP der direkten P. L . , der aus 
DA (vgl. 2.3) durch Hinzunahme folgender Axiome und Regeln ent-
steht: 
AI6: AxA[x]DA[a ] 
AI7: i A [ a ] D - A x A [ x ] 
R2: ADB[a] V C h- A D A x B [ x ] V C 
R3: - .A [ a ]DB h- - A x A [ x p B , 
wobei in R2 und R3 die G K a nicht in der Konklusion vorkommen 
darf. 
Ist C j , . . . , C n eine Satzfolge, die eine Ableitung $ von B aus A n -
nahmeformeln (AF) A j , . . . , A m in DP darstellt, so heißt C; (1 < i<n ) in 
$ von der A F A k (1 < k < m) abhängig, wenn C; = A k ist oder wenn C; in 
$ Konklusion einer Regel mit einer Prämisse ist, die von A k abhängig 
ist. Eine G K a wird in $ für die A F A k eliminiert, wenn a in A k vor-
kommt und $ eine Anwendung von R2 oder R3 auf einen in $ von A k 
abhängigen Satz enthält , bei der a durch eine G V ersetzt wird. Ist B in 
DP aus A j , . . . , A m ableitbar ohne Elimination von G K für die A F , so 
drücken wir das durch A j , . . . , A m B aus. 
Das Deduktionstheorem gilt dann für DP in der Form: 
T5.1-5: Ist in DP A j , . . . , A n h- B beweisbar, so auch A j , . . . , A n - i 
A n D B , vorausgesetzt, daß für die A F A n keine G K eliminiert 
wird. Dabei wird im letzteren Beweis für keine A F eine G K eli-
miniert, die nicht auch im ersteren für diese A F eliminiert 
wurde. 
Es gilt also speziell: M i t A , A ^ B ist auch A (5- A D B beweisbar. Wir 
fügen dem Beweis von T2 in 2.3 unter (4) folgende Fälle hinzu: 
A) Q = D D AxE[x] V F geht in $> durch eine Anwendung von R2 auf 
C n = D D E[a] V F hervor, wobei a in Q nicht vorkommt. 
a) Falls a nicht in A n vorkommt, ersetzen wir die Zeile A n D C; in $ 
durch 
A n D (D D E[a] V F) 
A n A D D E[a] V F a. l . 
A n A D D A x E [ x ] V F R2 
A n D (D D A xE[x] V F) a. l . 
b) Falls a in A n vorkommt, ist D D E[a] V F nach Voraussetzung nicht 
von A n abhängig, es gibt also in $ eine Ableitung dieses Satzes 
aus A i , . . . , A n _ i . Dann ersetzen wir die Zeile A n D C j in durch 
D D E [ a ] V F 
D D AxE[x] V F R2 
A n D ( D D AxE[x ]VF) A1 ,R1 
B) Q geht in $ durch eine Anwendung von R3 auf hervor. In die-
sem Fall argumentiert man ebenso wie unter (A). 
Es gilt nun: 
T5J-6: In DP ist die Ableitungsbeziehung A H5- T genau dann beweisbar, 
wenn die SQ A-* F in DPI beweisbar ist. 
Dabei sei Sj, . . .^Sn wieder S i , . . . ,S n und Si , . . . ,S n sei S\ V . . . V S n . 
Ist T leer, so sei F der Satz B A - . B . Um den Anschluß an den Beweis 
von T2.3-5 zu bekommen, gehen wir von DPI zunächst zu einem Ka l -
kül DPl° mit SQ mit genau einer H F über, der sich zu DPI verhält wie 
DAl' zu D A 2 . Er entstehe aus DAl' durch Hinzunahme der p. 1. Re-
geln: 
HA!° : A - * A[b] V C h A-> AxA[x] V C 
HA2° : A ^ ~ A[a] I- A-+ - AxA[x] 
VA1° : A , A [ a ] - S h A , A xA[x]-+ S 
VA2° : A , ~A[b]~+S h A , ~ AxA[x]-+S. 
Dabei sollen für HA1° und VA2° wieder die Konstantenbedingungen 
für H A I und VA2 gelten. Es gilt nun 
(a) in DP ist die Ableitungsbeziehung A H A genau dann beweisbar, 
wenn die SQ A - * A in DPl° beweisbar ist. 
Zum Beweis fügen wir zu den Überlegungen zu T2.3-5 folgende Fälle 
hinzu: 
la) AI6 und 17 sind in DPl° beweisbar: 
A[a]-+A[a] ~ A [ a ] - ~A[a] 
A xA[x]^ A[a] ~ A [ a ] - ~ A xA[x] 
^A[a]-> - AxA[x] 
lc) Ist A A D B [ a ] V C in D P beweisbar, wobei a nicht in A , A , 
A xB[x] oder C vorkommt - andernfalls erhält man in D P daraus nicht 
A AZ) AxB[x] V C - so ist nach I . V . auch A-> A D B[a] V C in D P l ° 
beweisbar, also A , A - * B[a] V C , mit H A T also A , A-» AxB[x] V C, also 
A - * A D AxB[x] V C . Und ist A ^ - B [ a ] . 3 C in D P beweisbar und er-
hält man daraus in D P mit R3 A ^ - i AxB[x] D C , so kommt a nicht in 
dieser Konklusion vor. Nach I. V . ist dann in D P l ° A-+ - . B [ a ] D C be-
weisbar, also A , ~B[a]-+C, nach VA2° also A , ~ AxB[x ] -*C, also 
A ^ - A xB[x] D C 
Zu (2c): 
H A I °: Gil t A ^ V C, wo a nicht in A , C, A xA[x] vorkommt, 
so nach A I auch A ^  ( D D D ) D A[a] V C - auch D sei ein Satz in dem a 
nicht vorkommt - , also nach R2 auch A ^ ( D D D ) D AxD[x] V C, also 
wegen T l (vgl. 2.3) und R l auch A AxD[x ] V C . 
H A 2 ° : G i l t A ^ - » A [ a ] , so nach AI7 auch A ^ - A x A [ x ] . 
VA1° : Gilt A , A[a] ^ C, so nach A 16 auch A , AxA[x] t- C. 
VA2° : Gilt A , ->A[b] ^ C, so nach dem Deduktionstheorem A ^ 
- i A [ b ] D C , also nach R 3 A ^ - i A x A [ x ] D C , WO a nicht in A , 
A xA[x], C vorkommt, nach R l also A , AxA[x] ^ C . 
(b) In D P l ° ist eine SQ A—• T genau dann beweisbar, wenn A-+ T in 
D P I beweisbar ist. Das beweist man wie die Äquivalenz von D A l und 
D A 2 , vgl. T2.3-1. Dabei sind nur folgende Fälle nachzutragen: 
H A I : Ist A - + A [ a ] V r in D P l ° beweisbar, so nach HA1° auch 
AxA[x] V r . 
H A 2 : Ist A— -*A[a] V T in D P l ° beweisbar, so auch 
A-> - . A xA[x] V T . Denn es gilt 
~A[a]-+~A[a] 
~A[a]-* ~ A xA[x] 
^A[a]-+ i A x A [ x ] C — C 
- A [ a ] - - A xA[x] V C C— - AxA[x] V C 
- A [ a ] V C - - A x A [ x ] V C 
Aus (a) und (b) folgt T5.1-6. 
y 2 Ein mechanisches Beweisverfahren für die direkte Prädikatenlogik 
Wir wollen nun das mechanische Beweisverfahren (vgl. zu diesem Be-
griff 4.3) für D P I angeben, auf das wir schon in 2.3 und in 4.3 Bezug 
genommen haben. Wir folgen dabei grundsätzlich den gleichen Gedan-
ken wie in 1.5 und 4.3. 1 
Es sei DPI' der Kalkül , der aus DPI entsteht, indem wir T R weg-
lassen, die Axiome RF und WS ersetzen durch 
RF: A ( S ) - * T ( S ) und 
WS1: A ( A , ~ A ) -
(A(S i , . . .,Sn) sei wie früher eine FR, in der die Formeln S^ . . . ,S n vor-
kommen), und die logischen Regeln von DPI außer HI1 durch solche, 
in denen die H P F schon in der Prämisse auftritt. HI1 wird ersetzt 
durch 
HU: A , A-> B, A D B h A - A D B , T. 
DPI' ist mit DPI äquivalent, denn ist eine SQ __ in DPI beweisbar, so 
gibt es nach T5.1-2 einen Beweis §& von __ in DPI ohne TR-Anwendun-
gen, und den können wir in einen Beweis von in DPI" umformen, in-
dem wir den Anwendungen logischer Regeln eine Anwendung von W 
bzw. H V mit der H P F (und ggf. Anwendungen von V T und HT) vor-
ausstellen. Umgekehrt ist jede SQ, die in DPI beweisbar ist, auch in 
DPI beweisbar. Denn R F und WS' erhält man in DPI aus RF bzw. WS 
mit Verdünnungen und Vertauschungen, die logischen Regeln mit Kon-
traktionen und HI1 erhält man in DPI so: 
A ^ A ; A , B-VB 
A , B ^ B ; A , A D B ^ B 
A-+A; A , B V (A D B)-+ B 
A, A D B V (A D B)-> B 
A D B V ( A D B ) - * A D B 
_____ 
A ^ A D B , r 
In DPI' sind nun wieder die Regeln W , H V , V K und H K eliminierbar. 
Denn wird in einem Beweis die SQ A , S-+ V durch W aus der SQ A - * T 
gewonnen, so erhält man daraus einen Beweis für A, S-> V ohne diese 
Anwendung von W , indem man S als V F in A - * V und alle darüber ste-
henden SQ einsetzt. Dabei sind evtl. G K durch andere zu ersetzen, da-
mit die Konstantenbedingungen für H A I und VA2 nicht verletzt wer-
den. Man überlegt sich aber leicht, daß sich der Satz T5.1-1 auf DPI' 
übertragen läßt. Im Fall der Regel H V argumentiert man entsprechend, 
wobei die Verdünnungsformel S nur in jenen SQ über A-> S, V als H F 
1 Dieses Verfahren und der darauf aufbauende Vollständigkeitsbeweis für die direkte 
P. L. wurde schon in Kutschera (1984) dargestellt. 
A , A - * B , A D B 
A , A - ^ B V ( A D B ) 
A ^ A D B V ( A D B ) 
einzusetzen ist, die nicht Prämissen von HIT sind oder über solchen 
Prämissen stehen. Man kann auch auf die Regeln V K und H K verzich-
ten, denn jede beweisbare SQ ist ohne W und H V beweisbar und neue 
Formeln werden durch die logischen Regeln von D P I ' außer H I l ' nicht 
eingeführt . In einem Beweis £B von A , S, S-* T stehen also in allen SQ 
darüber zwei Vorkommnisse von S im Antecedens; streicht man jeweils 
eins, so bleiben die Axiome in S3 Axiome und die Regelanwendungen 
bleiben korrekt. Im Fall von H K argumentiert man ebenso, wobei aber 
die Streichung nur bis zu den Konklusionen von HIT reicht. 
Im folgenden berücksichtigen wir Anwendungen der Regeln V T 
und H T meist nicht, sehen also im Effekt SQ, die auseinander durch 
Anwendungen dieser Regeln hervorgehen, als gleich an. Das ist unpro-
blematisch, weil diese Gleichheit entscheidbar ist. 
Die SQ bzw. der SS E J ; E 2 heißt unmittelbare Folge der SQ E, 
wenn E in D P I ' durch einmalige Anwendung einer logischen Regel aus 
E j bzw. E j und E 2 hervorgeht. Ein SS 0' heißt unmittelbare Folge eines 
SS0, wenn eine SQ oder ein SQ-Paar von 0' unmittelbare Folge einer 
SQ von 0 ist und die übrigen SQ von 0' mit den anderen SQ von 0 
übereinstimmen. 
D5.2-1: Eine Herleitung aus der SQ E ist eine Folge 0 j , 0 2 , . . . von 
SS, für die gilt: 
a) 0] ist E , 
b) 0 n + i ist unmittelbare Folge von 0 n . 
Eine Herleitung aus E, die mit einem geschlossenen SS endet, läßt sich 
von unten nach oben als Beweis von E in D P I ' lesen, und umgekehrt 
läßt sich ein Beweis von E in D P I von unten nach oben als geschlos-
sene Herleitung aus E lesen. Wegen der Äquivalenz von D P I ' und D P I 
gilt also: 
T5.2-1: Eine SQ E ist in D P I beweisbar gdw. es eine geschlossene Her-
leitung aus E gibt. 
Im Gegensatz zu M P l ' , wo es wegen der Umkehrbarkeit der Regeln 
nicht auf die Reihenfolge ihrer Anwendungen (bzw. der Anwendungen 
ihrer Umkehrungen) bei der Konstruktion einer regulären Herleitung 
ankommt, und man nur sicherstellen muß, daß für V F AxA[x] und 
H F ~ AxA[x] die Formeln A[a] bzw. ~ A[a] für alle G K a als V F bzw. 
H F in jedem Faden auftreten, macht hier die Regel H I l ' wegen ihrer 
Nichtumkehrbarkeit Schwierigkeiten. Ergibt die Herleitung eine SQ 
A - ^ A D B , r, so gibt es keine mechanisch anwendbaren Kriterien dafür, 
ob eine Anwendung der Umkehrung von H I l ' geschickter ist oder eine 
Anwendung der Umkehrung von HA2 ' oder VA1' , die zu einer Unter-
formel ~ A[a] bzw. A[a] führen, die in T bzw. A noch nicht vorkommt. 
Wi r müssen daher ein Verfahren wählen , bei dem diese Alternativen zu-
gleich verfolgt werden, also mehrere Herleitungen simultan entwickeln. 
Ein solches Herleitungssystem stellt sich als ein Baum von S S dar, 
wobei jeder Ast eine Herleitung aus einer S Q £ ist. Verzweigungen der 
Äste ergeben sich durch Anwendungen der folgenden Regel, welche die 
Umkehrung von H I l ersetzt: 
R: A - ^ A j D B j , . . . ,A n=>B n , r h 
A, A t - B j , A ! 3 B i ; . . . ; A, A n - B n , A n D B n ; 
A - A 1 D B 1 , . . . , A n D B n , T. 
Dabei sollen in V keine Formeln der Gestalt C D D vorkommen. Ent-
hält A keine V F der Gestalt AxC[x] und T keine H F der Gestalt 
~ AxC[x] , so entfällt die letzte S Q in der Konklusion von R. 
Ist 0 ein SS der Gestalt E ^ . . . ; E m ( l<k<m) und hat E k die Ge-
stalt der Prämisse von R, so sind alle SS E k l ; . . . E ^ - i ; A, A p B j , 
A j 3 BJ; E k + i ; . . . ; E m (j = l , . . . , n ) und der SS 0 selbst unmittelbare 
Folgen von 0 . (Wir werden in D5.2-2 diese Regel weiter spezifizieren, 
so daß sich 0 als Konklusion von 0 als Prämisse unterscheidet.) Die 
Konklusion A-* A i Z ) B l 5 . . . , A n Z ) B n , T bezeichnen wir als normale un-
mittelbare Folge der Prämisse von R, und den SS 0 , der sie enthält, als 
normale unmittelbare Folge des SS 0 , auf den R angewendet wird. 
D5.2-2: Ein Herleitungssystem aus einer S Q E ist ein Baum aus SS , für 
den gilt: 
1. E ist der Ursprung des Baums. 
2. SS , die im Baum unmittelbar über einem SS stehen, sind 
dessen unmittelbare Folgen. 
3. Die Anwendungen der Regeln (der Umkehrungen der logi-
schen Regeln von DPI ' und von R) werden bei der K o n -
struktion des Baumes folgenden Restriktionen und Modif i -
kationen unterworfen: 
a) Auf geschlossene S Q wird keine Regel angewendet. 
b) Die H P F werden in der Konklusion unterstrichen. Auf 
unterstrichene F V werden keine Regeln angewendet. 
c) Es sei aj, a 2 , . . . eine Abzahlung aller G K von P, wobei 
man mit jenen G K beginnt, die in E vorkommen. Die 
Umkehrungen von H A I ' und VA2' werden so angewen-
det, daß b (die dabei neu eingeführte GK) die erste G K 
in dieser Abzahlung ist, die in der Prämisse nicht vor-
kommt. 
d) Die Umkehrungen von HA2' und VA1' werden so ange-
wendet, daß a die erste G K ist, für welche die H F 
~A[a] bzw. die V F A[a] nicht in der Prämisse vor-
kommt. 
e) Die Regel R wird nur dann angewendet, wenn andere 
Regeln nach (b) nicht mehr anwendbar sind. Dann wer-
den in der normalen Konklusion die Unterstreichungen 
aller V F der Gestalt AxC[x] und aller H F der Gestalt 
~ AxC[x] getilgt, und in den übrigen Konklusionen 
werden die Unterstreichungen aller V F der Gestalt 
D D E getilgt. 
f) Sind nach (b) und (e) keine Regeln auf eine offene SQ 
mehr anwendbar, die V F der Gestalt AxA[x] oder H F 
der Gestalt ~ AxA[x] enthält, so werden die Unterstrei-
chungen dieser Formeln getilgt. (Dieser Fall kann also 
nur eintreten, wenn die SQ nur Atomformeln und unter-
strichene Formeln enthält . ) Diese Regel bezeichnen wir 
a l s H . 
4) Jeder SS, auf den sich nach (3) noch eine Regel anwenden 
läßt, hat im Baum einen SS über sich, sofern nicht ein ande-
rer Ast des Baums bereits mit einem geschlossenen SS en-
det. 
Ein Herleitungssystem heißt geschlossen, wenn es einen Ast enthält , der 
mit einem geschlossenen SS endet. Herleitungssysteme treten hier an 
die Stelle regulärer Herleitungen in 1.5 und 4.3. Enthalten die Formeln 
in I den Operator D nicht, so ist ein Herleitungssystem eine reguläre 
Herleitung im Sinne von 4.3. 
Es gilt nun: 
T5.2-2: Ist ein Herleitungssystem aus der SQ I geschlossen, so ist Z in 
D P I beweisbar. 
Das ergibt sich mit T5.2-1 einfach daraus, daß jeder Ast eines Herlei-
tungssystems aus X, der mit einem geschlossenen SS endet, eine ge-
schlossene Herleitung aus X ist. 
Die Konstruktion von Herleitungssystemen stellt nun, wenn man 
die Äste g le ichmäßig entwickelt, ein mechanisches Beweisverfahren 
dar. Im Blick auf T5.2-1 und T5.2-2 ist zu zeigen: 
T5.2-3: Gibt es eine geschlossene Herleitung aus der SQ X, so ist jedes 
Herleitungssystem aus X geschlossen. 
Wir beweisen zunächst : 
a) Jeder Herleitung $ aus X läßt sich eine Herleitung $>+ so zuordnen, 
daß gilt 
a) ist Anfangsstück eines Astes eines Herleitungssystems aus X. 
ß) Ist 0 der End-SS von # und 0+ jener von so gibt es zu jeder 
SQ 2+ von 0+ eine SQ X' von 0 und eine Abbildung f der in X' vorkom-
menden G K in die Menge jener, die in 1+ vorkommen, so daß f(Z) 
in £ + enthalten ist. 
Dabei sei f(S) jene Formel, die aus S entsteht durch Ersetzung jeder 
G K a in S durch die G K f(a), f ( S h . . . , S n - T b . . . ,T m ) sei entspre-
chend f(Si), . . 7 f ( S n H f ( T ! ) ? . . . ,f(T n). Und Z'soll in Z"* enthalten sein 
- symbolisch F c Z ' " - , wenn alle V F von Z" V F von Z'" sind und alle 
H F von Z" H F von Z'". Statt f(S) schreiben wir auch S f, statt f (A)CA' 
auch A C f A ' und statt f(Z)CZ' auch ZCfZ'. Aus (ß) folgt: Ist 0 ge-
schlossen, so auch 0 +. Denn ist Z' geschlossen, so auch f(Z), also für 
Z'CfZ+ auch Z + . Sind also alle SQ Z' aus 0 geschlossen, so auch jede 
SQ Z + aus 0 + . 
Im folgenden sei a l 3 a2, . . . eine Abzahlung der G K , die wir der 
Konstruktion von zugrundelegen. (Die G K , die in der SQ Z vor-
kommen, sind also die ersten in dieser Abzahlung.) Wir beweisen die 
Behauptung durch Induktion nach der Länge 1 von Ist 1=1, so ist 
die Behauptung für f(a;) = ai (i= 1, . . .,n) trivial, wo a l 5 . . .,a n die G K 
sind, die in Z vorkommen. 
Es sei nun die Behauptung bereits bewiesen für alle Herleitungen 
der Länge 1, und es sei $ eine Herleitung der Länge 1+1. Der vorletzte 
SS von $ sei 0 =Zj; . . , ;Z n und der letzte SS 0 ' von $ entstehe daraus 
durch Anwendung einer Regel auf die SQ Z; (1 <i<n) von 0 . Zj bzw. 
Zji; Zj2 sei die Konklusion zu Zj. Nach Induktionsvoraussetzung (kurz 
I. V.) gibt es zu der Herleitung bis 0 eine Herleitung $ + , die (a) ge-
nügt. Ihr letzter SS sei 0 + und Z + Ü , . . . , Z + i m seien die SQ von 0 +, für 
die gilt ZiCf|.Z+ij(j= 1, . . .,m). Wo keine Verwechslungen entstehen, 
schreiben wir \ für fjj. 
1) Ist Zj = A-+AZ>B, T und Zj = A , A-+B, A D B , S O haben die Z+y die 
Gestalt A U A^D Bf, Y\ wo f(A) D A und f(r) C P . Ist nun A f D B f in Z^-
unterstrichen, so ist Af in A und ßf in T. Bf kann nicht durch eine An-
wendung von R in $ + eliminiert worden sein, da sonst auch A f Z>B f eli-
miniert worden wäre . Dann gilt also Z-CfZ+;j. Ist A f D ß f in Z+[j nicht 
unterstrichen, so sind entweder alle anderen nichtatomaren Formeln in 
Z + ; J unterstrichen, die nicht H F der Gestalt D D E sind; dann wenden 
wir in auf 2^ die Regel R mit der Konklusion 2^' = A', A ' -ßf , 
A f Z ) B f an. Es gilt dann ZjCfZ"--. Oder es sind nicht alle anderen nicht-
atomaren Formeln in unterstrichen. Dann sind in zuerst Regeln 
darauf anzuwenden. Das ist nach endlich vielen Schritten geschehen, 
da jede Anwendung einer Regel außer H und R im normalen Ast die 
Summe der Grade der nichtunterstrichenen Formeln reduziert. Zwi-
schen zwei H-Anwendungen (oder Anwendungen von R im normalen 
Ast) liegen aber wieder nur endlich viele Schritte. Der SS, den wir so 
aus ü\ in erhalten, sei Z ^ ; . . . ;2^ j r . Jedes 2^ j k ( k= l , . . . , r ) hat 
die Gestalt A - A f D ß f F , wobei A'CA" und T e r . Denn durch 
keine Regel außer R werden Formeln eliminiert. Auf alle S"-^  wenden 
wir nun in R an mit der Konklusion A\ Af -Bf , A^DB* , JH. Es gilt 
dann S - C f E ^ für alle k. Die von den £ t verschiedenen SQ werden 
unverändert mitgeführt, so daß sich am Ende von ein SS 0'+ er-
gibt, der zu 0 in der Relation (ß) steht. 
2) Ist S i=A, A D B - r , Z - ! = A, A D B - A , T und E ; 2 = A, A D B , B - T , 
so haben die £+;J die Gestalt A , A b B U T\ wo f (A) D A und f(r) C V\ 
Ist A ^ D ß f in E+jj unterstrichen, so ist entweder A f in V - dann ist 
Ej jCfE^ j - oder es ist B f in A - dann ist £ ' ; 2 CfE + ; j . A f kann als H F 
nicht durch R eleminiert worden sein, denn sonst wäre dabei die Unter-
streichung von A^ D Bf getilgt worden, also - da Af D ßf unterstrichen ist 
- darauf nach der letzten Anwendung von R wieder die Umkehrung 
von VII ' angewendet worden. Ist A ^ D ß f in E+jj nicht unterstrichen, so 
wenden wir darauf die Umkehrung von VI I in $ + an und erhalten so 
die SQ E t , = A , A * D B-> A ' , F und £ t 2 = A , A F Z ) B ^ F. Dann gilt E j , C f 
E t t und 2 ; 2 C f S t 2 . 
3) Ist £; = A - * AxA[x], T und £• = A-+A[a], AxA[x], T (wobei a nicht in 
der Prämisse vorkommt), so haben die £+[j die Gestalt A'-> AxA f [x] , F, 
wo f(A)C A' und f ( r )CF . Ist AxA f [x] in E t unterstrichen, so steht in F 
eine Formel A*[b]. Diese Formel kann in $ + nicht durch R eliminiert 
worden sein, denn sonst wäre auch AxA^fx] eliminiert worden. Wir er-
weitern nun die Abbildung f durch die Festsetzung f(a) = b, die möglich 
ist, da a nicht in Ej vorkommt. Es gilt dann EjCfE"*}.*. Ist AxA f [x] in Em-
meln unterstrichen, so wenden wir in auf E+jj die Umkehrung von 
H A l a n und erhalten eine SQ A' -^A^b] , AxA[x], F. Wir setzen dann 
wieder f(a) = b. 
4) Ist E{ = A - * ~ AxA[x], T, Ej = A~* - A[b], - AxA[x], T, so haben die 
E + i jdie Gestalt A U ~AxAf[x] , F, wo wieder f (A )CA 'und f(r)cr'gilt. 
Ist ~AxAf[x] in £+jj unterstrichen, so kommen in T' Formeln 
~ A f [ a i ] , . . . , ~A f[a)J vor. (Wäre eine dieser Formeln bei einer R -An-
wendung eliminiert worden, so auch — AxA[x]. Diese Formel wäre also 
danach in wieder als H F eingeführt worden, und nach der Regel 
über die Anwendung der Umkehrung von H A 2 ' wären dann Formeln 
~ A[aj], . . .,~A[ak] wieder eingeführt worden.) Ist b eine G K , die 
nicht in Ej vorkommt, so erweitern wir f durch die Festlegung f(b) = ai ; 
dann gilt £ - C f £ t . Kommt b schon in Ei vor, so ist entweder f(b)=aj 
ode r . . . oder =a^ - dann gilt E j C f E t - oder f(b) = a s für ein s>k. 
Dann wenden wir in $ + auf E^i solange andere Regeln an - R immer 
mit der normalen Konklusion - bis wir auf SQ £+jjk der Gestalt 
A"-* ~AxA[x] , F' stoßen, in denen ~ AxA[x] nicht unterstrichen ist, 
und auf die wir in $ + die Umkehrung von H A 2 mit der Konklusion 
2jj k=A"-* ~A[a s], ~AxA[x] , T" anwenden dürfen. Da dabei keine 
Formeln eliminiert werden, gilt für alle diese SQ A'CA", Ter", also 
E j C f S ^ . Nach endlich vielen Schritten ergeben sich nach den obigen 
Überlegungen immer solche für alle j. Ebenso verfährt man, falls 
— AxA[x] in nicht unterstrichen ist. 
In den Fällen, in denen Ej bzw. Zjj ; 2 j 2 aus I ; in # durch andere 
Regeln als Umkehrungen von H U ' , VII', H A I ' oder HA2 ' entsteht, argu-
mentiert man entsprechend. 
Aus (a) folgt nun sofort 
(b) Gibt es eine geschlossene Herleitung $ aus 2, so auch ein geschlos-
senes Herleitungssystem @ aus 2. Denn der geschlossene Ast eines 
Herleitungssystems aus 2, den es nach (a) zu $ gibt, läßt sich zu einem 
System @ vervollständigen. Es bleibt also zum Beweis von T5.2-3 noch 
zu zeigen: 
(c) Gibt es ein geschlossenes Herleitungssystem © aus 2, so ist auch je-
des andere Herleitungssystem ©+ aus 2 geschlossen. 
Es sei © geschlossen und 2C sei ein geschlossener Ast von @. a ,^ a 2 , . . . 
sei die Abzahlung der G K , die © zugrundeliegt, b i , b2,.. jene von @ + . 
Wir setzen voraus, daß die G K , die in 2 vorkommen bei beiden Abzah-
lungen dieselben Nummern erhalten. (Man kann ja das Herleitungsver-
fahren so festlegen, daß die G K in 2 von links nach rechts, die ersten in 
der jeweils gewählten Abzahlung sein sollen.) Es sei f(ai)=bi. Ersetzen 
wir jede SQ 2' in 2C durch die SQ f(2), so ist der so entstehende Ast 
korrekt im Sinne der Abzahlung bj , b 2 , . . . gebildet, da bei dieser Ab-
bildung die Ordnungsrelationen zwischen den G K erhalten bleiben. 
Auch 11 ist geschlossen. Zu @ gibt es nun in @+ einen Ast 2C + , der sich 
von 2f nur dadurch unterscheidet, daß in ihm manche Regeln, die A n -
wendungen von H und R vorausgehen, in anderer Reihenfolge ange-
wendet werden. Zwei benachbarte Anwendungen solcher Regeln lassen 
sich aber ohne Änderung des Gesamtergebnisses vertauschen, wie man 
leicht verifiziert. Ist also 2C' geschlossen, so auch 2C + , und damit @ + . 
Das Beweisverfahren über die Konstruktion eines Herleitungssy-
stems ist im aussagenlogischen Fall ein Entscheidungsverfahren, nicht 
aber im prädikatenlogischen Fall. Denn hat die Konstruktion eines 
Herleitungssystems @ aus 2 nach n Schritten noch keinen geschlosse-
nen SS ergeben, so bleibt offen, ob eine weitere Entwicklung von © ei-
nen solchen SS liefert oder nicht. 
5.3 Direkte prädikatenlogische Bewertungen 
Nach den Überlegungen in 1.6 und in 4.4 können wir direkte Interpre-
tationen so definieren: 
D5.3-1: Eine D-Interpretation von P ist ein Quadrupel Wl = 
<U, I , S, V), für das gilt: 
1. U ist eine nichtleere Objektmenge. 
2. I ist eine nichtleere Indexmenge. 
3. Für alle iel ist S; eine Teilmenge von I mit 
a) ieSj 
b) jeS{ AkeSjDkeS; . 
4. Für alle iel ist Vj eine Funktion, die jeder G K a von P ein 
Objekt V;(a)eU zuordnet, jeder n-stelligen P K F von P eine 
Funktion V{(F)e{w, f}( u n), und die eine Teilmenge der Sätze 
von P so in {w, fj abbildet, daß gilt: 
a) Vi(a) = Vj(a) für alle jel und alle G K a. 
b) j e S j D V j ^ V i 
c) V i ( F ( a b . . ,a n)) = wgdw. (V ; ( a i ) , . . .,Vi(an))eV;w(F) 
V i ( F ( a l f . . .,a n))=f gdw. ( V ^ ) , . . .,V1(an))eV{(F) 
d) V j ( - , A ) = w g d w . Vi(A) = f 
V ; ( - . A ) = f gdw. V {(A) = w 
e) V i ( A A B ) = wgdw. Vi(A) = Vi (B)=w 
V;(A A B) = f gdw. Vj(A) = f oder V;(B) = f 
d) V i ( A D B ) = wgdw. A j ( j eS i AV j (A) = w D V j ( B ) = w) 
V ; ( A D B ) = f gdw. Vj(A) = w und V;(B) = f 
e) Vi(AxA[x]) = wgdw. A V ' ( V f VDVj(A[a] ) = w) 
V;( A xA[x]) = f gdw. W * ( V ' T V A Vj(A[a]) = f) 
(Dabei soll die G K a nicht in AxA[x] vorkommen.) 
Nach der Bedingung (4a) kann man V(a) statt Vj(a) schreiben. V ' f V 
besagt also, daß V mit V übereinstimmt bis auf höchstens die Werte 
V'(a) und V(a). Erweiterungen werden wie D4.4-6 definiert. Es gilt also 
V j > V i gdw. für alle G K a gilt Vj(a) = Vj(a) und für alle PK F V y 
(F)C Vy(F) und Vf (F)C V{(F). 
Man verifiziert nun leicht, daß wieder folgende Sätze gelten: 
T5.3-1: jeSj A V;(A) =t=uD Vj(A) = Vj(A) für alle Sätze A und alle i , jel. 
Im folgenden soll die Aussage V =f V implizieren, daß V zu einer D-In-
terpretation 3K=<U, I, S, V> gehört und V zu einer D-Interpretation 
3R'=<U, I , S , V > . 
T5.3-2: (Koinzidenztheorem) Gilt V = V und kommt die G K a nicht im 
Satz A vor, so gilt V; (A)=V ; (A) für alle iel. 
T5.3-3: (Überführungstheorem) Gilt V ' f V , V'(a)=V(b) und kommt a 
nicht in A[b] vor, so gilt V-(A[a]) = V;(A[b]) für alle iel. 
Normale D-Interpretationen werden im Sinn von D4.4-7 definiert, und 
es gilt wieder 
T5.3-4: Zu jeder D-Interpretation 3R = {U, I, S, V) und jeder S M in 
deren Sätzen unendlich viele G K nicht vorkommen, gibt es 
eine ^-äquivalente normale D-Interpretation 3$ = (U, I ,S, V ) . 
Der Beweis verläuft wie für T4.4-11, wobei die V j an die Stelle von V 
treten. 
Wir definieren 
D5.3-2: Eine (p. 1.) D-Bewertung von P ist ein Tripel SR = (I, S, V) für 
das die Bedingungen von D2.4-1 gelten, sowie 
3e) Vi(AxA[x])=w gdw. für alle G K a von P gilt 
Vi(A[a])=w 
V;(AxA[x])=f gdw. es eine G K a von P gibt mit 
V;(A[a]) = f. 
Es gelten dann wieder die Sätze 
T5.3-5: Zu jeder normalen D-Interpretation (U, I, S, V) gibt es eine 
äquivalente D-Bewertung (I, S, V ) . 
T5.3-6: Zu jeder D-Bewertung (I, S, V) gibt es eine äquivalente (nor-
male) D-Interpretation (U, I, S, V ) . 
T5.3-7: Ein Satz A wird genau dann von allen D-Interpretationen er-
füllt, wenn er von allen D-Bewertungen erfüllt wird. 
Damit gilt auch für die direkte P. L . , daß die Interpretationssemantik 
dieselbe Logik auszeichnet wie die Bewertungssemantik. Der Beweis 
dieser Sätze verläuft ganz analog wie jener von T4.4-12, T4.4-13 und 
T4.4-14. 
Auch die Sätze T2.4-2 bis T2.4-10 übertragen sich auf p. 1. D-Be-
wertungen. 
5.4 Die Adäquatheit von D P I bzgl direkter Bewertungen 
Die semantische Widerspruchsfreiheit, d.h. den Satz 
T5.4-1: Jede in D P I beweisbare SQ stellt einen D-gültigen Schluß dar 
beweist man wie T2.5-1, wobei wir nun von dem in 5.1 angegebenen 
Kalkül D P l ° statt den D A l ' ausgehen. Dann sind dem Beweis von 
T2.5-1 nur mehr die p. 1. Fälle hinzuzufügen, die man wie im Beweis 
von T4.5-1 behandelt. 
Die Vollständigkeit von D P I beweisen wir unter Bezugnahme auf 
das mechanische Beweisverfahren, das wir in 5.2 angegeben haben. Die 
Argumentation stützt sich auf einen Satz über Herleitungssysteme, dem 
zunächst einige terminologische Festsetzungen vorauszuschicken sind. 
Ein Faden eines Herleitungssystems @ ist eine Folge f = £0> • • • 
von SQ, für die gilt: Es gibt einen Ast Ii von ©, so daß f aus jedem SS 
von genau eine SQ enthält und daß £ n + \ (n > 0) unmittelbare Folge 
von £ n oder mit £ n identisch ist. Wir reden im folgenden von „Fäden" 
auch im Sinn reduzierter Fäden: Ein reduzierter Faden entsteht aus ei-
nem Faden im obigen Sinn, indem gerade soviele SQ herausgestrichen 
werden, daß keine identischen SQ mehr aufeinander folgen. 
Wir teilen die Fäden in Abschnitte ein. Die Schnittstellen der Ab-
schnitte eines Fadens f liegen zwischen zwei unmittelbar aufeinander 
folgenden SQ £ n und £ n + i von f, bei denen £ n + i eine nicht-normale 
Konklusion von £ n nach der Regel R ist. Der erste Abschnitt f1 von f 
reicht also von der Anfangs-SQ £ bis zur Prämisse der ersten Anwen-
dung von R in f mit nicht-normaler Konklusion - falls es eine Anwen-
dung von R auf SQ von f gibt, andernfalls umfaßt f1 den gesamten Fa-
den f. Und der (n-hl)-te Abschnitt f n + l von f reicht von der n-ten 
unmittelbaren nichtnormalen Folge einer SQ von f nach R bis zur Prä-
misse der (n+ l)-ten Anwendung von R auf eine SQ von f - gibt es 
keine solche Anwendung von R, so umfaßt f n + 1 den gesamten Rest von 
f. 
D5.4-1: Ein Fadenbund eines Herleitungssystems © ist eine kleinste, 
nichtleere Menge $ von Fäden von @, für die gilt: Wird die 
Regel R auf eine SQ £ eines Fadens f von <$ angewendet und 
sind X j , . . . ,£ n die Konklusionen zu I - wir nennen den Faden 
f dann verzweigtso enthält $ zu jeder SQ £j (i= 1, . . .,n) ei-
nen Faden fj, der bis Ii mit f übereinst immt und sich dann mit 
X; fortsetzt. 
Fadenbünde, die nur offene Fäden (d.h. Fäden ohne geschlossene SQ) 
enthalten, nennen wir offen. 
Es gilt nun der für den Vollständigkeitsbeweis zentrale Satz: 
T5.4-2: Zu jedem Herleitungssystem © aus einer in DPI nicht beweis-
baren SQ £ gibt es einen offenen Fadenbund $ von @. 
Beweis: (a) Ist £ nicht in DPI beweisbar, so enthält jede Herleitung $ 
von £ einen offenen Faden, der nur in DPI nicht beweisbare SQ ent-
hält. Denn da die Umkehrungen der Regeln, mit denen Herleitungen 
konstruiert werden, Deduktionsregeln des mit DPI äquivalenten Ka l -
küls DPI' sind, wäre sonst jede unter allen beweisbaren SQ der offenen 
Fäden stehende SQ, insbesondere also £ selbst, beweisbar, (b) Da das 
Herleitungssystem @ aus £ ein System von Herleitungen aus £ ist, gibt 
es nach (a) einen offenen Faden f von @, der nur unbeweisbare SQ ent-
hält, f soll zu $ gehören. Ist f unverzweigt, so ist {f} ein offener Faden-
bund von @. Verzweigt sich f, wobei X r die Prämisse und X r l , . . . , X r m 
die Konklusionen der r-ten Anwendung von R auf eine SQ von f sind, 
so sind mit X r auch alle X r ; (i = l , . . .,m) wegen HIT unbeweisbar. Es 
gibt also nach (a) zu jedem i wieder einen Faden fr;, der mit f bis zur 
SQ X r übereinstimmt und sich dann mit I r j fortsetzt, offen ist und nur 
unbeweisbare SQ enthält. Auch die fr; sollen nun für alle r zu $ gehö-
ren. <$) wird dann für die fr{ so erweitert wie für f, usf. 0 sei die Menge, 
die man durch dieses Auswahlverfahren enthält. $ ist dann ein offener 
Fadenbund von <§5. 
Aus T5.4-2 ergibt sich mit T5.2-3, daß es zu jedem offenen Herlei-
tungssystem einen offenen Fadenbund gibt. Denn ist ein Herleitungssy-
stem aus X offen, so gibt es nach T5.2-3 keine geschlossene Herleitung 
aus X, nach T5.2-1 ist X dann also unbeweisbar, so daß die Bedingung 
von T5.4-2 erfüllt ist. 
Zu jedem Faden f eines offenen Fadenbundes $ und jedem Ab-
schnitt fn von f, der mit einer SQ X endet, die VF der Gestalt AxAjx] 
oder H F der Gestalt ~AxA[x] enthält, gibt es in $ nach der Regel R 
genau einen Faden f, der mit f bis zum Abschnitt fn inclusive überein-
stimmt und für den f n den gesamten restlichen Faden f' umfaßt, f' ist je-
ner Faden, der sich nach X mit der normalen Konklusion von X nach R 
fortsetzt und im weiteren Verlauf bei allen Verzweigungen mit der nor-
malen Konklusion. Da beim Ubergang von der Prämisse einer R-An-
wendung zur normalen Konklusion keine Formeln eliminiert werden, 
enthält fn in allen SQ V F AxA[x] oder H F ~ AxA[x]. Wir nennen fn 
die normale Entsprechung zu fn. Im folgenden sei E(f n) die normale Ent-
sprechung zu fn, falls es eine solche gibt, d. h. falls fn mit einer SQ endet, 
die V F AxA[x] oder H F ~ AxA[x] enthält; andernfalls sei E(f n)=f n . 
Es gilt nun: 
T5.4-3: Jeder D-gült ige Schluß ist in D P I beweisbar. 
Beweisest die SQ X nicht in D P I beweisbar, so gibt es nach T5.2-2 ein 
offenes Herleitungssystem © aus X und nach T5.4-2 dazu einen offe-
nen Fadenbund $ . Unter Bezugnahme auf $ wird eine D-Interpreta-
tion SR = (U, I, S, V) wie folgt definiert: 
1. U sei die Menge der natürlichen Zahlen. 
2. I sei eine Indexmenge für die Abschnitte der Fäden aus 
Besagt „A(i, f, n)", daß i der Index des n-ten Abschnitts des Fadens f 
ist, und „f = n f " , daß f und f bis zu ihren n-ten Abschnitten inclusive 
übereinstimmen, so gilt: Aus A(i , f, m) und A(i , f, m) folgt m = m und 
3. S wird mit Hilfe der Relation Q definiert: iQj gelte gdw. es einen 
Faden f aus # und Zahlen m, n gibt, so daß A(i, f, m), A(j, f, n) und 
m < n ist. Q ist dann totalreflexiv und transitiv. Denn gilt A( i , f, m), 
A(j , f, n), A(j , f, m'), A(k, f, h) , m < n , m'<n', so gilt nach der 2. und 3. 
dieser Bedingungen und (2) n = m' und f = n f . Wegen m < n gilt also 
auch f=mf\ z\so A( i , f, m), A(k, f, n) und m<n'. Setzen wir also 
S; = {jeI:iQj}, so gelten die Bedingungen (3a, b) von D5.3-1. 
4. Es sei I(i) die Menge der V F von i und der V F von E(i), und II(i) die 
Menge der H F von i und der H F von E(i). 
Es gilt dann 
a l ) I ( i )n i l ( i )= A . 
Denn alle V F von i sind V F von E(i), alle H F von i H F von E(i). Es ge-
nügt also zu zeigen, daß es keine Formel gibt, die in E(i) zugleich als 
V F und als H F vorkommt. In E(i) werden aber keine Formeln elimi-
niert (HF werden nur beim Ubergang von fn zu fn+l eliminiert, aber 
nicht in ein und demselben Abschnitt eines Fadens), so daß gilt: Käme S 
als V F in der j-ten SQ von E(i) vor und in der k-ten SQ von E(i) als 
H F , so käme S in der SQ mit der Nummer max (j, k) von E(i) sowohl 
als V F wie als H F vor; diese SQ und damit die entsprechenden Fäden 
von $ wären also geschlossen, im Widerspruch zur Wahl von 
Ebenso erkennt man: 
a2) Gil t Ael(i), so nicht - Ael(i). 
5. Wir definieren nun die Funktion V von so, daß gilt: 
a) V;(a n) = n für alle G K a n und iel. Dabei sei aj, a2> . . . die in der 
Konstruktion des Herleitungssystems @ verwendete Abzahlung der 
G K von P. 
b) Vy(F) = { (n , , . . . ,n m ) :F (a n i , . . .,a njel(i)} 
V{(F) = { ( n l f . . . ,n m ) :~F(a n i , . . .,an m)d(i)} 
für alle iel und alle m-stelligen PK F von P. 
Esgi l tVy(F)n V[(F)=A wegen (a2). 
Nach (a) und (b) gilt (im Blick auf D5.3-1): 
ß l ) V i (A)=wgdw. Ael(i) 
Vj(A) = f gdw. - Ael(i), für alle Atomformeln A . 
Nach (al) gilt also auch für alle Atomformeln A und alle iel 
ß2) Ist AeII(i), so ist Vj (A) =»=w. 
Ist ~AeII(i),so ist Vj(A) * f . 
Es gilt ferner für alle Atomformeln A und iel: 
c) Ist jeSj und V[(A)4=u, so ist Vj(A) = V;(A). 
Denn ist jeS;, also iQj , so gilt I(i)Cl(j), da V F in @ nie eliminiert wer-
den. Damit ist die Bedingungung D5.3-1, 4b erfüllt. äR = (U, I, S, V) ist 
also eine D-Bewertung. 
Wir zeigen nun durch Induktion nach dem Grad g von A , daß für 
jeden Satz A von P und alle iel gilt: 
y) Ist Ael(i), so Vi (A)=w; ist ~AeI(i), so ist Vj(A) = f; ist AeII(i), so 
ist Vj(A)4=w; ist ~AeII(i), so istVj(A)4=f. 
Diese Behauptung gilt nach (ß) für g=0. Für den Induktionsschritt be-
nötigen wir folgende Hilfssätze: 
5) Zu jeder nichtatomaren Formel eines Abschnitts i , die nicht V F der 
Gestalt AxA[x] oder H F der Gestalt ~ AxA[x] oder A D B ist, treten in 
i Nebenformeln auf, nämlich die V F — A zur V F - . A , die V F A zur V F 
~ - A , die V F A , B zur V F A A B , die V F ~ A oder ~ B zur V F 
~ A A B, die V F A , ~B zur V F ~ AZ) B, eine V F ~ A[a] zur VF ~ AxA[x], 
die V F B oder die H F A zur V F A D B, die H F ~ A zur H F - A , die H F 
A z u r H F ~ - A , die H F A oder B zur H F A A B , die H F ~ A , - B z u r 
H F - A A B, die H F A oder ~ B zur H F - A D B , eine H F A[a] zur H F 
AxA[x] . 
Denn ist die H P F in der ersten SQ 2' von i bereits unterstrichen so 
treten die entsprechenden Nebenformeln schon in 2' auf. Andernfalls 
wird auf sie nach D5.2-2 in i eine Regel angewendet. Jeder Anwendung 
einer Regel zur Konstruktion eines Herleitungssystems auf eine SQ 2' 
außer R und H reduziert die Summe der Grade der nicht unterstriche-
nen F V in 2'. Nach endlich vielen Schritten sind also nur mehr R oder 
H anwendbar, und bis dahin sind auf alle nicht unterstrichenen V F und 
alle jene H F , die nicht die Gestalt A D B haben, die entsprechenden Re-
geln angewendet worden. 
e) Zu jeder V F A D B von i treten in allen jeSj B als V F oder A als H F 
auf. Das gilt nach (5) für i , und folgt der Abschnitt j auf i , so wird in 
der Anfangs-SQ von j nach D5.2-2,3e die Unterstreichung von A D B 
getilgt, also in j die Umkehrung der Regel VII ' auf A D B angewendet. 
q) Zu jeder H F A D B von i gibt es ein jeSj mit A als VF und B als H F . 
Das ergibt sich aus D5.2-2,3e und der Regel R. 
r|) Zu jeder V F der Gestalt AxA[x] und jeder H F der Gestalt 
~ A xA[x] von i gehören die Formeln A[a] bzw. die Formeln ~ A[a] für 
alle G K a zu I(i) bzw. II(i). 
Gibt es zu i kein j 4= i mit jeS;, so wird in i nicht die Regel R angewen-
det, also keine H F eliminiert. Nach endlich vielen Schritten wird also 
jeweils H angewendet, und spätestens vor der (n+l)-ten H-Anwen-
dung treten die V F A[a n] und die H F ~ A[a n] in i auf. Gibt es zu i ein 
j4=i mit jeSj und treten in i V F AxA[x] oder H F der Gestalt ~ AxA[x] 
auf, so gibt es zu i eine normale Entsprechung E(i), in der keine H F eli-
miniert werden und nach jeweils endlich vielen Schritten H angewendet 
wird. Dann ergibt sich die Behauptung wie oben, da auch die V F und 
H F von E(i) nach (4) Elemente von I(i) bzw. II(i) sind. 
Es sei nun die Behauptung (y) bereits für alle g<m bewiesen. 
Dann gilt sie auch für g = m + 1: 
Ist - iAel( i ) , so nach (5) ~AeI(i), also nach I . V . V;(A) = f, also 
V i ( - A ) = w. 
Ist ~ -.Ael( i) , so nach (5) Ael(i), also nach I . V . Vj (A)=w, also 
V i H A ) = f. 
Ist - A e l l ( i ) , so nach (8) ~AeII(i), also nach I . V . V;(A)4=f, also 
V ; ( - A ) * w . 
Ist »AeII(i), so nach (8) AeII(i), also nach I . V . V;(A)=#w, also 
V i ( - A ) * f . 
Ist AABel ( i ) , so nach (6) A,Bd( i ) , also nach I. V . Vi(A)=Vj(B)=w, 
also V i ( A A B ) = w. 
Ist ~ A ABel( i) , so nach (8) ~ A oder ~BeI(i), also nach I. V . V;(A) = f 
oder Vi(B) = f, also V;(A A B) = f. 
Ist AAB8 l I ( i ) , so nach (8) A oder Bell(i), also nach I . V . V;(A)4=w 
oder V|(B) * w, also V;(A A B ) * w . 
Ist ~ A A B 8 l I ( i ) , so nach (8) ~A,~BeII( i ) , also nach I . V . 
Vj(A) * f *Vi (B) , also V ; ( A A B) 4=f. 
Ist A Z) Bel(i), so nach (c) für alle jeSj Bel(j) oder AeII(j), also nach I. V . 
V j (B) = w oder Vj(A) =t=w, also V ; ( A D B ) = w. 
Ist -AZ)BcI ( i ) , so nach (ö) A , ~BeI(i), also nach I. V . V;(A)=w und 
V;(B) = f, also V i ( A D B ) = f. 
Ist ADB8lI ( i ) , so gibt es nach (q) ein jeS;, so daß AEI ( J ) und BeII(j), 
nach I. V . gilt also Vj(A) = w und Vj(B) =# w, also V;(A D B) 4= w. 
Ist ~ADBeII ( i ) , so nach (8) AeII(i) oder -BcII ( i ) , also nach I . V . 
V;(A) * w oder V;(B) + f, also V ; ( A D B ) 4= f. 
Ist A xA[x]eI(i), so gilt nach (r\) für alle G K a A[a]el(i), nach I. V . also 
V;(A[a]) = w, also - da alle Objekte aus V nach (1), (5a) Namen ha-
ben - V;( A xA[x]) = w. 
Ist — AxA[x]eI(i), so nach (8) —A[a]8l(i) für eine G K a, also nach 
I. V . V|(A[a]) = f, also V ; ( AxA[x]) = f. 
Ist AxA[x]eII(i), so nach (8) A[a]eII(i) für eine G K a, also nach I. V . 
Vj(A[a]) =t= w, also Vj( A xA[x]) 4= w. 
Ist - AxA[x]eII(i), so gilt nach (r|) für alle G K a ~A[a]eII(i), nach 
I. V . also Vi(A[a])4=f, also - da alle Objekte aus V Namen haben -
V i (AxA[x ] ) * f . 
Es sei nun i ein Index eines ersten Abschnitts eines Fadens aus Dann 
sind alle V F jener in D P I unbeweisbaren SQ Z, aus der @ ein Herlei-
tungssystem ist, in I(i) und alle H F von Z sind in II(i). Setzen wir wie-
der Vj (~A)=Vj( ->A) , so macht also V ; alle V F , aber keine H F von Z 
wahr. Z stellt also keinen 3#-gültigen Schluß, und damit auch keinen 
D-gült igen Schluß dar. Eine SQ, die einen D-gültigen Schluß darstellt, 
ist also in D P I beweisbar. 
6 Die klassische Prädikatenlogik 
6.1 Die Sequenzenkalküle YLVl undKP2 
Aus K A I erhält man einen Kalkül K P l der klassischen P. L . , wenn man 
die p. 1. Regeln H A I bis VA2 von M P l hinzunimmt. K P l ist also M P l 
erweitert um das Axiomenschema T N D , oder D P I , erweitert um dieses 
Axiomenschema (vgl. dazu 3.2). 
Auch hier gilt wieder, wie für M P l und D P I (vgl. T4.2-la und 
T5.1-1) der Satz 
76./-/: Ist in K P l eine SQ S}[a],. . .,Sm[a]^T][a],. . .,Tn[a] beweis-
bar, so auch die SQ S^b], . . .,Sm[b]-*Ti[b], . . .,Tn[b] für jede 
G K b (n, m > 0), wo die G K a in den Formeln der letzteren SQ 
nicht mehr vorkommt. 
Vgl . dazu wieder die Erläuterungen zu T4.2-la. Das beweist man 
ebenso wie diesen Satz. 
Zum Beweis des Eliminationstheorems 
76.1-2: Jede in K P l beweisbare SQ ist ohne TR-Anwendungen beweis-
bar. 
brauchen wir also dem Beweis von T4.3-1 neben jenen Fällen, die 
schon unter T3.1-1 behandelt worden sind, nur folgende Fälle hinzufü-
gen: 
3c) Z j ist Axiom nach TND, Z 2 entsteht durch eine logische Regel mit S als 
HPF 
r|) S hat die Gestalt AxA[x] 
A', A [ a b r -A [a ] ,~ A[a]; A [ a h r 
- AxA[x] , ~ AxA[x] ; A', AxA[x ] - F A Ä r a r ~ A M > F 
A ' - ~ AxA[x], F A ' - ~ A[a], r V V , V T 
A - - AxA[x], T 
0) S hat die Gestalt ~ AxA[x] 
A , ~ A [ b ] - F - A [ b ] , ~ A[b] ; A ' , ~ A[b]-+ F 
-+ AxA[x] , - AxA[x] ; A', - A x A [ x ] - F A' - A[b], F 
A - AxA[x] , F A - AxA[x] , F 
b kommt nicht in A', F, AxA[x] vor. 
Aus T6.1-2 ergibt sich dann wie früher die Widerspruchsfreiheit und 
das Teilformeltheorem. 
Wie in 3.1 kann man von K P l zu einem Kalkül KP2 übergehen, in dem 
keine Formeln der Gestalt ~ A vorkommen. KP2 ist K A 2 , erweitert um 
die p. 1. Regeln H A I und V A 1 . Erweitert man den Satzkalkül K A der 
klassischen A . L . um die p. 1. Axiome A16, A17, R2 und R3 von D P 
(vgl. 5.1), bzw. D P um A12 (vgl. 3.1), so erhält man einen Kalkül K P 
der klassischen Logik, dessen Axiome freilich nicht unabhängig sind. 
Insbesondere sind nun A I 7 und R3 mit AI6 und R2 beweisbar. Man 
kann hier auch R2 durch ein einfachere Regel ersetzen 
R2: ADB[a ] h A D AxB[x] , wo a nicht in der Konklusion vorkommt. 
Denn mit R2'erhält man R2 so: Es gilt A D B[a] V C, A , - . C h- B[a], also 
nach T2 - a kommt nicht in A vor - A D B [ a ] V C , - . C h A D B [ a ] , mit 
R2' also A D B [ a ] V C , - C r - A D AxB[x] , also A D B [ a ] V C , - C h 
A D AxB[x] V C , mit C h A D AxB[x] V C also A D B [ a ] V C , C V - C 
h A D AxB[x] V C, mit dem Theorem C V - . C, das aus AI2 folgt, also 
R2. Umgekehrt erhält man R2' mit R2 so: Aus ADB[a ] folgt 
A D B[a] V C A - i C, nach R2 also - a komme nicht in C vor -
A D A x B [ x ] V C A - C . M i t - . ( C A - . C ) , das aus C V - C folgt, also 
A D A x B x ] . 
Es gilt nun 
T6A-3: In K P ist A h- Y genau dann beweisbar, wenn A-> Y in K P l 
beweisbar ist. 
Das ergibt sich ebenso aus T5.1-6, wie sich T3.1-2 aus T2.3-5 ergab. 
6.2 Der Formelreihenkalkül KP3 
Wie in 3.2 kann man K P l auch einen äquivalenten Formelre ihenkalkül 
KP3 zuordnen, indem man zu K A 3 folgende p. 1. Regel hinzunimmt: 
AI: r, A[b] H T, AxA[x] 
A2: r ,~A[a ]h - r , - AxA[x] 
Dabei muß für A I die Konstantenbedingung erfüllt sein, daß b nicht in 
der Konklusion vorkommt. 
Die Äquivalenz von KP3 mit K P l beweist man wie T3.2-2 und wie 
T4.2- la beweist man den Satz: 
T6.2-1: Ist in KP3 eine FR Sj[a], . . .,Sn[a] beweisbar, so auch die FR 
Si[b], . . .,Sm[b] für jede G K b, falls a in den Formeln der letz-
teren FR nicht mehr vorkommt. 
Es gilt auch das Eliminationstheorem: 
T6.2-2: Jede in KP3 beweisbare FR ist ohne Anwendungen der Regel S 
beweisbar. 
Dem Beweis von T3.2-3 sind folgende Fälle hinzuzufügen: 
Zu (2) unter den Fällen y: 
Ist R die Regel A I und ist in §B" die Konstantenbedingung verletzt, so 
ist die fragliche G K nach T6.2-1 in passender Weise umzubenennen. 
Nach dem Beweis von T6.2-1 erhöht sich der Rang der Schnitte damit 
nicht. 
Zu (3): A hat die Gestalt AxA[x]. 
Ist F, A[b] beweisbar, so nach T6.2-1 auch T, A[a], da b nicht in T, 
A[a] vorkommt. 
Aus T6.2-2 folgt wie in 3.2 die Widerspruchsfreiheit von KP3 und 
das Teilformeltheorem. 
Wir können das in 3.2 für KA3 entwickelte Entscheidungsverfahren zu 
einem mechanischen Beweisverfahren für KP3 erweitern. Wir ersetzen 
dabei den Kalkül KA3' durch jenen, der daraus durch Hinzunahme der 
p. 1. Regeln A T und A2' entsteht, in denen gegenüber A I und A2 die 
H P F in die Prämisse eingesetzt wird. Bei der Überlegung zur Elimi-
nierbarkeit von V in KP3 ist von T6.2-1 Gebrauch zu machen. Regu-
läre Herleitungen werden nach D3.2-3 bestimmt, wobei nun - in Ana-
logie zu den Verfahren bei der direkten PL - eine Abzahlung ai, a 2 , . . . 
der G K von P vorausgesetzt wird, die mit jenen in der Anfangs-FR be-
ginnt, und die Bedingung (c) ersetzt wird durch die Bedingungen: 
c) Die Umkehrung von A I ' wird so angewendet, daß b (die dabei neu 
eingeführte GK) die erste G K in der Abzahlung ist, die in der Prä-
misse nicht vorkommt. 
d) Die Umkehrung von A2' wird so angewendet, daß a die G K ist, für 
welche die Formel A[a] nicht in der Prämisse vorkommt. 
r,A[b] r,~A[a] 
r ,AxA[x ] ; r,~ AxA[x] 
r, r 
r ,A[a] ; r , ~A[a] 
rA[a]> r'_A[a] 
r, r V , T 
e) Sind nach (b) keine Regeln auf eine offene FR mehr anwendbar, die 
Formeln der Gestalt ~ AxA[x] enthält, so werden die Unterstrei-
chungen dieser Formeln getilgt. Diese Regel nennen wir wieder H . 
f) Läßt sich auf eine FR aus 0 n nach (a), (b) und (e) noch eine Regel 
anwenden, so enthält $ ein Glied 0 n + \ . 
Es gelten dann wieder die entsprechenden Sätze zu T3.2-4 und T3.2-5, 
aus denen folgt, daß die Konstruktion einer regulären Herleitung aus 
einer FR Y immer dann eine geschlossene Herleitung aus T, und damit 
im Sinn von T3.2-4 einen Beweis von Y in K P 3 , bzw. KP3 liefert, wenn 
T in KP3 beweisbar ist. 
Es gilt nun auch der Satz: 
T6.2-3: Für jeden Faden f einer regulären Herleitung gilt: 
a) Jede nichtatomare Formel (einer FR) von f tritt in (einer FR 
von) f als H P F auf. 
b) Zu jeder Formel ~ AxA[x] von f treten in f die Formeln 
~ A[a] für alle G K von P auf. 
Beweis: (a) Wir können im Effekt die Herleitung $ = 0 j , © 2 , • • • S O 
konstruieren, daß im Schritt von 0; zu 0; + i (1< i) auf jede nichtge-
schlossene FR in 0j eine Regel angewendet wird. Dann ergibt sich (a) 
daraus, daß sich in f die Summe der Grade der nichtunterstrichenen FV 
in jedem Schritt reduziert bis zur nächsten Anwendung von H . Vor der 
1. H-Anwendung und zwischen zwei aufeinanderfolgenden H-Anw ren-
dungen liegen also in f nur endlich viele FR, so daß (a) für jeden sol-
chen Abschnitt von f gilt. Tritt nun ~ AxA[x] im n-ten Abschnitt von 
f zuerst auf, so wird dazu nach (d) spätestens im (n-fk)-ten Abschnitt 
von f die Formel ~ A[a|J eingeführt, so daß auch (b) gilt. 
6.3 Die Adäquatheit von KP3 bzgl. totaler Bewertungen 
Die semantische Widerspruchsfreiheit von KP3 besagt: 
T6.3-1: Ist in KP3 die FR Y beweisbar, so erfüllt jede totale (p. 1.) Be-
wertung V mindestens eine Formel aus T, wenn wir setzen 
V ( ~ A ) = V ( ^ A ) . 
Beweis /Das gilt für das Axiom D , und gilt es für die Prämisse einer Re-
gel, so auch für die Konklusion. In den Fällen A I und A2 erhalten wir 
z .B . 
A I : Gibt es eine totale Bewertung V , die keine Formel aus Y erfüllt 
und für die gilt V(AxA[x]) = f, so gibt es nach T4.4-5 eine totale 
Interpretation V , die diesen Sätzen die gleichen Wahrheitswerte 
zuordnet. Es gibt also ein V " mit V " = V ' und V"(A[b]) = f. Nach 
dem Koinzidenztheorem T4.4-1 gilt aber auch V"(S) = f für alle S 
aus T, so daß nicht jede totale Interpretation eine Formel der Prä-
misse erfüllt. Das gilt dann nach T4.4-6 auch für totale Bewertun-
gen. 
A2: Gi l t V(~A[a]) = w, ist also V(A[a]) = f, so ist auch 
V(AxA[x]) = f. 
T6.3-2: Erfüllt jede totale Bewertung eine Formel aus T, so ist T in 
KP3 beweisbar. 
Beweis: Ist T in KP3 nicht beweisbar, so gibt es eine offene reguläre 
Herleitung $ aus T, also einen offenen Faden f von T+ sei die 
Menge aller Formeln in FR von f. V sei definiert durch 
a) V(A) = f gdw. A e r + 
V(A) = wgdw. ~ A e r + . 
Dann ist V nach T6.2-3 eine Semi-Bewertung im Sinn von D4.4-9. Die 
a. 1. Fälle wurden schon in 3.2 beim Vollständigkeitsbeweis von KA3 
behandelt. Ist V(AxA[x])=w, so ist nach (a) ~ AxA[x]er+, also 
nach T6.2-3 ~ A[a]er+ für alle G K a, also nach (a) V(A[a])=w für 
alle G K a. Ist V(AxA[x])=f, so ist nach (a) AxA[x]er+, also 
nach T6.2-3 A[b]er + für eine G K b, also nach (a) V(A[b]) = f für eine 
G K b. V läßt sich nach T4.4-18 zu einer partiellen, und die nach 
T4.4-17 zu einer totalen Bewertung V erweitern, die keine Formel aus 
f erfüllt. 
7 Erweiterungen der Prädikatenlogik 
7.1 Indeterminierte Namen 
In diesem Kapitel wollen wir unter anderem Kennzeichnungsterme ein-
führen, also komplexe Namen, deren Bezug von der Bedeutung der 
Prädikatausdrücke abhängt , mit denen sie gebildet sind. Damit können 
sich Indeterminiertheiten der Prädikate auf Namen vererben. Wir müs-
sen daher nun auf die in 4.4 vernachlässigte Frage eingehen, wie inde-
terminierte Namen zu behandeln sind, also Ausdrücke der syntakti-
schen Kategorie Name, denen nicht in eindeutiger Weise ein Objekt 
zugeordnet ist, das sie bezeichnen sollen. 
Eine erste Mögl ichke i t ist, solche Namen wie determinierte Na-
men zu verwenden, wie Namen also, die einen bestimmten Gegenstand 
bezeichnen, der aber nicht eindeutig festgelegt ist. Für diese Auffassung 
ist charakteristisch, daß die Prinzipien AxA[x]-A[a] und ~A[a]-
~AxA[x] auch für indeterminierte G K a gelten. In einer entsprechen-
den Interpretationssemantik würde dann ein Satz mit indeterminierten 
Namen bei einer Interpretation V wahr sein, wenn er bei allen (zulässi-
gen) Präzis ierungen von V wahr ist, bei denen alle Namen determiniert 
sind. Wegen der semantischen Interdependenz von Namen und Prädi -
katen müßte es dann aber zu jeder Interpretation V (zulässige) vollstän-
dige Präzisierungen sowohl der Namen wie der Prädikate geben. Deren 
Existenz wollten wir hier aber nicht voraussetzen. Damit entfällt aber 
diese erste Mögl ichkei t . Wir können nicht alle Namen wie Objektbe-
zeichnungen behandeln und müssen damit auch die beiden Prinzipien 
aufgeben. 
Eine zweite Mögl ichke i t ist dann, neben determinierten Namen 
vol lständig indeterminierte Namen zuzulassen und festzulegen, daß 
Atomsätze mit indeterminierten Namen immer indeterminiert sind. E i -
nen entsprechenden Interpretationsbegriff erhält man in Entsprechung 
zu D4.4-5 so: 
D7.1-1: Eine B-Interpretation von P ist ein Paar SR= < U , V > , für das 
gilt: 
1. U ist eine nichtleere Objektmenge. 
2. V ist eine Funktion, die eine Teilmenge der Menge aller G K 
von P in U abbildet, jeder n-stelligen P K F von P eine 
Funktion V(F)e{ w, f} (Un) zuordnet, und die eine Teilmenge der 
Sätze von P so in {w, f} abbildet, daß gilt: 
a) V ( F ( a b . . .,an)) = w gdw. V(a n) 4=u, . . .,V(an)4=u und 
V(a0, . . .,V(an)eVw(F) 
V ( F ( a b . . . , a n ) ) = f gdw. V(a0 4=u, . . .,V(a n) * u und 
V(a0, . . .,V(a n)8Vf(F) 
b) V ( - i A) = w gdw. V(A) = f 
V ( - A ) = f gdw. V(A) = w 
c) V ( A A B ) = wgdw. V(A) = V(B) = w 
V(A A B) = f gdw. V(A) = f oder V(B) = f 
d) V(AxA[x]) = wgdw. 
A V ' ( V f V A V ' ( a ) + u D V'(A[a]) = w) 
V(AxA[x]) = f gdw. 
W ' ( V f V A V'(a) =¥ u A V'(A[a]) = f), 
wobei die G K a in beiden Bedingungen nicht in AxA[x] 
vorkommt. 
Es gelten dann das Koinzidenz- und das Uberführungstheorem im Sinn 
von T4.4-9 und T4.4-10, und es gilt auch die Stabil i tät im Sinn von 
T4.4-8, wenn man bei der Definition der Extension nach D4.4-6 die 
Bedingung 'V(a) = V'(a)" durch "V(a)4=uDV'(a)=V(a)" ersetzt. 
E sei nun eine einstellige P K von P, die wir generell so deuten wol-
len, daß gilt 
e) Vw(E) = U , also Vf (E)= A . 
Dann gilt für alle G K a: V(Ea)=w gdw. V(a)4=u, V(Ea) = u gdw. 
V(a) = u, also in jedem Fall V(Ea)=l=f. Und für alle B-Interpretationen 
gilt 
T7.1-1: V( A xA[x] ) = V ( A x(Ex D A[x])). 
Beweis: Es gilt V(AxA[x] )=w gdw. A V ' ( V ' ^ V AV' ( a ) *uD V 
(A[a])=w) gdw. A V , ( V ' f V A V , ( a ) * u D V , ( - E a ) = w V V , ( A [ a ] ) = w ) 
(denn V'(Ea) ist immer =t= f) gdw. V(Ax(ExZ> A[x])) = w. (In der minima-
len Logik ist die Implikation im Sinn von Dl . l - 2 ,b definiert.) 
Es sei A + der Satz, der aus A dadurch entsteht, daß man alle Teilsätze 
AxB[x] von A durch Ax(Ex!DB[x]) ersetzt. Es sei (~A)+ = ~ A+ und 
(S j , . . . , S n ) + =S + j , . . . ,S n . Der Satz T7.1-1 legt nun den Gedanken 
nahe, die B-Logik l ieße sich mit der Übersetzung von A in A+ in die 
minimale P. L . einbetten, die SQ A + - * T+ stelle also genau dann einen 
P-gült igen Schluß dar (also einen bzgl. aller partiellen Interpretationen 
nach D4.4-5 gült igen Schluß) , wenn die SQ A->- T B-gültig ist. Es gilt 
nun zwar die „wenn-dann"-Behauptung, nicht aber die „nur dann-
wenn"-Behauptung. Das liegt u. a. daran, daß in der minimalen P. L . 
eine passende Implikation fehlt. In M P l sind folgende Regeln beweis-
bar: 
VA1 °: A , A [ a ] - Y; A-+ Ea, T h A , A x(Ex D A[x])- T 
HA2° : A - ~A[a], T; A - E a , r H A — ~ Ax(ExZ> A[x]), T 
VA2° : A , Eb, ~ A [ b ] - r h- A , ~ A x ( E x D A [ x ] ) - T 
HA1° : A - ~ E b , A[b], T h A - Ax(ExDA[x ] ) , T. 
Dabei soll die G K b in den Konklusionen der letzten beiden Regeln 
nicht mehr vorkommen. 
Beweis: 
A— Ea, T; Ea, ~ Ea-» A— Ea, T 
A , ~ E a - T A - ~ ^ E a , A->- ~A[a], T 
A , A [ a ] - » r ; A , ^ E a - T A— ~ ( E a V A[a]), T 
A , - Ea V A [ a ] - T A - ~ A x(Ex D A[x]), V 
A, Ax(ExZ> A [ x ] ) - T 
A, Eb, ~ A [ b ] - T A - ~ Eb, A[b], r 
A, 1 Eb, ~ A [ b ] - r A - - Eb, A[b], r 
A, ~ Eb V A [ b ] - T A - - Eb V A[b], V 
A, ~ A x(Ex D A[x] ) - T A-* Ax(ExD A[x]), T 
Wir können die Entsprechungen zu den ersten drei Regeln als p. 1. Re-
geln der B-Logik ansehen. Anstelle von H A I 0 ist aber die stärkere Re-
gel 
HA1° 0 : A , E b - A [ b ] , T h A - AxA[x], T 
B-gültig, (die G K b soll hier wieder nicht in der Konklusion vorkom-
men.) 
Die Einbettung der B-Logik in die minimale P. L . mißl ingt freilich 
auch aus anderen Gründen. So gilt nach D7.1-l ,2a Fa-+Ea, wegen 
AxGx , Ea-*Ga also A x G x , Fa->Ga, der Schluß A x ( E x D G x ) , 
Fa-* Ga ist aber nicht P-gült ig . 
Es ist nun aber auch wenig plausibel, nur völlig determinierte und 
völlig indeterminierte Namen zu berücksichtigen. Vielmehr wird man mit 
mehr oder minder determinierten Namen arbeiten. Dazu bietet sich aber 
im Rahmen einer Interpretationssemantik kein Weg an. Würde man den Be-
griff der B-Interpretation so abändern, daß man in D7.1-l,2a die erste Be-
dingung ersetzt durch: „Ist V(ai) * u , . . ., V(a n) 4=u, so gilt V ( F ( a l 5 . . .,an)) 
= w gdw. V(a i ) , . . . , V(a n)eV w(F)", und entsprechend die zweite Bedin-
gung, ließe man also auch zu, daß Atomsätze mit indeterminierten Namen 
Wahrheitswerte haben, so wären diese nicht mehr Funktionen der Bedeu-
tungen der PK und der G K , man verließe also den Rahmen der Interpre-
tationssemantik. Und wenn man den G K nichtleere Mengen von Objekten 
des Grundbereichs zuordnet, von denen sie eines bezeichnen sollen, das 
aber nicht näher bestimmt ist, also z .B . setzt V(F(aj , . . .,an)) = w gdw. 
V(aj)x . . .xV(a n )C V W (F ) , so gibt das, wie wir schon sahen, nur dann 
einen Sinn, wenn man Präzis ierungen voraussetzt, die bzgl. der Namen 
vollständig sind, und das wollten wir nicht tun. 
In einer Bewertungssemantik entfällt dieses Bedenken. In der Tat 
liegt es nahe, bei Zulassung indeterminierter Namen nicht von Interpre-
tationen auszugehen, die P immer als Sprache über bestimmte Gegen-
stände deuten, sondern von partiellen Bewertungen. Dabei setzen wir 
dann nicht voraus, daß die mit ihnen gedeutete Sprache eine Sprache 
über Objekte ist, sondern es stellt sich vielmehr die Frage, ob eine be-
stimmte Verteilung von Wahrheitswerten auf Sätze von P - und, im Fall 
direkter Bewertungen, von Regeln über den Zusammenhang zwischen 
den Wahrheitswerten von Sätzen - eine Deutung der Sprache als Spra-
che über Gegenstände eines bestimmten Bereichs ermöglicht. Ist das 
nicht der Fall, so kann man die p. 1. Sprache nicht mehr in der gewohn-
ten Weise lesen, also z .B . einen Satz der Gestalt F(a) nicht mehr als 
„Das Prädikat F trifft auf das durch a bezeichnete Objekt zu". Die Z u -
lassung indeterminierter Namen bedeutet also u . U . eine gravierende 
Beschränkung für das normale Sprach Verständnis. Diese Modifikation 
liegt aber in der Konsequenz unseres ganzen Ansatzes: M i t der Zulas-
sung unvollständig definierter Prädikate haben wir schon die Lesart 
von F(a) als „Das durch a bezeichnete Objekt hat die durch F ausge-
drückte Eigenschaft" aufgegeben. Wenn es nun eine semantische Inter-
dependenz zwischen Prädikaten und Namen gibt, kraft derer sich Inde-
terminiertheiten von Prädikaten auf Namen vererben, so kann wie von 
wohlbestimmten objektiven Eigenschaften, die unabhängig von unse-
ren sprachlichen Regeln und unserer Erkenntnis auf die Gegenstände 
zutreffen oder nicht zutreffen, nicht mehr von eindeutigen Objekten 
die Rede sein. 
Auf die Frage, welche Bewertungen objektivierbar sind, gehen wir 
später ein. Grob gesagt wird man eine Bewertung „objektivierbar" nen-
nen, wenn es eine totale Interpretation gibt, die sie erweitert. Zunächst 
müssen wir aber einen passenden Bewertungsbegriff definieren. Gehen 
wir von partiellen Bewertungen im Sinn von D4.4-8 aus, so sind nun 
die Wahrheits- und Falschheitsbedingungen für Allsätze nach (c) zu 
modifizieren. Ist V( A xA[x]) = w, so ist nun nicht mehr zu fordern, daß 
für alle G K a gilt V(A[a])=w, denn der Schluß AxA[x]-*A[a] ist nun 
nicht mehr gült ig. Die notwendige Bedingung für V( AxA[x]) = w muß 
vielmehr lauten: Für alle G K a gilt: Ist V(Ea) = w, so ist V(A[a]) = w. 
Diese Bedingung können wir aber nicht als hinreichend ansehen, da 
sonst die Stabilität verletzt wäre . Extensionen sind im Sinn von Dl .6 -2 
zu definieren. Es kann nun für V gelten: Ist V(Ea) = w, so ist 
V(A[a]) = w für alle G K a, ohne daß das für alle Extensionen V von V 
gilt, da für eine G K b mit V(Eb) = u gelten kann V'(Eb) = w, aber 
V'(A[b] )=*= w. Man müßte also sagen: V(AxA[x]) = w gdw. für alle G K a 
gilt: V(A[a])=w folgt aus V(Ea) = w. Gemeint ist hier aber ein Folgen 
im Sinn von semantischen Regeln, und um das auszudrücken, muß man 
entweder auch auf eine Bewertungssemantik verzichten und zur Wahr-
heitsregelsemantik übergehen oder zu direkten Bewertungen.1 
Der erste Weg führt dazu, daß wir im Kalkül MPl die p. 1. Regeln 
H A I bis VA2 nach den obigen Überlegungen durch HA°° bis VA2° er-
setzen. Den so entstehenden Kalkül nennen wir MPl*. 
Zu MPl* können wir also weder eine passende Interpretationsse-
mantik angeben, noch eine passende Semantik für partielle Bewertun-
gen. Anders sieht die Sache aus, wenn wir von den D-Bewertungen im 
Sinn von D2.4-1 und D5.3-2 ausgehen. Deuten wir hier Allsätze 
AxA[x] im Sinn von Ax(ExZ) A[x]), so erhalten wir statt der Bedin-
gung (3e) 
e3*) V i (AxA[x ] )=w gdw. für alle G K a gilt: Aj( jeSjAVj 
(Ea)=wDVj(A[a])=w) 
V;(AxA[x]) = f gdw. es eine G K a gibt mit Vj(Ea)=w und 
V|(A[a]) = f. 
Wir bezeichnen solche Bewertungen als D*-Bewertungen. 
1 Man kann auch nicht setzen V(AxA[x]) = w gdw. für alle GK a gilt V(Ea) = f oder 
V(A[a])=w. Denn gilt V(Ea) = f, so gilt das auch für alle möglichen Präzisierungen 
von V . Es gibt dann also keine Präzisierung von V, die a zu einem eindeutigen Namen 
macht. Das kommt aber nur in sehr speziellen Fällen vor. 
Die Stabilität gilt dann im Sinn von T2.4-1. Dem Beweis sind im 
Induktionsschritt nur folgende Fälle hinzuzufügen: Ist 
Vi(AxA[x]) = w, so gilt für alle G K a A j(jeSi A Vj (Ea) = w D Vj(A[a]) = w). 
Ist keSj, so ist nach D2.4-l,2b keS;, also für V k(Ea) = w V k(A[a]) = w. 
Es gilt also Ak(keSj A V k(Ea) = w D V k(A[a]) = w), also Vj(AxA[x]) = w. 
Und ist Vj(AxA[x])=f, so gibt es eine G K a mit Vi(Ea)=w und 
Vi(A[a])=f. Ist also jeS ,^ so gilt nach I. V . auch Vj(Ea)=w und 
Vj(A[a])=f, also Vj(AxA[x])=f. 
Wenn wir also AxA[x] nun im Sinn von Ax (ExD A[x]) deuten, so 
erhalten wir die Regeln: 
HAI*: A - E b D A [ b ] , Y h A-> AxA[x] , Y 
VA1*: A , E a D A [ a ] ^ r K A , AxA[x]-* Y 
HA2+ A-+ ~(EaDA[a]) , r h A - - AxA[x] , Y 
VA2+ A , ~(EbDA[b ] ) -*rh A , ~ A x A [ x ] ^ T . 
Dabei soll die G K b in H A I * und VA2+ nicht in der Konklusion vor-
kommen. HA2+ und VA2+ sind nun äquivalent mit den Regeln: 
HA2*: A-+Ea, Y; A - ~ A[a], r h A-» ~ AxA[x] , Y 
VA2*: A , Eb, ~A[b]-+r H A , - A x A [ x ] ^ T . 
Nach V A 1 * gilt auch 
VA1*': A - Ea, T ; A, A[a ] - T h- A, AxA[x]-> T. 
Man kann umgekehrt auch V A 1 * durch diese Regel ersetzen: Es sei 33 
ein Beweis mit dem p. 1. Regeln H A I * bis VA2* . Wir zeigen durch In-
duktion nach der Länge 1 von 33, daß sich Anwendungen von V A 1 * 
durch solche von VA1* ' ersetzen lassen. Dabei können wir vorausset-
zen, daß in den Axiomen von 33 nur Atomformeln vorkommen, denn 
man beweist leicht, daß mit solchen Axionen die übrigen nach R F und 
WS beweisbar sind. Entsteht nun in 33 eine SQ A, AxA[x]-* Y durch 
V A 1 * aus A, EaDA[a]-* T, so ist die V F EaZ)A[a], da sie nicht in ei-
nem Axiom vorkommt, in jedem Ast von 33 über der Prämisse durch 
W eingeführt worden - dann ersetzen wir sie dort überal l durch 
AxA[x] - oder durch eine Anwendung von VI I auf SQ Ä-+ Ea, f und 
A , A[a]-*r". Dann wenden wir dort VA1* ' an und erhalten A , 
AxA[x]-*r', und daraus wie vorher (nun ohne die fragliche Anwen-
dung von VA1*) A , AxA[x]-+ T. 
H A I * können wir aber nun nicht durch die Regel A , Eb-* A[b], Y 
I" AxA[x] , r ersetzen, denn ist Y nicht leer, so folgt aus dieser 
Prämisse wegen der Beschränkung von HI1 auf SQ mit nur einer H F 
nicht A - » E b D A [ b ] , T, woraus man mit H A I * die Konklusion erhielte. 
Man überlegt sich auch leicht, daß die SQ Ax(A[x ]VC) -^ AxA[x ]VC, 
die-aus dieser Regel folgt, nach (e3*) nicht gültig ist. Wir müssen also 
bei H A T 1 ' bleiben, obwohl diese Regel wegen des Vorkommens der Im-
plikation in der Einführungsregel für den Alloperator unschön ist. 
Wenn wir aber H A I * beibehalten müssen, so können wir auch bei der 
Regel V A 1 * bleiben. 
Es sei nun DPI* jener Kalkül , der aus DPI durch Ersetzung der 
p. 1. Regeln H A I bis V A 2 durch H A I * bis VA2* entsteht. Dann gilt: 
T7.1-2: Eine SQ A-»- T ist in DPI* genau dann beweisbar, wenn 
A + ->- r+ in DPI beweisbar ist. 
Denn ist A-»- Y in D P I * beweisbar, so wegen der Äquivalenz von H A 2 * 
und V A 2 * und V A 2 * mit HA2+ und VA2+ offensichtlich auch 
A+— T+ in DPI. Und ist A + — Y+ in DPI beweisbar, so ohne T R - A n -
wendungen, so daß im Beweis nur Allformeln der Gestalt 
(~) Ax(ExDA[x] ) vorkommen. Dann können wir aber überall bei Er-
setzung von HAI-Anwendungen durch solche von H A I * etc. statt der 
H P F (~) Ax(ExDA[x] ) wegen der Äquivalenz von H A 2 * und V A 2 * 
mit H A 2 + und VA2+ die H P F (~) AxA[x] erhalten. 
Ferner gilt: 
T7.1-3: In DPI* ist AxA[x ]^Ax(ExDA[x ] ) beweisbar. 
Es gilt also auch: In DPI* ist A+—-T+ beweisbar gdw. A + -»- Y+ in 
DPI beweisbar ist, und: Ist A— Y in DPI beweisbar, so in DPI* jede 
SQ A-»- f für die A'+ = A und Y'+ =Y ist. In DPI kann man ohne die 
Voraussetzung A x ( E x V - .Ex) jedoch nicht beweisen Vx(ExAA[x])*? 
- A x ( E x D A x ) , und ebensowenig in DPI* VxA[x]<?Vx(Ex AA[x]). 
Nach (e3*) gilt ja auch nicht Vj(VxA[x]) = Vj(Vx(Ex A A[x])). 
Die Behauptung von T7.1-3 ergibt sich nun so (a komme in 
A xA[x]) nicht vor: 
EaD A[a], Ea-»- E a D A[a] Ea D ( E a D A[a])-<- E a D A[a] 
A xA[x], Ea-»- Ea D A[a] V A 1 * A x(Ex D A[x])-»- Ea D A[a] V A 1 * 
A xA[x]-»- E a D (EaDA[a]) A x ( E x D A [ x ] ) ^ AxA[x] H A I * 
A x A [ x ] ^ Ax(ExDA[x] ) 
Ea, ~A[a]->- ~A[a]; Ea, ~A[a ]^Ea 
Ea, ~A[a ]^ ~EaDA[a ] ; Ea, ~A[a]-+Ea 
Ea, ~A[a ]^ ~ Ax(ExDA[x] ) H A 2 * 
~ A xA[x]^ ~ A x(Ex D A[x]) V A 2 * 
Ea, ~Ara~H ~A[a]; Ea, ~A[a ]^Ea 
Ea, ~A[a]^ ~ AxA[x] H A 2 * 
Ea, Ea, ~A[a]^ ~ AxA[x] 
Ea, ~EaDA[a]->- ~ AxA[x] 
~ A x ( E x D A [ x ] ) ^ ~ AxA[x] V A 2 * 
Wir können also die D*-Logik in die direkte P. L . einbetten. Da nach 
5.4 in D P I genau die D-wahren Sätze beweisbar sind und nach Defini-
tion der D*-Bewertungen ein Satz A genau dann D*-wahr ist, wenn 
A+ D-wahr ist, ist D P I * nach T7.1-2 eine adäquate Formalisierung der 
D*-Logik. 
Formal stellt sich unsere Logik für indeterminierte Namen als eine 
freie Logik dar.1 In der freien Logik läßt man auch (determinierte) N a -
men für Objekte zu, die nicht dem Grundbereich angehören, auf des-
sen Elemente sich die Quantoren beziehen. Man erhält eine solche Lo-
gik aus der normalen, z .B . klassischen P. L . , wenn man Allsätze 
A xA[x] im Sinn von A x(ExD A[x]) auffaßt, wobei das Prädikat E ge-
nau auf die Objekte des Grundbereichs zutrifft. 
Wir definieren: 
D7.1-2: Eine totale freie Interpretation von P ist ein Tripel 
SK= <Uo, U , V > , für das gilt: 
1. U ist eine nichtleere Menge von Objekten und U 0 eine Teil-
menge von U . 
2. V bildet die Menge aller G K von P in U ab, die Menge aller 
n-stelligen P K von P in die Potenzmenge von U n , wobei 
gilt V(E) = U 0 , und die Menge aller Sätze von P so in {w, f}, 
daß gilt: 
a) V ( F ( a b . . . ,a n))=wgdw. V(aO,. . .,V(a n)eV(F) 
b) V ( - A ) = w g d w . V(A) = f 
c) V ( A A B ) = w g d w . V(A) = V(B)=w 
d) V(AxA[x]) = w gdw. AV ' (V T V A V'(a)eUQZ> V'( A[a]) = 
w), wobei die G K a nicht in AxA[x] vorkommen soll. 
Dann sind die bzgl. aller totalen freien Interpretationen wahren Sätze 
offenbar genau jene Sätze A , für die A+ klassisch p. 1. gültig ist. 
Sieht man die Elemente des Grundbereichs U Q als existierende 
Dinge an, die Objekte aus U - U 0 hingegen als bloß mögliche Dinge, so 
ist E das Prädikat „existiert". Der Einfachheit halber wollen wir auch 
unser Prädikat E so lesen, ohne damit zu implizieren, daß Namen a, 
für die der Satz Ea nicht gilt, mögliche Objekte oder überhaupt irgend-
welche Objekte bezeichnen. Im gleichen übertragenen Sinn bezeichnen 
wir D*-Logik auch als „freie" direkte Logik. 
In der Regel wird man sich nur für Anwendungen der freien Logik 
interessieren, in denen U 0 nicht leer ist, da sonst alle Allsätze wahr 
sind. Dann folgt aus AxAx der Satz VxAx. Ebenso werden wir uns vor 
1 Schon H . Leblanc und T . Hailperin haben in (1959) auf die freie Logik als geeigneten 
Rahmen für die Behandlung indeterminierter Namen hingewiesen. Vgl. dazu z.B. auch 
B. van Fraassen (1966). 
allem für Anwendungen der D*-Logik interessieren, in denen die SQ 
VxEx beweisbar ist, wir wollen sie aber nicht generell als Axiom ver-
wenden. 
Einen Satzkalkül der D*-Logik D P * erhalten wir aus D P (vgl. 
5.1), wenn wir die p. 1. Axiome und Regeln ersetzen durch 
AI6": AxA[x] AEaDA[a ] 
AI 7*: - A[a] A Ea D - AxA[x] 
R2*: A D ( E a D B [ a ] ) V C h A D A x B [ x ] V C 
R3*; - A[a] A E a D B h - AxA[x ]DB 
wobei in R2* und R3* die G K a nicht in der Konklusion vorkommen 
darf. 
Abschließend kommen wir auf das Problem der Objektivierbarkeit 
der Sprache P bei Deutung durch eine Bewertung zurück, auf die Frage 
also, wann sie sich als Sprache über Gegenstände und deren Attribute 
auffassen läßt. Unter Bezugnahme auf D*-Bewertungen läßt sich der 
Grundgedanke so formulieren: 
D7.1-3: P ist bezgl. der D*-Bewertung SK= <I, S, V > objektivierbar 
gdw. es eine freie totale Interpretation SR = < U , V > gibt, die 
SR erweitert. 
Es gilt dann 
T7.1-4: P ist bzgl. SR objektivierbar gdw. SR eine totale Bewertung ent-
hält oder mit einer D*-Bewertung äquivalent ist, für die das 
gilt. 
Denn zu SR gibt es eine D-Bewertung S R = < I , S , V > mit 
V'(A + ) = V(A) für alle Sätze A (a). (Man erhält, wie wir sahen, SR' ein-
fach für 1=1, S=S , V = V . ) Enthält SR eine totale Bewertung, so gilt 
das auch für SR, so daß sich nach T2.4-7 SR zu einer totalen Bewertung 
V " erweitern läßt (vgl. a. die Bemerkung in 5.3 zur Übertragbarkeit von 
T2.4-7 auf den p. 1. Fall). Es gilt also für alle Sätze A : 
V , ( A ) * u D V " ( A ) = V'(A) (ß). Zu V " gibt es nach T4.4-5 eine äquiva-
lente totale Interpretation < U , V " ' > , für die also gilt: V'"(A) = V"(A) 
(y). Und dazu eine freie totale Interpretation < U 0 , U , V " " > , für die 
gilt: V"(A) = V"(A+) (ö). (Wir setzen U 0 = VH ,(E) und Vn,,(a) = Vm(a) für alle 
G K und V , m(F) = V ,H(F) für alle PK F.) Aus (a) bis (6) erhalten wir 
dann: V(A) 4=u Z> V""(A) = V(A). Die Umkehrung ergibt sich entspre-
chend mit T2.4-8, T4.4-4 und T4.4-3. 
Man kann P bezgl. einer D*-Bewertung SR = <I, S, V > auch als 
vollständig objektivierbarbezeichnen, wenn es eine totale Interpretation 
< U , V > mit V'(E) = U gibt, die V erweitert - wenn sich also alle Na -
men als Bezeichnungen für Objekte des Grundbereichs deuten lassen. 
Das ist der Fall, wenn eine totale Präzis ierung Vj von V ; enthält , für 
die gilt Vj(Ea)=w für alle G K a. Und man kann P bzgl. wl als objekti-
vierbar im schwachen Sinn bezeichnen, wenn es eine freie D-Interpreta-
tion gibt, die alle Sätze der Gestalt A x ^ . x n (A [x l v . .,xn] V - . A 
[xi,. . .,xn]) erfüllt, in denen keine G K mehr vorkommen. (Das soll 
auch den Fall der Sätze AV—«A einschließen, in denen in A keine G K 
vorkommen.) Wir wollen auf diese Modifikation hier jedoch nicht nä-
her eingehen. Der Grundgedanke ist jedenfalls, daß objektivierbare 
Deutungen mit Wahrheitswertverteilungen und Wahrheitsregeln jene 
sind, bei denen sich P als Sprache über Objekte und ihre Attribute auf-
fassen läßt und Wahrheit als Korrespondenz von Sätzen und objektiven 
Tatsachen, die sie darstellen. Gibt es semantische Interdependenzen 
zwischen Namen und Prädikaten, so läßt sich, wie wir sahen, eine Ob-
jektivierbarkeit der Namen (als Gegenstandsbezeichnungen) nicht von 
einer Objektivierbarkeit der Prädikate (als Ausdrücke für objektive At-
tribute) trennen. 
7.2 Identität 
Wir nehmen nun zum Alphabet von P noch das Grundzeichen — hinzu 
und legen fest, daß für zwei G K a und b der Ausdruck a = b ein 
(Atom-)Satz ist. Die so entstehende Sprache sei P j . In ihr definieren 
wir 
D7.2-1: a=#b: = -.(a = b) 
Wir referieren zunächst, wie die Identität im Rahmen der klassischen 
P. L . semantisch charakterisiert wird: Der Begriff der totalen Interpre-
tation nach D4.4-1, der nun auf Pj zu beziehen ist, wird unter (2) 
durch die Bedingung ergänzt 
e) V(a = b) = wgdw. V(a)=V(b) 
Die Sätze T4.4-1 und T4.4-2, d.h. das Koinzidenz- und das Überfüh-
rungstheorem bleiben gült ig. Zur Definition totaler Bewertungen nach 
D4.4-4 fügen wir die Bedingungen hinzu: 
d) V(a = a) = w für alle G K a. 
e) Ist V(a = b) = w, so V(A[a]) = V(A[b]) für alle Atomsätze A[a]. 
Wo nicht eindeutig aus dem Kontext hervorgeht, ob p. 1. Interpretatio-
nen oder Bewertungen im Sinn von D4.4-1 bzw. D4.4-4 gemeint sind 
oder identitätslogische (kurz i . 1.) Interpretationen bzw. Bewertungen, 
die daneben den angegebenen Bedingungen (c) bzw. (d) und (e) genü-
gen, verwenden wir die Zusätze „p. 1." und „i. 1.", sonst lassen wir sie 
auch weg. Es gilt dann für alle totalen i . 1. Bewertungen V : 
77.2-1: V(a = b) = w D V(A[a]) = V(A[b]) für alle Sätze A[a]. 
Beweis: Ist g der Grad von A[a], so gilt die Behauptung für g = 0 nach 
(e). Und ist sie bereits bewiesen für alle g<n , so gilt sie auch für g = n. 
Es sei V(a = b)=w. Dann gilt z.B.:V(AxA[x,a]) = w gdw. für alle G K c 
V(A[c,a])=w gdw. (nach I .V. ) für alle G K c V(A[c,b]) = w gdw. 
V(AxA[x, b])=w. 
Die Semantik der totalen i . 1. Bewertungen zeichnet wieder diesel-
ben Sätze als logisch wahr aus wie die Semantik der totalen i . 1. Inter-
pretationen. Das beweist man auf demselben Wege wie in 4.4. Die 
Sätze T4.4-3 und T4.4-4 bleiben gültig. Am Beweis des ersteren Satzes 
ändert sich nichts, für den letzteren ist zusätzlich nur anzumerken, daß 
jede totale i . 1. Interpretation V nach (e) alle Sätze a = a erfüllt, und daß 
für V(a = b)=w nach (e) und D4.4-l ,2a auch V(A[a]) = V(A[b]) für 
alle Atomsätze A[a] gilt. 
Den Satz T4.4-5 beweisen wir nun wie folgt: V sei wieder die to-
tale Bewertung, zu der eine äquivalente (normale) totale Interpretation 
V anzugeben ist. Die Relation a « b : = V(a = b) = w ist eine Äquivalenz-
relation, denn nach den Bedingungen (d) und (e) gilt für alle G K 
a, b, c: V(a = a)=w - also a « a V(a = b) = w A V ( b = c) = w D V 
(a = c) = w - also a « b A b « c D a « c - und V(a = b) — w D V(b = a) = w -
also a « b D b « a . Es sei nun [a] = {b :a«b} und U die Menge der Aqui-
valenzklassen [a]. Setzen wir V(a) = [a] für alle G K a und 
V'(F) = {([>!],. . .,[an]): V ( F ( a l v . .,an)) = w}für alle n-stelligen P K F, so 
ist < U , V > eine totale Interpretation. Denn ist [aj] = [bj] ( l < i < n ) 
also a j « b i , d.h. V(ai = b{) = w, so gilt nach der Bedingung (e) für totale 
i . 1. Bewertungen V ( F ( a b . . .,an)) = V ( F ( a l v . . , a ; _ u b;, a j + 1 , . . .,an)), 
also mit ([aj, . . .,[an])eV'(F) auch ([ai],. . .,[aj_i], [bj , 
[ a i + 1 ] , . . .,[an]) eV(F). Ferner gilt V' (A)=V(A) für alle Sätze A . Das 
beweisen wir wieder durch Induktion nach dem Grad g von A . 
1. g = 0: V ( a = b) = w gdw. V(a) = V(b) gdw. a « b gdw. V(a = b)=w. 
V ' (F ( a b . . . ,a n))=w gdw. (V'(a,),. . .,V'(an))eV'(F) gdw. ([a,],. . .,[an]) 
8V'(F) gdw. V (F ( a l v . . , a n ) ) = w. 
2. Die Behauptung sei bewiesen für alle g<n . Es sei nun g = n. Dann 
gilt im p. 1. Fall: Ist V(AxA[x]) = f, so gibt es ein V " mit 
V" = V'AVH(A[a])=f. Ist V(a)=[b], so gilt also VH(a)=V'(b), also 
nach dem Überführungstheorem VM(A[a])=V'(A[b]) = f. Nach I. V . ist 
dann V(A[b]) = f, also V(AxA[x]) = f. ( V ist also normal.) Gilt umge-
kehrt V(AxA[x]) = f, so gibt es eine G K b mit V(A[b]) = f, also nach 
I. V . V'(A[b]) = f, also V'(AxA[x]) = f. 
Nach T4.4-3 bis T4.4-5 gilt dann auch wieder der Satz T4.4-6, 
nach dem genau jene Sätze, die von allen totalen Bewertungen erfüllt 
werden, auch von allen totalen Interpretationen erfüllt werden. 
Einen SQ-Kalkül K P l t erhält man aus K P l , indem man folgende 
Axiome hinzunimmt: 
II: ^ a = a 
12: a = b, S[a]-S[b]. 
12 kann man auf Atomformeln beschränken, denn die übrigen Axiome 
nach 12 lassen sich daraus ableiten, wie man durch Induktion nach dem 
Grad der Satzkomponente von S[a] leicht erkennt. Ist z. B. das Axiom 
a = b, A[c, a]-* A[c, b] schon abgeleitet (wo c nicht in AxA[x] vor-
kommt), so erhält man daraus 
a = b, AxA[x, a]-+ A[c, b], also a = b, AxA[x, a]-+ AxA[x, b]. 
Man benötigt dabei nur TR-Anwendungen, bei denen die SF eine Iden-
titätsformel a = b oder ~ a = b ist, wie in den Fällen 
a = a; a = b, a = a-> b = a a = b-+b = a; b = a, b = a = c 
a=b-* b=a a = b, b = c-+ a = c 
a = a; a = a, ~a = a-> , - •b = a, ~ b = a; b = a-> a = b 
oder ~a = a-* -*a = b, ~b = a; a = b, ~ a = b-
~ a — b—• — b = a 
Es sei nun II eine Menge von P K und 1(11) sei die Menge der Sätze 
Ax(x = x) und Axyzp . z n (x = yD (A[x ,z b . . .,z n] U A [ y , z b . . .,zn])) für 
alle atomaren Satzformen A[x,Zi , . . . ,z n ] , die keine G K enthalten und 
nur P K aus Fl. (Dabei braucht x , Z j , . . . , z n wieder nicht die Folge des 
Auftretens dieser G V in A[x , Z i , . . .,zn] zu sein). Es gilt dann: 
T7.2-2: Eine SQ A - * V ist genau dann in K P l \ beweisbar, wenn die SQ 
A,I(n)-» T in K P l beweisbar ist, wo FI die Menge der P K in 
den Formeln aus A und F sei. 
Beweis: Ist I(F1), A - * F in K P l beweisbar, so A-> F in K P l j , denn alle 
Sätze aus 1(11) sind in K P l j beweisbar. Ist umgekehrt A-+ F in K P l j be-
weisbar, so 1(11), A - * T in K P l . Denn es gibt dann, wie wir sahen, einen 
Beweis $ dieser SQ, in dem alle Axiome nach 12 nur Atomformeln ent-
halten. Wir können auch voraussetzen, daß bei keiner TR-Anwendung 
die Prämissen eine P K enthalten, die in der Konklusion nicht mehr vor-
kommt. Denn der Beweis der anderen SQ nach 12 erfordert nur solche 
TR-Anwendungen, und nach dem Beweis von T5.1-2 lassen sich 
T R + -Anwendungen eliminieren bis auf solche, in denen die Prämissen 
Xj und Z2 entweder beide (atomare) Axiome nach II oder 12 sind oder 
in denen das für oder S 2 gilt> während Z 2 bzw. Xj ein Axiom nach 
WS bzw. T N D ist. Enthält die Schnittformel S eine P K , so liegt also ei-
ner der folgenden Fälle vor: 
a = b, S[a]- S[b]; b = c, S [b] - S[c] 
a = b, b = c, S[a]-* S[c] 
a = b, S [ a ] - » S [ b ] ; S[b], ~S[b]-> oder 
a = b, S[a], ~S[b]-+ 
-S [a ] , ~S[a]; a = b, S[a]-S[b] 
a = b ^ ~S[a],S[b] 
In diesen Fällen wird aber die P K in S[a] nicht eliminiert. Wir formen 
nun # wie folgt in einen Beweis $ für die SQ A, I(IT)— F in K P l um: 
Die Axiome nach II und 12 in $ werden ersetzt durch folgende Beweise 
in K P l : 
—• a = a durch a = a—• a = a 
A x(x = x)-+ a = a 
a = b, A[a, c]-+A[b, c] durch 
a = b, A[a, c], A[b, c]-> A[b, c]; a = b, A[a, c]-> A[a, c] 
a = b, A[a, c], A[a, c] Z> A[b, c]-* A[b, c] 
a = b, A[a, c], A[a, c] U A[b, c]-* A[b, c] 
a = b, A[a, c], Axyz(A[x, z] U A[y, z ] ) - A[b, c] 
Ebenso für andere Atomformeln. 
Dadurch entsteht ein Beweis für eine SQ A , I(n)-> r , wobei 
I(n)eine Teilmenge von I(F[) ist. Durch W erhält man damit die SQ A , 
I ( n K r 
Die semantische Widerspruchsfreiheit von K P l j beweist man wie 
üblich. Es gilt auch: 
T7.2-3: K P l ! ist vollständig. 
Beweis: Nach T6.3-2 ist K P l vollständig. Ist also die SQ A , I(fl)-> T 
nicht in K P l beweisbar, so gibt es eine totale Bewertung V , die alle For-
meln aus A und 1(11) erfüllt, aber keine aus T. Aus V(Ax(x = x)) = w 
folgt nun V(a = a)=w für alle G K a und aus V ( A x y z b .z n(x = y D 
(A [x , z l v . . , z n ]L IA [y , z b . . . ,z n]))=w folgt für alle G K a, b, c l v . . ,c n : 
V(a = b ) = w D V ( A [ a , c b . . .,cn]) = V(A[b ,c b . . .,cn]) für alle Atomsätze 
A , die eine P K aus 1(11) enthalten. Zu V gibt es dann aber eine totale 
Bewertung V , die mit V für alle diese Atomsätze und alle Identitäts-
sätze übereinstimmt und für die z .B . gilt V(A) = f für alle anderen 
Atomsätze. V ist also eine i . 1. Bewertung. Nach dem folgenden Hilfs-
satz gilt dann aber auch, daß V alle Formeln aus A und 1(11), aber 
keine aus T erfüllt. > 
HSl: Gilt für zwei totale Bewertungen V und V V(A)=V(A) für alle 
Atomsätze A , die mit P K aus einer Menge FI gebildet sind, so gilt 
V (B ) = V(B) für alle Sätze B, die nur solche P K enthalten. 
Das beweist man in einfacher Weise durch Induktion nach dem Grad 
von B. 
Einen Satzkalkül der klassischen P. L . mit Identität erhält man aus 
K P (vgl. 6.1) durch Hinzunahme der Axiome: 
A18: a = a 
A19: a = bAA[a ]DA[b] . 
Diesen Kalkül nennen wir K P i . 
Diese Überlegungen zum Aufbau einer Identitätslogik lassen sich 
nun mit geringfügigen Modifikationen auf die direkte Logik übertra-
gen, der eine Deutung aller G K als Namen für Objekte zugrundeliegt: 
Die Definition der D-Interpretationen nach D5.3-1 ist, bezogen auf P j , 
unter (4) durch die Bedingungen zu ergänzen 
f) V i ( a = b) = wgdw. Vi(a)=Vi(b) 
V;(a = b) = f gdw. Vi(a) * V;(b). 
Und die Definition D5.3-2 der D-Bewertungen ist zu ergänzen durch 
3f) Vi(a = a)=w 
g) V;(a = b) = w D Vj(A[a]) = V;(A[b]) für alle Atomformeln A[a] 
h) Vi(a = b)=#u 
für alle G K a, b und für alle iel. 
Da also gilt Vi(a = b V - .a = b)=w, müssen wir zum SQ-Kalkü l 
D P I neben II und 12 auch das Axiom 
13: a = b, ~ a = b 
hinzunehmen. Der so entstehende Kalkül sei D P l j . Und zum Satzkal-
kül DP (vgl. 5.1) nehmen wir entsprechend neben A18 und A19 das 
Axiom hinzu 
,420: a = bVa4=b. 
Dieser Kalkül sei D P ^ Er ist mit D P l j im Sinn von T5.1-6 äquivalent. 
Wie oben erhält man dann die Sätze: 
T7.2-4: D P l i ist semantisch widerspruchsfrei bzgl. i . 1. D-Bewertun-
gen. 
T7.2-5: D P l j ist vollständig bzgl. i . 1. D-Bewertungen. 
Den letzteren Satz beweist man wie T7.2-3 über den Satz 
T7.2-6: Eine SQ A-+ T ist genau dann in DPl \ beweisbar, wenn die SQ 
A,I '(n)^r in D P I beweisbar ist, wo n die Menge der P K in 
den Formeln aus A und T ist. 
Dabei sei r(II) die Menge I(II) erweitert um den Satz 
Axy(x=yV —>x=y). 
12 läßt sich auch dann auf Atomformeln A[a] beschränken, wenn 
die Implikation als Grundoperator behandelt wird. Im Induktions-
schritt sind der obigen Überlegung nun folgende Fälle hinzuzufügen: 
- •a = a;a = b, a = a - » b = a 
a = b-> b = a; b = a, A[b]-> A[a] 
a = b, A[b]-+ A[a]; a = b, B[a]-» B[b] 
a = b, A[b], A[a]DB[a]-B[b] 
a = b, A[a] D B[a]-+ A[b] D B[b] 
a = b, A[a], ~B[a]-> A[b]; a = b, A[a], ~B[a]^ ~B[b] 
a = b, A[a], ~B[a]-* ~A[b]DB[b] 
a = b, -A[a ]DB[a ] -* ~ A[b] DB[b] 
Bei der Anwendung von T R im ersten Fall wird wieder nur eine Identi-
tätsformel eliminiert. 
Entsprechend verfährt man im Fall der Semantik der minimalen 
P. L . bei Zugrundelegung von partiellen Interpretationen und Bewer-
tungen. Der Kalkül M P l j entstehe aus M P l durch Hinzunahme der 
Axiome II bis 13. Die Vollständigkeit von M P l j läßt sich jedoch nicht 
so beweisen wie bisher, da es in der minimalen Logik keine Implikation 
gibt, die der Folgebeziehung entspricht, so daß wir die Axiome nach 12 
nicht durch äquivalente Sätze ausdrücken können. Der Vollständig-
keitsbeweis für M P l bezog sich auf das in 4.3 angegebene mechanische 
Beweisverfahren. Das ist nun auf MPl\ zu übertragen. Dabei ergibt 
sich die Schwierigkeit, daß das Eliminationstheorem in M P l j nicht gilt. 
Wir gehen daher von M P l j zu einem äquivalenten Kalkül M P l K I über: 
zur Erweiterung von MP2 durch die Axiome der Menge KI . KI sei je-
ner Kalkül , der aus M P l j entsteht, indem wir alle Axiome und Regeln 
auf SQ beschränken, in denen nur Atomformeln vorkommen. (KI ent-
hält also keine logischen Regeln.) Für KI (wie auch für M P l ] und 
M P l KI) gilt nun: 
HS2: Ist eine SQ A[a]-+T[a] beweisbar, so auch A[b]-*r[b] für alle 
G K b, wenn a in der letzten SQ nicht mehr vorkommt. 
Das beweist man wie früher, indem man zeigt: Die Behauptung gilt für 
die Axiome und gilt sie für die Prämissen einer Regel, so auch für de-
ren Konklusion. 
Die Reduktion E+ einer SQ S definieren wir so: Hat S weder die 
Gestalt a=b, A[a] - T[a] (a) noch die Gestalt A[a]- T[a], ~a=b (ß) 
(bis auf Vertauschungen), so ist S irreduzibel und X+ = £. Hat I die 
Gestalt (a) oder (ß), so ist A[b]-*T[b] eine Reduktion von I , wobei a 
nicht mehr in A[b]-* T[b] vorkommen soll, falls a von b verschieden ist 
(wir wollen diese metasprachliche Aussage hier zur Unterscheidung 
von der objektsprachlichen a#=b durch a *b andeuten); ist b dieselbe 
G K wie a, so ist A[b]-* T[b] die Reduktion von b = b, A[b]-* T[b] und 
von A[b]-^r[b], ~ b = b. Eine durch solche Reduktionsschritte aus X 
entstehende irreduzible SQ ist dann eine Reduktion X + von X. (Ver-
schiedene Reduktionen sind nach HS2 äquivalent.) 
Es gilt nun: 
HS3: Eine SQ X ist in KI genau dann beweisbar, wenn X+ in KI be-
weisbar ist. 
Ist X + = X , so ist die Behauptung trivial, und man erhält aus a = b, 
A[a]-+r[a] mit HS2 b = b, A[b]-^T[b], mit -*b = b und T R also 
A[b]-* T[b]. Man erhält ferner aus A[a]-> T[a], - a = b mit WS und T R 
a = b, A[a]->T[a] und daraus wieder A[b]-*r[b]. Ist umgekehrt 
A[b]-* F[b] beweisbar, so auch jede SQ a = b, A[a]-* T[a], wo b noch in 
A[a], T[a] vorkommen kann. Denn mit 12 und T R erhält man aus 
A[b] - T[b] a=b, A[a]- T[b], und daraus mit a=b- b=a, 12 und TR 
a=b, A [a] - T [a]. Daraus erhält man A [a] - V [a], ~ a=b mit 
— a=b, - a=b und TR. 
HS4: Eine irreduzible SQ X ist in KI genau dann beweisbar, wenn sie 
mit V T , H T , W , H V aus einer SQ der Gestalt RF , WS, II oder 
~a = a-* hervorgeht. 
Die letzteren SQ sind in KI beweisbar. Man erhält ja 
- •a = a;a = a, ~ a = a—• 
~ a = a-> 
Es gilt auch: KI ist semantisch widerspruchsfrei bzgl. partieller i . 1. 
Bewertungen; in KI sind also nur SQ beweisbar, die i . 1. P-gültige 
Schlüsse darstellen. Ist nun aber X irreduzibel und hat X nicht eine der 
angegebenen Gestalten, so gibt es eine partielle i . 1. Bewertung V , bzgl. 
der X nicht gültig ist. Wir setzen V(A) = w gdw. A V F von X ist und 
V(A) = f gdw. ~ A V F von X ist für alle Sätze A , die nicht die Gestalt 
a = b haben, V(a = b) = f für alle G K a, b mit a * b und V(a = a) = w für 
alle G K a. Nach dieser Bestimmung ordnet V jedem Satz höchstens ei-
nen Wahrheitswert zu, sonst ginge X aus WS mit Vertauschungen und 
Verdünnungen hervor. V ist eine partielle i . 1. Bewertung. Sie erfüllt 
alle V F von X, denn da X irreduzibel ist, tritt in X keine V F der Gestalt 
a = b für a^b auf. Enthielte X aber eine V F — a = a, so ginge X aus 
— a = a-*mit Verdünnungen und Vertauschungen hervor. V erfüllt 
keine H F von X, denn kein ~a = b ist für a3=b H F einer reduzierten 
SQ, und alle H F der Gestalt a = b mit a * b sind nach V falsch. X ent-
hält ferner keine H F a = a, sonst ginge X aus II mit Verdünnungen und 
Vertauschungen hervor. Wäre aber eine hintere Atomformel A (bzw. 
— A), die keine Identitätsformel ist, wahr (bzw. falsch) bei V , so wäre 
nach der Definition von V A bzw. — A auch V F von X, so daß X aus RF 
mit Verdünnungen und Vertauschungen entstünde. 
Nach HS4 ist KI entscheidbar. 
HS5: Die Kalküle M P l t und MPl KI sind äquivalent. 
Denn die SQ aus KI, die nicht Axiome von MPlj sind, lassen sich in 
MPli beweisen, wie man sofort sieht, und in MPlKI sind umgekehrt 
all jene Axiome nach 12, die nicht auch SQ von KI sind, ohne T R be-
weisbar. Das haben wir bereits oben bewiesen. Von T R wurde dabei 
nur im Fall der Implikation Gebrauch gemacht. 
Auf den Kalkül MPl KI kann man nun, da in ihm T R eliminierbar 
ist, das in 4.3 dargestellte mechanische Beweis verfahren anwenden, wo-
bei nun auch SQ als geschlossen gelten, die aus solchen von KI durch 
VT, H T , V V und H V hervorgehen. Und man kann dann wie früher die 
Vollständigkeit von MPl KI und damit, nach HS5, jene von MPli be-
weisen. 
Lassen wir nun auch indeterminierte Namen zu, gehen also von der 
D - zur D*-Logik über, so können wir zwar die Axiome nach II und 12 
beibehalten, nicht aber 13. Die Wahrheit eines Satzes a = a auch für ei-
nen indeterminierten Namen a zu fordern, ist zumindest harmlos, da 
dieser Satz bei jeder Präzis ierung gilt, die a zu einem determinierten 
Namen macht. Ist ferner a dieselbe G K wie b, so ist a = b, A[a]-* A[b] 
Axiom nach RF. Sind a und b verschieden, so brauchen für a = b a und 
b nicht determiniert zu sein, denn im Fall der Namen, die mit Prädika-
ten gebildet sind (wie Kennzeichnungs- oder Klassentermen) wird man 
z .B . fordern, daß aus der strikten Äquivalenz zweier Prädikate die 
Identität für die aus ihnen in gleicher Weise gebildeten Namen folgt. 
Identität liegt aber sicher nur dann vor, wenn eine wechselseitige Sub-
stituierbarkeit in allen Kontexten besteht. Das gilt jedenfalls in einer 
extensionalen Logik, wie wir sie hier betrachten. 13 gilt hingegen nicht 
mehr, wenn a oder b indeterminiert ist. Denn die Klasse der Fs ist z .B . 
mit der Klasse der Gs genau dann identisch, wenn gilt A x ( F x U G x ) , 
und sie sind verschieden genau dann, wenn gilt Vx(Fx A —. GxV —- Fx 
A G x ) . Es gilt aber nicht allgemein A x(Fx U Gx) V Vx(Fx A - i Gx V 
- i F x A G x ) . Wir ersetzen daher das Axiom 13 in DPl*i durch 
13*: Ea, Eb-+a = b, ~a = b. 
Daraus folgt mit H A I * Axy(x=y V x 4=y). 
Das Prinzip 
1) A[a ] ,~A[b ] - - a=b 
ist in D P l i für beliebige Sätze A[a] beweisbar. 
a = b, A\z\-»A\bl; A[b], ~A[b]-> 
— a = b, ~a = b; a = b, A[a], ~A[b]-> 
A[a], ~ A [ b ] ^ ~a = b. 
Da 13 jedoch in D P I * ! durch das schwächere Axiom 13* ersetzt wurde, 
gilt das hier nicht mehr. 
Man wird aber (1) auch nicht generell annehmen können, wenn 
man indeterminierte Namen zuläßt , sondern nur für Atomsätze A[a]. 
Denn sind z.B. F und G vollständig definierte Prädikate, ist b determi-
niert und gilt Vi(Fb) = w und Vi (Gb) = f, also Vi(FbD Gb) = f, so kann 
man aus Vj(FaDGa) = w nicht auf — a = b schließen, da daraus nichts 
über Vj(Fa) und V;(Ga) folgt. Wir nehmen also zu D P I * ! nur das 
Axiom hinzu 
14*: A[a], ~ A[b]+ ~ a=b für alle Atomsätze A[a]. 
Das Gesetz Ea, ~ Eb—• ~ a = b ist zwar fragwürdig, wenn man ~ Eb 
liest als „b ist nicht determiniert", aber diese Leseart ist nicht korrekt: 
Eb ist nicht schon dann als falsch ausgezeichnet, wenn b nicht determi-
niert ist - sonst würde für alle G K b gelten Eb V - . Eb sondern nur 
dann, wenn durch semantische Regeln festgelegt ist, daß b nicht für ein 
Objekt des Grundbereiches steht. Denn ist bei einer Bewertung V 
V(Eb) = f, so gilt das auch für alle (zulässigen) Präsis ierungen von V . 
Entsprechend ist der Begriff der i . 1. D*-Bewertung nun so zu be-
stimmen, daß wir zur Definition der D*-Bewertungen in 7.1 neben den 
oben angeführten Bedingungen (3f und 3g) für i . 1. D-Bewertungen fol-
gende hinzufügen: 
3h) Gilt V (Ea) = V(Eb) = w, so ist V(a = b) * u 
3i) Gilt V(A[a]) =w und V(A[b]) = f für eine Atomformel A[a], so gilt 
V(a = b) = f. 
Im folgenden sei J( A , T) die Menge jener Sätze der Gestalt Ea, für 
welche die G K a in den Formeln aus A oder T als Argument von = vor-
kommt; kommen dort keine G K als Argumente von = vor, so sei 
J( A , T) der Satz VxEx . Dann gilt für das Verhältnis der Kalküle D P I * ! 
und D P l i der Satz: 
T7.2-7 a) Ist A-+ V in D P I * ! beweisbar, so A+-+T+ i n D P l i -
b) Ist A+-T+ in D P I ! beweisbar, so J(A, T), A - T in 
D P l : i . 
Beweis: (a) ergibt sich aus der Über legung zu T7.1-2, wenn man beach-
tet, daß die Axiome nach II und 12 beiden Kakülen gemeinsam sind 
und daß man aus 13 in D P l i 13* und 14* erhält , wie wir oben gesehen 
haben, (b) Die Überlegung hierzu entspricht jener zu T7.1-2. Es sei $b 
nun ein Beweis von A T+ in D P l i , in dem alle Axiome nur Atom-
formeln enthalten und in dem T R nur auf Atomformeln angewendet 
wird. Axiome nach 13 in £B werden durch solche nach 13* ersetzt. Da-
durch treten in den entsprechenden SQ des Beweises §& in D P l * i für 
J( A , T), A - * T zusätzl iche V F der Gestalt Ea auf für G K a, die in For-
mein von A oder F Argumente von = sind. Es ist zu zeigen, daß die 
durch Anwendung p. 1. Regeln in §B eliminierten G K sich auch in den 
entsprechenden Schritten in $b eliminieren lassen, so daß erstens die 
Konstantenbedingung für HAT 1* und VA2* in §&' nicht verletzt sind, 
und daß zweitens in der End-SQ von §8 nicht V F Ea stehen bleiben für 
G K a, die in A und F nicht als Argumente von = vorkommen. Wird in 
§& aber eine G K b durch H A I eliminiert, so früher durch HI1 auch eine 
V F Eb, und dann kann man in §B ein zweites F V von Eb damit kontra-
hieren. Entsprechend für VA2* . Wird in 8$ die SQ A'+-
~ EaZ) A[a]+, T'+ bewiesen und mit H A 2 daraus die SQ 
A'+- ~ Ax(ExZ) A[x]+), P+ abgeleitet, in der die G K a nicht mehr 
vorkommt, so ist nach I. V . in D P l ^ die SQ J(A', F, AxA[x]), (Ea), 
A'-> ~ E a D A[a], F beweisbar, also auch J(A', F, AxA[x]), (Ea), 
A - Ea, T' und J(A',r,AxA[x]), (Ea), A - ~ A [ a ] , T , wobei die V F 
Ea nur dann anzugeben ist, wenn a in A[a] im Argument von = steht. 
Mit H A 2 * erhalten wir daraus in » J(A',r',AxA[x]), (Ea), 
A'-* ~ AxA[x], r, wobei nun a nach Voraussetzung nur mehr in der 
V F Ea auftritt. Mit V A 2 * erhalten wir also J(A', F\ AxA[x], VxEx, 
A ' - ~ AxA[x] ,F. Nach H A 2 * gilt aber E c - VxEx; enthält also J(A', 
F, AxA[x]) einen Satz Ec, so kann man die V F VxEx weglassen. Ent-
sprechend argumentiert man für V A 1 . 
Man beachte, daß beim Beweis von (b) kein Gebrauch von 14* ge-
macht wird. Der Satz T7.2-7 gilt also auch für den Kalkül D P l * j ohne 
14*, obwohl dieser Kalkül natürlich schwächer ist. Ist A+-+T+ in 
D P l i beweisbar, so ist eben oft nicht nur J ( A , T), A->Tin D P l * i be-
weisbar, sondern die SQ J , A - T , wo J ' eine echte Teilmenge von J(A, F) 
ist. 
7.3 Kennzeichnungen 
Kennzeichnungsausdrücke haben die symbolische Gestalt ixFx - „das-
jenige Objekt, auf welches das Prädikat F zutrifft". Um sie formulieren 
zu können, nehmen wir zur Sprache P i nun noch das Grundsymbol i 
hinzu, den Kennzeichnungsoperator. Neben den G K treten in der erwei-
terten Sprache - wir nennen sie P 2 - auch Kennzeichnungsausdrücke 
als Namen für Objekte oder als Terme auf. Die Formregeln für P 2 lau-
ten nun so: 
D7.3-1: Terme und Sätze von P 2 . 
a) Alle G K von P 2 sind Terme von P 2 . 
b) Sind s und t Terme von P 2 , so ist s = t ein (Atom-)Satz von 
c) Ist F eine n-stellige P K und sind s l v . .,sn Terme von P 2 , so 
ist F(si,. . .,sn) ein (Atom-)Satz von P 2 . 
d) Ist A ein Satz von P2> so auch - . A . 
e) Sind A und B Sätze von P2, so auch ( A A B ) (sowie, im Fall 
der direkten Logik, (ADB)) . 
f) Ist A[a] ein Satz, a eine G K und x eine G V von P2, die in 
A[a] nicht vorkommt, so ist auch AxA[x] ein Satz von P2. 
g) Ist A[a] ein Satz, a eine G K und x eine G V von P2, die in 
A[a] nicht vorkommt, so ist ixA[x] ein Term von P2. 
Als Mitteilungszeichen für Terme verwenden wir die Buchstaben s,t,. . . 
Die Buchstaben a, b, c,. . stehen weiterhin nur für G K . 
Da in Kennzeichnungstermen G V vorkommen, ist der Ausdruck 
A[t] nicht immer wohlgeformt, d.h. ein Satz oder Term von P2, wenn 
A[a] und t wohlgeformt sind. Dazu ist vielmehr erforderlich, daß keins 
der durch die eckigen Klammern ausgezeichneten Vorkommnisse der 
G K a in A[a] im Bereich eines Vorkommnisses eines Quantors Ax , Vx 
oder ix mit einer G V x steht, die in t vorkommt. Der Bereich eines Vor-
kommnisses von Ax, Vx oder ix in A ist der kleinste Ausdruck, der un-
mittelbar darauf folgt und zusammen mit Ax , Vx bzw. ix bis auf evtl. 
Ersetzung von G V durch G K ein Satz bzw. Term von P2 ist. So ist z. B. 
in dem Satz A[a] = Ax(F(x, a) D VyG( izH(z , a, ix'I(x)),y)) A AxAyF(x, 
y) der Ausdruck F(x, a) D VyG( izH(z , a, ix'I(x)),y) der Bereich des er-
sten und AyF(x, y) jener des zweiten Vorkommnisses von Ax, G( izH(z , 
a, ix'I(x)),y) ist der Bereich des ersten, F(x, y) jener des zweiten Vor-
kommnisses von Vy, H(z, a, ix'I(x')) ist der Bereich von iz und I(x') jener 
von ix'. Beziehen sich nun die eckigen Klammern in A[a] auf beide Vor-
kommnisse von a und ist t = izVyG(z, y), so sind - da das zweite Vor-
kommnis von a im Bereich der Quantoren Vy und iz steht - z und y vor 
der Einsetzung durch andere G V z und y zu ersetzen. Das soll im fol-
genden - wie auch in entsprechender Weise in den Sprachen der Typen-
logik und der Klassenlogik - stillschweigend vorausgesetzt werden. 
Ein Kennzeichnungsterm ixA[x] („dasjenige Objekt, auf welches 
das Prädikat A[x] zutrifft") hat zunächst nur dann eine wohlbestimmte 
Bedeutung, wenn die Normalbedingung einer Kennzeichnung erfüllt ist, 
daß es genau ein Ding gibt, auf welches das Prädikat A[x] zutrifft. 
Diese Normalbedingung läßt sich so definieren: 
D7.3-2: V!xA[x]: = Vx(A[x] A Ay(y =t=xD -A[y])) . 
Ist die Normalbedingung nicht erfüllt, so wird man in der natürl ichen 
Sprache den Kennzeichnungsausdruck zwar nicht als sinnlos ansehen, 
aber doch nicht als Namen, der ein bestimmtes Objekt bezeichnet. Der 
Sinn von Ausdrücken ist eine Sache sprachlicher Regeln und hängt 
nicht von empirischen Umständen ab. Daher wird man z .B . dem Aus-
druck „Die Tafel im Hörsaa l 359" durchaus einen Sinn zusprechen, 
egal ob sich dort genau eine Tafel befindet. Man wird ihm nur den Be-
zug absprechen, wenn sich dort keine Tafel oder mehrere Tafeln befin-
den. Da es nun in der extensionalen Logik nur um den Bezug, nicht um 
den Sinn der Ausdrücke geht, und (extensionale) Sätze, die einen be-
zugslosen Namen enthalten, keinen Wahrheitswert haben, ordnet man 
in der klassischen Logik Kennzeichnungen in Abweichung vom nor-
malsprachlichen Gebrauch auch dann einen Bezug zu, wenn die Nor-
malbedingung nicht erfüllt ist. Sonst hätte man Wahrheitswertlücken 
und müßte das Prinzip vom Ausgeschlossenen Dritten aufgeben. Wel-
ches Objekt ein Kennzeichnungsausdruck bezeichnen soll, falls die 
Normalbedingung nicht gilt, ist gleichgültig. Es muß nur irgendein Ob-
jekt des Grundbereichs sein, so daß man z. B. festlegen kann, daß alle 
Kennzeichnungen, für welche die Normalbedingung nicht erfüllt ist, 
dasselbe Objekt bezeichnen sollen wie eine bestimmte G K a 0 . 
Das ergibt folgende zusätzl iche Bedingung für totale Interpreta-
tionen < U , V > von P2 (vgl. D4.4-1 und die Bedingung (e) aus 7.2): 
Daraus ergibt sich folgende Definition: 
D7.3-3: ixA[x] = b: = V!xA[x] A A[b] V -1 V!xA[x] A a 0 = b. 
Sie ist korrekt, da es für jedes A[x] genau ein Objekt b gibt, für welches 
das Definiens erfüllt ist. Äquivalent damit ist die Kontextdefinition: 
D7.3-4: B[ixA[x]]: = V!xA[x] A Vx(A[x] A B[x]) V V!xA[x] A B[a 0]. 
Umgekehrt ergibt sich aus jeder dieser beiden Definitionen die Inter-
pretationsbedingung (f). Wir können also Kennzeichnungsterme in Pf 
definitorisch einführen und benötigen dafür keine eigenen Interpreta-
tionsbedingungen oder Axiome. 
In K P l i sind die p. 1. Regeln VA1 und H A 2 (vgl. 4.2) nun so zu 
formulieren, daß anstelle der G V a beliebige Terme s stehen können 
(entsprechendes gilt für die p. 1. Axiome A16 und A17 von K P (vgl. 
5.1)). Das gilt jedoch nicht für die p. 1. Regeln H A I und VA2, in denen 
die der Konstantenbedingung unterworfenen G K b nicht durch belie-
bige Terme ersetzt werden dürfen, da das Substitutionsprinzip T6.1-1 
nicht für beliebige Terme gilt. Es ist z .B . beweisbar V!xA[x]-* 
A[txA[x]], aber nicht V!xA[x]-+ A[b], woraus - falls b nicht in AxA[x] 
vorkommt- V!xA[x]-* AxA[x] folgen würde. Ebenso kann man die G K 
a in den Regeln R2 und R3 von K P (vgl. 5.1) nicht durch Terme erset-
zen. In den i . 1. Axiomen nach II und 12 kann man für die G K hingegen 
wieder beliebige Terme einsetzen. 
f) V(ixA[x]) = 
a falls gilt 
AV*(V ^ V A V'(A[a] = w D V'(a) - a) 
(a komme in lxA[x] nicht vor, ot sei ein Ob-
jekt aus U) 
V(a 0) falls es kein solches a gibt. 
In der minimalen P. L. ergibt sich nun das Problem, daß der Bezug 
des Terms ixF(x) eine Funktion der Extension der P K F ist. Ist F total 
Undefiniert, so kann man dem Term ixF(x) nach der Stabil itätsbedin-
gung kein bestimmtes Objekt a zuordnen, denn wie immer man a 
wählt , es gibt eine Präzis ierung der P K F, bei der F genau auf ein von a 
verschiedenes Objekt des Grundbereichs zutrifft. Das gilt auch, falls F 
nur partiell definiert ist. Denn ist V W (F ) leer, so gibt es für jedes Objekt 
a aus U-Vf(F) - U sei der der partiellen Interpretation V zugrunde lie-
gende Objektbereich - eine Extension V von V , für die gilt 
V' W (F) ={a}; ist V W (F ) = {a}, so gibt es Präzis ierungen V , für die V W ( F ) 
{a} echt enthält und andere mit V' w(F)={a}. Nur dann, wenn V W (F ) 
mehrere Elemente enthält, gilt das auch für alle Extensionen. Die Ein-
führung von Kennzeichnungstermen bewirkt also, daß wir mit indeter-
minierten Namen arbeiten müssen, und das gilt auch, falls wir bereit 
sind, einem Term txA[x] selbst dann einen Bezug zuzuordnen, wenn 
der Satz V!xA[x] falsch ist. 
Indeterminierte Namen haben wir in 7.1 nur im Rahmen der direk-
ten P. L. betrachtet. 
In D P I * ! - nun mit den verallgemeinerten Regeln VA1 und H A 2 -
gilt: 
T7.3-1: V!xA[x]-+Ax(A[x] V -A[x] ) 
Beweis: 
Ea,Eb,A[a]-+ b = a, ~ b = a;Ea,Eb,A[a],b = a— A[b] 12 und 13* 
Ea,Eb,A[a]^A[bJ,~b = a ;Ea ,Eb,A[a ] ,^A[b]- - A [ b ] 
Ea,Eb,A[a],b =#aP A [ b ] - A[b], A[b];Ea,Eb -» Eb,A[b], A[b] 
Ea, Eb, A[a], Ay(y 4= a D A[y])-* A[b] V A[b] V A 1 * 
Ea, A[a] AAy(y=t=aD -A[y])-> Ax(A[x] V - A[x]) H A I * 
Vx(A[x] A Ay(y4=xD —• A[y]) ) - Ax(A[x] V -n A[x]) V A 2 * 
Bei erfüllter Normalbedingung können wir also einem Kennzeich-
nungsterm ohne Verletzung der Stabilität einen bestimmten Bezug zu-
ordnen. Wir tun das durch das Axiom 
Kl: V!xA[x]->A[txA[x]]. 
Es besteht nun kein Anlaß, etwas über den Term ixA[x] im Fall 
- »V!xA[x] festzulegen, weil wir damit doch Wahrheitswert lücken nicht 
vermeiden können. Wir fordern aber 
K2: V!xA[x]-+ E(txA[x]) 
K3: Ax(A[x] U B[x] ) - ixA[x] = ixB[x]. 
Mi t K l und K2 erhalten wir: 
T7.3-2 a) V ! x A [ x ] , E b ^ b = ixA[x]UA[b] 
b) V !xA[x]->- Axy(A[x] A x =t= y D - . A[y]). 
Beweis: 
al) Es gilt V!xA[x]^A[ixA[x]] nach K l , also wegen A[ixA[x]], 
b=ixA[x] -A[b] nach 12: V!xA[x] ,b=ixA[x] -A[b] , also V!xA[x] 
- b = i x A [ x ] Z » A [ b ] . 
a2) Aus V!xA[x], b = ixA[x]— A[b] erhalten wir mit WS V!xA[x], 
~ A[b], b = txA[x]—, mit V!xA[x], E b ^ b = ixA[x], b 4= ixA[x](nach 
13* und K2) und T R also V!xA[x], Eb, - A[b]-> b 4= ixA[x]. 
b) Es gilt Ay(y =t=cZ> --A[y]), b=t=c, E b - - i A [ b ] , sowie b=c, a * b -
a=t=c und a*c , Ay(y4=cD -A[y] ) , E a ^ -A[a ] , also mit WS und H V 
a=t=c, Ay(y4=cD -.A[y]), Ea, A[a]-> -.A[b], also Ay(y4= cD -A[y]) , 
Eb, a=l=b, Ea, A[a], b = c V b * c - > - . A [ b ] , also nach 13* Ec, A[c], 
Ay(y * c D -A[y ] ) , Eb, a =t= b, Ea, A[a] - - A [ b ] , also nach VA2* 
V!xA[x] ,Eb,Ea,a=t=b,A[a]--A[b] . Es gilt also auch V!xA[x] 
- Axy(A[x]Ax4=yD - 'A[y]) . 
a3) Nach (b) gilt wegen K2 und K l V!xA[x], b* ixA[x ] , Eb-+ - A [ b ] . 
a4) M i t T7.3-1 und 13* erhält man daraus endlich auch V!xA[x], Eb, 
A [ b ] - b = ixA[x]. 
T7.3-3: V ! x A [ x ] ^ B[ixA[x]] U Vx(A[x] A B[x]). 
Beweis: (a) Nach T7.3-2,a gilt V!xA[x], Eb, A[b]^b = ixA[x], nach 12 
b = txA[x], B[b]-+B[lxA[x]]; mit T R und V K 1 erhalten wir daraus 
V!xA[x] ,Eb,A[b]AB[b]-B[vxA[x] ] , mit V A 2 * V!xA[x] , Vx 
(A[x]AB[x])^B[ixA[x]]. (b) Es gilt E(ixA[x]), A[ixA[x]], B[ixA[x]] 
-Vx (A[x ]AB[x ] ) , mit K l und K2 folgt daraus V!xA[x], B[ixA[x]] 
- Vx(A[x] A B[x]). (c) Mi t K l , WS und H V erhalten wir V!xA[x], ~ A 
[ ixA[x]]- -B[ixA[x]] , mit V!xA[x], ~B[txA[x]]- -.B[ixA[x]] folgt 
daraus V!xA[x] , ~A[txA[x]] AB[ixA[x]]— -.B[ixA[x]], mit K2 und 
V A 1 * also V!xA[x] , —-Vx(A[x] A B[x])- -B [ ixA[x ] ] . (d) Nach T7.3-2, 
b gilt V!xA[x] , Eb, b=t=ixA[x]^ ~A[b], also V!xA[x], Eb, -.B[ucA[x]], 
b*ixA[x]-> ~A[b]AB[b] . Nach 12 gilt -,B[ixA[x]], b = i xA [x ] -
~B[b], also V!xA[x] , Eb, -B[ ixA[x] ] , b = ixA[x ] - ~ A[b] A B[b], 
zusammen also V!xA[x] , Eb, --B[ixA[x]], b = ixA[x] V b =t=ixA[x]-
~ A[b] AB[b]. Mit K2 , I3:;- und TR erhalten wir daraus V!xA[x], Eb, 
-B [ i xA [x ] ] -~A[b ]AB[b ] , mit H A I * also V!xA[x] , - B [ i x A [ x ] ] -
-Vx(A[x ]AB[x ] ) . 
Die beiden Theoreme T7.3-2 und T7.3-3 zeigen, daß Kennzeich-
nungen bei erfüllter Normalbedingung die üblichen Eigenschaften ha-
ben. 
Da wir im folgenden von der Theorie der Kennzeichnungen kei-
nen Gebrauch machen werden, wollen wir hier nicht auf direkte Bewer-
tungen der Sprach P 2 eingehen. Im Sinn unserer Wahrheitsregelseman-
tik stellen die Axiome K l bis K3 ja auch selbst schon semantische 
Regeln dar. Bei der Theorie der Kennzeichnungen ging es uns hier nur 
um das Beispiel einer Sprache, in der man mit indeterminierten Prädi-
katen auch indeterminierte Namen einführen muß. 
7.4 Funktionsterme und unendliche Induktion 
In der Sprache P 2 kann man Funktionsterme durch Kennzeichnungen 
einführen: Ist A [ x l v . .,xn,y] ein n+Isteiliges Prädikat , für das gilt 
Ax\. . .x n V!yA[x i , . . .,x n,y], so ist i y A [ x l v . .,xn,y] ein n-stelliger Funk-
tionsterm. Auf diese Weise erhalten wir aber nach T7.3-1 nur total defi-
nierte Funktionsterme, die jedem n-tupel von Argumenten s j , . . .,sn 
mit Es i , . . . ,Es n genau einen Wert t mit Et zuordnen. Wi l l man also 
auch partielle Funktionen betrachten, so wird man zum Alphabet von 
V\ auch Funktionskonstanten (kurz FK) mit einer Stellenzahl n > 0 
hinzunehmen. Als Mitteilungszeichen für F K verwenden wir die Buch-
staben f, g, h,. . . Die neue Sprache sei P3. Terme werden nun so defi-
niert: 
D7.4-1 a) Alle G K und alle O-stelligen F K von P3 sind Terme von P3. 
b) Sind Sj, . . .,sn Terme und ist f eine n-stellige F K (n>0) von 
P3, so ist auch f(si,. . .,sn) ein Term von P3. 
Mit diesen Termen werden dann die Sätze von P3 in Entsprechung zu 
D7.3-1 definiert. O-stellige F K sind im Prinzip entbehrlich, wir lassen 
sie aber zu im Sinn von G K , die bei Anwendungen der Logikkalküle 
eine ausgezeichnete Rolle spielen. Wir können dann immer vorausset-
zen, daß keine G K ausgezeichnet ist. Als konstante Terme (kurz KT) be-
zeichnen wir im folgenden Terme, die keine G K sind und in denen 
keine G K vorkommen. Konstante Sätze bzw. Formeln sind entsprechend 
solche, in denen keine G K vorkommen. 
In der klassischen Logik werden n-stellige F K (n>0) im Sinn von 
Funktionen interpretiert, die für alle n-tupel aus Elementen des Grund-
bereichs definiert sind. Ist also SR = (U, V) eine totale Interpretation 
von P3, die im übrigen die Bedingungen von D4.4-1 erfüllt, so soll 
V ( f ) eU u n sein für alle n-stelligen FK f von P 3 für n>0, und für alle 
O-stelligen F K f soll gelten V(f)eU. Wir ersetzen die Bedingung (a) 
durch 
a,) V ( f ( s „ . . . , s n ) ) - V ( f ) ( V ( s 1 ) , . . . , V ( s n ) ) 
a2) V(s = t) = wgdw. V(s)=V(t) 
a3) V(F(s, , . . .,sn)) = wgdw. V(s,), . . .,V(s n)eV(F). 
Die p. 1. Regeln V A l und H A 2 von K P l j sowie die Identitätsaxiome II 
und 12 sind wieder so zu verallgemeinern, daß anstelle der G K belie-
bige Terme stehen können. So wollen wir sie im folgenden immer ver-
stehen. 
Die Ersetzbarkeit identischer Terme in Termen ergibt sich aus 12 
und II , denn daraus erhalten wir s = t, r[s] = r[s]-*r[s] = r[t], mit II also 
s = t-*r[s] = r[t]. 
Es sei nun "0" eine O-stellige FK, ' eine 1-stellige und 4- und • zwei 
2-stellige F K von P3. Statt '(s), +(s, t) und -(s, t) schreiben wir s, s + t 
und s t . K sei ein Kalkül mit den Axiomen: a+0=a, a + b'=(a+b)', 
a-0=0, a-b'=a-b4-a, also ein Kalkül der Arithmetik. In K P l j ist nun 
zwar z .B. für alle Zahlterme m, n und p, d.h. für alle Ausdrücke 0, 0', 
0",... beweisbar (m4~n)+p=n+(m+p) und n-m=m-n, aber die 
Sätze (a + b) + c = b + (a + c) und a-b = b-a sind nicht beweisbar, und 
daher auch nicht Axyz((x + y)4-z = x4-(y + z)) und Axy(x-y = y-x). 
Der Beweis dieser Sätze erfolgt vielmehr induktiv, d.h. für verschie-
dene Zahlterme sehen die Beweise verschieden aus. Man erhält z. B. das 
Gesetz (a + b) + n = a-h(b-l-n) so: 
1. (a+b)+0=a+b=a+(b+0). 
2. Ist bereits bewiesen (a + b) + n = a + (b + n), so gilt auch 
(a + b) + n ,= ((a4-b) + n) ,= (a + (b + n)y = a + (b + n)' = a + (b4-n). 
Soll der Basiskalkül nur atomare Aussagen enthalten, so kann er kein 
Induktionsprinzip wie A[0] A Ax(A[x]Z) A[x'])-AxA[x] enthalten, das 
ja für alle Aussageformen A[x] gelten soll. Man muß vielmehr Regeln 
der unendlichen Induktion verwenden, die unendlich viele Prämissen ha-
ben. Das sind die Regeln 
Ul: Ist A - * A[s], r beweisbar für alle K T s, so ist für jede G K b auch 
A - * A[b], r beweisbar. 
U2: Ist A , ~ A[s]-> T beweisbar für alle K T s, so ist für jede G K b auch 
A , ~A[b]-* r beweisbar. 
Mi t H A I und VA2 erhalten wir daraus: 
1. Ist A-> A[s], r beweisbar für alle K T s, so ist auch A-+ AxA[x], V be-
weisbar. 
2. Ist A , ~A[s]-+r beweisbar für alle K T s, so ist auch A , 
~ A x A [ x ] - r beweisbar. 
Man kann aber U l und H A I bzw. U2 und VA2 nicht durch (1) bzw. 
(2) ersetzen, da man z .B . aus a + 0 = a auch auf Ax(x4-0 = x) schließen 
will . Auch die Beschränkung, daß s in (1) und (2) K T sein sollen, läßt 
sich nicht aufgeben, da eben z .B . -*a-b = b-a nicht beweisbar ist, man 
also ohne diese Beschränkung nicht Axy(x-y = y-x) erhielte. Die Re-
geln (1) und (2) und daher U l und U2 sind natürlich nur sinnvoll, 
wenn der Grundbereich nur solche Objekte enthält, die durch K T be-
zeichnet werden, wenn er also in unserem arithmetischen Beispiel die 
Menge der natürlichen Zahlen ist. 
Man kann nun nicht unendlich viele SQ beweisen. Ein Beweis, der 
Anwendungen von U l oder U2 enthält, läßt sich also nicht hinschrei-
ben. Es läßt sich nur mit metatheoretischen Mitteln, insbesondere in-
duktiv zeigen, daß alle SQ A-» A[s], T bzw. A , ~ A[s]-* T für K T s be-
weisbar sind. Damit verläßt man aber den Rahmen formaler Kalküle . 
Man bezeichnet daher Kalküle mit Regeln, die unendlich viele Prämis-
sen haben, als halbformale Kalküle. U m die Konstruktivität des Beweis-
begriffes dennoch zu garantieren, wird man fordern, daß die Regeln 
U l und U2 nur in einer geordneten Folge angewendet werden: Der Ge-
samtkalkül Ä wird als eine Folge Äo, &j , Ä 2 , . . . , & a , . . . (a seien 
konstruktiv definierbare Ordinalzahlen) aufgefaßt, die wie folgt defi-
niert werden: 
1. Jedes Axiom von & ist in Ä 0 beweisbar. 
2. Jede SQ, die durch formale Regeln (mit endlich vielen Prämissen) aus SQ 
ableitbar sind, die in Ä a beweisbar sind, ist in Ä a beweisbar. 
3. Ist a < ß, so soll jede in Ä a beweisbare SQ auch in Äß beweisbar sein. 
4. Lassen sich alle Prämissen einer U-Regel in Systemen Ä t t j mit ct ;<ß 
beweisen, so läßt sich die Konklusion in &ß beweisen. 
Eine SQ ist genau dann in Ä beweisbar, wenn sie in einem Ä a beweisbar 
ist. Diese Restriktion für die Anwendung der U-Regeln verhindert, daß 
die Konklusion einer solchen Regel zur Ableitung einer ihrer Prämis-
sen verwendet werden kann. Die metatheoretischen Beweise für die Be-
weisbarkeit aller Prämissen einer U-Regel sollen ferner ein Verfahren 
liefern, nach dem sich solche Beweise konstruieren lassen. Diese Be-
schränkungen implizieren, daß man vom Prinzip des Ausgeschlossenen 
Dritten in der Metatheorie der Systeme, das ja in Anwendung auf un-
endliche Beweise problematisch wird, keinen uneingeschränkten Ge-
brauch macht. Man kann z. B. die Existenz eines unendlichen Beweises 
nicht indirekt begründen. 
Ein Beweis in & ist dann ein SQ-Baum, der unendlich viele Äste 
enthalten kann. Jeder Ast ist aber endlich. Regeln mit unendlich vielen 
Prämissen hat schon D . Hilbert in (1931) eingeführt. Man kann die Re-
geln U l und U2 auch zu den Kalkülen der minimalen und direkten 
P. L . hinzunehmen. Bei Annahme indeterminierter Namen erhält man 
aus den Prämissen A-EsZ>A[s] , T mit U l A - E b Z ) A [ b ] , T , also A, 
Eb-A[b ] , T und mit H A I * A - A x A [ x ] , T , und entsprechend erhält man 
aus den Prämissen A, Es, ~ A [ s ] - T mit U2 und V A 2 * A, ~ A x A [ x ] - T . 
Die Eliminationstheoreme für M P l , D P I und K P l bleiben bei der 
Erweiterung dieser Kalküle durch die U-Regeln weiterhin gült ig. Es 
gilt z. B. das Theorem T4.2- la in der Fassung: Ist A[a]-> T[a] beweisbar 
für eine G K a, so auch A[s]->T[s] für jeden Term s. Das ergibt sich aus 
dem Beweis für T4.2-la, und den U-Regeln ohne weiteres. Im Beweis 
des Eliminationstheorems T4.3-1 tritt nun nur der Fall unter (2) neu 
auf, daß eine Regel unendlich viele Prämissen haben kann; die Argu-
mente übertragen sich aber ohne weiteres auf diesen Fall. 
Für die Diskussion eines halbformalen Systems der Arithmetik vgl. 
Schütte (1960), Kap. V I . 
7.5 Semantische Antinomien 
Nachdem wir nun zwei Versionen einer P. L . ohne tertium non datur 
entwickelt haben, wollen wir auf den Ausgangspunkt dieser ganzen 
Untersuchung, das Antinomienproblem zurückkommen und uns über-
legen, wie sich die semantischen Antinomien, die sich in einer p. 1. Spra-
che formulieren lassen, in diesem Rahmen darstellen und ob sich hier 
eine intuitiv akzeptable Lösung für sie ergibt. Wir betrachten drei Anti-
nomien: Den „Lügner", die Antinomie von K . Greiling und jene von 
Berry und Finsler. 
Die Antinomie des „Lügners" haben wir schon in der Einleitung 
erwähnt. Sie ergibt sich aus dem Satz „Dieser Satz ist nicht wahr". Man 
kann eine direkte Selbstbezüglichkeit des problematischen Satzes auch 
vermeiden, indem man ihn z.B. so formuliert: „Der 537. Satz dieses 
Buches ist nicht wahr", wobei dann eine Abzahlung der Sätze ergeben 
möge, daß der 537. Satz eben dieser Satz selbst ist.1 In jedem Fall be-
ruht die Antinomie darauf, daß für einen Namen b eines Satzes B gilt 
a) Bist der Satz - W ( b ) . 
Nach der Wahrheitskonvention von A . Tarski, die der Adäquat ions-
theorie der Wahrheit entspricht, ist ein Satz genau dann wahr, wenn 
das zutrifft, was er behauptet. Wenn wir die p. 1. Sprache P so erwei-
tern, daß sie Namen für ihre eigenen Sätze enthält und eine P K W für 
„ist wahr", so daß W(a) ein Satz ist, falls a ein Name für einen Satz ist, 
so läßt sich diese Konvention durch folgende semantische Regel wie-
dergeben 
T: Ist a ein Name für den Satz A , so gilt V(W(a)) = w gdw. V(A) = w. 
Dabei sei V eine totale Bewertung im Sinn von D4.4-4. 
Aus (a) erhalten wir mit T für beliebige totale Bewertungen V : 
V ( B ) = V ( ^ W ( b ) ) = w gdw. V(W(b)) = f gdw. V(B) = f. Der Satz 
B = - . B ist also p. 1. wahr, und aus ihm folgt klassisch B A - - B . 
Diese Antinomie verschwindet nun, wenn wir indeterminierte 
1 Vgl. dazu z. B. die Formulierung von Lukasiewicz, die in Tarski (1936) angegeben wird, 
oder auch die Konstruktion von Quine in (1951), § 59, bei der ein Gedanke von Gödel 
zur Konstruktion eines unentscheidbaren Satzes der Arithmetik verwendet wird. 
Sätze zulassen und zu partiellen Bewertungen übergehen. T ist dann im 
Sinn der Fidelität und Stabil ität (vgl. 1.6) zu ersetzen durch: 
T\ Ist a ein Name für den Satz A , so gilt: 
V(W(a)) = w gdw. V(A) = w, 
V(W(a)) = f gdw. V(A) = f. 
Wir erhalten dann wie oben den M-wahren Satz B= —>B, aus dem nun 
aber in der minimalen Logik nicht B A - i ß folgt. Der Satz B = -»B be-
sagt nur: Wenn B wahr ist, so ist B falsch, und umgekehrt. Daraus folgt 
aber weder, daß B wahr ist, noch daß B falsch ist, sondern vielmehr, 
daß B wesentlich indeterminiert ist, daß man also B im Einklang mit 
den semantischen Regeln keinen Wahrheitswert zuordnen kann. Ent-
sprechendes gilt für die direkte Logik. 
Gegen diese Lösung des Lügners durch Zulassung indeterminier-
ter Sätze wendet man oft ein, daß aus der Annahme, B sei indetermi-
niert, ja folge, daß B nicht wahr ist; ist aber B nicht wahr, so ist der 
Satz - i W(b) wahr, also wegen (a) auch B. Daraus ergäbe sich dann mit 
B = -«B auch in der minimalen Logik ein Widerspruch. 
Hier wird aber von V(B)4=w auf V(—«W(b))=w geschlossen. Das 
setzt entweder andere Wahrheitsbedingungen für W als T voraus, 
nämlich solche, nach denen gilt V(A) =t= w D V(W(a)) = f, oder andere 
Wahrheitsbedingungen für -• , nach denen gilt: V ( A ) + w D V ( - > A ) = w . 
Beide Bedingungen verstoßen jedoch gegen das Prinzip der Stabil ität. 
Gibt es Wahrheitswert lücken, so bedeutet „nicht wahr" nicht dasselbe 
wie „falsch". Indeterminiertheit ist auch kein dritter Wahrheitswert, 
sondern eine Unbestimmtheit des Wahrheitswertes, die in der Regel 
durch Präzis ierungen aufgehoben werden kann, also durch eine Ergän-
zung der semantischen Regeln. Daher sind Operatoren, wie z. B. eine 
„starke" Negation N , für die gelten würde V ( N A ) = w gdw. V(A)=f=w 
und V(NA) = f gdw. V(A) = w, die also einem Satz N A einen Wahr-
heitswert zuordnen, wenn das Argument A indeterminiert ist, nicht zu-
lässig. Eine Wahrheitsregel „Ist A indeterminiert, so ist N A wahr", 
wäre im System nicht anwendbar, da Wahrheitsregeln Sätze nicht als 
indeterminiert auszeichnen, sondern immer nur als wahr oder als 
falsch. Ebenso wäre eine Deduktionsregel der Gestalt: „Ist A nicht be-
weisbar, so ist B beweisbar" keine formale Regel, da Sätze im System 
nicht als unbeweisbar ausgezeichnet werden. Wie die Unbeweisbarkeit 
eines Satzes ist auch seine Indeterminiertheit nur metatheoretisch fest-
stellbar. 
Erweitern wir nun die P. L . um Namen für ihre Sätze und das 
Wahrheitsprädikat im Sinn von T , so zeigt die Antinomie des „Lüg-
ners", daß es Sätze gibt, die wesentlich indeterminiert, d.h. indetermi-
nierbar sind: Jede Erweiterung der semantischen Regeln, die dem Satz 
B einen Wahrheitswert zuordnet, ergibt ein inkonsistentes System se-
mantischer Regeln, das B sowohl als wahr wie als falsch auszeichnet. 
Hier zeigt sich: Man kann nicht einfach voraussetzen, daß jeder Satz 
einer Sprache wahr oder falsch ist, sondern das hängt von den semanti-
schen Regeln der Sprache ab und - wie die Version des „Lügners" von 
Lukasiewicz zeigt - u . U . auch von nichtsprachlichen Tatsachen. Und 
die können so aussehen, daß sie eine Wahrheitsdefinitheit ausschließen. 
Ebenso kann man nicht annehmen, ein widerspruchsfreier Kalkül 
bliebe widerspruchsfrei, wenn man das Postulat hinzunimmt, jeder Satz 
sei in ihm beweisbar oder widerlegbar. (Ersetzt man z .B . in K A die 
Axiomenschemata durch Axiome mit SK und nimmt eine zweite Regel 
hinzu, welche die Ersetzung von SK durch beliebige Sätze erlaubt, so 
würde dieser Kalkül durch ein solches Postulat widerspruchsvoll.) 
K . Greiling und L . Nelson haben in (1907) folgende Antinomie angege-
ben: Man nennt ein Prädikat „heterologisch", wenn es nicht die Eigen-
schaft hat, die es ausdrückt. So ist das Prädikat „kurz" nicht heterolo-
gisch, weil es kurz ist, „lang" ist hingegen heterologisch, weil es nicht 
lang ist. Wird die Sprache P so erweitert, daß sie Namen für ihre ein-
stelligen Prädikate enthält, so kann man die P K H (für „heterologisch" 
so einführen: 
Hl: Ist a ein Name für das einstellige Prädikat A[x], so gilt: 
V(H(a)) = w gdw. V(A[a]) = f. 
Ist nun b ein Name für das Prädikat H(x), so gilt danach für alle tota-
len p. 1. Bewertungen V(H(b))=w gdw. V(H(b)) = f, so daß der Satz 
H(b)s= - iH(b) p. 1. wahr ist. Aus ihm folgt klassisch aber der Wider-
spruch H(b) A - H ( b ) . 
In der minimalen Logik ist nun H l wieder zu ersetzen durch 
H2: Ist a ein Name für das einstellige Prädikat A[x], so gilt: 
V(H(a)) - w gdw. V(A[a]) = f und 
V(H(a)) = f gdw. V(A[a]) = w. 
Dabei ist nun V eine partielle Bewertung. Auch damit erhält man den 
Satz H(b)= - .H(b) , aus dem aber kein Widerspruch folgt. Wie im Fall 
des Lügners liegt hier vielmehr ein wesentlich indeterminierter Satz 
vor. 
Eine explizite Definition H(x) : = Af(N(x, f) D -.fx) im Rahmen ei-
ner Prädikatenlogik 2. Stufe, in der N(x, f) besagt, daß x ein Name für 
die Eigenschaft f ist (wobei diese Relation nacheindeutig sein soll), än-
dert an dieser Überlegung nichts: Man erhält in der minimalen P. L . 
wieder H ( b ) = - H ( b ) , aber weder H(b) noch - H ( b ) . - H ( b ) ließe 
sich nur mit H(b) gewinnen, und H(b) nur über - .H(b) . 
Die Antinomie von G . G . Berry, die B. Russell zuerst in den „Prin-
ciples of Mathematics" (1903) veröffentlicht hat, lautet in der Version 
von P. Finsler so: Auf einer Tafel mögen nur die Ausdrücke stehen 
„0", „1" und „Die kleinste natürliche Zahl, für die kein Name auf die-
ser Tafel steht". Bezeichnet der letzte Ausdruck eine natürliche Zahl, 
und wenn ja welche? Bezeichnet er keine Zahl, so gibt es eine kleinste 
natürl iche Zahl, nämlich 2, für die kein Name auf der Tafel steht. Dann 
bezeichnet aber der fragliche Ausdruck diese Zahl . Bezeichnet er umge-
kehrt eine Zahl n, so muß n von 0 und 1 verschieden sein, für die ja 
Namen auf der Tafel stehen. Ist n=2, so ist 3 die kleinste natürliche 
Zahl, für die kein Name auf der Tafel steht; dieser Fall ist also ebenfalls 
ausgeschlossen. Ist n endlich >2, so ist 2 die kleinste Zahl, für die kein 
Name auf der Tafel steht, so daß auch diese Mögl ichkei t entfällt. Be-
zeichnet der Ausdruck eine Zahl, so bezeichnet er also keine. Er be-
zeichnet also weder eine natürliche Zahl noch bezeichnet er keine. 
Der mysteriöse Ausdruck - wir nennen ihn a - hat die Gestalt ei-
ner Kennzeichnung ixA[x], wobei A[x] das Prädikat Z x A — V y ( T y A 
N(y,x)) A Az(Zz A—Vy(TyA N(y, z))Z> x< z) ist. Zx stehe für „x ist eine 
natürliche Zahl", Ty für „y steht auf der Tafel" und N(y, x) für „y ist 
ein Name für x". Eine Aussage N(b, c) ist nun nur für determiniertes c 
determiniert - jedenfalls für Ausdrücke b, die überhaupt als Namen in-
frage kommen. Der Ausdruck ixA[x] ist aber seinerseits nur determi-
niert, wo N(a, ixA[x]) determiniert ist. Denn nach Lage der Dinge 
kann ixA[x] allenfalls die Zahl 2 bezeichnen, gilt aber N(a, 2), so ist 
ixA[x] = 3 und gilt - .N(a , 2), so ist txA[x] = 2. Die Ausdrücke 
N(a, txA[x]) und ixA[x] - und ebenso E(ixA[x]) - sind also indetermi-
niert, so daß in der direkten Logik zwar gilt N(a, 2)= ->N(a, 2), aber 
nicht N(a, 2) A -^N(a, 2). Angesichts der Forderung der Stabilität kann 
man die Indeterminiertheit von ixA[x] auch nicht in der Objektsprache 
ausdrücken, und daraus auf - . N(a, ixA[x]) schließen: Ein Satz - . Eb ist 
nicht schon dann wahr, wenn b indeterminiert ist, sondern nur dann, 
wenn b durch semantische Regeln als Objekt ausgezeichnet ist, das 
nicht zum Grundbereich gehört. Solche Regeln haben wir aber in der 
freien direkten Logik nicht angegeben. 
Diese Hinweise zur Auflösung der Antinomien können freilich 
nicht den exakten Nachweis ersetzen, daß sich im Rahmen der minima-
len oder direkten Logik Syntax und Semantik der Objektsprache in ihr 
selbst widerspruchsfrei formulieren lassen. Der Aufbau einer solchen 
Theorie wäre aber ein umfangreiches Projekt, das hier nicht angegan-
gen werden kann. 1 Hier geht es um die Grundlagen von Logik und M a -
thematik, und dafür sind die mengentheoretischen Antinomien wichti-
ger als die semantischen. 
1 Eine Wahrheitstheorie im Rahmen einer Logik, die der minimalen entspricht, hat 
S. Kripke in (1975) skizziert. 
8 Typenlogik 
8.1 Die Sprache der Typentheorie 
In diesem Kapitel wollen wir kurz auf die höhere Prädikatenlogik ein-
gehen. Wir beschränken uns dabei aber im wesentlichen auf ein Referat 
der klassischen Version dieser Logik, denn aus ihr erhält man die mini-
male und die direkte höhere Prädikatenlogik in derselben Weise wie 
man die minimale und die direkte Prädikatenlogik 1. Stufe aus der 
klassischen erhält. Wer mit der klassischen Theorie vertraut ist, kann 
dieses Kapitel also überschlagen. 
Die höhere P. L . geht aus der P. L . 1. Stufe, die wir bisher behan-
delt haben, dadurch hervor, daß sie auch Quantoren für Prädikate ent-
hält, Konstanten für Prädikatenprädikate , also für Prädikate, die auf 
Prädikate anwendbar sind, usf. Wir stellen sie hier in Form der (einfa-
chen) Typentheorie dar. 1 Man kann die Typenlogik auch als eine Klas-
senlogik betrachten, in der die Klassen hierarchisch geordnet sind. Da 
diese Hierarchie jedoch nur als Hierarchie von Begriffen intuitiv plau-
sibel ist (vgl. dazu den Abschnitt 9.1), fassen wir sie hier als eine For-
mulierung der höheren P. L . auf. 
Zur Sprache der (einfachen) Typenlogik (kurz T . L.) gelangt man 
von der Sprache P der P. L . 1. Stufe auf folgendem Weg: 
1. Prädikate werden durch Terme ersetzt und die Erfüllungsrelation 
wird durch 8 ausgedrückt. Atomsätze F(aj,. . .,an) von P werden in der 
Form „a i , . . .,aneb" geschrieben: „Das n-tupel aj,. . . ,a n erfüllt das Attri-
but b (fällt unter den Begriff b)". Man kann das auch lesen als „Das n-
tupel ai , . . . ,a n ist Element des Umfangs des Begriffes b". Wir haben ja 
in der Interpretationssemantik von P P K Umfange von Begriffen zuge-
ordnet, und diese extensionale Deutung verwenden wir nun auch in der 
Objektsprache. Da Umfange von Begriffen Klassen sind, lesen wir 
„ a l v . .,aneb"auch oft als „Das n-tupel ai, . . . ,a n ist Element der Klasse 
b". Komplexe Prädikate A [ x l v . .,xn] von P werden durch Abstrak-
tionsterme Xx\. . x n A [ x l v . .,xn] ersetzt, wobei das Abstraktionsprinzip 
gelten soll: 
AP: a l v . .,a n8Xx!. . x n A [ x l v . .,xn] gdw. A [ a l v . .,an]. 
Darin zeigt sich, daß 8 die Erfüllungsrelation ist, die in P durch die 
runden Klammern in Atomsätzen ausgedrückt wird. 
1 Neben der einfachen gibt es auch eine verzweigte Typentheorie, die aber intuitiv wenig 
befriedigend ist und ihr Interesse weitgehend verloren hat, nachdem es gelungen ist, die 
Widerspruchsfreiheit der sehr viel stärkeren einfachen Typenlogik zu beweisen. Beide 
Theorien sind von B. Russell entwickelt worden, während Frege zuerst in seiner „Be-
griffsschrift" eine höhere P. L . (in einer nicht an der Mengenlehre orientierten Weise) 
formuliert hat. Zur verzweigten Typentheorie vgl. z.B. Schütte (1960), Kap. IX. 
Zwischen Individuen und Begriffen, die für Individuen definiert 
sind, sowie zwischen Begriffen mit verschiedener Stellenzahl besteht 
ein ontologischer Unterschied, der nun, da wir sie alle durch Terme be-
zeichnen, als Typenunterschied der Terme auch syntaktisch zu fixieren 
ist. Individuen wie Begriffsumfänge bezeichnen wir als „Objekte" und 
sagen, Individuen seien Objekte des Typs 0 und Umfange n-stelliger 
Begriffe, die für Individuen erklärt sind, seien Objekte vom Typ 
(0,.. .,0) (eine n-gliedrige Folge von Nullen). Dieser Typenunter-
schied wird syntaktisch ausgedrückt . Wir unterscheiden die G K nach 
dem Typ der Objekte, die sie bezeichnen. a,x, . . . seien Mitteilungszei-
chen für Typen. Ist a eine G K vom Typ x, so deuten wir das durch die 
Schreibweise aT an. 
2. Bisher haben wir nur eine andere Notation für die P. L . 1. Stufe ein-
geführt. Zur P. L . 2. Stufe gelangt man erst, wenn man erstens auch 
G V für Objekte der Typen (0), (0,0), usf. einführt - sie sind dann 
wieder syntaktisch von den G V für Individuen zu unterscheiden - und 
über diese Objekte quantifiziert, und wenn man zweitens auch G K für 
Prädikatenprädikate einführt, d. h. für Umfange von Begriffen 2. Stufe, 
die auf Begriffe 1. Stufe (und evgl. auch auf Individuen) zutreffen. Ist 
z. B. F(x, y) eine Relation zwischen Individuen, so ist die Aussage, diese 
Relation sei transitiv, eine Aussage über sie, in der ihr eine Eigenschaft 
2. Stufe zugesprochen wird. Diese Aussage können wir in der Form 
A,xyF(x, y)ec ausdrücken, wo c nun eine G K ist, die den Umfang des 
Begriffs 2. Stufe ,transitiv' bezeichnet. Sind T\>. . . ,T n die Typen der Ar -
gumente eines n-stelligen Begriffs 2. Stufe (so daß die Tj (1 < i<n) die 
Gestalt 0 oder (0,. . .,0) haben, so sei ( T 1 v . .,xn) der Typ des U m -
fangs dieses Begriffs. Der Umfang des Begriffs ,transitiv' (in Anwen-
dung auf Begriffe 1. Stufe) hat also den Typ ((0,0)), die Relation lx 
ist ein Unterbegriff von y c zwischen Objekten x und y vom Typ (0) hat 
den Typ ((0), (0)), die Relation e zwischen Individuen und Begriffs-
umfängen des Typs (0) hat den Typ (0, (0)), usf. 
3. Den zweiten Schritt kann man dann iterieren und so Begriffe immer 
höherer Stufen einführen. 
Das führt zu folgender allgemeiner Definition der Typen 
D8.1-1: Typen 
a) 0 ist ein Typ. 
b) Sind X j , . . . ,x n Typen, so auch ( x l v . .,x n). 
Stufen von Typen werden so erklärt: 0 ist ein Typ der Stufe 0, und 
sind Xj , . . . ,x n Typen der Stufe r j , . . . , r n , so ist (xj,. . .,xn) ein Typ der 
Stufe max(r],. . . , r n ) + l . 
Die Sprache T der T . L . wird nun so bestimmt: 
Das Alphabet von T enthält die logischen Symbole - - , A , A,A,, E, 
als Hilfszeichen das Komma und runde Klammerzeichen, sowie unend-
lich viele G K und G V jeden Typs. 
D8.1-2: Sätze und Terme von T 
1. G K des Typs T von T sind Terme des Typs x von T . 
2. Sind s i , . . sn Terme der Typen x 1 ? . . x n und ist t ein 
Term des Typs (x l 5 . . ., x n) von T , so ist ( s b . . ., sn8t) ein 
(Atom-)Satz von T . (Ist t eine G K , so ist dieser Satz ein 
Primsatz, sind auch s\y . . s n G K , so ist er ein Basissatz) 
3. Ist A ein Satz von T , so auch - . A . 
4. Sind A , B Sätze von T , so auch ( A A B ) . 
5. Ist A[a] ein Satz, a eine G K und x eine G V vom Typ x von 
T, die in A[a] nicht vorkommt, so ist auch A xA[x] ein Satz 
von T . 
6. Ist A[ai , . . ., an] ein Satz, sind aj, . . ., a n G K und X ] , . . ., 
x n G V der Typen x 1 ? . . ., x n , die in A[a l 5 . . ., an] nicht vor-
kommen, so ist Xx\y . . ., x n A[xj , . . ., x n] ein Term des Typs 
( x b . . . ,x n) von T . 
Die Klammerregeln sind dieselben wie für P und wir definieren die 
Operatoren V , D, = und V wie früher. 
Die Satz- und Termeigenschaft von Ausdrücken von T ist ent-
scheidbar. Denn die Konstanteneigenschaft ist entscheidbar, und nach 
D8.1-2, (2)-(6) läßt sich jeder Satz und Term, der keine Konstante ist, 
auf höchstens eine Weise aus kürzeren Sätzen oder Termen erzeugen. 
Ist ferner a x eine G K , tT ein Term von T, so ist A[aT] genau dann ein 
Satz von T, wenn das für A[tT] gilt. Daraus folgt: Ist t x ein Term von T, 
so ist A x TA[x T] genau dann ein Satz von T , wenn das für A[tT] gilt. In 
allen Sätzen der Gestalt s j T l , . . ., snTn8t von T ist t vom Typ (TJ, . . ., 
x n) , also von einem Typ höherer Stufe als die s\ (i= 1, . . ., n). 
Es sei T m die Teilsprache von T , die nur Variablen und Terme der 
Stufen < m enthält, T m ' die Teilsprache von T die nur Variablen der 
Stufen <m und Terme der Stufen <m-f-l enthält. Dann ist T° die 
P. L . 1. Stufe, T l die reine P. L . 2. Stufe, T*' die volle P. L . 2. Stufe, usf. 
Als Mitteilungszeichen für G K verwenden wir wieder die Buchsta-
ben a, b, c, . . ., als solche für Terme die Buchstaben s, t, . . . 
Bei induktiven Beweisen in der Semantik von P wie in der Meta-
theorie der verschiedenen Logikkalküle über P hatten wir im Grad der 
Sätze einen Induktionsparameter, für den der Wahrheitswert eines Sat-
zes bzw. seine Beweisbarkeit (ohne Schnitte) nur von den Wahrheits-
werten von Sätzen kleineren Grades abhing und seine Beweisbarkeit 
nur von den deduktiven Relationen zwischen solchen Sätzen. Ein ent-
sprechender Induktionsparameter steht uns nun in der T . L . nicht mehr 
zur Verfügung. Man kann aber zwei induktive Parameter angeben, die 
für manche Zwecke brauchbar sind: 
Den p. /. GrWkurz Gradp oder gp - von Sätzen von T bestimmen 
wir wie früher so: 
D8.1-3 a) g P(A)=0 für alle Atomsätze A . 
b) gp(^A)=g P(A)-hl 
c) g P ( A A B ) = gp(A) + gp(B) + l 
d) g P(AxA[x]) = gp(A[a])+l. 
Daneben kann man, wie K . Schütte in (1960a) gezeigt hat, einen t. I. 
Grad - kurz Gradjvt oder gM - der Sätze von T einführen: 
D8.1-4 a) g M (A) = 0 für alle Primsätze A 
b) gM(-A)=gM(A) + l 
c) g M ( A A B ) = g M ( A ) + g M ( B ) + l 
d) gM(AxA[x])=gM(A[a]) + l 
e) gM(si>. . •> s n eX X l . . . x n A [ x i , . . ., x n]) = g M ( A [ s b . . .,sn]) 
+ 1. 
Diese Definition ist nun im Gegensatz zu D8.1-4 nicht induktiv nach 
der Länge der Sätze oder der Anzahl von Vorkommnissen logischer 
Operatoren in ihnen, denn A[si , . . sn] kann länger sein als s i , . . ., 
s n£taq . . .x n A[xj , . . ., x n ] , wie das Beispiel AxVy(—»xey)eA,z(zeaVbez) 
gegenüber A,xVy(--x£y)£a V beXxVy(xey ) zeigt. D8.1-4 ist aber in-
duktiv nach dem Rang der Sätze, der auf folgendem Weg definiert 
wird: 
D8.1-5: Unterausdrücke (UA) 
1. G K haben keine U A . 
2. Ein Primsatz tj , . . ., t n£a hat die U A tj , . . ., t n . 
3. Ein Satz - . A hat den U A A . 
4. Die Sätze A A B haben die U A A und B. 
5. Ein Satz Ax T A[x x ] hat die U A A[aT] für alle G K a vom Typ 
T . 
6. Ein Satz t j , . . ., tnetaq . . . x n A [ x 1 ? . . ., x n] hat den U A 
A [ t h . . ., t n]. 
7. Ein Term taq11 . . . x n T n A [ x ! T l , . . ., x n t n ] hat die U A 
A f a ^ l , . . . , anT*] für alle G K a^ (1 < i< n). 
D8.1-6: Eine UA-Kette zu einem Term oder Satz O ist eine (endliche 
oder unendliche) Folge von Ausdrücken ® i , ®2, • • • f ü r die 
gilt: 
a) cDj =(p, 
b) Ist O; keine G K , so enthält die Kette einen Ausdruck Oj+ i , 
der ein U A von O; ist. 
c) Ist ${ eine G K , so ist ®; das letzte Glied der Kette. 
st O n das letzte Glied der Kette, so ist n die Länge der UA-Kette . 
08.1-7: Ein Satz oder Term O heißt regulär, wenn es eine Zahl n gibt, 
so daß alle UA-Ketten von O eine Länge <n haben. Der Rang 
eines regulären Ausdrucks ist die maximale Länge der U A -
Ketten von A . 
T8.1-1: Ist 0>[aT] regulär und vom Rang r, so auch 0[b*], für alle G K 
' b* 
Das folgt direkt aus D8.1-5. Und aus D8.1-7 und T8.1-1 folgt: 
TS. 1-2: Ist jeder U A von O regulär, so auch O selbst, und umgekehrt. 
Denn hat ein Ausdruck unendlich viele U A , so unterscheiden sich diese 
nach T8.1-1 nicht in ihrem Rang. Es kann also nicht vorkommen, daß 
zwar alle U A von A regulär sind, daß es aber keine obere Schranke für 
ihre Ränge gibt. 
T8.1-3: 0[tT] ist regulär , wenn <J>[aT ] und tT regulär sind. 
Wir beweisen die Behauptung durch Induktion nach der Länge von x, 
wobei im Induktionsschritt eine Induktion nach dem Rang r von 0[aT] 
vorgenommen wird: 
1. Es sei T=0 . Dann ist t T =a° und 0 [ a ° ] ist regulär nach der Voraus-
setzung des Satzes. 
2. Es sei die Behauptung bewiesen für alle Typen kleinerer Länge als 
x. 
a) Es sei r=0. Dann ist 0[aT]=aT und 0[tT] ist regulär nach Voraus-
setzung. 
b) Es sei die Behauptung bewiesen für alle Sätze und Terme M'fa1] mit 
kleinerem Rang als r. 
a) 0[aT] und tT seien regulär . 
ß) Ist O = aT, so ist 0[tT] regulär nach (a). 
y) Ist (D = s 1 T l , . . ., s n T nea T , so ist x = ( x b . . ., x n). Da 0[aT] nach (a) 
regulär ist, sind die s^1, . . ., s n T n regulär (nach D8.1-5,2) und von 
kleinerem Rang als $[a*]. Nach (b) sind also die s ^ ] regulär 
( i = l , . . . , n). SiTi sei s^ifa*]. 
y l . Ist t x eine G K , also 0[tT] Primsatz, so sind s;Ti[tT] die einzigen U A 
von 0[t T], nach T8.1-2 ist also 0[tT] regulär. 
y2. Ist t ^ A x ^ l . . . x n T n B [ X l T i , . . . , x n T n] , so ist B [ V l , . . . , b n Tn] U A 
von t\ Nach (a) ist also B j V 1 , . . . , b n Tn] regulär. Nach (2) ist 
dann auch B[s ! T l [tx], . . ., sn T n[t x]] regulär. Das ist aber der einzige 
U A von 0[t T]; also ist 0[tT] regulär. 
8) Hat <D[aT] eine andere Gestalt, so hat jeder U A von <D[tT] die Ge-
stalt wo T[a*] U A von $[a^] ist. Nach (a) ist also T[a x] regu-
lär und von kleinerem Rang als 0[a*]. Nach (b) ist dann V ^ ] re-
gulär , also nach T8.1-2 auch 0[t T]. 
TS.1-4: Ist O ein Term oder Satz von T , so ist O regulär. 
Beweis: Durch Induktion nach der Länge 1 von O. 
a) 1=1. Ist O eine G K , so ist O regulär (und vom Rang 0). 
b) Es sei die Behauptung bewiesen für alle Terme und Sätze der Länge 
< n, und es sei nun l(O) = n. 
a) Hat O die Gestalt t j , . . tn£Ä,xi . . .x n B[xi , . . ., x n ] , so gilt nach 
I. V . , daß die tj und B[ai, . . an] regulär sind; nach T8.1-3 ist also 
B[tj, . . ., tn] regulär ; das ist aber der einzige U A von 0 , so daß auch 
0 regulär ist. 
ß) Ist 0 ein anderer Ausdruck, so ist jeder U A von A kürzer als 0 , also 
nach I. V . regulär. 
8.2 Interpretationen und Bewertungen 
Klassische Interpretationen der Sprache T definiert man wie folgt: 
D8.2-1: Eine Interpretation von T ist ein Paar 3K= < U , V > , für das 
gilt: 
1. U ist eine nichtleere Menge von Individuen. Es sei U 0 = U , 
U(Tl> • • •>TN) = P ( U T l x . . x U T ). P(M) sei die Potenzmenge, 
d.h. die Menge aller Teilmengen von M . 
2. V bildet die G K des Typs x ab in U T . 
3. V bildet die Menge aller Sätze von T in die Menge {w, f} so 
ab, daß gilt: 
a) V(s i , . . .,s net)=w gdw. V ( S l ) , . . .,V(sn)eV(t) 
b) V( - A) = w gdw. V(A) = f 
c) V ( A A B ) - w g d w . V ( A ) = V ( B ) = w 
d) V(Ax*A[x*])=w gdw. A V , ( V , f V D V * ( A [ ^ ] ) = w), wo a 
eine G K vom Typ x ist, die in AxA[x] nicht vorkommt. 
4. V ( A V I . . . x n T n A [ X l T i , . . . ,x n T n ] )={(a b . . .,an) e U T l x . . . 
U T n : W'(Vt77=^ n VAV'(a 1 ) = a 1 A . , . A V ' ( a n ) = 
a n A V ( A [ a h . ; ,a n]) = w)}. 
Dabei seien die aj ( i = l , . . .,n) G K vom Typ Xj , die in 
A[xj , . . ,,xn] nicht vorkommen. 
Ist U gegeben und ist V für alle G K definiert, so ist V für alle Sätze und 
Terme von T definiert. Das zeigt eine Induktion nach der Länge der 
Ausdrücke. 
T8.2-1: (Koinzidenztheorem): Gilt V'=fV, so gilt V' (0) = V(0 ) für alle 
Sätze und Terme ®, in denen die G K a nicht vorkommt. 
T8.2-2: (Überführungstheorem): Gilt V ^ V und V'(a*) = V(t^), so ist 
V ' (® [ a* ] )=V(®[ t * ] ) für alle Sätze und Terme <D[a], bei denen 
a nicht in ®[t ] vorkommt. 
Beide Sätze beweist man durch Induktion nach der Länge von ®[a ] . 
T8.2-3: V ( s b . . . , s n 8 t a q . .x n A[x 1 , . . . , x n j )=V(A[ s b . . .,sn]). 
Beweis: Es gilt z .B . V(s8?ixA[x]) = w gdw. V(s)8V(tatA[x]) gdw. 
W ' ( V , f V A V , ( a ) = V ( s ) A V ' ( A [ a ] ) = w) gdw. V(A[s])=w nach T8.2-2. 
T8.2-4: Zu jeder Interpretation SR und jeder Satzmenge (SM) &, die 
unendlich viele G K jeden Typs nicht enthält, gibt es eine mit 
90? bzgl. 3t äquivalente normale Interpretation 9$'= < U , V > , 
d.h. eine Interpretation, für die gilt: Ist V'(AxA[x]) = f, so gibt 
es eine G K a mit V(A[a]) = f. 
Das beweist man wie im p. 1. Fall. 
Jeder formale Kalkül der T . L . ist unvollständig, wie K . Gödel in 
(1931) gezeigt hat. Man kann aber die Vollständigkeit des Kalküls 
K T l , den wir im folgenden angeben, bzgl. beschränkter Interpretationen 
beweisen, wie das zuerst Henkin in (1950) getan hat. 
D8.2-2: Eine beschränkte Interpretation von T ist ein Paar 9DIJ = (U, V>, 
für das gilt: 
1. U ist eine nichtleere Menge von Individuen, U 0 = U und für 
jeden Typ (x1 . . ..,xn) gilt A * U ( x i , . . . > T n ) C P(U T 1 x . .xU T n ) . 
(2)bis (4) wie in D8.2-1. 
5. Für alle Abstraktionsterme gilt 
VCAx^i . . x n T n A [ x ^ , . . . , x n ^] )eU ( T 1 , . . . , T n ) . 
Die Mengen U T enthalten also die Extensionen aller in T bildbaren 
Terme vom Typ T . 
Da nun die Bedeutung eines Abstraktionsterms wie XxTVy^A[xx,y^] 
vom Typ (T) einerseits von U p abhängt, andererseits aber für p = (x) die 
Extension U p nach (5) wieder von der Bedeutung dieses Abstraktions-
terms, kann man nicht ohne weiteres feststellen, ob eine Funktion V , 
welche den G K aT bestimmte Objekte aus U T zuordnet, (5) erfüllt, also 
eine beschränkte Interpretation über U ist. Der Begriff der beschränk-
ten Interpretation ist daher nicht ohne weiteres brauchbar. Wir erwei-
sen seine Brauchbarkeit auf dem Weg über Bewertungen. Zunächst 
geben wir aber noch einen Satz über beschränkte Interpretationen an: 
T8.2-5: Zu jeder beschränkten Interpretation und jeder S M Ä, die 
für jeden Typ x unendlich viele G K vom Typ x nicht enthält, 
gibt es eine normale beschränkte mit 3W ^-äquivalente Inter-
pretation SR'. 
Das beweist man wie im p. 1. Fall, vgl. T4.4-3; der Begriff der normalen 
Interpretation entspricht dem in D4.4-2 definierten. 
Wir führen nun im Blick auf den Vollständigkeitsbeweis für K T l 
nicht nur totale Bewertungen ein, sondern auch partielle und Semi-Be-
wertungen. 
D8.2-3: Eine (t. 1.) Semi-Bewertung ist eine Abbildung einer Teilmenge 
der Sätze von T in die Menge {w, f}, für die gilt: 
a) V(-nA) = w D V ( A ) = f 
V ( - A ) = f D V ( A ) = w 
b) V ( A A B ) = w D V ( A ) = V ( B ) = w 
V(A A B) = f D V(A) = f oder V(B) = f 
c) V( AxA[x]) = w D V(A[t]) = w für alle Terme t passenden 
Typs 
V(AxA[x]) = f D V(A[t]) = f für einen Term t passenden 
Typs 
d) V ( s b . . . , s n eXx 1 . .x n A[x 1 , . . , x n ] ) = w D V ( A [ s b . . . , s n ] )=w 
V ( s b . . . , s n £ta t 1 . . x n A[x 1 , . . .,xn]) = f D V ( A [ s l 5 . . .,sn]) = f. 
D8.2-4: Eine partielle (t.l.) Bewertung ist eine (t.l.) Semi-Bewertung, 
für die auch die Umkehrungen der Bedingungen (a)-(d) von 
D8.2-3 gelten. Eine partielle t. 1. Bewertung heißt total, wenn 
sie jedem Satz einen Wahrheitswert zuordnet. 
Partielle und totale Bewertungen sind im t. 1. Fall nicht mehr induktiv 
definiert, da der Wahrheitswert eines Satzes AxA[x] (wie z .B . Ax(aex)) 
von den Wahrheitswerten der Sätze A[t] abhängt, die von größerem 
Gradjvi wie größerem Rang und größerer Länge sein können als 
AxA[x], während der Wahrheitswert von setatA[x] vom Wahrheitswert 
des Satzes A[s] abhängt, der von größerem Gradp und größerer Länge 
als setatA[x] sein kann. Man erhält jedoch eine induktive Definition im 
Falle ausgezeichneter Bewertungen. Wir beweisen deren Existenz für 
totale Bewertungen. Der Beweis läßt sich auf Semi-Bewertungen und 
partielle Bewertungen übertragen. Hier wie in den folgenden Über le-
gungen zur Semantik schließen wir uns wieder an Schütte (1960a) an. 
D8.2-5: Eine totale Bewertung V heißt ausgezeichnet, wenn es zu jedem 
Term tT eine G K aT gibt, so daß für alle Sätze A[a x] gilt 
V(A[a*])-V(A[t*]) . 
T8.2-6: Zu jeder totalen Bewertung V und jeder S M &, deren Sätze 
unendlich viele G K jeden Typs nicht enthalten, gibt es eine 
ausgezeichnete totale Bewertung V , die mit V ^-äquivalent ist, d.h. 
für die gilt V(A)=V(A) für alle Sätze A aus Ä. 
Beweis: T T sei eine unendliche Menge von G K des Typs x, die in den 
Sätzen von & nicht vorkommen. Txx ( i= 1,2, . . .) seien unendlich viele 
disjunkte Teilmengen von T T , die jeweils unendlich viele G K enthalten. 
T 0 sei die Menge der G K in Sätzen von Ä. Es sei Fj + \ die Vereinigung 
von Tj und den Mengen T j+ i für alle x. tjk 0 = 0,1,2, . . .; k = 1,2, . . .) 
sei eine Abzahlung der Terme vom Typ x über Tj (d. h. jener Terme, in 
denen nur G K aus Tj vorkommen). Wir ordnen tjk die G K a j + i ^ zu 
und setzen: (a) V D ( A ) = V ( A ) für alle Sätze A über T 0 und (ß) 
V j + i (A [ a j + 1 ) k ] ) = V-(A[t} k]). V sei die Vereinigung aller V n , d.h. es 
gelte V'(A) =w bzw. = f gdw. es ein n mit V„(A) = w bzw. =f gibt. Es 
gilt dann: 
a) Alle V n sind totale Bewertungen über jener Teilsprache von T , die 
nur G K aus T n enthält (n>0). Das gilt für n = 0 nach Voraussetzung, 
und gilt es für n, so auch für n+ 1. Denn erstens ordnet V n + 1 jedem 
Satz über T n + 1 nach (a) und (ß) genau einen Wahrheitswert zu, und 
zweitens sind die Bedingungen für partielle Bewertungen erfüllt. Gilt 
z .B . V n + 1 ( A x ^ A [ x ^ , a J + l j k ] ) = w , so nach (ß) V n (Ax°A[x° , t} k ] ) = w, 
also nach I . V . V n(A[s^,tJ k]) = w für alle Terme sft (1=1,2, . . .). Ist 
nun s°[a.^\ k^ . . .,a.Jj k ] ein Term über T n + 1 , so gilt 
V ^ ^ A t s a ^ ^ , . . . • .,t£j ] ? T T K ] ) = W . 
Und gilt umgekehrt V n + i(A[s^ + l + i ,k ] ) = w ^ ü r a ^ e Terme s^+ij 
über T n + 1 , so auch V n + i(A[a? + i,i,aj+ i,k]) = w für alle 1=1 ,2 , . . . , 
also nach (ß) V n(A[tyi ,t j k]) = w für alle 1, also V n (Ax a A [x a , t j k ] ) = w, 
also nach (ß) V n + 1 (Ax^A[x^,a j + 1>k]) = w. Und gilt Vn+ i(s[aj + 1>k] 
e?ixA[x,aT+1 ) k])=w, so Vn(s[tjk]8^xA[x,t]k]) = w, also nach I . V . 
V n(A[s[tj k],tj k])==w, also nach (ß) V n + 1 ( A [ s [ a j + 1 > k ] , a j + 1 > k]) = w, und 
umgekehrt. 
b) V ' ist eine totale Bewertung von T. Denn nach (a) ist V m für m>n 
eine Erweiterung von V n . Gäbe es also V m und V n mit V m ( A ) = w und 
V n ( A ) = f, so wäre für m > n V m ( A ) = w und V m ( A ) = f, im Wider-
spruch zu (a). V ordnet also jedem Satz von T höchstens einen Wahr-
heitswert zu. Da es zu jeder endlichen Menge von G K ferner ein Tj 
gibt, das sie enthält, gibt es zu jedem Satz A von T ein j, so daß V j -
und damit auch V - für A definiert ist. V erfüllt ferner die Bedingun-
gen für partielle Bewertungen. Gilt z .B . V(Ax TA[x T]) = f, so gibt es ein 
j mit Vj(Ax TA[x T]) = f, also nach (a) einen Term t|k mit V-(A[tj k]) = f, 
also V'(A[tj k]) = f. Und gibt es einen Term tT mit V'(A[tT]) = f, so gibt es 
ein j mit V-(A[tT]) = f - tT ist also ein Term über Tj - , also nach (a) 
Vj(Ax*A[x*]) = f, also V,(Ax^A[x^]) = f.1 
c) V ist ausgezeichnet, denn zu jedem Term t j k gibt es eine G K aJ + j k , 
so daß für alle Sätze A [ a j + 1 ? k ] gilt V j + i(A[aJ+ i ) k]) = V-(A[tj k]) nach 
(ß). Es ist aber V eine Erweiterung von Vj+ i . 
1 Im Fall partieller Bewertungen Vj und V argumentiert man weiter so: Ist 
V'(Ax aA[x a]) = w, so gibt es ein j mit Vj(AxaA[xCT]) = w, und nach (a) gilt für alle i> j 
V i ( A x ö A [ x ° ] ) = w , also V j (A[ t ° ] )=w für alle ta über T{ nach (a), also V'(A[tö]) = w für 
alle t°. Und ist A x ö A [ x ° ein Satz über T]y so gilt nach (a) V'(Ax0A[xö]) = V j'(AxöA[xö]) 
und V , (A[t°])=V j ' (A[t ö ]) für alle Terme tö über Ty Ist also V'(A[tö])=w für alle Terme 
t°, so V'(A[t°] )=w für alle Terme t° über T}, also V'(A[t°])=w für alle diese Terme, also 
VJ(Ax°A[x°])=w, also V' (Ax ö A[x°] )=w. 
d) V ist ^-äquiva lent mit V = V 0 , da V eine Erweiterung von V 0 ist. 
Nach T8.2-6 sind die bei allen totalen Bewertungen wahren Sätze ge-
nau die bei allen ausgezeichneten totalen Bewertungen wahren Sätze. 
Denn ist ein Satz A bei allen totalen Bewertungen wahr, so auch bei al-
len ausgezeichneten totalen Bewertungen, und gibt es eine totale Be-
wertung, die A nicht erfüllt, so nach T8.2-6 auch eine ausgezeichnete 
totale Bewertung, die A nicht erfüllt. Für ausgezeichnete totale Bewer-
tungen V gilt nun: 
V(Ax*A[x^]) = w gdw. V(A[a*]) = w für alle G K a*. 
Ersetzt man die Bedingung D8.2-3c und ihre Umkehrung durch diese 
Bedingung, so ist die Definition der ausgezeichneten totalen Bewertun-
gen induktiv nach dem G r a d ^ der Sätze. 
Zwischen beschränkten Interpretationen und totalen Bewertungen 
bestehen folgende Beziehungen: 
T8.2-7: Zu jeder normalen beschränkten (wie auch unbeschränkten) 
Interpretation Wl= < U , V > gibt es eine äquivalente totale Be-
wertung V . 
Beweis: Wir setzen V'(A) = V(A) für alle Sätze. Dann sind die Bedin-
gungen (a)-(d) von D8.2-3 und ihre Umkehrungen erfüllt, (d) gilt nach 
T8.2-3. V ist normal. 
T8.2-8: Zu jeder S M Ä, deren Sätze unendlich viele G K jeden Typs 
nicht enthalten, und jeder totalen Bewertung V gibt es eine be-
schränkte Interpretation M= < U , V > , die mit V Ä-äquiva-
lent ist. 
Beweis: 
I. Nach T8.2-6 gibt es zu V eine ^-äquiva lente , ausgezeichnete totale 
Bewertung V + , die jedem Term tT eine G K aT zuordnet. Ist aT dem 
Term tT zugeordnet, so drücken wir das durch a T » t T aus. 
II. Wir definieren SW= < U , V > wie folgt: 
a) Es sei U 0 die Menge der natürlichen Zahlen, a° , a°, . . . sei eine Ab-
zahlung der G K vom Typ 0 und es sei V (a?)=i. 
b) v"(a<Ti' • • -'^ ) ={ ( a i , . . .,an)6UXlx..xUt_n:VbIi..b^(V'(bIi) = a, A ... 
AV'(b*n)=anAV+(bIl, . . .,b;nea(Tl'--->Tnh=w)} 
c) U ( t ] ) . . _)Tn) sei der Wertevorrat von V'(a^i>"-'Tn)). 
Dadurch wird V für alle G K aT definiert und zugleich U T durch Induk-
tion nach den Typen. 
III. ) Es gilt nun 
1. v '(A) = V + (A) für alle Sätze A und V'(t^) = V'(a*) für a* « t * . 
2. < U , V > ist eine beschränkte Interpretation. 
Wir beweisen (1) durch Induktion nach der Länge der Formeln: 
<x) V'(A)=V+(A) für alle Basissätze, denn V ' ( a i , . . .,aneb)=w gdw. 
V ( a O , . . ., V K W b ) gdw. V+(a b .,aneb)=w. 
ß) Die Induktion für die a. 1. Fälle ergibt sich ohne weiteres. 
V'(AxA[x]) = f gdw. es eine G K a x mit V'(A[a x]) = f gibt (das gilt nach 
(c)) gdw. V+(A[a]) = f (nach I. V . ) , gdw. V+(AxA[x]) = f (V+ ist aus-
gezeichnet). 
Ferner gilt z. B. 
V'(AxA[x]) ={V'(b):V'(A[b]) = w} 
= {V'(b):V+(A[b]) = w} (nach I .V . ) 
= {V'(b): V + (beXxA[x]) = w} 
= {V'(b): V+(bec) = w } , w o c « t a c A [ x ] , 
= {V'(b): V'(bec) = w} nach I. V . , da bec ein Primsatz ist, 
= {V'(b):V(b)eV'(c)}. 
Es gilt also V'(XxA[x])=V ,(c), so daß die Bedingung (5) aus D8.2-2 er-
füllt ist. Daher gilt auch die obige Behauptung (2). 
Es gilt daher allgemein für Primsätze 
V ' ( t b . . .,tnea)=V(bu . . .,bnea) = V + ( b b . . . , b n 8 a )=V+( t b . . .,tnea), 
wo t j « b j ( l < i < n ) . Endlich gilt: 
V ' ( t b . . . , t n 8^x 1 . .x n A[x 1 , . . .,xn]) = wgdw. V'(t ! , . . . ,t neb)=wgdw. V + 
( t b . . .,tneb)=w gdw. V+(t 1 , . . . , t n eAx 1 . . x n A[x 1 , . . . , x n ] )=w, wo b « 
Damit ist T8.2-8 bewiesen. 
Nach T8.2-7 und T8.2-8 gilt nun 
T8.2-9: Ein Schluß ist gültig bzgl. aller beschränkten Interpretationen 
gdw. er gültig ist bzgl. aller totalen Bewertungen. 
Wie in der P. L . kann man also auch in der klassischen T . L. von einer 
Bewertungssemantik ausgehen. 
Das Verhältnis von Semi-Bewertungen, partiellen und totalen Be-
wertungen wird durch folgende beiden Sätze charakterisiert: 
T8.2-10: Jede Semi-Bewertung V läßt sich zu einer partiellen Bewer-
tung V erweitern. 
Dieser Satz läßt sich nicht mehr so beweisen wie die analogen Sätze 
Tl.6-4 und T4.4-18, da t. 1. Bewertungen nicht induktiv definiert sind. 
Wir folgen einer Überlegung von K. Schütte in (1962), S. 49ff: 
Eine Semi-Bewertung V heißt maximal, wenn es keine Semi-Be-
wertung V gibt, die V echt erweitert. Es gilt nun: 
1. Jede Semi-Bewertung V läßt sich zu einer maximalen V erweitern. 
Es sei A b A2y . . eine Abzahlung der Sätze von T, und die Folge V i , 
V2, . . . von Semi-Bewertungen sei so definiert: V j = V und V n + \ = V n , 
falls es keine Erweiterung V + von V n gibt mit V+(An)=t=u, sonst 
V n + 1 = V + für ein solches V + . Es sei V die Vereinigung der V j . Dann 
ist V eine Semi-Bewertung. Denn ist z .B . V (AxA[x]) = w, so gibt es 
ein i mit Vj(AxA[x]) = w, also - da die Vj Semi-Bewertungen sind -
V;(A[t])=w für alle Terme t passenden Typs, also V'(A[t]) = w für alle 
diese Terme. Und ist V'(AxA[x]) = f, so gibt es ein i mit V;(AxA[x]) = f, 
also auch einen Term t mit Vj(A[t]) = f, also V'(A[t]) = f. V ist ferner 
maximal. Denn gäbe es einen Satz A n mit V (A n) = u und eine echte Er-
weiterung V + von V mit V + (A n) = w oder V + (A n) = f, so erhielten wir 
einen Widerspruch zur Konstruktion von V . 
2. Jede maximale Semi-Bewertung V ist eine partielle Bewertung. 
Würde eine der Umkehrungen der Bedingungen für Semi-Bewertungen 
bei V nicht gelten, so wäre V echt erweiterbar, d. h. nicht maximal. 
Würde z. B. für alle Terme t* gelten Y(A[i*]) = w, aber V'(Ax*A[x*]) = u 
- V'(Ax TA[x T]) = f kann nicht gelten, da sonst V(A[t T]) ==f wäre für ein 
tT - , so ist jene Funktion V + , für die gilt V+(A) = V'(A) für alle Sätze 
A , die von Ax T A[x T ] verschieden sind, und V+(Ax x A[x T ] ) = w eine 
Semi-Bewertung und eine echte Erweiterung von V . Und würde gelten 
V'(A[tT]) = f, aber V'(Ax TA[x T]) = u, so ist die Funktion V + , die sich 
von V nur dadurch unterscheidet, daß gilt V+(Ax T A[x T ] ) = f eine 
Semi-Bewertung und eine echte Erweiterung von V . 
Die Behauptung von T8.2-10 folgt unmittelbar aus (1) und (2). 
T8.2-11: Jede partielle Bewertung läßt sich zu einer totalen Bewertung 
erweitern. 
Dieser Satz wird für den semantischen Beweis des Eliminations-
theorems verwendet, auf den wir im nächsten Abschnitt eingehen. Er 
ist zuerst von M . Takahashi in (1967) und D . Prawitz in (1968) - unab-
hängig voneinander, aber im wesentlichen mit demselben Gedanken -
bewiesen worden. 1 
Uns genügt für das folgende der schwächere Satz 
TS.2-12: Zu jeder partiellen Bewertung V und jeder S M Ä, in deren 
Sätzen unendlich viele G K jeden Typs nicht vorkommen, gibt 
es eine totale Bewertung V , die V auf & erweitert, so daß also 
für alle Sätze A aus £ gilt: Ist V(A) * u , so ist V'(A) = V(A) . 
Beweis: Da T8.2-6 auch für partielle Bewertungen gilt, gibt es zu V 
eine ^-äquivalente ausgezeichnete partielle Bewertung V+. Wir setzen 
V ' (A)=V+(A) für alle Primsätze A , für die V+(A)4=u ist. Gilt a ; « t j 
(1 < i < n) - das besage wieder, daß bzgl. V + die G K aj dem Term tj zu-
1 Vgl. dazu auch Takahashi (1969). 
geordnet ist - , so soll für die anderen Primsätze gelten V"(ti, . . ., 
t n e b ) = V ' ( a a n e b ) . (Das gilt dann wegen V+(t , , . . . , 
t n eb)=V+(a b . . .,aneb) für alle Primsätze.) Im übrigen ordne V die-
sen Primsätzen beliebige Wahrheitswerte zu. V wird für die anderen 
Sätze nach dem G r a d ^ induktiv so definiert, daß die Bedingungen für 
partielle Bewertungen gelten, wobei die p. 1. Bedingungen ersetzt wer-
den durch: V'(Ax*A[x*])=w gdw. für alle G K a* gilt V'(A[at])=w, und 
V'(Ax*A[x*]) = f gdw. es eine G K a* gibt mit V'(A[a*]) = w. Durch In-
duktion nach dem G r a d ^ der Sätze A[a] beweisen wir 
a) V(A[t])=V'(A[a]) für a « t . 
Das gilt für Primsätze nach Definition von V und ist es bereits bewie-
sen für alle Sätze von einem Gradj^ <n, so gilt es auch für n. Denn es 
ist z .B . V'(s[t]eXxA[x, t]) = w gdw. V'(A[s[t],t]) =w, und das gilt nach 
I. V . gdw. V'(A[s[a],a]) = w, also gdw. V'(s[a]eAxA[x, a]) = w. - Daraus 
folgt: Ist V'(Ax^A[x t]) = w, so gilt für alle Terme tT V'(A[tT]) = w. 
b) V ist eine Erweiterung von V + . 
Ist z .B . V + ( A X * A [ X T ] ) = W, so gilt für alle G K a* V+(A[at]) = w, also 
nach I . V . V'(A[a*])=w, also V'(Ax*A[x*])=w. Und ist V + 
(AxTA[xT]) = f, so gibt es, da V + ausgezeichnet ist, eine G K aT mit 
V+(A[a*]) = f, also nach I. V . V'(A[a*]) = f, also V'(Ax*A[x*]) = f. 
8.3 Der Kalkül K T l 
Die Terme Xx\ . . . x n A [ x b . . ., x n] werden durch das Abstraktionsprin-
zip eingeführt. Wir erhalten also den Kalkül K T l der klassischen T . L . , 
wenn wir zu K P l folgende Regeln hinzunehmen 
HM1: A -+A[s b . . . , sn], T h A ^ s b . . ., snetaq . . x n A [ x b . . . , x n ] , V 
HM2: A— ~ A [ s b . . ., sn], T \- A-»- ~ s b . . . , s neXx! . . 
x n A [ x b . . ., x n ] , r 
VM1: A, A [ s b . . ., sn]-* Y h- A, s b . . ., snelxx . . x n A [ x b . . ., xn]-+ r 
VM2: A, ~ A [ s b . . . , sn]-* T h A, ~ s b . . , sneXx{ . . x n A [ x b . . ., 
x „ ] - r 
Wir verwenden in K T l wieder die Regeln V A l und HA2 in der verall-
gemeinerten Form: 
A, A[t]-+ T h A, AxA[x]-> T und 
A-»- ~A[t], r H ~AxA[x] , T. 
Entsprechend erhält man aus KP2 den Kalkül KT2 durch Hinzunahme 
der Regeln H M 1 und V M 1 und Verallgemeinerung der Regel V A auf 
Terme. Zu KP3 sind, neben der Verallgemeinerung der Regel A2, die 
Regeln 
Ml: r, A[si , . . sn] h- r, s i , . . snetaq . . x n A [ x b . . x n] 
M2: r, ~A[s i , . . ., sn] h- T, ~ s b . . sn8Xxj . . x n A [ x b . . x n] 
hinzuzunehmen. Und von K P gelangen wir zu einem Satzka lkül K T 
der klassischen T . L . , in dem wir die Axiome A16 und AI7 verallgemei-
nern zu 
AxA[x]DA[s] 
^A[ s ]D - A x A [ x ] 
und das Abstraktionsprinzip hinzunehmen 
All: s i , . . sneA,X! . . x n A [ x b . . ., x n ]=A[ s 1 ? . . ., sn]. 
Die Äquivalenz dieser Kalküle im Sinn von T3.1-2, T3.2-1 und T3.2-2 
beweist man wie diese Sätze. 
Es gilt nun: 
T8.3-1: In K T l kann man die Axiome auf solche beschränken, die nur 
Primformeln enthalten; ebenso in KT2 und K T 3 . 
Das zeigt man durch Induktion nach dem Gradjyi von A . 
T8.3-2: Ist in K T l eine SQ Si[a],. . S n [ a ] - T i [ a ] , . . T n [ a ] beweisbar, 
so auch die SQ Sj[t ] , . . . , Sm[t]-*Ti[t],. . . , T n[t] für jeden Term 
t (m, n<0), falls die G K a in den Formeln der letzteren SQ 
nicht mehr vorkommt. 
Dieser Satz gilt jedoch nur dann, wenn man die Axiome nicht auf Prim-
formeln beschränkt. Ansonsten beweist man ihn wie T4.2- la . 
Einem Beweis des Eliminationstheorems für K T l stellt sich nun 
die Schwierigkeit entgegen, daß ein geeigneter Induktionsparameter, 
der an die Stelle des Grades der Schnittformel (SF) tritt, nicht in Sicht 
ist. Man kann zwar den Beweis von T6.1-2 wie folgt ergänzen: 
Zu (3a): 
A-(~)A[s],r A ' ,HA [s]-*r 
A-(~)seAxA[x]; A', (-)seAxA[x]->F 
A , A - r , r 
^ A-^e)A[s],r ;A ' ,e)A[s]-> F 
A> A(~)A[S]-*rA[S], r 
A , A - r , r V V , H V , V T , H T 
Zu (3b): 
A - ( ~ ) A [ s ] , r 
A-» ( - )seA,xA[x], T; seAxA[x], ~ s£?ixA[x]-* 
A , (~)seXxA[x]-> 
=> A-(~)A[s];A[s], ~A[s]-+ 
A, (~)A[s]-
A, (~)seA,xA[x]-> 
Zu (3c): 
A',(~)A[s]->r 
seAxA[x], ~ seA,xA[x]; A, (~ )seAxA[x]-+ T' 
A ' - ( - )seAxA[x] , f 
-*A[s], ~A[s]; A,(~)A[s]-*r' 
Ä ' , ( - )A [ shr 
A, (~)seAxA[x]-*r 
(Entsprechend für s l v . , ,s neAxi. . .x n A[xj , . . .,xn].) 
Aber als Induktionsparameter kommt hier der Gradp der SF nicht in-
frage, weil der für A[sj, . . . ,sn] in der Regel größer ist als für 
sj,. . . ,s n£taq . . x n A [ x b . . . ,x n]. Auch die Länge des ersteren Satzes kann 
größer sein als die des letzteren, wie wir gesehen haben. Der G r a d ^ 
der SF kommt ebenfalls nicht in Betracht, weil der für (~ )A[t] größer 
sein kann als für (~)AxA[x], so daß hier die Induktion in den Fällen 
(r|) und (9) unter (3a) bis (3c) nicht funktioniert. Ordnet man endlich 
den F V in einem Beweis S5 Stufen zu, die von der Anzahl der Anwen-
dungen logischer Regeln abhängen, mit denen sie in SS gewonnen wur-
den, so erhöht sich diese Stufe der SF in den Fällen (3b) und (3c). 
(Das würde vermieden, wenn man sich im Sinn von T8.3-1 auf Axiome 
mit Primformeln beschränkt, aber dann gilt T8.3-2 nicht mehr, und 
diesen Satz braucht man bei der Elimination der Schnitte. Bei Verwen-
dung von Regeln der unendlichen Induktion benötigt man andererseits 
zwar nicht den Satz T8.3-2, aber dann kann man T8.3-1 nicht mehr be-
weisen.) 
Die Eliminierbarkeit der Regel T R läßt sich bisher nur auf seman-
tischem Weg beweisen, d.h. aber auf einem nicht mehr konstruktiven 
Weg. Insbesondere gibt dieser Beweis kein Verfahren an, nach dem sich 
ein Beweis mit TR-Anwendungen in einen Beweis derselben SQ ohne 
TR-Anwendungen umformen läßt. Man kann zwar, wie das zuerst G . 
Gentzen in (1936) getan hat, auf konstruktive, ja elementare Weise eine 
totale Bewertung V angeben und zeigen, daß jede in KTl beweisbare 
SQ V-gült ig ist; daraus folgt, daß in KTl für keinen Satz zugleich A 
und -* ~ A beweisbar ist. Diese Konstruktion nimmt jedoch eine endli-
che Menge von Individuen an und versagt daher bei Hinzunahme des 
Unendlichkeitsaxioms, das für die Begründung von Arithmetik und 
Analysis im Rahmen der T . L . wesentlich ist. 
Die semantische Widerspruchsfreiheit von KTl läßt sich auf dem 
üblichen Wege beweisen. 
T8.3-3: Jede in K T l beweisbare SQ ist gültig bzgl. aller totalen Bewer-
tungen. 
Entsprechendes gilt nach T8.2-7 (mit T8.2-4 und T8.2-5) also auch für 
(beschränkte) totale Interpretationen. Man beweist den Satz, indem 
man zeigt, daß alle Axiome bzgl. aller totalen Bewertungen gültig sind, 
und daß das für die Konklusion jeder Regel von KTl gilt, wenn es für 
ihre Prämissen gilt. 
Die Vollständigkeit von K T l bzgl. totaler Bewertungen wird in 
zwei Schritten bewiesen: Wi r zeigen zunächst, daß es zu jeder in K T l 
ohne TR unbeweisbaren SQ S eine Semi-Bewertung gibt, bzgl. derer S 
nicht gültig ist. Daraus folgt dann nach T8.2-10 und T8.2-12, daß es zu 
jeder in K T l ohne TR unbeweisbaren SQ eine totale Bewertung gibt, 
bzgl. derer sie nicht gültig ist. Daraus ergibt sich mit T8.3-3 auch: In 
K T l ist mit T R nicht mehr beweisbar als ohne T R ; T R ist also elimi-
nierbar. 
Wir definieren Herleitungen und reguläre Herleitungen wie in 4.3 
bzgl. des Kalküls MPl , wobei in Anwendung auf KPl auch SQ der Ge-
stalt A-> T(A, — A) als geschlossen anzusehen sind. An die Stelle einer 
Abzahlung der G K treten nun Abzahlungen der Terme tT für alle Typen 
x. Die Umkehrungen der H A I - und VA2-Regeln von KTl' (einem Ka l -
kül, der sich zu K T l verhalten soll wie MPl' zu MPl) werden so ange-
wendet, daß die dabei neu eingeführte G K b T die erste G K in der Ab-
zahlung der Terme dieses Typs ist, die in der Prämisse nicht vorkommt. 
Die Umkehrungen der V A l - und HA2-Regeln von KTl' werden so an-
gewendet, daß tT der erste Term in der Abzahlung der Terme vom Typ x 
ist, für den die V F A[t] bzw. die H F ~A[t] nicht in A bzw. T vor-
kommt. 
Es gelten dann wieder die Entsprechungen zu T4.3-4, T4.3-5 und 
T4.3-6, wobei im letzteren Satz die Formeln A[t] bzw. ~ A[t] an die 
Stelle von A[a] bzw. ~A[a] treten. 
Es gilt nun: 
T8.3-4: Jede bzgl. aller partiellen Bewertungen gült ige SQ ist in K T l 
ohne TR-Anwendungen beweisbar. 
Beweis: Es sei A-> T nicht in K T l ohne T R beweisbar. Dann gibt es 
eine offene reguläre Herleitung $ aus A - * T. Es sei f ein offener Faden 
von Dann definieren wir eine Semi-Bewertung V bzgl. f wie folgt: 
V(A) = w gdw. A V F oder — A H F einer SQ von f ist, 
V(A) = f gdw. - A V F oder A H F einer SQ von f ist. 
Es gilt nun: 
a) Keine Formel (~)A tritt zugleich als V F und als H F von f auf. Denn 
sonst wäre eine SQ von f nach RF geschlossen, da in f weder V F 
noch H F eliminiert werden. 
b) Für keinen Satz A tritt zugleich A und ~ A als V F auf. Denn sonst 
wäre f nach WS geschlossen. 
c) Für keinen Satz A tritt zugleich A und — A als H F auf. Denn sonst 
wäre f nach T N D geschlossen. 
d) V ist eine Semi-Bewertung. Nach den Überlegungen zu T4.5-2 und 
T l .7 -2 ist nur mehr zu zeigen: 
Ist V(seXxA[x]) = w, so ist se/tacA[x] V F von f - dann aber auch A[s] -
oder ~ se^xA[x] ist H F von f - dann aber auch ~A[s]. In beiden Fällen 
ist V(A[s])=w. 
Ist V(seAxA[x]) = f, so ist ~setatA[x] V F von f - dann aber auch 
~ A[s] - oder seA,xA[x] ist H F von f - dann aber auch A[s]. In beiden 
Fällen ist V(A[s]) = f. 
Die p. 1. Fälle sind nun etwas anders zu formulieren. 
Ist z .B . V(Ax T A[x T ] )=w, also Ax x A[x x ] V F von f - dann aber für 
alle Terme t x auch A[tT] - oder ~ Ax TA[x T ] H F von f - dann aber auch 
für alle Terme tT ~A[tT] so ist in beiden Fällen V(A[t l])=w für alle 
Terme tT. 
Allgemein argumentieren wir nun nicht so, daß V(A)4=w bzw. 
V(A)=t=f ist für alle H F A bzw. VF ~ A von f, sondern so, daß für sie 
V(A)==f bzw. V(A)=w ist. Die Überlegungen verlaufen aber im übri-
gen ganz analog. Es gilt also insbesondere V(S) = w für alle S aus A und 
V(T) = f für alle T aus T (es sei wieder V ( ~ A ) = V ( - * A ) ) . Nach 
T8.2-10 läßt sich nun V zu einer partiellen Bewertung erweitern, für 
die dasselbe gilt. 
T8.3-5: Jede bzgl. aller totalen Bewertungen gültige SQ ist in KTl 
ohne T R beweisbar. 
Beweis: Ist A-+T nicht in K T l ohne T R beweisbar, so gibt es nach 
T8.3-4 eine partielle Bewertung V , die alle Formeln aus A wahr macht 
und alle aus V falsch. Nach T8.2-12 gibt es dazu aber eine totale Be-
wertung, für die das gleiche gilt. 
K T l ohne TR , also erst recht der volle Kalkül K T l , ist daher voll-
ständig bzgl. totaler Bewertungen, nach T8.2-8 gilt also auch: 
T8.3-6: KTl ist vollständig bzgl. beschränkter Interpretationen. 
Endlich erhalten wir 
T8.3-7: T R ist in KTl eliminierbar. 
Denn K T l mit T R ist nach T8.3-3 semantisch widerspruchsfrei bzgl. 
aller totalen Bewertungen, und KTl ohne T R ist nach T8.3-5 vollstän-
dig bzgl. solcher Bewertungen. Also kann mit T R keine SQ beweisbar 
sein, die nicht auch ohne T R beweisbar wäre. 
8.4 Minimale und direkte Typenlogik 
Die Semantik der minimalen T . L . ist die der partiellen Bewertungen, 
die schon in 8.2 definiert worden sind. Da sich partielle Bewertungen 
nach T8.2-11 zu totalen erweitern lassen und totalen Bewertungen 
nach T8.2-8 beschränkte Interpretationen entsprechen, lassen sich par-
tielle Deutungen von T vollständig präzisieren, so daß man keine inde-
terminierten Terme annehmen muß, sondern die Terme wie Bezeich-
nungen bestimmter Objekte verwenden kann. Partielle Deutungen von 
T sind also im Sinn von 7.1 objektivierbar. Entsprechendes gilt für di-
rekte t. 1. Bewertungen, die sich also im Sinn von D2.4-1 definieren las-
sen, wobei nun die p. 1. Wahrheitsbedingungen (3e) in D5.3-2 wieder so 
abzuändern sind, daß darin allgemein von Termen statt von G K die 
Rede ist. 
Obwohl daher für ein nicht vollständig erklärtes Prädikat A[x] der 
Term tacA[x] indeterminiert ist, kann man wegen der vollständigen Prä-
zisierbarkeit aller Prädikate die Abstraktionsterme behandeln als ob sie 
determiniert seien. Daher wollen wir im Fall der T . L . auch keine Ver-
sion mit indeterminierten Namen betrachten. 
Aus M P l erhält man den Kalkül M T l der minimalen T . L . , wenn 
man die M-Regeln von K T l hinzunimmt und die p. 1. Regeln VA1 und 
H A 2 wie in K T l verallgemeinert. Das Eliminationstheorem für M T l 
läßt sich, im Gegensatz zu jenem für K T l konstruktiv beweisen, d. h. es 
läßt sich ein Verfahren angeben, nach dem sich jeder Beweis in M P l in 
einen schnittfreien Beweis umformen läßt. Denn der Gedanke zum Be-
weis des Eliminationstheorems für den Kalkül M K l der minimalen 
Klassenlogik des Abschnitts 10.1 läßt sich ohne weiteres auf M T l über-
tragen. 
Entsprechend erhält man aus D P I einen Kalkül D T l der direkten 
T . L . , wenn man die M-Regeln hinzunimmt und VA1 und H A 2 verall-
gemeinert. Wir wollen jedoch auf diese Kalküle hier nicht näher einge-
hen. Die Aussagen dazu ergeben sich bereits aus dem Gesagten. Ange-
sichts der Widerspruchsfreiheit der klassischen T . L . gibt es hier im 
Gegensatz zur Klassenlogik auch keine logischen Antinomien, die ei-
nen Ubergang zu Systemen ohne tertium non datur motivieren würden. 
Wie in der elementaren P. L . kann man natürl ich Logiken entwickeln, 
die auf das Vorkommen von Wahrheitswert lücken zugeschnitten sind, 
die sich aus außerlogischen Gründen ergeben - aus sprachlichen Re-
geln, die nicht die Einführung logischer Operatoren betreffen aber 
dabei ergeben sich gegenüber den Über legungen, die wir schon früher, 
speziell in 7.1, angestellt haben, keine wesentlich neuen Gesichts-
punkte. 
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9.1 Die Sprache der Klassenlogik 
Die Ausdrücke „Klasse" und „Menge" werden meist synonym verwen-
det. Daher bedeuten auch die Ausdrücke „Klassenlogik" und „Mengen-
lehre" dasselbe. Nur in den Systemen der axiomatischen Mengenlehre 
von v. Neumann-Bernays-Gödel-Typ macht man einen Unterschied 
zwischen Klassen und Mengen. Wir werden hier einen solchen Unter-
schied erst im Abschnitt 11.3 machen. 
Die Sprache K der Klassenlogik (kurz K . L.) entsteht aus der t. 1. 
Sprache T , wenn wir dort die Typenunterscheidungen weglassen, also 
nur eine Sorte von Objekten betrachten und entsprechend nur eine 
Sorte von G K und G V . Eine Typenunterscheidung im Bereich der Be-
griffe bzw. Prädikate ist nicht nur sinnvoll, sondern unverzichtbar, und 
so ergeben sich die Typen der Ausdrücke in T auf natürliche Weise, 
wenn wir die Abstraktionsterme Xx\. .x n A[xj , . . .,xn] als Bezeichnungen 
für Begriffe lesen und die Ausdrücke s b . . .,sn8/bq. .x n A[xi , . . .,xn] als 
„das n-tupel der Entitäten s\>. . .,sn fällt unter den Begriff Xx\. .x n 
A[x],. . . ,x n]". Wie schon Frege betont hat, sind Klassen jedoch Gegen-
stände und eine Typenunterscheidung im Bereich der Objekte ist nicht 
ohne weiteres sinnvoll. Es ist nicht ersichtlich, wieso eine Klasse nicht 
zugleich Individuen, Klassen von Individuen, Klassen von n-tupeln von 
Individuen und Klassen etc. enthalten können sollte. Obwohl daher 
Frege die Typenunterscheidungen für Begriffe (bzw. Funktionen) und 
Prädikate selbst entwickelt und als wesentlich erklärt hat, lehnte er 
Russells Typentheorie als Klassenlogik ab. Als Klassenlogik verstanden 
erscheint die Typenlogik lediglich als eine Restriktion der Klassenlogik 
mit dem Zweck, deren Antinomien zu vermeiden, und in diesem Sinn 
ist sie auch von Russell eingeführt worden. 
Der Wegfall der Typenunterscheidung bedeutet nun aber nicht nur 
den Verzicht auf eine Stufenunterscheidung, sondern auch den Ver-
zicht auf die Unterscheidung zwischen Klassen von n-tupeln für ver-
schiedene n > l (ein 1-tupel (a) sei dabei der Gegenstand a selbst). So-
lange man n-tupel für n> 1 nicht als Klassen auffassen kann, ist diese 
Unterscheidung inhaltlich unverzichtbar, da man dann eben keinen ein-
heitlichen Objektbereich hat. Ist z. B. a eine Klasse von n-tupeln, so ist 
der Ausdruck s l v . .,smea für n=#m nicht ohne weiteres sinnvoll. Das 
ergibt dann aber im Effekt wieder dieselbe Hierarchie von Typen wie in 
der T . L . , da nun n-tupel zu unterscheiden sind, bei denen für ein i 
( l < i < n ) die i-ten Glieder Klassen von mj- bzw. m^-tupeln sind mit 
mj 4=m2- In der klassischen Mengenlehre kann man aber, wie wir sehen 
werden, n-tupel als Mengen definieren. Wir können daher die k. 1. 
Sprache K so aufbauen, daß in ihr nur Abstraktionsterme der Form 
AxA[x] auftreten und nur Atomformeln der Gestalt set. 
Eine sprachliche Unterscheidung zwischen Individuen und Klas-
sen ist hingegen nicht erforderlich. Zwar sind Aussagen des Inhalts, ein 
Objekt sei Element eines Individuums (z.B. eines Aschenbechers) oder 
es sei nicht Element dieses Individuums, nicht ohne weiteres sinnvoll, 
aber man kann ein Prädikat „ist ein Individuum" einführen und festle-
gen, daß Individuen keine Elemente haben. M i t diesem Prädikat kann 
man auch das Extensionalitätsprinzip, nach dem zwei Objekte identisch 
sind, wenn sie dieselben Elemente enthalten, auf Klassen beschränken. 
In vielen Anwendungen der Mengenlehre schließt man aber auch Indi-
viduen aus dem Grundbereich aus. Auch wir wollen das zunächst tun 
und daher vorläufig auf ein Individuenprädikat verzichten. 
Die Sprache K sieht dann so aus: Das Alphabet von K enthält die 
logischen Symbole - • , A (im Fall der direkten K . L . auch D ) , A , 8, X, 
als Hilfszeichen das Komma und die runden Klammerzeichen, sowie 
unendlich viele G K und G V . 
D9.1-1: Terme und Sätze von K 
1. G K von K sind Terme von K . 
2. Sind s und t Terme von K, so ist set ein (Atom-)Satz von K . 
(Ist t eine G K , so ist der Satz ein Primsatz, ist auch s eine 
G K , so ein Basissatz.) 
3. Ist A ein Satz von K , so auch - i A . 
4. Sind A und B Sätze von K , so auch ( A A B ) (und im Fall der 
direkten Logik (ADB)) . 
5. Ist A[a] ein Satz, a eine G K , x eine G V von K , die in A[a] 
nicht vorkommt, so ist auch AxA[x] ein Satz von K . 
6. Ist A[a] ein Satz, a eine G K , x eine G V von K , die in A[a] 
nicht vorkommt, so ist tatA[x] ein Term von K . 
Wir übernehmen für K die früheren Definitionen wie die Klammerre-
geln. 
Die Satz- bzw. Termeigenschaft ist entscheidbar, da das für die 
G K gilt und sich jeder Term und Satz nur auf einem einzigen Weg aus 
kürzeren Termen bzw. Sätzen gewinnen läßt. Ein p. 1. Grad der Sätze 
von K läßt sich wie in der P. L . oder in der T . L . definieren (vgl. 
D8.1-3), ein k. 1. Grad - in Entsprechung zum t. 1. Grad nach D8.1-4 
jedoch nicht. Denn wenn man Unterausdrücke (UA) im Sinn von 
D8.1-5 definiert, so sind nicht alle Sätze und Terme regulär im Sinn 
von D8.1-7. Der Satz A,x(x8x)etat(x8x) hat z .B . sich selbst als U A , die 
Kette seiner U A ist also nicht endlich, so daß eine Induktion nach dem 
Rang der Sätze und Terme hier nicht möglich ist. 
Bei der Einsetzung von Termen für G K ist das in 7.2 Gesagte zu 
beachten. 
9.2 Der Kalkül K K l 
Wir erhalten einen Kalkül der klassischen Mengenlehre - wir nennen 
ihn K K l - , aus K P l , bezogen auf K, wenn wir die p. 1. Regeln VA1 und 
H A 2 wie früher für Terme verallgemeinern und folgende k. 1. Regeln 
hinzunehmen, die wieder dem Abstraktionsprinzip entsprechen: 
HM1: A—A[s], V h A-+seXxA[x], V 
HM2: A ^ ~A[s], r h- A-+ ~seXxA[x], T 
VM1: A , A [ s ] - T h- A , s8?ixA[x]-> Y 
VM2: A , ~A[s]-*r h- A , ~ seXxA[x]-^ T. 
Einen äquivalenten Satzkalkül K K erhalten wir aus K P durch Verallge-
meinerung der p. 1. Axiome A16 und AI7 und durch Hinzunahme des 
vereinfachten Axiomenschemas 
A21: setatA[x]=A[s]. 
Definieren wir die Identität durch 
D9.2-1: s = t: = Ax(x8s = x8t), 
so ist die SQ-+ s = s beweisbar, die Substituierbarkeit des Identischen ist 
aber zu fordern, so daß wir zu K K l noch das Axiom 
12: s = t, A[s]-*A[t] 
hinzunehmen. Daraus erhält man auch s = t-+ A[s] = A[t], also auch 
s = t-+ sea = tea, also s = t-+ Ax(s8x = t8x). Ebenso erhält man s = t, 
r[s] = r[s]-+ r[s] = r[t], also s = t-+ r[s] = r[t]. 
Man kann nun geordnete Paare (s, t) definieren durch 
D9.2-2: (s, t): = {{s}, {s,t}}. 
Dabei sei {s}: = A,x(x = s) und (s,t}: = k ( x = s V x = t). 
Es gilt nämlich: 
T9.2-1: {{s}, {s,t}} = {{s}, {s',t}} = s = s A t = t. 
Beweis:(a) Die Behauptung s = s'A t = t'Z>{{s}, |s,t}} = {{s], {s',t}} ist nach 12 
trivial, (b) Es gelte nun {{s}, {s,t}} = {{s}, {s',t]j. Ist s = t, so ist {s,t} = {s}, also 
{{S}5 {S3t}} = {{s}}. Wegen Ax(xc{{s}}-xe{{s'}, {s',t'}}) gilt dann x = { s } - x -
{s]Vx = {s,t], also {s} = {s}, d.h. s = s, und {s',t] = |s}, d.h. s' = t = s, also 
s = s'At = t. Ist s=#t, so gilt Ax(x = |s}Vx = (s,t| = x = (s(Vx= {s',t}), 
also {s} = {s} V{s} = {s',t], also s = s oder s = s W , also in jedem Fall s = s. 
Und es gilt {s,t} = |s] V {s,t} = {s',t}, also s = s'At = s - das ist aber nach der 
Annahme s4= t ausgeschlossen - oder s = s'At = t oder s = t A t = s - we-
gen s = s und s4=t ist der letztere Fall aber ausgeschlossen. Es gilt also 
auch für s4= t s = s'At = t'. 
Für n>2 kann man dann die n-tupel induktiv so definieren: 
D9.2-3: ( s l v . .,sn): = ( ( s l v . . ,s n_i),s n) . 
In der klassischen Mengenlehre läßt sich ein Modell der Peanoaxiome 
angeben, welche die natürl ichen Zahlen charakterisieren. In ihnen 
kommen folgende Grundterme vor: 0, N (für die Menge der natürli-
chen Zahlen) und ' (für die Nachfolgerfunktion). Sie lauten: 
PI: OeN 
P2: Ax(xeNZ) x'eN) 
P3: Axy(x'=y'Z) x=y) 
P4: Ax(x=f=0) 
P5: Ax(0ex A Ay(yeN AyexZ) ycx)Z> Ay(yeNZ) yex)). 
Das v. Neumannsche Modell - eine Vereinfachung des Modells von 
Frege - ergibt sich aus den Definitionen: 
0 :=A 
x = x U (x) 
N : = n Xx(0ex A Ay(yex Z> yex)). 
Mi t ihnen werden die Peanoaxiome zu beweisbaren Sätzen. Die Tatsa-
che der Definierbarkeit der natürl ichen Zahlen im Rahmen der klassi-
schen Mengenlehre ist die Grundlage für die weitergehende These des 
Logizismus, daß sich alle mathematischen Begriffe in der Sprache K de-
finieren und mit diesen Definitionen alle mathematischen Sätze in ei-
nem Kalkül wie KKl beweisen lassen. D a Klassen als Begriffsumfänge 
logische Gegenstände sind und man das Abstraktionsprinzip, mit dem 
KKl über KPl hinausgeht: „Jeder Begriff hat einen Umfang" oder „Zu 
jedem Begriff gibt es eine Klasse, die genau jene Objekte enthält , die 
unter ihn fallen" als ein logisches Prinzip ansehen wird, lassen sich da-
mit alle mathematischen Begriffe durch rein logische definieren und 
mit diesen Definitionen kann man alle mathematischen Theoreme auf 
rein logischem Wege beweisen. Die Leistungsfähigkeit der klassischen 
Mengenlehre reicht auch über die Begründung der Arithmetik weit hin-
aus. In ihr läßt sich u.a. auch die Theorie der reellen und komplexen 
Zahlen, der Ordinal- und der Kardinalzahlen aufbauen. Sie ist also ein 
außerordentl ich starkes System. 
9.3 Die Inkonsistenz der klassischen Mengenlehre 
Die klassische Mengenlehre ist nun aber inkonsistent, da es Sätze A 
gibt, für die in KKl sowohl A wie — A beweisbar ist. Daraus erhält 
man mit WS, T R und H V einen Beweis für jeden beliebigen Satz von 
K . Wir zeigen das hier an zwei Beispielen: 
Die Antinomie von Russell 
Es sei r der Term Xx — (xex). Dann erhalten wir 
-•rer, ~ rer T N D und-•rer, ~ rer T N D 
-•rer, - rer H N 1 - - rer, - r e r H N 2 
-•rer, rer H M 1 - • - r e r , - r e r H M 2 
-*rer H K -+~rer H K 
Die Antinomie von Curry 
Es sei c der Term Xx(xexD A), wo A eine beliebige Aussage ist. 
A ^ A RF 
cec-> cec; cec, A-» A RF, W 
cec, c e c D A - ^ A VII 
cec, cec-*A V M 1 
cec-*A V K ( a ) 
— cecZ>A HI1 
- » c e c ; cec-* A H M l , ( a ) 
^ A T R 
(Die Regeln V I I , H I 1 sind in K K l wie K P l beweisbar.) In K K l läßt 
sich auf diesem Weg jeder Satz A beweisen. 
Neben diesen beiden Antinomien gibt es eine Fülle weiterer men-
gentheoretischer Antinomien, auf die wir hier jedoch nicht eingehen 
wollen. 
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/ 0.1 Die Kalküle M K l und M K 2 
Die minimale Logik ist wesentlich schwächer als die klassische Logik. 
Damit ergibt sich die Mögl ichkei t , daß diese Logik - bezogen auf die 
volle (typenfreie) Sprache K - mit dem unbeschränkten Abstraktions-
prinzip verträglich ist. So ist es tatsächlich, und die minimale ist die ein-
zige der hier betrachteten Logiken, für die das gilt. 
Obwohl die Definition der n-tupel in der minimalen K . L . nicht 
allgemein so möglich ist wie in der klassischen, gehen wir hier zunächst 
von der Sprache K aus. Die folgenden Überlegungen lassen sich ohne 
weiteres auf eine Erweiterung von K übertragen, in der auch Atomfor-
meln der Gestalt sj,. . .,snet vorkommen. 
M K l sei der Kalkül über der Sprache K , der aus M P l durch Ver-
allgemeinerung der p. 1. Regeln V A l und H A 2 und der Hinzunahme 
der k. 1. Regeln H M 1 bis V M 2 (vgl. 9.2) entsteht. M K 2 + sei M K l , er-
weitert um die Regeln U l und U2 der unendlichen Induktion (vgl. 7.4). 
Beide Kalküle sind nun trivialerweise widerspruchsfrei, da in ihnen 
keine SQ V beweisbar ist. Das gilt in dem gleichen Sinn, in dem wir 
das schon in 1.3 für M A I gezeigt haben: Da alle Axiome V F enthalten 
und die Regeln außer T R keine V F eliminieren, wäre ein SQ V nur 
mit TR-Anwendungen beweisbar. In diesem Fall gäbe es eine kleinste 
Zahl n, so daß eine solche SQ mithilfe von n TR-Anwendungen be-
weisbar ist. Ein derartiger Beweis sähe so aus, daß darin bei der n-ten 
TR-Anwendung die letzte V F verschwinden müßte. Diese Anwendung 
hätte also die Gestalt -+ S, T; S-+ f h ->r. Dann wäre aber S, T, 
d.h. eine SQ der fraglichen Gestalt im Widerspruch zur Annahme 
schon mit n-1 TR-Anwendungen beweisbar. 
Es ist also die Widerspruchsfreiheit von Anwendungen der Ka l -
küle M K l und MK2+ zu beweisen, d.h. die Widerspruchsfreiheit aller 
Systeme M K l K bzw. MK2 + K für widerspruchsfreie Basiskalküle K , in 
denen nur SQ beweisbar sind, die lediglich Primformeln enthalten. Da 
für solche Anwendungen die Regeln unendlicher Induktion wichtig 
sind, beweisen wir zunächst die Widerspruchsfreiheit des Systems mit 
diesen Regeln.Dabei muß man dann wie in 7.4 zwei Sorten von K o n -
stanten unterscheiden: G K (im Sinn freier GV) und Grundterme, die zu 
den konstanten Termen (KT) zu rechnen sind. Die Primformeln in den 
Axiomen von K sollen nur K T enthalten, also konstante Formeln sein. 
G K bezeichnen wir wie bisher durch die Buchstaben a, b, c,. . ., Grund-
terme durch a ° , b° , . . . . Würde man z .B . ein Axiom -*sea, ~sea in K 
zulassen für alle K T s statt der Axiome - ^ s e a ° , ~ sea° für alle Grund-
terme a°und alle K T s, so erhielte man die Russellsche Antinomie: Aus 
-*rea, ~rea folgt ->Ax(r8xV -irex), daraus —»rerV -.rer, also -*rer, 
~r£r. Daraus ergibt sich aber die Antinomie wie in 9 .3 . 
Wir wollen hier jedoch einen anderen Weg einschlagen: Wir fassen 
alle G K als Grundterme auf, verzichten also auf die Einführung eige-
ner Grundterme, und ersetzen U l und H A I durch die Regel: 
UAl: Sind die SQ A-> A[s], Y für alle Terme s beweisbar, so auch die 
SQ A-> AxA[x], T. 
U2 und VA2 werden entsprechend durch die Regel ersetzt: 
UAl: Sind die SQ A , ~ A[s]-+ Y für alle Terme s beweisbar, so auch die 
SQ A , ~ A x A [ x ] ^ T . 
Damit werden G K zum Ausdruck der Allgemeinheit überflüssig. 
Ist MK2 der so aus MK2+ entstehende Kalkül , so gilt: 
TlO. 1-1: Ist X eine SQ, die nur konstante Formeln enthält, ist S" jene 
SQ, die daraus durch Ersetzung der Grundterme a° durch G K 
a entsteht, und ist K' der Kalkül, der aus K durch die glei-
che Ersetzung von Grundtermen durch G K entsteht, so ist S 
in MK2 + K genau dann beweisbar, wenn Z' in MK2K' beweis-
bar ist. 
Beweis: (a) Einen Beweis von Z in MK2 + K können wir so umformen, 
daß darin keine G K vorkommen, also auch keine Anwendungen von 
U l und U2 , und daß Anwendungen von H A I und VA2 durch Anwen-
dungen von UA1 und UA2 ersetzt werden, wobei diese Regeln auf K T 
s bezogen werden. In MK2 + K gilt ja das Substitutionsprinzip: Ist eine 
SQ Z[a] beweisbar, so auch für jeden Term t die SQ Z[t], falls a nicht in 
Z[t] vorkommt. Das ergibt sich daraus, daß die Axiome von K keine 
G K enthalten. Ist also die SQ A - * A[a], T beweisbar, wo a nicht in A , T, 
AxA[x] vorkommt, so auch A ^ A [ s ] , Y für alle K T s, also mit UA1 
A-*AxA[x ] , T. Und ist die SQ A , ~ A[a]-*r beweisbar, wo a nicht in 
A , T, AxA[x] vorkommt, so auch A , ~ A[s]-*T für alle K T s, also mit 
UA2 A , ~ AxA[x]-» T. Der so umgeformte Beweis von Z ergibt aber ei-
nen Beweis von Z' in MK2K', wenn man jeden G T a° durch die G K a er-
setzt, (b) Ein Beweis von Z' in MK2K' ist ein Beweis von Z in MK2+K 
mit den neuen Regeln, wenn man alle G K a durch K T a° ersetzt. Die 
Regeln UA1 und U A 2 , bezogen auf K T s, sind ja in MK2+ mit H A I 
und U l bzw. mit VA2 und U2 beweisbar. 
Wir verwenden also im folgenden den Kalkül MK2 und verzichten 
auf konstante Grundterme. Es ist zu beachten, daß dann das Substi-
tuierbarkeitsprinzip für die angewandten Kalküle MK2K nicht mehr 
generell gilt, sondern nur für G K , die in K nicht ausgezeichnet sind 
(vgl. dazu den Abschnitt 4.2). Die Regeln UA1 und UA2 rechnen wir 
zu den logischen Regeln, und die in den Prämissen spezifizierten F V be-
zeichnen wir als N B F des in der Konklusion spezifizierten FV. 
Es sei K eine (entscheidbare) Menge von SQ, die nur Primformeln 
enthalten. K+ sei die Menge aller SQ, die sich daraus mithilfe der auf 
Primformeln beschränkten Axiome und Regeln vom MK2 ableiten las-
sen. Dabei kann K+ auch die SQ -•sea, ~ sea für beliebige G K a und 
Terme s enthalten.1 K ist widerspruchsfrei genau dann, wenn die SQ 
nicht in K+ enthalten ist. 
Wir beweisen zunächst das Eliminationstheorem: 
TlOA-2: Jede in MK2K beweisbare SQ ist in MK2K+ ohne T R - A n -
wendungen beweisbar. 
Das früher in 1.4 und 4.3 verwendete Beweisschema für die Schnitteli-
minierbarkeit ist nun in mehreren Punkten zu modifizieren: 
1 Aus rea, ~ rea erhält man in MK2 nicht mehr - • Ax(rex V -. rex). Als Regel der hinte-
ren Al leinführung steht in MK2 nur die Regel UA1 zur Verfügung, und damit würde 
man die SQ-+ Ax(rex V -.rex) nur erhalten, wenn das T N D nicht nur für Primformeln, 
sondern für alle Atomformeln gelten würde. 
A) Wir ersetzen zunächst die Regeln V K 1 , H K 2 durch die Regeln: 
VKf: A , A— T f- A , A A B - T 
A , B - T h A , A A B - T 
HK2': A - ~ A , T h A - ^ - A A B , T 
A - ~ B , r h A - , - A A B , r. 
Dann ergibt sich in den Fällen (3a), y und 8 des Beweises von T l . 4 -3 
jeweils in nur ein Schnitt: 
A - A , V; A— B, T A , A - T' A - A , f; A , A - V 
A - A A B , T A , A A B - T ' A , A ' - T, f 
A , A - > T , r 
Ebenso für eine Prämisse A , B— F von S2. 
A - ~ A , T A',~A-»r';A', - B ^ T ' A- ~ A , T; A', ~ A - F 
A- - A A B , T A, - A A B ^ F => A , A'^T, F 
A, A'-T, F 
Ebenso für eine Prämisse A— ~ B , T von Z j . 
B) Anstelle der Regel T R + verwenden wir die Regel 
TR+: A - r[S]; A ' [S ] - F h- A , A [ ] - T[ ], F . 
Dabei sei T[S] eine Formelreihe, die an einer oder mehreren bestimm-
ten Stellen (die durch die eckigen Klammern angedeutet sind) S ent-
hält. T[ ] sei die daraus durch Streichung all dieser Vorkommnisse von 
S entstehende Formelreihe. Die Vorkommnisse von S in T[S], die in 
T[ ] fehlen, bezeichnen wir als ausgezeichnete Vorkommnisse (kurz AV) 
von S in T[S]. 
Bei Verwendung dieser Regel müssen wir nun jeweils angeben, 
welche F V mit den eckigen Klammern in den Prämissen von bzw. E2 
gemeint sind. Das legen wir aber generell durch die Forderung fest: 
(*) Die A V der Prämissen von Sj und Z2 in £B sollen genau jene U F V 
der A V der SF in Xj und X2 sein, welche die in den Prämissen ange-
gebene Form haben. 
„UFV" steht dabei für Unterformelvorkommnis, und die U F V eines in 
der Konklusion einer Regel von MK2 spezifizierten F V sind die in den 
Prämissen spezifizierten F V (bei den logischen Regeln also die N B F , 
bei den Kontraktionsregeln die kontrahierten FV , bei den VT-Regeln 
die gestaltgleichen vertauschten FV) und bei den unspezifizierten F V 
die gestaltgleichen (an der analogen Stelle stehenden) F V der Prämis-
sen (die Vorkommnisse von C in C, ~ A— T und C, ~B— T sind also 
z .B . U F V von C in C, — A A B — f ) . F V in Axiomen oder solche, die 
durch H V oder W eingeführt werden, haben keine U F V im Beweis. 
Die angegebenen U F V eines F V in der Konklusion einer Regel, die F V 
in der oder den Prämissen sind, nennen wir auch unmittelbare U F V . 
Allgemein soll ein F V S U F V eines F V T in einem Beweis SB heißen, 
wenn es eine Folge S b . . . ,S n (n> 1) von F V gibt, so daß für alle i 
(1 < i<n) Si unmittelbares U F V von S i + 1 ist und Si = S und S n = T . 
T R erhält man mit T R + ' so 
A - s, r A , s-+ r 
A , A - r, r 
A-> r V K , V T , H K , H T 
T R + ' erhält man mit T R so 
A - r[S] A ' [ S ] - r 
A - s , r [ ] Ä[ ] , s - r 
A , A ' [ ]->s,r[ ],r' ; A , A [ ],s-^r[ ],r' 
A , A [ ] - r [ ], r 
C) Wir führen den Beweis der TR+'-Eliminierbarkeit, indem wir zei-
gen, daß die jeweils 1. Anwendung von T R + ' eliminierbar ist. Das ge-
schieht durch eine 3fach geschachtelte Induktion: Nach der Stufe s des 
Schnittes, dem p. 1. Grad der SF S und dem Rang des Schnitts 
r = r i +r2- Die Prämissen A-> T[S] und Ä[S]-> V der ersten Anwendung 
von T R + , im gegebenen Beweis SB bezeichnen wir wieder als und 
Ü2? und die Konklusion A , A'[ T[ ], T' als H3. §b\ sei der in SB ent-
haltene Beweis von Hj , SB2 der in SB enthaltene Beweis von £2. ® s e i der 
modifizierte Beweis. 
Der linke Rangv\ eines Schnitts sei die größte Zahl n> 1, so daß es 
eine Folge E j , . . . , E n von im gegebenen Beweis §Bj von 1L\ unmittelbar 
übereinanderstehenden SQ gibt und eine Folge S 1 , . . . ,S n von gestalt-
gleichen FV, so daß S J (1 < i<n) H F von X{ ist, S 1 ein A V von S in S 1 ? 
und SJ + 1 (1 <j<n) U F V von Si ist.1 Analog sei r2 bestimmt, und r sei 
wieder v\ +r2. 
1 Ist r: = Xx-.(xex), so ist z.B. r{ im Fall eines Beweises 
A—• -«rer, -«rer 
A-—. rer, rer 
A - rer, rer 
A-rer, 1 rer 
A-*rer, ~ rer 
A-rer, - 1 rer 
A-rer, rer 
(diese letzte SQ sei Sj; beide FV von rer in E , seien AV) nicht 6, sondern 5, da das zweite 
Vorkommnis von rer in der 2. SQ von oben zwar UFV eines A V von rer in 2j ist, aber 
in der 3. SQ als N B F auftritt. Wäre nur das 2. Vorkommnis von rer in 2, ausgezeichnet, 
so wäre ^ = 1. 
H K , V K 
W , H V 
Die Stufe eines F V ist relativ zum Beweis. Sie soll im wesentlichen 
ein M a ß für die Zahl der Anwendungen von M-Regeln sein, durch die 
ein F V im Beweis entsteht. Wir ordnen den F V in den gegebenen Be-
weisen §Bi, §©2 v o n £l> ^ 2 m z w e * Schritten Stufen zu: 
al) Alle F V in Axiomen nach RF und in SQ von K + erhalten die Stufe 
0; ebenso die FV, die durch H V , W eingeführt werden. 
a2) Die F V in Axiomen nach WS in ä$i erhalten die Stufe 0. 
a3) Die F V in Axiomen nach WS in SB2> die keine U F V von A V der SF 
S in A'[S] enthalten oder nur Primformeln, erhalten die Stufe 0. Die 
F V in den übrigen Axiomen nach WS in erhalten die vorläufige 
Stufe 0. 
b) Die Stufe eines F V in der Konklusion einer Regel ist das Maximum 
der Stufen der U F V in der oder den Prämissen, mit Ausnahme der 
M - und der UA-Regeln. 2 Bei den M-Regeln ist die Stufe der H P F 
die um 1 erhöhte Stufe der N B F . Bei den UA-Regeln hat die H P F 
als Stufe die kleinste Ordinalzahl, die größer oder gleich allen Stu-
fen der N B F ist. Hat in U F V eines F V S eine vorläufige Stufe, so 
gilt auch die so errechnete Stufe von S als vorläufig. 
Nach (a) und (b) sind die Stufen aller F V in §d\ (also auch in Ei) festge-
legt, und die Stufen oder vorläufigen Stufen aller F V in §©2 (also auch 
in E2). Es sei a das Maximum der Stufen der A V von S in T[S], d. h. in 
S j . Dann ersetzen wir im 2. Schritt 
c) die vorläufigen Stufen y von F V in S32 durch die Stufen a + y. 
Alle Primformeln haben also die Stufe 0 und beide F V in Axiomen nach 
WS haben immer dieselbe Stufe, nämlich 0 oder a. 
Es gilt nun nicht mehr generell, daß sich die Stufe einer V F S in 
der Konklusion einer Regel in SB2 aus den Stufen ihrer U F V in den Prä-
missen nach (b) berechnet. Denn hat z .B . — A die (definitive) Stufe Y i , 
~ B die vorläufige Stufe Y2 und ist Yi > 72, so daß die daraus mit V K 2 
entstehende H P F — A A B die vorläufige Stufe Yl hat, so ist für 
a + Y 2 < Y l die Stufe a + Yi von — A A B nicht mehr das Maximum von 
Yi und (X + Y2- Es gilt aber: 
1) Die Stufe ß einer H P F ist größer oder gleich den Stufen ß' (und ß") 
der N B F , und im Fall der M-Regeln ist sie ß' + 1. Das gilt, wo die N B F 
sämtlich bereits nach (a) und (b) definitive Stufen erhalten, denn dann 
ist auch die Stufe der H P F bereits nach (a) und (b) bestimmt. Es gilt 
2 Bei der Regelanwendung 
S B l , T p i - AY> S a 2 , T ß 2 - B Y 2 
S«, T ß - A A B v 
- die (vorläufigen) Stufen der FV schreiben wir als obere Indices - soll also z.B. nicht nur 
Y = max(Yi, Y2) s e m > sondern auch a=max(cc1, <x2) u n d ß = max(ß 1 , ß 2 ) . 
auch, wo alle N B F (und damit auch die HPF) erst nach (c) eine defini-
tive Stufe erhalten. Denn für beliebige O Z y, Y, et gilt: Ist y < y , so ist 
a + y < a + y, und wegen der Assoziativität der OZ-Addit ion gilt: Ist 
y = y'+ 1, so ist a + y = a + (y + l) = (a + y) + 1. Hat endlich (im Fall ei-
ner H P F - A A B ) eine N B F eine Stufe y nach (a) und (b), die andere 
eine Stufe a + y'nach (c), so ist die vorläufige Stufe der H P F 
y = max(y, y"), also ot + y > a + y" und a + y > a + y>y' . Das gilt auch 
im Fall unendlich vieler Prämissen (also für U2): Ist y > Y i , y 2 , . . . ,8 i , 
ö 2 , . . w o die Yi vorläufige und die öj definitive Stufen nach (a) und 
(b) sind, so ist a + y > a + yi> a + y 2 , . . . , öj, 62,... . 
2. Die Stufe eines FV, das nach V K oder V K 2 aus zwei gestaltgleichen 
U F V hervorgeht, ist größer oder gleich den Stufen der U F V . - Das be-
weist man ebenso. 
Im übrigen bleiben die Stufen von FV, die aus der Prämisse unver-
ändert (auch nach VT) mitgeführt werden, in der Konklusion unverän-
dert. 
Als Stufe s des Schnitts bezeichnen wir das Maximum der Stufe der 
A V der SF in A[S] und T[S]. 
Wir schließen uns an das Schema der Beweise von Tl.4-3 und T4.3-1 
an. Die dort diskutierten Fälle (1) bis (4) sind nun sämtlich Fälle von 
s = 0. 
I) s=0 
1. g=0, r=2. 
a) Z^ ist Axiom nach RF(für beliebige s, g, r 2) 
S - S; A'[S]-+ r A ' f S j - F 
S , A [ ] - r ^ S , A ' [ S h F w 
S, A'[ ]-r V K 
Vertauschungen werden hier wie im folgenden nicht registriert. 
b) I 2 ist Axiom nach RF((ür beliebige s, g, r) 
A - r [ S ] ; S - S A - T[S] 
A - T [ ] ,S " T[S], S H V 
A ^ r [ ] ,S H K 
In (a) wie (b) kann sich die Stufe von S als VF bzw. H F der letzten SQ in 
S$' gegenüber £3 durch die Kontraktion erhöhen, zumal die Stufe von S in 
Z l bzw. Z 2 0 ist. Es ist daher unter 2a2 und 2b2 zu zeigen, daß sich 
durch einen oder mehrere Schnitte nach la,b im Zuge der Elimination 
des oberen Schnitts in £B' die Stufe des nachfolgenden Schnitts nicht er-
höht. 
c) £1 entsteht durch HV mit S (für beliebige r2, s, g) 
A ^ r r 
A - * s, r, A'[S]-» r' A , A[ ] - r, r w , H V 
A , A [ ] - r , r " 
Für ri> 1 wird dieser Fall unter 2a2y behandelt. 
d) £2 entsteht durch Wmit 5 (für beliebige r j , s, g) 
A^r[S] ;A' , S - F A , AU T[ ], T' W , H V 
A , A'-r[ ],r * 
Für ?i > 1 wird dieser Fall unter 2b2y behandelt. 
e) Z i undY^i sind SQ vonK + 
Dann ist auch £ 3 eine SQ von K + . 
Andere Fälle können für s = 0, g = 0, r = 2 nicht vorkommen. Nur 
S 2 kann Axiom nach WS sein, aber dann ist wegen s = g = 0 entweder 
SQ aus K + , also auch Z3 , oder es liegt einer der Fälle (a) oder (c) vor. 
In (c), (d) und (e) findet keine Stufenerhöhung statt. 
2. g= 0, r> 2 
a) T\> 1 (für beliebige r 2 , s, g) 
al) Durch die Regel R, die zu E\ führt, wird kein neues Vorkommnis von 
S eingeführt, das A V von S in T[S] ist. 
a) R hat mehrere Prämissen, die sämtlich S als HF und als UFV von A V 
von S in FfSJ enthalten1 
A U r [ S ] ; A " U r ' " [ S ] 
A->r[S]; A ' [ S ] - » r 
A , A [ ] - r [ ] , r 
A"-*r"[S]; A ' [S]- r ' A"Ur"'[S]; A ' [ S ] - r 
R A " , A [ h f [ ] , r A " , A [ ]^r-[ ] , r 
A , A [ ]_r[ ],r 
Nach (B) (vgl. (*)) sind die A V von S in T"[S] und f"[S] die U F V der 
A V von S in T[S]. (Andernfalls könnte sich einer der beiden oberen 
Schnitte auf ein Vorkommnis von S beziehen, das eine höhere Stufe hat 
als die A V von S in T[S] und A'[S]. Dann wäre die I. V . für die El imi-
1 Die W ö r t e r „als H F und" kann man auch weglassen, denn keine V F einer Prämisse ist 
in den M-Ka lkü len U F V einer H F der Konklusion. Entsprechend im folgenden. 
nierbarkeit dieser Schnitte nicht erfüllt.) Ist ein F V von S in F'[S] oder 
F"[S] N B F bzgl. R, so ist es nach (al) kein U F V der A V von S in T[S]. 
Als Mehr-Prämissenregel kann R nur eine a. 1. Regel oder eine UA-Re -
gel sein, so daß die N B F von R von der H P F verschieden sind; eine 
N B F kann mit einer H P F nur im Fall einer M-Regel gestaltgleich sein. 
Ebenso verfährt man im Fall der UA-Regeln. Die TR+'-Anwen-
dungen in SB' lassen sich nach I. V . eliminieren, da für sie r^  kleiner ist, 
r 2 aber den gleichen Wert hat wie in §b. 
ß) R hat mehrere Prämissen, von denen nur einige, aber nicht alle S als HF 
und als UFV von AV von S in T[S] enthalten. 
Dieser Fall kann nicht vorkommen, da eine Mehr-Prämissen-Regel (die 
von T R + verschieden ist) eine a. 1. Regel oder eine UA-Regel ist. Dann 
unterscheiden sich aber die Prämissen nur in den N B F . Es müßte also 
r"[S] bzw. r" [S] ein Vorkommnis von S enthalten, das U F V von A V 
von S in T[S] ist und N B F von R. Bei Mehrprämissenregeln ist aber S 
nicht N B F von S. 
y) R hat eine Prämisse 
A M - r " [ S ] A u r " [ S ] ; A [ S ] - » r 
R A - » r [ S ] ; A ' [ S ] - » r A " , A [ ] - n ] , r 
A , A [ ] - r [ ] , r " A , A [ ] - r [ ] , r R 
Ist ein F V von S in r"[S] N B F eines VF in S j , das kein A V von S in 
T[S] ist, so ist es kein U F V der A V von S in T[S], also nach (B) kein 
A V von S in F[S] , wird also in 33' nicht eliminiert. Ist ein A V von S in 
r"[S] N B F eines A V von S in T[S] - so ist z .B. Ax(xex)eA(xex) N B F von 
Xx(xex)eAx(xex) nach HM1 - , so sind Prämisse und Konklusion von R 
in 33 identisch. Man kann dann einfach x\ durch Streichung der Konklu-
sion reduzieren. Ist R H K mit einem A V von S in F'[S], so entfällt die 
Anwendung von H K in Ebenso, wo R H T mit einem A V von S in 
F[S] ist. 
Beim Schnitt in £B ist r^  wieder um 1 kleiner und r 2 unverändert 
gegenüber 33, so daß dieser Schnitt nach I. V . eliminierbar ist. 
a2) Durch die Regel R, die zu Ej führt, wird ein neues Vorkommnis von S 
eingeführt, das AV von S in F[SJ ist. 
a) R hat mehrere Prämissen, die alle S als HF und als UFV eines A V von 
S in ffSJ enthalten. 
R 
A%r"[S];A"Ur'"[S] 
A - S , r[S]; A[Sj-+r' 
A , A [ ] , F 
A%r"[S];A'[Shr A"'-r"'[S]; A'[S]-r' 
R A ; A ' [ h f [ ] , r A , M , A ' [ ] - » r " [ ], r 
A , A ' [ h s , n L H A i s h r 
A , A ' [ ] , A [ ] - r [ ], r , r 
A , A [ h T [ ], r V K , H K 
Entsprechend für die UA-Regeln. Aus denselben Gründen wie im Fall 
2a la wird durch die oberen Schnitte in £8 keine N B F von R eliminiert. 
Im unteren Schnitt in werden nur A - mit A - und T - mit T -Formeln 
kontrahiert. Dadurch kann sich keine Stufenerhöhung eines F V erge-
ben. Bei den oberen Schnitten in $ß ist r um 1 kleiner als bei dem 
Schnitt in SS; sie sind so nach I. V . eliminierbar. Für den unteren 
Schnitt ist r 2 wie in SS, r^  ist jedoch 1. Früher, im Beweis von T l . 4 -3 , 
mußten wir voraussetzen, daß F S nicht enthält, da sonst rj > 1 wäre ; 
solche Fälle waren nach lb zu behandeln. Hier gilt jedoch: Enthält T" 
Vorkommnisse von S, so sind das keine A V von S in den Prämissen des 
unteren Schnittes in £B', da in $b nur solche Vorkommnisse von S A V 
sind, für die das auch in §b gilt. Sie spielen also für die Berechnung der 
Stufe dieses Schnittes keine Rolle. 
ß) R hat mehrere Prämissen, von denen nur einige, nicht aber alle S als HF 
und als UFV von A V von S in F[SJ enthalten. 
Dieser Fall kann nach den Über legungen zu 2 a l ß nicht vorkommen, da 
H P F und N B F nur bei M-Regeln identisch sein können. 
y) R hat eine Prämisse 
A " - r [ S ] 
A-+S,T[S] ; A'[S]->r 
A , A [ ] - r[ ], r 
A'ur"[S]; A ' [ S ] - r 
Ä ' , A ' [ ]-r"[ ], r 
R A , A ' [ ] -+s , r [ ] , r ; A [ S ] - » r 
A , A [ ] , A ' [ ] - r [ ] , r , r 
A, A'[ ]-r[ ],r V K , H K . 
In $8 werden nur A - mit A - und T - mit T'-Formeln kontrahiert. Da-
durch ergibt sich keine Stufenerhöhung. Wäre ein A V von S in T [S] 
N B F der H P F S bei R, so würde kein neues Vorkommnis von S einge-
führt, so daß man r\ durch Streichung der Konklusion reduzieren 
kann. Ist R H V mit S, so enfällt die Anwendung von R in §8\ Beim er-
sten Schnitt in $8 ist r um 1 kleiner als in §8; er ist also nach I. V . elimi-
nierbar. Für den 2. Schnitt ist r 2 unverändert gegenüber SO und r^  ist 1. 
Wie unter 2a2a kann kein Vorkommnis von S in F ein A V des 
2. Schnitts sein. 
Wir haben nun gesehen, daß sich bei Elimination des oder der 
oberen Schnitte in §8 nach la oder lb die Stufe von F V erhöhen kann. 
Es ist also zu zeigen, daß das in den Fällen 2a2 für den unteren Schnitt 
in 85' unschädlich ist. 
Es gilt aber: 
a) U F V von H V von sind immer nur H F von SQ aus $bu und U F V 
von V F von 2 2 sind immer nur V F von SQ aus §S2-1 
ß) Bei der Elimination eines Schnitts mit der SF S werden neue 
Schnitte immer nur auf A V von S oder auf U F V von A V von S ange-
wendet. 
Daraus folgt: In keinem Axiom nach RF sind beide F V A V von S oder 
U F V von A V von S. Jedes solche Axiom gehört zu §b\ - dann kann nur 
seine H F A V von S oder U F V von A V von S sein - oder zu £B2 - dann 
kann nur seine V F A V von S oder U F V von A V von S sein. Die Erhö-
hung der Stufen von F V nach la oder lb bei der Elimination der obe-
ren Schnitte in SB' bewirkt daher keine Erhöhung der Stufe des neu ein-
geführten A V von S in der Prämisse des unteren Schnittes in §B. 
b) r 2 > 1 (für beliebige r l 3 s, g) 
Die Überlegungen entsprechen hier genau jenen unter (a). 
3) g>0, r=2 
a) Die A V von S werden in E\ undE2 durch logische Regeln eingeführt 
(Wegen s=0 sind es keine M-Regeln.) 
a) S hat die Gestalt -. A 
A - > ~ A , r A , ~ A - r ^ A - » ~ A , r ; A , ~ A - T 
A - - I A , r A , ^ A - r A , A U r, r 
A , A U r, r 
Die in den Prämissen spezifizierten F V sind jeweils die einzigen U F V 
der durch den Schnitt eliminierten F V von - . A . Typengleiche Vor-
kommnisse von — A in T oder A werden nicht eliminiert, sind also an-
ders als früher nicht durch Verdünnungen wieder einzuführen. (Bei ei-
ner Verwendung der Regel T R + könnte man nicht voraussetzen, daß 
alle solchen Vorkommnisse von ~ A in T oder A' von kleinerer oder glei-
cher Stufe sind als die U F V der SF.) 
Dasselbe gilt für die übrigen a. 1. Fälle, die im übrigen wie im Be-
weis von T l .4 -3 unter (3) behandelt werden. Die Abweichungen, die 
sich unter (y), (5) aufgrund der modifizierten Regeln V K 1 ' und H K 2 ' 
ergeben, wurden schon unter (A) besprochen. An die Stelle der p. 1. 
Fälle (r|) und (0) im Beweis von T4.3-1 treten nun die Fälle: 
1 Bei Hinzunahme der Implikationsregeln H I l und VII würde das nicht mehr gelten. 
T|') S hat die Gestalt AxA[x] 
A-A [ t ; ] , r für alle Terme t; (i = 1, 2, . . . ) A', A[s] - F 
A - A x A [ x ] , T A', A x A [ x ] - F 
A , A U r, F 
A - A [ s ] , T; A , A [ s ] - F 
A , A u r , r ' 
9) S hat die Gestalt ~ AxA[x] 
A— ~ A[s], r A' , ~ A[t;]— F für alle Terme t; 
A - ~ AxA[x], r ; A , ~ A x A [ x ] - F 
A, A U r, F 
A - ~A[s], T; A , ~ A [ s ] - r ' 
A , A U r, r' 
In beiden Fällen sei t j , t 2, . . . eine Abzahlung der Terme von M . 
b) E\ geht aus einer logischen Regel mit der SF S als HPF hervor, I2 l s t 
Axiom nach WS (beliebige s) 
a) S hat die Gestalt -»A 
A - ~ A ß , T A-» - Aß, f; Aß, ~ A l U 
A - ^ A ß , T; -n A a , - - ^ A " - A , A ß - T 
A , ~ ^ A a - + r * A , ~ ^ A ß - T 
Hier wird nun in 3? ein neues Axiom nach WS eingeführt. Die Stufen 
der F V darin sind nach (C) zu berechnen, so daß sich für die neuen F V 
die Stufe ß ergibt. Im Blick auf die Fälle 2a2, 2b2, in denen bei der E l i -
mination eines Schnittes in §& - wir nennen ihn den originalen - zwei 
aufeinander folgende Schnitte in 33' auftreten, sind zwei Fälle zu unter-
scheiden: 
1. Der angegebene Schnitt ist der einzige, der zur Debatte steht. Dann 
kommen nur Stufen bzgl. dieses Schnittes infrage und wir erhalten 
nach (C) <x=ß. 
2. Der angegebene Schnitt ergibt sich im Zuge der Elimination eines 
früheren Schnittes (des originalen) nach 2a2 oder 2b2. Dann haben wir 
es in dem Fall, daß es sich um die Elimination eines oberen Schnittes 
handelt, auch mit Stufen bzgl. nachfolgender Schnitte zu tun. Diese 
dürfen sich bei der Elimination des Schnittes nicht erhöhen. 
In diesem Fall kann a 4= ß sein. Es ist jedoch immer a > ß , denn 
die SF - . A in Zj ist ja U F V eines A V der originalen SF, so daß deren 
Stufe > ß ist, a war aber das Maximum der Stufen der A V in der 
linken SQ des originalen Schnitts, und als H F kann —iA nach unserer 
Über legung zu 2a2 nur U F V einer H F der linken Prämisse des origina-
len Schnitts sein. Durch den angegebenen Schnitt in §ß' erhöht sich also 
die Stufe von -—. A in der End-SQ von §B nicht gegenüer §B. Analog in 
den anderen a. 1. Fällen, die ebenso zu behandeln sind wie im Beweis 
von T l . 4 -3 . 
tj) S hat die Gestalt A xA[x] 
A - A [ t i ] p i , T fü r alle tj 
A->AxA[x]ß,r ; AxA[x]« , ~AxA[x]«-* 
A , ~ A x A [ x ] « - T 
A-.A[t i ]Pi ,r ;A[t i ]Pi , ~A[t ; ]PU 
* A , ~A[ti]Pi->T für alle tj 
A , ~ A x A [ x ] ß - r 
Hier sei wieder t\, t 2 , . . . eine Abzahlung der Terme von M und ß sei die 
kleinste O Z > ßi , ß 2 , • • • 
0') S hat die Gestalt ~ AxA[x] 
A-+ ~A[t ]ß , r 
A ^ ~AxA[x]ß, T ; AxA[x]« , ~AxA[x ] «^ 
A, A x A [ x ] « - T 
A-» ~ A [ t ] ß , r ; A [ t ]ß , ~A[t]ß-> 
A , A [ t ] ß - r 
A, AxA[x]ß->T. 
Auch in diesen Fällen gilt nach der Überlegung zum Fall (oc) ß < a. 
4. g>0, r>2 
Diese Fälle sind schon unter (2) erledigt worden. 
II) s>0 
1. g=0,r=2 
Gegenüber 1,1 treten hier folgende Fälle neu auf: 
f) S wird in I\ wie 2"2 durch eine M-Regel eingeführt 
A - ( ~ ) A [ t ] , r A ' , ( ~ ) A [ t ] - r ' 
A-» (~ )teXxA[x], T; A , (~ )tsfotA[x]-» V 
A , A U r, r 
A ^ ( ~ ) A [ t ] , r ; A , ( ~ ) A [ t ] - > r l 
A , A U r, r 
Nur die in den Prämissen von S t , E 2 spezifizierten FV sind U F V der A V 
der SF. Nur sie werden in 33' eliminiert. Die Stufe des Schnittes in S3' ist 
kleiner als jene in £8, vgl. (C, b). Der neue Schnitt ist also nach I. V . eli-
minierbar. 
g) S wird in Ij durch eine M-Regel eingeführt, I2 ist Axiom nach WS 
A - ( ~ ) A [ t ] ß - i , r 
A - ( ~ ) t s ? i x A [ x ] ß , T; tsXxA[x]a, ~ tsXxA[x]<*-+ 
A , ( - ) t eXxA[x ] a - r 
A , ( ~ ) A [ t ] ß - i ; A [ t j ß ~ i , ~ A [ t ] ß - W 
A , ( - ) A [ t ] ß - W T 
A , (~)tetacA[x]ß-*r 
(ß ist nach (C, b) keine Limeszahl, so daß ß - 1 definiert ist.) Hier gilt 
nach den Überlegungen zu I,3b wieder ß< a. 
2. g= 0, r> 2 
Diese Fälle wurden schon unter 1,2 behandelt. 
3. g> 0, r= 2 
Hier argumentiert man ebenso wie unter 11,3. 
4. g> 0, r> 2 
Diese Fälle wurden schon unter 1,2 behandelt. 
Damit ist das Eliminationstheorem bewiesen. Ein Substituierbarkeits-
prinzip haben wir für den Beweis nicht gebraucht, da es für die p. 1. Re-
geln von MK2 keine Konstantenbedingung gibt. 
Aus TlO.1-2 ergibt sich sofort der Satz: 
T10.1-3: Ist K widerspruchsfrei, so auch MK2K. 
Denn ist K widerspruchsfrei, so enthält K+ nicht die SQ-*. In 
MK2K+, das mit MK2K äquivalent ist, wäre diese SQ also nur mit T R 
ableitbar, TR ist aber eliminierbar. 
Aus der Widerspruchsfreiheit von MK2K ergibt sich nach Tl0.1-1 
auch jene von MK2 + K, also auch die des Teilsystems MKlK, in dem 
man, wie in MK2 + K, zwischen Grundtermen und G K zu unterschei-
den hat - in den Systemen MK2+ und M K l ist diese Unterscheidung 
natürl ich überflüssig. 
Der Beweis des Eliminationstheorems läßt sich auf den Kalkül 
M K l übertragen. Es gilt also: 
TlO.1-4: Jede in MK1K+ beweisbare SQ ist ohne TR-Anwendungen 
beweisbar. Ist K widerspruchsfrei, so auch MKlK. 
In M K l (wie in MK2 - auf die p. 1. Regeln kommt es ja nicht an) sind 
nun die Antinomien von Russell und Curry nicht mehr ableitbar. Set-
zen wir wieder r: = Ä,x-i (xex), so sind zwar die SQ rer-* - rer, ~ rer-* 
rer, rer-^ und ~ rer-* beweisbar, aber daraus ergibt sich kein Wider-
spruch, da man aus rer-> bzw. - rer -* nicht wie in der klassischen Lo-
gik -* ~ rer bzw. -* rer gewinnt. 
Im Fall der Antinomie von Curry ist von der Definition der Impli-
kation durch A D B : = - . ( A A - . B ) auszugehen. Ohne T N D erhält man 
daraus zwar die Regeln HI2 und VI2 sowie V I I : 
A ^ A , T; A , ~ A - » A , B ^ r 
A , ~ A - * T A , ~ ^ B ^ r 
A , ~ A A - B - * T 
A, - . ( A A -B)-*r, 
aber nicht die Regel HI1 , die man zur Konstruktion der Antinomie be-
nötigt. Setzen wir wieder c: = A,x(xexD A), so erhält man zwar cec-+ A , 
also für ein A wie z. B. B A B, für das A - * beweisbar ist, insbesondere 
cec-* und ~ cec-+ , also auch cec V cec-^, aber das stellt in der mini-
malen K . L . keinen Widerspruch dar. 
10.2 Partielle klassenlogische Bewertungen 
Partielle Bewertungen für K lassen sich in Entsprechung zu jenen für 
die t. 1. Sprache T nach D8.2-4 so definieren: 
D10.2-1: Eine partielle (k. L) Bewertung von K ist eine Abbildung einer 
Teilmenge der Sätze von K in die Menge {w, f}, für die gilt: 
a) V ( ^ A ) = w g d w . V(A) = f, 
V ( - A ) = f gdw. V(A)=w. 
b) V(A A B) =w gdw. V(A) = V(B) = w, 
V(A A B) = f gdw. V(A) = f oder V(B) = f. 
c) V(AxA[x]) = w gdw. V(A[t]) = w für alle Terme t, 
V(AxA[x]) = f gdw. V(A[t]) = f für einen Term t. 
d) V(se^xA[x]) = wgdw. V(A[s]) = w, 
V(seXxA[x]) = f gdw. V(A[s]) = f. 
Solche partiellen Bewertungen sind wie im t. 1. Fall nicht induktiv defi-
niert. Man kann aber jedenfalls sagen, daß es partielle Bewertungen 
gibt, denn die Funktion V 0 , die keinem Satz von K einen Wahrheits-
wert zuordnet, erfüllt trivialerweise alle Bedingungen von Dl0 .2-1 . In 
der T . L . konnten wir (vgl. T8.2-6) den partiellen Bewertungen ausge-
zeichnete zuordnen, die induktiv definiert waren. Auch in der K . L . 
kann man ausgezeichnete Bewertungen einführen, aber sie sind nicht 
induktiv definiert. Wir verwenden sie im folgenden zum semantischen 
Widerspruchsfreiheitsbeweis für M K l und heben deswegen nur auf 
ihre Normal i tät ab. 
Dl0.2-2: Eine partielle Bewertung V heißt normal, wenn es zu jedem 
Allsatz AxA[x] mit V(AxA[x])=t=w eine G K b gibt, für die 
gilt V(A[b])=V(AxA[x]). 
Tl0.2-1: Zu jeder partiellen Bewertung V und jeder S M Ä, deren Ele-
mente unendlich viele G K nicht enthalten, gibt es eine nor-
male, mit V ^-äquiva lente partielle Bewertungen V , so daß 
also für alle Sätze A aus £ gilt V'(A) = V(A) . 
Beweis: Wir beweisen das ähnlich wie den Satz T8.2-6. Es sei T 0 die 
Menge der G K , die in den Sätzen aus & vorkommen. ( i= 1,2, . . .) 
seien unendlich viele disjunkte Teilmengen jeweils unendlich vieler G K , 
die nicht zu T 0 gehören. Es sei r o = T 0 und r- + j = F} U Tj + j 
(j = 0,1,2, . . .). tjk (k= 1,2, . . .) sei eine Abzahlung der Terme über Tj. 
Wir ordnen t j k die G K aj + i j k zu und setzen V 0 ( A ) = V(A) für alle Sätze 
über T 0 und (a) Vj + i(A[aj + i , k l v • + i,k n]) = v j ( A [ t j k P • • -^ ik j ) -
Dabei seien die Z'hkv ' ' *>aJk jeweils die einzigen G K aus Tj, die in 
A[a j k . , . . ->ajkn] vorkommen. ^ Falls A keine G K aus Tj enthält , soll gel-
ten (p) V - + 1 =Vj (A) . V sei die Vereinigung aller V - , d .h. es soll gelten 
V (A)=w/f gdw. es ein j mit V*(A) = w/f gibt. 
V ist nun eine normale, mit V ^-äquiva lente partielle Bewertung. 
Denn V Q ordnet keinem Satz zwei Wahrheitswerte zu, und gilt das für 
V j , so nach (a) und (ß) auch für Vj+j. Es gilt auch für V , da Vj+j eine 
Erweiterung von V ! ist. 
Jedes Vj ist ferner eine normale partielle Bewertung über jener 
Teilsprache von K , die nur G K aus T[ enthält. Wir schreiben der Kürze 
halber A[a j k] bzw. A[t j k ] für A [ a j k „ . . . ,a j kJ bzw. A [ t j k l , . . . , t j k J , wo 
aj k l (1=1,. . .,n) alle G K aus F[ sind, die in dem ersteren Satz vorkom-
men. Dann gilt die Behauptung für i = l . Denn V j ( - iA [ a j k ] ) =w/f 
gdw. V 0 ( ^ A [ t o k ] ) = w / f gdw. V 9 (A [ t o k ] ) = f/w gdw. V i ( A [ a l k ] ) -
f/w. Ebenso argumentiert man im Fall eines Satzes der Gestalt 
A[a l k ] A B [ a l k ] . Ist V j (AxA[x ,a l k ] )=w, so VÖ(AxA[x , t o k ] )=w, also 
V 0 (A[s , t o k ] )=w für alle Terme s über To- Ist nun r[ai k] ein Term über 
T j , so gilt also Vi (A[r [a l k ] , a l k ] )=V;(A[r [ t o k ' ] , t o k )=w. (Dabei seien 
wieder a j k . alle G K aus T], die in r[aik'] vorkommen; kommt in r[ai k] 
keine G K aus T\ vor, so ist r[ai k] =r[t o k].) Gilt umgekehrt 
Vj(A[r ,a i k ] )=w für alle Terme r über r j , so auch Vj(A[ai k ' , a i k ] )=w 
für alle G K ai k- aus rh also VÖ(A[s , t o k ] ) = w für alle Terme s über To, 
da jedem Term s über T 0 eine G K a j k entspricht. Es gilt also 
V 0 (AxA[x , t o k ] )=w , also Vj (AxA[x ,a l k ] ) = w. Ist Vi (AxA[x,a j k ] ) ==f, 
so V 0 (AxA[x , t o k ] ) = f, es gibt also einen Term t o k ' über T 0 mit 
V 0 ( A [ t o k , t o k ] ) = f, also V i ( A [ a l k , a l k ] ) = f. Ist umgekehrt Vj(A[r 
[aik],a l k]) = f für einen Term r[a l k] über TJ, so V 0 (A[ r [ t o k ] , t o k ] ) = f, 
also VÖ(AxA[x, t o k ] )=f , also Vi(AxA[x,a l k ] )=f . Und ist V|(AxA 
[x,a] k])=u, so ist Vo(AxA[x,t o k ] )=u, es gibt also ein t o k mit V^(A 
[ t o k S t o k ] ) = u ) also V iA[a o k , a o k ] )=u . V j ist also normal. Endlich gilt 
Vi(s[a l k]eAxA[x,a l k])=w/f gdw. Vo(s[tok]eAxA[x,tok])=w/f gdw. 
V 0 (A[s[tok],tok])==w/f gdw. Vj(A[s[ai k],a l k])=w/f. Ebenso argumentiert 
man für i+1, wenn die Behauptung schon für i beweisen ist. 
Auch V ist nun eine normale partielle Bewertung über K. Das 
folgt aus der Definition von V 1 und der Tatsache, daß alle V j partielle 
Bewertungen über den Teilsprachen von K sind, die nur G K aus T[ ent-
halten, für die Bedingungen (a), (b), (d) von D10.2-1. Für die Bedin-
gung (c) erhalten wir: (1) Ist V (AxA[x])=f, so gilt für ein i 
Vj(AxA[x])=f, also für eine G K a i k aus T\ Vi(A[a i k])=f, also 
V'(A[aj k])=f. (2) Ist V'(AxA[x])=u, so gilt für alle i , insbesondere also 
für das kleinste i , für das AxA[x] ein Satz über T[ ist, Vj(AxA[x])==u, 
also Vj(A[aj k])=u für eine G K a;k aus T[; das gilt dann nach (ß) auch 
für alle Vj mit j>i und für alle Vj mit j'<i, da diese Vj nicht für A[a; k] 
definiert sind. Es gilt also auch für V . (3) Ist endlich V'(AxA[x])=w, so 
gilt für ein i Vj(AxA[x])=w. Ist tj k ein Term, so gilt für j ^ i 
Vj(A[tj k])=w, da Vj eine partielle Bewertung über Tj ist. Ist hingegen 
j>i, so gilt nach (ß) Vj(AxA[x])=Vj(AxA[x])=w, also Vj(A[t j k ])=w, 
da Vj eine partielle Bewertung über Tj ist. Aus (1) und (2) ergibt sich die 
Normalität von V , aus (2) und (3) ergibt sich: Ist V'(A[t])=w für alle 
Terme t, so ist V'(AxA[x])=w. Und aus der Definition von V als Ver-
einigung der Vj und der Tatsache, daß alle Vj partielle Bewertungen 
sind, folgt: Ist V'(A[t])=f für einen Term t, so ist V'(AxA[x])=f. 
P-Wahrheit von Sätzen und P-Gültigkeit von Schlüssen wird wie 
in Dl .6 -4 definiert. Setzen wir V( ~ A) = V ( - • A ) , so können wir wie 
früher sagen, daß eine SQ A-+ T einen P-gült igen Schluß darstellt, 
wenn für alle partiellen (k. 1.) Bewertungen V gilt: Erfüllt V alle For-
meln aus A , so erfüllt V auch mindestens eine Formel aus T. (Ein leeres 
A wird von allen partiellen Bewertungen erfüllt, ein leeres T von keiner 
partiellen Bewertung.) 
Der Kalkül M K l ist widerspruchsfrei bzgl. partieller k. 1. Bewer-
tungen: 
TlO.2-2: In M K l sind nur SQ beweisbar, die P-gültige Schlüsse dar-
stellen. 
Das beweist man wie früher durch Induktion nach der Länge des Be-
weises einer SQ I in M K l (vgl. Tl .7-1 und T4.5-1). Es sei z .B . der 
Schluß A ^ A [ b ] , T beweisbar und P-gült ig. Wäre die Konklusion 
A - * AxA[x], T nach H A I , in der die G K b nicht mehr vorkommt, nicht 
P-gült ig , so gäbe es eine partielle Bewertung V , die alle Formeln aus A , 
aber keine Formel aus T erfüllt und auch nicht AxA[x]. Es gäbe also ei-
nen Term s, so daß V(A[s]) 4=w ist, nach T 10.2-1 also eine normale par-
tielle Bewertung V , die den Formeln A , AxA[x], T die gleichen Werte 
(einschließlich u) zuordnet wie V , und eine G K c, die in den Formeln 
aus A, T, AxA[x] nicht vorkommt, mit V'(A[c])=t=w. Der Schluß 
A-» A[c], r wäre also nicht P-gült ig. Da in M K l jedoch mit einer SQ 
A[a]-* f[a] jede SQ A[s]->* T[s] beweisbar ist, in der die G K a nicht 
mehr vorkommt, ist nach I . V . mit A->A[b], V auch der Schluß 
A-*A[c] , T P-gültig (vgl. den Beweis von T4.2-1). 
Die Vollständigkeit von M K l bzgl. partieller Bewertungen läßt 
sich hingegen in Analogie zu den Sätzen T l . 7 -2 und T4.5-2 nicht mehr 
beweisen. Denn das mechanische Beweisverfahren funktioniert nun 
nicht mehr (vgl. T4.3-3). Da ein passender Induktionsparameter fehlt, 
kann man hier nicht mehr beweisen, daß reguläre Herleitungen die E i -
genschaften nach T4.3-6 haben, daß also insbesondere zwischen zwei 
Anwendungen der Regel zur Tilgung der Unterstreichungen von V F 
der Gestalt AxC[x] und H F der Gestalt ~AxC[x] nur endlich viele 
Schritte liegen. 
10.3 Indeterminierte Namen 
In M K l und M K 2 haben wir p. 1. Regeln verwendet, die auf den Fall 
zugeschnitten sind, daß sich alle Terme als determinierte Namen anse-
hen lassen. Ein Klassenterm XxA[x] bezeichnet aber nur dann ein be-
stimmtes Objekt, wenn das Prädikat A[x] vollständig definiert ist. A n -
dernfalls gibt es verschiedene Präzis ierungen dieses Prädikats , bei 
denen dann auch der Abstraktionsterm verschiedene Klassen bezeich-
net, so daß er aus Gründen der Stabilität als indeterminiert anzusehen 
ist. Im Gegensatz zur T . L . läßt sich nun nicht jede partielle k. 1. Bewer-
tung zu einer totalen erweitern, so daß auch die Rechtfertigung der Be-
handlung der Abstraktionsterme als determinierte Namen, die wir in 
8.4 gegeben haben, hier entfällt. Die Antinomie von Russell zeigt, daß 
es wesentlich indeterminierte - und zwar aus logischen Gründen wesent-
lich indeterminierte - Namen und Prädikate in K gibt. Wie wir in 7.1 
sahen, ist zwar die direkte Logik besser zur Behandlung indeterminier-
ter Namen geeignet, aber wir können ihnen auch in der minimalen 
K . L . durch Modifikation der p. 1. und k. 1. Regeln Rechnung tragen. 
Statt des Existenzprädikats E führen wir dazu in K einen Grund-
term m ein, so daß die Aussage sem der Aussage E(s) entspricht, m ist 
also die Klasse der Objekte des Grundbereichs. Die Wahl des Buchsta-
bens „m" versteht sich daraus, daß wir die Klassen aus m als Mengen 
bezeichnen. Mengen sind also nun spezielle Klassen. Daneben können 
zu m freilich auch Individuen gehören. 
Die p. 1. Regeln V A l und H A 2 sind nun durch die auf Terme ver-
allgemeinerte Regeln V A l * und H A 2 * aus 7.1 zu ersetzen, in M K l sind 
auch die Regeln VA2 und H A I durch die verallgemeinerten Regeln 
V A 2 * und H A I * zu ersetzen, während in MK2 statt UA1 und UA2 die 
folgenden Regeln zu verwenden sind: 
UAl*: Sind die SQ A, sem-*A[s], V für alle Terme s beweisbar, so 
auch die SQ A - AxA[x], I\ 
UA2*: Sind die SQ A , sem, ~A[s]-*T für alle Terme s beweisbar, so 
auch die SQ A , ~ AxA[x]-> T. 
Das bisher verwendete Abstraktionsprinzip setacA[x]«+A[s] ersetzen 
wir durch 
AP*: seA,xA[x] ^  sem A A[s]. 
Damit wird also ein Term XxA[x] im Sinn von k ( x £ m A A [ x ] ) gedeutet, 
und das entspricht, wie die Deutung von AxA[x] als Ax(xemD A[x]), 
der Tatsache, daß sich die G V in den Quantoren auf die Objekte des 
Grundbereichs beziehen. Ist also s indeterminiert, so kann man aus 
A[s] nicht auf seXxA[x] schließen. 
Mi t AP* sind nun folgende k. 1. Regeln äquivalent: 
HM1*: A-*A[s] , T; A ^ s e m , T h A-*seXxA[x], V 
HM2*: A ^ ~A[s], - sem, r h- A - * ~setatA[x], V 
VM1 *: A , A[s], sem-- T K A , setatA[x]-* Y 
VM2 *: A , ~A[s]-+r ; A , ~sem-+r h A , - seXxA[x]-> T. 
Die so aus M K l bzw. MK2 entstehenden Kalküle nennen wir M K l * 
und MK2*. Solange wir keine logischen Prinzipien für m angeben, sind 
diese Kalküle offenbar ebenfalls widerspruchsfrei. Man kann in Analo-
gie zu TlO.1-2 auch das Eliminationstheorem für MK2*K+ beweisen. 
Die Sätze sem fungieren dabei als Primsätze, haben also immer die 
Stufe 0. Man sieht leicht, wie Verschiebungen der Schnitte in den Fäl-
len unter I,3a und 3b sowie II , l f und l g nun funktionieren. Dabei wird 
- bis auf einen Fall - der Schnitt durch zwei aufeinanderfolgende er-
setzt. Als unteren Schnitt kann man dabei immer jenen wählen, für den 
eine Formel (~ )sem die Schnittformel ist. Im Fall I,3a,ij tritt dabei nun 
für den Schnitt mit der SF sem in §B' eine SQ auf, die aus 5B2 stammt. 
Das ist im Blick auf die Überlegung zu I,2a2,y von Bedeutung, da nun 
die Aussage (a) dort nicht mehr gilt. Da aber die SF dabei eine Prim-
formel ist, ist das harmlos. Die Elimination des oberen Schnittes kann 
die Stufe dieser SF nicht erhöhen. 
Egal, welche SQ mit (~)sem im Basiskalkül K enthalten sind - ist 
K nur widerspruchsfrei, so auch MK2':*K. 
Da m determinierte Klassenterme enthalten soll, und da man einen 
Klassenterm XxA[x] als determiniert ansehen wird, wenn das Prädikat 
A[x] determiniert ist, d.h. wenn gilt Ax(A[x] V A[x]), so liegt es nahe 
zu sagen, A,xA[x]em solle genau dann gelten, wenn Ax(A[x] V -A[x ] ) 
gilt, oder - wegen der Beweisbarkeit von Ax(A[x] V - . A[x])«+Ax(xe-
XyA[y] V -»xeAyAfy]) - allgemein, S8m solle genau dann gelten, wenn 
Ax(xes V - i xes) gilt. Das ergibt das Prinzip 
*) sem+*Ax(xes V -ixes). 
Die Hinzunahme dieses Prinzips zu MK2* bewirkt nun aber, daß wir 
die Antinomie von Russell ableiten können: Nach V A l * gilt sem, 
Ax(xes V - i xes)-* ses V - i ses, daraus folgt mit (*) sem-* ses V - . s8s, also 
sem-* ses, — ses (1), also auch sem--* — -ises, -«ses , —sem (mit H N 1 , 
H N 2 und H V ) . Daraus folgt mit sem-*sem nach H M P ; " sem-> — --ses, 
ser, —sem, wo r = Xx-.(xex) die Russellsche Klasse ist, nach H M 2 * 
also sem-+ — ser, ser, also sem-+ ser V - i ser. Da das für alle Terme s 
gilt, erhalten wir mit U A 1 * -Ax(xer V —• xer), also mit (*) - rem. Nach 
(1) gilt ferner rem-^rer, - rer mit TR erhalten wir also ^rer, -rer , 
und daraus ergibt sich die Antinomie wie in 9.3, wobei nun bei der A n -
wendung der M*-Regeln rem als zusätzl iche Prämisse verwendet 
wird. 
Man kann also zwar die Ax(xesV — xes)-* sem zu MK2* hinzu-
nehmen oder die Umkehrung sem -*Ax(xes V --xes) - da MK2*K für 
beliebige konsistente Basiskalküle K konsistent ist, gilt das auch für 
jene, welche die SQ sem bzw. sem-* für alle Terme s enthalten, und 
daraus sind die SQ ableitbar - , aber nicht beide zusammen. Es bleibt so 
nur der Weg einer induktiven Auszeichnung der Aussagen sem: 
Wir gehen von einem Kalkül K 0 aus, der für alle G K a und alle 
Terme s (inclusive m) die SQ -*sea, — sea enthält und sonst keine SQ. 
M K 2 * K 0 ist nach den obigen Über legungen widerspruchsfrei. Es sei 
nun K j der Kalkül K 0 erweitert um die SQ -* sem für alle Terme s, für 
die -* Ax(xes V -.xes) in MK2*K Q beweisbar ist. Auch MK2*Ki ist wi-
derspruchsfrei und eine Erweiterung von M K 2 * K 0 . In M K 2 * K 0 sind 
mit den SQ -* sea, — sea die SQ sem-> sea V - . sea für alle Terme s und 
alle G K a beweisbar, also nach U A 1 * die SQ -Ax(xea V —- xea) für alle 
G K a, so daß die SQ -> aem zu K j gehören. Wegen sem^sem V - i sem 
ist in M K 2 *K 0 ferner Ax(xem V — xem) beweisbar, so daß auch 
-* mem zu K\ gehört. In dieser Konstruktion können wir fortfahren 
und so zu den Kalkülen MK2*K 2 , MK2*K 3 , . . . übergehen. Ist K ^ die 
Vereinigung der Kj (i = 0, 1, 2, . . .), so daß eine SQ 2 genau dann in K w 
ist, wenn es ein i gibt, so daß Z in K[ ist, so ist auch M K 2 , ? K ( 0 wider-
spruchsfrei und eine Erweiterung aller K; . Auch K ^ können wir erwei-
tern usf. Gibt es nun eine Ordinalzahl A,, für die gilt K ^ + i = K>,, so ist 
in MK2*K^ -*sem genau dann beweisbar, wenn -* Ax(xes V -.xes) be-
weisbar ist. Denn ist -*Ax(xesV -.xes) in MK2*K^ beweisbar, so in 
M K 2 * K ^ + ! = MK2*K^ die SQ -* sem, und umgekehrt. Wegen der E l i -
minierbarkeit von T R gilt ja für jedes MK2*Kß+f. -* sem ist nur be-
weisbar, wenn diese SQ in Kß+] ist, wenn also in MK2*Kß 
-* Ax(xes V - i xes) beweisbar ist. Das gilt aber nur deswegen, weil wir 
von einem Kalkül K 0 ohne SQ -* sem ausgegangen sind. 
Es muß nun aber ein solches X geben, denn kommen zu den K a im-
mer neue SQ sem hinzu, so sind die Terme s wegen ihrer Abzählbar-
keit endlich erschöpft. Gibt es aber ein solches A,, so auch ein kleinstes: 
X0. In K ^ Q ist die SQ -—rem nicht enthalten. Sonst wäre 
-*Ax(xerV -ixer) in MK2*K^ beweisbar, und aus diesen beiden SQ 
erhielten wir mit rem, Ax(xer V- .xer ) --rer, — rer die SQ - » r e r , — rer, 
also die Antinomie von Russell. Die Terme s, für die sem nicht in K ^ o 
ist, nennen wir unfundiert. Neben dem Term r ist z. B. auch q = Ä,x(xex) 
unfundiert. Denn einen Beweis von -* Ay(yeq V - . yeq) würde man we-
gen der Eliminierbarkeit von T R nur über sem-* ses V - . ses für alle 
Terme s erhalten, also über qem-> qeq V - . qeq. Diese SQ ist aber ohne 
T R nicht beweisbar, da man sie nur aus qem-* qeq, ~ qeq erhält und 
das nur mit M*-Regeln aus derselben SQ. 
Die M K 2 * K a sind für oc>0 zwar keine Kalküle mehr, da die 
Menge der Axiome von K a nicht entscheidbar ist, der Beweisbegriff 
bleibt aber entscheidbar. 
Man kann auch den einen Teil von (*), die SQ sem-> 
Ax(xes V --xes) als generelles Prinzip akzeptieren. Denn es ergibt sich 
aus 
TND: -* Axy(xey V --xey). 
Diese SQ ist mit M K 2 *K 0 verträglich. Andernfalls gäbe es einen Beweis 
für die SQ - mit 77VZ)°, den man durch Hinzufügung der V F Axy 
(xey V —• xey) in diesem Axiom und den darunter stehenden SQ in ei-
nen Beweis von Axy(xey V -.xey)-* in MK2*K^ umformen könnte. Die 
letztere SQ wäre dann ohne T R beweisbar. Man erhält sie aber nur aus 
setV -.set-* und -+sem und -*tem mit V A l * . Die SQ -•sem und 
-* tem sind jedoch in M K 2 * K Q nicht beweisbar. 
Man kann M K 2 * K 0 mit TND° nicht wie M K 2 *K 0 erweitern. 
Denn mit TND° ist z .B . Ax(xer V -.xer) beweisbar, wie wir gesehen 
haben. Würde man also -*rem hinzunehmen, so erhielte man wieder 
die Antinomie von Russell. 
Mi t M K 2*K 0 haben wir nun eine Logik, die einer klassischen 
freien Logik eng entspricht. Denn ist KK2* jener Kalkül, der sich zu 
K K l verhält wie MK2* zu M K l , so gilt: 
Tl0.3-1: Ist eine SQ A— Y in M K 2 *K 0 mit TND° beweisbar, so auch 
in KK2*. Und ist A - * T in KK2* beweisbar, so die SQ 
sjem, . . . ,s nem,A-*r in M K 2 *K 0 mit T N D 0 , wo s l 5 . . .,s n 
jene Terme seien, die keine G K sind und in den Formeln aus 
A und T vorkommen. 
Wir beweisen das durch Induktion nach der Länge 1 des vorgegebenen 
Beweises, (a) In KK2* kann man das Axiomenschema T N D auf Atom-
formeln beschränken, wie man durch Induktion nach dem p. 1. Grad 
leicht sieht. Es sei nun Sd ein Beweis von A - * T, in dem nur solche 
Axiome nach T N D vorkommen. Dann gilt die Behauptung für 1= 1, da 
die Axiome von KK2* außer T N D Axiome von MK2* sind, die Axiome 
-•sea, —sea nach T N D Axiome von K 0 , und da statt der übrigen 
Axiome -* set, — set nach T N D die SQ sem, tem-* set, — set aus T N D ° 
ableitbar sind. Ist die Behauptung schon bewiesen für alle Beweise einer 
Länge l < n , so gilt sie auch für einen Beweis §B der Länge n+ 1: Das ist 
trivial für alle Regeln außer den p. 1. 
V A l * : Entsteht A , AxA[x]-+ r in £B aus A , A[s]-+ T und A - * sem, T, so 
ist nach I. V . die SQ FI, sem, A , A[s]-* f in MK2*K 0 beweisbar, 
wo n die Formelreihe tjem, . . .,t nem für alle Terme sei, die 
nicht G K und von s verschieden sind und in den Formeln aus A , 
A[s], T vorkommen. Mi t sem-*sem erhält man daraus Fl, sem, 
A , AxA[x]-* T. Kommt nun s nicht mehr in A , AxA[x], V vor, so 
erhalten wir mit sem-^sem und V A l * daraus FI, Ax(xem), 
AxA[x]-* T. Aus sem-^sem folgt aber mit H A I * -* Ax(xem), so 
daß wir FI, AxA[x]-* T erhalten. 
Ebenso argumentiert man für H A 2 * . 
U A 1 * : Entsteht A ^ AxA[x], T in 33 aus A , sem-* A[s], V für alle Terme 
s, so ist nach I. V . in MK2*KQ die SQ n, A , sem-> A[s], T für 
alle Terme s beweisbar, mit U A 1 * also FI, A - * AxA[x], T. 
Ebenso argumentiert man für UA2* . 
(b) Da die SQ aus K 0 in KK2* beweisbar sind und TND° aus T N D 
folgt, läßt sich jeder Beweis einer SQ A - * T in MK2*K 0 in einen Beweis 
von A-+ T in KK2* umformen, da KK2* alle Axiome und Regeln von 
MK2* enthält. 
Ohne beweisbare SQ -* sem sind jedoch beide Kalküle so schwach, 
daß sie trivialerweise konsistent sind. Es stellt sich also die Frage nach 
konsistenten Erweiterungen dieser Kalküle um solche SQ. Solche Er-
weiterungen gibt es viele, es geht aber nicht um irgendwelche konsisten-
ten Kalküle , sondern um ein intuitiv einleuchtendes Prinzip zur Aus-
zeichnung von Klassen als Elementen von m. Der Gedanke, 
SQ-* tacA[x]em für Terme tatA[x] hinzuzunehmen, für die 
Ax(A[x] V ~»A[x]) beweisbar ist, ist jedenfalls nicht mehr brauchbar. 
Auf dieses Problem werden wir im 12. Kapitel zurückkommen. 
11 Direkte Klassenlogik 
11.1 Die Antinomie von Curry 
Beziehen wir den Kalkül der direkten P. L . D P I auf die k. 1. Sprache K 
- wobei die Regeln VA1 und H A 2 wieder in der verallgemeinerten Ver-
sion zu verwenden sind - und nehmen wir die M-Regeln hinzu, so ent-
steht ein inkonsistenter Kalkül , in dem sich die Antinomie von Curry 
ableiten läßt. Sie setzt ja nicht das Axiom T N D voraus, ist also nicht 
nur ein Problem der klassischen Mengenlehre.1 Es bieten sich nun drei 
Wege zur Elimination dieser Antinomie an: Der erste, den wir in die-
sem und dem folgenden Abschnitt darstellen, führt zu einer Modifika-
tion der Sprache K . Der zweite Weg, den wir in 11.3 untersuchen, er-
gibt eine Beschränkung der Gesetze der direkten P. L . im k. 1. Bereich. 
Der dritte Weg, der im Abschnitt 11.4 behandelt wird, berücksichtigt 
das Vorkommen indeterminierter Namen. Auf den beiden ersten We-
gen wird sich kein befriedigendes System einer direkten K . L . ergeben. 
Eilige Leser können daher gleich zum Abschnitt 11.4 übergehen. 
Sehen wir uns die Konstruktion der Antinomie von Curry näher 
an und untersuchen, was dabei passiert! Ihre Ableitung sah so aus - c 
sei wieder der Term tat(xexDA): 
1. cec-— cec; cec, A-— A RF 
1. cec-— cec; cec, A-— A 
2. cec, cecD A-— A 
3. cec, cec-—A 
4. cec-—A 
5. - - c e c D A 
6. -—cec 
VII 
V M 1 
V K 
H I l 
H M 1 
2. cec, cec DA-— A 
3. cec, cec-+ A 
4. cec-—A 
RF 
VII 
V M 1 
V K 
- A T R 
Der problematische Punkt ist hier der Schritt von (3) zu (4). V K ist 
zwar eine grundlegende Regel, die sich aus der inhaltlichen Deutung 
1 Ein ähnliches Problem ergibt sich im Fall des „Lügners" (vgl. 7.5), wenn wir hier von 
dem Satz ausgehen: „Wenn dieser Satz wahr ist, so gilt C", wo C ein beliebiger Satz ist, 
z. B. eine Kontradiktion. Ist B dieser Satz, so gilt also, falls b ein Name für B ist: 
a) B ist der Satz W(b) D C. 
Die Wahrheitskonvention T aus 7.5 ist für direkte Bewertungen <I, S, V > so zu for-
mulieren: 
T': Ist a ein Name für den Satz A, so gilt für alle iel: 
Vi(W(a)) = w gdw. V;(A) = w, 
V i(W(a)) = f g dw.V I (A) = f. 
Wir können T " durch die Schlüsse 
1. (~)A-(~)W(a)und 
2. (~)W(a)-+(~)A 
ausdrücken. Dann erhalten wir mit (a) aus (2) W(b)^W(b)DC, also W(b), W(b)-*C, 
also W(b)-*C und daraus - W ( b ) D C . Aus (a) und (1) folgt ferner W(b)DC^W(b) , 
mit - W(b) D C also -* W(b) und mit W(b)^ C endlich - C. 
der SQ als Schlüsse ergibt, aber ihre Anwendung erscheint im vorlie-
genden Fall als fragwürdig, weil die intuitive Deutung der beiden Vor-
kommnisse von cec im Beweis verschieden ist: Das erste Vorkommnis 
von cec steht für das Antezedens der Wahrheitsregel cec-*A, die wir 
durch die Implikation cec D A ausdrücken, das zweite Vorkommnis hin-
gegen steht für diese Regel selbst. Bei der intuitiven Einführung der 
Implikation als Ausdruck einer Ableitbarkeitsbeziehung in 2.1 und 2.2 
sind wir von R-Formeln ausgegangen, denen sich nach D2.1-2 eindeu-
tig Schichten zuordnen l ießen. Ebenso wichtig wie die Unterscheidung 
zwischen Formeln und SQ war jene zwischen den R-Formeln höherer 
Schichten. An dieser Unterscheidbarkeit der Schichten hing die Deu-
tung der R-Formeln. M i t der Einführung der Implikation konnten R-
Formeln höherer Schicht eindeutig Implikationsformeln zugeordnet 
werden, so daß wir die ganze Hierarchie der höheren R-Formeln in ei-
nem einfachen SQ-Kalkül darstellen konnten. Der Schicht einer R-For-
mel S entsprach der Implikationsgrad (kurz I-Grad) des ihr zugeordne-
ten Satzes, den wir in der P. L . wie folgt definieren können: 
Dl 1.1-1: P. L. Implikationsgrade 
a) Atomsätze haben den I-Grad 0. 
b) - i A hat denselben I-Grad wie A . 
c) A A B hat als I-Grad das Maximum der I-Grade von A 
und von B. 
d) A D B hat als I-Grad 1 + das Maximum der I-Grade von 
A und von B. 
e) AxA[x] hat denselben I-Grad wie A[a]. 
Der I-Grad von Sätzen kann nun, wie das Beispiel des Übergangs von 
cec D A zu cec zeigt, durch Anwendungen von M-Regeln reduziert wer-
den. Man kann daher dem Satz cec keine R-Formel einer bestimmten 
Schicht zuordnen; der Satz ist, was seine Schicht anbelangt, mehrdeu-
tig. Man muß daher durch eine syntaktische Unterscheidung die Sätze 
von K so desambiguieren, daß ihnen ein I-Grad entspricht, der sich 
durch Anwendungen der M-Regeln nicht verändert . seAxA[x] muß also 
denselben I-Grad haben wie A[s]. Nur dann läßt sich die Deutung der 
Implikation als Ausdruck der Folgebeziehung auch für eine k. 1. Spra-
che halten. 
Aufgrund dieser Über legungen gehen wir von der Sprache K über 
zur Sprache K°, die sich von K dadurch unterscheidet, daß wir das eine 
Symbol e durch Symbole e 1 ? e2, . . ., e a , . . . ersetzen, wobei die a Ele-
mente eines passenden Anfangsabschnitts Q der Ordinalzahlen sind -
welchen Abschnitt man zu wählen hat, hängt von den p. 1. Regeln der 
Kalküle ab; im Kalkül D K l kommt man z*B. mit natürl ichen Zahlen 
aus. Aus jedem Satz und Term von K entsteht ein Satz bzw. Term von 
K° , wenn wir die Vorkommnisse von e mit irgendwelchen Ordinalzah-
len aus £1 indizieren. Umgekehrt entsteht aus jedem Satz oder Term 
von K° durch Streichung der 8-Indices ein Satz bzw. Term von K. Wir 
beschränken also die Sprache K nicht, sondern desambiguieren sie im 
angegebenen Sinn. 
Den I-Grad von Sätzen von K° bestimmen wir nun so: 
Dl 1.1-2: K. L. Implikationsgrade 
a) Ein Atomsatz se at hat den I-Grad a. 
b) Die I-Grade von Sätzen eines p. 1. Grads >0 ergeben sich 
daraus nach D11.1 -1 ,b-e. 
Eine Formel ~ A soll denselben I-Grad wie A haben. Nach D l 1.1-2 
gilt: Hat A[s] den I-Grad a, so auch A[t] für beliebige Terme t. 
Die M-Regeln lauten nun: 
HM1° : A->A[s], V hA->se a XxA[x], T 
HM2° : A ^ ~A[s], T h- A-> ~s8 atatA[x], T 
VM1° : A, A[s]-> r h- A, se a XxA[x]- V 
VM2° : A , - A [ s ] - T h- A , ~ sEaXxA[x]^ F. 
In allen vier Regeln sei a der I-Grad von A[s]. 
Diese Regeln bedeuten eine gewisse Einschränkung des Abstrak-
tionsprinzips: Es gibt zwar zu jeder Satzform A[x] einen Term XxA[x] 
und zu jedem Satz A[s] ein a, so daß s8 aXxA[x] strikt äquivalent mit 
A[s] ist, aber das gilt nicht für alle a. 
Beziehen wir nun den Kalkül D P I auf die Sprache K° , verallge-
meinern die Regeln VA1 und H A 2 für Terme und nehmen die M ° - R e -
geln hinzu, so entsteht ein Kalkül D K l der direkten K . L . 
In D K l ist nun die Antinomie von Curry nicht mehr ableitbar. Wir 
erhalten zwar für c: = Xx(xeax D A) 
C8ßc, c8ßCZ)A-^ A für beliebige ß, daraus mit VM1° aber nur C8ßc, C8yc 
A , wo Y > ß i s t > s o daß m a n V K nicht mehr anwenden kann. Ebenso 
würde aus c 8 y c - * A folgen - • c 8 y c D A , daraus aber nicht C8 yc, son-
dern ->ce§c mit ö>y. Aus ceYc-^A und -+ct§c folgt aber mit TR nicht 
1 Analog erfordert die Unterscheidung von Schichten in einer p. 1. Sprache, die Namen 
für ihre Sätze und ein Wahrheitsprädikat enthält, im Fall der oben angegebenen Kon-
struktion des „Lügners", daß der Satz ,,W(a)" dieselbe Schicht erhält wie der Satz A, 
für den a ein Name ist. Wir ersetzen also die PK W durch PK W a , wo a ein Schichtin-
dex ist, und sagen W a(a) habe die Schicht a. Die I-Grade werden dann analog wie in 
D l 1.1-2 bestimmt, und die Wahrheitskonvention wird durch Schlüsse 
\\ (~)A-*(~)W a (a)und 
2'. ( ~ ) W a ( a W ~ ) A 
ausgedrückt, in denen a der I-Grad von A ist und a ein Name für A. Dann erhalten wir 
Man kann die M-Regeln nicht so liberalisieren, daß a größer oder 
gleich dem I-Grad von A[s] ist. Denn damit erhielte man aus 
A[s]-*A[s] nach V M 1 ° s8 a^xA[x]-+ A[s], nach H M 1 ° also s8 atatA 
[x]-> s8ßXxA[x] (*), wo a und ß > dem I-Grad von A[s] sind. Ist nun c 
wieder tac(xeaxDA), so gilt 
ce a c , c e a c D A - ^ A , also 
c 8 a c , c8ßC-^ A mit ß > a, also mit (*) und T R 
ceßC, c 8 ß c ^ A , mit V K also 
c8ßC-> A , also 
- * C8ßc D A , also 
- + C 8 ß + 1 C 
Ebenso wie c8ßC-*A erhalten wir aber mit (*) auch c 8 ß + i c - * A , also 
- A . 
Jeder Aussage vom I-Grad a läßt sich aber für jeden I-Grad ß mit 
ß > a eine strikt äquivalente Aussage dieses I-Grads zuordnen. Denn es 
gilt h (TDA)t>A, wo T eine Tautologie ist; und ist T eine Tautologie 
D D D des I-Grads 1, so ist T D A vom I-Grad a + 1, wo A vom I-Grad 
a ist. Setzen wir (A)° : = A und ( A ) n + 1 : = T D ( A ) n , so sind also A und 
(A) n strikt äquivalent. Diese Aussagen sind jedoch syntaktisch verschie-
den. 
Aussagen der Form (~)se aAxA[x], in denen a nicht der I-Grad 
von A[x] ist, fungieren wie Primformeln: Sie werden nicht durch logi-
sche Regeln eingeführt, sondern nur durch Axiome oder die Regeln W 
und H V . 
11.2 Der Kalkül D K l 
Es gilt nun: 
Tl 1.2-1: Ist eine SQ A[a]-* T[a] in D K l beweisbar, so auch die SQ 
A[t]-* T[t] für jeden Term t, falls die G K a in dieser SQ nicht 
mehr vorkommt. 
Das beweist man wie früher so, daß die Behauptung für Axiome gilt, 
und daß sie für die Konklusion jeder Regel von D K l gilt, falls sie für 
deren Prämisse(n) gilt. 
Im Fall H M 1 ° erhalten wir z .B . : Ist mit A[a]-> A[s[a],a],T[a] auch 
A[t]~+ A[s[t],t],r[t] beweisbar, so mit A[a]-+ s[a]eaA,xA[x,a],r[a], wo a 
mit B = W a(b) D C aus (2) Wa(b)- W 0(b) D C für ein ß > a, also W p(b), W a(b)-* C, aber 
nicht W a(b)-+C. Ebenso folgt aus (1) nur W a(b) D C—• Wß(b). Damit wird also die 
Konstruktion des „Lügners" ausgeschlossen. Die intuitive Berechtigung der Schichten-
unterscheidung ergibt sich hier wie im Fall des Operators 8 daraus, daß die Einführung 
der Implikation nach den Gedanken in 2.1 und 2.2 eine eindeutige Zuordnung aller 
Sätze bzw. R-Formeln zu Schichten voraussetzt. 
der I-Grad von A[s[a],a] ist, auch A[t]-> s[t]eaXxA[x,t],r[t]. Denn der 
I-Grad von A[s[t],t] ist derselbe wie der von A[s[a],a], da er nicht von 
den e-Indices in den Termen des Satzes A[s[t],t] abhängt. 
Mithilfe dieses Satzes beweisen wir das Eliminationstheorem: 
Tll. 2-2: Ist eine SQ in D K l beweisbar, so ist sie ohne TR-Anwendun-
gen beweisbar. 
Der Beweis stützt sich auf jenen von T10.1-2. Der Unterschied besteht 
nur darin, daß wir nun der Induktion nach der Stufe (s), dem (p. 1.) 
Grad (g) und dem Rang (r) noch eine Induktion nach dem I-Grad (i) 
der SF überordnen. Im übrigen sind noch die Stufen von Implikations-
formeln ( - ) A D B festzulegen. Sie sollen immer 0 sein. Die Stufen je-
ner FV , die solche F V zu U F V haben, errechnen sich wie früher. (Auch 
in Axiomen nach WS sollen also Implikationsformeln immer die Stufe 0 
haben.) 
A) i = 0 
Dieser Fall ist mit den Fällen unter I und II im Beweis von T10.1-2 be-
reits erledigt. Nur die p. 1. Fälle sind hier natürl ich anders zu behan-
deln, nämlich unter Benutzung von T l 1.2-1 so wie im Beweis von 
T4.3-1. 
B) i>0 
I) s=0 
1) S= Oy r= 2: Hier treten keine neuen Fälle auf. 
2) g= 0, r> 2 (behandelt für beliebige s, g). 
In den Fällen 2a2 und 2b2 ist nun zu zeigen, daß auch im Fall i > 0 eine 
Stufenerhöhung von F V im Zuge der Elimination der oberen Schnitte 
nach I,la,b keine Stufenerhöhung der A V der SF des unteren Schnitts 
bewirken. In D K l gilt ja die Aussage (a) nicht mehr, daß U F V von V F 
(HF) immer V F (HF) sind. Es gilt aber: 
<x) U F V einer H F (bzw. VF) S sind nur dann nicht H F (bzw. VF) , 
wenn sie von einem kleineren I-Grad sind. - Denn nur eine H F der Ge-
stalt A D B hat eine V F (A) als U F V (nach H I l ) , und nur eine V F der 
Gestalt A D B hat eine H F (A) als U F V (nach VII ) . A ist aber immer 
von kleinerem I-Grad als A D B . 
ß ) Die Erhöhung der Stufe eines U F V von S, das einen kleineren I-
Grad hat als S, bewirkt nach der Festlegung über die Stufen von Impli-
kationsformeln keine Stufenerhöhung von S. 
Es kann also zwar das F V T , dessen Stufe sich bei der Elimination 
eines oberen Schnitts erhöht, U F V eines A V der SF S des unteren 
Schnittes sein, aber das kann nach (a) nur dann der Fall sein, wenn T 
von kleinerem I-Grad ist als S, und dann wirkt sich die Stufenerhöhung 
von T nicht auf S aus. 
3. g> 0y r= 2 
Hier treten gegenüber AI3 folgende Fälle neu auf (vgl. dazu den Be-
weis von T2.3-2): 
a) S wird in £\ wie Z2 durch eine I-Regel eingeführt: 
e) S hat die Gestalt AD B 
A , A - B; A U A , T'; Ä , B - P A U A , F ; A , A-» B 
A - > A D B ; A , A D B ^ r ' A , A - T', B; A , B— T' 
A , A U r ^ A , A , A U r, r 
A , A U T V K , H K 
r|) S hat die Gestalt - ADB 
A — A , T; A ^ - B , T A , A , - B - T 
A-> - A D B , T A , - A D B ^ T ' 
A - A , T; A , A , - B ^ T ' 
A - * ~ B , r ; A , A , ~ B - * r , r 
A , A , A U r, r, r 
A , A U r, r V K , H K 
In beiden Fällen erhöhen sich durch die Anwendungen von V K und 
H K keine Stufen von F V in der End-SQ, da nur A - mit A - und T - mit 
P-Formeln kontrahiert werden bzw. nur A mit A und T- mit T-For-
meln. Alle Schnitte in S3' lassen sich nach I. V . eliminieren, da ihre SF 
einen kleineren I-Grad haben als A D B . Nach der Festsetzung über die 
Stufen der Implikationsformeln kann dabei die Stufe der neuen SF grö-
ßer sein als die von A D B . 
Bei der Elimination des oberen Schnitts nach (la) oder (lb) kann 
sich wieder eine Stufenerhöhung von F V ergeben. Selbst wenn sie sich 
auf ein A V der SF B bzw. — B im unteren Schnitt auswirken würde , 
wäre das ohne Bedeutung, da für die Elimination des 2. Schnitts die 
I. V . benutzt wird, daß die T R + -Eliminierbarkeit für alle kleineren i 
sowie beliebige s, g und r bereits bewiesen ist. 
b) S wird in I\ mit einer HI-Regel eingeführt, Zq_ ist Axiom nach WS: 
6) S hat die Gestalt AD B 
A , A<*-+ Bß A , A a - * Bß; Bß, - Bß-> 
A - * A D B ° ; A D B ° , - A D B ° - + A , A<*, - Bß-
A , - A D B U ^ A , - A D B 0 -
r|) S hat die Gestalt ~AdB 
A - A « , r ; A - ~Bß ,T A - ~Bß, r ; Bß, ~Bß-> 
A - ~ A D B ° , T ; A D B ° ? - A D B % A - A « T A , B ß - > T 
A , A D B ° - r * A , A D B ° - r 
Die angegebenen Stufenzuordnungen ergeben sich nach den Festlegun-
gen über die Stufen von Implikationsformeln und den Bestimmungen 
im Beweis von T10.1-2. Eine Erhöhung der Stufen von F V in der 
End-SQ von §B' gegenüber jenen in der End-SQ von 33 findet also nicht 
statt. Nach I. V . lassen sich die Schnitte in SB' eliminieren, da ihre SF 
eine kleinere Schicht haben als ( - ) A D B . 
4. g> 0, r> 2 
Die Fälle wurden schon unter (2) behandelt. 
II. s>0 
I. g=0,r=2 
Diese Fälle werden wie im Beweis von TlO.1-2 unter 11,1 behandelt. Es 
ergeben sich wieder die Unterfäl le (f) und (g). In beiden Fällen sind 
nach den M°-Rege ln die Schichten von (~ )seXxA[x] mit denen von 
(~)A[s] identisch. 
Bei den restlichen Fällen unter II ergibt sich nichts Neues. 
Damit ist der Satz T l 1.2-2 bewiesen. Aus ihm folgt unmittelbar 
Tl 1.2-3: Der Kalkül D K l ist widerspruchsfrei. 
Denn wäre für einen Satz A sowohl A wie •— ~ A beweisbar, so mit 
WS und T R auch . Die SQ ist aber nicht ohne T R beweisbar. 
II. 3 Der Kalkül D K 2 
Wir haben nun zwar mit dem Hinweis auf die Deutung der Implikatio-
nen ein intuitives Argument für den Ubergang von der Sprache K zu 
K° angegeben und betont, daß K° keine Restriktion, sondern eine Des-
ambiguierung von K ist, die Einführung der e-Indices bedeutet aber 
doch ein Abweichen von der normalen k. 1. Sprache, das viele Nachteile 
mit sich bringt. Daher wollen wir noch einen anderen Weg zur Uber-
windung der Probleme untersuchen, die sich für die direkte Logik mit 
dem Übergang zu Klassen stellen, einen Weg, bei dem wir die Sprache 
K beibehalten können. 
In den SQ-Kalkülen der P. L . , speziell in D P I , kann man die 
Axiome auf SQ beschränken, die nur Atomformeln enthalten, in der 
k. 1. Schreibweise also Primformeln. Denn man kann damit die übrigen 
Axiome beweisen. (Das gilt auch in der T . L . , vgl. T8.3-1.) Das zeigt 
eine Induktion nach dem p. 1. Grad der Sätze . Gi l t z .B . ~ A - * ~ A , so 
nach V N 1 und H N 1 auch - A-» -«A, und gilt A— A , so nach V N 2 und 
H N 2 auch • A - • A . Gilt A - A und B - B , also nach V V A , B - B , 
so nach VII A , A 3 B - B , nach HI1 also A D B - A D B . A U S A - A er-
hält man A , ~ B - A , aus ~ B - ~ A A , ~ B - ~ B , mit HI2 also A , 
~ B - - A D B , mit VI2 also - A D B - - A D B . Und gilt A[a], ~A[a ] - , 
so nach V A l AxA[x], ~A[a]-*, nach VA2 also, wo a nicht in AxA[x] 
vorkommt, AxA[x], ~AxA[x ] -* . Und gilt A - * A , also A , ~ B - * A , und 
B, ~ B-+, also A , B, ~ B ^ , so nach VI I A D B, A , ~ B-^ , also nach VI2 
A D B , A D B - * , usf. (Diese Beweise erfordern sämtlich keine T R - A n -
wendungen.) Diese Tatsache kann man nun als Rechtfertigung der all-
gemeinen Axiome nach RF und WS ansehen. Denn obwohl die SQ 
S-*S und A , ~ A - * intuitiv elementare Schlüsse darstellen, bilden sie 
doch, falls in S bzw. A logische Operatoren vorkommen, semantische 
Regeln für diese Operatoren. Die Beweisbarkeit dieser Regeln zeigt, 
daß sie keine zusätzlichen Festlegungen bilden. Im Fall der K . L . ist ein 
solcher Beweis aber nicht mehr generell möglich. Man erhält zwar aus 
(~)A[s]-(~)A[s] mit den M-Regeln (~)seAxA[x]-(~)seA.xA[x] und 
ebenso aus A[s], ~A[s]-* seÄ,xA[x], ~ se^xA[x]-* , aber es fehlt ein In-
duktionsparameter, mit dem man zeigen könnte, daß auf diesem Weg 
alle Axiome nach RF und WS beweisbar sind. Tatsächlich erhält man 
z .B . für die Russellsche Klasse rer-*rer nur aus -.rer-* -«rer , das nur 
aus ~ rer-* ~ rer, das nur aus ~ —. rer-»- • rer, und das wiederum nur 
aus rer-* rer. Der Gedanke ist also, die Axiome auf Primformeln zu be-
schränken und damit zusätzl iche semantische Bestimmungen zu ver-
meiden. Die Antinomie von Curry zeigt, daß die Regel cec-* cec, so ele-
mentar sie scheint, mit den semantischen Regeln nicht verträgl ich ist. 
Bei der Beschränkung der Axiome auf Primformeln müssen wir 
nun zu einem Kalkül mit Regeln der unendlichen Induktion übergehen, 
in dem alle G K als Grundterme aufgefaßt werden. Aus den Axiomen 
sea«-* sea für alle Terme s und alle G K a würde man sonst cea-* cea er-
halten, also -*ceaDcea, also mit H A I -* Ax(cexDcex), also mit 
AxA[x]-*A[s] - das folgt aus V A l — • cecD cec, also cec-* cec. Es sei 
nun D K 2 jener Kalkül , der aus D P I dadurch entsteht, daß man ihn auf 
die Sprache K bezieht, seine Axiome auf Primformeln beschränkt, die 
p. 1. Regeln V A l und H A 2 auf Terme verallgemeinert und die Regeln 
H M 1 bis V M 2 aus 9.2 hinzunimmt. K sei wieder eine (entscheidbare) 
Menge von SQ, die nur Primformeln enthalten und K + sei die Menge 
jener SQ, die sich daraus mit den Axiomen und den auf Primformeln 
beschränkten Regeln von D K 2 ergeben. Insbesondere kann K die SQ 
--*A, ~ A für alle Primformeln A enthalten. Dann gilt: 
Tl 1.3-1: In D K 2 K + ist die Regel T R eliminierbar. 
Das beweist man im wesentlichen so wie das Theorem T10.1-2, wobei 
die Über legung nun dadurch wesentlich vereinfacht wird, daß es keine 
vorläufigen Stufen mehr gibt, da alle Axiome nur Primformeln mit der 
Stufe 0 enthalten. Unter I, la und lb entfällt damit das Problem einer 
Stufenerhöhung und damit auch die Überlegung unter 2a2 und 2b2. 
Unter I,3a treten die Fälle (e) und (r|) aus BI,3a des Beweises von 
T l 1.2-2 neu auf. Schichten gibt es nun nicht mehr und daher sind die 
Stufen von Implikationsformeln nach C,b zu berechnen. Stufenerhö-
hung finden auch bei (e) und (r|) nicht statt. Unter BI,3b treten die 
Fälle (e) und (r|) aus BI,3b des Beweises von T l 1.2-2 neu auf. 
Aus T l 1.3-1 ergibt sich aber nun nicht mehr unmittelbar die W i -
derspruchsfreiheit von DK2K + , da uns das allgemeine Axiomenschema 
WS nicht mehr zur Verfügung steht. Man kann sie aber mit der Regel: 
WS*: A - A , T; A - ~ A , r h- A - T 
beweisen. Diese Regel folgt aus dem allgemeinen WS, die Umkehrung 
gilt aber nicht, da uns in DK2 das allgemeine Axiomenschema RF nicht 
zu Gebote steht. Es gilt nun: 
Tl 1.3-2: Die Regel WS* ist in DK2K+ zulässig. 
Beweis: Wir ersetzen zunächst WS* durch 
WS*+\ A - r[A]; A U r'[~ A ] h A , A U T[ ], r'[ ]. 
Die Schreibweise versteht sich wie jene von T R + im Beweis von 
T10.1-2. 
Diese Regel ist mit WS* äquivalent, denn wir erhalten mit WS* 
A — r [ A ] A ' - r ' [ ~ A ] 
A - A , r[ ] A U ~ A , T'[ ] H K , V K 
W c * A, A - A , r[ ], r [ ] A , A U ~ A , T [ ] , V[ ] V V , H V 
A , A - T [ ],r'[ ] 
Und mit WS*+" erhalten wir 
A , A— r, r 
A - r V K , H K 
Der Beweis vollzieht sich nun wieder ganz analog zu dem von Tl0 .1-2 
(mit den zu T U . 3 - 1 angegebenen Vereinfachungen), durch eine drei-
fach geschachtelte Induktion nach der Stufe (s) des „Schnitts", dem 
Grad (g) der „Schnittformel" und dem Rang (r) des „Schnitts". A l l das 
ist wie oben zu definieren. Wir zeigen wieder, daß die jeweils erste A n -
wendung von WS*+' in einem Beweis eliminierbar ist. 
2 t sei nun A->T[A], E 2 = A-r"[~A] und S 3=A, A'-*r[ ], F[ ]. 
S5 (S3i, $$$2) s e i wieder der ursprüngliche Beweis von 23 (bzw. 2 ] , E 2 ) , 
S5' (S5J, ©2) der neue. Die A V in S3' werden wieder so bestimmt, daß die 
A V der Prämissen von 2] und 2 2 m 3^ genau die U F V der A V der SF in 
2 j und 2 2 sein sollen, welche die in den Prämissen angegebene Form 
haben. In K + ist WS*+' zulässig, weil es mit T R und WS (für Primfor-
meln) beweisbar ist. 
I. s=0 
1. g=0,r=2 
a) Xi> Ej sind Axiome. Dann sind E i , 22 SQ aus K+, und das gilt dann 
auch für 23. 
b) Ei entsteht durch HV mit A als Verdünnungsformel (beliebige g, s) 
A-+r A - * r 
A - A , r ; A ' - r ' [ ~ A ] A , A U r , r ' [ ] w , H V 
A , A u r , r ' [ ] 
c) E2 entsteht durch HV mit ~ A als Verdünnungsformel (beliebige g, s): 
A U r A U r 
A - r [ A ] ; A U ~ A , V A , A U r [ ] , r W , H V 
A , A U T [ ] , r " 
2. g=0yr>2 
a) r\ > 1 (beliebige s, g) 
al) Durch die Regel R, die zu Eführt, wird kein neues Vorkommnis der 
SFA eingeführt, das AV von A in r[A] ist: 
a) R hat 2 Prämissen; beide enthalten A als HF und als UFV eines AV 
vonA in r[A]:x 
R Ä - r [ A ] ; Ä " ^ r " [ A ] 
A - > r [ A ] A u r ' [ ~ A ] 
A , A U r [ ],n ] 
A " - r " [ A ] ; Ä - r ' [ ~ A ] A " U r " ' [ A ] ; A ' - » r ' [ ~ A ] 
R A",Aur[ ],n ] A-.Auri ] , r [ ] 
A , A U T [ ] , r [ ] 
Vor die Anwendung von R in £8 sind ggf. solche von V T , H T einzu-
schieben. Ebenso in den folgenden Fällen. Nach (*) wird durch die bei-
den Schnitte in £B keine N B F von R eliminiert. Als 2-Prämissenregel ist 
1 Die Worte „als H F und" kann man wieder weglassen. 
R eine a. 1. Regel und dabei ist die H P F von den N B F verschieden, so 
daß keine U F V A von einem A V von A in T[A] N B F sein kann. Ent-
sprechend im Fall unendlich vieler Prämissen bei U H A 1 und U V A 2 . 
Die Schnitte in 5B' lassen sich nach I. V . eliminieren, da r um 1 kleiner 
ist als vorher. 
Nach T . 11.3-1 kann man voraussetzen, daß §B keine Anwendun-
gen von T R enthält. Da wir unter (3) jedoch bei der Elimination eines 
WS+'-Schnittes die mit T R äquivalente Regel TR': A - A , T; A , A — T 
h- A , A— T, T* benutzen, zeigen wir, daß die Überlegung auch im Fall 
von T R funktioniert: 
T R . A U S , r " [ A ] ; Ä " , S - + r ' [ A ] 
A " , A ' " - * r"[A3, r " ' [ A ] ; A ' -> r'[~ A ] => 
A " , A " , A u r [ ] , r ' [ ],n ] 
A " - S , r " [ A ] ; A U T ' [ ~ A ] A ' " , S - » r ' " [ A ] ; A U A ] 
A ' , A ' - + s , r [ ] , r [ ] A " , s , A ^ r " [ ],n ] T p . 
A " , A , A " , A u r [ ] , r [ ] , r m [ ] , r [ ] 
A " , A " , A u r " [ ] , r " [ ] , r [ ] V K , H K 
Ist S = A , so ist dieses F V von S doch kein U F V von A in T[A]. Eine 
Stufenerhöhung findet nicht statt, da nur A - mit A - und F - mit T'-For-
meln kontrahiert werden. 
ß) R hat 2 Prämissen; nur eine enthält A als HF und als UFV eines AV 
von A in F[A]. 
Dieser Fall kann nicht vorkommen, da 2-Prämissenregeln nur a. 1. Re-
geln sind oder T R . Bei ihnen dürfen sich die Prämissen aber nur durch 
die N B F unterscheiden. Eine H P F zu A nach diesen Regeln ist aber von 
A verschieden. Die H P F ist also kein A V von A in T[A], also ist auch 
die N B F A kein U F V eines A V von A in T[A]. 
y) R hat 1 Prämisse 
A"-> r"[Ai A u r r A i i A u r r - A i 
A ^ r [ A ] ; A U r ' [ ~ A ] A " , A U r " [ ] , T [ 3 
A , A - r [ ],r[ ] A , A U T [ ],r[ ] 
Ist ein F V von A in r"[A] N B F von R, so ist es kein U F V eines A V von 
A in T[A], wird also durch den Schnitt in SB' nicht eliminiert. Denn die 
H P F ist entweder von anderer Gestalt als A oder sie ist mit A identisch 
(wie im Fall der H M 1 Regel, die von Xx(xex)eXx(x8x) zu eben dieser 
Formel als H P F führt) ; dann ist A"-> r"[A] mit A— T[A] identisch, und 
eine Anwendung von R entfällt in §b\ Ist R H K mit einem A V von A in 
F"[A], so entfällt R in SB'. Ebenso, wo R H T mit einem A V von A in 
r' [AJ ist. 
Für den Schnitt in SB' ist r wieder um 1 kleiner als in SB, so daß er 
nach I. V . eliminierbar ist. 
a2) Durch die Regel R, die zu I1 führt, wird ein neues Vorkommnis der SF 
A eingeführt, das AV von A in r[A] ist: 
a) R hat 2 Prämissen; beide enthalten A als HF und als UFV eines A V 
von A in T[A]: 
A u A , T [ A ] A U r ' [ ~ A ] 
A , A U r [ ] , F ' [ ] 
A u r ' [ A ] ; A u r'[~ A] A " U r ' " [ A ] ; A U r > A ] 
R A " , A - r [ ] , r [ ] A - , A u r ' " [ ],r'[ ] 
A , A u A , r [ ],r'[ ] ; A u r [ ~ A ] 
A , A ; A - r[ ] , r [ ] , r [ ] 
A , A - T [ ] V K , H K 
Aus denselben Gründen wie bei 2a la wird durch die oberen beiden 
Schnitte in SB keine N B F von R eliminiert. Bei den oberen Schnitten in 
SB ist r kleiner als in SB. Sie sind also nach I. V . eliminierbar. Für den 
unteren Schnitt gilt: r2 ist wie in SB, r i aber ist 1, so daß dieser Schnitt 
ebenfalls nach I. V . eliminiert werden kann. 
Enthält r" F V von A , so sind das keine U F V von A V von A in 
oder X2; sie spielen also für die Berechnung des Rangs keine Rolle. 
Entsprechend, wo unendlich viele Prämissen hat. Bei den Kontrak-
tionen werden nur A - mit A - und V - mit T -Formeln kontrahiert, so 
daß sich dabei keine Stufenerhöhung ergibt. 
ß) R hat 2 Prämissen; nur eine enthält A als HF und als UFV eines A V 
von A in r[A]: 
Der Fall kann aus den unter 2 a l ß genannten Gründen nicht vorkom-
men. 
y) 7? hat eine Prämisse 
A " u r " [ A ] A " u r " [ A ] ; A u r ' [ ~ A ] 
A u A , r [ A ] ; A u r ' [ ~ A ] A" ,AUr" [ ], T'[ ] 
A , A u r [ ], r'[ ] A , A u A , r [ ],r'[ ] ; A ' - » r ' [ ~ A ] 
A , A , A u r [ ],r'[ ],r'[ ] 
A , A u T [ ], r'[ ] H K , V K 
In SB' werden wieder nur A - mit A - und V mit T-Formeln kontra-
hiert, so daß sich keine Stufenerhöhung von F V ergibt. Wäre ein A V 
von A in T"[A] N B F der H P F A eines A V in T[A], so würde kein neues 
Vorkommnis von A eingeführt. Ist R H V mit A , so entfällt die Anwen-
düng von R in 33. Beim 1. Schnitt in 33 ist r um 1 kleiner als in 33; er ist 
also nach I. V . eliminierbar. Beim 2. Schnitt ist r 2 unverändert , r^  aber 
1. Das ergibt sich aus denselben Überlegungen wie zu 2a2a: P kann 
kein U F V eines A V von A in E i oder E 2 enthalten. 
b) r2 > 1 (beliebige s, g) 
Die Über legungen dazu entsprechen jenen unter (a). 
3. g> 0y r=2 (s beliebig) 
Die Fälle, daß A bzw. ~ A in E i bzw. E 2 durch H V eingeführt wird, 
wurden schon unter (lb,c) behandelt. Ist g>0, so kann weder E i noch 
E 2 ein Axiom sein. Also werden wegen r=2 A bzw. ~ A in E i und E 2 
durch semantische Regeln eingeführt, die wegen g>0 keine M-Regeln 
sind. 
A u ~ A , T A U A , r A u ~ A , T; A U A , T' 
A - - i A , r A U ~ - A , r' A , A U r, r' 
A , A U r, r 
Die in den Prämissen von E i , E 2 spezifizierten F V sind jeweils die ein-
zigen U F V der durch den Schnitt in 33 eliminierten FV. Die Prämissen 
können zwar typengleiche F V enthalten, aber diese werden in 33' nicht 
eliminiert. (Hätten wir WS*+ statt WS*+' verwendet, so könnten V 
und r' F V von A bzw. — A enthalten, die von einer mindestens ebenso 
großen Stufe wie jene der - . A in E i , E 2 sind. Damit wäre die I. V . nicht 
erfüllt .) Ebenso in den folgenden Fällen. 
A u A , T; A u B , T A U ~ A , ~ B , T' 
A u A A B , T A U - A A B , V 
A , A u r, r 
=> A u A , T; A U ~ A , ~ B , r' 
A , A U T , ~ B , r'; A u B , T 
A , A , A U r, r, r* 
A , A U r, r V K , H K 
Bei den Kontraktionen erhöhen sich die Stufen nicht, da nur A - mit A -
Formeln und T- mit T-Formeln kontrahiert werden. Analog im folgen-
den Fall: 
A , A u B, T A U A , r'; A U ~ B , T' 
A u A D B , T; A U ~ A D B , T' 
A , A U r, r 
T . A U A , r'; A , A u B , T 
^ A ' , A u T 1 , B, T; A U ~ B , r 
A , A , A U r', r, r 
A , A U r, r V K , H K 
Das ist der einzige Fall, in dem wir T R benötigen. 
A - A [ t ] , T für alle Terme t A - ~ A[s], F 
A u A x A [ x ] , T A U ~AxA[x] , T' 
A , A U r, r' 
A-*A[s] , T; A U ~ A [ s ] , r' 
A , A U r, r' 
Die Stufe von A[s] in A-*A[s] , T ist höchstens so groß wie jene von 
AxA[x] in X j . 
4. g> 0, r> 0 
Diese Fälle wurden schon unter (2) erledigt. 
II) s>0 
1. g=0,r=2 
Nach den Über legungen unter (3) tritt nur der Fall neu auf, daß A und 
~ A in X i bzw. S2 durch eine M-Regel eingeführt wird: 
A - A [ t ] , r A - - A [ t ] , r A - A [ t ] , r ; A U ^ A [ t ] , r 
A-teAxA[x], T A ' - ~teAxA[x], F A , A U T , T 
A, A - T , F ^ 
Die Stufe des Schnitts in 33' ist niedriger als jene des Schnitts in 83. 
2. g=0,r>2 
Das wurde schon unter 1,2 erledigt. 
3. g>0, r=2 
Das wurde schon unter 1,3 erledigt. 
4. g> 0, r> 2 
Das wurde schon unter 1,2 erledigt. 
Damit ist der Satz T l 1.3-2 bewiesen. Aus ihm folgt nun sofort: 
Tl 1.3-3: Ist der Basiskalkül K widerspruchsfrei, so auch D K 2 K + (und 
damit der äquivalente Kalkül D K 2 K ) . 
Denn wäre für einen Satz A sowohl A wie ~ A beweisbar, so mit 
WS* auch - * . Diese SQ ist aber nicht ohne T R beweisbar, nach 
T l 1.3-1 also überhaupt nicht. 
Der Kalkül D K 2 hat nun aber gravierende Nachteile: Einfache 
Schlüsse wie A - * A sind in ihm nicht mehr allgemein beweisbar, und 
dasselbe gilt für einfache a . l . und p . l . Gesetze wie A , A D B - * B , 
A A B — A oder AxA[x]— A[s]. Daher lassen sich die V-Regeln auch 
nicht mehr als Umkehrungen der H-Regeln erweisen, usf. DK2 enthält 
zwar die direkte P. L . - deren Gesetze bleiben für die p. 1. Teilsprache 
von DK2 gült ig aber der gesamte Ansatz zur Begründung der direk-
ten Logik versagt in Anwendung auf die Sprache K. Daher ist dieser 
Kalkül aus intuitiven Gründen nicht brauchbar. 
Auch der Kalkül D K l kann aber nicht befriedigen. Er beruhte auf 
dem Gedanken, daß den Formeln Schichten zugeordnet sein müßten. 
Die Forderung ist aber zu rigide. Ist — A beweisbar, so erhält man dar-
aus cec— A mit W - c sei wieder die Klasse A,x(xexDA) - , also mit H I l 
— cecDA, also mit H M 1 — cec. Daraus kann man dann nach der K o n -
struktion von Curry wieder — A gewinnen. In diesem Fall ist aber eine 
solche Ableitung völlig harmlos, obwohl man dem Satz cec in der Ab-
leitung von — cec aus — A keine bestimmte Schicht zuordnen kann. 
In der P. L . lassen sich notwendige und hinreichende Bedingungen 
für die Wahrheit und Falschheit der komplexen Sätze angeben, die nur 
auf die Wahrheitswerte von Primsätzen und Zusammenhänge zwischen 
solchen Wahrheitswerten Bezug nehmen. Komplexe Sätze sind - in die-
sem weiteren Sinn - also Wahrheitsfunktionen ihrer einfachen Kompo-
nenten. In der K . L . gilt das nicht mehr. Für manche Sätze wie z. B. rer 
lassen sich weder notwendige noch hinreichende Bedingungen für 
Wahrheit oder Falschheit unter Bezugnahme auf Primformeln angeben, 
weil sie keine Primformelkomponenten haben. Für rer kann man auf-
grund der semantischen Regeln nur sagen, daß der Satz wesentlich in-
determiniert ist. Wenn wir den Satz rer trotzdem nicht verwerfen, so ist 
das auch im Fall cec nicht gerechtfertigt. Die Schichtenunterscheidung 
war für die Konstruktion der direkten Logik wichtig. In einer befriedi-
genden direkten K . L . müßten Sätze, denen sich keine Schichten zuord-
nen lassen, aber ohne Modifikation der Sprache K als indeterminiert 
erscheinen. 
Wir wollen daher zusehen, ob sich nicht durch eine Berücksichti-
gung indeterminierter Namen eine intuitiv befriedigende Lösung des 
Problems finden läßt. 
IIA Indeterminierte Namen 
Dem Vorkommen indeterminierter Namen können wir auf die gleiche 
Weise Rechnung tragen wie wir das in 10.3 für die minimale K . L . ge-
tan haben. Es sei also D K 3 jener Kalkül , der aus M K 2 * durch Hinzu-
nahme der I-Regeln und von TND° entsteht. K 0 sei wieder jener Basis-
ka lkül , der genau die SQ — sea, ~ sea für alle G K a enthält. Es gilt 
dann in Entsprechung zu Tl0.3-1 der Satz: 
TllA-1: Ist eine SQ A— T in DK3K 0 beweisbar, so auch in KK2*. Und 
ist A— T in K K 2 * beweisbar, so S\Emy . . .,sn8m, A — T in 
D K 3 K 0 , wo sj, . . .,s n jene Terme - außer G K - sind, die in 
den Formeln aus A und V vorkommen. 
Das beweist man wie T l0 .3 -1 , wobei nun unter (a) zu berücksichtigen 
ist, daß die I-Regeln in K K 2 * beweisbar sind (vgl. 3.1). 
Die Antinomie von Curry ist nun nicht mehr beweisbar. Denn aus 
cec, cec D A — A erhalten wir zwar mit V M 1 * (und W ) cec, cec—A, 
also cec — A , also — cecDA. Daraus folgt aber mit H M l * nur cem— 
cec, also nur cem— A . 
Im Rahmen der direkten Logik kann man nun die Identität defi-
nieren durch 
Dl 1.4-1: s = t: = Ax(xesUxet). 
Daraus ergibt sich dann das Prinzip II:—s = s aus 7.2. Das Substitu-
tionsprinzip: 
12: s = t, A[s]— A[t] 
bleibt jedoch ein Axiom. Aus ihm folgt über s = t, r[s] = r[s]— r[s] = r[t] 
und II s = t—r[s] = r[t], also die Substituierbarkeit des Identischen in 
Termen. 
13 * sem, tem— s = t, — s = t 
erhalten wir nun mit T N D ° . 
Ohne Prinzipien, die einen Beweis von SQ der Form — sem erlau-
ben, ist D K 3 K 0 jedoch ohne Interesse, ebenso wie M K 2 * K 0 und K K 2 * . 
Wir wenden uns daher im nächsten Kapitel der Frage nach solchen 
Prinzipien zu. 
12 Axiomatische Mengenlehre 
12.1 Vorüberlegungen 
Wir haben in 10.3 und 11.4 drei konsistente Systeme einer freien K . L . 
angegeben: das klassische System K K 2 * , den Kalkül M K 2 * (K 0 ) der mi-
nimalen und den Kalkül D K 3 ( K 0 ) der direkten K . L . Diese Systeme 
enthalten jedoch noch keine Prinzipien zum Beweis von SQ der Gestalt 
— sem, so daß sie noch keine Mengenlehre i.e.S. des Wortes darstellen. 
Wir wollen uns nun der Frage der Bestimmung von m zuwenden. 
Dazu beziehen wir uns auf die klassische Logik. Die Systeme der 
minimalen und der direkten Logik sollen dem Auftreten von Wahr-
heitswert lücken Rechnung tragen. Solche Lücken können aus logischen 
wie außerlogischen Gründen entstehen. In der Mengenlehre und bei 
der Begründung der Mathematik sind nun außerlogische Gründe nicht 
relevant. In den Systemen der freien Logik hängt aber das Auftreten 
von „logischen" Wahrheitswert lücken von der Bestimmung der Klasse 
m ab. Man kann also statt der Frage: „Wie ist m zu bestimmen, wenn 
sem nur für determinierte Terme s gelten soll?"auch die Frage stellen: 
„Wie ist m zu bestimmen, damit sich alle Terme als determinierte Terme 
ansehen lassen können, damit also die Logik mit dem generellen tertium 
non datur verträglich ist?" Diese Frage bestimmt aber den Ansatz der 
Mengenlehre im Rahmen der klassischen Logik. 
In der Sprache K treten Wahrheitswert lücken genau dann auf, 
wenn es indeterminierte Terme gibt. Wir haben jedoch in 7.1 gesehen, 
daß das Auftreten indeterminierter Terme eine tiefgreifende Abwei-
chung der Deutung der Aussagen von ihrer normalen Interpretation be-
wirkt, da sie sich nicht mehr als Aussagen über Objekte verstehen las-
sen. Die Sprache der Mathematik soll aber eine Sprache über Objekte, 
über Klassen, Funktionen, Zahlen usw. sein. Die Begründung einer so 
verstandenen Mathematik erfordert also Systeme, in denen das Prinzip 
vom Ausgeschlossenen Dritten uneingeschränkt gültig ist. Die Frage 
der Objektivierbarkeit der Theorien der minimalen oder direkten K . L . 
führt also ebenfalls auf das Problem einer Bestimmung von m, die mit 
diesem Prinzip verträglich ist, d. h. auf die Frage, wie m im Rahmen der 
freien klassischen Logik zu bestimmen ist. 
Da es im folgenden nicht um Eliminationstheoreme geht - die las-
sen sich, wie wir gesehen haben, schon für Systeme der höheren Prädi-
katenlogik nicht mehr beweisen - , gehen wir von einem Satzkalkül der 
freien klassischen Logik aus. Dieser Kalkül entsteht aus dem Kalkül 
K K durch Ersetzung der p. 1. und k. 1 Axiome und Regeln im Sinn der 
freien Logik. Der Einfachheit wegen ersetzen wir ihn hier durch den 
äquivalenten Kalkül K K * : 
al: A D ( B D A ) 
a2: ( A D ( B D C ) ) D ( ( A D B ) D ( A D C ) ) 
a3: - B ) D ( B D A ) 
a4: AxA[x] A sem D A[s] 
a5: s = s 
a6: s = t A A [ s ] D A [ t ] 
a7: setatA[x] = sem A A[s] 
rl: A , A D B h B 
rl: A A aemDB[a] h A D AxB[x], wobei die G K a nicht in der Konklu-
sion vorkommen soll. 
Da wir auch Individuen zulassen wollen, können wir s = t nicht allge-
mein durch Ax(xes = xet) definieren. Wir müssen daher noch ein Exten-
sionalitätsprinzip für Klassen angeben. Dazu nehmen wir m 0 als 
Grundterm zur Sprache K hinzu. m 0 soll die Klasse der Individuen 
sein. Das Extensionalitätsprinzip lautet dann: 
a8: Ax(xes == xet) A -» sem 0 A - i t e m 0 D s = t. 
Individuen enthalten keine Elemente, daher fordern wir 
a9: sem 0 D - i tes. 
Und da Abstraktionsterme keine Individuen bezeichnen, soll gelten: 
alO: -> XxA[x]8m 0 . 
a9 und alO kennzeichnen m 0 als Klasse von Individuen. Das ist also der 
Rahmen einer freien klassischen Mengenlehre, in dem wir nun Axiome 
für die Zugehörigkeit zu m angeben müssen. Dazu benötigen wir aber 
noch einige Definitionen. Es sind die üblichen, wobei aber darauf zu 
achten ist, daß sie auch für Individuen gelten sollen: 
Dl 2.1-1 a) A : = kx - i (x = x) 
b) s C t: = Ax(xes D xet) 
c) su t:=Ax(xes V xet) 
d) sn t: = Ax(xes A xet) 
e) s:=Ax —• (xes) 
f) s-t: = sn t 
g) U s: = A,xVy(yes A xey) 
h) H s: = XxAy(yes D xey) 
i) V : = tac(x = x) 
j) {s b . . .,sn}: = Xx(x = S! V . . . V x = sn) 
k) P(s): = Xx(xCs) 
1) (s1,s2): = {{si},{s1,s2}} 
m) ( s b . . . , s n + i): = ((si, . . . , S n ) , s n + i ) f ü r 
BezgL der Operationen u , n , U , n , " verhalten sich Individuen wie 
die Nullklasse. Nach (b) gilt wegen a9 s e m 0 D s C t . Das wollen wir hier , 
zulassen. Es bewirkt aber nach (k) m 0 CP( s ) für alle Terme s. Die nor-
male Potenzmenge wäre zu definieren durch 
k ; ;') P*(s): = A , x ( - . x e m 0 A x C s ) . 
Es ist also P(s)=P*(s)u m 0 . Da sich Individuen bzgl. P* wie die Nu l l -
menge verhalten, so daß gilt scm0Z)P::"(s)=={A}, ist also P(s) = { A } u m 0 
für sem 0 . Für das folgende bedeutet jedoch die Verwendung von P eine 
Vereinfachung der Schreibweise. Für m 0 = A ergeben sich die normalen 
Bedeutungen der Relationen und Operationen. 
Es bietet sich an, die Klasse m induktiv zu bestimmen. Es sollen 
sich also den Elementen von m Ordinalzahlen zuordnen lassen, und 
zwar soll, da eine Menge nach dem Extensional itätsprinzip durch ihre 
Elemente bestimmt ist, allen Elementen einer Menge eine kleinere O r -
dinalzahl zugeordnet sein als ihr selbst. In der T . L . ist die Stufe einer 
Menge eine solche Ordinalzahl. Das Konstruktionsprinzip für Mengen 
in der T . L . soll nun aber liberalisiert werden. Wie dort beginnen wir 
mit den Individuen als Urelementen von m. 
Unsere erste Forderung ist also, daß alle Individuen existieren, 
d.h. 
1) sem 0 Dsem. 
(Das ist nicht mit m 0 C m äquivalent, was nach D l 2 . 1 - l , b trivialerweise 
gilt; aus s C t folgt aber in der freien Logik nicht res D ret, sondern nur 
res A rem D ret.) Die zweite Forderung ist dann, daß alle Klassen von 
Individuen existieren: 
2) s C m 0 D s e m . 
(Das ist wiederum nicht äquivalent mit seP(mQ) D sem, denn das gilt 
nach a7 trivialerweise. Aus (2) folgt aber s C m 0 D s e P ( m 0 ) , d.h. 
s C m 0 = seP(m0).) Daraus ergibt sich insbesondere m 0em und Aem. 
Den Elementen von m G ordnen wir die Stufe 0 zu, den Klassen von Ele-
menten von m Q die Stufe 1. Setzen wir mj = P(m 0) , so ordnen wir also 
den Elementen von m j - m 0 die Stufe 1 zu. 
Im dritten Schritt fordern wir, daß auch alle Klassen existieren sol-
len, die nur Individuen und Klassen von Individuen enthalten. Das be-
deutet nun eine Liberalisierung gegenüber der T . L . , da dort alle Ele-
mente einer Klasse immer dieselbe Stufe haben. Das ergibt die 
Forderung 
3) s C m p s e m . 
Danach gilt s C m i = seP(m{). Setzen wir m2 = P(mi), so ordnen wir 
den Elementen von m^-m] die Stufe 2 zu. Das sind also Klassen, die 
Klassen von Individuen als Elemente enthalten. 
In dieser Weise können wir fortfahren und generell setzen 
m a + 1 = P ( m a ) und 
4) s C m a D s e m für alle a = 0,1,2, . . . 
Es gilt dann m a C m a + i , so daß m schrittweise erweitert wird. Wir ha-
ben ja schon gesehen, daß m 0 C m i gilt; daraus folgt aber: Ist xem^, also 
x C m 0 , so x C m l 3 also xeP(mi) = m2, also miCm2, usf. Die Elemente 
von m a + i - m a erhalten die Stufe a + 1, und jede Menge aus m a + j ent-
hält nur Elemente aus m a . 
Setzen wir m = m 0 , verzichten also auf die Schritte (2), (3) usf., so 
haben wir ein System der monadischen P . L . 1. Stufe mit Identität vor 
uns. Hören wir nach dem 2. Schritt auf, so daß m = mi = P(m 0) ist, so 
haben wir ein System der monadischen P. L . (bzw. T . L.) 2. Stufe mit 
Identität vor uns. Hören wir nach dem n-ten Schritt auf, so daß 
m = m n_j ist, so haben wir ein System der kumulativen monadischen 
T . L . n-ter Stufe mit Identität vor uns - kumulativ, weil es nur einen 
einzigen Objektbereich gibt. 
Wir können die Konstruktion nun auch für transfinite Ordinal-
zahlen fortsetzen, indem wir für Limeszahlen ß (d.h. Ordinalzahlen, 
die von 0 verschieden und nicht Nachfolgerzahlen a + 1 sind) setzen 
mg = U m a und 
a<ß 
5) s C m p D s e m . 
mß ist also die Vereinigung der Klassen m a für alle Ordinalzahlen a, die 
kleiner sind als ß. Es gilt dann wieder m a C m p für alle a < ß . co ist die 
kleinste Limeszahl, also jene Zahl, die in der Reihe der Ordinalzahlen 
oo 
auf alle natürl ichen Zahlen 0,1,2, . . . folgt. Es ist also m c o = U m n . 
n — 0 
Setzen wir m = m ( 0 , so haben wir ein System der vollen kumulativen 
T . L . mit Identität vor uns. In diesem System können wir beliebige 
n-tupel nach D12.1-1 definieren: Gilt $\, . . .jS^m^, so auch 
(s\j . . .jSj^Em^, so daß man A,xi . .x n A[xi , . . .,xn] durch AyVxj . .x n 
(y = (xi, . . .,xn) A A[xj , . . .,xn]) ersetzen kann. 
Für Ordinalzahlen ß + 1, ß + 2, . . ., die auf eine Limeszahl ß fol-
gen, soll dann wieder die Bestimmung (3) gelten. Für m = m 0 ) + i erhal-
ten wir ein System, in dem sich das v. Neumannsche mengentheoreti-
sche Model l der Peanoaxiome angeben läßt, in dem sich also die 
Arithmetik begründen läßt . Auf diese Weise erhalten wir also intuitiv 
befriedigende und le istungsfähige Systeme. 
Der Kalkül K K * ist entsprechend um die folgenden Axiome zu erwei-
tern: 
all*: m a + 1 = P ( m a ) 
all*: m a C m p für Limeszahlen ß und alle <x<ß. 
Daneben benötigen wir noch die Regel: 
r3*: Ist ß Limeszahl und ist für alle a < ß m a C s beweisbar, so auch 
m ß C s. 
Denn da wir in der Objektsprache ja weder Ordinalzahlen definiert ha-
ben noch die Relation < für Ordinalzahlen, können wir nicht setzen 
m ß = U m a . Die a sind nur Indices der Grundterme m a . 
H a<ß 
Hören wir mit dem Schritt a auf, so ist 
al3: m = m a 
das Abschlußaxiom für das entsprechende System. Sollen alle m a Ele-
mente von m sein, so ist statt al3* zu fordern: 
al3 *: s C m a D sem für alle ct. 
r4*: Ist für alle a beweisbar m a C s , so auch m C s . 
Das entspricht der Festlegung m= ^ m a - Es läßt sich zeigen, daß alle 
Klassen fundiert sind, d.h. daß es keine unendliche Folge Si,S2, - . . 
(nicht notwendig verschiedener Glieder) mit . . . , s n + i8s n , . . .,S38S2, 
s26Si g^t. Daraus folgt insbesondere --ses, also auch -«mem, und 
- . m a e m 0 für alle a 
Diese Über legung hat aber nur heuristischen Wert, denn wir haben 
Ordinalzahlen als Indices verwendet, obwohl ja die Ordinalzahlen erst 
auf mengentheoretischem Weg einzuführen sind. Von der Stärke der 
Mengentheorie hängt es insbesondere auch ab, welche Ordinalzahlen 
es gibt. Daher wollen wir im folgenden Abschnitt diese intuitiven Über-
legungen so formalisieren, daß der induktive Aufbau von m ohne Ver-
wendung der Klassenterme m a für a > 0 axiomatisch fixiert wird. Wir 
orientieren uns dabei an der Arbeit (1974) von D . Scott.1 
12.2 Das SystemS 
Es sei S ein Grundterm, den wir - neben den Grundtermen m und m Q -
zur Sprache K hinzunehmen. S soll, intuitiv gesehen, die Klasse aller 
m a sein. Zu den Axiomen al bis alO und den Regeln r l und r2 von K K * 
- dem Rahmensystem für eine freie klassische Mengenlehre - nehmen 
wir nun folgende Axiome hinzu: 
ml: sem = Vx(xeS A s C x ) . 
Das entspricht dem Axiom al3* in 12.1 und der Regel r4*. Denn ist m C 
^ m a , so gibt es für jedes sem ein a mit sem a . Ist a = 0, so gilt auch 
s C m 0 , und ist a > 0 , so gibt es ein ß < a mit sCmp. Das gilt für 
a = ß + l , und ist a eine Limeszahl, so gibt es ein y<a mit sem y, also 
S C Hly 4. i . 
m2: Ax(xeS A x 4= m 0 D Ay(yex = Vz(zeS A zex A (y C z V yez)))). 
Dieses Axiom legt fest, daß höhere Elemente m a von S genau die Ele-
mente und Teilmengen von niedrigeren Elementen mß von S (ß < a) ent-
halten. Ist a eine Nachfolgerzahl y + 1, so gilt das nach a l l * und al2*; 
ist a eine Limeszahl, so gilt das wegen al2* und r3 bzw. m a = ^ a m y ; 
denn ist yem y für ein y < a , so auch yem a , und ist y C m y , so yem y +i , 
also yem a ; ist umgekehrt yem a , so gibt es ein y < a mit yem y . 
m3: A x ( x e S D m 0 C x ) . 
m 0 ist ja nach al2* Teilmenge aller m a . 
1 Scotts System wird auch in Ebbinghaus (1979), Kap. XII dargestellt. 
m2 und m3 geben nur notwendige Bedingungen für Elemente von 
S an. S kann danach - und nach m l - auch leer sein. Wir formulieren 
nun drei Prinzipien, durch welche die Elemente von S induktiv be-
stimmt werden. Das sind also im Blick auf m l die Existenzaxiome. 
m4: m 0eS. 
m5: Ax(xeSDP(x)eS) 
m4 und m5 besagen, daß m 0 eine S-Menge sein soll und mit m a auch 
m a + i . Daneben wäre im Sinn von 12.1 zu fordern, daß mit jeder S-
Menge m a auch die auf sie folgende Limesmenge mß ein Element von S 
ist, also 
*) Ax(xeS D Vy(yeS A xey A Az(zey D P(z)ey))). 
(Daraus folgt m5.) Denn mit x = m a enthält y m a + 1 , also auch m a + 2 
usf., so daß y mindestens mß sein muß. Wenn nun aber S die Mengen 
m a für alle Ordinalzahlen a enthalten soll, die sich in der axiomati-
schen Mengenlehre bilden lassen, so brauchen wir noch ein stärkeres 
Existenzprinzip, m7, und im Blick auf dieses Prinzip genügt es, statt (*) 
die Existenz der ersten Limesmengen m w zu fordern: 
m6: Vy(yeS A m 0ey A Az(zeyDP(z)ey)). 
U m m7 formulieren zu können, definieren wir: 
D12.2-1 a) axb: = A,zVxy(xea Ayeb A z = (x,y)) (Cartesisches Produkt) 
b) R(a): = a C mxm A -• aem 0 (Relation) 
c) U(a): = Axyz((x,y)ea A(x,z)eaDy = z) (Nacheindeutigkeit) 
d) Fkt(a): = R(a) A U(a) (Funktion) 
e) D(a): = XxVy((x,y)ea) (Definitionsbereich) 
f) W(a): = XyVx((x,y)ea) (Wertevorrat) 
e) Für Fkt(a) und seD(a) setzen wir as = t: = (s,t)ea. 
m7: Fkt ( f )AD(f )eSDVy(yeSAW(f )Cy) . 
Dieses Axiom besagt also, daß es zu jeder Funktion f, deren Defini-
tionsbereich eine S-Menge x ist, eine S-Menge y gibt, die alle Funk-
tionswerte enthält. Zum Nachweis, daß f eine Funktion auf x ist, 
braucht man schon die Existenz aller Werte von f für Argumente aus x, 
d .h . es gilt nach m l Az ( z exDVy (ye sAfzCy ) ) , also nach m5 
Az(zexD Vy(yeS A fzey)). Daraus folgt jedoch nicht Vy(yeSA 
Az(zex D f zey)), also Vy(ye A W(f) Cy ) ; das stellt erst m7 sicher. m7 ist 
also ein Prinzip, das die Existenz einer Menge W(f) garantiert, deren 
Elemente existieren. Diese Existenz impliziert aber nach ml jene einer 
Obermenge aus S. M i t m7 lassen sich Definitionen von Funktionen 
durch transfinite Rekursion rechtfertigen, z. B. die der Mengen m a für 
alle Ordinalzahlen a durch m a + i = P(m a ) und mß = a ^ „ m a für Limes-
zahlen ß, so daß die Existenz aller S-Mengen garantiert ist, die wir in 
12.1 betrachtet haben. Es läßt sich auch beweisen, daß S die Menge der 
m a ist. 
Eine Bezugnahme auf Funktionen wie in m7 läßt sich vermeiden, 
wenn man statt dessen ein Reflektionsprinzip verwendet wie 
(**) Ax(xeSZ) Vy(yeS A x C y A Az(zeyD(A[z ]* AX[z])))), 
wobei A>"[z] aus A[z] durch Relativierung der Quantoren auf y ent-
steht, also z .B. durch Ersetzung der Teilausdrücke VuB[u,z] durch 
Vu(uey A B[u,z]). Danach gibt es für jede Eigenschaft A[z] und jedes 
xeS eine Obermenge yeS, so daß A[z] auf ein zey genau dann zutrifft, 
wenn die Eigenschaften bei Beschränkung auf y als Universum zutrifft. 
(Daraus folgen dann m5 bis m7.) (**) ist aber intuitiv kaum einsichtiger 
als m7. 
Man könnte auch das folgende Auswahlaxiom zu S hinzunehmen: 
m8Ax(x Pl m 0 = A D VzAy(yex A y 4= A D V!u(uez O y))). 
Denn nach den übrigen Axiomen gilt, wie wir unten sehen werden, 
xem D U xem und das Aussonderungsprinzip sem A t C s D tem. Also exi-
stieren alle jene z C Ux , für die gilt Ay(yex Ay#= A D V!u(uez fly)). M i t 
dem Aussonderungsprinzip läßt sich jedoch m8* nicht beweisen, weil 
sich keine Aussageform A[x] angeben läßt, mit der sich ein solches z als 
A,xA[x] darstellen l ieße, so daß wir nicht beweisen können, daß es (für 
x n m 0 = A ) ein z C U x mit Ay(yex Ay4=AZ)V!u(uezn y)) gibt. m8* 
entspricht aber dem Geist des Aussonderungsaxioms. Wir wollen im 
folgenden jedoch m8* aus unseren Betrachtungen ausklammern. 
Wir haben die Axiome m l bis m7 intuitiv von den Über legungen in 
12.1 her begründet, d .h. aus dem Gedanken einer induktiven Bestim-
mung von m, nach dem mit den Elementen einer Klasse auch immer die 
Klasse selbst existieren soll. Es ist nun zu zeigen, daß ml bis m7 auch 
den vollen Gehalt der Gedanken aus 12.1 wiedergeben, und daß S nur 
die Mengen m a enthält . Allgemein wollen wir uns einen genaueren Ein-
blick in das System S verschaffen, indem wir einige Theoreme bewei-
sen. 
Zum Rahmensystem K K * der freien klassischen Logik überlegt 
man sich zunächst leicht, daß in ihm das Deduktionstheorem im Sinne 
von T5.1-5 gilt sowie das Ersetzungstheorem A = B h C[A] = C[B]. 
Ferner gelten folgende p. 1. Gesetze: 
tl a) A[a] h AxA[x] 
b) semA - .A[s ]D -nAxA[x] 
c) sem AA[s ]DVxA[x] 
d) B A a e m D -A[a ] h- B D - V x A [ x ] 
e) A[a ]AaemDB h- VxA[x ]DB. 
Wir haben schon gesagt, daß sich Individuen bzgl. der Relation C und 
der Operationen u , n , U , O , - nach Dl2.1-1 wie die Nullmenge A 
verhalten. Es gilt also z .B . s e m 0 D s C t und s e m 0 A t C s D t e m 0 V t = A 
für alle Terme s und t. Aus D12.1-1, a l bis alO, m l und m4 ergeben 
sich ferner folgende Sätze : 
tl a) sem = Vx(x = s) 
b) set D sem 
c) - « m e m 0 
d) m = A,x(x = x) 
e) s C m 
f) s l v . . , s n emD(te{s h . . .,sn} = t = S! V . . . V t = sn) 
g) ~isem = {s} = A 
h) -.semDJsjt!,. . .,tn} = { t l v . .,tn} 
i) sem = - . seP(s) 
j) m = P(m) 
k) m 0 CP( s ) 
1) sem 0DP(s) = m 0 U{A}. 
(b) erhält man so: Ist tem 0 , so nach a9 -«set . Ist - i tem 0 , so nach a8 
t = Xx(xet), also für set setac(xet), nach a7 also sem. m4 benötigt man 
nur für (c): Aus m 0eS folgt mit m l m 0em, und das stellt im Blick auf a9 
einen Widerspruch zur Annahme mem 0 dar. 
Wir geben nun zunächst Theoreme an, die (mit t2c) aus m l bis m3 
folgen. 
t3 a) sem A t C s D t e m (Aussonderungsprinzip) 
b) Axy (xeSAyeSAxeyDxCy ) 
c) AeS lDm 0 =A 
d) Sn m 0 = A 
e) Ax(xeSZ)x=m 0Vm 0ex). 
Beweis: (a) Aus sem folgt nach m l , daß es ein xeS mit s C x gibt. Für 
t C s gilt dann aber auch t C x , also nach m l tem. (b) Ist y = m 0 und xey, 
so x C m 0 . Ist y#=m0 und yeS, so gilt nach m2 Ax(Vz(zeS A zey A (xez 
VxCz))Z)xey), also Axz(zeSAzey A(xez V xCz)Z)xey), also Az(zeS 
AzeyDAx(xez V x C z D x e y ) ) , also Az(zeS A z e y D z C y ) ; für xeS und 
xey gilt also x C y . (c) Das gilt nach m3, denn aus m 0 C A folgt (wegen 
—'m0em0) nach a9 m 0 = A . (d) Aus m3 folgt für xeS m 0 C x . Wäre xem 0 , 
so m 04=A, also ~ « m 0 C x . (e) Es sei xeS und x + m 0 ; dann ist nach (c) 
x=J=A und nach (d) ~«xem 0 , also gibt es ein yex, also nach m2 ein zeS 
mit zex. Nach m3 gilt m 0 C z , also nach m2 m 0ex. 
Dl 1.1-1: F(s): = s =t= A A sem 0 DVx(xesAxr i s = A)-sistfundiert. 
t4: seSDAy(yesDyCs) 
Die S-Mengen sind also transitiv. 
Beweis: Wir definieren 
a) f(x): = Ay(xeyDF(y)) 
b) xf: = Xy(yexAf(y)). 
Dann gilt 
c) f(xf). 
Denn ist x fey, so x f n y = A , also F(y), oder es gibt ein z: zex f Azey. 
Dann ist f(z) wegen Z8x^ und wegen Z8y gilt nach (a) F(y). Ferner gilt 
d) Axy(xeS A yeS A x8y D x fey f). 
Denn ist xeS, yeS und xey, so wegen x t x nach m2 x fey, falls y=*=m0 ist. Mit 
f(xf) nach (c) folgt daraus die Behauptung. Wäre aber y = m 0 und xey, 
so nach t3,d -«xeS . 
Zum Beweis von t4 nehmen wir nun an yex und xeS. Es ist zu zei-
gen y C x . Nach m2 gibt es für x+=m0 (für x = m 0 gilt für yex y C x tri-
vialerweise) ein z 0eS: z 0ex A (yez 0 V y C z 0 ) . Ist y C z 0 , so nach t3,b y C x 
(wegen z 0 e x D z 0 C x ) . Es sei nun yez 0 . Dann ist die Menge a: = {zexf: 
Vy'(y'eS A z = y f Ayey Ay'ex)}=»= A , denn es gilt z*ea. (Wegen z 0ex gilt 
nach (d) ^ e x f und es gilt yez 0 und zQex.) Wegen f(z*) nach (c) und z f 
ea gibt es nach (a) ein zea mit z O a = A . Es gibt also ein z\\ Z\€S uncl 
yezj A zjBx A z = z j , also z [ f l a = A . Nach m2 gibt es dann ein Z2: 
z 2eS A z 2 e z ! A(yez 2 V y C z 2 ) (*). (Ist z i = m 0 , so wegen yezj y C x , und 
wir sind fertig.) Ist y C z 2 , so wegen z2ezj[ Az jex nach t3,b y C x . Es gilt 
aber -^yez 2. Denn nach (*) und (d) gilt z^ezj. Andererseits ist z 2 ez i 
und Zj8x, also z j C x nach t3,b und z 2ex, also nach (d) z^exf, also für 
yez 2 : z^ea, also z|fla4=A. Das widerspricht aber dem obigen Ergebnis 
z [ f i a = A . 
Aus t4 ergibt sich folgende Variante von m2: 
t5: Ax(xeSAx4=m 0 DAy(yex == V z ( z e S A z e x A y C z ) ) ) . 
t6: F(s). 
Beweis:Es sei s4=A und - isem 0 . Es gibt also ein x 0es, also nach m l ein 
y 0eS mit x 0 C y 0 . Ist x 0 = A oder x o C m 0 , so ist die Behauptung trivial. 
Denn im letzteren Fall gibt es für x 0 f ls4=A ein zes mit zem 0 , also 
z n S = A nach a9. Es sei also x 4= A und -1 (x 0 C m 0) , also wegen x 0 C y 0 
y0=l=m0. Dann gibt es ein xjex 0 , wegen x 0 C y 0 also x^ey^ Nach t5 gibt 
es also ein y^S mit y iey 0 und x j C y j . Wir setzen nun a: = {z f€y 0 :zey 0 
AzeS A Vx(xes AxCz )} . Dann gilt y|ea, denn nach (d) im Beweis von 
t4 gilt wegen yjey 0 y[ey^, und für z = yj und x = x i ergibt sich die Be-
dingung im Definiens von a. Nach (c) im Beweis von t4 gilt f(y[), also 
Ay(y[eyDF(y)), also F(a), denn wegen y 0eS gilt nach m l y 0em, also 
nach t3,a wegen a C y ^ aem. Es gibt also ein zea mit z PI a = A und Z\,x2: 
zjeS, zjeyo, x2es, x 2 C z 1 und z [ f l a = A (*) (z = z[). Es soll nun gezeigt 
werden, daß es kein 226x2 gibt mit Z28S, d .h . daß X2 0 s = A ist, woraus 
dann wegen X28S F(s) folgt. Ist z i = m 0 ) so gilt wegen X2CZ1 X 2 C m Q , 
also X2fls==A oder es gibt ein ues mit uem 0 , also uf ls = A . Es sei also 
Z\ #=m0. Wä re nun für ein Z2 Z26X2 und Z28S, so nach (*) Z2ezj. Nach t5 
gäbe es wegen zjeS und z\ 4= m 0 dann ein Z3 mit Z38S, Z3ezj und Z2 C Z3. 
Es ist dann z*ez|fla, d .h . es ergibt sich wegen z|fla = A ein Wider-
spruch. Denn nach (d) im Beweis von t4 folgt aus z 38Zj z^ez|, und z^ea 
gilt wegen z^ey^ - das folgt ebenso aus Z38yQ und das ergibt sich aus 
Z38Z1 und Zj8y 0 , also z\ C y Q nach t3,b - , Z38y0, Z38S, Z28S und Z2CZ3. 
Damit haben wir aus m l bis m3 das erste Axiom von Z F F abgelei-
tet, aus dem auf dem üblichen Wege folgt, daß es keine unendliche 
Folge s\j S2v • • von (nicht notwendig voneinander verschiedenen) Ob-
jekten gibt, für die gilt . . . , s n + i £ s n , . . ., S38S2, S2GS\. Insbesondere gilt: 
t7 a) —»s8s 
b) -1 Sem 
c) ->mem0 
d) - .Sem 0 
Beweis: (a) Würde gelten ses, so sem, nach t2,f also Ax(xe{s} Dxes) im 
Widerspruch zu F({s}) nach t6, da ja gilt {s}4=A und -.{s}em0. (b) Für 
Sem erhielte man nach m l ein xeS mit S C x , also xex im Widerspruch 
zu (a). (c) Wäre mem 0 , so mem, im Widerspruch zu (a). (d) Wäre 
Sem 0 , so Sem im Widerspruch zu (b). 
Damit haben wir neben den Klassen, die durch Terme AxA[x] dar-
gestellt werden (vgl. alO) auch die Klassen m, m 0 und S, die durch 
Grundterme dargestellt werden, aus m Q ausgeschlossen. 
t8 a) Axy(xeS A yeS D xey V yex V x = y) 
b) A x y ( x e S A y e S D x C y V y C x ) . 
c) t C S A t # = A A -n t em 0 DVx(xe tAAy(ye tDxeyVx = y)) 
Beweis:(a) Gäbe es x, yeS mit -.xey A - »yex A x=t=y, so wäre die Menge 
s = Xy(yeS A Vx(xeS A - xey A x =# y A yex)) 4= A . Nach t6 gilt F(s), 
also gibt es ein zes - also zeS - mit z O s = A . Wegen zes ist sz:=A.y(yeS 
A- .zeyAz#=yA- iyez )4= A , also gibt es nach t6 ein wes z mit 
w f l s 2 = A . (Nach a9 ist —s zem0). Also gilt 
(a) -izewAz=t=wA - .wezAweS. 
Es ist nun 
(K) z C w : 
Es sei xez (ist z = A , so gilt z C w trivialerweise). Nach t5 gibt es dann 
ein zjeS: 
(c) z j e z A x C z j . 
(Ist z = m 0 , so z C w wegen weS und m3.) Wegen z f l s = A und z\Ez gilt: 
d) Z]£W V z j = w V w £ Z j . 
Aus w = zj folgt wez nach (c). Aus wezi folgt ebenfalls wez, denn aus 
Z]8z (vgl. (c)), z^S , zeS folgt nach t4 z j C z , also für wezj wez. Beide 
Fälle führen so auf einen Widerspruch zu (a). Aus z\Ew folgt mit (c) 
xew. Denn nach t5 gilt das wegen weS, ZjeS, Ziew und x C z j . (Wäre 
w = m 0 , so würde wegen Z18W gelten Z i 8 m 0 und ZjeS, im Widerspruch 
zu t3d.) Es gilt also Ax(xezDxew), d.h. (b). 
(e) w D z . 
Das beweist man ebenso wie (b). Nach (b) und (e) gilt also z = w, im 
Widerspruch zu (a). 
(b) Das folgt aus (a) und t3b. (c) Aus F(t), t#=A, - i t em 0 folgt, daß 
es ein xet mit x f l t = A gibt. Es gilt also für y8t -»yex , d.h. nach (a) 
xey V x —y. 
Die Relation e bildet also eine Wohlordnung auf S mit m 0 (nach 
t3,e) als kleinstem Element. 
t9 a) S#=ADm 0eS 
b) m=t=ADm0eS 
Beweis: (a) Ist S=t= A , so gibt es nach t7,d ein xeS, also wegen F(S) (nach 
t6) ein yeS mit y PlS = A , also Az(zeSD --zey). Ist y = m O J so m 0eS; an-
dernfalls ist nach t3,e m 0ey. Nach m2 müßte aber y = A sein wegen 
Az(zeSD -tzey). (b) Ist m=l=A, so gibt es wegen --mem 0 (vgl. t2,c) 
nach m l ein xeS, also gilt nach (a) m 0eS. 
tl0 a) Axy(xeS AyeS A x e y D x u P(x)Cy) 
b) Axy (xeSAyexAsCyA(s*AVx=t= m 0)Dsex) 
Beweis: (a) Es sei xeS, yeS und xey. Dann gilt nach m2 wegen y=t=m0 
(vgl. a9) für alle z: z C x 3 z e y , also P(x)Cy. Nach t3,b gilt auch x C y . 
(b) Es sei xeS, yex und s C y . Ist x4=m0, so gibt es nach t5 ein zeS mit 
zex und y C z . Wegen s C y gilt also auch s C z , d.h. nach t5 sex. Ist 
x = m 0 , so gilt für yex yem0> also für s C y s = A oder sem 0. 
Wir nennen eine Menge xeS Nachfolgermenge (kurz Nf(x)), wenn gilt , 
Vy(yeS A x = P(y)), und Limesmenge (kurz Lm(x)), wenn gilt 
x = U Xy(yeS A yex) und x=Nm0 (das letztere folgt für m 04=A aus der 
Tatsache, daß Ay(yeS Ayem 0 ) , also auch U Ay(yeS Ayem 0 ) leer ist). 
Dann gilt: 
tll a) Ax(xeS A Nf(x) D x 4= m 0) 
b) Ax(xeS A Lm(x)Z) - Nf(x)) 
c) Ax(xeSDx = m 0 V N f ( x ) V L m ( x ) ) . 
d) Ax(xeS A x 4= m 0 D (Lm(x) = Ay(yex D P(y)ex)). 
e) Axy(xeS A yeS A x = P(y) D Ulz(zeS A zex) = y). 
Beweis: (a) Ist x = P(y)> so ist Aex, also x4=m 0 nach alO. (b) Es sei xeS 
und Lm(x), d.h. x=#m0, also Au(uex = Vy(yeSAyexAuey)) (*). Gäbe 
es nun ein yeS mit x = P(y), so wäre yex, also gäbe es ein yeS mit yex 
und y'ey. Dann wäre nach tl0,a P(y ' )Cy, also x C y , wegen yex also yey, 
im Widerspruch zu t7,a. (c) Es sei xeS, x4=m 0 und - »Nf (x ) , d .h . 
Ay(yeSZ)x4=P(y)), also nach tl0,a Ay(yeSAyexZ) - xCP(y ) ) . Für 
alle yeS mit yex gibt es also ein zex mit ->zCy. Nach t5 gibt es zu z 
(wegen x#=m0) ein zeS mit zex und z C z , also wegen - i ( z C y ) und da-
her - « ( z ' C y ) nach t3,b und t8a yez. Ist nun u C y , so nach t5 (wegen 
yeS, yez und t3d ist z4=m 0) uez. Es gilt also Ayu(yeSA 
yex A u C y D V z ( z e S Azex Auez)) (**). Es sei nun uex. Nach ml gibt es 
dann (wegen x#=m0) ein yeS mit yex und u C y , also nach (**) 
ue U Ay(yeS A yex). Gi l t umgekehrt ue U A/y(yeS A yex), so gibt es ein yeS 
mit yex und uey, also nach ml (wegen x=t=m0) uex. Es gilt also 
x = U^y(yeS Ayex), also Lm(x). (d) Es sei xeS und x4=m 0. Gilt Lm(x), 
so gibt es für alle zex yeS mit yex und zey, also für y=t=m0 nach t5 ein y'eS 
mit y e y A z C y , also P (z )CP(y ) und nach tlOa P(y ')Cy, also P (z )Cy , 
also P (z)eP(y), und wegen yex P(y)Cx, also P(z)ex. Ist aber y = m Q , so 
gilt zem 0 , also P(z )=m 0 u {A}, und P(z)Cy, also P(z)eP(y), woraus 
man wie oben P(z)ex erhält . Gilt umgekehrt Ay(yexZ)P(y)ex), so gilt 
für zex P(z)ex. Nach t5 gibt es wegen m04=x dann ein zeS mit zex und 
P(z)Cz', also zez', also zeUAy(yeS Ayex). Gilt umgekehrt zeUXy(ye 
S Ayex), gibt es also ein yeS mit yex A zey, so gilt nach t3,b zex. (e) Es 
sei xeS, yeS, x = P(y), also yex. Ist dann zey, so gilt z'eU A,z(zeS A zex). 
Und gibt es ein zeS mit zex und zez, so gilt wegen x = P(y) z C y , also 
zey. 
S enthält also höchstens m 0 , sowie Nachfolger- und Limesmengen. 
Bisher haben wir das Existenzaxiom m4 nur benützt, um - i mem 0 
zu erhalten (vgl. t2,c) und m5-m7 noch gar nicht. Aus m4 folgt nach 
t2,b unmittelbar m 0em und Aem sowie sem 0Dsem, da aus sem 0 sCm 0 fo lgt . 
Mit diesen Axiomen erhalten wir: 
tll a) sem = Vx(xeS A sex) 
b) m = US 
c) tem = Vy(tey). 
Beweis: (a) Ist xem, so gibt es nach m l ein yeS mit x C y , also xeP(y). 
Nach m5 gilt also Vz(zeSAxez). Gilt umgekehrt zeS und xez, so nach 
t4 x C z , also xem nach m l . (b) Das folgt direkt aus (a). (c) Gilt 
teaAaem, so wegen t2b tem, also Vx(tex)Dtem, und die Umkehrung 
folgt aus (b). 
P(x) ist die in der e-Ordnung auf S unmittelbar auf x folgende 
Menge, d. h. es gilt 
tl3: Axy(xeS AyeS AyeP(x )Dx = y Vyex). 
Beweis: Es sei xeS, yeS und yeP(x), also y C x . Wäre xey, so xex im W i -
derspruch zu t7a. Nach t8a gilt also x = y Vyex. 
tl4: Ax(xeS A x4= m 0 D U Ay(yeS Ayex)eS) 
Das gilt nach t l l , c und d. 
U A,z(zeS A zex) ist die in der e-Ordnung auf S kleinste Menge, die 
größer ist als alle Elemente einer Menge xeS mit Ay(yexDP(y)ex), d .h. 
es gilt: 
tl 5: Axy(xeS A yeS A Az(zex D P(z)ex) A ye U Xz(zeS A zex) D yex) 
Beweis: Es sei xeS, yeS. Aus Az(zexDP(z)ex) folgt nach t l l , d Lm(x), 
d.h. x = UXz(zeS Azex). Aus yeUXz(zeSAzex) folgt also yex. 
12.3 Die Äquivalenz von S und ZFF 
Die Systeme der axiomatischen Mengenlehre sind aus dem Versuch 
entstanden, den großart igen Bau der mathematischen Mengenlehre, 
der auf der Grundlage der naiven K . L . errichtet worden war, mög-
lichst vollständig aus dem Zusammenbruch dieser K . L . durch die Ent-
deckung der Antinomien zu retten. David Hilbert hat diese Intention 
treffend formuliert als er sagte: „Aus dem Paradies, das uns Cantor er-
öffnet hat, wird uns niemand vertreiben können." Die axiomatische 
Mengenlehre hält an der typenfreien Sprache K und an der klassischen 
P. L . fest (in der die Quantoren zunächst nicht im Sinn einer freien Lo-
gik beschränkt werden, also alle Terme Objekte des Grundbereichs be-
zeichnen sollen), gibt aber das allgemeine Komprehensionsprinzip auf. 
Das naive Abstraktionsprinzip, nach dem es zu jeder Satzform A[x] 
eine Klasse XxA[x] gibt, für die gilt 
A : seXxA[x]=A[s] 
läßt sich durch das Komprehensionsprinzip 
K: VxAy(yex = A[y]) (wo die G V x nicht in A[y] vorkommt) 
und das Extensionalitätsprinzip (für einen Grundbereich, der nur Klas-
sen enthält) 
E: Ax(xes = xet) D s = t 
ersetzen. Denn nach K und E gilt V !xAy(yex s A[y] ) , so daß man set-
zen kann AxA[x]:==ixAy(y£x« A[y]) und damit A erhält. Die Ein-
schränkung von K in der axiomatischen Mengenlehre besteht nun 
darin, daß dieses generelle Schema durch Spezialfäl le für bestimmte 
Satzformen A[y] ersetzt wird. Der Gedanke ist dabei, grob gesagt, zu 
große Klassen, die zu den Antinomien führen, wie die Allklasse, die 
Russellsche Klasse etc. auszuschließen, die in der Mathematik keine 
Rolle spielen, und sich auf jene Klassenbildungsgesetze zu beschrän-
ken, die man in der Mathematik benötigt . 
Das erste System der axiomatischen Mengenlehre wurde 1908 von 
E . Zermelo formuliert und von A . Fraenkel 1922 weiterentwickelt. Ne-
ben diesem Typ Zermelo-Fraenkelscher Mengenlehren gibt es noch ei-
nen zweiten Typ von Systemen der axiomatischen Mengenlehre, der 
auf J . v. Neumann, P. Bernays und K . Gödel zurückgeht ; man spricht 
daher von Mengenlehren vom v. Neumann-Bernays-Göde l -Typ . Sie 
unterscheiden sich vom ersten Typ dadurch, daß es zwar zu jeder Satz-
form A[x] eine Klasse tacA[x] gibt, daß aber ein Unterschied zwischen 
Klassen und Mengen gemacht wird und nur gewisse Klassen als Men-
gen ausgezeichnet werden; nur Mengen sind Elemente von Klassen. 
Man kann also die Klasse m aller Mengen durch m: = XxVy(xey) defi-
nieren. 
Läßt man keine Individuen zu, so lauten die beiden Grundaxiome, 
die zur klassischen P. L . mit Identität hinzugenommen werden, so: 
K: VxAy(yex == yem A A[y]), wo x nicht in A[y] vorkommt. 
E: Axy(Az(zex = z e y ) D x = y). 
Danach kann man setzen A.xA[x]: = ixAy(yex* yem A A[y]), und erhält 
damit 
A: Ay(yetatA[x] s= yem A A[y]). 
Zu den Grundaxiomen K und E kommen dann Axiome für die Klasse 
m der Mengen hinzu, die jenen der Mengenlehren vom Zermelo-Fraen-
kel-Typ entsprechen. 
Die folgende Version einer axiomatischen Mengenlehre stellt eine 
Verbindung zwischen beiden Typen dar: Wir verwenden eine freie Lo-
gik, in der nur Mengen und Individuen zum Grundbereich gehören -
Individuen lassen wir nun ebenso zu wie in S. Klassen, die keine Men-
gen sind, gehören also nicht zum Grundbereich, über sie wird nicht 
quantifiziert. Wir können daher den Kalkül K K * aus 12.1 verwenden. 
Er wird nun um Existenzaxiome für Mengen erweitert. Sie lauten: 
MO: s e m 0 D s e m (Individuen existieren) 
Ml: sem A tem D (s,t}em (Paarmengenaxiom) 
M2: sem D U sem (Vereinigungsmengenaxiom) 
M3: sem D P(s)em (Potenzmengenaxiom) 
M4: Vy(AeyAAx(xeyDxU|x}ey)) (Unendlichkeitsaxiom) 
M5: Fkt(f) A D(f)em D W(f)em (Ersetzungsaxiom) 
M6: F(s) (Fundierungsaxiom) 
Dieses System entspricht jenem von Zermelo-Fraenkel mit dem Fundie-
rungsaxiom. Man bezeichnet es als Z F F . Als Z F bezeichnet man das Sy-
stem ohne M 6 , als Z das Zermelosche System ohne M 5 , zu dem man 
dann das (mit M5 beweisbare) Axiom 
M5 a: sem A t C s D tem (Aussonderungsaxiom) 
hinzuzunehmen hat. 
Wichtig ist auch das Auswahlaxiom, das (in einer schwachen Fas-
sung) besagt 
M7*: Ax(x n m 0 = A D Vy(Fkt(y) A Az(zex A z 4= A D y'zez)). 
Es gibt also zu jeder Menge x, die keine Individuen enthält, eine Funk-
tion, die auf x definiert ist und alle nichtleeren Teilmengen von x auf 
eins ihrer Elemente abbildet. Dieses Axiom betrachten wir hier nicht. 
Es ergibt sich jedoch aus m8*. Denn ist x n m 0 = A , so gibt es nach m8* 
ein z, so daß Ay(yexA y=AlDV!u(uezn y)). Setzen wir nun y: = {< z,u>: 
(—izex V z = A ) A u = z VzexAz4=A Auezn y}, so gilt Fkt(y), denn 
y C m x m (und D(y)=m) und U(y). Ist nun z 0ex und z0=t=A, so gilt 
y'z 0=iu(ueyn z 0 ) , also yz0zz0A 
Die Existenzaxiome erscheinen nun, im Gegensatz zu jenen von S, 
als <z*/-Äöc-Annahmen: Es ist nicht klar, warum genau diese und nicht 
andere Mengen existieren sollen. Natürl ich läßt sich die Existenz vieler 
Mengen, an die man dabei denkt, in ZFF beweisen, und die Wahl der 
Axiome ist immer eine Frage der Auswahl. Warum wird aber z .B . 
(durch M5 bzw. M5a) die Existenz der Allmenge ausgeschlossen; 
warum ist m keine Menge? Es fehlt hier ein einheitlicher, intuitiv über-
zeugender Gesichtspunkt zur Bestimmung von m. Daher hat man die 
axiomatische Mengenlehre lange Zeit als typisches Beispiel eines rein 
pragmatischen Versuchs zur Vermeidung der Antinomien angesehen. 
Zudem wird in M4 die Existenz der natürl ichen Zahlen axiomatisch ge-
fordert, so daß man nicht von einer Begründung der Arithmetik im 
Rahmen von ZFF sprechen kann. 
Es gilt nun aber: 
772.3-7; Die Axiome von ZFF sind in S beweisbar. 
Damit hat man über das System S - mit den dort genannten Einschrän-
kungen - einen Weg, die axiomatische Mengenlehre auch intutiv als ak-
zeptabel zu erweisen, und es ist das große Verdienst von D . Scott, die-
sen Weg aufgezeigt zu haben. 
Beweis: 
MO: Das folgt aus t2,b. 
1 Die Konsistenz von M7*mit Z F F hat K. Göde l in (1940) bewiesen. 
M l : Gilt sem und tem, so gibt es nach tl2,a ein xeS mit sex und ein 
yeS mit tey. Gilt (vgl. t8,a) z .B. xeyVx = y, so nach t4s,tey, 
also {s,t}Cy, also nach m l {s,t}em. 
M 2 : Gilt sem, so gibt es nach m l ein xeS mit s C x , also für yes yex, 
also nach t4 y C x, also U s C x, also nach m 1 U sem. 
M 3 : Gilt sem, so gibt es nach m l ein xeS mit s C x , also P(s)CP(x), 
wegen m5 und m l also P(s)em. 
M4: Nach m6 gibt es ein yeS mit m 0ey und Az(zey DP(z)ey). Es gilt 
also P(m 0)ey, also nach t4 P (m 0 )Cy , also Aey. Und gilt zey, so 
auch z u {z)ey. Denn aus zey folgt P(z)ey, wegen zeP(z) also 
{z}cP(z). Nach t5 gibt es ferner wegen y#=m0 (sonst wäre wegen 
m 0ey m 0 e m 0 im Widerspruch zu t7a) zu P(z) ein yeS mit yey und 
P ( z )Cy , also jz}Cy und (wegen zeP(z)) zey, also nach t4 z C y . 
Es gilt also z u (z)Cy', also nach t5 z u {z}ey. 
M 5 : Gilt Fkt(f) und D(f)em, so gibt es nach m l ein xeS mit D( f )Cx. 
Setzt man f :=fu {<z,z>: zex-D(f)}, so gilt Fkt(f) und 
D( f ) = x, also gilt nach m7 Vy(yeS A W(f ) Cy) , also W ( f ) e m . 
Wegen W(f) C W(f') gilt dann nach t3a auch W(f)em. 
M 6 : Vg l . t6. 
Es gilt nun auch die Umkehrung von Tl2 .3 -1 : 
T12.3-2: Die Axiome m l bis m7 sind in ZFF beweisbar. 
Den Beweis können wir hier nur andeuten: In ZFF lassen sich die Ord i -
nalzahlen einführen und es läßt sich die Korrektheit der folgenden in-
duktiven Definition der m a beweisen: 
% + i = P K ) 
mß = a ^ p m a für Limeszahlen 
Das ist die v. Neumannsche Hierarchie. Setzt man S = A,xVa(x = m a ) , 
so kann man die Axiome m l bis m7 beweisen. (Vgl. dazu z .B . Ebbing-
haus (1979), Kap. XII . ) 
Im Rahmen von ZFF lassen sich also die Ordinalzahlen definieren, 
die wir bei unserer heuristischen Über legung in 12.1 vorausgesetzt ha-
ben und es läßt sich die Definition der m a rechtfertigen. (Da man in 
ZFF auch über Ordinalzahlen quantifizieren kann, kann man die Defi-
nition von mß für Limeszahlen angeben und so auf die Regeln r3* und 
r4* mit unendlich vielen Prämissen verzichten.) 
Einen Widerspruchsfreiheitsbeweis für S (oder ZFF) gibt es nicht, 
und das ist auch nicht zu erwarten, da sich nach dem Satz vom K . Gö-
del in (1931) die Widerspruchsfreiheit eines formalen Systems, das die 
Arithmetik enthält , nicht mit den Mitteln des Systems selbst beweisen 
läßt (falls es nicht inkonsistent ist). Die Beweismittel von ZFF sind aber 
die stärksten, über die wir verfügen. 
12.4 Rückblick 
Wir sind in dieser Arbeit ausgezogen, einen Weg zur Elimination der 
Antinomien der klassischen Logik durch Zulassung von Wahrheitswert-
lücken zu suchen, und sind am Ende bei einem System gelandet, in dem 
das tertium non datur uneingeschränkt gilt. Wir wollten eine intuitive 
Rechtfertigung der Logik angeben, und das Ergebnis ist ausgerechnet 
die axiomatische Mengenlehre. Der Leser, der den Überlegungen bis 
hierher gefolgt ist, wird jedoch dieses Ende mit dem Anfang verbinden 
können: 
Wir haben zwei Logiken angegeben, die das Prinzip der Wahr-
heitsdefinitheit nicht voraussetzen, die minimale und die direkte Logik, 
und haben sie durch die Stufen von Aussagen-, Prädikaten- , Typen-
und Klassenlogik hindurch verfolgt. Diese Logiken sind die angemesse-
nen, wenn Wahrheitswert lücken vorkommen, wie wir zu zeigen ver-
sucht haben. Dabei ist die direkte Logik dadurch ausgezeichnet, daß sie 
auch Bedeutungspostulaten Rechnung trägt. Diese Systeme sind auf al-
len Stufen Abschwächungen der klassischen Logik. Bei der Diskussion 
indeterminierter Namen im Abschnitt 7.1 hat sich nun gezeigt, daß eine 
Sprache mit solchen Namen keine Sprache über Gegenstände ist. Eine 
Sprache zu verwenden, mit der man nicht über Gegenstände reden 
kann, ist aber wenig sinnvoll. Daher stellt sich die Frage, ob eine solche 
Sprache objektivierbar ist, d.h. ob es eine Präzis ierung dieser Sprache 
gibt, in der alle Namen Gegenstände bezeichnen. Bei einfachen Namen 
kann man das immer voraussetzen. Bei komplexen Termen, insbeson-
dere bei Klassentermen, gibt es eine solche Präzis ierung hingegen nur 
dann, wenn das tertium non datur mit den sprachlichen Regeln verträg-
lich ist, zu denen insbesondere die logischen Regeln gehören, die wir ja 
immer als Bedeutungsregeln für die logischen Ausdrücke (oder Opera-
toren) formuliert haben. Die Sprache K der Klassenlogik ist so, wie sie 
durch die Regeln der minimalen Klassenlogik nach M K l oder durch 
die Regeln der direkten Klassenlogik nach D K l gedeutet wird, z .B . 
nicht objektiverbar. In der minimalen wie in der direkten Klassenlogik 
ist also auch das Vorkommen indeterminierter Terme zu berücksichti-
gen. Das hat uns zu den Systemen der freien minimalen bzw. direkten 
Klassenlogik M K 2 * und D K 3 geführt. In diesen Systemen wird man m 
zunächst als eine Klasse bestimmen, für die sem nur dann gilt, wenn s 
determiniert ist, und für die umgekehrt sem auch für möglichst viele 
determinierte Namen gilt. Wegen des Fehlens eines passenden Induk-
tionsparameters, für den gelten würde , daß die (Unter-)Formeln, aus 
denen eine Formel sich nach den logischen (= semantischen) Regeln 
gewinnen läßt, einen kleineren Wert haben als die Formel selbst - ins-
besondere kann der Wahrheitswert eines Satzes AxA[x] von Sätzen A[t] 
für beliebig komplexe Terme t abhängen - , bleibt auf diesem Weg die 
Menge m jedoch eng beschränkt . Im Blick auf die Objektivierbarkeit 
stellt sich jedoch auch die Aufgabe einer Bestimmung von m, die mit ei-
nem unbeschränkten tertium non datur verträgl ich ist. Dabei wird man 
dann von einer klassischen freien Logik ausgehen, m ist nun natürl ich 
nicht mehr nach dem Gedanken zu bestimmen, daß sem für determi-
nierte Terme s gelten soll, da ja eine Logik gesucht wird, in der alle 
Terme determiniert sind. Wir haben in diesem Kapitel gesehen, daß die 
intuitiv naheliegende induktive Bestimmung von m, nach der, ausge-
hend von den Individuen, mit den Elementen einer Klasse auch immer 
die Klasse selbst existiert, zum System S der axiomatischen Mengen-
lehre führt. 
Von hier aus gesehen, sind brauchbare Systeme der Klassenlogik, 
die Wahrhei tswert lücken berücksicht igen, Teilsysteme von S. Sie sind 
brauchbar, weil - die Widerspruchsfreiheit von S immer vorausgesetzt 
- sich in ihnen keine Wahrhei tswert lücken aus den logischen Regeln er-
geben, so daß nur Wahrhei tswert lücken Rechnung getragen wird, die 
sich aus außerlogischen Regeln der Sprache ergeben. Die Sprache K 
bleibt dann - logisch gesehen - objektivierbar. 
Wie die semantischen Antinomien zeigen, ergeben sich Wahrheits-
wert lücken auch bei der Einführung von Namen für objektsprachliche 
Ausdrücke und eines Wahrhe i t spräd ikats oder eines Erfül lungsprädi-
kats in die Objektsprache. Da hier die Determiniertheit eines Namens 
oder eines Prädikats, wie wir im Abschnitt 7.5 gesehen haben, auch von 
außersprachlichen Tatsachen abhängen kann - Wie lautet im Fall des 
„Lügners" der 537. Satz dieses Buches, was steht im Fall der Antino-
mie von Berry auf der Tafel? kann man hier keine Objektivierbarkeit 
unter allen Bedingungen verlangen. Hier zeigt sich die Relevanz von 
Logiken, die nicht auf dem Prinzip vom Ausgeschlossenen Dritten be-
ruhen. Unter normalen Bedingungen, in denen eben niemand behaup-
tet „Dieser Satz ist falsch", in denen der Autor nicht die Falschheit ei-
nes seiner Sätze behauptet und niemand eine Tafel in Finslerscher 
Weise beschreibt, besteht jedenfalls Objektivierbarkeit. Anders in der 
Klassenlogik: Hier geht es darum, die logischen Regeln nicht so zu for-
mulieren, daß sie selbst indeterminierte Terme und Sätze erzeugen. Da -
her benötigt man eine Version dieser Logik, die mit dem tertium non da-
tur verträgl ich ist, und die nichtklassischen Systeme müssen Abschwä-
chungen dieser Version sein. 
Unser Fazit ist also nicht, daß wir minimale und direkte Logik ver-
gessen können, sondern daß in ihnen die logischen Regeln als solche 
mit dem tertium non datur verträgl ich sein müssen, daß sie also eine 
Deutung der Sprache liefern müssen, die in manchen Welten objekti-
vierbar ist, und das erreicht man, wenn die Klasse m im Sinn der axio-
matischen Mengenlehre gedeutet wird. 
Geht man von einer Deutung der Sprache durch Wahrheitsregeln 
aus, so ist die generelle Annahme des tertium non datur, wie wir im Ab-
schnitt 3.4 sahen, nicht gerechtfertigt. Während man in der Präd ikaten-
und Typenlogik die generelle Annahme aus der speziellen Annahme ab-
leiten kann, alle Primformeln seien wahr oder falsch, gelingt das in der 
K . L . nicht. Hier ist das unbeschränkte tertium non datur nur mit den 
semantischen Regeln verträglich. Seine Annahme ist also eine Fiktion: 
Man kann so tun, als sei jeder Satz wahr oder falsch, obwohl für viele 
Sätze A weder A selbst noch - i A beweisbar ist, obwohl es also nach 
den Regeln des Systems tatsächlich indeterminierte Sätze gibt. Von ei-
nem konstruktiven oder konzeptualistischen Standpunkt, nach dem die 
Sätze der Klassenlogik keine objektiven Sachverhalte darstellen, die 
unabhängig von unseren Festlegungen entweder bestehen oder nicht 
bestehen, sondern nur durch die Regeln der Sprache Wahrheitswerte 
erhalten, ist also hier nicht die klassische, sondern nur die direkte Lo-
gik angemessen. 
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