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Abstract
In this paper we propose a conserved phase-field model with memory and relaxed chemical potential.
Our model could be considered also in the frame of Cahn–Hilliard’s theory of spinodal decomposition
of a binary mixture, where there is a coupling to a slowly relaxing variable, e.g., in phase separation of
polymer mixtures near a glass transition. The global well-posedness in an Lp-setting is obtained under
suitable relaxation functions and under homogeneous conditions.
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1. Introduction
Conserved phase-field models with memory have been studied in the last years by several
authors [8,18,20,27]. In all these papers the chemical potential has been considered without re-
laxation. The presence of a slowly relaxing structure for a diffusion equation or for kinetics
of phase separation variables was first observed in the papers by Jäckle and Frisch [22], and
Binder, Frisch and Jäckle [1], respectively. Using these results Rotstein et al. [30] proposed a phe-
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by
μ|rel :=
t∫
−∞
a2(t − s)δF(φ,u)
δφ
(s) ds,
where the function φ is the order parameter, u the temperature, and F corresponds to the free
energy, which is defined by
F(φ,u) =
∫
Ω
[|∇φ|2 + E(φ)− uφ]dx.
Here E(φ) has been considered as a double-well potential, e.g., E(φ) = k(φ2 − 1)2 for some
constant k > 0, which is often used in the Ginzburg–Landau theory. The relaxing function a2
is a positive decreasing scalar kernel, normalized by a2(0) = 1 and a2(t) → 0 as t → ∞. The
constitutive relation for heat flux has been considered as the linear version of the Gurtin–Pipkin
theory, i.e.,
q = −
t∫
−∞
a1(t − s)∇u(s) ds,
where a1 enjoys the same properties as a2. With this, a nonconserved phase field model with
memory takes the form:
ut + φt = −div q, φt = −μ|rel. (1)
In [1], the linearized Cahn–Hilliard theory of spinodal decomposition of binary mixtures was
generalized to the case where there is a coupling to a slowly relaxing variable. By [1] the con-
served version of (1) can be written as
ut + φt = −div q, φt = μ|rel.
It may seem problematic to consider the current state of the system as dependent on the entire
history. To get rid of this problem we consider the model
ut + ρφt =
t∫
0
a1(t − s)u(s) ds + f1 in J ×Ω; (2)
τφt = −ξ2
t∫
0
a2(t − s)
[
ξ2φ − E ′(φ)+ ρ0u
]
(s) ds + f2 in J ×Ω; (3)
∂nu = ∂nφ = ∂n(φ) = 0 on J × ∂Ω;
u(0, x) = u0(x), φ(0, x) = φ0(x) in Ω,
where
f1(t, x) =
0∫
a1(t − s)u(s, x) ds, (t, x) ∈ J ×Ω;−∞
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0∫
−∞
a2(t − s)
{

[
ξ2φ − E ′(φ)+ ρ0u
]}
(s, x) ds, (t, x) ∈ J ×Ω.
Here Ω ⊂ Rn is an open and bounded domain with sufficiently smooth boundary ∂Ω and
J = [0, T ], where T > 0.
The present paper is organized as follows. In Section 2, we introduce the model which will
be investigated throughout the paper. In Sections 3 and 4, we state the mathematical framework
necessary to develop our approach, and we give the main assumptions on the kernels and on the
potential E . Section 5 is devoted to obtain local well-posedness of our model, here the aim is
obtained by using a result by Prüss [28, Theorem 8.6] and the operator-valued version of the
famous Mikhlin Fourier multiplier in one variable, which is due to Weis [34]. Finally, in Sec-
tion 6, we obtain the global well-posedness of our model. Here we consider standard conditions
for positivity on a1 and a2 to obtain a priori estimates for u and φ, under the assumption
u(t, x) = φ(t, x) = 0, (t, x) ∈ (−∞,0)×Ω,
in (2), (3). Then the Gagliardo–Nirenberg inequality leads to the global existence result (Theo-
rem 22) provided n 3. Theorem 22 is the main result of this paper.
2. The model
In this section we introduce the model which will be investigated throughout the paper.
We denote by φ the concentration of one of the two components in the alloy, and by j the
concentration flux. The corresponding physical law at constant temperature u is given by
τ
∂φ
∂t
= −div j. (4)
It follows from the classical theory, that j may be assumed simply proportional to the gradient of
the local chemical potential μ, i.e.,
j = −ξ2∇μ. (5)
The free-energy Fu at constant temperature u is assumed to be given by an expression of the
form
Fu(φ) =
∫
Ω
[
ξ2
2
|∇φ|2 + E(φ)− Scuφ
]
dx,
where Sc  0 denotes an entropy coefficient (see Caginalp–Fife [6]) and the term −Scuφ cor-
responds to the entropic contribution to the free-energy, due to the difference in the entropy
densities of the two components of the alloy. The functional derivative of Fu with respect to φ is
then given by
δFu
δφ
= −ξ2φ + E ′(φ)− Scu.
By Cahn and Hilliard [9], it follows that
μ ≡ δFu = −ξ2φ + E ′(φ)− Scu. (6)
δφ
792 V. Vergara / J. Math. Anal. Appl. 328 (2007) 789–812So, μ is completely determined by the concentration φ at the time t and at constant temperature u.
Equations (4)–(6) yield the standard Cahn–Hilliard equation
φt = ξ2
(−ξ2φ + E ′(φ)),
where E ′(φ) = k(φ3 − φ), which represents a double-well potential.
If we assume in the sequel that the temperature varies in time and space (that is u = u(t, x)),
then the inner energy e of the system is given by
e = u(t, x)+ φ(t, x),
where the presence of φ is due to the fact that it may also be considered as a form of energy.
From the energy equation it follows that
ut + φt = −div q, (7)
where q is the heat flux in the alloy. A constitutive relation for it will be discussed later.
Equations (4)–(7) yield the nonisothermal Cahn–Hilliard equation
ut + φt = −div q,
φt = ξ2
(−ξ2φ + E ′(φ)− Scu).
Using the argument given in [30], the relaxed chemical potential can be written as
μ|rel =
t∫
−∞
a2(t − s)δFu
δφ
(s) ds,
where Fu has been normalized so that δFu/δφ = 0 at quasi-static equilibrium. If we assume that
μ contains only a relaxing chemical potential μ|rel and a2(0) is finite, then one cannot expect
that μ|rel contains an instantaneous contribution from the whole history of the concentration at
time t . We can avoid this problem by considering for example relaxation functions of the form
a2(t) = t
α2−1
Γ (α2)
e−βt , t > 0,
where α2 > 0 and β  0. This way, for α2 < 1 we have a fast and a slow relaxation. The fast
relaxation near t = 0+ responses to an instantaneous contribution of the concentration history.
Finally, Eqs. (4) and (5) yield
τ
∂φ
∂t
= ξ2μ|rel. (8)
Now we would like to discuss a constitutive relation for the heat flux q. A simple relation for it
is given by
q = −λ∇u, (9)
where λ > 0. (9) is well know as Fourier’s law for the heat flux. Assuming that ut = −div q then
it follows from (9) that
∂u
∂t
− λu = 0,
where λ is the thermal diffusivity. The diffusion equation has the unphysical property that if a
sudden change of temperature is made at some point on the body, it will be felt instantly every-
where, though with exponentially small amplitudes at distant points, i.e., the diffusion gives rise
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by diffusion first appeared in the work of Cattaneo [4]. Later Cattaneo [5] proposed the equation
τ
∂q
∂t
+ q = −λ∇u (10)
for the heat flux (see also Maxwell [26]), where τ > 0. From (10), we obtain a telegraph equation
∂2u
∂t2
+ 1
τ
∂u
∂t
= r2u, (11)
with r2 = λ/τ . Equation (11) is hyperbolic and it transmits waves of temperature with speed r .
The waves are attenuated as a result of relaxation, and steady heat flow may be induced by
temperature gradients. Equation (10) can be expressed as an integral over the history of the
temperature gradient,
q(x, t) = −λ
τ
t∫
−∞
e−
t−s
τ ∇u(x, s) ds.
A more general form for the heat flux is given by
q(x, t) = −
t∫
−∞
b(t − s)∇u(x, s) ds, (12)
where b(t) is a positive, decreasing relaxation function that tends to zero as t → ∞. Integral
expressions like (12) are also used in Boltzmann’s theory of linear viscoelasticity to express the
present value of the stress in term of past values of the strain or strain of rate (see Boltzmann [2],
Maxwell [26], and Volterra [32,33], for the early history of linear viscoelasticity).
Using Cattaneo–Maxwell’s equation (10) and the works of Coleman and collaborators [7,
10–12], Gurtin and Pipkin [19] give a general constitutive theory for rigid heat conductors that
propagate waves. They consider, after linearization, an expression for the heat flux q of the form
(12), where in addition b(0) is finite, and u and ∇u are quadratically integrable functions of t
in a weighted L2h space. By Coleman and Gurtin [7] we could also consider the heat flux as a
perturbation of the Fourier’s law, i.e.,
q(x, t) = −γ∇u−
t∫
−∞
a1(t − s)∇u(x, s) ds,
where γ is a positive constant, which represents an effective conductivity of the heat. We refer
the reader to [21,23,24] for a modern discussion of these topics.
The prototype of relaxation functions, that we consider here, is given by
a1(t) = t
α1−1
Γ (α1)
e−βt , t > 0,
where α1 > 0 and β  0. Observe that some of these kernels enjoy the property of having a fast
and slow relaxation (e.g., if α1 < 1). The fast relaxation at time t near to zero corresponds to an
effective thermal conductivity.
Finally, if the alloy is contained in a region Ω ⊂ Rn Eq. (8) should be supplemented with
boundary conditions on the boundary ∂Ω . These are usually of the form
∂nφ = ∂nμ|rel = 0, (13)
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the second of these two conditions is that no part of the mixture can pass through the wall of the
container. In addition, a usual boundary condition for u is given by
∂nu = 0. (14)
Since ∂nE ′(φ) = E ′′(φ)∂nφ = 0, the boundary conditions (13) and (14) take the equivalent form
∂nu = ∂nφ = ∂n(φ) = 0.
With these boundary conditions, Eq. (8) truly ensures conservation of mass and energy.
Now we can write the equations of our model as
ut + ρφt = γu+
t∫
−∞
a1(t − s)u(s) ds, in J ×Ω; (15)
τφt = −ξ2
t∫
−∞
a2(t − s)
{

[
ξ2φ − E ′(φ)+ ρ0u
]}
(s) ds, in J ×Ω; (16)
∂nu = ∂nφ = ∂n(φ) = 0, on J × ∂Ω;
u(0, x) = u0(x), φ(0, x) = φ0(x), in Ω,
where J is an interval of the form [0, T ] with T > 0, and Ω is a smooth bounded domain in Rn.
The constants ρ, τ , and ξ are all positive and represent the latent heat, a relaxation time, and a
correlation length, respectively. The nonlinearity E :R → R is a given potential, which satisfies
certain growth conditions. In particular, E can be the double-well potential E(s) = k(s2 − 1)2
(k > 0), which is considered frequently in the literature. The kernels a1 and a2 are scalar kernels,
which satisfy some regularity properties.
3. Preliminaries
In the sequel we denote by fˆ and f˜ the Laplace transform and the Fourier transform of a
function f , respectively. The symbol ∗ means the convolution of two functions supported on the
half line, i.e., (a ∗ b)(t) = ∫ t0 a(t − s)b(s) ds.
Definition 1. Let a ∈ L1,loc(R+) be of subexponential growth and suppose aˆ(λ) 
= 0 for all
Reλ > 0. a is called sectorial with angle θ > 0 (or merely θ -sectorial) if∣∣arg aˆ(λ)∣∣ θ
for all Reλ > 0.
Definition 2. Let a ∈ L1,loc(R+) be of subexponential growth and k ∈ N. a(t) is called k-regular,
if there is a constant c > 0 such that∣∣λnaˆ(n)(λ)∣∣ c∣∣aˆ(λ)∣∣
for all Reλ > 0 and 1 n k.
Next, we define some classes of operators.
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that A is sectorial if D(A) = X, R(A) = X, N(A) = {0}, (−∞,0) ⊂ ρ(A) and∣∣t (t +A)−1∣∣M for all t > 0 and some M < ∞.
We denote the class of sectorial operators in X by S(X).
It follows from the definition of sectoriality of A that it makes sense to define the spectral
angle φA of A ∈ S(X) by
φA = inf
{
φ: ρ(−A) ⊃ Σπ−φ, sup
λ∈Σπ−φ
∣∣λ(λ+A)−1∣∣< ∞},
where Σθ for θ ∈ [0,π] is defined as an open subset of C with vertex 0, opening angle 2θ , which
is symmetric with respect to the positive halfaxis R+. A sectorial operator A in X is said to admit
bounded imaginary powers, if Ais ∈ B(X) for each s ∈ R and there is a constant C > 0 such that
|Ais | C for |s| 1. The class of such operators will be denoted by BIP(X) and we will call
θA = lim|s|→∞
1
|s| log
∣∣Ais∣∣
the power angle of A.
For φ ∈ (0,π) we define the space of holomorphic functions on Σφ by H(Σφ) = {f : Σφ →
C holomorphic}, and
H∞(Σφ) = {f : Σφ → C holomorphic and bounded}.
The space H∞(Σφ) with norm |f |φ∞ = sup{|f (λ)|: |argλ| < φ} forms a Banach algebra. We
also set H0(Σφ) := ⋃α,β<0Hα,β(Σφ), where Hα,β(Σφ) := {f ∈ H(Σφ): |f |φα,β < ∞}, and
|f |φα,β := sup|λ|1 |λαf (λ)| + sup|λ|1 |λ−βf (λ)|.
Given A ∈ S(X), fix any φ ∈ (φA,π] and let Γ = (∞,0]eiψ ∪[0,∞)e−iψ with φA < ψ < φ.
Then
f (A) = 1
2πi
∫
Γ
f (λ)(λ−A)−1 dλ, f ∈H0(Σφ),
defines via ΦA(f ) = f (A) a functional calculus ΦA : H0(Σφ) → B(X) which is a bounded
algebra homomorphism. We say that a sectorial operator A admits a bounded H∞-calculus if
there are φ > φA and a constant Kφ > 0 such that∣∣f (A)∣∣Kφ |f |φ∞, for all f ∈H0(Σφ). (17)
The class of sectorial operator A which admit a bounded H∞-calculus will be denoted by
H∞(X) and the H∞-angle of a A is defined by
φ∞A = inf
{
φ > φA: (17) is valid
}
.
If this is the case, the functional calculus for A on H0(Σφ) extends uniquely to H∞(Σφ). See
[16, Lemma 2.10].
Let Y be another complex Banach space. We recall that a family of operators T ⊂ B(X,Y ) is
calledR-bounded, if there is a constant C > 0 and p ∈ [1,∞) such that for each N ∈ N, Tj ∈ T ,
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space (Σ,M,μ) the inequality∣∣∣∣∣
N∑
j=1
εjTjxj
∣∣∣∣∣
Lp(Σ;Y)
 C
∣∣∣∣∣
N∑
j=1
εj xj
∣∣∣∣∣
Lp(Σ;X)
is valid. The smallest such C is called R-bound of T and we denote it by R(T ). The concept of
R-bounded families of operators leads to the two important notions ofR-bounded H∞-calculus
and R-sectorial operators, by replacing bounded with R-bounded in the definitions of H∞-
calculus and sectorial operators.
Definition 4. Let X be a Banach space and suppose that A ∈H∞(X). The operator A is said to
admit an R-bounded H∞-calculus if the set
R{h(A): h ∈H∞(Σθ ), |h|θ∞  1}< ∞
for some θ > 0. We denote the class of such operators by RH∞(X) and define the RH∞-angle
φ
R∞
A of A as the infimum of such angles θ .
Definition 5. Let X be a complex Banach space, and assume that A is a sectorial operator in X.
Then A is called R-sectorial if
RA(0) :=R
{
t (t +A)−1: t > 0}< ∞.
The R-angle φRA of A is defined by means of
φRA = inf
{
θ ∈ (0,π): RA(π − θ) < ∞
}
,
where
RA(θ) :=R
{
λ(λ+A)−1: |argλ| θ}.
The class of R-sectorial operators will be denoted by RS(X). The class of operators that
admit bounded imaginary powers was introduced by Prüss and Sohr in [29]. The class of R-
sectorial operators was introduced by Clément and Prüss in [14], where the inclusion
BIP(X) ⊂RS(X) ⊂ S(X),
and the inequality
φRA  θA
were obtained, in the special case, when the space X is such that the Hilbert transform defined
by
(Hf )(t) = lim
ε→0
1
π
∫
ε|s|1/ε
f (t − s)ds
s
, t ∈ R,
for each f ∈ Lp(R;X), is bounded in Lp(R;X) for some p ∈ (1,∞). The class of spaces with
this property will be denoted by HT .
There is a well-known theorem which says that the set of Banach spaces of class HT coin-
cides with the class of UMD spaces, where UMD stands for unconditional martingale difference
property. It is further known that HT -spaces are reflexive. Every Hilbert space belongs to the
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space for 1 <p < ∞. For all these results see the survey article by Burkholder [3]. For a detailed
study of the mentioned topics, see for instance [16], and also [15].
Now, we will introduce two important results obtained by Weis [34] and Prüss [28], which
will allow us to prove existence and uniqueness of (15)–(16).
Let X be a Banach space and consider the spaces Lp(R;X) for 1 < p < ∞. We de-
note by D(R;X) the space of X-valued C∞-functions with compact support and we let
D′(R;X) := B(D(R);X) denote the space of X-valued distributions. The X-valued Schwartz
spaces S(R;X) and S ′(R;X) are defined similarly. Let Y be another Banach space. Then, given
M ∈ L1,loc(R;B(X,Y )), we may define an operator TM :F−1D(R;X) → S ′(R;Y) by means of
TMφ :=F−1MFφ for all Fφ ∈D(R;X), (18)
where F denotes the Fourier transform. Since F−1D(R;X) is dense in Lp(R;X), we see that
TM is well defined and linear on a dense subset of Lp(R;X).
The following theorem, which is due to Weis [34], contains the operator-valued version of the
famous Mikhlin Fourier multiplier theorem in one variable.
Theorem 6. (Weis [34]) Suppose X and Y are Banach spaces of class HT and let 1 < p < ∞.
Let M ∈ C1(R \ {0};B(X,Y )) be such that the following conditions are satisfied:
(i) R({M(ρ): ρ ∈ R \ {0}}) =: κ0 < ∞,
(ii) R({ρM′(ρ): ρ ∈ R \ {0}}) =: κ1 < ∞.
Then the operator TM defined by (18) is bounded from Lp(R;X) into Lp(R;Y) with the norm
|TM|B(Lp(R;X);Lp(R;Y))  C(κ0 + κ1), where C > 0 depends only on p, X, and Y .
The next theorem and corollary are from Prüss [28, Theorem 8.6, Corollary 8.1].
Theorem 7. Suppose X belongs to the class HT , p ∈ (1,∞), and let a ∈ L1,loc(R+) be of
subexponential growth. Assume that a is 1-regular and θ -sectorial, where θ < π . Then there is
a unique operator B ∈ S(Lp(R;X)) such that
(Bf )˜(ρ) = 1
aˆ(iρ)
f˜ (ρ), ρ ∈ R, f˜ ∈ C∞0
(
R \ {0};X). (19)
Moreover, B has the following properties:
(i) B commutes with the group of translations;
(ii) (μ+B)−1Lp(R+;X) ⊂ Lp(R+;X) for each μ> 0, i.e., B is causal;
(iii) B ∈ BIP(Lp(R;X)), and power angle θB = θa , where
θa = sup
{∣∣arg aˆ(λ)∣∣: Reλ > 0};
(iv) σ(B) = {1/aˆ(iρ): ρ ∈ R \ {0}}.
Corollary 8. Let the assumptions of Theorem 7 hold, let B be defined by (19), and let α,β  0.
Then
(i) limμ→∞|aˆ(μ)|μα < ∞ implies D(B) ↪→ Hαp (R;X);
(ii) limμ→∞|aˆ(μ)|μβ > 0 and limμ→0|aˆ(μ)| > 0 imply Hβp (R;X) ↪→ D(B).
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lary 8, Zacher [35] introduced the followings class of kernels:
Definition 9. Let a ∈ L1,loc(R+) be of subexponential growth, and assume r ∈ N, θa > 0, and
α  0. Then a is said to belong to the class Kr (α, θa) if
(K1) a is r-regular;
(K2) a is θa-sectorial;
(K3) lim supμ→∞ |aˆ(μ)|μα < ∞, lim infμ→∞ |aˆ(μ)|μα > 0, lim infμ→0 |aˆ(μ)| > 0.
Further, K∞(α, θa) := {a ∈ L1,loc(R+): a ∈ Kr (α, θa) for all r ∈ N}. The kernel a is called a
K-kernel if there exist r ∈ N, θa > 0, and α  0, such that a ∈Kr (α, θa).
The concept of K-kernels is very useful when working with Bessel potential spaces, since it
connects the order of the kernels with the order of Bessel potential spaces. The following result
due to Zacher [35] expresses this fact.
Corollary 10. Let X be a Banach space of class HT , p ∈ (1,∞), and J = [0, T ] or J = R+.
Suppose a ∈K1(α, θ) with θ < π , and assume in addition a ∈ L1(R+) in the case J = R+. Then
the restriction B := B|Lp(J ;X) of the operator B constructed in Theorem 7 to Lp(J ;X) is well
defined. The operator B belongs to the class BIP(Lp(J ;X)) with power angle θB  θB = θa
and is invertible satisfying B−1w = a ∗w for all w ∈ Lp(J ;X). Moreover, D(B) = 0Hαp (J ;X).
The following result is due to Clément and Prüss [13]. It will play an important role in order
to obtain a priori estimates.
Theorem 11. Let X be a Banach space, 1 p < ∞, ν ∈ L1,loc(R+) nonnegative, nonincreasing,
and let Bp be defined in Lp(R+;X) by
(Bpu)(t) = d
dt
ν ∗ u(t), t  0, u ∈ D(Bp),
with domain
D(Bp) =
{
u ∈ Lp(R+;X): ν ∗ u ∈ 0W 1p(R+;X)
}
.
Then Bp is m-accretive. In particular, if X = H is a Hilbert space, then
T∫
0
〈
Bpu(t), u(t)
〉|u|p−2H dt  0, T > 0,
for each u ∈ D(Bp).
Remark 12. Let a be a 1-regular and θ -sectorial kernel with θ < π . Let B the operator of
Corollary 8 associated with a, and assume that there exists ν ∈ L1,loc(R+) nonnegative and
nonincreasing, such that a ∗ ν = 1. Then from Theorem 11, it follows that (Bv)(t) = (Bpv)(t) =
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ν ∗ v(t), for each v ∈ D(B)∩D(Bp). In particular, for p = 2 and D(B) = 0Hα2 (J,L2(Ω)), it
follows that
T∫
0
〈Bv,v〉dt =
T∫
0
〈
d
dt
ν ∗ v, v
〉
dt  0.
4. Main assumptions on the potential E and on the kernels
As usual, C(k+1)− is the space of all Ck functions whose kth derivatives are locally Lipschitz
continuous. The basic assumptions on the potential function E :R → R to obtain local existence
is
E ∈ C4−(R). (20)
Furthermore, for global existence we suppose that there are constants m1,m2 ∈ R such that
E(s)−m1
2
s2 −m2 for each s ∈ R, and λ1 >m1, (21)
where λ1 is the smallest nontrivial eigenvalue of the negative Laplacian on Ω with homogeneous
Neumann boundary conditions. Also, we will assume the growth condition∣∣E ′′′(s)∣∣C(1 + |s|β), s ∈ R, (22)
for some constants C,β > 0, and in case n = 3 with the restriction β < 3.
The main assumptions on the kernels a1 and a2 are the following:
(P0) ai ∈ K1(αi, θai ) with θai < π2 , and α2  α1 with αi ∈ (0,1) for i = 1,2. Further,
Im aˆ1(iρ) · Im aˆ2(iρ) 0, for all ρ ∈ R \ {0}.
(P1) a1 ∈ L1,loc(R+) such that
Re
T∫
0
a1 ∗ψ(t)ψ(t) dt  0 for all ψ ∈ L2
(
(0, T );C) and T > 0.
(P2) a2 ∈ L1,loc(R+), and there exists ν ∈ L1,loc(R+) nonnegative, nonincreasing, such that
t∫
0
a2(t − s)ν(s) ds = 1 for all t > 0.
(P0) is the main condition to obtain local well-posedness, and (P1)–(P2) are needed to obtain
global well-posedness. Observe that condition (P1) corresponds to the definition of positive type
and (P2) corresponds to a particular case of completely positive type, see [28].
A typical example of kernels that satisfy properties (P0)–(P2) is
a(t) = t
α−1
Γ (α)
e−ηt , t > 0,
for every α ∈ (0,2) and η 0.
Important properties of all of this type of kernels are shown in the monograph of Prüss [28].
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Let T > 0 be given and fixed and let Ω be a smooth bounded domain in Rn. For 0 < δ  T
and 1 <p < ∞, we define the space
Z
βi
i (δ) = Hβip
([0, δ];X)∩Lp([0, δ];DAi ),
for i = 1,2, where βi > 0, and X := Lp(Ω), and A a closed linear operator in X with dense
domain D(A), and DAi means the domain of Ai equipped with the graph norm. The space
0Z
βi
i (δ) denotes the corresponding space Z
βi
i (δ) with zero trace at t = 0. Whenever no con-
fusion may arise, we shall simply write Zβii , and 0Z
βi
i if δ = T . Furthermore, in case that
βi /∈ {1/p,1 + 1/p}, we define the natural phase spaces for Zβii by
Y ip(βi) = (X;DAi )γi ,p, with γi = 1 −
1
pβi
, if βi >
1
p
for i = 1,2;
Y˜ ip(βi) = (X;DAi )ςi ,p, with ςi = 1 −
1
βi
− 1
pβi
, if βi > 1 + 1
p
for i = 1,2.
Next, we would like to recall that for 1 <p < ∞ and m ∈ N, the Bessel potential spaces may be
defined as an interpolation space between the well-known Sobolev spaces Wmp and Lp , by means
of the so-called complex interpolation, i.e.,
Hsmp =
[
Lp,W
m
p
]
s
for s ∈ (0,1).
We may also set Hsmp = Lp if s = 0, and Hsmp = Wmp if s = 1. For a general reference concerning
these topics, see, e.g., [31].
When no confusion can arise, we shall simply write | · |p,q to designate the norm on
Lp(J ;Lq(Ω)), and we write simply | · |p if p = q .
5.1. Fourier multiplier and auxiliary results
We begin our discussion choosing all constants in (15)–(16) equal to one, except for γ  0,
and we will also assume that the kernels ai are 1-regular and θai -sectorial with θai ∈ (0, π2 ), for
i = 1,2. We consider the integral version of model (15)–(16) as follows
u+ φ = b1 ∗u+ 1 ∗ f1 + u0 + φ0, in J ×Ω; (23)
φ = −b2 ∗
{

[
φ − E ′(φ)+ u]}+ 1 ∗ f2 + φ0, in J ×Ω; (24)
∂nu = ∂nφ = ∂n(φ) = 0, on J × ∂Ω;
u(0, x) = u0(x), φ(0, x) = φ0(x), in Ω,
where the functions fi are given by
f1(t) =
0∫
−∞
a1(t − s)u(s) ds,
f2(t) = −
0∫
a2(t − s)
[
φ − E ′(φ)+ u](s) ds.−∞
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b1(t) := γ +
t∫
0
a1(t − s) ds,
b2(t) :=
t∫
0
a2(t − s) ds. (25)
In order to apply Theorem 7, we have to show that the kernels bi are θi -sectorial with θi < π and
also 1-regular. From the sectoriality of ai , it immediately follows that∣∣arg bˆi (λ)∣∣=
∣∣∣∣π2 + arg aˆi (λ)
∣∣∣∣ θai + π2 < π, Reλ > 0.
1-regularity of b1 follows from∣∣∣∣arg γλ − arg 1̂ ∗ a1(λ)
∣∣∣∣= ∣∣arg aˆ1(λ)∣∣< π, Reλ > 0,
see [28, p. 70]. 1-regularity of b2 is trivial. Furthermore, if ai ∈ K1(αi, θai ) it is easy to show
that b1 ∈K1(1,π/2 + θa1) for γ > 0 and b2 ∈ K1(1 + α2,π/2 + θa2). In case that γ = 0, b1 ∈
K1(1 + α1,π/2 + θa1).
We concentrate first on the case of vanishing traces at t = 0 linear version of (23)–(24), that is,
u+ φ = −b1 ∗Au+ 1 ∗
(
f1 − f1(0)
)
, (26)
φ = −b2 ∗A2φ + b2 ∗Au+ 1 ∗
(
f2 − f2(0)
)
, (27)
where A := −, with domain
D(A) := {ψ ∈ H 2p(Ω): ∂nψ = 0 on ∂Ω},
and
D
(
A2
) := {ψ ∈ H 4p(Ω)∩D(A): ∂nAψ = 0 on ∂Ω}.
To solve system (26)–(27), it will first be reformulated in the following way. Let v(t) = e−ωtu(t),
ϕ(t) = e−ωtφ(t), hi(t) = e−ωt1 ∗ (fi(·)− fi(0))(t), di(t) = e−ωtbi(t) for i = 1,2, where ω > 0
is fixed. Then (26)–(27) is equivalent to
v + ϕ = −d1 ∗Av + h1, (28)
ϕ = −d2 ∗A2ϕ + d2 ∗Av + h2. (29)
Observe that the kernels di enjoy the same properties of regularity and sectoriality as bi , more-
over, di ∈ L1(R+) for i = 1,2.
Now we associate the kernels di with the operator Bi of Theorem 7 with domain D(Bi) for
i = 1,2. So, the system (28)–(29) can be written in an abstract form as follows:
(B1 +A)v = −B1ϕ +B1h1, (30)(
B2 +A2
)
ϕ =Av +B2h2, (31)
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commute in the resolvent sense they belong to the class BIP (Lp(R+;X)) with power angle
θBi = θi and θAj = 0 (i, j = 1,2), respectively. From the Prüss–Sohr theorem [29], which is
an extension of the well-known Dore–Venni theorem [17], it follows that Bi + Aj belongs to
BIP (Lp(R+;X)), moreover, it is invertible, since Bi is invertible. In particular, observe that the
operator B1(B1 +A)−1 is bounded in Lp(R+;X). Now assume that ϕ is known, then we can
represent v in (30) as follows:
v = −(B1 +A)−1B1ϕ + (B1 +A)−1B1h1. (32)
In this way, (30)–(31) can be associated with an operator G defined in Lp(R+;X) by
G = B2 +A2 +A(B1 +A)−1B1,
with domain D(G) = D(B2)∩D(A2). Hence, a solution ϕ of the equation
Gϕ = h, (33)
with h :=A(B1 +A)−1B1h1 + B2h2, combined with (32) yields a solution (v,ϕ) ∈ (D(B1) ∩
D(A)) × D(G) of (30)–(31). Furthermore, by using the formulation above, we get a solution
(u,φ) of (26)–(27) in an interval J := [0, T ], for each T > 0 with the same regularity as (v,ϕ).
One possibility to prove the existence and uniqueness of a strong solution φ of (33) in D(G)
is to show that the symbol of the operator G is invertible and its inverse fulfills the assumptions
of Theorem 6.
Theorem 13. Let X be a Banach space of class HT , and let A ∈RH∞(X) with RH∞-angle
φ
R∞
A < π , and let A denote the canonical extension of A to Lp(R+;DA) for 1 < p < ∞.
Let di be scalar kernels which are 1-regular and θi -sectorial with θi < π for i = 1,2. Let Bi
the operator defined by (19), with dˆi in place of aˆ, for i = 1,2. Furthermore, assume that the
following conditions hold:
(i) dj ∈ L1(R+), for j = 1,2;
(ii) for all ρ ∈ R \ {0} it holds that Im dˆ1(iρ) · Im dˆ2(iρ) 0;
(iii) D(B2) ↪→ D(B1);
(iv) φR∞A < π−σ2 with σ := max{θ1, θ2}.
Then for each f ∈ Lp(R+;X) there exists a unique solution ϕ ∈ D(G) := D(B2) ∩ D(A2) of
the equation
Gϕ = f, (34)
where G = B2 +A2 +A(B1 +A)−1B1. In particular, if di ∈K1(βi, θi) with βi > 0 for i = 1,2,
then ϕ ∈ 0Hβ2p (R+;X)∩Lp(R+;DA2) =: 0Zβ22 (R+).
Proof. Define mj(iρ) = 1/dˆj (iρ) for j = 1,2, and ρ ∈ R \ {0}. Let ε ∈ (φR∞A , (π − σ)/2) and
set g(iρ,μ) = m2(iρ)+μ2 +μm1(iρ)(μ+m1(iρ))−1 for μ ∈ Σε and ρ ∈ R \ {0}.
Let ρ ∈ R \ {0} be fixed and assume that Im dˆ1(iρ)  0. Hence from condition (ii) and the
sectoriality of di , i = 1,2, it follows that Im dˆ2(iρ) 0, and
0 < arg
(
mj(iρ)
)
< θj , j = 1,2.
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−2ε < arg(m2(iρ)+μ2)< θ2,
−2ε < arg(μm1(iρ)(m1(iρ)+μ)−1)< θ1,
hold for all μ ∈ Σε . Since ε ∈ (φR∞A , (π − σ)/2), we obtain that
−2ε < arg(g(iρ,μ))< (2ε + σ) < π.
Analogously, we obtain
−(2ε + σ) < arg(g(iρ,μ))< 2ε,
if we assume that Im dˆ1(iρ)  0. Therefore, g(iρ,μ) 
= 0 for all μ ∈ Σε and ρ ∈ R \ {0}.
Moreover, since dj ∈ L1(R+) and by the continuity of the function arg, it follows that
g(0,0) > 0. Therefore, (g(iρ,μ))−1 =: M(iρ,μ) is analytic in μ and uniformly bounded for
all ρ ∈ R \ {0}, and all μ ∈ Σε , thus we have {M(iρ, ·)}ρ∈R\{0} ∈H∞(Σε). Furthermore, since
A ∈RH∞(Lp(R+;X)) with φR∞A  φR∞A , it follows that
R{M(iρ,A): ρ ∈ R \ {0}}< ∞.
From the 1-regularity of di and Kahane’s contraction principle (cf. [16, Lemma 3.5]), we obtain
that the set{
iρ∂1g(iρ,A): ρ ∈ R \ {0}
}
is also R-bounded. Since a product of R-bounded families is again R-bounded, this yields
R{ρ∂1M(iρ,A): ρ ∈ R \ {0}}< ∞.
Therefore, by Theorem 6, the operator
TMf :=F−1
[
M(·,A)Ff ]
is a Fourier Lp-multiplier in the sense of distributions. Hence, from the uniqueness of the Fourier
transform, it follows that the function ϕ := TMf |R+ is the unique solution of (34) in D(G).
Moreover, from Corollary 10, it follows that ϕ ∈ 0Zβ22 (R+). 
Remark 14. The strong conditions A ∈RH∞(X) in Theorem 13 can be relaxed if we choose
X = Lp for 1 <p < ∞. ThenRH∞(X) =H∞(X) and φR∞A = φ∞A (cf. Kalton and Weis [25]).
Corollary 15. Suppose that the conditions of Theorem 13 are satisfied. Furthermore, we assume
that di ∈K1(βi, θi) for i = 1,2, with β2  β1. Then the system (28)–(29) has a unique solution
(v,ϕ) ∈ 0Zβ11 (R+)× 0Zβ22 (R+) if and only if
hi ∈ 0Hβip (R+;X) for i = 1,2.
Remark 16. The condition β2  β1 in Corollary 15 ensures the existence of a unique solution
(v,ϕ) with optimal regularity, whereas in case β2 < β1 we obtain also a unique solution (v,ϕ)
but with v + ϕ ∈ 0Zβ1(R+) and v ∈ Lp(R+;DA), hence no optimal regularity.1
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u+ φ = −b1 ∗Au+ 1 ∗ f1 + u0 + φ0, (35)
φ = −b2 ∗A2φ + b2 ∗Au+ 1 ∗ f2 + φ0. (36)
Corollary 17. Suppose that the kernels ai fulfill condition (P0), and assume that αi 
= 1/p for
i = 1,2. In case that γ = 0 in (25), the system (35)–(36) has a unique solution (u,φ) ∈ Z1+α11 ×
Z
1+α2
2 if and only if the following conditions hold:
(i) fi ∈ Hαip (J ;X), for i = 1,2;
(ii) u0 ∈ Y 1p(1 + α1) and φ0 ∈ Y 2p(1 + α2);
(iii) ut (0) ∈ Y˜ 1p(1 + α1) and φt (0) ∈ Y˜ 2p(1 + α2), if αi > 1p , for i = 1,2.
Proof. We begin with the necessity part. From condition (P0), we have that α2  α1. Hence,
Z
1+α2
2 ↪→ Z1+α11 and therefore, u−u0 +φ−φ0 +b1 ∗Au = 1∗f1 ∈ 0H 1+α1p (J ;X). In addition,
since Au ∈ Lp(J ;X), it follows from Corollary 10 that b2 ∗ Au ∈ 0H 1+α2p (J ;X). This yields,
φ − φ0 + b2 ∗A2φ − b2 ∗Au = 1 ∗ f2 ∈ 0H 1+α2p (J ;X). Hence, the condition (i) is proved. The
conditions (ii) and (iii) follow from the embeddings
Z
1+αi
i ↪→ C1
(
J ; Y˜ ip(1 + αi)
)∩C(J ;Y ip(1 + αi)),
provided αi > 1/p holds for i = 1,2. In case that α2 > 1/p > α1 we set ut (0) = 0, since in
this case Hα1p (J ;X) = 0Hα1p (J ;X). Analogously, for the other case, i.e., 1/p > α2  α1 we set
ut (0) = φt (0) = 0.
Now, we prove the sufficiency part. Firstly, we will discuss the nonhomogeneous version of
(28)–(29). For this we consider the problems
w1(t) = −(b1 ∗Aw1)(t)+ x1, (37)
w2(t) = −(b2 ∗A2w2)(t)+ x2. (38)
Moreover, if the kernels bi for i = 1,2 have more regularity we can also consider the problems
z1(t) = −(b1 ∗Az1)(t)+ ty1, (39)
z2(t) = −(b2 ∗A2z2)(t)+ ty2. (40)
Observe that from the variation of parameters formula (see [28, Proposition 1.2]) the mild solu-
tions of (37) and (38) are given by
wi(t) = Si(t)xi for i = 1,2,
where Si corresponds to the resolvent operator of Eqs. (37) and (38), respectively. Analogously,
we have that the solutions of (39) and (40) are given by
zi(t) = (1 ∗ Si)(t)yi for i = 1,2.
Since 1 + αi > 1/p for i = 1,2, it follows from [35, Theorem 3.2] that
if xi ∈ Y ip(1 + αi) then wi ∈ Z1+αii for i = 1,2.
Similarly,
if αi > 1/p and yi ∈ Y˜ ip(1 + αi) then zi ∈ Z1+αi for i = 1,2.i
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A2(w2 + z2) and h2 := 1 ∗ (f2 − f2(0)) + b2 ∗ A(w1 + z1) if αi > 1/p for i = 1,2, otherwise,
we set fi(0) = 0 for i = 1,2. In this case, it follows that zi = 0 for i = 1,2. Clearly, hi ∈
0H
1+αi
p (J ;X) for i = 1,2 since α2  α1. Therefore, from Corollary 15 it follows that there exists
a unique solution (v,ϕ) ∈ 0Z1+α11 × 0Z1+α22 of (28)–(29). Hence, from (37)–(40), it follows that
the functions u := v +w1 + z1 and φ := ϕ +w2 + z2 satisfy the system
u+ φ = −b1 ∗Au+ 1 ∗ f1 + x1 + x2,
φ = −b2 ∗A2φ + b2 ∗Au+ 1 ∗ f2 + x2.
Moreover, if xi ∈ Y ip(1 + αi) for i = 1,2 then (u,φ) ∈ Z1+α11 × Z1+α22 . In addition, if αi > 1/p
and yi ∈ Y˜ ip(1 + αi) for i = 1,2 then (u,φ) ∈ Z1+α11 × Z1+α22 holds. Furthermore, from the
embedding
Z
1+αi
i ↪→ C1
(
J ; Y˜ ip(1 + αi)
)∩C(J ;Y ip(1 + αi)) for i = 1,2,
it follows that u(0) = x1 = u0, ut (0) = f1(0), φ(0) = x2 = φ0, and φt (0) = f2(0). 
Remark 18. In case that γ > 0, the result remains true if we set α1 = 0 and ut (0) ∈ X.
5.2. Contraction mapping principle
Let (u∗, φ∗) ∈ Z1+α11 ×Z1+α22 be the solution of the linear system
u∗ + φ∗ = −b1 ∗Au∗ + 1 ∗ f1 + u∗(0)+ φ∗(0), (41)
φ∗ = −b2 ∗A2φ∗ + b2 ∗Au∗ + 1 ∗ f2 + φ∗(0), (42)
and assume that (u,φ) ∈ Z1+α11 ×Z1+α22 is known in the following semilinear system:
u+ φ = −b1 ∗Au+ 1 ∗ f1 + u∗(0)+ φ∗(0), (43)
φ = −b2 ∗A2φ + b2 ∗Au− b2 ∗AE ′(φ)+ 1 ∗ f2 + φ∗(0). (44)
Let u∗ = u − u∗ and φ∗ = φ − φ∗, then from (41)–(44), it follows that (u∗, φ∗) satisfies the
equations
u∗ + φ∗ = −b1 ∗Au∗, (45)
φ∗ = −b2 ∗A2φ∗ + b2 ∗Au∗ − b2 ∗AE ′
(
φ∗ + φ∗
)
. (46)
Since α2  α1, we have that φ∗ ∈ 0H 1+α1p (J ;X), therefore the function u∗ in (45) can be repre-
sented in abstract form as
u∗ = (B1 +A)−1B1φ∗, (47)
using this in (46) we obtain that φ∗ is a solution of
Gφ∗ = −AE ′
(
φ∗ + φ∗
)
. (48)
Therefore, by means of this formulation, the system (43)–(44) is equivalent to solving Eq. (48)
and consequently to the fixed point problem
T φ∗ := TM
(−AE ′(φ∗ + φ∗)), (49)
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defined in Z1+α22 , provided that −AE ′(w) ∈ Lp(J ;X) for all w ∈ Z1+α22 , and some p > 1.
We define the closed ball BR(0) ⊂ 0Z1+α22 as the set of all φ∗ ∈ 0Z1+α22 such that
−|φ∗|
0Z
1+α2
2
R. Analogously, we define the shifted ball BR(φ∗) ⊂ Z1+α22 by means of
BR
(
φ∗
) := {w ∈ Z1+α22 : w = φ∗ + φ∗, φ∗ ∈ BR(0)}.
In addition, we have the embedding
Z
1+α2
2 ↪→ C
(
J,H
4−4/(p(1+α2))
p (Ω)
)
↪→ C(J ×Ω),
provided the condition p > n/4 + 1/(1 + α2) holds. This way, all functions w ∈ BR(φ∗) are
uniformly bounded. It follows that the same holds for φ∗ ∈ BR(0).
Lemma 19. Let p > n/4+1/(1+α2) with p ∈ (0,∞), and α2 ∈ [0,1). Let E ∈ C4−(R), and let
φ∗ ∈ Z1+α22 be fixed. Then the map T defined by (49) has a unique fixed point φ∗ ∈ 0Z1+α22 (δ)for some 0 < δ  T . Furthermore, there exists a constant C(δ) > 0 such that
|T w − T z|
0Z
1+α2
2 (δ)
 C(δ)|w − z|
0Z
1+α2
2 (δ)
, (50)
|T w|
0Z
1+α2
2 (δ)
 C(δ)
[|w|
0Z
1+α2
2 (δ)
+ ∣∣φ∗∣∣
Z
1+α2
2 (δ)
]
, (51)
hold for all w,z ∈ BR(0). Moreover, C(δ) → 0 as δ → 0.
Proof. Observe that, in order to prove (50)–(51), it suffices to check that∣∣E ′(u)−E ′(v)∣∣
p
 c(δ)|u− v|
Z
1+α2
2 (δ)
, (52)∣∣E ′(u)∣∣
p
 c(δ)|u|
Z
1+α2
2 (δ)
(53)
are valid for all u,v ∈ BR(φ∗), where c(δ) enjoys the same properties as C(δ).
Since all functions in BR(φ∗) are uniformly bounded, it follows from Hölder’s inequality that∣∣E ′(u)−E ′(v)∣∣
p

∣∣uE ′′(u)−vE ′′(v)∣∣
p
+ ∣∣|∇u|2E ′′′(u)− |∇v|2E ′′′(v)∣∣
p
 |u|rp
∣∣E ′′(u)− E ′′(v)∣∣
r ′p + |u−v|rp
∣∣E ′′(v)∣∣
r ′p
+ |∇u|22σp
∣∣E ′′′(u)− E ′′′(v)∣∣
σ ′p +
∣∣|∇u|2 − |∇v|2∣∣
σp
∣∣E ′′′(v)∣∣
σ ′p
 c(T )
{|u|rp∣∣E ′′(u)− E ′′(v)∣∣∞ + |u−v|rp∣∣E ′′(v)∣∣∞
+ |∇u|22σp
∣∣E ′′′(u)− E ′′′(v)∣∣∞ + ∣∣|∇u|2 − |∇v|2∣∣σp∣∣E ′′′(v)∣∣∞},
where c(δ) := max{δ1/r ′p, δ1/σ ′p}. On the other hand, we have
∇w ∈ H 3θ1(1+α2)/4p
([0, δ];H 3(1−θ1)p (Ω)) ↪→ L2σp([0, δ] ×Ω)
and
w ∈ Hθ2(1+α2)/2p
([0, δ];H 2(1−θ2)p (Ω)) ↪→ Lrp([0, δ] ×Ω),
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fore, we have∣∣E ′(u)−E ′(v)∣∣
p
 c(δ)
(
R + ∣∣φ∗∣∣
Z
1+α2
2 (δ)
)|u− v|
Z
1+α2
2 (δ)
,
which yields (52). By using the arguments above, it follows that (53) holds too. Therefore, we
obtain (50)–(51) by setting u = w + φ∗ and v = z+ φ∗. Furthermore, note that |φ∗|
Z
1+α2
2 (δ)
→ 0
as δ → 0, since φ∗ is a fixed function. Hence, the contraction mapping principle yields a unique
fixed point φ∗ ∈ BR(0) of T . 
The lemma above delivers a unique fixed point φ∗ ∈ 0Z1+α22 (δ), for each function φ∗ ∈ Z1+α22 .
If we choose (u∗, φ∗) as the unique solution of (41)–(42) and u∗ as (47) then (u,φ) ∈ Z1+α11 (δ)×
Z
1+α2
2 (δ) is the unique solution of (43)–(44), where u := u∗ + u∗ and φ := φ∗ + φ∗. In addition,
if α2 > 1/p then the embedding
Z
1+α2
2 (δ) ↪→ C1
([0, δ]; Y˜ 2p(1 + α2))∩C([0, δ];Y 2p(1 + α2))
is valid. This fact allows us to continue the solution φ. Indeed, let η > 0 and consider the space
Mφ∗ :=
{
ψ ∈ 0Z1+α22 (δ + η): ψ |[0,δ] = φ∗
}
.
The set Mφ∗ is not empty and with the metric induced by Z1+α22 (δ + η), we have that (Mφ∗ , d)
is a complete metric space, where
d(f,g) := |f − g|
Z
1+α2
2 (δ+η)
for all f,g ∈Mφ∗ .
We can now apply the contraction mapping principle to Mφ∗ . From (50) and (51), it is easy to
show that T has a unique fixed point φ∗ ∈Mφ∗ for some δ1 ∈ (δ, δ + η), provided η > 0 is
chosen sufficiently small. Hence, the pair (u∗, φ∗), where u∗ is obtained by (47), allows us to
define the functions φ := φ∗ + φ∗ and u := u∗ + u∗, which are the unique solution of (43)–(44)
in Z1+α11 (δ1) × Z1+α22 (δ1). A successive application of this argument yields a solution φ on a
maximal time interval [0, tmax), which is characterized by the two equivalent conditions⎧⎨
⎩
lim
δ→tmax
|φ(δ)|Y 2p(1+α2) does not exist, or
lim
δ→tmax
|φt (δ)|Y˜ 2p(1+α2) does not exist, if α2 > 1/p,
and
|φ|
Z
1+α2
2 (tmax)
= ∞.
Actually, we have proved the following result, which corresponds to the main result of this sec-
tion.
Theorem 20. Let p ∈ (1,∞). Assume that γ = 0 in (25), that the kernels ai fulfill condition (P0),
and that E ∈ C4−(R). Furthermore, suppose that p > n/4 + 1/(1 + α2) and αi 
= 1/p for i =
1,2. Then for some 0 < δ < tmax, the system (23)–(24) has a unique solution (u,φ) ∈ Z1+α11 (δ)×
Z
1+α2
2 (δ) if the data satisfy the following conditions:
(i) fi ∈ Hαip ([0, δ];X) for i = 1,2;
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(iii) ut (0) ∈ Y˜ 1p(1 + α1) and φt (0) ∈ Y˜ 2p(1 + α2) if αi > 1p for i = 1,2.
This result remains true if γ > 0; in this case condition (iii) has to be modified as in Re-
mark 18.
The approach used in the sections above can be applied to the classical Cahn–Hilliard equation
with temperature, that is,
ut + φt = u, in J ×Ω; (54)
φt = −
[
φ − E ′(φ)+ u], in J ×Ω; (55)
∂nu = ∂nφ = ∂n(φ) = 0, on J × ∂Ω;
u(0, x) = u0(x), φ(0, x) = φ0(x), in Ω.
Indeed, set bi(t) = 1 for i = 1,2, g1(t) = u0 + φ0, and g2(t) = φ0 in (23)–(24) then (23)–(24)
reduces to the integral version of (54)–(55). With this setting, it is not difficult to prove the
following result.
Theorem 21. Let p > n/4+1 with n ∈ N. Assume that E ∈ C4−(R). Then for some 0 < δ < tmax,
the system (54)–(55) has a unique solution (u,φ) ∈ Z11(δ)×Z12(δ) if the data satisfy the following
conditions:
u0 ∈ W 2−2/pp (Ω) and φ0 ∈ W 4−4/pp (Ω).
6. Global well-posedness
In this section we want to solve the nonlinear system
ut + φt = γu+
t∫
−∞
a1(t − s)u(s) ds, in J ×Ω; (56)
φt = −
t∫
−∞
a2(t − s)
{

[
φ − E ′(φ)+ u]}(s) ds, in J ×Ω; (57)
∂nu = ∂nφ = ∂n(φ) = 0, on J × ∂Ω; (58)
u(0, x) = u0(x), φ(0, x) = φ0(x), in Ω, (59)
globally in time in the setting established in the previous sections. We restrict ourselves to the
case where the system has trivial history, i.e.,
u(t, x) = φ(t, x) = 0, (t, x) ∈ (−∞,0)×Ω. (60)
In order to obtain an a priori estimate for our system, we assume, for instance, that the kernel
a2 is 1-regular and θa2 -sectorial with θa2 < π . Let the operator B , which is given in Theorem 7,
be associated with the kernel a2, and assume that condition (60) holds. In this way, the system
(56)–(59) can be written as follows:
ut + φt = γu+ a1 ∗u, in J ×Ω; (61)
Bφt = −
[
φ − E ′(φ)+ u], in J ×Ω; (62)
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u(0, x) = u0, φ(0, x) = φ0, in Ω.
Furthermore, since
∫
Ω
u(t, x) dx and
∫
Ω
φ(t, x) dx are conserved quantities, i.e.,∫
Ω
u(t, x) dx =
∫
Ω
u0(x) dx = const and
∫
Ω
φ(t, x) dx =
∫
Ω
φ0(x) dx = const,
we may, without loss of generality, assume that∫
Ω
φ0(x) dx =
∫
Ω
u0(x) dx = 0.
In fact, it suffices to replace the solution φ by φ − c with c = 1|Ω|
∫
Ω
φ0(x) dx, and to replace E ′
by E ′1(s) := E ′(s + c).
Denoting by υ = −−1N f the unique solution of the problem
−υ = f in Ω,
∂nυ = 0, on ∂Ω,
∫
Ω
υ dx = 0,
where f ∈ L2(Ω) and
∫
Ω
f dx = 0, we have that
−−1N Bφt = φ − E ′(φ)+ u (63)
is equivalent to (62). On the other hand, multiplying (61) by u and (63) by φt , adding and inte-
gration by parts yields
d
dt
{∫
Ω
(
1
2
|u|2 + 1
2
|∇φ|2 + E(φ)
)
dx
}
+
∫
Ω
γ |∇u|2 dx
+ 〈a1 ∗ ∇u,∇u〉 +
〈
B
(−−1/2N φt),−−1/2N φt 〉= 0. (64)
Here 〈,〉 denotes the usual scalar product in L2(Ω). Observe that the presence of the terms
〈a1 ∗ ·,·〉 and 〈B ·,·〉 in the energy equality (64) force us to impose extra conditions on the kernels
a1 and a2 in order to obtain an a priori estimate. Assume that a1 satisfies condition (P1), and a2
the condition (P2).
Integrating (64) over [0, δ] with δ < tmax and using the condition (21) yields
1
2
|u|22 +
1
2
(|∇φ|22 −m1|φ|22)+ γ
δ∫
0
|∇u|22 ds
+
δ∫
0
〈a1 ∗ ∇u,∇u〉ds +
δ∫
0
〈
B
(−−1/2N φt),−−1/2N φt 〉ds

∫
Ω
∣∣E(φ0)∣∣dx + 12 |u0|22 + 12 |∇φ0|22 +m2|Ω|. (65)
In addition, note that from the growth condition (22) it follows that
810 V. Vergara / J. Math. Anal. Appl. 328 (2007) 789–812∣∣E ′′(s)∣∣ C(1 + |s|β+1), (66)∣∣E ′(s)∣∣C(1 + |s|β+2), (67)∣∣E(s)∣∣ C(1 + |s|β+3). (68)
Hence, the a priori estimate (65) remains bounded from above, provided that φ0 ∈ Lβ+3(Ω),
which can be ensured in case β < 3, and n  3, due to the embedding W 12 ↪→ L6 is valid.
Further, from Poincaré’s inequality it follows that (65) is also bounded from below by 0. Now,
we estimate the term E ′(φ) by using the Gagliardo–Nirenberg inequality. Since E ′(φ) =
E ′′(φ)φ + E ′′′(φ)|∇φ|2, we estimate it separately. From (66), Hölder’s inequality, and the
Gagliardo–Nirenberg inequality we obtain∣∣E ′′(φ)φ∣∣
p
K
[
12p + |φ|ρ1(β+1)W 4p |φ|
(1−ρ1)(β+1)
L6
]|φ|ρ2
W 4p
|φ|1−ρ2L6 , (69)
provided the condition(
ρ2 + (β + 1)ρ1
)(
4 − n
p
+ n
6
)
= 2 − n
p
+ n
6
(β + 2) for some ρ1, ρ2 ∈ (0,1) (70)
holds. Similarly, we estimate the term |∇φ|2E ′′′(φ) obtaining∣∣E ′′′(φ)|∇φ|2∣∣
p
K
[
12p + |φ|ρ1βW 4p |φ|
(1−ρ1)β
L6
]|φ|2ρ2
W 4p
|φ|2−2ρ2L6 , (71)
provided the condition
(2ρ2 + βρ1)
(
4 − n
p
+ n
6
)
= 2 − n
p
+ n
6
(β + 2) for some ρ1, ρ2 ∈ (0,1) (72)
holds. Observe that the conditions (70) and (72) are satisfied if, e.g., ρ2 + (β + 1)ρ1 < 1, and
2ρ2 + βρ1 < 1, and p  2. Furthermore, if we choose ρi , for i = 1,2 such that , ε ∈ (1/p,1),
where  := ρ2 + (β + 1)ρ1 and ε := 2ρ2 + βρ1, hence from (69)–(72) and Hölder’s inequality
we have∣∣E ′(φ)∣∣
p,p
K0
[|φ|ρ2
Lp(W 4p)
|φ|1−ρ2L∞(L6) + |φ|
2ρ2
Lp(W 4p)
|φ|2−2ρ2L∞(L6)
+ |φ|
Lp(W 4p)
|φ|β+1−L∞(L6) + |φ|εLp(W 4p)|φ|
β+2−ε
L∞(L6)
]
K1
[|φ|ρ2
Z
1+α2
2 (δ)
+ |φ|2ρ2
Z
1+α2
2 (δ)
+ |φ|
Z
1+α2
2 (δ)
+ |φ|ε
Z
1+α2
2 (δ)
]
, (73)
where K0 and K1 are positive constants and they depend only on Ω . On the other hand, by
maximal Lp-regularity, there is a constant M := M(T ) > 0 such that
|u|
Z
1+α1
1 (δ)
+ |φ|
Z
1+α2
2 (δ)
M
(
1 + ∣∣E ′(φ)∣∣
p,p
)
. (74)
Hence, from (73) and (74) it follows that
|φ|
Z
1+α2
2 (δ)
M0,
where the constant M0 is independent of δ < tmax. Therefore,
|φ|
Z
1+α2
2 (tmax)
< ∞.
This in turn yields the boundedness of u ∈ Z1+α11 (tmax). Hence the global existence of (61)–(62)
follows.
We can now state our main result of this paper.
V. Vergara / J. Math. Anal. Appl. 328 (2007) 789–812 811Theorem 22. Let p  2 and n  3 and γ = 0 in (61). Assume that ai satisfies condition (P0)
for i = 1,2, and that the potential E fulfils the conditions (20)–(22). Further, suppose that con-
ditions (P1) and (P2) hold. Then the system (61)–(62) has a unique global solution (u,φ) ∈
Z
1+α1
1 ×Z1+α22 if the following conditions hold:
u0 ∈ Y 1p(1 + α1) and φ0 ∈ Y 2p(1 + α2).
In case that γ > 0, the result remains true if we set α1 = 0.
The arguments used above can be applied also to the classical Cahn–Hilliard equation (54)–
(55) to obtain a global solution.
Theorem 23. Let p  2 and n  3. Assume that the potential E fulfils the conditions (20)–
(22). Then the system (54)–(55) has a unique global solution (u,φ) ∈ Z11 × Z12 if the following
conditions are satisfied:
u0 ∈ W 2−2/pp (Ω) and φ0 ∈ W 4−4/pp (Ω).
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