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Abstract
We present an algorithm to solve BSDEs with jumps based on Wiener Chaos Expansion and
Picard’s iterations. This paper extends the results given in [7] to the case of BSDEs with
jumps. We get a forward scheme where the conditional expectations are easily computed
thanks to chaos decomposition formulas. Concerning the error, we derive explicit bounds
with respect to the number of chaos, the discretization time step and the number of Monte
Carlo simulations. We also present numerical experiments. We obtain very encouraging
results in terms of speed and accuracy.
Keywords: Backward stochastic Differential Equations with jumps, Wiener Chaos
expansion, Numerical method
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1. Introduction
In this paper we are interested in the numerical approximation of solutions (Y, Z, U) to
backward stochastic differential equations (BSDEs in the sequel) with jumps of the following
form
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Us) ds−
∫ T
t
ZsdBs −
∫
]t,T ]
UsdN˜s, 0 ≤ t ≤ T, (1)
where B is a 1-dimensional standard Brownian motion and N˜ is a compensated Poisson
process independent from B, i.e. N˜t := Nt − κt and {Nt}t≥0 is a Poisson process with
intensity κ > 0. The terminal condition ξ is a real-valued FT–measurable random variable
where {Ft}0≤t≤T stands for the augmented natural filtration associated with B andN . Under
standard Lipschitz assumptions on the driver f , the existence and uniqueness of the solution
have been stated by Tang and Li [23], generalizing the seminal paper of Pardoux and Peng
[18].
The main objective of this paper is to propose a numerical method to approximate the
solution (Y, Z, U) of (1). In the no-jump case, there exist several methods to simulate
(Y, Z). The most popular one is the method based on the dynamic programming equation,
introduced by Briand, Delyon and Mémin [6]. In the Markovian case, the rate of convergence
of the method has been studied by Zhang [24] and Bouchard and Touzi [4]. From a numerical
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point of view, the main difficulty in solving BSDEs is to compute conditional expectations.
Different approaches have been proposed: Malliavin calculus [4], regression methods [10]
and quantization techniques [2]. In the general case (i.e. for a terminal condition which is
not necessarily Markovian), Briand and Labart [7] have proposed a forward scheme based
on Wiener chaos expansion and Picard’s iterations. Thanks to the chaos decomposition
formulas, conditional expectations are easily computed, which leads to an efficient, fully
implementable scheme. In case of BSDEs driven by a Poisson random measure, Bouchard
and Elie [3] have proposed a scheme based on the dynamic programming equation and
studied the rate of convergence of the method when the terminal condition is given by
ξ = g(XT ), where g is a Lipschitz function and X is a forward process. More recently,
Geiss and Steinicke [9] have extended this result to the case of a terminal condition which
may be a Borel function of finitely many increments of the Lévy forward process X which
is not necessarily Lipschitz but only satisfies a fractional smoothness condition. In the case
of jumps driven by a compensated Poisson process, Lejay, Mordecki and Torres [15] have
developed a fully implementable scheme based on a random binomial tree, following the
approach proposed by Briand, Delyon and Mémin [5].
In this paper, we extend the algorithm based on Picard’s iterations and Wiener chaos
expansion introduced in [7] to the case of BSDEs with jumps. Our starting point is the use
of Picard’s iterations: (Y 0, Z0, U0) = (0, 0, 0) and for q ∈ N,
Y q+1t = ξ +
∫ T
t
f (s, Y qs , Zqs , U qs ) ds−
∫ T
t
Zq+1s · dBs −
∫
]t,T ]
U q+1s dN˜s, 0 ≤ t ≤ T.
Writing this Picard scheme in a forward way gives
Y q+1t = E
(
ξ +
∫ T
0
f (s, Y qs , Zqs , U qs ) ds
∣∣∣∣ Ft
)
−
∫ t
0
f (s, Y qs , Zqs , U qs ) ds,
Zq+1t = E
(
D
(0)
t Y
q+1
t
∣∣∣∣ Ft−) = E
(
D
(0)
t
(
ξ +
∫ T
0
f (s, Y qs , Zqs , U qs ) ds
) ∣∣∣∣ Ft−
)
,
U q+1t = E
(
D
(1)
t Y
q+1
t
∣∣∣∣ Ft−) = E
(
D
(1)
t
(
ξ +
∫ T
0
f (s, Y qs , Zqs , U qs ) ds
) ∣∣∣∣ Ft−
)
,
where D(0)t X (resp. D
(1)
t X) stands for the Malliavin derivative of the random variable X
with respect to the Brownian motion (resp. w.r.t. the Poisson process).
In order to compute the previous conditional expectation, we use a Wiener chaos expan-
sion of the random variable
F q = ξ +
∫ T
0
f (s, Y qs , Zqs , U qs ) ds.
More precisely, we use the following orthogonal decomposition of the random variable F q
(see Proposition 2.6)
F q = E [F q] +
∞∑
k=1
k∑
l=0
∑
kl∈Nl
∑
jk−l∈Nk−l
dkl, jk−lL
0,...,0
l (e˜[k1, . . . , kl])L
1,...,1
k−l (e˜[j1, . . . , jk−l]).
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where L0,··· ,0m (g) (resp. L1,··· ,1m (g)) denotes the iterated integral of order m of g w.r.t. the
Brownian motion (resp. w.r.t. the compensated Poisson process), (e˜[k1, . . . , km])km∈N is an
orthogonal basis of (L˜2)⊗m([0, T ]), the subspace of symmetric functions from (L2)⊗m([0, T ]).
The sequence of coefficients {dkl, jk−l}kl∈Nl, jk−l∈Nk−l ensues from the Wiener chaos decompo-
sition of F q.
The point to get an implementable scheme is that we only keep a finite number of terms
in this expansion: we use a finite number of chaos and we choose a finite number of functions
{e1, · · · , eN} to build {e˜[k1, · · · , km]}km∈{1,··· ,N}. More precisely, if we choose ei := 1√h1]ti−1,ti]
where ti = ih and h := TN , we obtain
F q ∼ E [F q] +
p∑
k=1
∑
|n|=k
dnk
N∏
i=1
KnBi
(
Bti −Bti−1√
h
)
CnPi (Nti −Nti−1 , κh),
where Ki (resp. Ci) denotes the Hermite (resp. Charlier) polynomial of degree i, n =
(nB1 , · · · , nBN , nP1 , · · · , nPN) is a vector of integers and |n| =
∑N
i=1(nBi + nPi ). By using this
approximation of F q we can easily compute E(F q|Ft), E(D(0)t F q|Ft−) and E(D(1)t F q|Ft−),
which gives us (Y q+1t , Zq+1t , U q+1t ). To get a fully implementable algorithm, it remains to
approximate E(F q) and the coefficients {dnk}n,k by Monte Carlo.
When extending [7] to the jump case one realizes that the main difficulty lies in the fact
that there is no hypercontractivity property in the Poisson chaos decomposition case. This
property plays an important role in the proof of the convergence in the Brownian case. To
circumvent this problem, we exploit a recent result of Last, Penrose, Schulte and Thäle [13],
which gives a formula to compute the expectation of products of Poisson multiple integrals,
and the according result for the Brownian case from Peccati and Taqqu [19]. In fact, in
equation (18) of Proposition 2.9 we get an explicit expression for
E(In1(fn1) · · · Inl(fnl))
in terms of a combinatoric sum of tensor products of the chaos kernels fni . Here Ini(fni)
denotes the multiple integral of order ni with respect to the process B + N˜ . By this expres-
sion one gets the required estimates for the truncated chaos without the hypercontractivity
property. Therefore, to prove the convergence of the method we may proceed similarly to
[7], and split the error into four terms:
• the error due to Picard iterations
• the error due to the truncation onto the chaos up to order p
• the error due to the finite number of basis functions {e1, · · · , eN} for each chaos
• the error due to the Monte Carlo simulations to approximate the expectations appear-
ing in the coefficients {dnk}n,k.
The paper is organized as follows: Section 2 contains the notations and gives preliminary
results, Section 3 describes the approximation procedure, Section 4 states the convergence
results and Section 5 presents the algorithm and some numerical examples. Some technical
results are proved in the appendix.
3
1.1. Definitions and Notations
Given a probability space (Ω,F ,P) we consider
• Lp(FT ) := Lp(Ω,FT ,P), p ∈ N∗ = N \ {0}, the space of all FT -measurable random
variables (r.v. in the following) X : Ω 7−→ R satisfying ‖X‖pp := E(|X|p) <∞.
• SpT (R), p ∈ N, p ≥ 2, the space of all càdlàg, adapted processes φ : Ω × [0, T ] 7−→ R
such that ‖φ‖pSp = E(supt∈[0,T ] |φt|p) <∞.
• HpT (R), p ∈ N, p ≥ 2, the space of all predictable processes φ : Ω × [0, T ] 7−→ R such
that ‖φ‖pHpT = E(
∫ T
0 |φt|pdt) <∞.
• L2(0, T ), the space of all square integrable functions on [0, T ].
• Ck,l, the set of continuously differentiable functions φ : (t, x) ∈ [0, T ] × R3 with con-
tinuous derivatives w.r.t. t (resp. w.r.t. x) up to order k (resp. up to order l).
• Ck,lb , the set of continuously differentiable functions φ : (t, x) ∈ [0, T ]×R3 with contin-
uous and uniformly bounded derivatives w.r.t. t (resp. w.r.t. x) up to order k (resp.
up to order l). The function φ is also bounded.
• ‖∂jspf‖2∞, the sum of the squared norms of the derivatives of f([0, T ]×R3,R) w.r.t. all
the space variables x which sum equals j : ‖∂jspf‖2∞ :=
∑
|k|=j ‖∂k1x1∂k2x2∂k3x3f‖2∞, where
|k| = k1 + k2 + k3.
• C∞p , the set of smooth functions f : Rn 7−→ R (n ≥ 1) with partial derivatives of
polynomial growth.
• ‖(·, ·, ·)‖pLp , p ≥ 1, the norm on the space SpT (R)× HpT (R)× HpT (R) defined by
‖(Y, Z, U)‖pLp := E( sup
t∈[0,T ]
|Yt|p) +
∫ T
0
E(|Zt|p)dt+ κ
∫ T
0
E(|Ut|p)dt. (2)
Hypothesis 1.1. We assume
• the terminal condition ξ belongs to L2(FT );
• the generator f ∈ C([0, T ] × R3;R) is Lipschitz continuous in space, uniformly in t:
there exists a constant Lf such that
|f(t, y1, z1, u1)− f(t, y2, z2, u2)| ≤ Lf (|y1 − y2|+ |z1 − z2|+ |u1 − u2|) .
Lemma 1.2. If Hypothesis 1.1 is satisfied and ξ ∈ D1,2 (defined below) we get from [9,
Theorem 3.4] that for a.e. t ∈ [0, T ]
Zt = E[D(0)t Yt|Ft−], Ut = E[D(1)t Yt|Ft−] P− a.s. (3)
where D(0)t X stands for the Malliavin derivative w.r.t. the Brownian motion of the random
variable X, and D(1)t X stands for the Malliavin derivative w.r.t. the Poisson process of the
random variable X. Here E[·|Ft−] should be understood as the predictable projection, and
since the paths s 7→ D(i)t Ys are a.s. càdlàg we define D(i)t Yt := lims↓tD(i)t Ys if the limit exists,
and zero otherwise.
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2. Wiener Chaos Expansion
2.1. Notations and useful results
2.1.1. Iterated integrals
We refer to [16] and [21] for more details on this section. Let us briefly recall the Wiener
chaos expansion in the case of a real-valued Brownian motion and an independent Poisson
process with intensity κ > 0.
We define
G0(t) = Bt, G1(t) = Nt − κt,
and Li1,··· ,ikk (f) the iterated integral of f with respect to G0 and G1
Li1,··· ,ikk (f) =
∫ T
0
(∫ t−
k
0
· · ·
(∫ t−2
0
f(t1, . . . , tk)dGi1(t1)
)
· · · dGik−1(tk−1)
)
dGik(tk).
We have the following chaotic representation property.
Proposition 2.1. ([16, Proposition 2.1]) For k ∈ N∗ define
ik := (i1, . . . , ik) ∈ {0, 1}k.
Any F ∈ L2(FT ) has a unique representation of the form
F = E(F ) +
∞∑
k=1
∑
ik∈{0,1}k
Likk (fik), (4)
where fik ∈ L2(Σk) and Σk = {(t1, . . . , tk) ∈ [0, T ]k : 0 < t1 < · · · < tk < T} is the simplex
of [0, T ]k.
Let |ik| := ∑kj=1 ij. Due to the isometry property it holds
‖Likk (f)‖2 = κ|ik|‖f‖2Σk ,
and for any f ∈ L2(Σk), g ∈ L2(Σm), ik ∈ {0, 1}k, and jm ∈ {0, 1}m we have (see [16,
Proposition 1.1])
E[Likk (f)Ljmm (g)] =
{
κ|ik|
∫
Σk f(t1, · · · , tk)g(t1, · · · , tk)dt1 · · · dtk if ik = jm
0 otherwise.
Then, ‖F‖2 = E[F ]2 +∑k≥1∑ik κ|ik|‖fik‖2L2(Σk). The chaos approximation of F up to order
p is defined by
Cp(F ) := E(F ) +
p∑
k=1
∑
ik
Likk (fik) (5)
and Pk(F ) :=
∑
ik L
ik
k (fik) is the Wiener chaos of order k of F . We have
E[(Pk(F ))2] =
∑
ik
κ|ik|‖fik‖2Σk . (6)
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• Let f ∈ L2(Σk) and j ∈ {0, 1}. Following [16], we define the derivative of Likk (f) w.r.t.
the Brownian motion and the Poisson process as the element of L2(Ω × [0, T ]) given
by
D
(j)
t L
ik
k (f) =
k∑
l=1
1{il=j}L
i1,··· ,îl,··· ,ik
k−1 (f( · · ·︸︷︷︸
l−1
, t, · · · )), (7)
where î means that the i-th index is omitted.
• Let j ∈ {0, 1}. We extend the definition of D(j) to
Dom D(j) :=
F ∈ L2(FT ) satisfying (4) and
∞∑
k=1
∑
ik
k∑
l=1
1{il=j} κ|ik|‖fik‖2Σk <∞
 .
If F ∈ Dom D(j) then
‖F‖2Dom D(j) := E|F |2 + κjE
∫ T
0
|D(j)t F |2dt <∞.
• F with chaotic representation (4) belongs to Dom D =: D1,2 if F belongs to
Dom D(0) ∩Dom D(1), i.e.
‖F‖2D1,2 := E|F |2 +
∞∑
k=1
k
∑
ik
κ|ik|‖fik‖2Σk <∞.
More generally, we define Dm,2 as follows:
• Let m ≥ 1. We say that F satisfying (4) belongs to Dm,2 if it holds
‖F‖2Dm,2 := E|F |2 +
m∑
l=1
∞∑
k=l
k!
(k − l)!
∑
ik
κ|ik|‖fik‖2Σk <∞.
We recall
D∞,2 = ∩∞m=1Dm,2.
We define for l ∈ N∗ with l ≤ m the seminorm ‖ · ‖Dl on Dm,2 by
‖F‖2Dl :=
∑
il
κ|il|E
(∫ T
0
· · ·
∫ T
0
∣∣∣Dilt1,··· ,tlF ∣∣∣2 dt1 · · · dtl
)
=
∞∑
k=l
k!
(k − l)!
∑
ik
κ|ik|‖fik‖2Σk ,
(8)
where Dilt1,··· ,tl = D
i1
t1 · · ·Diltl represents the multi-index Malliavin derivative.
Remark 2.2. By using this notation we have ‖F‖2Dm,2 = E|F |2 +
∑m
l=1 ‖F‖2Dl.
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• For m ≥ 1 and j ∈ N∗ we define Dm,j as the space of all F ∈ Dm,2 such that
‖F‖jm,j :=
∑
1≤l≤m
∑
il∈{0,1}l
ess sup
(t1,··· ,tl)∈[0,T ]l
E[|Dilt1,··· ,tlF |j] <∞.
(Since (ω, t1, ..., tl) 7→ (Dilt1,··· ,tlF )(ω) is regarded as an element of L2(Ω × [0, T ]l)
w.r.t. the measure P ⊗ λd (λd denotes the Lebesgue measure on Rd) we use the es-
sential supremum w.r.t. λd.)
• Sm,j denotes the space of all triples of processes (Y, Z, U) belonging to SjT (R)×HjT (Rd)×
HjT (R) and such that
‖(Y, Z, U)‖jm,j : =
∑
1≤l≤m
∑
il
ess sup
(t1,··· ,tl)∈[0,T ]l
‖(Dilt1,··· ,tlY,Dilt1,··· ,tlZ,Dilt1,··· ,tlU)‖jLj <∞,
where ‖ · ‖jLj has been defined in (2). We denote Sm,∞ := ∩∞j=1Sm,j.
Remark 2.3. If F := g(G), where g : R → R is a C1b function and G ∈ D1,2, we have
(following [8, Proposition 5.1]) that
(D(0)t F,D
(1)
t F ) = (g′(G)D
(0)
t G, g(G+D
(1)
t G)− g(G)).
Moreover, using Notation (8), we get
‖F‖2D1 = ‖D(0)F‖2L2(Ω×[0,T ]) + κ‖D(1)F‖2L2(Ω×[0,T ]) ≤ ‖g′‖2∞‖G‖2D1 .
More generally, if g : R→ R is a Cmb function and G ∈ Dm,2, we have
‖F‖2Dm ≤ C(m, {‖g(k)‖∞}k≤m, ‖G‖Dm,2),
where C(m, {‖g(k)‖∞}k≤m, ‖G‖Dm,2) is a constant depending onm, {‖g(k)‖∞}k≤m and ‖G‖Dm,2 .
Lemma 2.4. Let 1 ≤ m ≤ p+ 1 and F ∈ Dm,2. We have
E[|F − Cp(F )|2] ≤ ‖F‖
2
Dm
(p+ 2−m) · · · (p+ 1) .
Proof. Using (6), we get
E[|F − Cp(F )|2] =
∑
k≥p+1
E[Pk(F )2] =
∑
k≥p+1
∑
ik
κ|ik|‖fik‖2Σk
=
∑
k≥p+1
k!
(k −m)!
(k −m)!
k!
∑
ik
κ|ik|‖fik‖2Σk
≤ 1(p+ 2−m) · · · (p+ 1)
∑
k≥p+1
k!
(k −m)!
∑
ik
κ|ik|‖fik‖2Σk .
≤ 1(p+ 2−m) · · · (p+ 1)
∑
k≥m
k!
(k −m)!
∑
ik
κ|ik|‖fik‖2Σk .
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2.1.2. Multiple integrals
In the following, λ denotes the Lebesgue measure. Setting
M(ds, dx) := dG0(s)dδ0(x) + dG1(s)dδ1(x)
we get an independent random measure in the sense of Itô (see [11]). There exists a chaotic
representation by multiple integrals w.r.t. this random measure M which is equivalent to
Proposition 2.1.
Proposition 2.5. ([11]) Any F ∈ L2(FT ) can be represented as
F = E[F ] +
∞∑
k=1
Ik(gk), (9)
with gk ∈ (L2)⊗k(λ⊗ (δ0 + κδ1)) := (L2)⊗k([0, T ]× {0, 1},B([0, T ])⊗ 2{0,1}, λ⊗ (δ0 + κδ1)).
This representation is unique if we assume that the functions gk(z1, ..., zk) with zi = (ti, xi) ∈
[0, T ]× {0, 1} are symmetric.
For the definition of the multiple integrals Ik(gk) we refer to [11] or [12]. But using the
result that the representations in Proposition 2.1 and 2.5 are both unique we conclude for
symmetric gk the relation
Ik(gk) = k!
∑
ik
Likk (gk((·, i1), · · · , (·, ik))), (10)
where ik is defined in Proposition 2.1 and
gk(((t1, i1), · · · , (tk, ik))) = k!fik(t1, . . . , tk) on Σk
with fik from Proposition 2.1.
Moreover, for symmetric gk ∈ (L2)⊗k(λ ⊗ (δ0 + κδ1)) and fm ∈ (L2)⊗m(λ ⊗ (δ0 + κδ1))
the relation
E[Ik(gk)Im(fm)] =
{
k!〈gk, fk〉(L2)⊗k(λ⊗(δ0+κδ1)) if k = m
0 otherwise, (11)
holds true. If F ∈ Dm,2, we combine (9), (10) and [16, Definition 1.7] (which extends (7) to
functions defined on L2([0, T ])k) to get
gk((t1, i1), . . . , (tk, ik)) =
1
k!ED
ik
t1,...,tkF, k ≤ m. (12)
On the other hand, this can be easily derived if one takes into account that for F = E[F ] +∑∞
k=1 Ik(gk) we have Di1t1F =
∑∞
k=1 kIk−1(gk((t1, i1), ·)), and that the expectation of any
multiple integral of order k > 0 is zero while I0 is the identity map.
For the implementation of the numerical scheme we will use Hermite and Charlier poly-
nomials. In order to do so, we provide a chaotic representation consisting only of iterated
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integrals of the form L0,...,0 and L1,...,1 for which the relations (22) and (23) below can be
used.
Use {p0, p1} = {1{0}, 1√κ1{1}} as orthonormal basis of L2({0, 1}, 2{0,1}, δ0 + κδ1) and fix
an orthonormal basis {ek}k∈N for L2([0, T ],B([0, T ]), λ). By setting
e[(k1, i1), . . . , (km, im)] := (ek1 ⊗ pi1)⊗ . . .⊗ (ekm ⊗ pim), kj ∈ N, ij ∈ {0, 1}
we get an orthonormal basis of (L2)⊗m(λ⊗ (δ0 + κδ1)). The symmetrizations
e˜[(k1, i1), . . . , (km, im)] :=
1
m!
∑
pi∈Sm
e[(kpi(1), ipi(1)), . . . , (kpi(m), ipi(m))], kj ∈ N, ij ∈ {0, 1}
(13)
form an orthogonal basis of ˜(L2)⊗m(λ⊗(δ0 +κδ1)), the subspace of symmetric functions from
(L2)⊗m(λ⊗ (δ0 + κδ1)).
We also will use the notation
e˜[k1, . . . , km] :=
1
m!
∑
pi∈Sm
ekpi(1) ⊗ · · · ⊗ ekpi(m) , kj ∈ N,
where Sm stands for the set of all permutations of {1, ...,m}.
Proposition 2.6. Any F ∈ L2(FT ) can be represented as
F = E[F ] +
∞∑
k=1
k∑
l=0
∑
kl∈Nl
∑
jk−l∈Nk−l
dkl,jk−lL
0,...,0
l (e˜[k1, . . . , kl])L
1,...,1
k−l (e˜[j1, . . . , jk−l]),
where dkl,jk−l =
l!(k−l)!〈gk,e[(k1,0),....(kl,0)]⊗e[(j1,1),...,(jk−l,1)]〉(L2)⊗k
κ
k−l
2 ‖e˜[(k1,0),....(kl,0),(j1,1),...,(jk−l,1)]‖2(L2)⊗k(λ⊗(δ0+κδ1))
.
Proof. According to [11, Theorem 1] a permutation of the coordinates of the kernels does
not change the multiple integral, i.e. for any pi ∈ Sk we have
Ik(e˜[(k1, i1), . . . , (kk, ik)]) = Ik(e[(kpi(1), ipi(1)), . . . , (kpi(k), ipi(k))]).
For any pi with (ipi(1), . . . , ipi(k)) = (0, . . . , 0, 1, . . . , 1) (we assume that (i1, . . . , ik) contains
l zeros) it holds by the product formula for multiple integrals (see Appendix A.5 or [14,
Theorem 3.6])
Ik(e˜[(k1, i1), . . . , (kk, ik)]) = Il(e[(kpi(1), 0), . . . , (kpi(l), 0)])Ik−l(e[(kpi(l+1), 1), . . . , (kpi(k), 1)])
(14)
since
e[(kpi(1), ipi(1)), . . . , (kpi(k), ipi(k))] = e[(kpi(1), 0), . . . , (kpi(l), 0)]⊗ e[(kpi(l+1), 1), . . . , (kpi(k), 1)],
and for the contraction-identification ⊗rm (for the definition see (A.12)) it holds
e[(kpi(1), 0), . . . , (kpi(l), 0)]⊗rm e[(kpi(l+1), 1), . . . , (kpi(k), 1)] = 0
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if r 6= 0 or m 6= 0. Since
e[(kpi(l+1), 1), . . . , (kpi(k), 1)] =
1
κ
k−l
2
e[kpi(l+1), . . . , kpi(k)],
we conclude from (14) and (10) that
Ik(e˜[(k1, i1), . . . , (kk, ik)]) =
l!(k − l)!
κ
k−l
2
L0,...,0l (e˜[kpi(1), . . . , kpi(l)])L
1,...,1
k−l (e˜[kpi(l+1), . . . , kpi(k)]).
(15)
The symmetric functions gk from Proposition 2.5 can be written as
gk =
k∑
l=0
∑
kl
∑
jk−l
〈gk, e[(k1, 0), ..., (kl, 0)]⊗ e[(j1, 1), ..., (jk−l, 1)]〉(L2)⊗k
× e˜[(k1, 0), ..., (kl, 0), (j1, 1), ..., (jk−l, 1)]ckl,jk−l , (16)
where we sum over all kl ∈ Nl and jk−l ∈ Nk−l and
ckl,jk−l = ‖e˜[(k1, 0), ..., (kl, 0), (j1, 1), ..., (jk−l, 1)]‖−2(L2)⊗k(λ⊗(δ0+κδ1))
denotes the normalizing factor. Abbreviating
dkl,jk−l :=
l!(k − l)!
κ
k−l
2
〈gk, e[(k1, 0), ..., (kl, 0)]⊗ e[(j1, 1), ..., (jk−l, 1)]〉(L2)⊗k ckl,jk−l
we conclude from Proposition 2.5, (15) and (16) the orthogonal decomposition
F = E[F ] +
∞∑
k=1
k∑
l=0
∑
kl
∑
jk−l
dkl,jk−lL
0,...,0
l (e˜[k1, . . . , kl])L
1,...,1
k−l (e˜[j1, . . . , jk−l]). (17)
Lemma 2.7. Fix N ∈ N∗ and let
e[(k1, 0), ..., (kl, 0), (j1, 1), ..., (jk−l, 1)] =
N⊗
i=1
(ei ⊗ p0)⊗nBi ⊗
N⊗
j=1
(ej ⊗ p1)⊗nPj ,
i.e. nBi and nPi (1 ≤ i ≤ N) denote the multiplicities of the functions ei ⊗ p0 and ei ⊗ p1,
respectively, so that |nB| = |(nB1 , ..., nBN)| = l and |nP | = |(nP1 , ..., nPN)| = k − l. Let nA! :=
nA1 ! · · ·nAN ! for A = B,P and define n := (nB,nP ) so that |n| = |nB|+ |nP |. Then
ckl,jk−l = ‖e˜[(k1, 0), ..., (kl, 0), (j1, 1), ..., (jk−l, 1)]‖−2(L2)⊗k(λ⊗(δ0+κδ1)) =
|n|!
nB!nP ! .
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Proof. To compute ckl,jk−l notice that the functions hj := (ekj ⊗ pij) and hj′ (1 ≤ j, j′ ≤ k)
are either equal or orthogonal in L2(λ⊗ (δ0 + κδ1)). Denoting
e[(k1, 0), ..., (kl, 0), (j1, 1), ..., (jk−l, 1)] = h1 ⊗ · · · ⊗ hk
yields
‖e˜[(k1, 0), ..., (kl, 0), (j1, 1), ..., (jk−l, 1)]‖2(L2)⊗k(λ⊗(δ0+κδ1))
=
∥∥∥∥∥ 1k! ∑pi∈Sk hpi(1) ⊗ · · · ⊗ hpi(k)
∥∥∥∥∥
2
(L2)⊗k(λ⊗(δ0+κδ1))
= n
B!nP !
k!
∥∥∥∥∥
N⊗
i=1
(ei ⊗ p0)⊗nBi ⊗
N⊗
j=1
(ej ⊗ p0)⊗nPj
∥∥∥∥∥
2
(L2)⊗k(λ⊗(δ0+κδ1))
= n
B!nP !
k! .
Remark 2.8. We deduce from (17) that
Cp(F ) = E[F ] +
p∑
k=1
k∑
l=0
∑
kl
∑
jk−l
dkl,jk−lL
0,...,0
l (e˜[k1, . . . , kl])L
1,...,1
k−l (e˜[j1, . . . , jk−l]).
In order to compute the expectation of products of multiple integrals (see formula (18)
below) we introduce some notation following [13], [22], [19] and [17].
• If n ∈ N∗ then [n] := {1, . . . , n}.
• For J ⊆ [n] we denote by OJn the singleton containing that x ∈ {0, 1}n for which
xi = 0 ⇐⇒ i ∈ J holds.
• If n1, . . . , nl (l ∈ N∗) are given and n := n1 + · · ·+nl we will denote by Ψ the ‘natural’
partition of [n] given by the summands ni :
Ψ := {Ψ1, . . . ,Ψl}
:= {{1, . . . , n1}, . . . , {n1 + · · ·+ nl−1 + 1, . . . , n}}.
• Let Πn denote the set of all partitions of [n] (a partition means here a set of disjoint
non-empty subsets of [n] such that their union is [n]) and Π∗n denote the set of all
subpartitions of [n] (any set of disjoint non-empty subsets of [n] is a subpartition).
• Let Π(n1, . . . , nl) ⊆ Πn (respectively Π∗(n1, . . . , nl) ⊆ Π∗n) denote the set of all σ ∈ Πn
(respectively σ ∈ Π∗n) with |Ψi ∩ J | ≤ 1 for 1 ≤ i ≤ l and all J ∈ σ.
• Let Π≥2(n1, . . . , nl) (respectively Π=2(n1, . . . , nl)) denote the set of all σ ∈ Π(n1, . . . , nl)
with |J | ≥ 2 (respectively |J | = 2) for all J ∈ σ.
11
• In order to distinguish between integration w.r.t. the Brownian motion and compen-
sated Poisson process we consider for JB ⊆ [n] (JB will stand for integration w.r.t the
Brownian motion) and introduce Π=2,≥2(JB;n1, . . . , nl) as the set of all pairs (τ, σ) of
subpartitions from Π∗n(n1, . . . , nl) such that for all J ∈ τ : |J | = 2 and
⋃
J∈τ J = JB as
well as for all J ∈ σ: |J | ≥ 2 and ⋃J∈σ J = [n] \ JB.
• For τ ∈ Π∗n let |τ | = #{J ⊆ [n] : J ∈ τ} i.e. the number of its blocks and ‖τ‖ :=
#⋃J∈τ J.
• For (τ, σ) ∈ Π=2,≥2(JB;n1, . . . , nl) and f : ([0, T ] × {0, 1})n → R we define fτ∪σ :
[0, T ]|τ |+|σ| → R by identifying the time variables of each block of τ ∪ σ and setting
xi = 0 for i ∈ ⋃J∈τ J and xi = 1 for i ∈ ⋃J∈σ J. In order to make this map unique
we identify first the time variables of that block of τ ∪ σ which contains the smallest
number and denote all identified variables by t1. Next we choose from the remaining
blocks that one containing the smallest number and use t2 for all identified variables
and so on.
Example: Let n1 = 2, n2 = 2 and n3 = 3. Then Ψ = {{1, 2}, {3, 4}, {5, 6, 7}}. If
JB = {2, 4, 6, 7} and τ = {{2, 6},{4, 7}}, σ = {{1, 3, 5}} we change by τ ∪ σ the function
f((t1, x1), · · · , (t7, x7)) into
fτ∪σ(t1, t2, t3) = f((t1, 1), (t2, 0), (t1, 1), (t3, 0), (t1, 1), (t2, 0), (t3, 0)).
Proposition 2.9. Let fni ∈ (L2)⊗ni(λ⊗ (δ0 +κδ1)) (ni ∈ N for 1 ≤ i ≤ l) be symmetric and
assume that for all (τ, σ) ∈ Π=2,≥2(JB;n1, . . . , nl) it holds
∫
[0,T ]|τ |+|σ|
(
l⊗
i=1
|fni |
)
τ∪σ
dλ|τ |+|σ| <∞.
Then
EΠli=1Ini(fni) =
∑
JB∈[n]
∑
(τ,σ)∈Π=2,≥2(JB ;n1,...,nl)
κ|σ|
∫
[0,T ]|τ |+|σ|
(
l⊗
i=1
fni
)
τ∪σ
dλ|τ |+|σ|. (18)
Proof. Let us assume for the moment that the fni are of the form
fni((t1, x1), · · · , (tni , xni)) = Πnik=1di(tk, xk) (19)
for some di ∈ L2(λ⊗ (δ0 + κδ1)).
If Ji ⊆ [ni] and n0i = #Ji, we let IBn0i denote the multiple integral of order n
0
i w.r.t. the
Brownian motion and IPn1i the multiple integral of order n
1
i (n1i := ni−n0i ) w.r.t. the compound
Poisson process. Similar to (14) we get
Ini(d⊗nii 1OJini ) = I
B
n0i
([di(·, 0)]⊗n0i )IPn1i ([di(·, 1)]
⊗n1i ).
Consequently, since
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∑
Ji⊆[ni]
1
O
Ji
ni
(x) = 1, x ∈ {0, 1}ni ,
EΠli=1Ini(fni) =
∑
J1⊆[n1],...,Jl⊆[nl]
EΠli=1Ini((⊗nik=1di)1OJini )
=
∑
J1⊆[n1],...,Jl⊆[nl]
EΠli=1
{
IBn0i
([di(·, 0)]⊗n0i )IPn1i ([di(·, 1)]
⊗n1i )
}
=
∑
J1⊆[n1],...,Jl⊆[nl]
E[Πli=1IBn0i ([di(·, 0)]
⊗n0i )] E[Πli=1IPn1i ([di(·, 1)]
⊗n1i )].
From [19, Corollary 7.3.2] we conclude
EΠli=1IBn0i ([di(·, 0)]
⊗n0i ) =
∑
τ∈Π=2(n01,...,n0l )
∫
[0,T ]|τ |
(
l⊗
i=1
d
⊗n0i
i
)
τ
dλ|τ |,
while [13, Theorem 3.1] (see also [22, Section 3.2]) implies
EΠli=1IPn1i ([di(·, 1)]
⊗n1i ) =
∑
σ∈Π≥2(n11,...,n1l )
κ|σ|
∫
[0,T ]|σ|
(
l⊗
i=1
d
⊗n1i
i
)
σ
dλ|σ|.
So we have shown relation (18) for the special situation (19) where each fni is given as
tensor product d⊗nii . The general assertion follows by approximation using the multilinear
nature of (18) w.r.t. (fn1 , . . . , fnl).
2.2. Hermite and Charlier polynomials
2.2.1. Hermite polynomials
Let us introduce the Hermite polynomials (Km)m∈N defined by
ext−
t2
2 =
∑
m≥0
Km(x)tm, t, x ∈ R.
With the convention K−1 = 0 we have the relations K ′′m(x) − xK ′m(x) + mKm(x) = 0
and K ′m(x) = Km−1(x), for all m ∈ N. The normalized sequence (
√
m!Km)m∈N forms an
orthonormal basis in L2(R, µ), where µ denotes the normalized centered Gaussian measure.
Every square integrable random variable F , measurable with respect to FBT , admits the
following orthogonal decomposition
F = d0 +
∞∑
k=1
∑
|n|=k
dnk
∏
i≥1
Kni
(∫ T
0
ei(s)dBs
)
, (20)
where n = {ni}i≥1 is a sequence of non-negative integers, |n| := ∑i≥1 ni and {ei}i≥1 is
an orthonormal basis of L2(0, T ). Taking into account the normalization of the Hermite
polynomials we use, we get
d0 = E [F ] , dnk = n!E
[
F ×∏
i≥1Kni
(∫ T
0
ei(s)dBs
)]
,
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where n! = ∏i≥1(ni!).
Now we choose N ∈ N and let {t0, t1, · · · , tN} be a regular grid of [0, T ], i.e. ∀i ∈
{0, . . . , N}, ti = ih where h = TN . From now on we will use a fixed orthonormal basis {ei}i≥1
of L2(0, T ) : we set
ei(t) :=
1√
h
1]ti−1,ti](t), i ∈ {0, . . . , N} (21)
and complete this sequence to a basis in L2(0, T ), for example, by using the Haar basis on
each interval ]ti−1, ti]. Let nB = (nB1 , . . . , nBN) be the vector of non-negative integers such
that |nB| = k. Then (see [21, Proposition 5.1.3])
L0,··· ,0k (e
⊗nB1
1 ◦ · · · ◦ e⊗n
B
N
N ) =
nB!
|nB|!
N∏
i=1
KnBi
(
∆Bi√
h
)
, (22)
where ∆Bi = Bti −Bti−1 and ◦ stands for the symmetric tensor product.
2.2.2. Charlier polynomials
Definition 2.10. The Charlier polynomial of order m ∈ N and of parameter t ≥ 0 is defined
by
C0(x, t) = 1, C1(x, t) = x− t, x ∈ R
and by the relation
Cm+1(x, t) = (x−m− t)Cm(x, t)−mtCm−1(x, t).
The sequence
{
1√
m!(κt)m
Cm(·, κt)
}
m∈N
is an orthonormal basis for L2(N, νκt), where νκt
denotes the law of a Poisson random variable with parameter κt. Let nP = (nP1 , . . . , nPN) be
the vector of non-negative integers such that |nP | = k. Using the same grid and the same
functions {ei}1≤i≤N as for (22), we have (see [21, Proposition 6.2.9])
L1,...,1k (e
⊗nP1
1 ◦ · · · ◦ e⊗n
P
N
N ) =
1
|nP |!h |nP |2
N∏
i=1
CnPi (∆Ni, κh) , (23)
where ∆Ni = Nti − Nti−1 . The following Lemma gives some useful properties of the chaos
decomposition.
Lemma 2.11.
• Let F be a r.v. in L2(FT ). ∀p ≥ 1, we have E(|Cp(F )|2) ≤ E(|F |2).
• Let H be in H2T (R). We deduce from Remark 2.8 that Cp
(∫ T
0 Hsds
)
=
∫ T
0 Cp(Hs)ds.
• For all F ∈ D1,2, for all i ∈ {0, 1} and for all t ≤ r, D(i)t Er[Cp(F )] = Er[Cp−1(D(i)t F )],
where Er stands for the conditional expectation with respect to Fr.
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2.3. Truncation of the basis
Instead of summing over all kl ∈ Nl and jk−l ∈ Nk−l, we only consider the N first
functions {e1, . . . , eN} of the basis {ei}i defined in (21). This gives (together with the
orthogonal projection onto the chaos up to order p) the following approximation of F
CNp (F ) = E[F ]
+
p∑
k=1
k∑
l=0
∑
kl∈{1,··· ,N}l
∑
jk−l∈{1,··· ,N}k−l
dkl,jk−lL
0,...,0
l (e˜[k1, . . . , kl])L
1,...,1
k−l (e˜[j1, . . . , jk−l])
:= E[F ] +
p∑
k=1
PNk (F ). (24)
Let us now rewrite CNp (F ) (p ≤ N) in terms of Hermite and Charlier polynomials. From
(15), (11), (22) and (23) we derive using the notation of Lemma 2.7 that
〈gk, e[(k1, 0), ..., (kl, 0)]⊗ e[(j1, 1), ..., (jk−l, 1)]〉(L2)⊗k
= n
B!
|n|!(κh)|nP |/2E
(
F
N∏
i=1
KnBi (Gi)CnPi (Qi, κh)
)
,
where we used Gi := ∆Bi√h and Qi := ∆Ni. From Lemma 2.7 we get then
CNp (F ) = d0 +
p∑
k=1
∑
|n|=k
dnk
N∏
i=1
KnBi (Gi)CnPi (Qi, κh), (25)
where d0 = E(F ) and
dnk :=
nB!
nP !(κh)|nP |E
(
F
N∏
i=1
KnBi (Gi)CnPi (Qi, κh)
)
. (26)
Proposition 2.12. Let F be a real random variable in L2(FT ) and let r be an integer in
{1, · · · , N}. For all tr−1 < t ≤ tr, we have
Et
(
CNp (F )
)
= d0+
p∑
k=1
∑
|n(r)|=k
dnk
(
t− tr−1
h
)nBr
2
KnBr
Bt −Btr−1√
t− tr−1
CnPr (Nt −Ntr−1 , κ(t− tr−1))
×
(∏
i<r
KnBi (Gi)CnPi (Qi, κh)
)
︸ ︷︷ ︸
:=Ar
,
D
(0)
t Et
(
CNp (F )
)
= h−1/2
p∑
k=1
∑
|n(r)|=k
nBr >0
dnk
(
t− tr−1
h
)nBr −1
2
KnBr −1
Bt −Btr−1√
t− tr−1
CnPr (Nt −Ntr−1 , κ(t− tr−1))Ar,
15
D
(1)
t Et
(
CNp (F )
)
=
p∑
k=1
∑
|n(r)|=k
nPr >0
dnk
(
t− tr−1
h
)nBr
2
KnBr
Bt −Btr−1√
t− tr−1
nPr CnPr −1(Nt −Ntr−1 , κ(t− tr−1))Ar,
where for r ≤ N n(r) = (nB(r),nP (r)), and nA(r) stands for (nA1 , . . . , nAr ), where A = B or
P and nr = (nBr ,nPr ).
Proof. The first result comes from [7, Proposition 2.7] for the Brownian part and from the
fact that Et(Cn(Qr, κh)) = Et[In(1⊗n]tr−1,tr])] = Cn(Nt−Ntr−1 , κ(t−tr−1)) (see [21, Proposition
6.2.9]). The second result comes from [7, Proposition 2.7]. To get the last one, we write
D
(1)
t CnPr (Nt − Ntr−1 , t − tr−1) = D(1)t InPr (1⊗n
P
r
]tr−1,t]) = n
P
r InPr −1(1
⊗nPr −1
[tr−1,t] ) (see [21, Definition
6.4.1]).
Remark 2.13. For t = tr and r ≥ 1, Proposition 2.12 leads to
Etr
(
CNp (F )
)
= d0 +
p∑
k=1
∑
|n(r)|=k
dnk
∏
i≤r
KnBi (Gi)CnPi (Qi, κh),
D
(0)
tr Etr
(
CNp (F )
)
= h−1/2
p∑
k=1
∑
|n(r)|=k
nBr >0
dnkKnBr −1 (Gr)CnPr (Qr, κh)
(∏
i<r
KnBi (Gi)CnPi (Qi, κh)
)
,
D
(1)
tr Etr
(
CNp (F )
)
=
p∑
k=1
∑
|n(r)|=k
nPr >0
dnkKnBr (Gr)n
P
r CnPr −1(Qr, κh)
(∏
i<r
KnBi (Gi)CnPi (Qi, κh)
)
.
When r = 0, we get Et0
(
CNp (F )
)
= d0 and we define D(0)t0 Et0
(
CNp (F )
)
= 1√
h
de1,0N1 (which
is the limit of D(0)t Et
(
CNp (F )
)
when t tends to 0) and D(1)
t0
Et0
(
CNp (F )
)
= d0N,e11 , where
e1 := (1, 0, · · · , 0) of size N and 0N is the vector null of size N .
The following Lemma, similar to Lemma 2.11, gives some useful properties of the operator
CNp .
Lemma 2.14. Let F be a r.v. in L2(FT ) and H be in H2T (R). Then
• ∀(p,N) ∈ (N?)2, E(|CNp (F )|2) ≤ E(|Cp(F )|2) ≤ E(|F |2).
• Let H be in H2T (R). We deduce from (24) that CNp
(∫ T
0 Hsds
)
=
∫ T
0 CNp (Hs)ds.
• For all F ∈ D1,2, for all i ∈ {0, 1} and for all t ≤ r, D(i)t Er[CNp (F )] = Er[CNp−1(D(i)t F )].
Let us end this subsection by some examples.
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Example 2.15 (Case p = 2). From (25)-(26), we have
CN2 (F ) =d0 +
N∑
j=1
(
dj,B1 K1(Gj) + dj,P1 C1(Qj, κh)
)
+
N∑
j=1
(
dj,B2 K2(Gj) + dj,P2 C2(Qj, κh)
)
+
N∑
j=1
j−1∑
i=1
(
di,j,B2 K1(Gi)K1(Gj) + di,j,P2 C1(Qi, κh)C1(Qj, κh)
)
+
N∑
i=1
N∑
j=1
di,j,B,P2 K1(Gi)C1(Qj, κh),
where
dj,B1 = E(FK1(Gj)), dj,P1 =
1
κh
E(FC1(Qj, κh)),
dj,B2 = 2E(FK2(Gj)), dj,P2 =
1
2(κh)2E(FC2(Qj, κh)),
di,j,B2 = E(FK1(Gi)K1(Gj)), di,j,P2 =
1
(κh)2E(FC1(Qi, κh)C1(Qj, κh)),
di,j,B,P2 =
1
κh
E(FK1(Gi)C1(Qj, κh)).
Remark 2.13 leads to
Etr(CN2 (F )) =d0 +
r∑
j=1
(
dj,B1 K1(Gj) + dj,P1 C1(Qj, κh)
)
+
r∑
j=1
(
dj,B2 K2(Gj) + dj,P2 C2(Qj, κh)
)
+
r∑
j=1
j−1∑
i=1
(
di,j,B2 K1(Gi)K1(Gj) + di,j,P2 C1(∆Ni, κh)C1(Qj, κh)
)
+
r∑
i=1
r∑
j=1
di,j,B,P2 K1(Gi)C1(Qj, κh).
3. Numerical scheme
3.1. Picard’s approximation
Picard’s iterations: (Y 0, Z0, U0) = (0, 0, 0) and for q ∈ N,
Y q+1t = ξ +
∫ T
t
f (s, Y qs , Zqs , U qs ) ds−
∫ T
t
Zq+1s dBs −
∫
]t,T ]
U q+1s dN˜s, 0 ≤ t ≤ T.
It is well-known that the sequence (Y q, Zq, U q) converges exponentially fast towards the
solution (Y, Z, U) to BSDE (1). We write this Picard scheme in a forward way. Let F q
denote F q := ξ +
∫ T
0 f (s, Y qs , Zqs , U qs ) ds. We define
Y q+1t = E
(
F q
∣∣∣∣ Ft)− ∫ t0 f (s, Y qs , Zqs , U qs ) ds, (27)
Zq+1t = E
(
D
(0)
t F
q
∣∣∣∣ Ft−) , U q+1t = E(D(1)t F q ∣∣∣∣ Ft−) . (28)
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3.2. Chaos approximation
Let (Y q,p, Zq,p, U q,p) denote the approximation of (Y q, Zq, U q) built at step q using a
chaos decomposition up to order p: (Y 0,p, Z0,p, U0,p) = (0, 0, 0) and
Y q+1,pt = E
[
Cp (F q,p)
∣∣∣∣ Ft]− ∫ t0 f (s, Y q,ps , Zq,ps , U q,ps ) ds, (29)
Zq+1,pt = E
[
D
(0)
t Cp (F q,p)
∣∣∣∣ Ft−] , U q+1,pt = E [D(1)t Cp (F q,p) ∣∣∣∣ Ft−] , (30)
where F q,p = ξ +
∫ T
0 f (s, Y q,ps , Zq,ps , U q,ps ) ds.
3.2.1. Truncation of the basis
The third type of approximation comes from the truncation of the orthonormal L2(0, T )
basis {ei}i≥1 defined in (21). Instead of considering the whole basis we only keep the first N
functions {e1, · · · , eN} to build the chaos decomposition projections CNp . Proposition 2.12
gives us explicit formulas for Et(CNp (F )), D(0)t Et(CNp (F )) and D(1)t Et(CNp (F )). From (29) and
(30), we build (Y q,p,N , Zq,p,N , U q,p,N)q in the following way : (Y 0,p,N , Z0,p,N , U0,p,N) = (0, 0, 0)
and
Y q+1,p,Nt = Et(CNp (F q,p,N))−
∫ t
0
f
(
s, Y q,p,Ns , Z
q,p,N
s , U
q,p,N
s
)
ds, (31)
Zq+1,p,Nt = D
(0)
t (Et(CNp (F q,p,N))), U q+1,p,Nt = D(1)t (Et(CNp (F q,p,N))), (32)
where F q,p,N := ξ +
∫ T
0 f(s, Y q,p,Ns , Zq,p,Ns , U q,p,Ns )ds.
It is not necessary here to use predictable projections of Zq+1,p,N and U q+1,p,N . In fact,
Zq+1,p,N and U q+1,p,N are adapted and càdlàg, and from their explicit representation given
above one concludes that the predictable projections are the left-continuous modifications:
Et−Zq+1,p,Nt = Zq+1,p,Nt− and Et−U
q+1,p,N
t = U q+1,p,Nt− . Moreover, the integral in (31) does not
change if one uses left-continuous modifications.
3.2.2. Monte Carlo approximation
Let F denote a r.v. of L2(FT ). In practise, when we are not able to compute exactly
d0 and/or the coefficients dnk of the chaos decomposition (25)-(26) of F , we use Monte-
Carlo simulations to approximate them. Let {Fm}1≤m≤M be a M i.i.d. sample of F and
{(Gm1 , Qm1 ), · · · , (GmN , QmN)}1≤m≤M be a M i.i.d. sample of {(G1, Q1), · · · , (GN , QN)}.
We approximate the expectations of (26) by empirical means
d̂0 :=
1
M
M∑
m=1
Fm, d̂nk :=
nB!
nP !(κh)|nP |M
M∑
m=1
(
Fm
N∏
i=1
KnBi (G
m
i )CnPi (Q
m
i , κh)
)
. (33)
In the following, we denote
CN,Mp (F ) = d̂0 +
p∑
k=1
∑
|n|=k
d̂nk
∏
1≤i≤N
KnBi (Gi)CnPi (Qi, κh). (34)
Et(CN,Mp (F )) and Dt(Et(CN,Mp (F ))) denote the conditional expectations obtained in Propo-
sition 2.12 when (d0, {dnk}1≤k≤p,|n|=k) are replaced by (d̂0, {d̂nk )1≤k≤p,|n|=k) :
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Et
(
CN,Mp (F )
)
= d̂0+
p∑
k=1
∑
|n(r)|=k
d̂nk
(
t− tr−1
h
)nBr
2
KnBr
Bt −Btr−1√
t− tr−1
CnPr (Nt −Ntr−1 , κ(t− tr−1))
×
(∏
i<r
KnBi (Gi)CnPi (Qi, κh)
)
︸ ︷︷ ︸
:=Ar
,
D
(0)
t Et
(
CN,Mp (F )
)
=
= h−1/2
p∑
k=1
∑
|n(r)|=k
nBr >0
d̂nk
(
t− tr−1
h
)nBr −1
2
KnBr −1
Bt −Btr−1√
t− tr−1
CnPr (Nt −Ntr−1 , κ(t− tr−1))Ar,
D
(1)
t Et
(
CN,Mp (F )
)
=
=
p∑
k=1
∑
|n(r)|=k
nPr >0
d̂nk
(
t− tr−1
h
)nBr
2
KnBr
Bt −Btr−1√
t− tr−1
nPr CnPr −1(Nt −Ntr−1 , κ(t− tr−1))Ar.
Remark 3.1. As pointed out in [7, Remark 3.2], when M samples of CN,Mp (F ) are needed,
we can either use the same samples as the ones used to compute d̂0 and d̂nk or use new
ones. In the first case, we only require M samples of F and (G1, · · · , GN , Q1, · · · , QN). The
coefficients d̂nk and d̂0 are not independent of
∏
1≤i≤N KnBi (Gi)CnPi (Qi, κh). In this case, the
notation Et(CN,Mp (F )) introduced above cannot be linked to E
(
CN,Mp (F )|Ft
)
. In the second
case, the coefficients d̂nk and d̂0 are independent of
∏
1≤i≤N KnBi (Gi)CnPi (Qi, κh) and we have
Et
(
CN,Mp (F )
)
= E
(
CN,Mp (F )|Ft
)
. This second approach requires 2M samples of F and
(G1, · · · , GN , Q1, · · · , QN). Convergence results are proved when using the second approach.
We introduce the processes (Y q+1,p,N,M , Zq+1,p,N,M , U q+1,p,N,M), useful in the following. It
corresponds to the approximation of (Y q+1,p,N , Zq+1,p,N , U q+1,p,N) when we use CN,Mp instead
of CNp , i.e. when we use a Monte Carlo procedure to compute the coefficients dnk .
Y q+1,p,N,Mt = Et(CN,Mp (F q,p,N,M))−
∫ t
0
f
(
θq,p,N,Ms
)
ds, (35)
Zq+1,p,N,Mt = D
(0)
t (Et(CN,Mp (F q,p,N,M))), U q+1,p,N,Mt = D(1)t (Et(CN,Mp (F q,p,N,M))), (36)
where F q,p,N,M := ξ +
∫ T
0 f(θq,p,N,Ms )ds and θq,p,N,Ms =
(
s, Y q,p,N,Ms , Z
q,p,N,M
s , U
q,p,N,M
s
)
.
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4. Convergence results
We aim at bounding the error between (Y, Z) — the solution of (1) — and (Y q,p,N,M ,
Zq,p,N,M) defined by (35)-(36). Before stating the main result of the paper, we introduce
some hypotheses.
Hypothesis 4.1 (Hypothesis Hm). Let m ∈ N∗. We say that F satisfies Hypothesis Hm if
F satisfies the two following hypotheses
• H1m : ∀j ∈ N∗ F ∈ Dm,j, i.e. ‖F‖jm,j <∞.
• H2m : ∀j ∈ N∗ ∀l0, l1 ∈ N such that l = l0 + l1 + 1 ≤ m there exist two positive
constants βF and kFl (j) such that for all multi-indices α = (α1, · · · , αl0) ∈ {0, 1}l0 ,
γ = (γ1, · · · , γl1+1) ∈ {0, 1}l1+1 and for a.e. ti ∈ [0, T ], si ∈ [0, T ] it holds
ess sup
t1,··· ,tl0
ess sup
si+1,··· ,si+l1
E|Dαt1,··· ,tl0 (D
γ
ti,si+1,··· ,si+l1F −D
γ
si,··· ,si+l1F )|
j ≤ kFl (j) |ti − si|jβF .
In the following, we denote KFm(j) = maxl≤m kFl (j).
Remark 4.2. If F satisfies Hm, for all l ≤ m and for all multi-indices α = (α1, · · · , αl) ∈
{0, 1}l we have for a.e. (t1, · · · , tl) ∈ [0, T ]l and (s1, · · · , sl) ∈ [0, T ]l that
|E(Dαt1,··· ,tlF )− E(Dαs1,··· ,slF )| ≤ KFm(1)(|t1 − s1|βF + · · ·+ |tl − sl|βF ). (37)
Hypothesis 4.3 (Hypothesis H3p,N). Let (p,N) ∈ N2. We say that a r.v. F satisfies H3p,N
if
Vp,N(F ) := V(F ) +
p∑
k=1
∑
|n|=k
(nB)!
(nP )!(κh)|nP |V
(
F
N∏
i=1
KnBi (Gi)CnPi (Qi, κh)
)
<∞,
where V(ξ) denotes the variance of a r.v. ξ.
Remark 4.4. If F is bounded by K, we get Vp,N(F ) ≤ K2∑pk=0 (2Nk ). Hence every bounded
r.v. satisfies H3p,N .
This remark ensues from E
(∏N
i=1K
2
nBi
(Gi)C2nPi (Qi, κh)
)
= (nP )!(κh)|n
P |
(nB)! .
Remark 4.5. Let X be the R-valued solution of
Xt = x+
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs +
∫ t
0
γ(s,Xs−)dN˜s, t ∈ [0, T ],
where b, σ, γ : [0, T ] × R → R are C0,m functions such that all partial derivatives w.r.t. x
of order 1 ≤ k ≤ m are bounded, and all partial derivatives w.r.t. x of σ and γ of order
0 ≤ k ≤ m are Hölder continuous in time (uniformly in x) with exponent ασ and αγ,
respectively. Then every random variable ξ of type g(XT ) or g
(∫ T
0 Xsds
)
with g ∈ C∞b (R)
satisfies Hm with βξ = ασ ∧ αγ ∧ 12 , and H3p,N for all p and N .
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To prove that Hm is satisfied one can use [20, Theorem 3], while H3p,N is implied by Remark
4.4.) We sketch how to compute βξ of Hypothesis H2m for ξ = g(XT ). We have
D(0)u XT =
∫ T
u
∂spb(s,Xs)D(0)u Xsds
+ σ(u,Xu) +
∫ T
u
∂spσ(s,Xs)D(0)u XsdBs
+
∫ T
u
∂spγ(s,Xs−)D(0)u Xs−dN˜s
and
D(1)u XT =
∫ T
u
(b(s,Xs +D(1)u Xs)− b(s,Xs))ds
+
∫ T
u
(σ(s,Xs +D(1)u Xs)− σ(s,Xs))dBs
+ γ(u,Xu−) +
∫ T
u
(γ(s,Xs− +D(1)u Xs−)− γ(s,Xs−))dN˜s.
In order to show
E|Dα1t1 g(XT )−Dα1s1 g(XT )|j ≤ Kξ1(j)|t1 − s1|jβξ
notice first that in view of Remark 2.3 it holds
|Dα1t1 g(XT )−Dα1s1 g(XT )| ≤ ‖g′‖∞|Dα1t1 XT −Dα1s1 XT |.
For the estimate of E|Dα1t1 XT − Dα1s1 XT |j we apply for the integrals w.r.t. the Brownian
motion the Burkholder-Davis-Gundy inequality, and for the integrals w.r.t. the compensated
Poisson process a Kunita-Watanabe inequality (see [1, Formula (4.21)]). Finally, similar
considerations as in the proof of Lemma 4.12 and Gronwall’s Lemma imply that βξ = ασ ∧
αγ ∧ 12 . The general case can be shown by induction.
Theorem 4.6. Let m be an integer s.t. 1 ≤ m ≤ p+ 1. Assume that ξ satisfies Hp+q+1 and
H3p,N and f ∈ C0,p+q+1,p+q+1,p+q+1b . We have
‖(Y − Y q,p,N,M ,Z − Zq,p,N,M− , U − U q,p,N,M− )‖2L2
≤ A02q +
A1(q,m)
(p+ 2−m) · · · (p+ 1) + A2(q, p)
(
T
N
)2βξ∧1
+ A3(q, p,N)
M
,
where A0 is given in Section 4.1, A1 is given in Proposition 4.9, A2 is given in Proposition
4.13, and A3 is given in Proposition 4.15.
If f ∈ C0,∞,∞,∞b and ξ satisfies Hm for all m ∈ N∗ and H3p,N for all (p,N) ∈ N2, we get
lim
q→∞ limp→∞ limN→∞ limM→∞ ‖(Y − Y
q,p,N,M , Z − Zq,p,N,M , U − U q,p,N,M)‖2L2 = 0.
Proof of Theorem 4.6. We split the error into 4 terms :
1. Picard’s iterations : Eq = ‖(Y − Y q, Z −Zq, U − U q)‖2L2 , where (Y q, Zq, U q) is defined
by (27)-(28),
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2. the truncation of the chaos decomposition : Eq,p = ‖(Y q−Y q,p, Zq−Zq,p, U q−U q,p)‖2L2 ,
where (Y q,p, Zq,p, U q,p) is defined by (29)-(30),
3. the truncation of the L2(0, T ) basis : Eq,p,N = ‖(Y q,p − Y q,p,N , Zq,p − Zq,p,N− , U q,p −
U q,p,N− )‖2L2 , where (Y q,p,N , Zq,p,N , U q,p,N) is defined by (31)-(32),
4. the Monte-Carlo approximation to compute the expectations : Eq,p,N,M = ‖(Y q,p,N −
Y q,p,N,M , Zq,p,N− − Zq,p,N,M− , U q,p,N− − U q,p,N,M− )‖2L2 , where (Y q,p,N,M , Zq,p,N,M , U q,p,N,M) is
defined by (35)-(36).
We have
‖(Y − Y q,p,N,M , Z − Zq,p,N,M− , U − U q,p,N,M− )‖2L2 ≤ 4(Eq + Eq,p + Eq,p,N + Eq,p,N,M).
It remains to combine (38), Proposition 4.9, Proposition 4.13 and Proposition 4.15 to get
the first result.
4.1. Picard’s iterations
The first type of error has already been studied in [23] (see the proof of Lemma 2.4), we
only recall the main result.
From [23, Lemma 2.4], we know that under Hypothesis 1.1, the sequence (Y q, Zq, U q)q
defined by (27)-(28) converges to (Y, Z, U) dP × dt a.e. and in S2T (R) × H2T (R) × H2T (R).
Moreover, we have
Eq := ‖(Y − Y q, Z − Zq, U − U q)‖2L2 ≤
A0
2q , (38)
where the constant A0 depends on T , ‖ξ‖2 and on ‖f(·, 0, 0, 0)‖2L2(0,T ) .
4.2. Error due to the truncation of the chaos decomposition
We assume that the integrals are computed exactly, as well as the expectations. The
error is only due to the truncation of the chaos decomposition Cp introduced in (5).
For the sequel, we also need the following Lemmas. We postpone their proofs to the
Appendix Appendix A.1.
Lemma 4.7. Let m ∈ N∗. Assume that ξ satisfies H1m+q and f ∈ C0,m+q,m+q,m+qb . Then
∀q′ ≤ q, ∀p ∈ N, (Y q′ , Zq′ , U q′) and (Y q′,p, Zq′,p, U q′,p) belong to Sm,∞. Moreover,
‖(Y q, Zq, U q)‖jm,j ≤ C(j, ‖ξ‖m+q, (m+q−1)!
m! j
, (‖∂kspf‖∞)k≤m+q).
Lemma 4.8. Assume that ξ satisfies H1p and f ∈ C0,m∨p,m∨p,m∨pb . Then it holds for any
j ≥ 1
‖(Y q,p, Zq,p, U q,p)‖jm,j ≤ C(p, j, ‖ξ‖p,1, (‖∂kspf‖∞)k≤m∨p).
Proposition 4.9. Let 1 ≤ m ≤ p+1. Assume that ξ satisfies H1m+q and f ∈ C0,m+q,m+q,m+qb .
We recall Eq,p = ‖(Y q − Y q,p, Zq − Zq,p, U q − U q,p)‖2L2. We get
Eq+1,p ≤ C1T (T + 1)L2fEq,p +
K1(q,m)
(p+ 2−m) · · · (p+ 1) , (39)
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where C1 is a scalar and the constant K1(q,m) depends on T , m, ‖ξ‖m+q,2 (m+q−1)!(m−1)! and on
(‖∂kspf‖∞)1≤k≤m+q.
Since E0,p = 0, we deduce from (39) that Eq,p ≤ A1(q,m)(p+2−m)···(p+1) where A1(q,m) :=
(C1T (T+1)L2f )
q−1
C1T (T+1)L2f−1
×max1≤l≤qK1(l,m). Then, (Y p,q, Zp,q, U q,p) converges to (Y q, Zq, U q) when
p tends to ∞ in ‖(·, ·, ·)‖L2 (see (2) for the definition of the norm).
Remark 4.10. We deduce from Proposition 4.9 that for all T and Lf , we have limp→∞Eq,p =
0. When C1T (T+1)L2f < 1, i.e. for T small enough, and if ξ satisfies H1∞ and f ∈ C0,∞,∞,∞b ,
we also get limp→∞limq→∞Eq,p = 0. Indeed, it holds limq→∞ Eq,p≤ supj K1(j,m)1−C1T (T+1)L2f
1
(p+2−m)···(p+1)
and supjK1(j,m) <∞ since from the proof of Proposition 4.9 one concludes that K1(j,m) =
60(‖ξ‖2Dm + T
∫ T
0 ‖f(s, Y js , Zjs , U js )‖2Dmds) ≤ C(T,m, ‖ξ‖m+j,2 (m+j−1)!(m−1)! , (‖∂
k
spf‖k≤m+j)).
Proof of Proposition 4.9. In the following, we denote ∆Y q,pt := Y q,pt −Y qt , ∆Zq,pt := Zq,pt −Zqt ,
∆U q,pt := U q,pt −U qt and ∆f q,pt := f(t, Y q,pt , Zq,pt , U q,pt )− f(t, Y qt , Zqt , U qt ). Firstly, we deal with
E[sup0≤t≤T |∆Y q+1,pt |2]. From (27) and (29) we get
∆Y q+1,pt =Et[Cp(F q,p)− F q]−
∫ t
0
∆f q,ps ds,
=Et[Cp(ξ)− ξ] + Et
[
Cp
(∫ T
0
f(s, Y q,ps , Zq,ps , U q,ps )ds
)
−
∫ T
0
f(s, Y qs , Zqs , U qs )ds
]
−
∫ t
0
∆f q,ps ds.
We introduce ±Cp
(∫ T
0 f(s, Y qs , Zqs , U qs )ds
)
in the second conditional expectation. This leads
to
∆Y q+1,pt =Et[Cp(ξ)− ξ] + Et
[
Cp
(∫ T
0
∆f q,ps ds
)]
−
∫ t
0
∆f q,ps ds
+ Et
[∫ T
0
Cp(f(s, Y qs , Zqs , U qs ))− f(s, Y qs , Zqs , U qs )ds
]
,
where we have used the second property of Lemma 2.11 to rewrite the third term on the
right-hand side (r.h.s. for short).
From the previous equation, we bound E[sup0≤t≤T |∆Y q+1,pt |2] by using Doob’s maximal
inequality and the Lipschitz property of f
‖ sup
0≤t≤T
|∆Y q+1,pt |‖2 ≤ 2‖Cp(ξ)− ξ‖2 + 2
∥∥∥∥∥Cp
(∫ T
0
∆f q,ps ds
)∥∥∥∥∥
2
+ 2
∫ T
0
‖Cp(f(s, Y qs , Zqs , U qs ))− f(s, Y qs , Zqs , U qs )‖2ds
+ Lf
∫ T
0
‖|∆Y q,ps |+ |∆Zq,ps |+ |∆U q,ps |‖2ds.
To bound the second term on the r.h.s. of the previous inequality, we use the first property
of Lemma 2.11 and the Lipschitz property of f . Then, we bring together this term with the
last one to get
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‖ sup
0≤t≤T
|∆Y q+1,pt |‖2 ≤ 2‖Cp(ξ)− ξ‖2 + 2
∫ T
0
‖Cp(f(s, Y qs , Zqs , U qs ))− f(s, Y qs , Zqs , U qs )‖2ds
+ 3Lf
∫ T
0
‖|∆Y q,ps |+ |∆Zq,ps |+ |∆U q,ps |‖2ds. (40)
Let us now upper bound
∫ T
0 ‖∆Zq+1,ps ‖22ds+ κ
∫ T
0 ‖∆U q+1,ps ‖22ds. To do so, we use the Itô
isometry
∫ T
0 ‖∆Zq+1,ps ‖22ds+ κ
∫ T
0 ‖∆U q+1,ps ‖22ds = ‖
∫ T
0 ∆Zq+1,ps dBs + ∆U q+1,ps dN˜s‖22.
Using the Definitions (28)-(30) of (Zq+1t , U q+1t ) and (Zq+1,pt , U q+1,pt ) and the Clark-Ocone
Formula (see [16, Theorem 1.8]) leads to∫ T
0
∆Zq+1,ps dBs +
∫ T
0
∆U q+1,ps dN˜s = F q − E(F q)− (Cp(F q,p)− E(Cp(F q,p))),
= Y q+1T +
∫ T
0
f(s, Y qs , Zqs , U qs )ds− Y q+10
−
(
Y q+1,pT +
∫ T
0
f(s, Y q,ps , Zq,ps , U q,ps )ds− Y q+1,p0
)
.
Rearranging this summation makes appear ∆Y q+1,pT − (∆Y q+1,p0 ). We get
∫ T
0
‖∆Zq+1,ps ‖22ds+ κ
∫ T
0
‖∆U q+1,ps ‖22ds ≤ 4‖ sup
0≤t≤T
|∆Y q+1,pt |‖22
+ 2L2f
(∫ T
0
‖∆Y q,ps ‖2 + ‖∆Zq,ps ‖2 + ‖∆U q,ps ‖2ds
)2
.
(41)
Since
(∫ T
0 ‖∆Y q,ps ‖2 + ‖∆Zq,ps ‖2 + ‖∆U q,ps ‖2ds
)2 ≤ 3(1+κ)
κ
T (T + 1)Eq,p, by computing 5×
(40)2 + (41) we obtain
Eq+1,p ≤ 60‖Cp(ξ)− ξ‖22 + 60T
∫ T
0
‖Cp(f(s, Y qs , Zqs , U qs ))− f(s, Y qs , Zqs , U qs )‖22ds
+ 1373(1 + κ)
κ
T (T + 1)L2fEq,p.
Since ξ and f(s, Y qs , Zqs , U qs ) belong to Dm,2 (ξ satisfies H1m+q, f ∈ C0,m+q,m+q,m+qb and
(Y q, Zq, U q) ∈ Sm,∞ (see Lemma 4.7)), Lemma 2.4 gives
Eq+1,p ≤ 60‖ξ‖
2
Dm
(p+ 2−m) · · · (p+ 1) +
60T
(p+ 2−m) · · · (p+ 1)
∫ T
0
‖f(s, Y qs , Zqs , U qs )‖2Dmds
+ 411(1 + κ)
κ
T (T + 1)L2fEq,p.
Since
∫ T
0 ‖f(s, Y qs , Zqs , U qs )‖2Dmds is bounded by C(T,m, (‖∂kspf‖∞)k≤m,‖(Y q, Zq, U q)‖2mm,2m)
(see (A.1), in the proof of Lemma 4.7), Lemma 4.7 gives the result.
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4.3. Error due to the truncation of the basis
Fix N ∈ N∗ and put h = T
N
. Use {p0, p1} = {1{0}, 1√κ1{1}} as orthonormal basis of
L2({0, 1}, 2{0,1}, δ0 + κδ1) and fix an orthonormal basis {ek}k∈N∗ for L2([0, T ],B([0, T ]), λ)
such that ti = ih for i = 0, 1, . . . , N and
ei =
1√
h
1]ti−1,ti](t), 1 ≤ i ≤ N.
Lemma 4.11. Assume F = E[F ] +∑∞n=1 In(gn) ∈ L2(FT ) satisfies (37) with m = p. Then
E|(CNp − Cp)(F )|2 ≤ KFp
(
T
N
)2βF p∑
i=1
i2
T i
i! ≤ K
F
p
(
T
N
)2βF
T (1 + T )eT .
where KFp :=
∑p
j=1(KFj )2 (with KFj := KFj (1) from (37)).
We refer to Section Appendix A.2 for a proof of Lemma 4.11.
Lemma 4.12. Assume ξ satisfies Hp (i.e. Hypothesis 4.1) and f ∈ C0,p,p,pb . Then, for
all integers q ≥ 0, Iq,p := ∫ T0 f(s, Y q,ps , Zq,ps , U q,ps )ds satisfies Hp so that by Remark 4.2
for all 1 ≤ r ≤ p and multi-indices ir ∈ {0, 1}r and for a.e. (t1, · · · , tr) ∈ [0, T ]r and
(s1, · · · , sr) ∈ [0, T ]r we have
|E(Dirt1,··· ,trIq,p)− E(Dirs1,··· ,srIq,p)| ≤ KIq,pr (|t1 − s1|βIq,p + · · ·+ |tr − sr|βIq,p ),
where βIq,p = 12∧βξ, and the constant KIq,pr depends on Kξr , ‖ξ‖p,1, T and on (‖∂kspf‖∞)1≤k≤p.
We refer to Appendix A.3 for the proof of Lemma 4.12.
Proposition 4.13. Assume that ξ satisfies Hp and f ∈ C0,p,p,pb . We recall Eq,p,N := ‖(Y q,p−
Y q,p,N , Zq,p − Zq,p,N− , U q,p − U q,p,N− )‖2L2. We get
Eq+1,p,N ≤ C2T (T + 1)L2fEq,p,N +K2(q, p)
(
T
N
)1∧2βξ
, (42)
where C2 is a scalar and the constant K2(q, p)depends on Kξp , T, ‖ξ‖p,1and on (‖∂kspf‖∞)1≤k≤p.
Since E0,p,N = 0, we deduce from (42) that Eq,p,N ≤ A2(q, p)
(
T
N
)1∧2βξ , where A2(q, p) :=
K2(q, p)T (T+1)eT
(C2T (T+1)L2f )
q−1
C2T (T+1)L2f−1
. Then, (Y p,q,N , Zp,q,N− , U q,p,N− ) converges to (Y q,p, Zq,p, U q,p)
in ‖(·, ·, ·)‖L2 when N tends to ∞.
Proof of Proposition 4.13. In the following, we denote
∆Y q,p,Nt := Y q,p,Nt − Y q,pt ,
∆Zq,p,Nt := Zq,p,Nt− − Zq,pt , ∆U q,p,Nt := U q,p,Nt− − U q,pt ,
and
∆f q,p,Nt := f(t, Y q,p,Nt , Zq,p,Nt− , U
q,p,N
t− )− f(t, Y q,pt , Zq,pt , U q,pt ).
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Firstly, we deal with ‖ sup0≤t≤T |∆Y q+1,p,Nt |‖2. From (29) and (31) we get
∆Y q+1,p,Nt = Et[CNp (F q,p,N)− Cp(F q,p)] +
∫ t
0
∆f q,p,Ns ds.
By using the second property of Lemma 2.14, by following the same steps as in the proof of
Proposition 4.9 and by introducing ±CNp (
∫ T
0 f(s, Y q,ps , Zq,ps , U q,ps )ds), one gets
‖ sup
0≤t≤T
|∆Y q+1,p,Nt |‖2 ≤ 2‖CNp (ξ)− Cp(ξ)‖2 + 2
∥∥∥∥∥CNp
(∫ T
0
∆f q,ps ds
)∥∥∥∥∥
2
+ 2
∥∥∥∥∥(CNp − Cp)
(∫ T
0
(f(s, Y q,ps , Zq,ps , U q,ps )ds
)∥∥∥∥∥
2
+ Lf
∫ T
0
‖|∆Y q,p,Ns |+ |∆Zq,p,Ns |+ |∆U q,p,Ns |‖2ds.
It remains to apply the first property of Lemma 2.14 to get
‖ sup
0≤t≤T
|∆Y q+1,p,Nt |‖2 ≤ 2‖CNp (ξ)− Cp(ξ)‖2 + 2
∥∥∥∥∥(CNp − Cp)
(∫ T
0
(f(s, Y q,ps , Zq,ps , U q,ps )ds
)∥∥∥∥∥
2
+ 3Lf
∫ T
0
‖|∆Y q,p,Ns |+ |∆Zq,p,Ns |+ |∆U q,p,Ns |‖2ds. (43)
Let us now upper bound
∫ T
0 ‖∆Zq+1,p,Ns ‖22ds+ κ
∫ T
0 ‖∆U q+1,p,Ns ‖22ds.
Following the same steps as in the proof of Proposition 4.9, one gets∫ T
0
‖∆Zq+1,p,Ns ‖22ds+ κ
∫ T
0
‖∆U q+1,p,Ns ‖22ds
≤ 4‖ sup
0≤t≤T
|∆Y q+1,p,Nt |‖22 + 2L2f
(∫ T
0
‖∆Y q,p,Ns ‖2 + ‖∆Zq,p,Ns ‖2 + ‖∆U q,p,Ns ‖2ds
)2
. (44)
Adding 5× (43)2 and (44) gives
Eq+1,p,N ≤ 60‖(CNp − Cp)(ξ)‖22 + 60
∥∥∥∥∥(CNp − Cp)
(∫ T
0
(f(s, Y q,ps , Zq,ps , U q,ps )ds
)∥∥∥∥∥
2
2
+ 411(1 + κ)
κ
T (T + 1)L2fEq,p,N .
Since ξ and Iq,p satisfy (37) (see Remark 4.2 and Lemma 4.12), Lemma 4.11 gives
Eq+1,p,N ≤ 60
(
T
N
)2βξ∧1
T (T + 1)eT
(
(Kξp)2 + (KIq,pp )2
)
+ 411(1 + κ)
κ
T (T + 1)L2fEq,p,N ,
and (42) follows.
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4.4. Error due to the Monte-Carlo approximation
We are now interested in bounding the error between (Y q,p,N , Zq,p,N− , U q,p,N− ) defined by
(31)-(32) and (Y q,p,N,M , Zq,p,N,M− , U q,p,N,M− ) defined by (35)-(36). CN,Mp is defined by (33)
and (34). In this Section, we assume that the coefficients dˆnk are independent of the vector
(G1, · · · , GN), which corresponds to the second approach proposed in Remark 3.1.
Before giving an upper bound for the error, we recall the following Lemma, which mea-
sures the error between CNp and CN,Mp for a r.v. satisfying H3p,N (see Hypothesis 4.3).
Lemma 4.14. Let F be a r.v. satisfying Hypothesis H3p,N . We have
E(|(CNp − CN,Mp )(F )|2) =
1
M
Vp,N(F ).
Moreover, we have E(|CN,Mp (F )|2) ≤ E(|F |2) + 1MVp,N(F ).
We refer to Section Appendix A.4 for the proof of the Lemma.
Proposition 4.15. Let ξ satisfy HypothesisH3p,N and f be a bounded function. Let Eq,p,N,M :=
‖(Y q,p,N − Y q,p,N,M , Zq,p,N − Zq,p,N,M , U q,p,N − U q,p,N,M)‖2L2. We get
Eq+1,p,N,M ≤ C3T (T + 1)L2fEq,p,N,M +
K3(q, p,N)
M
,
where C3 is a scalar and the constant K3(q, p,N) := C4
(
Vp,N(ξ) + T 2‖f‖2∞
∑p
k=0
(
2N
k
))
for
some C4 > 0.
Since E0,p,N,M = 0, we deduce from the previous inequality that Eq,p,N,M ≤ A3(q,p,N)
M
, where
A3(q, p,N) := K3(q, p,N)
(C3T (T+1)L2f )
q−1
C3T (T+1)L2f−1
. Then, (Y p,q,N,M , Zp,q,N,M , U q,p,N,M) converges to
(Y q,p,N , Zq,p,N , U q,p,N) in ‖(·, ·, ·)‖L2 when M tends to ∞ .
The proof of Proposition 4.15 is the same as the proof of [7, Proposition 4.17], except
that we consider jumps. The jump part is treated as in (44).
5. Implementation
5.1. Pseudo-code of the Algorithm
In this section, we describe in detail the algorithm. We aim at computing M trajectories
of an approximation of (Y, Z, U) on the grid T = {ti = i TN , i = 0, · · · , N}. Starting from
(Y 0,p,N,M , Z0,p,N,M , U0,p,N,M) = (0, 0, 0), (35)-(36) enable to get (Y q,p,N,M , Zq,p,N,M , U q,p,N,M)
for each Picard’s iteration q on T . In practice, we discretize the integral ∫ t0 f (θq,p,N,Ms ) ds
which leads to approximated values of (Y q,p,N,M , Zq,p,N,M , U q,p,N,M) computed on a grid. Let
us introduce (Y q+1,p,N,Mti , Z
q+1,p,N,M
ti
, U
q+1,p,N,M
ti
)1≤i≤N , defined by
(Y 0,p,N,M , Z0,p,N,M , U0,p,N,M) = (0, 0, 0)
27
and for all q ≥ 0
Y
q+1,p,N,M
ti
= Eti(CN,Mp (F
q,p,N,M))− h
i∑
j=1
f
(
tj, Y
q,p,N,M
tj
, Z
q,p,N,M
tj
, U
q,p,N,M
tj
)
,
Z
q+1,p,N,M
ti
= D(0)
ti
(Eti(CN,Mp (F
q,p,N,M))),
U
q+1,p,N,M
ti
= D(1)
ti
(Eti(CN,Mp (F
q,p,N,M))), (45)
where F q,p,N,M := ξ + h∑Ni=1 f(ti, Y q,p,N,Mti , Zq,p,N,Mti , U q,p,N,Mti ).
Remark 5.1. Instead of studying the error between (Y, Z, U) and θq,p,N,M := (Y q,p,N,M ,
Zq,p,N,M , U q,p,N,M) we could have studied the error between (Y, Z, U) and θq,p,N,M := (Y q,p,N,M ,
Z
q,p,N,M
, U
q,p,N,M). The main difference between θq,p,N,M and θq,p,N,M is that we consider a
discrete sum in the implemented scheme. In that case, the scheme of the proof is the same,
and in order to get the same convergence rate we just need to add another assumption: f
has to be Hölder-(βξ ∧ 12) in time.
Here are the notations we use in the algorithm.
• q: index of Picard’s iteration
• Kit: number of Picard’s iterations
• M : number of Monte–Carlo samples
• N : number of time steps used for the discretization of Y and Z
• p: order of the chaos decomposition
• Y q ∈MN+1,M(R) represents M paths of Y q,p,N,M computed on the grid T .
• Zq ∈ MN+1,M(R) (resp. U q ∈ MN+1,M(R)) represents M paths of Zq,p,N,M (resp.
U
q,p,N,M) computed on the grid T .
Since ξ ∈ L2(FT ), ξ can be written as a measurable function of {Bt, Nt}t≤T . Then,
one gets one sample of ξ from one sample of ((G1, Q1), · · · , (GN , QN)) (where Gi represents
Bti
−Bti−1√
h
and Qi represents Nti −Nti−1).
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Algorithm 1 Iterative algorithm
1: Pick at random N ×M values of standard Gaussian r.v., stored in G, and N ×M values
of Poisson r.v. of parameter κh stored in Q.
2: Using G and Q, compute {ξm}0≤m≤M−1.
3: Y 0 ≡ 0, Z0 ≡ 0, U 0 ≡ 0.
4: for q = 0 : Kit − 1 do
5: for m = 0 : M − 1 do
6: Compute (F q)m = ξm + h∑Ni=1 f(ti, (Y q)i,m, (Zq)i,m, (U q)i,m)
7: end for
8: Compute the vector d = (d̂0, {d̂nk}1≤k≤p,|n|=k) of the chaos decomposition of F q
9: d̂0 := 1M
∑M−1
m=0 (F q)m, d̂nk = n
B !
nP !(κh)|nP |M
∑M−1
m=0 (F q)m
∏N
i=1KnBi (G
m
i )CnPi (Q
m
i , κh)
10: for j = 1 : N do
11: for m = 0 : M − 1 do
12: Compute (Etj(CN,Mp F q))m, (D(0)tj (Etj(CN,Mp F q)))m,(D
(1)
tj
(Etj(CN,Mp F q)))m
13: (Y q+1)j,m = (Etj(CN,Mp F q))m − h
∑j
i=1 f(ti, (Y q)i,m, (Zq)i,m, (U q)i,m)
14: (Zq+1)j,m = (D(0)tj (Etj(CN,Mp F q)))m
15: (U q+1)j,m = (D(1)tj (Etj(CN,Mp F q)))m
16: end for
17: end for
18: end for
19: Return (Y Kit)0,: = d̂0, (ZKit)0,: = 1√h d̂
e1,0N
1 and (UKit)0,: = d̂0N,e11
Let us now deal with the complexity of the algorithm :
For each q:
• the computation of the vector F q (loop line 5) requires O(M ×N) computations,
• the computation of the vector d (line 8) requires O(M × p × Np) computations, and
the computation of each coefficient requires O(M × p) computations,
• for each N and M (lines 10-11)
– the computation of (Etj(CN,Mp F q))m, of (D(0)tj (Etj(CN,Mp F q)))m and of
(D(1)
tj
(Etj(CN,Mp F q)))m (line 12) requires O(p×Np) computations
– the computation of (Y q+1)j,m (loop line 13) requires O(N) computations, the
computation of ((Zq+1)lj,m) and ((U q+1)lj,m) requires O(1) computations.
The complexity of the algorithm is then O(Kit ×M × p×Np+1).
Remark 5.2. Given the complexity C0 of the algorithm, we can choose the parameters
p, q,N and M such that they minimize the error A02q +
A1(q,p)
(p+1)! +A2(q, p)
(
T
N
)a
+ A3(q,p,N)
M
, where
a := 2βξ ∧ 1. This boils down to solving the following constrained minimization problem
min
q,p,N,M s.t. qpMNp+1=C0
(
1
2q +
Cq
(p+ 1)! +
Cq
Na
+ C
qNp
M
)
.
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The Karush-Kuhn-Tucker theorem gives M ∼ 2p
a
(p + 1)(p+ 32 )( pa+1), N ∼ (p + 1) p+
3
2
a , q ∼
1
ln(2C)p ln(p+ 1) and p such that (p+ 1)
(2p+3)(1+ p
a
)p3 ln(p+ 1) ∼ a log(2C)C0.
5.2. Numerical Examples
5.2.1. First example
The following example is borrowed from [15]. We consider a Poisson process N with
κ = 1 and the following BSDE
dYt = −cUtdt+ ZtdBt + Ut(dNt − dt),
ξ = NT .
The explicit solution is given by
(Yt, Zt, Ut) = (Nt + (1 + c)(T − t), 0, 1).
Figure 1 represents the evolution of (Y q,p,N,M0 , Zq,p,N,M0 , U q,p,N,M0 ) with respect to M when
q = 5, p = 2 and N = 20.
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Figure 1: Evolution of (Y q,p,N,M0 , Z
q,p,N,M
0 , U
q,p,N,M
0 ) with respect toM when p = 2, N = 20, q = 5, c = 0.5,
T = 1
Table 1 gives the computational time needed by the algorithm with this choice for q, p, N
and for different values of M . We notice from Figure 1 that the value of (Y q,p,N,M0 , Zq,p,N,M0 ,
U q,p,N,M0 ) is close to the true solution from M = 2× 105. When M = 2× 105, the CPU time
is about 1 minute, which is quite small.
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M 103 5× 103 104 5× 104 105 2× 105 5× 105 106
CPU time (in s) 0.253 1.277 2.567 13.24 26.81 56.91 142.75 283.65
Table 1: CPU time w.r.t. M when p = 2, N = 20, q = 5, c = 0.5, T = 1
5.2.2. Second example
We consider now the following BSDE
dYt = −(αYt + βZt + γUt)dt+ ZtdBt + UtdN˜t,
ξ = exp(aT + bBT + cNT ).
The explicit solution is given by
Yt = eaT+bBt+cNte(α+
(b+β)2−β2
2 )(T−t)+(ec−1)(κ+γ)(T−t),
Zt = Et−(D0tYt) = bYt− , Ut = Et−(D1tYt) = (ec − 1)Yt−
We choose α = β = 0.3, γ = 0.2, a = −0.1, b = 0.1, c = 0.2, κ = 3 and T = 2. For
these values, we get (Y0, Z0, U0) = (6.599, 0.66, 1.4612). For M = 4 × 105, p = 2, N = 50
and q = 10, we get (Y q,p,N,M0 , Zq,p,N,M0 , U q,p,N,M0 ) = (6.560, 0.56, 1.294). We plot one path of
(Y q,p,N,Mt , Yt)t≤T , (Zq,p,N,Mt , Zt)t≤T and (U q,p,N,Mt , Ut)t≤T in Figures 2, 3, 4 with M = 4× 105,
p = 2, N = 50 and q = 10.
Figure 2: One path of (Y q,p,N,M , Y )
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Figure 3: One path of (Zq,p,N,M , Z)
Figure 4: One path of (Uq,p,N,M , U)
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Appendix A. Technical results
Appendix A.1. Proof of Lemmas 4.7 and 4.8
Appendix A.1.1. Proof of Lemma 4.7
Let t˜l := max{t1, · · · , tl}. First, we prove by induction that ∀q′ ≤ q, (Y q′ , Zq′ , U q′)
belongs to Sm,∞, i.e. ∀j ≥ 2
‖(Y q′ , Zq′ , U q′)‖jm,j =
∑
1≤l≤m
∑
il
ess sup
t1,··· ,tl
{
E[ sup
t˜l≤r≤T
|Dilt1,··· ,tlY q
′
r |j] +
∫ T
t˜l
E[|Dilt1,··· ,tlZq
′
r |j]dr
+
∫ T
t˜l
E[|Dilt1,··· ,tlU q
′
r |j]dr
}
<∞.
Let r ≥ t˜l. Using (27) gives
Dilt1,··· ,tlY
q′
r = Er[D
il
t1,··· ,tlF
q′−1]−
∫ r
t˜l
Dilt1,··· ,tlf(θ
q′−1
s )ds, where θq
′−1
s := (s, Y q
′−1
s , Z
q′−1
s , U
q′−1
s ).
Using the Definition of F q′−1 and applying Doob’s inequality leads to
E[ sup
tl≤r≤T
|Dilt1,··· ,tlY q
′
r |j] ≤ C(j)
(
E[|Dilt1,··· ,tlξ|j] + E
(∫ T
t˜l
|Dilt1,··· ,tlf(θq
′−1
s )|jds
))
,
where C(j) is a generic constant depending also on T . Analyzing the outcome of the repeated
Malliavin derivative where for D(0)t f(θq
′−1
s ) the chain rule holds while
D
(1)
t f(θq
′−1
s ) = f(s, Y q
′−1
s +D
(1)
t Y
q′−1
s , Z
q′−1
s +D
(1)
t Z
q′−1
s , U
q′−1
s +D
(1)
t U
q′−1
s )− f(θq
′−1
s )
(see, for example, [9, Lemma 3.2]), one can see that the term |Dilt1,··· ,tlf(θq
′−1
s )| is bounded
by a sum of terms of typel0+l1+l2∑
k=1
‖∂kspf‖∞
 ∣∣∣Dk0t0 Y q′−1s ∣∣∣ ∣∣∣Dk1t1 Zq′−1s ∣∣∣ ∣∣∣Dk2t2 U q′−1s ∣∣∣ ,
where kj ∈ {0, 1}lj are vectors of size lj and l0 + l1 + l2 ≤ l. Then, Hölder’s inequality gives
E
(∫ T
t˜l
|Dilt1,··· ,tlf(θq
′−1
s )|jds
)
≤ C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q′−1, Zq′−1, U q′−1)‖ljl,lj (A.1)
and ∑
1≤l≤m
∑
il∈{0,1}l
ess sup
t1,··· ,tl
E[ sup
tl≤r≤T
|Dilt1,··· ,tlY q
′
r |j]
≤ C(j)
(
‖ξ‖jm,j +
m∑
l=1
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q′−1, Zq′−1, U q′−1)‖ljl,lj
)
. (A.2)
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From (28), we get Dilt1,··· ,tlZq
′
r = Er[D
(i1,··· ,il,0)
t1,··· ,tl,r ξ +
∫ T
r D
(i1,··· ,il,0)
t1,··· ,tl,r f(θq
′−1
u )du]1{r≥t˜l}. Then∫ T
t˜l
E[|Dilt1,··· ,tlZq
′
r |j]dr
≤ C(j)
∫ T
t˜l
E[|D(i1,··· ,il,0)t1,··· ,tl,r ξ|j]dr +
∫ T
t˜l
E
∣∣∣∣∣
∫ T
r
D
(i1,··· ,il,0)
t1,··· ,tl,r f(θ
q′−1
u )du
∣∣∣∣∣
j
 dr
 .
Using (A.1) yields
∑
1≤l≤m
∑
il∈{0,1}l
ess sup
t1,··· ,tl
∫ T
t˜l
E[|Dilt1,··· ,tlZq
′
r |j]dr
≤ C(j)
(
‖ξ‖jm+1,j +
m∑
l=1
(
l+1∑
k=1
‖∂kspf‖j∞
)
‖(Y q′−1, Zq′−1, U q′−1)‖(l+1)j(l+1),(l+1)j
)
.
The same type of result holds for
∫ T
t˜l
E[|Dilt1,··· ,tlU q
′
r |j]dr. Combining this result with (A.2)
gives
‖(Y q′ , Zq′ , U q′)‖jm,j ≤ C(j)
(
‖ξ‖jm+1,j +
(
m+1∑
k=1
‖∂kspf‖j∞
)
m∑
l=1
‖(Y q′−1, Zq′−1, U q′−1)‖(l+1)j(l+1),(l+1)j
)
.
Iterating this inequality yields the result.
Appendix A.1.2. Proof of Lemma 4.8
We prove it by induction on q. Let r ≥ t˜l := max{t1, · · · , tl} and θq,ps := (s, Y q,ps , Zq,ps , U q,ps ).
From (29) we get that
Dilt1,··· ,tlY
q+1,p
r = Er[D
il
t1,··· ,tlCp(F q,p)]−
∫ r
t˜l
Dilt1,··· ,tlf(θ
q,p
s )ds
= Er[Cp−l(Dilt1,··· ,tlF q,p)]1{l≤p} −
∫ r
t˜l
Dilt1,··· ,tlf(θ
q,p
s )ds,
where we have used Lemma 2.11 to get the second equality. Applying Doob’s maximal
inequality leads to
E[ sup
t˜l≤r≤T
|Dilt1,··· ,tlY q+1,pr |j] ≤C(j)
(
E[|Cp−l(Dilt1,··· ,tlF q,p)|j]1{l≤p}
+ E
(∫ T
t˜l
|Dilt1,··· ,tlf(θq,ps )|jds
))
, (A.3)
where C(j) is a generic constant depending also on T . Let us first deal with the first
term of the r.h.s. of (A.3), we assume l ≤ p. Following Proposition 2.5, we know that
F q,p = ∑∞n=0 In(gn). Then
Dilt1,··· ,tlF
q,p =
∞∑
n=l
n(n− 1) · · · (n− l + 1)In−l(gn(∗, z1, · · · , zl)),
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with zk = (tk, ik) and
Cp−l(Dilt1,··· ,tlF q,p) =
p∑
n=l
n(n− 1) · · · (n− l + 1)In−l(gn(∗, z1, · · · , zl)),
=
p−l∑
n=0
(n+ l)!
n! In(gn+l(∗, z1, · · · , zl)).
Let us denote gˆni(∗) := gni+l(∗, z1, · · · , zl). From Proposition 2.9 we get
E[|Cp−l(Dilt1,··· ,tlF q,p)|j]
=
p−l∑
n1,··· ,nj=0
E(In1(gˆn1) · · · Inj(gˆnj))
(n1 + l)!
n1!
· · · (nj + l)!
nj!
=
p−l∑
n1,··· ,nj=0
(n1 + l)!
n1!
· · · (nj + l)!
nj!
∑
JB∈[n]
∑
(τ,σ)∈Π=2,≥2(JB ;n1,...,nj)
κ|σ|
∫
[0,T ]|τ |+|σ|
( j⊗
i=1
gˆni
)
τ∪σ
dλ|τ |+|σ|
≤
p−l∑
n1,··· ,nj=0
(n1 + l)!
n1!
· · · (nj + l)!
nj!
j∏
i=1
‖gni+l‖∞
∑
JB∈[n]
∑
(τ,σ)∈Π=2,≥2(JB ;n1,...,nj)
κ|σ| T |τ |+|σ|. (A.4)
Thanks to the assumptions on f and ξ and induction hypothesis, we have F q,p ∈ Dp,2.
Then, (12) gives that gni+l(z1, · · · , zni+l) = 1(ni+l)!E(D
(i1,··· ,ini+l)
t1,··· ,tni+l (F
q,p)), then ‖gni+l‖∞ ≤
1
(ni+l)!‖F q,p‖ni+l,1. Since ni ≤ p− l, we get ‖gni+l‖∞ ≤ 1(ni+l)!‖F q,p‖p,1. Then
E[|Cp−l(Dilt1,··· ,tlF q,p)|j] ≤ (‖F q,p‖p,1)j
p−l∑
n1,··· ,nj=0
∑
JB∈[n]
∑
(τ,σ)∈Π=2,≥2(JB ;n1,...,nj)
κ|σ| T |τ |+|σ|
≤ C(p, j)(‖F q,p‖p,1)j. (A.5)
We have ‖F q,p‖p,1 = ∑l≤p∑il∈{0,1}l ess supt1,··· ,tl E(|Dilt1,··· ,tlF q,p|) where
E(|Dilt1,··· ,tlF q,p|) ≤ E(|Dilt1,··· ,tlξ|) + E(
∫ T
t˜l
|Dilt1,··· ,tlf(θq,ps )|ds).
By using (A.1), we get E
(∫ T
t˜l
|Dilt1,··· ,tlf(θq,ps )|ds
)
≤ C
(∑l
k=1 ‖∂kspf‖∞
)
‖(Y q,p, Zq,p, U q,p)‖ll,l.
Then
‖F q,p‖p,1 ≤ ‖ξ‖p,1 +
∑
l≤p
C
(
l∑
k=1
‖∂kspf‖∞
)
‖(Y q,p, Zq,p, U q,p)‖ll,l, (A.6)
‖F q,p‖jp,1 ≤ C(p, j)
‖ξ‖jp,1 +∑
l≤p
C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj
 . (A.7)
Let us now deal with the second term of the r.h.s. of (A.3). By using (A.1), we get
E
(∫ T
t˜l
|Dilt1,··· ,tlf(θq,ps )|jds
)
≤ C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj. (A.8)
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Combining (A.5), (A.7), (A.8) and (A.3) yields
E[ sup
t˜l≤r≤T
|Dilt1,··· ,tlY q+1,pr |j]
≤ C(p, j)
‖ξ‖jp,1 +∑
l≤p
C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj
1{l≤p}
+ C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj,
and ∑
1≤l≤m
∑
il∈{0,1}l
ess sup
t1,··· ,tl
E[ sup
t˜l≤r≤T
|Dilt1,··· ,tlY q+1,pr |j]
≤ C(p, j)
(
‖ξ‖jp,1 +
m∨p∑
l=1
C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj
)
. (A.9)
From (30) we get
D
(i1,··· ,il)
t1,··· ,tl Z
q+1,p
r = Er[D
(i1,··· ,il,0)
t1,··· ,tl,r Cp(F q,p)] = Er[Cp−l−1(D(i1,··· ,il,0)t1,··· ,tl,r F q,p)]1{l≤p−1}1{r≥t˜l}.
Then ∫ T
t˜l
E[|Dilt1,··· ,tlZq+1,pr |j]dr ≤ C
(∫ T
t˜l
E[|Cp−l−1(D(i1,··· ,il,0)t1,··· ,tl,r F q,p)|j]dr
)
1{l≤p−1}.
Using (A.5) and (A.7) leads to
∑
1≤l≤m
∑
il∈{0,1}l
ess sup
t1,··· ,tl
∫ T
t˜l
E[|Dilt1,··· ,tlZq+1,pr |j]dr
≤ C(p, j)
(
‖ξ‖jp,1 +
p∑
l=1
C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj
)
.
The same type of result holds for
∫ T
t˜l
E[|Dilt1,··· ,tlU q+1,pr |j]dr. Combining these results with
(A.9) gives
‖(Y q+1,p, Zq+1,p, U q+1,p)‖jm,j ≤C(p, j)
(
‖ξ‖jp,1 +
m∨p∑
l=1
C
(
l∑
k=1
‖∂kspf‖j∞
)
‖(Y q,p, Zq,p, U q,p)‖ljl,lj
)
.
Iterating this inequality yields the result.
Appendix A.2. Proof of Lemma 4.11
We will prove the assertion by induction in p ∈ N. Since (CN0 )(F ) = (C0)(F ) Lemma 4.11
holds for p = 0. Assume that for p ∈ N∗
E|(CNp−1 − Cp−1)(F )|2 ≤
p−1∑
j=1
(KFj )2
(
T
N
)2βF p−1∑
i=1
i2
T i
i! .
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By using (5) and (24), we get
(CNp − Cp)(F ) = (CNp−1 − Cp−1)(F ) + (PNp − Pp)(F ).
Then, it suffices to show that
E|(PNp − Pp)(F )|2 ≤ (KFp )2
(
T
N
)2βF
p2
T p
p! .
We have Pp(F ) = Ip(gp) where we will assume that gp is symmetric. It holds
PNp (F ) = Ip(gNp )
with
gNp ((t1, i1), · · · , (tp, ip)) =
∑
kp∈{1,··· ,N}p
〈gp((·, i1), · · · , (·, ip)), e[k1, ..., kp]〉L2([0,T ]p)
× e[k1, ..., kp](t1, · · · , tp).
Then gNp is constant w.r.t. (t1, · · · , tp) ∈ Λkp := Λk1 × · · · × Λkp with Λi :=]ti−1, ti] since
e[k1, ..., kp] = h−
p
21Λkp . We have by (11), (12) and (37) that
E|(PNp − Pp)(F )|2
= E|Ip(gNp )− Ip(gp)|2
=
∑
kp
∑
ip
κ|ip|p!‖h− p2 〈gp((·, i1), · · · , (·, ip)), e[k1, ..., kp]〉L2([0,T ]p) − gp((·, i1), · · · , (·, ip))‖2L2(Λkp )
=
∑
kp
∑
ip
κ|ip|p!
∥∥∥∥∥h−p
∫
Λkp
gp((s1, i1), · · · , (sp, ip))− gp((·, i1), · · · , (·, ip))ds1...dsp
∥∥∥∥∥
2
L2(Λkp )
≤ ∑
kpip
κ|ip|p!h−2p
∫
Λkp
(∫
Λkp
|gp((s1, i1), · · · , (sp, ip))− gp((t1, i1), · · · , (tp, ip))|ds1...dsp
)2
dt1 · · · dtp
≤∑
kp
∑
ip
κ|ip|
1
p!h
−2p
∫
Λkp
(∫
Λkp
KFp (|t1 − s1|βF + · · ·+ |tp − sp|βF )ds1...dsp
)2
dt1 · · · dtp
≤ (KFp )2T p(1 + κ)pp2
1
p!
( T
N
)2βF
.
Appendix A.3. Proof of Lemma 4.12
We will show that if
(Y q,pt , Zq,pt , U q,pt ) satisfies Hp for a.e. t ∈ [0, T ] (A.10)
(with βIq,p = 12 ∧ βξ) then also Iq,p =
∫ T
0 f(s, Y q,ps , Zq,ps , U q,ps )ds does satisfy Hp. As I0,p
is constant, it satisfies Hp. For q ≥ 1 we will use the notation Dα(1:i−1)t ∆αii Dα(i+1:r)s F :=
D
(α1,··· ,αi−1)
t1,··· ,ti−1 (D
(αi,··· ,αr)
ti,si+1,··· ,srF −D(αi,··· ,αr)si,si+1,··· ,srF ) and prove that for 1 ≤ r ≤ p
E|Dα(1:i−1)t ∆αii Dα(i+1:r)s Iq,p|j ≤ Kr(j)|ti − si|jβIq,p
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(that H1p holds for Iq,p is clear). Setting ts−i := max{t1, · · · , ti−1, si+1, · · · , sr} and θq,pu :=
(u, Y q,pu , Zq,pu , U q,pu ) we have
D
α(1:i−1)
t ∆αii Dα(i+1:r)s Iq,p =
∫ T
ti∨si∨ts−i
D
α(1:i−1)
t ∆αii Dα(i+1:r)s f(θq,pu )du
±
∫ ti∨si∨ts−i
(ti∧si)∨ts−i
D
α(1:i−1)
t D
αi
ti∧siD
α(i+1:r)
s f(θq,pu )du, (A.11)
where ± = − for ti > si, and ± = + for the opposite case. From the proof of Lemma 4.7 we
know that |Dα(1:i−1)t Dαiti∧siDα(i+1:r)s f(θq,pu )| is bounded by a sum of terms of type r∑
j=1
‖∂jspf‖∞
 |Dk0t0 Y q,pu | |Dk1t1 Zq,pu | |Dk2t2 U q,pu |,
where kj ∈ {0, 1}lj are vectors of size lj with l0 + l1 + l2 ≤ r and tj are sub vectors of
{t1, ..., ti−1, ti ∧ si, si+1, ..., sr}. Hölder’s inequality and Lemma 4.8 give
E
∣∣∣∣∣
∫ ti∨si∨ts−i
(ti∧si)∨ts−i
D
α(1:i−1)
t D
αi
ti∧siD
α(i+1:r)
s f(θq,pu )du
∣∣∣∣∣
j
≤ C(p, j, ‖ξ‖p,1, (‖∂kspf‖∞)k≤p)|ti − si|
j
2 .
For the first term on the r.h.s. of (A.11) we notice that∫ T
ti∨si∨ts−i
|Dα(1:i−1)t ∆αii Dα(i+1:r)s f(θq,pu )|du
is bounded by a sum of terms of type
∫ T
ts−i
(
r∑
j=1
‖∂jspf‖∞
)
|Dk0t0 Φq,pu | |Dk1t1 Ψq,pu | |Dk2t2 ∆αii Dk3t3 Γq,pu |du,
where (Φq,pu ,Ψq,pu ,Γq,pu ) stands for a permutation of {Y q,pu , Zq,pu , U q,pu }, and kj ∈ {0, 1}lj are
vectors of size l0, l1, l2 + l3 + 1 ≤ r while the tj denote the appropriate sub vectors of
{t1, ..., ti−1, ti, si, si+1, ..., sr}.
By Hölder’s inequality and assumption (A.10) we conclude that
E
∣∣∣∣∣
∫ T
ti∨si∨ts−i
D
α(1:i−1)
t ∆αii Dα(i+1:r)s f(θq,pu )du
∣∣∣∣∣
j
≤ Kr(j)|ti − si|jβIq,p .
We finish the proof of Lemma 4.12 by arguing that assumption (A.10) holding for true
for a certain q, implies it for q + 1 : We want to use (29) and (30) and therefore we first
notice that in the same way as above for Iq,p one can show that (A.10) implies that∫ t
0
f (s, Y q,ps , Zq,ps , U q,ps ) ds satisfies Hp.
It is also clear that satisfying Hp is stable with respect to linear combination and taking the
conditional expectation Et.What we still need to check is whether satisfyingHp is also stable
38
with respect to the truncation Cp. For this, let us assume that F = ∑∞n=0 In(gn) satisfies Hp.
Following the proof of Lemma 4.8, we have
D
α(1:i−1)
t ∆αii Dα(i+1:r)s F
=
∞∑
n=r
n(n− 1) · · · (n− r + 1)In−r(gn(∗, z1, · · · , zi, z′i+1, · · · , z′r)
− gn(∗, z1, · · · , zi−1, z′i · · · , z′r)),
where zj = (tj, ij) and z′j = (sj, ij). Like in (A.4) we get
E[|Cp−r(Dα(1:i−1)t ∆αii Dα(i+1:r)s F )|j]
≤ C(p, j, T )
p−r∑
n1,··· ,nj=0
(n1 + r)!
n1!
· · · (nj + r)!
nj!
×
j∏
i=1
‖gni+r(∗, z1, · · · , zi, z′i+1, · · · , z′r)− gni+r(∗, z1, · · · , zi−1, z′i · · · , z′r))‖∞
≤ C(p, j, T )(KFp (1)|ti − si|βF )j,
where we used that
(ni + r)!‖gni+r(∗, z1, · · · , zi, z′i+1, · · · , z′r)−gni+r(∗, z1, · · · , zi−1, z′i · · · , z′r))‖∞
≤ KFp (1)|ti − si|βF .
Appendix A.4. Proof of Lemma 4.14
Using the definitions (25) and (34) leads to
(CNp − CN,Mp )(F ) = d0 − dˆ0 +
p∑
k=1
∑
|n|=k
(dnk − dˆnk )
N∏
i=1
KnBi (Gi)CnPi (Qi, κh).
Since dˆnk is independent of (Gi, Qi)1≤i≤N
E(|(CNp − CN,Mp )(F )|2) = E(|d0 − dˆ0|2) +
p∑
k=1
∑
|n|=k
(nP )!(κh)|nP |
(nB)! E(|d
n
k − dˆnk |2).
The definition of the coefficients d0 and dnk given in (26) leads to
E(|(CNp − CN,Mp )(F )|2) = V(dˆ0) +
p∑
k=1
∑
|n|=k
(nP )!(κh)|nP |
(nB)! V(dˆ
n
k ).
Using the definition of dˆnk (see (33)) leads to the first result. To get the second result, we
write CN,Mp (F ) = (CN,Mp − CNp )(F ) + CNp (F ). Since E
(
(CN,Mp − CNp )(F )CNp (F )
)
= 0, we get
E(|CN,Mp (F )|2) = E(|(CN,Mp − CNp )(F )|2) + E(|CNp (F )|2).
Lemma 2.14 ends the proof.
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Appendix A.5. The product of two multiple integrals
For the convenience of the reader, we cite here [14, Theorem 3.6] from Lee and Shih
adapted to our simple situation where the multiple integrals Ik(gk) are built using the process
B+N˜ like in Subsection 2.1.2. For this, we first introduce the ’contraction and identification
operator’ ⊗ba. For symmetric functions gk ∈ (L2)⊗k(λ ⊗ (δ0 + κδ1)) and gm ∈ (L2)⊗m(λ ⊗
(δ0 + κδ1)) we define the function gk ⊗ba gm : ([0, T ]× {0, 1})k−a−b × ([0, T ]× {0, 1})m−a−b ×
([0, T ]× {0, 1})b → R by
(gk ⊗ba gm)(x,y, z) =
∫
([0,T ]×{0,1})a
gk(x, z,w)gm(w, z,y)d[λ⊗ (δ0 + κδ1)]⊗a(w) (A.12)
for (x,y, z) ∈ ([0, T ]× {0, 1})k−a−b × ([0, T ]× {0, 1})m−a−b × ([0, T ]× {0, 1})b.
Theorem Appendix A.1. If gk ∈ (L2)⊗k(λ⊗ (δ0 + κδ1)) and gm ∈ (L2)⊗m(λ⊗ (δ0 + κδ1))
are symmetric functions such that |gk| ⊗ba |gm| is in (L2)⊗(k+m−2a−b)(λ⊗ (δ0 + κδ1)), then
Ik(gk)Im(gm) =
k∧m∑
a=0
k∧m−a∑
b=0
a!b!
(
k
a
)(
m
a
)(
k − a
b
)(
m− a
b
)
Ik+m−2a−b(gk ⊗ba gm).
An immediate consequence is that if gk and gm have disjoint support, then Ik(gk)Im(gm) =
Ik+m(gk ⊗ gm).
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