For Anderson Localization models with multifractal eigenvectors on disordered samples containing N sites, we analyze in a unified framework the consequences for the statistical properties of the Green function. We focus in particular on the imaginary part of the Green function at coinciding points G I xx (E − iη) and study the scaling with the size N of the moments of arbitrary indices q when the broadening follows the scaling η = c N δ . For the standard scaling regime δ = 1, we find in the two limits c ≪ 1 and c ≫ 1 that the moments are governed by the anomalous exponents ∆(q) of individual eigenfunctions, without the assumption of strong correlations between the weights of consecutive eigenstates at the same point. For the non-standard scaling regimes 0 < δ < 1, we obtain that the imaginary Green function follows some Fréchet distribution in the typical region, while rare events are important to obtain the scaling of the moments. We describe the application to the case of Gaussian multifractality and to the case of linear multifractality.
Statistical properties of the Green function in finite size for Anderson Localization models with multifractal eigenvectors

Cécile Monthus
Institut de Physique Théorique, Université Paris Saclay, CNRS, CEA, 91191 Gif-sur-Yvette, France
For Anderson Localization models with multifractal eigenvectors on disordered samples containing N sites, we analyze in a unified framework the consequences for the statistical properties of the Green function. We focus in particular on the imaginary part of the Green function at coinciding points G I xx (E − iη) and study the scaling with the size N of the moments of arbitrary indices q when the broadening follows the scaling η = c N δ . For the standard scaling regime δ = 1, we find in the two limits c ≪ 1 and c ≫ 1 that the moments are governed by the anomalous exponents ∆(q) of individual eigenfunctions, without the assumption of strong correlations between the weights of consecutive eigenstates at the same point. For the non-standard scaling regimes 0 < δ < 1, we obtain that the imaginary Green function follows some Fréchet distribution in the typical region, while rare events are important to obtain the scaling of the moments. We describe the application to the case of Gaussian multifractality and to the case of linear multifractality.
INTRODUCTION
For Anderson Localization models [1] defined on N sites, or for N × N random matrices, the statistics of the N eigenvalues E n and of the corresponding eigenvectors |φ n > H = N n=1 E n |φ n >< φ n |
have been much studied, in particular at Anderson transitions where eigenvectors display multifractality (see the reviews [2] [3] [4] and references therein). Besides short-ranged Anderson models in finite dimension d > 2, where multifractality occurs only at the critical point between the exponentially localized phase and the delocalized ergodic phase, there exists other Anderson models where multifractality appears also outside the critical point. In the localized phase, multifractality occurs whenever localized eigenfunctions are only power-law localized with respect to the size N of the Hilbert space (see more details in the introduction of [5] ) : examples are (i) Anderson models in finite dimension d with power-law hoppings (ii) nearest-neighbor Anderson models on trees or on other spaces of effective infinite dimensionality where the Hilbert space grows exponentially with the linear length (iii) some matrix models where the matrix elements are rescaled with some power of the size N of the matrix. In the delocalized phase, the existence of a non-ergodic phase displaying multifractality has been much debated recently, in particular for the short-ranged Anderson model on the Bethe lattice, either with boundaries [6, 7] or without boundaries [8] [9] [10] [11] [12] [13] , and for random matrix models, like the Generalized-Rosenzweig-Potter (GRP) Matrix model [14, 15] , or the Lévy Matrix model [16] [17] [18] . Whenever eigenfunctions display multifractality, it is important to understand the consequences for the statistics of the Green function defined for the complex variable z = E − iη
The Green function is the basic object from which the physical observables can be obtained (see the reviews [2] [3] [4] ). The observable that has been the most discussed is the imaginary part at coinciding points x = y, because it leads to the local density of states ρ x (E) which can be considered as an order parameter for the Anderson transition (see the reviews [2] [3] [4] )
in the limit η → 0
The Green function for two different points x = y contains the information on the Landauer two-point transmission where an incoming and an outgoing wires are attached to the two points x and y in order to probe the conductance of the sample [19] [20] [21] . The direct relation that has been found between this Landauer two-point transmission and the product of two local densities of states [19] shows the central role played by the local density of states, or equivalently by the imaginary part of the Green function at coinciding points of Eq 4 on which we will mostly focus in the present paper. However since one is interested in the double limit N → +∞ and η → 0, it is essential to state what is the scaling relation between the two variables in terms of some exponent δ > 0 [7, 13, 14] 
In the standard scaling regime δ = 1 [7, 13, 14] , where the broadening η = c N scales as the level spacing
(where
is the global density of states), the local density of states is expected to inherit the statistical properties of a single eigenfunction φ
although this relation has been recently found to be violated for non-integer moments of indices 0 < q < 1 2 for the Anderson Localization model on the Cayley tree [7] . A natural question is whether this violation is very specific to the tree geometry with boundaries or whether it could also happen in other cases. In addition, three recent studies [7, 13, 14] have found that the characterization of non-ergodic delocalized phases requires to analyze the non-standard scaling of Eq. 5 with an exponent 0 < δ < 1, so that the broadening η is much bigger than the level spacing ∆ and contains a sub-extensive number of levels
The main idea is that the standard scaling δ = 1 is enough to characterize the delocalized ergodic phase, but is not enough to discriminate between the localized phase and some delocalized non-ergodic phase [7, 13, 14] . We refer the reader to the three works [7, 13, 14] for the various points of view that lead to the introduction of an anomalous scaling exponent 0 < δ < 1, and for the concrete applications to the Anderson model on the Cayley tree or the Bethe lattice, and the Generalized Rosenzweig-Porter random matrix model. The aim of the present work is to re-analyze in a unified framework the general statistical properties of the Green function in finite size N as a function of the broadening scaling η = c/N δ whenever the eigenfunctions display multifractality. To simplify the discussion, the amplitudes are assumed to be real variables φ n (x) =< x|φ n >=< φ n |x >, so that the real part and the imaginary part of the Green function of Eq. 2 read respectively
The analysis of the statistics of the Green function will be based on the structure of this spectral decomposition involving a sum over N terms, where the eigenvalues E n and the multifractal eigenstates φ n appear. The paper is organized as follows. Section II contains a reminder on the multifractal formalism for eigenfunctions. Section III is devoted to the statistics of the real part G R xy (E) for η = 0, both at coinciding points x = y and at different points x = y : the emphasis is on the heavy-tails that appear and on the system-size dependence of their amplitudes. We then turn to the statistics of the imaginary part G I xx (E − iη) in section IV and explain the role of the scaling of the broadening η = c N δ : the standard scaling δ = 1 is then studied in the limit c ≪ 1 in section V and in the limit c ≫ 1 in section VI, while the non-standard scaling 0 < δ < 1 is analyzed in section VII. Our conclusions are summarized in section VIII.
II. REMINDER ON THE MULTIFRACTAL STATISTICS OF EIGENFUNCTIONS
After its introduction in the field of turbulence (see the book [22] and references therein), the notion of multifractality has turned out to be relevant in many areas of physics (see for instance [23] [24] [25] [26] [27] [28] [29] ), in particular at critical points of random classical spin models [30] [31] [32] [33] [34] [35] [36] [37] [38] . More recently, multifractality has been used to analyze the ground state wavefunction in pure quantum spin models [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] , and in the field of Many-Body-Localization models [53] [54] [55] [56] [57] [58] . In this section, we recall the usual multifractal properties for Anderson Localization models [2] [3] [4] that will be useful in the present paper : we stress that we consider only the usual framework where all sites have the same statistical properties. In particular, this excludes the case of the Anderson Localization model on the tree geometry with boundaries where the sites have different properties as a function of their positions between the root and the boundaries.
A.
Multifractal exponents τ (q) = (q − 1)D(q) = (q − 1) + ∆(q)
The weight
of the eigenvector |φ n > on the site x has to satisfy the normalization of the eigenfunction
As a consequence, the weight w n is a random variable distributed with some normalized probability distribution
and the first moment is fixed to be 
A convenient way to characterize the statistics of w is via the scaling with the size N of the moments of arbitrary index q > 0
Since delocalized eigenfunctions are characterized by the single scaling w ∝ 1 N for all weights and correspond to the exponents
it is useful to introduce the generalized fractal dimensions
It is also convenient to introduce the anomalous exponents
that are expected to govern the scaling of the moments of the local density of states, if one assumes that Eq. 7 is valid, as usually done [2] [3] [4] [
B.
Multifractal spectrum f (α)
The probability distribution π N (α) of the exponent
is obtained from Π N (w) by the change of variable
The multifractal spectrum f (α) is defined by the scaling of the leading power-law behavior in N
Its maximum unity corresponds to the typical exponent α 0
All others values α = α 0 satisfying f (α) < 1 occur with probabilities that decay with N as the power-laws N −(1−f (α)) . When one consider the N weights of a given sample, the smallest exponent α smallest and the biggest exponent α biggest that can be seen are the values occuring with a probability of order 1 N corresponding to the values where the multifractal spectrum vanishes
The saddle-point calculus in α of the moments of Eq. 14
yields that it is dominated by some saddle-point value α q
so that τ (q) and f (α) are related via the Legendre transform
This means that each moment of index q > 0 is a priori dominated by a different value α q , that optimizes the rare probability N f (αq)−1 that decay with N for any α q = α 0 , with the contribution w −αq to the moment of order q. It is useful to keep in mind the following special values :
(i) for q = 0, the normalization of Eq. 12 means that Y 0 (N ) = N corresponding to τ (0) = −1 and to f (α 0 ) = 1, where
represents the typical exponent (Eq. 22).
(ii) for q = 1, the scaling of the first moment (Eq 13) means that Y 1 (N ) = N corresponding to τ (q = 1) = 0 and
is called the 'information dimension'. (iii) for q → +∞, Y q (N ) is dominated by the minimal exponent introduced in Eq. 22
To be more concrete, it is now useful to mention two simples examples.
C. Example of the log-normal distribution for the weights
The log-normal distribution of the weight w
corresponds to the Gaussian distribution of the exponent α (Eq 20)
so that the multifractal spectrum of Eq. 21 is quadratic
The minimal exponent α min and the maximal exponent α max of Eq. 23
The moments of arbitrary index q > 0 reads
The condition on the first moment (Eq 13) fixes the parameter
so that Eq. 34 becomes
corresponding to the generalized dimensions (Eq. 16)
Example of the truncated power-law distribution for the weights
The case of a truncated power-law of Lévy index 0 < ν < 1
where
corresponds for the exponent α to the distribution (Eq 20)
so that the multifractal spectrum of Eq. 21 is linear
with the typical exponent α 0 = 1 ν and the smallest exponent α smallest = 0. The behavior of the moments
depend on the sign of (q − ν) : (i) for q > ν, they remain finite
(ii) for q < ν, they diverge as
So the generalized fractal dimensions D(q) de Eq. 16 read
For ν = 1 2 , this spectrum is well-known as the 'Strong Multifractality' critical spectrum [59, 60] : it appears in particular at Anderson Localization Transition in the limit of infinite dimension d → +∞ [4] or in long-ranged powerlaw hoppings in one-dimension [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] , in the generalized Rosenzweig-Potter matrix model of [15] , and in the Lévy Matrix Model [5] . Recently, it has been also found for the Many-Body-Localization transition [57, 58] .
For ν < 1 2 , Eq 45 describes the multifractal properties of the localized phase of some of these models, as found in [5, 15, 57, 58] .
E. Multifractality and correlations
Whenever the weight w n (x) = φ 2 n (x) of the eigenfunction φ n at sites x follows some multifractal statistics as described above, one expects that there exists some correlations between the weights involving different eigenfunctions and/or different sites [2] [3] [4] . However for each given observable involving different weights, the important question in practice is whether these correlations need to be taken into account to evaluate the dominant scaling or not. Let us consider two explicit examples of observables.
A first example concerns the Inverse Participation Ratios (I.P.R.)
that involve the weights of a given eigenstate φ n on all the sites x = 1, .., N of the disordered sample. In the multifractal literature [2] [3] [4] , these I.P.R. are governed by the same multifractal exponents τ (q) introduced above for the statistics of a single weight
This means that in the I.P.R. of Eq. 46, the spatial correlations existing between the weights φ 2 n (x) on different sites x actually do not change the scaling of Eq. 47 that corresponds to a computation neglecting these correlations.
Another example is the local density of states of Eq. 3 or the imaginary part of the Green function at coinciding points (Eq 4) that involve the weights φ 2 n (x) of the N eigenstates φ n with n = 1, .., N on the same site x. Since multifractality means 'sparsity', two independent multifractal eigenfunctions are not expected to 'see' each other. However at standard Anderson transitions where there is level repulsion, the multifractal consecutive eigenstates have to be strongly correlated in order to 'see' each other and to produce level repulsion. On the contrary, when multifractality occurs within the localized phase (see the introduction), there is no level repulsion (Poisson statistics) and the multifractal consecutive eigenstates do not 'see' each other and are not expected to be strongly correlated.
This raises the question whether the standard assumption of Eq. 7 is valid only in the presence of very strong correlations between the weights of consecutive eigenstates when there is level repulsion, but is violated otherwise : see the recent discussion for the Anderson Localization model on the Cayley tree [7] . This question on the validity of Eq. 7 in general Anderson Localization models with multifractal eigenfunctions has been one of the motivation of the present work.
III. PROBABILITY DISTRIBUTION OF THE REAL GREEN FUNCTION G R (E)
In this section, we consider the case η = 0 and discuss the statistical properties of the real Green function (Eq. 9)
first for coinciding points x = y and then for different points x = y.
A. Heavy tail analysis for the probability distribution of G
R xx
The real Green function of Eq. 48 for
may become arbitrarily large |G R | → +∞ only if the external energy E becomes very close s → 0 to the nearest energy-level E nE
where ∆ = 1 N ρ(E) is the level spacing of Eq. 6 and where s is an O(1) random variable distributed exponentially
Then the corresponding term dominates over the others in Eq. 49, and the Green function can be approximated by this biggest term
is the weight of the eigenfunction of the nearest eigenfunction φ nE at site x. Using the probability distribution Π N (w) discussed in the previous section, one obtains by this change of variables that the probability distribution of G R xx ) displays the following power-law tail
Taking into account the first moment of the weight distribution (Eq. 13), one obtains the Eq 13 of [16] 
The amplitude of the heavy-tail is simply given by the global density of states ρ(E) and does not contain any information on the localizations properties of the eigenvectors. As a final remark, it is interesting to stress that in similar observables where the denominator does not involve an external energy E but differences (E n − E m ) between two energies of the spectrum, the level repulsion exponent β enters the analysis in R(s) ∝ s β and thus appears in the exponent of the heavy-tails : this phenomenon has been much studied in the context of the energy-level-curvature in Anderson localization models [78] [79] [80] [81] [82] [83] in quantum chaotic systems and random matrices [84] [85] [86] [87] , and in Many-Body-Localization models [88, 89] .
B.
Heavy tail analysis for the probability distribution of
As proposed in Ref. [16] , it is also interesting to consider the derivative with respect to the energy
because, as a consequence of the analytic properties of the Green function, it corresponds also to the derivative of the imaginary part of the Green function G I xx (z = E − iη) (Eq 9) with respect to η taken at η → 0
Further explanations on the link with the localization criterion based on the imaginary part of the self-energy can be found in Appendix C of Ref [16] . As above, it can become arbitrarily large F R xx → +∞ only if the external energy E becomes very close s → 0 to the nearest energy-level E nE in Eq. 50, and it is then given by
This change of variables yields the heavy tails (Eq 24 of Ref [16] )
So here in contrast to Eq. 55, the amplitude of the heavy-tail contains some information on the localization properties via the generalized moment Y q= (N ) of Eq. 14 for the index q = 1/2.
C. Heavy tail analysis for the probability distribution of G
R x =y
As above, the Green function involving two different sites
can become arbitrarilty large |G R xy | → +∞ only if the external energy E becomes very close s → 0 to the nearest energy-level E nE in Eq. 50, and it is then given by
are the weights of the eigenfunction φ nE on the two sites x = y. If one assumes that these two weights are independently drawn with the probability distribution Π N (w), one obtains the following tails
In particular, the scaling with respect to the size N of the amplitude of this heavy-tail
involves the anomalous dimension ∆(q) of Eq. 17 for the index q = 1 2 .
D. Discussion
For η = 0, we have described how various heavy-tails appear in the probability distribution of the Green function or of its derivative with respect to the energy : while the amplitude of the tail in Eq. 55 only contains the global density of states, the amplitudes of the heavy-tails of Eq. 59 and of Eq 63 both involve the generalized moment Y q= 1 2 that includes some information on the localization properties of the eigenvectors, although it is limited to the specific value q = 1 2 . In the remaining sections of this paper, we will see how the introduction of some finite-size imaginary part η = c N δ leads to much richer statistical properties for the imaginary part of the Green function, that will involve all the generalized moments Y q (N ) of arbitrary index q.
IV. IMAGINARY PART OF THE GREEN FUNCTION AS A FUNCTION OF THE BROADENING η(N )
In the remaining of the paper, we focus on the imaginary part of the Green function at coinciding points x = y
invoving the weights
A.
Averaged Value
Since the first moment of the weight w = φ 2 n (x) is fixed by Eq. 13, the averaged value of Eq. 65
does not contain any information on the localization properties, and does not depend on the scaling relation between η et N .
B. Square regularization of the delta function
Since the Lorentzian is some regularization of the delta function with some width η, it is convenient to replace it by the simpler square regularization of width η
Then the imaginary part G I of the Green function becomes a sum over the weights w n (Eq. 66) for the levels in the energy-window E −
It is then clear that the statistics will strongly depend on the number of states in this energy-window
C. Role of the scaling of the broadening η = c N δ
The average value of Eq. 70 is given by the ratio between the broadening η = c N δ and the level spacing ∆ =
so that one has to distinguish the following cases : (i) The standard scaling δ = 1 correspond to a fixed number of states in the energy-window
The sum of a finite number of multifractal weights is then expected to produce strong fluctuations for the imaginary part of Eq. 69. In particular, the typical value of the imaginary Green function is expected to involve the typical exponent α 0 (Eq. 27)
The decay with the size N is thus completely different from the averaged value of Eq. 67 that does not decay with N .
(ii) The scaling δ = 0 where η = c ≪ 1 is small but independent on the size N corresponds to an extensive number of states in the energy-window
Then one expects that this sum over an extensive number of weights will be effective to reproduce the average value of Eq. 13 so that the imaginary Green function remains concentrated around its averaged value
(iii) The non-standard scaling 0 < δ < 1 mentioned in the Introduction corresponds to a sub-extensive growth of the number of states
To characterize the statistics of the imaginary Green function in this regime, one needs to analyze the statistics of a sub-extensive number M av of multifractal weights.
In the following sections, we analyze in details the regime (i) of the standart scaling δ = 1 and and the regime (iii) of the non-standard scaling 0 < δ < 1.
V. STATISTICS OF THE IMAGINARY GREEN FUNCTION FOR
In this section, we consider the scaling η = c N with c ≪ 1 : this corresponds to the regime where the averaged number of states in the energy-window is independent of N but very small (Eq. 72)
Then one needs to consider only the nearest level |E nE − E| = s∆ as in Eq. 50, where ∆ = 1 N ρ(E) is the level spacing and where s is the O(1) random variable distributed exponentially R(s) = e −s (Eq 51) and one obtains the approximation
Scaling of the moments
Eq. 78 yields that the moment of order q reads
that one needs to evaluate for c ≪ 1. One has to distinguish two regions : (a) In the region q < 1 2 where s −2q is integrable near the origin s → 0, one obtains the leading behavior
(b) In the region q > 1 2 , where s −2q is not integrable near the origin s → 0, one needs to make the change of variable s = cρ(E)t in Eq. 79 to obtain the leading behavior
that reproduces in particular the exact averaged value G I = πρ(E) of Eq. 67 for q = 1. Using the multifractal anomalous exponent of Eq. 17
on obtains that for both regions q < 1 2 and q > 1 2 , the scaling with respect to the size N is given by
in agreement with the usual expectation of Eq. 18 for the local density of states.
B. Probability distribution
Besides the moments discussed above, it is interesting to consider the probability distribution produced by the change of variables of Eq. 78
The power-law factor 1/(G I ) in the probability distribution of the imaginary Green function has been obtained previously for various specific models, in particular for the Lévy matrix model (Eq C3a of Ref [16] ), for the Generalized Rosenzweig-Potter model (Eq 9 of Ref [14] ), and for Anderson Localization on the Bethe Lattice (Eq 43 of Ref [7] ).
VI. STATISTICS OF THE IMAGINARY GREEN FUNCTION FOR
In this section, we consider the scaling η = c N with c ≫ 1 : this corresponds to the regime where the averaged number of states in the energy-window is independent of N but very large (Eq. 72)
so that the imaginary Green function of Eq. 69 involves a sum over a large number M of weights
A. Role of the minimal value αmin among M exponents Let us introduce the minimal exponent α min and the maximal exponent α max among these M random exponents α i drawn independently with the probability distribution π N (α) ∝ N f (α)−1 (Eq. 20). The discrete sum of Eq. 86 over a large number M of terms can be then approximated by the integral
This integral over α is exactly the same as for the generalized moment Y q=1 (N ) of Eq 24 except for the restricted domain of integration α min < α < α max , so that there are two possibilities, depending on the position of the saddlepoint value α q=1 = f (α 1 ) = D(1) of Eq. 28 : (a) If α min ≤ α q=1 then the saddle-point calculus of Eq. 24 can be applied to obtain with τ (q = 1) = 0
corresponding to the averaged value of Eq 67.
(b) If α q=1 < α min then the saddle-point calculus in Eq. 87 takes place at the boundary α min and leads to
In this region, the statistics of G I is thus directly related to the statistics of α min . The cumulative distribution of min(α 1 , ..., α M ) reads for large M (see for instance the books on extreme value statistics [90] )
Probability distribution of αmin in the typical region
As usual in extreme value statistics [90] , it is convenient to introduce the characteristic scale a M of α min corresponding to a fixed value e −1 in the cumulative distribution of Eq. 90
Even if M is large (Eq 85), it does not grow with N , so that a M remains in the vicinity of the typical value α 0 , where the multifractal spectrum can generically be expanded into the quadratic form
so that the probability distribution π N (α) can be approximated by the Gaussian distribution in this region
To evaluate Eq. 90, we need the integral
The characteristic scale a M defined by Eq. 91
is thus given at leading order by
In particular since M remains fixed as N grows, it remains close to the typical value α 0 so that the expansion of Eq. 92 is consistent. As usual in extreme value statistics [90] , we now make the change of variables
to look for the scale b M that will lead to a rescaled random variable ξ of order O(1). The cumulative distribution of Eq. 90 becomes
This yields that the appropriate scale b M for the width reads
and then the distribution of the rescaled variable ξ is the well-known Gumbel distribution [90] 
The probability distribution obtained by derivation of the cumulative distribution reads
C. Probability distribution of G I in the typical region
In this region, the imaginary part of the Green function (Eq. 87) is given by
The replacement α min = a M + b M ξ of Eq. 97 yields
Since Eq 96 yields 
In particular, even if there are logarithmic corrections, the leading behavior in N is nevertheless given by N 1−α0 and involves the typical exponent α 0 .
Using Eq. 99, i is now useful to introduce the small parameter
Then the change of variables between the Gumbel distributed variable ξ (Eq. 101) and the imaginary Green function of Eq. 104
yields that the probability distribution of G I in the scaling region
is a Fréchet distribution [90] with a vanishing exponent µ N (Eq. 106). In particular, this means that all moments (G I ) q of index q > 0 are actually governed by rare events outside this scaling region, and should be thus evaluated from the statistics of α min outside the scaling region of Eq. 100 as we now describe.
D.
Multifractal properties of αmin and G
I
To evaluate the probability of rare events where G I is anomalously large with respect to the typical value, we need to evaluate the probability of rare events where α min is anomalously small α min ≪ a M , i.e. the cumulative probability of Eq. 90
is also very small M αmin 0 dαπ N (α) ≪ 1. As a consequence, the probability distribution obtained by derivation becomes
and thus directly reflects the multifractal spectrum f (α). The physical meaning of Eq. 110 is that once an anomalously small exponent has been drawn, the constraint that the other (M − 1) exponents have to be bigger disappears because it is satisfied automatically. When an anomalously small exponent α min has been drawn, the imaginary Green function of Eq. 86 is dominated by the corresponding anomalously big contribution
so that the moments of index can be directly evaluated using Eq. 110
that reproduces in particular the exact averaged value G I = πρ(E) of Eq. 67 for q = 1. The dependence with respect to the size N thus involves the anomalous exponents ∆(q) of Eq. 17
Our conclusion is thus that Eq. 7 is valid also in the regime η = c N with c ≫ 1, and does not require strong correlation between the weights of consecutive eigenstates : here we have assumed that the weights were drawn independently with the multifractal distribution, and we have obtained Eq. 113 as a consequence of the rare-event analysis described above.
VII. STATISTICS OF THE IMAGINARY GREEN FUNCTION FOR
In this section, we consider the scaling η ∝ 1 N δ with 0 < δ < 1 : this corresponds to the regime where the averaged number of states in the energy-window grows sub-extensively with N (Eq. 76)
while the corresponding imaginary Green function is given by (Eq 69)
So we have to adapt the analysis of the previous section concerning the case where M was large but independent of N to the case where M grows as Eq. 114.
A.
Statistical properties in the typical region
In the typical region, the sum in Eq. 115 can be replaced by an integration over α (as in Eq 87)
so that one needs to analyze the statistics of α min via its cumulative distribution of Eq. 90
The characteristic scale a M of α min can be defined using
so that at leading order in N it is given by the solution of
As in Eqs 88 and 89, one has to discuss whether the solution a M of Eq. 119 is smaller or bigger than the saddle-point value α q=1 = f (α q=1 ) = D(1) (Eq. 28) of the generalized moment Y q=1 (N ) for q = 1 :
, then the saddle-point calculus of Eq. 24 can be applied to obtain with τ (q = 1) = 0
(
, then the saddle-point calculus in Eq. 87 takes place at the boundary α min and leads to
so that here the statistics of G I is determined by the probability distribution of α min . Let us again make the change of variables as in Eq. 97
to find the appropriate scale b M that allows to obtain a rescaled random variable ξ of order O(1). The linearisation
yields for the cumulative distribution of Eq. 117
The scale b M is thus given by
Its decay as 1/(ln N ) shows that the linearization of Eq. 123 is appropriate. The limiting distribution for the rescaled variable ξ is then again the Gumbel distribution [90]
Plugging Eq. 97 into Eq. 121 yields
It is thus convenient to introduce the typical value corresponding to the value at ξ = 0
where a M is the solution of f (a M ) = δ (Eq. 119) : as a consequence, the index µ depends on δ and on the multifractal spectrum f (α) but does not depend on N (in contrast to the index µ N of Eq. 106 in the previous section). In the limiting case δ → 1 − where a M → α − 0 and f ′ (a M ) → 0, one obtains µ → 0 as it should to match the results of the previous section. In the other limiting case δ → D(1) = α q=1 = f (α q=1 ) where a M → α q=1 and f ′ (a M ) → 1, one obtains µ → +∞.
Eq. 127 then reads
so that the Gumbel probability distribution for ξ (Eq. 126)
transforms into the Fréchet distribution of index µ for G
As a consequence, the contribution of the typical region to the moments of indices q < µ read
so that the scaling with the size N directly reflects the scaling of the typical value G I typ of Eq. 128
The moments q > µ that do not exist for the probability distribution in the scaling region ( Eq. 132) are dominated by the rare events outside this scaling region, and should be thus evaluated from the statistics of α min outside the scaling region of Eq. 126 as we now describe. These rare events will also give contributions for the moments q < µ that should be compared with Eq. 134 to decide what is the biggest contribution between the two.
B.
Multifractality analysis in the rare event region
As explained around Eq 110, the probability distribution of α min in the region where α min is anomalously small α min ≪ a M reads
while the corresponding the imaginary Green function is given by (Eq. 111)
The contribution of this rare-event region to the moment of order q reads
In terms of the generalized dimensions D(q) or the anomalous dimension ∆(q) of Eq. 17 
C. Summary on the results in the non-standard scaling regime 0 ≤ δ < 1
Let us summarize the behaviors obtained in the present section for the non-standard scaling regime 0 ≤ δ < 1 : (i) in the region δ < D(1), the imaginary Green function is expected to be self-averaging (Eq. 120).
(ii) in the region δ > D(1), the imaginary Green function displays the following multifractal properties in terms of the index µ of Eq. 129
(ii-a) the moments q > µ are governed by the rare event scaling of Eq. 139 
(ii-b) the moments q < µ are governed by the biggest contribution between the contribution of the scaling region (Eq. 134) and the contribution of rare event region (Eq. 139)
Let us now describe the explicit results for two simples cases.
D. Application to the Gaussian multifractal spectrum
For the Gaussian multifractal spectrum described in section II C with 1 < α 0 < 2, the information dimension reads (Eq. 37)
The solution of f (a M ) = δ (Eq. 119) yields
The derivative
yields the index µ of Eq. 129
The summary of section VII C becomes (i) for 0 < δ < D(1) = 2 − α 0 , the imaginary Green function is self-averaging.
(ii) for D(1) < δ < 1, the imaginary Green function displays multifractal properties in terms of the index µ of Eq. 129 :
(ii-a) the moments q > µ are governed by Eq. 140 using D(q) of Eq. 37
(ii-b) the moments q < µ are governed by Eq. 141 
E. Application to the linear multifractal spectrum
For the linear Gaussian multifractal spectrum described in section II D with 0 < ν < 1, the information dimension vanishes (Eq. 45)
The summary of section VII C becomes (i) the self-averaging region δ < D(1) = 0 does not exist.
(ii) for 0 < δ < 1, the multifractal properties are as follows :
(ii-a) for q > µ = 
(ii-b) for q < µ, Eq. 141 reads
Since D(q) changes at q = ν (Eq 45), one needs to distinguish further the two regions : -for ν < q < µ where D(q) = 0, Eq. 153 yields 
In conclusion, all the moments can be actually summarized by the single rare event formula of Eq. 139
in terms of generalized dimension D(q) of Eq. 45 that changes of behavior at q = ν.
VIII. CONCLUSION
In this paper, we have considered Anderson Localization models defined on N sites : we have assumed the multifractality of eigenvectors, and we have studied the consequences for the statistical properties of the Green function G xy (E − iη).
After the analysis of the heavy-tails appearing in the probability of the real Green function G 
