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Abstract
We prove that the SubRosa substitution tilings with 2n-fold rotational sym-
metry defined by Kari and Rissanen [1] are not planar for odd n. However
we prove the existence of planar substitution tilings with 2n-fold rotational
symmetry for any odd n. The tilings we consider are rhombic and edge-to-
edge. We give an explicit 10-fold substitution planar tilings and we give a
construction method for the general case of 2n-fold with odd n.
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1 Introduction
A tiling is an exact covering of the plane, or part of the plane, by tiles, mean-
ing that the union of tiles is the whole plane and the tiles do not overlap
i.e. they only intersect on their boundaries. We are interested in aperiodic
tilings with long-range order since these tilings are used to model quasy-
cristals [2]. Long-range order from a physicist’s point of view characterised
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by a pure-point diffraction pattern, from the mathematical point of view it
is pure-point fourrier transform of the tiling [2, 3].
This long-range order tiling particularly interest us when they have so-
called “forbidden” symmetries, which means symmetries that are incompat-
ible with a lattice, for example the first quasycristal observed [4] had 5-fold
rotationnal symmetry. A tiling has local n-fold rotational symmetry when
the tilings and its image by the rotation of angle 2pin have the exact same
finite patterns. A tiling has global n-fold rotational symmetry when there
exist a point such that the tiling is invariant under the rotation of angle 2pin
around that point.
This notion of long-range order is more precisely described by cut-and-
project tilings [2] which are tilings that can be seen as the projection of a
discrete 2D planes in some higher dimension. A discrete 2D-surface in Rn
is a collection of adjacent squares which are the translates of the 2D-facets
of the unit hypercube. Such a surface is called planar if it approximates a
plane, meaning that there exists a 2 dimensionnal real plane of Rn to which
the surface has finite/bounded distance. Any rhombus tiling with finitely
many prototiles and finitely many edge directions can be lifted as a discrete
surface in some Rn, this rhombus tiling is then called planar when it’s lifted
version is planar. Cut-and-projectness is more restrictive than planarity, but
in this article we will only discuss planar tilings.
To describe and generate such tilings we can use a substitution : a local
inflation-subdivision rule which allows us to replace individually each tile
by a set of tile that has the same shape as the initial tile but larger by a
constant scaling factor. In addition to giving a nice way to generate the
tilings, substitution give a nice way to study the properties of the tiling or
tiling space. In [1] Kari and Rissanen presented the SubRosa substitution
tiling family. These tilings have n-fold rotationnal symmetry.
Theorem 1. For odd n > 5 the SubRosa substitution for n is not planar, it
follows that no tiling of these substitutions is planar.
Theorem 2 (Existence of planar tilings with rotational symmetry). For any
n ∈ N such that n ≥ 5, there exist a planar substitution tiling with global
n-fold rotational symmetry.
There exist other constructions for planar substitution tilings [5] however
rotational symmetries are not discussed in these works.
In Section 2 we present the classical definitions for substitution tilings
and tilings lifted in Rn which you can also find in [2].
In Section 3 we introduce new more specific definitions for planar sub-
stitution tilings, to illustrate these definitions and to familiarise the reader
with planar substitutions we present in details a 5-fold planar substitution
tiling. Through this example we present a correspondance between planarity
and the boundary or shape of the substitution.
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In Section 4 we present the definition of SubRosa tilings [1] and how to
lift these tilings in Rn to prove the Theorem 1.
In Section 5 we discuss the tilability of the inside of a substitution given
its boundary and we present technical lemmas for tilability.
In Section 6 we present a proof to Theorem 2, to do that we present our
construction for the tilings with odd-fold rotational symmetry and prove that
our construction is correct using notations, ideas and results from Sections
3 and 5.
2 Settings
Rhombus Tiling. Let ~v1, . . . , ~vn be n pairwise non-collinear unit vectors
of the Euclidean plane, we will call these edge directions. They define
(
n
2
)
rhombus prototiles
Tj,k = {λ~vj + µ~vk|0 6 λ, µ 6 1}. We note
T = {Tj,k|0 6 j < k 6 n}
called set of prototiles. We call T-tiling an edge-to-edge tiling of the plane
where the tiles are translates of the prototiles Tj,k.
Figure 1: Example of rhombus tiling.
For example, take
~vj :=
(
cos
2jpi
5
, sin
2jpi
5
)
, for j = 0 . . . 4.
We then have
(
5
2
)
= 10 rhombi, but up to pi5 rotation and translation we only
have two rhombi: a narrow one with angles pi5 and
4pi
5 (in blue/shaded in
Figure 1), and a large one with angles 2pi5 and
3pi
5 (in white in Figure 1).
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Substitution. A stone substitution rule is defined as a map on a set of
prototiles that assigns to each prototile t a patch σ(t) that has the same
shape as ϕ(t) where ϕ, called expansion, is a direct similarity with scaling
factor greater than one (see Figure 2). We therefore write σ = ρ ◦ ϕ with ϕ
the expansion and ρ called subdivision.
Figure 2: Example of stone substitution.
This definition extends immediately to substitutions on patches by ap-
plying σ separately on all the tiles. Given a prototile t we call kth metatile
of t the patch the kth image of t by the substitution noted σk(t). A patch is
called legal (for σ) if it is a sub-patch of the metatile σk(t) for some prototile
t and non-negative integer k. A tiling is called legal (for σ) if every finite
patch of the tiling is legal.
In our case, we relax the substitution rule by allowing the subdivision to
deform the edges of the expanded tile (see Figure 3). However, when doing
this, we must ensure that the substitution is well-defined on any legal patch,
meaning that when two tiles are neighbour in a legal patch the substitution
does not create holes or inconsistent overlapping over their common edge.
Figure 3: Example of overlapping substitution: the Penrose substitution.
Here, we ensure the well-definedness by considering only substitutions
such that every edge of every prototile is deformed to the same sequence of
rhombi (see Figure 4) which is an even palindrome and called edge substi-
tution word. This choice we made reduces the possibilities of shapes of the
boundary of substitutions but it simplifies conditions on the substitution and
on the behaviour in the lifted substitution in Rn. In our case we can either
consider that rhombi of the edge substitution sequence are allowed to overlap
their exact copy that appears from the substitution of the neighbour tile, or
that we define a direction along the boundary of the prototile and that the
rhombi of second half of the edge substitution sequence are “deleted”. For
4
simplicity we consider the first case.
Figure 4: Example of substitution with the same sequence of rhombi on the
edges
A substitution is called primitive when there exists a k such that for
any tile t, σk(t) contains all the different prototiles of the tileset. A tiling is
called uniformly repetitive or uniformly recurrent when, for any patch that
appears in the tiling, there exists a radius r such that in any disk of radius
r in the tiling this patch appears.
Lifting to Rn. Let ~e1, . . . ~en be the standard basis of Rn. We define the
squares (two-dimensional faces of the unit hypercube) Sj,k = {λ~ej +µ~ek|0 6
λ, µ 6 1} . A discrete surface is a finite or infinite set of squares which is
connected where we consider that two squares are neighbour if they share an
edge. Discrete surfaces are sometimes called “stepped surfaces”. A T-tiling
is lifted in Rn as follows:
• take an arbitrary origin vertex in the tiling and map it to 0 ∈ Rn.
• each tile of type Tj,k is mapped to a translate of Sj,k such that if two
tiles share an edge ~vj (resp. a vertex) then their image will share an
edge ~ej (resp. a vertex).
This lifts any rhombus tiling T to a discrete surface T̂ in Rn that is unique
up to the choice of the origin vertex. For an object x in R2 we write xˆ for
its lifted version.
n-fold tilings. A T-tiling has local n-fold rotational symmetry if for every
patch P of the tiling, the image of P by the rotation of angle 2pin is also a
patch of the tiling (see the patch in Figure 6).
A T-tiling T has global n-fold rotational symmetry if there exist a vertex
p such that T is invariant under the rotation of angle 2pin and center p.
These two notions, though similar are very different. For example the
Penrose rhombus tilings have 10-fold local symmetry and the canonical one
“only” has global 5-fold symmetry.
5
Figure 5: Example of lifting to R3
Planar tilings. A T-tiling T is called Rn-planar or just planar when there
exists a two-dimensional plane E of Rn and a scalar δ ∈ R, such that the
discrete surface lifted from T stays at distance less than δ of the plane, i.e.
d(T̂ , E) 6 δ. E is called the slope or direction and the smallest δ the thickness
of the tiling. The orthogonal projection W of T on E⊥ is called window of
the tiling.
3 Planar substitutions
In order to study tilings that are both planar and substitutive we need to
lift the substitution function to Rn.
We define σˆ and ϕˆ by
σˆ(rˆ) = σ̂(r) ϕˆ(~ej) = ϕ̂(~vj)
for any rhombus prototile r and for any j = 1...n. The lifted version of the
substitution is a function from discrete surfaces to discrete surfaces and the
lifted version of the expansion is still a linear function. We only study the
case where the edge directions of the tiling are
~vj =
(
cos
2jpi
n
, sin
2jpi
n
)
By definition the lifting operator commutes with the substitution and
with the expansion. In particular for any rhombus r = {λ~vj + µ~vj′ , 0 6
λ, µ 6 1} and for any k we have:
ϕ̂k(r) = {λϕˆk(~ej) + µϕˆk(~e′j)|0 6 λ, µ 6 1}
σ̂k(r) = σˆk(rˆ) is a stepped surface with same global shape as ϕˆk(rˆ)
6
Figure 6: Example of a local rotational symmetry.
Since σ and σˆ have exactly the same behaviour, we will write σ for both and
context makes it clear if we are considering the Rn version or the R2 version.
To ensure that a substitution tiling is planar along plane E , we want
ϕ to be expanding along plane E and non-expanding along E⊥. Indeed ϕ
expanding along E is necessary so that the substitution on the plane has a
scaling factor greater than one, and if ϕ were expanding along E⊥ then from
any initial patch of tiles, the iterations of σ on it would go farther and farther
away from the plane E . This comes from the fact that our substitutions are
vertex-hierarchic.
For our work we decide to only study substitutions which are strictly
expanding along E and strictly contracting along E⊥. This condition, though
not necessary, is sufficient to ensure planarity.
To illustrate these definitions and the ideas we present, let us introduce
a specific substitution tiling with 10-fold global and local symmetry. The
general case for odd dimension n and 2n-fold rotational symmetry is quite
similar and this will allow for nicer pictures and easier notations while illus-
trating all the important ideas. The natural setting for a 5-fold tiling is to
take as directions of the tiling the vectors ~v0, ~v1, ~v2, ~v3, ~v4 where
~vj =
(
cos
2jpi
5
, sin
2jpi
5
)
7
Figure 7: Two views of a planar tiling in R3. (a second view perpendicular
to this one will come shortly)
Figure 8: Vectors and rhombus in R5
Such a tiling is then naturaly lifted in R5.
Since we decided to impose that the boundary of the substitutions are
all the same up to rotation as discussed in see Section2, this means that the
effect of the substitution on the vectors of the canonic basis is the same up to
rotation, this implies that the expansion is a cyclic application i.e. a linear
application that commutates with the permutations. So the expansion can
be writen as a circulant matrix
M = circulant(m0,m1,m2,m3,m4) =

m0 m1 m2 m3 m4
m4 m0 m1 m2 m3
m3 m4 m0 m1 m2
m2 m3 m4 m0 m1
m1 m2 m3 m4 m0

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We define a decomposition of R5 as follows:
• ∆ = 〈(1, 1, 1, 1, 1)〉
• E0 =
〈(
cos 2jpi5
)
j=0..4
,
(
sin 2jpi5
)
j=0..4
〉
• E1 =
〈(
cos 4jpi5
)
j=0..4
,
(
sin 4jpi5
)
j=0..4
〉
Where 〈~v〉 is the subspace generated by ~v. We can remark that ∆, E0 and
E1 are orthogonal and ∆⊕ E0 ⊕ E1 = R5.
Proposition 1. Any 5×5 cyclic application M admits ∆, E0 and E1 as real
eigenspaces.
Proof. Since it is cyclic M can be written M = circulant(m0, . . .m4)
1. ∆ is an eigenspace:
M · (1, 1, 1, 1, 1)T
= (m0 +m1 +m2 +m3 +m4, . . . ,m1 +m2 +m3 +m4 +m0)
=
(
4∑
i=0
mi
)
(1, 1, 1, 1, 1)T.
2. E0 is an eigenspace:
M ·

1
ei
2pi
5
ei
4pi
5
ei
6pi
5
ei
8pi
5
 =

4∑
i=0
mi exp
i 2ipi
5
4∑
i=0
mi−1 expi
2ipi
5
4∑
i=0
mi−2 expi
2ipi
5
4∑
i=0
mi−3 expi
2ipi
5
4∑
i=0
mi−4 expi
2ipi
5

=
(
4∑
i=0
mi exp
i 2ipi
5
)
︸ ︷︷ ︸
λ0∈C

1
ei
2pi
5
ei
4pi
5
ei
6pi
5
ei
8pi
5

If λ0 ∈ R then the two generating vectors are eigenvectors of M
with the same eigenvalue λ0. If λ0 ∈ C\R then E0 is an (irreducible)
eigenspace of dimension 2.
3. we proceed similarly for E1
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Figure 9: Substitution σ5 applied once on the two tiles.
Let us define the substitution σ5 by Figure 9. The expansion matrix M5
of σ5 is
M5 =

4 2 −2 −4 0
0 4 2 −2 −4
−4 0 4 2 −2
−2 −4 0 4 2
2 −2 −4 0 4
 .
And its eigenvalues are
λδ = 0, λ0 =
(
8 cos
pi
10
+ 4 cos
3pi
10
)
e
ipi
10 and λ1 =
(
8 cos
3pi
10
− 4 cos pi
10
)
e
3ipi
10
We define the eigenvalue matrix
Nλ =
(
2 cos( pi10) 2 cos(
3pi
10 )
2 cos(3pi10 ) −2 cos( pi10)
)
.
For a substitution we define the eingevalue vector |λ| = (|λ0|, |λ1|) and
the vector of rhombi η = (n0, n1) with n0 the number of narrow rhombi
and n1 the number of wide rhombi on the edge of the substitution. In the
case of σ5 we have four narrow rhombi and two wide rhombi on se edge so
η5 = (4, 2) (see Figure 9). We also have
M5 = 4

1 0 0 −1 0
0 1 0 0 −1
−1 0 1 0 0
0 −1 0 1 0
0 0 −1 0 1
+ 2

0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
−1 0 0 0 1
1 −1 0 0 0

where the first matrix in this decomposition correspond to having a single
narrow rhombus on the edge of the substitution, and the second to having
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a single wide rhombus. We call these matrices the elementary matrices 0
and 1. Since we fix the orientation of diagonal of the rhombi which are on
the boundary as discussed in Section 2, there is at most one orientation of
each rhombus possible along the boundary because pi2 is not a multiple of
pi
5 , furthermore there exist one orientation for each rhombus (see Figure 9).
This holds in the general odd-fold case as will be seen in Section 6.
Proposition 2 (Eigenvalues). Let σ be a substitution in the 5-fold context
with eigenvalue vector |λ| and vector of rhombi η = (n0, n1). Then (in
absolute value): (
2 cos( pi10) 2 cos(
3pi
10 )
2 cos(3pi10 ) −2 cos( pi10)
)
· ηT = |λ|T.
Proof. If σ has vector of rhombi η = (n0, n1) then its expansion matrix is
M = n0

1 0 0 −1 0
0 1 0 0 −1
−1 0 1 0 0
0 −1 0 1 0
0 0 −1 0 1
+ n1

0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
−1 0 0 0 1
1 −1 0 0 0

And since these two matrix have the exact same complex eigenvectors, then
the eigenvalues ofM are λδ = n0µδ,0 +n1µδ,1, λ0 = n0µ0,0 +n1µ0,1 and λ1 =
n0µ1,0 + n1µ1,1, where µj,k (resp. µδ,k) is the eigenvalue of the elementary
matrix k on eigenspace Ej (resp. eigenspace ∆). Furthermore
µδ,0 = µδ,1 = 0,
µ0,0 = 2 cos
pi
10e
ipi
10 , µ0,1 = 2 cos
3pi
10 e
ipi
10 ,
µ1,0 = 2 cos
3pi
10 e
−3ipi
10 , µ1,1 = −2 cos pi10e
−3ipi
10 .
The image that helps to understand these values is the length of the diago-
nal of a unit rhombus of angle θ is 2 cos θ2 , so on the eigenspace E0 a narrow
rhombus will add 2 cos pi10 and a wide rhombus will add 2 cos
3pi
10 to the eigen-
value and on eigenspace E1 they will weigth 2 cos 3pi10 and −2 cos pi10 because
the projection is different and so the rhombi are deformed.
We have(
2 cos( pi10) 2 cos(
3pi
10 )
2 cos(3pi10 ) −2 cos( pi10)
)
· (25 cos pi10 , 25 cos 3pi10 )T = (1, 0)T
and to ensure planarity of the substitution we want |λ0| > 1 > |λ1| ≥ 0 and in
practice |λ0| is much greater than one, so (λ0, λ1)T = λ0(1, λ1λ0 )T ≈ λ0(1, 0)T
this means that we want (n0, n1) ≈ 2λ05 (cos( pi10), cos(3pi10 )) (see section 6 for
more details).
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Proposition 3. Any substitution tiling associated to the rhombi vector η5 =(
4, 2
)
is planar with direction E0.
Proof. Let us prove that for any substitution associated to the rhombi vector
η5, there exist δ such that for all n ∈ N and any tile t, σn(t) has E⊥0 -
diameter less than δ. Where the S-diameter of a set X noted diamS(X) is
the diameter of the orthogonal projection of X on the subspace S. Since R
is the orthogonal direct sum E0⊕E1⊕∆ we can prove separately that it has
finite E1-diameter and ∆-diameter. We first prove it for E1-diameter.
Up to rotation we have two rhombus tiles r0 and r1. We note
δE1 := max(diamE1(σ5(r0)), diamE1(σ5(r1)).
We have
diamE1(σ
n+1
5 (r0)) 6 λ1diamE1(σn(r0)) + 2δE1 .
Indeed, there exists x0, y0 ∈ σn+1(r0) such that
diamE1(σ
n+1
5 (r0)) = sup{||ΠE1(x− y)||, x, y ∈ σn+1(r0)} = ||ΠE1(x0 − y0)||
because the supremum of a non-empty finite set is a maximum. Since x0 is
in σn+1(r0), x0 is in some meta-tile σ(r) with r ∈ σn(r0). So we decompose
x0 = x1 + x2 with x1 ∈ ϕ(σn(r0)) which means that x1 is the corner of the
metatile of order 1 to which x0 belongs, and x2 ∈ σ(r0)∪σ(r1) is the relative
position of x0 in this metatile. And similarly we decompose and y0 = y1 +y2.
So
||ΠE1(x0 − y0)|| 6 ||ΠE1(x1 − y1)||+ ||ΠE1(x0 − x1)||+ ||ΠE1(y0 − y1)||
6 λ1diamE1(σn(r0)) + 2δE1 .
This implies that ∀n ≥ 0, diamE1(σn+15 (r0)) 6 2δ1−λ1 because 0 < λ1 < 1.
And with the same proof
diamE1(σ
n+1
5 (r1)) 6
2δE1
1− λ1 .
Let us define
δ∆ := max(diam∆(σ5(r0)), diam∆(σ5(r1)).
The ∆-diameter is bounded by δ∆ by the same proof with λ∆ = 0. So overall
the E⊥-diameter of σn(t) is bounded by δ∆ + 2δE11−λ1
By contradiction, suppose that there exists no δ such that the tiling
is E0-planar with thickness δ. This means that there exists a sequence δn
such that δn → ∞ and there exist vertices of the tiling vn, v′n such that
dE0(vn, v′n) = δn. Let us define Bn the smallest ball of center 0 that contains
all vk, v′k for k less than n. By definition of a tiling admissible for σ there
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exists a tile tn and an integer mn such that Bn ⊂ σmn(tn). And therefore
there exist a sequence of meta-tiles with unbounded E0-diameter, that is
impossible from the result we just proved. So any tiling associated to η5 has
finite E⊥0 -diameter, this means it is planar with direction E0.
Figure 10: S5 and σ5(S5)
This result generalises to dimension n in the sense that a substitution
whiches expansion has an eigenvalue of module greater than one on a two-
dimensional eigenspace E0 and eigenvalues of module less than one on every
other eigenspace is planar with direction E0 by the same proof.
We just proved that any tiling admissible by a substitution with rhombi
vector η5 is planar with direction E0, let us now define a specific tiling. Let
the star S5 be a corolla of narrow rhombuses around a vertex as in Figure
10.
Since a portion of S5 appears in the corner of every meta-tile (see Figure
9), S5 appears in σ25(r0) so it is a legal pattern for σ5. Furthermore S5
appears at the center of σ5(S5), and by immediate recursion σn5 (S5) appears
at the center of σn+15 (S5) for any n. We define
T ∞ := lim
n→∞σ
n
5 (S5).
T ∞ is a well defined infinite tiling and it has the σn5 (S5) as central patterns
(see Figure 11).
Proposition 4. T ∞ is a planar substitution tiling with global 5-fold rota-
tional symmetry.
Proof. We decompose the proof in three independent parts:
13
Figure 11: T ∞
• T ∞ is legal for the substitution. Indeed any finite patch of T ∞ is in
some σn5 (S5) ⊂ σn+25 (r0) with r0 the narrow rhombus (see paragraph
above).
• T ∞ is planar. Indeed by Proposition 3 since T ∞ is legal for σ5 which
has rhombi vector η5 = (4, 2) it is planar with slope E0.
• T ∞ has global 10-fold rotationnal symmetry around the origin. Indeed,
by construction any patch is included in some σn5 (S5) which is centered
on the origin and has 10-fold rotationnal symmetry around its center
which is the origin. So image of the patch by the rotation of center the
origin and angle pi5 is a patch of σ
n
5 (S5) wich means it is also in T ∞.
In Figure 12 you will find the projections of the points of a central pattern
of T ∞ on the orthogonal space E1, we separated these points in 5 subsets
according to their projection on ∆ which is in {−2,−1, 0, 1, 2}. We took for
this the pattern σ25(S5) which has 78541 points.
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Figure 12: Projection of σ25(S5) on E1 discriminated by the value of the
projection on ∆ in {−2,−1, 0, 1, 2}
You will find in Figure 13 the 012-shadow and 013-shadow of T ∞, where
the ijk-shadow of a discrete surface (or lifted tiling) is the orthogonal pro-
jection of the discrete surface on subspace 〈~ei, ~ej , ~ek〉, this means that all the
vertices of the tiling that have a direction other than i, j or k disappear. We
then project this shadow on a suitable plane for the figure, these figure then
give us good insights on the planarity or otherwise of the discrete surface
because we have a better representation of planarity in 3 dimensions than in
higher dimension. By symmetry of T ∞ we only have two ijk-shadows (up to
rotation), that is why we only represent the 012-shadow and the 013-shadow.
15
(a) 012-shadow
(b) 013-shadow
Figure 13: Shadows of T ∞
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4 SubRosa substitution tilings
Construction The SubRosa tilings is a family of of substitution rhombus
tilings with n-fold rotationnal symmetry [1]. We will here only consider the
case for odd n since the two constructions for odd and even n are somewhat
different. In the SubRosa construction the substitution rule is given by the
sequence of rhombus that intersects the edge of the substitution as in Section
3. This sequence Σ(n) is given by
Σ(n) = s(n) · s(3) · s(5) . . . s(n− 2) | s(n− 2) . . . s(5) · s(3) · s(n)
where s(n) = 135 . . . (n−2), where u is the mirror image of u, where | denotes
the middle of the palindromic word and where the odd integer i represents
the rhombus of angles ipin and
(n−i)pi
n .
This means that the abelianised [Σ(n)] is (n − 1, n − 3, n − 5, . . . 2) i.e.
there are n− 1 rhombi of index 1, n− 3 rhombi of type 3 etc.
Figure 14: Table of Σ(n)
Σ(1) |
Σ(3) 1|1
Σ(5) 131|131
Σ(7) 135131|131531
Σ(9) 1357131531|1351317531
Σ(11) 135791315317531|135713513197531
Lifting in Rn (remark: very similar to section 6)
Just as for the 5-fold, the natural setting to study n-fold tilings is to use the
nth roots of unit as edge directions and to lift the tiling in Rn decomposed
in bn2 c planes and a line. We define the planes Ej for 0 6 j < bn2 c by its two
generating vectors(
cos
2(j + 1)ipi
n
)
06i<n
and
(
sin
2(j + 1)ipi
n
)
06i<n
.
We define the line ∆ = 〈(1, 1, . . . , 1)〉 .
Any substitution σ can be decomposed as the composition of an expan-
sion ϕ by a subdivision ρ, i.e. σ = ρ ◦ ϕ. In the SubRosa construction the
boundary of the metatiles of the substitution are all the same up to rotation.
This implies that ϕ is a cyclic linear application which in turn implies that
ϕ admits ∆ as eigenspace with eigenvalue λ∆ and the Ej as eigenspaces with
eigenvalues λj for 0 6 j < bn2 c. We define the vector |λ| := (|λ0|, . . . |λm−1|).
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We denote by Mϕ the matrix of the linear application ϕ:
Mϕ =

m0 mn−1 . . . m1
m1 m0 . . . m2
...
. . . . . .
...
mn−1 mn−2 . . . m0

We want to study the eigenvalues of ϕ, let us translate this problem
in terms of the substitution boundary sequence Σ(n). We note [Σ(n)]i the
number of rhombus of type 2i+1 in the sequence Σ(n), i.e. the ith coordinate
of [Σ(n)].
Lemma 1 (Coefficients and rhombuses). The coefficients in the expansion
matrix Mϕ are determined by the numbers of each rhombus in the word Σ(n)
by
∀i ∈ {0, 1, . . .
⌊n
2
⌋
− 1}, mibn2 c = (−1)
i[Σ(n)]i
and m−(i+1)bn2 c = (−1)
i+1[Σ(n)]i
where all indices in mi are modulo n.
Proof. Take the set {~vi,−~vi, 0 6 i < n} in the rotation ordering as in Figure
24. In this set ~vi has neighbors −~vi+bn2 c and −~vi−bn2 c. So the first rhombus,
has vectors ~v0 and −~v−bn2 c, the second rhombus has vectors −~vbn2 c and
~v−2bn2 c.
So if along the edge we cross [Σ(n)]i rhombuses of type 2i + 1 for each i,
then it means that
ϕ(~v0) = [Σ(n)]0
(
~v0 − ~v−bn2 c
)
+ · · ·+ [Σ(n)]bn2 c−1
(
−~v(bn2 c−1)bn2 c + ~v−bn2 c2
)
=
n−1∑
i=0
mi~vi.
We have a nice relation beetween the module of the eigenvalues and
[Σ(n)] with the following matrix.
Definition 1. Let us define N =
(
2 cos( (2i+1)(2j+1)pi2n )
)
06i,j6bn2 c
Lemma 2 (Eigenvalues 1). For odd n, the SubRosa substitution admits the
spaces E0, E1, . . .Ebn2 c−1 and ∆ as eigenspaces. We denote by λj,(n) the eigen-
value of the SubRosa substitution of order n on eigenspace Ej and λ∆ on ∆.
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We note |λ(n)| the vector of modules of the eigenvalues λj,(n). We haveλ∆ = 0
and
N · [Σ(n)] = |λ(n)|
Which means that we have
|λj,(n)| =
bn2 c−1∑
i=0
(n− (2i+ 1))2 cos
(
(2j + 1)(2i+ 1)pi
2n
)
Proof. See Section 6
Lemma 3 (Eigenvalues 2). For all n ≥ 7, |λ0,(n)| > 1 and |λ1,(n)| > 1.
Proof. We actually study the sequence Cj,k := |λj,(2k+1)| to proove that at j
fixed it is increasing with k and then we only have to prove that |λ0,(7)| and
|λ1,(7)| are both greater than 1.
Let us take two integers j < k, let θj,k =
(2j+1)pi
2(2k+1) and
Cj,k = |λj,2k+1| =
k−1∑
i=0
4(k − i) cos
(
(2j + 1)(2i+ 1)pi
2(2k + 1)
)
=
k−1∑
i=0
4(k − i) cos ((2i+ 1)θj,k)
We prove that
Cj,k · sin2(θj,k) = cos(θj,k)
We will write θ for θj,k for the sake of simplicity.
Cj,k sin
2 (θ) =
k−1∑
i=0
4(k − i) cos ((2i+ 1)θj,k) sin2 (θ) (1)
=
k−1∑
i=0
(k − i) (2 cos((2i+ 1)θ)− cos((2i+ 3)θ)− cos((2i− 1)θ)) (2)
= cos θ (3)
From line (1) to (2) we rewrite cosines and sines as sum of exponential,
then we expand the product and pair the exponential terms by argument
and find three cosines terms. From line (2) to (3) we split the sum in three,
reindex to have cos((2i + 1)θ) terms in each sum, then we merge back and
the terms of the sum cancel out, we end out only with boundary terms which
sum up to cos θ. See full proof in the appendices, proof 7
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Let us remark that for j < k, θj,k ∈ (0, pi2 ) so we have sin θj,k > 0 and so
Cj,k =
cos θj,k
sin2 θj,k
. Let us fix j ∈ N. Let us consider the function
f : k → cos θj,k
sin2 θj,k
with k > j
For simplicity consider instead
h : x→ cos
1
x
sin2 1x
with x > 2pi
We have
h′(x) =
1
tan2 1
x
+ 1
sin2 1
x
x2 sin 1x
and we have h(x) > 0 and h′(x) > 0 for x > 2pi . We also have h(0) = 0 and
h −→
x→∞∞ so there exists a x1 := h
−1(1) such that x > x1 ⇔ h(x) > 1
Now we can translate these results on h to results on f , we have f(k) > 0
for k > j and f is an increasing function, moreover there exists a and b such
that f(k) > 1 for all k > a · j + b, with a ≈ 1.74 and b ≈ 0.37. Let us now
look at the eigenvalues for small n see figure 15.
Figure 15: Table of eigenvalues (approximate values)
n |λ0,(n)| |λ1,(n)| |λ2,(n)| |λ3,(n)| |λ4,(n)|
1
3 3.46
5 9.96 0.90
7 19.69 2.01 0.53
9 32.66 3.46 1.09 0.39
11 48.87 5.27 1.76 0.76 0.30
With the preceding result we have |λ0,(n)| and |λ1,(n)| are increasing se-
quences and that |λ0,(7)| > |λ1,(7)| > 1, so for all n ≥ 7 we have |λ0,(n)|, |λ1,(n)| >
1 .
This lemma directly implies the Theorem 1 since for n ≥ 7 the SubRosa
substitution admits planes E0 and E1 as eigenspaces with complex eigenvalues
of module greater than 1 so it cannot be planar.
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5 Tilability conditions
In sections 3 and 4 we studied how substitutions can be lifted in Rn and
the boundary constraints that are related to planarity. We also presented
a family of promising substitution tilings with n-fold rotational symmetry
but it turns out they are not planar for odd n ≥ 7. Now we will tilability
consideration before presenting a new construction for planar substitution
tilings with n-fold rotational symmetry. In order to do that we will define
substitution from their boundary and so there arrises the following question:
given an expansion (expansion matrix and shape of the substitution), does
there exist a substitution with that expansion? The question is equivalent to:
given the edges of a meta-tile, can the meta-tile be tiled with unit rhombi?
To address this problem we first use the work of Kenyon [6] on tiling a
polygon with parallelograms. In our case all edges are of unit length and
all angles are a multiple of pin . The main result is Proposition 9 which is a
sufficient condition for tilability of the metatiles.
We define a pseudosubstitution as a substitution that is only defined on
the edges of the metatiles. A pseudosubstitution can be extended to a sub-
stitution when its metatiles are tilable. We say that a substitution is a tiled
pseudosubstitution. The interior of the metatile of a pseudo-substitution is
a polygon (with unit length edges, see Figure 16) and our goal is now to tile
it with parallelograms (rhombi in our case).
Figure 16: Metatile and parallelogram
The first step of the Kenyon method is to fix an origin vector on the
polygon to tile. Let us note (a1, . . . , am) the sequence of oriented edges when
going along the edge of the parallelogram counterclockwise from the starting
point and back to it . We note ~aj called edge type the vector of the edge aj ,
all the [aj ] are in the set of directions of the tilinng i.e.~aj ∈ {±~vk, k = 1..n}.
We note ~a⊥j = i~aj the orthogonal of ~aj in the counterclockwise direction.
Suppose the interior of the polygon is actually tiled. As seen in Figure
17 from each edge of the polygon starts a chain of rhombi (in shaded in 17)
that share the same edge type, and at the two ends of this chain are two
edge of the polygon with the same edge type but opposite directions. These
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Figure 17: In shaded two chains of rhombi.
chains define a matching on the edges that have the following properties
1. two edges that are matched have same absolute edge type and opposite
orientation.
2. two matched pairs of edges of the same absolute edge type cannot cross
each other with respect to the cyclic ordering of the edges. Indeed two
chains with the same edge type cannot cross, otherwise it would create
a “flat” rhombus.
3. two matched edges must “see” each other in the parallelogram in the
sense that there is a monotone increasing path according to ~a⊥j in
the interior of the parallelogram from one edge to the other. Indeed
otherwise it would mean that the chain circles back on itself.
4. the matching is peripherically monotonous: for any two matched pairs
{a, a′} and {b, b′} such that in the cyclic ordering a < b < a′ < b′, we
have [a]⊥ · [b] > 0. That ensures that at the crossing rhombus of the
two chains the rhombus actually exists.
We call Kenyon matching a matching on the oriented edges that follow
these properties.
Proposition 5 (Kenyon, 93). The polygon is tilable by parallelograms iff a
Kenyon matching exists.
Sketch of the proof. See the Kenyon article for full proof [6]. The main idea
is that for the parallelogram to be tilable, any edge must match to an edge
of same absolute type and opposite direction such that there is a chain of
parallelograms between the two matched edges (see Figure 17). And when
two such chains cross, then their crossing is a parallelogram whiches edges
are the edges of the two matched pairs.
In the case of our substitution tilings, we study the tilability of the poly-
gons wich are defined by the sequence of rhombi on the edges of the metatiles.
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We call edge word of the substitution this sequence of rhombi on the edge.
The tilability of the metatiles is determined by this sequence of rhombi.
Definition 2 (Edge word). We denote the rhombus of angles kpin and
(n−k)pi
n
with k odd by the letter k. We note u = u0u1 . . . um−1 the edge word with
uj ∈ {1, 3, 5, . . . n− 2}.
Definition 3 (Counting function). For j ∈ {1, 3, 5, . . . n − 2} and k ∈
{0, . . .m} we define
fj(x) = |u0 . . . ux−1|j the number of letters/rhombi j in the prefix of length
x of the word. And we note f−1j (k) the length of shortest prefix of u with k
letters j. If there is no such prefix then f−1j (k) = |u|.
Let us remark that f−1j is not an inverse function since fj is not bijective.
However ∀j, ∀k such that there is at least k occurences of the letter j we
have fj(f−1j (k)) = k, and ∀x such that ux = j we also have f−1j (fj(x)) = x
(but this does not hold when ux 6= j).
The definitions and properties we study now are a bit calculatory and
cumbersome but will help later to prove tilability in the general case. Given
the properties we want on the edges of the substitution (see Section 3) this
word is always a palindrome and is the same on all 4 sides of any meta-
rhombus. So we only consider one word. There is an equivalence between
the expansion function and the abelianisation of the word. So the expansion
defines this word up to reordering. But for tilability the order is very impor-
tant. The Kenyon conditions will translate into inequalities on the counting
functions fj .
Proposition 6. If the metatile with angle kpin is tilable then for any j1 < j2
and any position k1 such that at position k1 in the edge word there is a
rhombus j1 we have
f−1|j2−2k| ◦ fj2(k1) < f
−1
|j1−2k| ◦ fj1(k1). (4)
Proof. Let us assume the metatile is tilable. Let us see how chains of paral-
lelograms behave in our case. For simplicity consider the narrowest metatile,
we assume it is tilable and that we have a valid kenyon matching. Take a
chain of edge type ~a that links a rhombus of type j1 on the side 1 of the
metatile to a rhombus of type j′1 on the side two as in Figure 18. On side 1,
the direction ~a1 can only be found on the rhombi of type j, because the di-
rection of the edges of rhombus is determinde by the general direction of the
side and half the angle of the rombus. Call k1 the index of this rhombus on
side 1 (starting the indexes from the corner with side 2). There are fj1(k1)
rhombi of type j1 between the corner and the chain on side 1. On side 2,
for the same reason the direction ~−a1 only appears on the edge of j′1 rhombi
and there are fj′1(k
′
1) such rhombi between the corner and the chain. And
since the matching is valid, two chains of same absolute edge type cannot
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Figure 18: A chain of rhombi around the narrow corner of the metatile
cross each other (condition 2), so every rhombus j1 of side one between the
corner and the chain is matched to a rhombus of type j′1 of side two also
between the corner and the chain. So we have fj1(k1) = fj′1(k
′
1) that we can
reformulate f−1
j′1
(fj1(k1)) = k
′
1.
We can also remark that since the angle of the corner of the metatile is pin ,
the half-angles of the rhombi are j1pi2n and
j′1pi
2n and their sides are parallel so
we have j′1 = |j1 − 2|. More generally around a corner of angle kpin we would
have j′1 = |j1−2k|. Now let us consider a second chain on that setting. Take
a type of rhombus j2 > j1 and note k2 the last position at which a rhombus
j2 appears between the corner and the chain of direction ~a1 1 as in Figure
19. Denote ~a2 the edge of the rhombus facing the corner and consider the
chain that starts at this edge. As for the first chain, this one is linked to
some rhombus of type j′2 = |j2 − 2| on side 2 which is at position k′2 and we
have f−1
j′2
(fj2(k2)) = k
′
2. But since there is no rhombus of type j2 between
k2 and k1 we have fj2(k2) = fj2(k1).
Since the j2 > j1 we have < ~a⊥2 |~a1 >6 0 so the two chains cannot cross
(see Figure 19), this means that k′2 < k′1. So overall
f−1
j′2
◦ fj2(k1) < f−1j′1 ◦ fj1(k1).
Now if we modify this situation a little bit. Supoose that the chains
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Figure 19: A second chain of rhombi around the narrow corner
Figure 20: The two chains linking opposite sides
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connect to the opposite side as in Figure 20. Then we also have the following
proposition.
Proposition 7. If the metatile with angle kpin is tilable then for any j1 < j2
and any position k1 such that at position k1 in the edge word there is a
rhombus j1 we have
f−1j2
(
fj2(k1)− fj2−2k(m)
)
< f−1j1
(
fj1(k1)− fj1−2k(m)
)
. (5)
.
Proof. The quantity fj2−2k(m) is the total number of rhombi of type j2−2k
on the edge adjacent to the angle, so it is the number of rhombi of type j2
that will be matched to rhombi of type j2 − 2k on the adjacent edge. Once
we remove those rhombi, rhombi of type j2 match to rhombi of type j2 on
the matching edge, hence the Equation (5).
Overall, if the metatile with angles kpin and
(n−k)pi
n is tilable then for any
j1 < j2 and any position k1 such that at position k1 in the edge word there
is a rhombus j1 we have Equations (4) and (5) for the two angles. So four
equations hold. Let us see how the converse goes.
Proposition 8. Let us consider the metatile of angles kpin and
(n−k)pi
n with
k odd.
If f1 ≥ f3 ≥ · · · ≥ fn−2 and if for any odd j1 < j2 and any position k1 such
that at position k1 in the edge word there is a rhombus j1 we have
f−1|j2−2k| ◦ fj2(k1) < f
−1
|j1−2k| ◦ fj1(k1) (6)
f−1|j2−2(n−k)| ◦ fj2(k1) < f
−1
|j1−2(n−k)| ◦ fj1(k1) (7)
f−1j2
(
fj2(k1)− f|j2−2k|(m)
)
< f−1j1
(
fj1(k1)− f|j1−2k|(m)
)
(8)
f−1j2
(
fj2(k1)− f|j2−2(n−k)|(m)
)
< f−1j1
(
fj1(k1)− f|j1−2(n−k)|(m)
)
(9)
then the metatile is tilable.
Proof of Lemma 8. By contradiction suppose the metatile is not tilable. We
will prove that one of the inequations is broken. If the metatile is not tilable,
then by Proposition 5 there exists an invalid crossing of chains. Any two
chains that cross are of one of the types described in Figure 21. The first
case is the one described in the paragraf above and in Figure 19, same for
the case 2. So if the invalid crossing is of type 1 or type 2 then Equation (6)
is broken which contradicts the hypothesis.
Type 3 corresponds to Equation (8).
Type 4, 5 and 6 are never invalid.
Type 7 : Let us first consider the subcase where the two rhombus whose
chain cross are actually the same type of rhombus. This means that we have
26
Figure 21: Atlas of possible (but not necessarily valid) crossing types
a situation where the two chains leaving from the two sides of a rhombus
are crossing. Let us show it is never the case. For simplicity we consider
k < n−k. And let us consider that the rhombus in question has (odd) angle
ipi
n . If n − k − 2i < n/2 it means that the two directions of the sides of the
rhombus have matching rhombi on the adjacent edges of the metatile. If we
call x the position of the rhombus, x′ the position of the rhombus to which
the left side matches and x′′ the position of the rhombus to which the right
side matches this means that x′ < x < x′′. But if we have n− k− 2i > n/2,
assuming that the wide angle of the metatile is to the right of the rhombus we
have x′′ < x because on the adjacent edge of the metatile there are rhombi
that have the exact same edge direction as our rhombus these are the rhombi
of type 2k + i, so the rhombus x matches to a rhombus x′′ which is more
to the left. But the left side of the rhombus matches to x′ < x and even
x′ < x′′ < x because there are strictly more rhombi of type |i−2k| (to which
the left direction matches) on the left edge of the metatile, than rhombi of
type i + 2k (which have the same direction the same are the right side) on
the right edge of the metatile, so x′ is offset by strictly more positions of
rhombi of type i to the left of x than x′′. So the two sides of a same rhombus
cannot spawn crossing worms.
Now consider that we have a crossing of that type with two different rhombi,
then if we look at the worm leaving the right side of the left rhombus it
crosses the worm leaving the right side of the right rhombus (otherwise the
two worms leaving the left rhombus would cross), but also the worm leaving
the left lide of the right rhombus crosses the worm leaving the left side of the
left rhombus (for the same reason), and at least one of these two crossing is
invalid and of Type 2 or 3. So by the previous result if the equations hold a
crossing of type 7 is impossible.
For the following, consider that the left rhombus is of type i, the right
rhombus is of type j. And the edge we are interested in are a for the left
rhombus and b for the right.
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Type 8 : Such a crossing is invalid only if 〈a⊥|b〉 < 0 with a and b the
direction of the edges. And this can only be possible if i > k or j > k if we
consider that the angle on the metatile between the two rhombi is kpin . For
simplicity let us assume i > k, in that case the edge direction a is matched,
on an adjacent edge of the metatile, to rhombi of type |2k− i| < i, there are
more vectors of type |2k−i| than of type i so the rhombus cannot be matched
to a rhombus of the opposite edge of the metatile. So such a crossing cannot
be invalid.
Type 9 : Such a crossing is invalid only if 〈a⊥|b〉 < 0 with a and b the
direction of the edges. And this can only be possible if j > k if we consider
that the angle on the metatile between the two rhombi is (n−k)pin . In that
case the edge direction b is matched, on an adjacent edge of the metatile, to
rhombi of type |2k − j| < j, there are more vectors of type |2k − j| than of
type j so the rhombus cannot be matched to a rhombus of the opposite edge
of the metatile. So such a crossing cannot be invalid.
Type 10 : Such a crossing is invalid only if 〈a⊥|b〉 < 0 with a and b the
direction of the edges. And this can only be possible if i > k or j > k if we
consider that the angle on the metatile between the two rhombi is (n−k)pin .For
simplicity let us assume i > k, in that case the edge direction a is matched,
on an adjacent edge of the metatile, to rhombi of type |2k− i| < i, there are
more vectors of type |2k−i| than of type i so the rhombus cannot be matched
to a rhombus of the opposite edge of the metatile. So such a crossing cannot
be invalid.
But actually we can do better than this and under an almost-balancedness
assumption that will later be satisfied we only need to prove the Equation
(6) with k = 1.
First let us observe that the Equation (6) with k = 1 implies that there
are more rhombi j1 than rhombi j2 whenever j1 < j2.
Lemma 4. If, for any odd j1 < j2 and any position k1 such that at position
k1 in the edge word there is a rhombus j1
f−1|j2−2| ◦ fj2(k1) < f
−1
|j1−2| ◦ fj1(k1), (10)
then we have f1 ≥ f3 ≥ · · · ≥ fn−2
Proof of Lemma 4. Let us first recall that the edge word u is a palindrome.
This result would not hold otherwise.
Take and odd j < n − 2, assume that f1 ≥ f3 ≥ · · · ≥ fj , let us prove
that fj ≥ fj+2. By contradiction suppose that there exists k2 such that
fj+2(k2) ≥ 1 + fj(k2). We take k2 to be the smallest index at which it
holds. We have uk2 = j + 2. Take k1 the smallest index greater than k2
at which uk1 = j. Such an index exists, because the first occurence of j is
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before the first occurence of j + 2 from Equation (10), so the last occurence
of j is after the last occurence of j + 2. By definition fj(k1) = fj(k2) + 1
and fj+2(k1) ≥ fj+2(k2), so fj(k1) 6 fj+2(k1). But by f|j−2| ≥ fj we have
f−1|j−2|(fj(k1)) 6 k1. This is impossible because when we apply Equation (10)
with j1 = j and j2 = j + 2 on k1, we get
f−1j ◦ jj+2(k1) < f−1j−2 ◦ fj(k1) 6 k1
which implies fj+2(k1) < fj(k1).
From this lemma we can obtain this nice result on the counting functions.
Lemma 5. If Equation (6) holds for k = 1 then Equations (6) and (7) holds
for any odd 1 6 k < n.
Proof. Let us prove that from Equation (6) with k = 1 we can obtain it with
k = 2.
This means that we assume that for any j1 < j2 and any k1 such that
uk1 = j1 we have
f−1|j2−2| ◦ fj2(k1) < f
−1
|j1−2| ◦ fj1(k1)
and we want to prove that for any j1 < j2 and any k1 such that uk1 = j1 we
have
f−1|j2−4| ◦ fj2(k1) < f
−1
|j1−4| ◦ fj1(k1).
Let us take j1, j2, k1 such that j1 < j2 and uk1 = j1. If j1 > 1 we have
|j1 − 4| = ||j1 − 2| − 2| so it becomes straightforward with
f−1|j1−4| ◦ fj1(k1) = f
−1
|j1−4| ◦ f|j1−2| ◦ f
−1
|j1−2| ◦ fj1(k1).
Otherwise we have j1 = 1 and j2 ≥ 3 so we need to compare f−1|j2−4| ◦ fj2 and
f−13 ◦f1 with |j2−4| 6 j2. From Lemma 4 we have that f1 ≥ f3 and f|j2−4| ≥
fj2 so f
−1
3 ◦ f1(k1) ≥ k1 ≥ f−1|j2−4| ◦ fj2(k1) moreover the first inequality is
strict because uk1 = 1, so overall f
−1
3 ◦ f1(k1) ≥ f−1|j2−4| ◦ fj2(k1).
To also get Equations (8) and (9) we need an extra assumption. Let us
now introduce the following definition:
Definition 4 (Almost-balancedness of u). u is called n-almost-balanced
when any letters j1 < j2 and any factor subword v of u we have |v|j1−|v|j2 ≥
−n.
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Recall that the frequency of apparition of j1 is greater than the frequency
of apparition of j2 when j1 < j2, so the idea is that |v|j1 − |v|j2 should be
positive for large v, but for small factors v we can have negative values for
exemple if we take v = j2 as subword of u. This quite unusual definition
of n-almost-balancedness bounds the negative values that |v|j1 − |v|j2 can
take. For example if u where a binary sturmian word with letters j1 and j2
and frequency of j1 larger than frequency of j2 then u would be 1-almost-
balanced.
Under the assumption that u is 2-almost-balanced we always have Equa-
tion (8) and (9).
Lemma 6. Under the assumption that u is 2-almost-balanced (with our un-
usual definition 4) and if f1(m) > f3(m) > · · · > fn−2(m) with m = |u| the
length of the whole word then we have for any 0 < k < n, for any j1 < j2
and for any k1 such that uk1 = j1 and fj1(k1) > f|j1−2k|(m)
f−1j2
(
fj2(k1)− f|j2−2k|(m)
)
< f−1j1
(
fj1(k1)− f|j1−2k|(m)
)
Proof. Let us take such k, j1, j2, k1.
Let us solve two special cases:
• if j1 ≥ |j1−2k| then we never have fj1(k1) > f|j1−2k|(m) so there exist
no such k, j1, j2, k1
• if |j1−2k| ≥ n−2 then there is no rhombus of angle |j1−2k in the edge
word so f|j1−2k|(m) = 0. In that case the inequation holds because
f−1j1 (fj1(k1)) = k1 since uk1 = j1,and f
−1
j2
(
fj2(k1)− f|j2−2k|(m)
)
6
f−1j2 (fj2(k1)) < k1 since uk1 = j1 6= j2.
If we are not in these cases then we have |j1 − 2k| > j1 so this means that
|j1 − 2k| = 2k − j1 and j1 < k.
If j2 ≥ |j2 − 2k| then the inequation is simple with
fj2(k1)− f|j2−2k|(m) 6 0⇒
f−1j2
(
fj2(k1)− f|j2−2k|(m)
)
= 0 < f−1j1
(
fj1(k1)− f|j1−2k|(m)
)
.
Otherwise we have j1 < j2 < k < |j2 − 2k| < |j1 − 2k| 6 n − 2. In that
case we have f|j2−2k|(m) > f|j1−2k|(m). Since fj1(k1)−f|j1−2k|(m) > 0 there
exists a k′1 < k1 such that uk′1 = j1 and fj1(k
′
1) = fj1(k1)− f|j1−2k|(m).
Let us now remark that fj2(k1)− f|j2−2k|(m) 6 fj2(k1)− (f|j1−2k|(m) + 1) 6
fj2(k
′
1) because |uk′1uk′1+1 . . . uk1−1|j2 6 2 + |uk′1uk′1+1 . . . uk1−1|j1 ( by Defi-
nition 4)
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so |uk′1uk′1+1 . . . uk1−1uk1 |j2 6 1 + |uk′1uk′1+1 . . . uk1−1uk1 |j1 and
fj2(k1)− fj2(k′1) = |uk′1uk′1+1 . . . uk1−1uk1 |j2
6 1 + |uk′1uk′1+1 . . . uk1−1uk1 |j1
6 1 + fj1(k1)− fj1(k′1)
6 1 + f|j1−2k|(m).
So overall
f−1j2
(
fj2(k1)− f|j2−2k|(m)
)
6 f−1j2 ◦ fj2(k′1)
< f−1j1 ◦ fj1(k1) = f−1j1
(
fj1(k1)− f|j1−2k|(m)
)
.
Proposition 9 (Tilability). Let us consider a pseudosubstitution of edge
word u and counting functions fj that respects the Definition 4.
If for any odd j1 < j2 and any position k1 such that at position k1 in the
edge word there is a rhombus j1 we have
f−1|j2−2| ◦ fj2(k1) < f
−1
|j1−2| ◦ fj1(k1) (11)
then all the metatiles of the pseudosubstitution are tilable. Which means that
it actually is a well defined substitution.
Proof. By combining the Lemmas 8, 6 and 5 we obtain the proof.
6 Construction for the n-fold planar substitution
tilings
In this section we present the proof of Theorem 2.
Let n be an odd integer greater than three, and write n = 2m+ 1.
Lifting to Rn Just as for the 5-fold, the natural setting to study n-fold
tilings is to use the nth roots of unit as edge directions and to lift the tiling
in Rn decomposed in m = bn2 c planes and a line. We define the planes Ej
for 0 6 j < m = bn2 c by its two generating vectors(
cos
2(j + 1)kpi
n
)
06k<n
and
(
sin
2(j + 1)kpi
n
)
06k<n
.
We define the line ∆ = 〈(1, 1, . . . , 1)〉 .
Any substitution σ can be decomposed as the composition of an expan-
sion ϕ by a subdivision ρ, i.e. σ = ρ ◦ ϕ. In Section 2 we imposed that the
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Figure 22: Drawing of substitution edges for the 5 fold.
boundary of the metatiles of the substitution are all the same up to rotation.
This implies that ϕ is a cyclic linear application which in turn implies that
ϕ admits ∆ as eigenspace with eigenvalue λ∆ and the Ej as eigenspaces with
eigenvalues λj for 0 6 j < m. We define the vector |λ| := (|λ0|, . . . |λm−1|).
We denote by Mϕ the matrix of the linear application ϕ:
Mϕ =

m0 mn−1 . . . m1
m1 m0 . . . m2
...
. . . . . .
...
mn−1 mn−2 . . . m0

The substitutions we study are such that along all edges of all meta-tiles
we have the same palindromic sequence of rhombuses wich we write as a word
u = u0 . . . ul in the alphabet of odd numbers {1, 3, 5, 7, . . . n − 2}. Where
the rhombus noted k ∈ 2N + 1 is the rhombus with angles kpin and (n−k)pin .
As seen in Section 3, since we look at substitution such that the edge of the
metatile bisects the narrowest rhombi along their diagonals, this means that
the edge of the metatile is at angle pi2n to the edge of the bisected rhombi,
this means that the rotation component of ϕ in E0 is a rotation of angle pi2n .
Now let us consider [u] = (|u|1, |u|3, . . . , |u|n−2) = ([u]0, [u]1, . . . , [u]n−1) the
vector of numbers of each rhombus in the word u, this rhombus was called
η in Section 3 .
We want σ to be planar and this translates on conditions on the expansion
ϕ. Since ϕ is a linear application we study it through its matrixMϕ. As seen
in Section 3 with the conditions we impose on σ, ϕ is a circulant application
that admits the line ∆ as eigenspace with eigenvalue λ∆ and the planes Ei
as eigenspaces with eigenvalues λi.
Proposition 10 (Eigenvalues and planarity). Let σ be a substitution as de-
fined above with expansion ϕ.
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Figure 23: The rhombuses on the diagonal.
Figure 24: The vectors ±~vj and rotation ordering
If |λ0| > 1, |λi| < 1 for 1 6 i < bn2 c and |λ∆| < 1 then σ is planar with
direction E0.
This is a generalisation of Proposition 3 and the proof is very similar
with a E⊥0 diameter bound by the sum of the bound of the diameters over
the Ei and ∆.
But ϕ is defined by the sequence u of rhombus on the edges of the
metatile, moreover it is independent of order so it actually depends on η(u).
Lemma 7 (Coefficients and rhombuses). The coefficients in the expansion
matrix Mϕ are determined by the numbers of each rhombus in the word u by
∀j ∈ {0, 1, . . .
⌊n
2
⌋
−1}, mjbn2 c = (−1)
j [u]j and m−(j+1)bn2 c = (−1)
j+1[u]j .
Proof. Take the set {~vj ,−~vj , 0 6 j < n} in the rotation ordering as in
Figure 24. In this set ~vj has neighbors −~vj+bn2 c and −~vj−bn2 c. So the first
rhombus, has vectors ~v0 and −~v−bn2 c, the second rhombus has vectors −~vbn2 c
and ~v−2bn2 c.
So if along the edge we cross [u]j rhombuses of type 2j + 1 for each i, then
it means that
ϕ(~v0) = [u]0
(
~v0 − ~v−bn2 c
)
+ · · ·+ [u]bn2 c−1
(
−~v(bn2 c−1)bn2 c + ~v−bn2 c2
)
=
n−1∑
j=0
mj~vj .
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We even hava a nice relation between the module of the eigenvalues and
the vector η(u) with the following matrix
Definition 5. Let us define N =
(
2 cos( (2k+1)(2j+1)pi2n )
)
06k,j6bn2 c
and γ =
(
cos( (2j+1)pi2n )
)
06j6bn2 c
.
We can remark that N is very similar to the classical discrete cosine
transform matrix and 12||γ||N is an orthogonal matrix.
Lemma 8 (Eigenvalues). |N · [u]| = |λ|
Proof. We know that by definition λ0 is equal to the first coordinate of
Mϕ ·
(
exp
2kpi
n
)
06k<n
, so we have:
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λ0 =
n−1∑
k=0
mn−k exp
2kpi
n =
n−1∑
k=0
mk exp
2(n−k)pi
n
=
bn2 c−1∑
k=0
(−1)kuk
exp2(n−k)n+12 pin − exp−2(n−(k+1))n+12 pin

=
bn2 c−1∑
k=0
(−1)kuk
exp−2kn+12 pin − exp2(k+1)n+12 pin

= expi
n+1
2 pi
n
bn2 c−1∑
k=0
(−1)kuk
exp−(2k+1)n+12 pin − exp (2k+1)n+12 pin

= expi
n+1
2 pi
n
bn2 c−1∑
k=0
(−1)kuk
(
−2j sin
(
(2k+1)
n+1
2 pi
n
))
= expi(
3pi
2 +
n+1
2 pi
n )
bn2 c−1∑
k=0
(−1)kuk cos
(
pi
2 −
(2k+1)
n+1
2 pi
n
)
= expi
(4n+1)pi
2n
bn2 c−1∑
k=0
(−1)kuk cos
(
n−2(2k+1)n+12 pi
2n
)
= expi
pi
2n
bn2 c−1∑
k=0
(−1)kuk cos
(
n−(2k+1)(n+1)pi
2n
)
= expi
pi
2n
bn2 c−1∑
k=0
(−1)kuk cos
(
2knpi
2n − (2k+1)pi2n
)
= expi
pi
2n
bn2 c−1∑
k=0
uk(−1)k cos
(
kpi − (2k+1)pi2n
)
= expi
pi
2n
bn2 c−1∑
k=0
uk cos
(
(2k+1)pi
2n
)
= expi
pi
2n · (N · [u])0
So |λ0| = | (N · [u])0 |.
Rhombus frequencies Let us consider we have a substitution with word
u = u0 . . . um and eigenvalues (in module) |λ| = (|λi|)06i<bn2 c. What con-
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straints on u would ensure that σ is admissible for planarity?
Lemma 9 (Approximating < γ >). ∃ε, ∀x ∈ [2,+∞[, ∀u ∈ {1, 3, . . . , n −
2}∗
d([u], 2xγ||γ||2 ) < ε =⇒ d(N · [u]︸ ︷︷ ︸
|λ|
, (x, 0, . . . , 0)) < 1 =⇒

|λ0| > 1
|λ1| < 1
...
|λbn
2
c−1| < 1
Proof. The first step of the implication is a direct consequence of the uniform
continuity of linear applications (matrix-vector product) in Rb
n
2
c with M ·
2xγ
||γ||2 = (x, 0, . . . , 0). The second step is only a consequence of x ≥ 2.
Tracking 〈γ〉 The idea now is to find a sequence of words u associated
to substitutions such that [u] approximates or tracks the line 〈γ〉. It is
always possible to track a line with integer points, but let us define a specific
sequence of points that approximates the line 〈γ〉.
Definition 6. Let Γ be the line 〈γ〉 = {tγ, t ∈ R} and Γ 1
2
be the line
〈γ〉+ (12 , . . . 12).
Let ω be the bi-infinite billiard word of line Γ 1
2
centered on (12 , . . .
1
2),
this means that we build the bi-infinite word ω by travelling the line and
adding a letter 2i+ 1 each time it crosses an hyperplane of type Hi,k := {x ∈
Rb
n
2
c | 〈x|~ei〉 = k} with k ∈ N and ~ei a vector of the canonical basis of Rbn2 c.
We bring your attention that when the lines crosses an hyperplane of normal
~ei we add a letter 2i+ 1 instead of the classical letter i, indeed the letters of
ω will represent rhombi on the boundary of the substitution’s metatiles, and
in that case the rhombi are bisected by the metatile’s edge through their odd
angles.
Let (pi)i∈Z be the sequence of points of Zb
n
2
c associated to word ω with
p0 = 0. This means that for all j,
wj = 2i+ 1 =⇒ pj+1 − pj = ~ei
The choice of having (pi) be the sequence of points associated to the
word of billiard of the line Γ 1
2
instead of the line Γ is motivated by the fact
that the exact sequence of rhombus ω apapears in the DeBruijn multigrid
tiling Pn(12 , . . .
1
2) as seen in Propositon 15, this will give us a tool to prove
tilability as seen in Proposition 14.
Before we prove that the sequence (pi) approximates the line γ, let us
present the exact position of the intersection points of the line Γ 1
2
with the
hyperplanes.
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Lemma 10. Let us take a vector of the canonical basis ~ei and an integer k,
Γ 1
2
∩Hi,k = (12 , . . . 12) +
k − 12
cos
(
(2i+1)pi
2n
)γ.
Proof. This comes from the fact that the ith coordinate of vector γ is γi =
cos
(
(2i+1)pi
2n
)
and that the vector from (12 , . . .
1
2) to Hi,k is (k − 12)~ei.
Proposition 11. The sequence (pi) approximates the line Γ, which means
that for any positive ε there are infinitely many points pi that are ε-close to
the line Γ
∀ε > 0, ∃∞i > 0, d(pi,Γ) < ε
Proof. There are actually several ways to present this result. We could use
a linear flow approach based on [7] (Part 1, chapter 5), however we will use
a cut-and-project approach based on [2] and [8]. The result we use is
Theorem 3. Let Λ be a canonical cut and project set with the cut-and-project
scheme (V,W,R,Zn) where V ⊕W ⊕R = Rn. Let (xi)i∈N be an exhaustive
sequence of the points of Λ ordered by increasing norm i.e. Λ = {xi, i ∈ N}
and ∀i, ||xi + 1|| ≥ ||xi||. Then the sequence (piV⊥(xi))i∈N is uniformly
distributed in the window W .
This is a rewriting of Theorem 7.2 of [2] with the formalism of [8]. In our
case we can rewrite it as
Corollary 1. In the same setting, every point of (piW(xi))i∈N is an accumu-
lation point of (piW(xi))i∈N.
Here p0 = 0 and (pi)i∈Z is symmetrical so (pi)i∈N and the the sequence
of the points of {pi, i ∈ Z} ordered by norm have the same accumulation
points when projected on W . Also both p0 and Γ are projected on w0 =
piW
(−(12 , . . . 12)), so it is an accumulation point which means that for any
positive ε there are infinitely many points pi with i > 0 such that piW(pi) is
ε-close to w0 which means that pi is ε-close to Γ.
Definition 7 (σj). Now let us define the sequence of words (u(j))j∈N with
u(j) := prefj(ω)prefj(ω) where we prefj(ω) = ω0ω1 . . . ωj−1 and we define
the associated sequence of pseudo-substitutions σj as having the word u(j) on
the edge of the metatiles.
By definition the word u(j) is a palindrome so that the pseudo-substitution
is well defined on the edges: whenever two tiles are neighbour there will be
no conflict when we apply the substitution to them.
Proposition 12. For any j, u(j) is 2-almost-balanced.
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Proof. Let us first remark that ω is 1-almost-balanced i.e. for any j1 < j2
and any finite factor v of ω we have |v|j1 − |v|j2 ≥ −1. Indeed let us take
j1 < j2, we define the projection Pj1,j2 from alphabet {1, 3, . . . n − 2} to
alphabet {a, b} such that j1 7→ a, j2 7→ b and all other letters are sent to ε.
Take v a finite factor of ω. We have |u|j1 = |Pj1,j2(u)|a, |u|j2 = |Pj1,j2(u)|b
and Pj1,j2(u) a finite factor of Pj1,j2(ω). Here Pj1,j2(ω) is a binary billard
word over alphabet {a, b} with frequencies γa > γb. So Pj1,j2(ω) is 1-balanced
in the usual definition which is that for any finite factors v, w of Pj1,j2(ω)
such that |v| = |w| we have ||v|a − |w|a| 6 1 and ||v|b − |w|b| 6 1. So if there
existed a finite factor v of Pj1,j2(ω) such that |v|a − |v|b 6 −2, then for any
factor w of Pj1,j2(ω) of same length |w|a − |w|b 6 0 which is IMPOSSIBLE
with γa > γb. So |u|j1 − |u|j2 = |Pj1,j2(u)|a − |Pj1,j2(u)|b ≥ −1, and overall
ω is 1-almost-balanced.
Let us now recall that u(j) = prefj(ω))prefj(ω) so u(j) is 2-almost-
balanced because any factor v of u(j) can be decomposed as v = v′ · v′′ with
v′ a (possibly empty) factor of prefj(ω) and v′′ a (possibly empty) factor of
prefj(ω). So |v|j1 − |v|j2 = (|v′|j1 − |v′|j2) + (|v′′|j1 − |v′′|j2) ≥ −2 because
prefj(ω) and prefj(ω) are 1-almost-balanced.
Proposition 13. There exist j ∈ N such that σj is a planar substitution and
such that there exist a tiling admissible for σj with global n-fold rotationnal
symmetry.
The theorem follows from this proposition, we will now proceed to prov-
ing the proposition using the following lemmas.
Lemma 11. ∃∞j ∈ N, σj is planar.
Proof of Lemma 11. By construction we have
∀j, [u(j)] = 2[prefj(w)] = 2 · pj+1
So we have
d([u(j)], 〈γ〉) = 2d(pj+1, 〈γ〉)
By Lemma 9 and Proposition 10
∃ε, d([u(j)], 〈γ〉) < ε =⇒ σj planar.
So with Proposition 11 we have
∃∞j, d(pj+1, 〈γ〉) < ε2 i.e. d([u(j)], 〈γ〉) < ε i.e. σj planar.
Lemma 12. ∃N ∈ N, ∀j > N, σj is a well-defined substitution, meaning
that the metatiles are tilable.
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Figure 25: Sketch of the metatile
Proof of Lemma 12. For a σj to be well defined we need the meta-tiles of
the substitution to be tilable. Let us consider the narrowest meta-tile, it
has angles pin and
(n−1)pi
n . Let us recall that the edge word of σj is uj = vv¯
whith v = prefj(ω). This means in every corner of the metatile there is a
portion of cone with the word v on both sides as in Figure 25. We will first
consider tilability around the corners and then we will consider tilability in
the middle of the meta-tile. In the narrow corner we have a cone with edge
word v in both sides, but v is a prefix of ω so let us consider the infinite cone
with edge word ω.
Proposition 14. For any 0 < k 6 n the cone of angle kpin with edge word ω
on both sides is tilable.
This is actually a corollary to a result on De Bruijn multigrid tilings, so
let us define the multigrid construction. Let ζ := exp 2pin and H(ζ
i, γi) :={
z ∈ C,Re (z · ζ¯i)+ γi ∈ Z} called the grid of orientation ζi and offset γi.
This means that H(ζi, γi) is a set of equidistant parallel lines orthogonal to
ζi. Let the multigrid of order n and offset (γ0, γ1, . . . , γn−1) be
Gn(γ0, γ1, . . . , γn−1) :=
n−1⋃
i=0
H(ζi, γi).
The multigrid Gn(γ0, γ1, . . . , γn−1) is called regular when no more than two
lines intersect in any point, or in mathematical terms for any distinct 0 6
i, j, k < n,
H(ζi, γi) ∩ H(ζj , γj) ∩ H(ζk, γk) = ∅. Otherwise the multigrid is called
singular. Every multigrid is dual to a tiling of the plane by the following
dualization process. To define this dualization we will need the functions K
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from C to Zn and f from C to C defined by
K(z) :=
(⌈
Re
(
z · ζ¯i)+ γi⌉)06i<n and f(z) := n−1∑
i=0
⌈
Re
(
z · ζ¯i)+ γi⌉ ζi.
We can remark that f(z) is constant on the interior of every cell or mesh
of the multigrid, so it associates to each cell a single vertex in C. These
vertices form the vertex set of the dual tiling where two vertices are linked
by an edge when the corresponding cells of the multigrid are adjacent along
an edge. This dual tiling denoted by Pn(γ0, . . . γn−1) is a rhombus tiling
whenever the multigrid is regular.
Proposition 15. Let n be an odd integer ≥ 3. Let γ0, γ1, . . . γn−1 be non-
zero rational numbers. The multigrid Gn(γ0, γ1, . . . γn−1) is regular.
In particular, the De Bruijn multigrid Gn(12 ,
1
2 , . . . ,
1
2) is regular so the
dual tiling Pn(12 ,
1
2 , . . . ,
1
2) is a rhombus tiling.
The proof of this proposition can be found in the notice On the regularity
of De Bruijn multigrids [9] .
Let us remark that the tiling Pn(12 ,
1
2 , . . . ,
1
2) contains the cone with
edge word ω, actually it is really 10 such cones around the origin, indeed
in Gn(12 ,
1
2 , . . . ,
1
2) if we look at the vertical half line starting at 0 it is a
succession of intersection points of type H(ζi, 12)∩H(ζn−i, 12 with 0 < i < n
and no other type of intersection appears, so in the dual tiling Pn(12) it is
a succession of rhombi joined by theire extremal vertices and that share a
diagonal direction. On this vertical half line, the crossing of lines corre-
sponding to rhombus with angles pi 2i+1n appears at postitions
2k−1
2 cospi(2i+1/2n)
see Figure 26. So their ordering is as follows: if until point X there have
been ni rhombi of type 2i + 1 for each i then the next rhombus is of index
j = argmin
nj+
1
2
cospi 2j+1
2n
.
This builds exactly the same sequence as in Definition 6. So the sequence
ω of rhombi is on the vertical half-line, by 2n rotationnal symmetry of the
grid (and dual tiling), so the cone of angle pi/2n with sequence of rhombi ω
on the edges is in the dual tiling Pn(12).
The tilability of the cone with edge word ω implies that for σj with edge
word u(j) = vv¯, for any odd j1 < j2 and any position k < |v| = j such that
at position k in the edge word there is a rhombus j1 the Inequation (11) of
Proposition 9 is satisfied.
To get tilability of the metatiles we now need to check this for k ≥ |v| = j.
Let 0 < j1 < j2 < n be odd integers, let us define
gj1,j2(k) := f
−1
|j1−2| ◦ fj1(k)− f
−1
|j2−2| ◦ fj2(k)
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Figure 26: Positions of the crossing points of type α on the vertical line in
the DeBruijn multigrid Gn(12)
Since the frequency of apparition of j1 is the word ω (and in the word u)
is strictly bigger than the frequency of apparition of j2 the idea is that
gj1,j2(k) has a general increasing trend and (if u is long enough) there is a
K such that for any k > K, gj1,j2(k) > 0 which means Inequation (11) is
satisfied. Let us recall that with γ =
(
cos( (2j+1)pi2d )
)
06j6bn2 c
we have fj(k) ≈
k · γj by construction of the word ω, moreover there exists δ dependent only
on the dimension n, for example δ = 2
√
n works, such that for each j, k,
|fj(k)− k · γj | < δ, this means that |f−1|j1−2| ◦ fj1(k)− k
γj1
γj1−2
| < δ + δ/γj1−2
so |gj1,j2(k)− k( γj1γj1−2 −
γj2
γj2−2
)| < 2δ + δ/γj1−2 + δ/γj2−2. So for
k >
2δ + δ/γj1−2 + δ/γj2−2
γj1
γj1−2
− γj2γj2−2
we have gj1,j2(k) > 0. So take
K = max
j1,j2
2δ + δ/γj1−2 + δ/γj2−2
γj1
γj1−2
− γj2γj2−2
, for any k > K, gj1,j2(k) > 0 which means Inequation (11) is satisfied. So
overall if we take j > K, σ(j) is well-defined: its metatiles are tilable.
Lemma 13. ∃N ∈ N, ∀j > N , if σj is well defined then σj is a primitive
substitution and σj admits a tiling with global n-fold rotational symmetry.
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Figure 27: Primitivity for n = 5
Proof of Lemma 13. Assume that j is an integer such that σj is well-defined
and
j > N :=
1
γbn2 c−1
.
• The substitution is primitive. Indeed, take a tile t, along the edge σj(t)
we have a rhombus of each type (but in only one orientation), because
of the constraint on j, indeed from the definition of the infinite word
ω from which the edge word is derived we see that if j ∗ γk > 1 then
|prefj(ω)|k ≥ 1. Since γ0 > γ1 > . . . γbn2 c−1 if 1 < j · γbn2 c−1 then we
have at least one of each rhombus. Now when looking at the edges
of the rhombuses on the edges σj(t), on the first edge we have every
direction of edges but one (the one which is perpendicular to the edge
of the meta-tile), on the second edge we have every direction except
the one perpendicular to this second edge so if we combine the two
edges of the metatile we have every direction of edge. And if we look
at the rhombuses on the edges of σ2j (t) we have every rhombus in every
direction. So for any rhombus tile t, σ2j (t) contains every rhombus tile
in every direction. Which means that σj is primitive of order 2. This
implies that any tiling admissible for σj is uniformly recurrent.
Remark: this is indifferent to the interior of the metatiles and is only
due to the edges of the substitution.
• Let the star of dim n noted Sn be the pattern of a corola of narrow
rhombuses. First of all, Sn is included at the center in σj(Sn). Indeed,
in the narrow angle of the narrow rhombus, there is a portion of the
star. By immediate recurrence it follows that σkj (Sn) is included at
the center in σk+1j (Sn). But that is not enough to prove that Sn is
admissible for σj . Let us remark that since the narrow rhombus r0 is
always the first and last rhombus in the sequence on the edge of the
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Figure 28: S5, S7, S9
Figure 29: Narrow rhombus and star
substitution. It implies that if we look at the vertex of the angle kpin of
some meta-rhombus, on that vertex meet at least two rhombi r0 corre-
sponding to the two edges of the meta-tile, and some rhombi of sum of
angles at most (k−1)pin see Figure 30. If we iterate the substitution, we
will have rhombuses r0 and some rhombuses of sum of angles at most
(k−2)pi
n . So for any rhombus, in any angle of σ
n−1
j there are only narrow
rhombuses. This means that in σnj (r0) the star Sn appears. Indeed,
in σ(r0) take any interior vertex.This vertext in the center of a corolla
of rhombuses. Now iterate n− 1 times the substitution while centered
on this vertex. Now the vertex is the center of a Sn star. So Sn is in
σnj (r0).
• Consider any tiling T0 with the star Sn at the origin. Consider now
the sequence (Tk)k∈N with Tk+1 = σj(Tk). We have that σkj (Sn) at
the origin of Tk for any k. And σkj (Sn) is an increasing sequence for
inclusion and the disk B(0, |λ0|k) is included in σkj (Sn) for any k.
T∞ := lim
k→∞
Tk
is well defined and is a tiling such that for any k, σkj (Sn) is the central
patch of the tiling. And since every σkj (Sn) has n-fold symmetry, T∞
also has global n-fold symmetry.
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Figure 30: Corners of metatiles
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7 Appendices
Proof of weird trigonometric sum in Lemma 3. Let us recall that j < k be
integer, θj,k =
(2j+1)pi
2(2k+1) and
Cj,k = |λj,2k+1| =
k−1∑
i=0
4(k − i) cos
(
(2j + 1)(2i+ 1)pi
2(2k + 1)
)
=
k−1∑
i=0
4(k − i) cos ((2i+ 1)θj,k)
We prove
Cj,k · sin2(θj,k) = cos(θj,k)
Let us write θ for θj,k for the sake of simplicity.
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Cj,k sin
2 (θ)
=
k−1∑
i=0
4(k − i) cos
(
(2j + 1)(2i+ 1)pi
2(2k + 1)
)
sin2 (θ)
=
k−1∑
i=0
4(k − i)e
i(2i+1)θ + e−i(2i+1)θ
2
(
eiθ − e−iθ
2i
)2
=
k−1∑
i=0
k−i
2
(
ei(2i+1)θ + e−i(2i+1)θ
)(
2− ei2θ − e−i2θ
)
=
k−1∑
i=0
k−i
2
(
2ei(2i+1)θ + 2e−i(2i+1)θ − ei(2i+3)θ
− e−i(2i−1)θ − ei(2i−1)θ − e−i(2i+3)θ
)
=
k−1∑
i=0
(k − i) (2 cos((2i+ 1)θ)− cos((2i+ 3)θ)− cos((2i− 1)θ))
=
k−1∑
i=0
(k − i)2 cos((2i+ 1)θ)−
k−1∑
i=0
(k − i) cos((2i+ 3)θ)
−
k−1∑
i=0
(k − i) cos((2i− 1)θ)
=
k−1∑
i=0
(k − i)2 cos((2i+ 1)θ)−
k∑
i=1
(k + 1− i) cos((2i+ 1)θ)
−
k−2∑
i=−1
(k − 1− i) cos((2i+ 1)θ)
=
k−1∑
i=0
(k − i)2 cos((2i+ 1)θ)
−
k−1∑
i=0
(k + 1− i) cos((2i+ 1)θ) + (k + 1) cos θ − cos (2j+1)pi2
−
k−1∑
i=0
(k − 1− i) cos((2i+ 1)θ) + 0 cos((2k − 1)θ)− k cos θ
=
k−1∑
i=0
(2(k − i)− (k + 1− i)− (k − 1− i)) cos((2i+ 1)θ)
+ (k + 1− k) cos θ
= cos θ
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