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LetA be a unital prime algebrawith a non-trivial idempotent over a
ﬁeldF. For any scalar ξ ∈ F, all additivemaps L : A → A satisfying
[L(A), B]ξ + [A, L(B)]ξ = 0whenever [A, B]ξ = 0are characterized
and the relation of L to the derivations are revealed,where [A, B]ξ =
AB − ξBA is the ξ -Lie product of A, B ∈ A.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Derivations andgeneralizedderivations are studied intensivelybymanymathematicians as theyare
important both in theory and applications (for instance, see [6,19,20] and the references therein). LetA
be an algebra over a ﬁeldF. Recall that an additive (linear)map δ : A → A is called an additive (linear)
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derivation if δ(AB) = δ(A)B + Aδ(B) for allA, B ∈ A; if there is an additive (linear) derivation τ : A →
A such that δ(AB) = δ(A)B + Aτ(B) for all A, B ∈ A, then δ is called an additive (linear) generalized
derivation and τ is the relating derivation. RegardingA as a Lie algebra under the Lie product [A, B] =
AB − BA, an additive (linear) map L : A → A is called an additive (linear) Lie derivation if L([A, B]) =
[L(A), B] + [A, L(B)] for all A, B ∈ A; if there is an additive (linear) Lie derivation d : A → A such
that L([A, B]) = L(A)B − L(B)A + Ad(B) − Bd(A) for all A, B ∈ A, then L is called an additive (linear)
generalized Lie derivation and d is the relating Lie derivation (see [9]). Of course, all (generalized)
derivations are (generalized) Lie derivations. The converse problem of whether a (generalized) Lie
derivation is a (generalized) derivation has also received many mathematicians’ attention for many
years (for example, see [1,9,12] and the references therein).
Note that an important relation associatedwith the Lie product is the commutativity. Two elements
A, B are commutative if AB = BA, that is, their Lie product is zero. More generally, if ξ ∈ F is a scalar
and if AB = ξBA, we say that A commutes with B up to a factor ξ . The conception of commutativity
up to a factor for pairs of operators is also important and has been studied in the context of operator
algebras and quantum groups (Ref. [4,11]). Motivated by this, a binary operation [A, B]ξ = AB − ξBA,
called the ξ -Lie product of A and B though its behavior more like Jordan product when ξ /= 1, and a
conception of (generalized) ξ -Lie derivations were introduced in [13]. Recall that an additive (linear)
map L : A → A is called a ξ -Lie derivation if L([A, B]ξ ) = [L(A), B]ξ + [A, L(B)]ξ for all A, B ∈ A; an
additive (linear) map δ : A → A is called an additive (linear) generalized ξ -Lie derivation if there
exists anadditive (linear)ξ -Liederivation L fromA into itself such thatδ([A, B]ξ ) = δ(A)B − ξδ(B)A +
AL(B) − ξBL(A) for all A, B ∈ A, and L is called the relating ξ -Lie derivation of δ. These conceptions
unify several important conceptions such as derivations, Jordan derivations and Lie derivations. It is
clear that a (generalized) ξ -Lie derivation is a (generalized) derivation if ξ = 0; is a (generalized)
Lie derivation if ξ = 1; is a (generalized) Jordan derivation if ξ = −1. We remark here that, in some
literatures, a more constricted notion of generalized derivations is used, there an additive map δ
is called a generalized derivation if δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B for all A, B ∈ A. Moreover, we
mentioned that a characterization of (generalized) ξ -Lie derivations on triangular algebras and prime
algebras for all possible ξ can be found in [13,16], respectively.
Recently, there have been a number of papers on the study of conditions under which derivations
of algebras can be completely determined by their action on some subsets of elements (for example,
see [2,5,8,10,21] and the references therein). Motivated by this, we give a conception of the maps
(generalized) ξ -Lie derivable at some point. We say that an additive (linear) map L : A → A is ξ -
Lie derivable at a point Z ∈ A if L satisﬁes that L([A, B]ξ ) = [L(A), B]ξ + [A, L(B)]ξ for all A, B ∈ A
with [A, B]ξ = Z . Similarly, an additive (linear) map δ : A → A is generalized ξ -Lie derivable at Z if
there exists an additive (linear) map L : A → Awhich is ξ -Lie derivable at the point Z ∈ A such that
δ([A, B]ξ ) = δ(A)B − ξδ(B)A + AL(B) − ξBL(A) for all A, B ∈ A with [A, B]ξ = Z . It is obvious that
the condition of maps (generalized) ξ -Lie derivable at some point is much weaker than the condition
of being a (generalized) ξ -Lie derivation.
Let L be a J -subspace lattice on a Banach space X over the real or complex ﬁeld F and AlgL be
the associated J -subspace lattice algebra (JSL algebra). Assume that L is a linear map ξ -Lie derivable
at zero on AlgL, that is, L satisﬁes that [L(A), B]ξ + [A, L(B)]ξ = 0 whenever [A, B]ξ = 0. For the case
ξ = 1, Hou and Qi in [15] proved that, under some mild conditions, for each K ∈ J (L), there exist
an operator TK ∈ B(K), a scalar λK and a linear functional hK : AlgL → F such that L(A)x = (TKA −
ATK + λKA + hK(A)I)x for all x ∈ K and A ∈ AlgL. For the case ξ /= 1, in [17], Hou and Qi proved that
such L is a special generalized derivation of the form L(A) = τ(A) + λA for allA, where τ is a derivation
and λ is a scalar. The purpose of this paper is to continue the study by characterizing the additivemaps
(generalized) ξ -Lie derivable at zero on prime algebras and reveal the relation of such maps to the
derivations.
This paper is organized as follows. Let A be a unital prime algebra over a ﬁeld F containing a
non-trivial idempotent P. Denote by Z(A) and C the center of A and the extended centroid of A,
respectively. Let ξ be a scalar and L : A → A be an additive map. In Section 2, we prove that, if L is
ξ -Lie derivable at zero, then there exists an additive derivation τ : A → A such that (1) if ξ = 0, then
L(I) ∈ Z(A) and L(A) = τ(A) + L(I)A for all A ∈ A; (2) if ξ = 1 and A is of characteristic not 2 and
with deg(A) > 2, then L(A) = τ(A) + αA + ν(A) for all A ∈ A, whereα ∈ C and ν is an additivemap
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from A into C vanishing all commutators; (3) if ξ = −1, L(I) ∈ Z(A) and A is of characteristic not
2, then L(A) = τ(A) + L(I)A for all A ∈ A; (4) if ξ /= 0,±1, L(ξA) = ξL(A) ∀A ∈ A and L(I) ∈ Z(A),
then L(A) = τ(A) + L(I)A for all A ∈ A (Theorem 2.1). Assume that δ : A → A is an additive map
generalized ξ -Lie derivable at zerowith L : A → A the relatingmap ξ -Lie derivable at zero. In Section
3, we show that there exists an additive derivation τ : A → A such that (1) if ξ = 0, then δ(A) =
τ(A) + δ(I)A for all A ∈ A; (2) if ξ = 1 and A is of characteristic not 2 and with deg(A) > 2, then
δ(A) = τ(A) + (α + δ(I))A − AL(I) + ν(A) for all A ∈ A, where α ∈ C and ν : A → C is an additive
map vanishing at all commutators; (3) if ξ = −1, L(I) ∈ Z(A) and A is of characteristic not 2, then
δ(A) = τ(A) + δ(I)A for all A ∈ A; (4) if ξ /= 0,±1, L(I) ∈ Z(A), L(ξA) = ξL(A) and δ(ξA) = ξδ(A)
for all A ∈ A, then δ(A) = τ(A) + δ(I)A for all A ∈ A (Theorem 3.1). As an application, we give a
complete characterization of the maps (generalized) ξ -Lie derivable at zero on factor von Neumann
algebras (Theorems 2.6 and 3.2).
2. Additive maps ξ -Lie derivable at zero
In this section, we consider additive maps ξ -Lie derivable at zero on prime algebras containing a
non-trivial idempotent. As an application to operator algebras, we get a characterization of linearmaps
on factor von Neumann algebras that is ξ -Lie derivable at zero.
Let R be a ring and Z(R) the center of R. Recall that an element A ∈ R is algebraic over Z(R), if
there exists a polynomial p ∈ P(Z(R)) (the set of all polynomials overZ(R)) such that p(A) = 0, that
is, there exist Z0, Z1, · · ·, Zn ∈ Z(R) such that Zn /= 0 and p(A) = Z0 + Z1A + · · · ZnAn = 0. In this case
n = deg(p) is called the degree of p, and min{deg(p) : p(A) = 0} is called the degree of algebraicity
of A over Z(R), denoted by deg(A). If A is not algebraic over Z(R), then we shall write deg(A) = ∞.
The degree of algebraicity ofR is deﬁned as follows:
deg(R) = sup{deg(A) : A ∈ R}.
Theorem 2.1. LetA be a prime algebra over a ﬁeld Fwith unit I and the extended centroid C. Assume that
A contains a non-trivial idempotent P. Let ξ ∈ F be a scalar and L : A → A be an additive map satisfying
[L(A), B]ξ + [A, L(B)]ξ = 0 whenever [A, B]ξ = 0.
(1) If ξ = 0, then L(I) ∈ Z(A) and there exists an additive derivation τ from A into itself such that
L(A) = τ(A) + L(I)A for all A ∈ A.
(2) If ξ = 1 and if A is of characteristic not 2 and if deg(A) > 2, then there exist an element α ∈ C, an
additive derivation τ : A → A and an additive map ν : A → C such that L(A) = τ(A) + αA +
ν(A) for all A ∈ A.
(3) If ξ = −1, L(I) ∈ Z(A) and A is of characteristic not 2, then there exists an additive derivation
τ : A → A such that L(A) = τ(A) + L(I)A for all A ∈ A.
(4) If ξ /= 0,±1, L(I) ∈ Z(A) and L(ξA) = ξL(A) for all A ∈ A, then there exists an additive derivation
τ : A → A such that L(A) = τ(A) + L(I)A for all A ∈ A.
Before proving the above theorem,we give some remarks.
Remark 2.2. For cases ξ = 0,±1, it is enough to assume that A is a prime ring. Furthermore, the
case ξ = 0 has been discussed by Bresˇar [2, Corollary 4.6], and the assumption that A is unital can
be omitted. We include this case in Theorem 2.1 for completeness. If ξ = 1, then the assumptions
that A is unital and contains a non-trivial idempotent can be omitted, and thus the statement (2) is a
slight improvement of a result in [1], there the prime ring R is assumed to be of characteristic not 2,
3 and deg(R) 3. It is also clear that if L is linear, then the assumption in (4) that L(ξA) = ξL(A) is
superﬂuous.
Remark 2.3. A careful inspection of the proof of Theorem 2.1 below shows that, for ξ /= 0, 1, state-
ments (3) and (4) of Theorem 2.1 hold if the assumption that A is prime is replaced by a weaker
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condition: PAPA(I − P) = {0} and PA(I − P)B(I − P) = {0} imply PAP = 0 and (I − P)B(I − P) = 0,
respectively.
Remark 2.4. For the case ξ /= 1, the assumption in Theorem 2.1 that A contains a non-trivial idem-
potent cannot be deleted simply, as illustrated by the following example.
Example 2.5. Let X be an inﬁnite dimensional Banach space over the real or complex ﬁeldF. Denote by
B(X)andF(X) thealgebraof all bounded linearoperatorsonX and thealgebraof allﬁnite rankbounded
linear operators on X , respectively. Take an operator A ∈ B(X) such that A3 ∈ F(X) and {I, A, A2} are
linearly independent modulo F(X). Let M be the algebra generated by {I, A,F(X)}. Obviously, F =
F(X) is an ideal ofM. LetA = M/F be the quotient algebra. It is clear that dimA = 3 and there does
not exist a non-trivial idempotent in A. Now deﬁne a map L : A → A by
L(λ0I + λ1A + λ2A2 + F) = λ1A + F.
Then L is linear and is not a derivation since L((A + F)2) = 0 and L(A + F)(A + F) = (A + F)L(A +
F) = A2 + F /= 0. Therefore, L is not of the form stated in Theorem 2.1. However, L is ξ -Lie derivable
at zero, i.e., satisﬁes [L(X), Y]ξ + [X, L(Y)]ξ = 0 whenever [X, Y]ξ = 0. In fact, for any nonzero X =
F + λ0I + λ1A + λ2A2 and Y = F + β0I + β1A + β2A2 satisfying XY − ξYX = 0, as ξ /= 1, we get
that
λ0β0 = λ0β1 + λ1β0 = λ0β2 + λ1β1 + λ2β0 = 0.
It follows that eitherλ0 = λ1 = β0 = 0 orλ0 = β0 = β1 = 0. In any casewe have L(X)Y = YL(X) =
XL(Y) = L(Y)X = 0, which implies that [L(X), Y]ξ + [X, L(Y)]ξ = 0. Thus L is ξ -Lie derivable at zero
for any ξ /= 1.
Proof of Theorem 2.1. By [2, Corollary 4.6], the statement (1) is true.
Let us check the statement (2). Assume that L is Lie derivable at zero, that is,
[L(A), B] + [A, L(B)] = 0 for all A, B ∈ Awith [A, B] = 0. (2.1)
Let B = A2 in Eq. (2.1), we have
L(A)A2 − A2L(A) + AL(A2) − L(A2)A = 0.
This yields that
(L(A2) − L(A)A − AL(A))A = A(L(A2) − L(A)A − AL(A)).
So,
[L(A2) − L(A)A − AL(A), A] = 0 for all A ∈ A. (2.2)
For anyA, B ∈ A, let δ(A, B) = L(AB) − L(A)B − AL(B). It is obvious that δ : A × A → A is a biadditive
map, and by Eq. (2.2), we have that δ(A, A) is a trace of the biadditive map δ. Thus, by [3, Theorem
5.32], there exist an element λ ∈ C, an additive map μ : A → C and the trace of a biadditive map
ν : A → C such that δ(A, A) = λA2 + μ(A)A + ν(A), that is,
L(A2) − L(A)A − AL(A) = λA2 + μ(A)A + ν(A) (2.3)
for all A ∈ A.
For any A ∈ A, deﬁne a map τ by
τ(A) = L(A) + 1
2
μ(A) + λA. (2.4)
Combining Eq. (2.3) with (2.4), on the one hand, we have
τ(A2) = L(A2) + 1
2
μ(A2) + λA2
= L(A)A + AL(A) + μ(A)A + ν(A) + 1
2
μ(A2) + 2λA2.
X. Qi et al. / Linear Algebra and its Applications 434 (2011) 669–682 673
On the other hand, we have
τ(A)A + Aτ(A) = L(A)A + AL(A) + μ(A)A + 2λA2.
Comparing the above two equations, we get
τ(A2) − τ(A)A − Aτ(A) = ν(A) + 1
2
μ(A2) ∈ C. (2.5)
Now let us deﬁne a map 	 : A × A → A by
	(A, B) = τ(AB + BA) − τ(A)B − Aτ(B) − τ(B)A − Bτ(A).
Obviously, 	 is biadditive and satisﬁes 	(A, B) = 	(B, A) for all A, B ∈ A. Replacing A by A + B in Eq.
(2.5), we have
τ(AB + BA) − τ(A)B − Aτ(B) − τ(B)A − Bτ(A) ∈ C.
Hence 	 in fact maps fromA × A into C. In order to show that τ is a Jordan derivation, we must prove
that 	(A, B) = 0 for all A, B ∈ A. By the deﬁnition of 	, we have
τ(A2(AB + BA) + (AB + BA)A2)
= τ(A2)(AB + BA) + A2τ(AB + BA) + τ(AB + BA)A2
+(AB + BA)τ (A2) + 	(A2, AB + BA)
= τ(A)A2B + τ(A)ABA + Aτ(A)AB + Aτ(A)BA + 	(A, A)AB + 	(A, A)BA
+A2τ(A)B + A3τ(B) + A2τ(B)A + A2Bτ(A) + 	(A, B)A2 + τ(A)BA2
+Aτ(B)A2 + τ(B)A3 + Bτ(A)A2 + 	(A, B)A2 + ABτ(A)A + ABAτ(A)
+	(A, A)AB + BAτ(A)A + BA2τ(A) + 	(A, A)BA + 	(A2, AB + BA)
and
τ((A2B + BA2)A + A(A2B + BA2))
= τ(A2B + BA2)A + (A2B + BA2)τ (A) + τ(A)(A2B + BA2)
+Aτ(A2B + BA2) + 	(A2B + BA2, A)
= τ(A)ABA + Aτ(A)BA + 	(A, A)BA + A2τ(B)A + τ(B)A3 + Bτ(A)A2 + BAτ(A)A
+	(A, A)BA + 	(A2, B)A + A2Bτ(A) + BA2τ(A) + τ(A)A2B + τ(A)BA2
+Aτ(A)AB + A2τ(A)B + 	(A, A)AB + A3τ(B) + Aτ(B)A2 + ABτ(A)A
+ABAτ(A) + 	(A, A)AB + 	(A2, B)A + 	(A2B + BA2, A).
Note that A2(AB + BA) + (AB + BA)A2 = (A2B + BA2)A + A(A2B + BA2). Comparing the above two
equations gives
2	(A, B)A2 − 2	(A2, B)A = 	(A2B + BA2, A) − 	(A2, AB + BA) ∈ C. (2.6)
So, for any A, B, C ∈ A, by Eq. (2.6) and the fact that A is of characteristic not 2, we have
	(A, B)[[A2, C], [A, C]] = 0. (2.7)
Since deg(A) 3, there exist A0 and C0 such that [[A20, C0], [A0, C0]] /= 0. It is obvious that A0 /∈ C. Note
that C is a ﬁeld since A is prime ([3, Theorem A.6], for a reference). By Eq. (2.7), we get 	(A0, B) = 0
for all B ∈ A. Replacing A by B + A0 and B − A0 in Eq. (2.6), respectively, we see that
	(B, B)A20 + 	(B, B)(A0B + BA0) − 	(A0B + BA0, B)A0
−	(A0B + BA0, B)B − 	(B2, B)A0 − 	(A20, B)B ∈ C
and
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	(B, B)A20 − 	(B, B)(A0B + BA0) − 	(A0B + BA0, B)A0










B ∈ C for all B ∈ A. (2.8)
We claim that 	(A20, B) = 0. In fact, since 	(A0, B) = 0, by Eq. (2.6), we have 	(A20, B)A0 ∈ C. It
follows that 	(A20, B) = 0 as A0 /∈ C. Thus, Eq. (2.8) yields
	(B, B)A20 − 	(A0B + BA0, B)A0 ∈ C
forallB ∈ A. Soweget	(B, B)[[A20, C0], [A0, C0]] = 0,which implies that	(B, B) = 0 forallB ∈ A. Since
	 is symmetric, it is easily checked that 	(A, B) = 0 for all A, B ∈ A, that is, τ is a Jordan derivation.
It is known by [7] that every Jordan derivation on a prime ring of characteristic not 2 is a derivation.
Hence τ is an additive derivation. Using the deﬁnition of τ , we get that L(A) = τ(A) + αA + ν(A),
where ν = − 1
2
μ and α = −λ. The proof of the statement (2) is completed.
Now we begin to prove the statements (3) and (4). We remark here that the approaches of (3) and
(4) are different from that of (1) in [2] and (2).
In the sequel, assume that ξ /= 0, 1 and L : A → A is an additive map satisfying [L(A), B]ξ +[A, L(B)]ξ = 0 whenever [A, B]ξ = 0, that is, L is ξ -Lie derivable at zero.
Deﬁne a map L′ by L′(A) = L(A) − L(I)A for all A ∈ A. Since L(I) ∈ Z(A), it is easily checked that
L′ : A → A is also an additive map ξ -Lie derivable at zero and satisﬁes L′(ξA) = ξL′(A). It is also
obvious that L′(I) = 0.
SetA11 = PAP,A12 = PA(I − P),A21 = (I − P)AP andA22 = (I − P)A(I − P). ThenA = A11 +
A12 + A21 + A22.
For anyA = X + Z + W + Y ∈ A,whereX = PAP ∈ A11,Z = PA(I − P) ∈ A12,W = (I − P)AP ∈
A21 and Y = (I − P)A(I − P) ∈ A22, as L′ is additive, we can write
L′(A) = E11(X, Y, Z, W) + E12(X, Y, Z, W) + E21(X, Y, Z, W) + E22(X, Y, Z, W),
where
E11(X, Y, Z, W) = δ11(X) + τ11(Y) + ϕ11(Z) + ψ21(W),
E12(X, Y, Z, W) = δ12(X) + τ12(Y) + ϕ12(Z) + ψ12(W),
E21(X, Y, Z, W) = δ21(X) + τ21(Y) + ϕ21(Z) + ψ21(W),
E22(X, Y, Z, W) = δ22(X) + τ22(Y) + ϕ22(Z) + ψ22(W)
with additive maps δij : A11 → Aij , τij : A22 → Aij , ϕij : A12 → Aij , ψij : A21 → Aij satisfying
δij(ξX) = ξδij(X), τij(ξY) = ξτij(Y), ϕij(ξZ) = ξϕij(Z), ψij(ξW) = ξψij(W), i, j ∈ {1, 2}.
Since L′(I) = 0, we have
δij(P) + τij(I − P) = 0, i, j = 1, 2. (2.9)
We claim that L′(P) = L′(P)P + PL′(P). In fact, since [P, I − P]ξ = 0, we have
[L′(P), I − P]ξ + [P, L′(I − P)]ξ = 0,
which implies that (1 − ξ)(L′(P) − L′(P)P − PL′(P)) = 0. Note that ξ /= 1. It follows that L′(P) =
L′(P)P + PL′(P). So we have
δ11(P) + δ12(P) + δ21(P) + δ22(P)
= (δ11(P) + δ12(P) + δ21(P) + δ22(P))P + P(δ11(P) + δ12(P) + δ21(P) + δ22(P))
= 2δ11(P) + δ12(P) + δ21(P).
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This, together with Eq. (2.9), yields that
δ11(P) = δ22(P) = τ11(I − P) = τ22(I − P) = 0. (2.10)
For any X ∈ A11 and Y ∈ A22, since [X, Y]ξ = 0, we get
0 = L′([X, Y]ξ ) = [L′(X), Y]ξ + [X, L′(Y)]ξ
= (δ11(X) + δ12(X) + δ21(X) + δ22(X))Y − ξY(δ11(X) + δ12(X) + δ21(X) + δ22(X))
+X(τ11(Y) + τ12(Y) + τ21(Y) + τ22(Y)) − ξ(τ11(Y) + τ12(Y) + τ21(Y) + τ22(Y))X
= (Xτ11(Y) − ξτ11(Y)X) + (δ12(X)Y + Xτ12(Y))
+(ξYδ21(X) + ξτ21(Y)X) + (δ22(X)Y − ξYδ22(X)).
Hence, for any X ∈ A11 and Y ∈ A22, we have
Xτ11(Y) − ξτ11(Y)X = δ12(X)Y + Xτ12(Y)= ξ(Yδ21(X) + τ21(Y)X) = δ22(X)Y − ξYδ22(X) = 0. (2.11)
Notice that ξ /= 0, 1. By Eqs. (2.9) and (2.11), one sees that
τ11(Y) = 0, δ22(X) = 0,
δ12(X) = Xδ12(P), τ12(Y) = −δ12(P)Y,
δ21(X) = δ21(P)X, τ21(Y) = −Yδ21(P)
(2.12)
hold for all X ∈ A11 and all Y ∈ A22.
For any Z ∈ A12, since [Z, P + ξ(I − P)]ξ = 0, by the relation δ12(ξX) = ξδ12(X) for all X ∈ A12
and Eqs. (2.9) and (2.10), we obtain that
0 = L′([Z, P + ξ(I − P)]ξ ) = [L′(Z), P + ξ(I − P)]ξ + [Z, L′(P + ξ(I − P))]ξ
= (ϕ11(Z) + ϕ12(Z) + ϕ21(Z) + ϕ22(Z))(P + ξ(I − P))
−ξ(P + ξ(I − P))(ϕ11(Z) + ϕ12(Z) + ϕ21(Z) + ϕ22(Z))
+(1 − ξ)Z(δ12(P) + δ21(P)) − ξ(1 − ξ)(δ12(P) + δ21(P))Z
= (1 − ξ)(ϕ11(Z) + Zδ21(P)) + (1 − ξ 2)ϕ21(Z) + (ξ − ξ 2)(ϕ22(Z) − δ21(P)Z),
which implies that
(1 − ξ)(ϕ11(Z) + Zδ21(P)) = (1 − ξ 2)ϕ21(Z) = (ξ − ξ2)(ϕ22(Z) − δ21(P)Z) = 0. (2.13)
Similarly, for anyW ∈ A21, by the relation [W, P + ξ(I − P)]ξ = 0, one gets
0 = (1 − ξ)(ψ11(W) + δ12(P)W) + (1 − ξ 2)ψ12(W) + (ξ − ξ 2)(ψ22(W) − Wδ12(P)),
and so
(1 − ξ)(ψ11(W) + δ12(P)W) = (1 − ξ 2)ψ12(W) = (ξ − ξ2)(ψ22(W) − Wδ12(P)) = 0.
(2.14)
In the sequel, we will complete the proofs of the statements (3) and (4) by considering two cases.
Case 1. ξ /= 0,±1.
Since ξ /= 0,±1, it follows from Eqs. (2.13) and (2.14) that
ϕ11(Z) = −Zδ21(P), ϕ21(Z) = 0, ϕ22(Z) = δ21(P)Z for all Z ∈ A12 (2.15)
and
ψ11(W) = −δ12(P)W, ψ12(W) = 0, ψ22(W) = Wδ12(P) for all W ∈ A21. (2.16)
Combining Eqs. (2.9) and (2.10), Eq. (2.12) and Eqs. (2.15) and (2.16), we have proved that, for any
A = X + Z + W + Y ∈ A, where X = PAP ∈ A11, Z = PA(I − P) ∈ A12, W = (I − P)AP ∈ A21 and
Y = (I − P)A(I − P) ∈ A22,
L′(A) = (δ11(X) − Zδ21(P) − δ12(P)W) + (Xδ12(P) − δ12(P)Y + ϕ12(Z))+(δ21(P)X − Yδ21(P) + ψ21(W)) + (τ22(Y) + δ21(P)Z + Wδ12(P)), (2.17)
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whereδ11(X) − Zδ21(P) − δ12(P)W ∈ A11,Xδ12(P) − δ12(P)Y + ϕ12(Z) ∈ A12,δ21(P)X − Yδ21(P) +
ψ21(W) ∈ A21 and τ22(Y) + δ21(P)Z + Wδ12(P) ∈ A22.
For any X ∈ A11 and Z ∈ A12, since [X + XZ, Z − (I − P)]ξ = 0, by Eq. (2.17), we get
0 = L′([X + XZ, Z − (I − P)]ξ ) = [L′(X + XZ), Z − (I − P)]ξ + [X + XZ, L′(Z − (I − P))]ξ
= (δ11(X) − XZδ21(P) + Xδ12(P) + ϕ12(XZ) + δ21(P)X + δ21(P)XZ)(Z − (I − P))
−ξ(Z − (I − P))(δ11(X) − XZδ21(P) + Xδ12(P) + ϕ12(XZ) + δ21(P)X + δ21(P)XZ)
+(X + XZ)(−Zδ21(P) + δ12(P) + ϕ12(Z) + δ21(P) + δ21(P)Z)
−ξ(−Zδ21(P) + δ12(P) + ϕ12(Z) + δ21(P) + δ21(P)Z)(X + XZ)
= δ11(X)Z − ϕ12(XZ) + Xϕ12(Z) ∈ A12.
This entails that
δ11(X)Z = ϕ12(XZ) − Xϕ12(Z) for all X ∈ A11, Z ∈ A12. (2.18)
Hence, for any X1, X2 ∈ A11 and any Z ∈ A12, we have
δ11(X1X2)Z = ϕ12(X1X2Z) − X1X2ϕ12(Z)
= δ11(X1)X2Z + X1ϕ12(X2Z) − X1X2ϕ12(Z)
= δ11(X1)X2Z + X1δ11(X2)Z,
that is,
(δ11(X1X2) − δ11(X1)X2 − X1δ11(X2))A(I − P) = {0}.
Since A is prime and P is non-trivial, it follows that
δ11(X1X2) = δ11(X1)X2 + X1δ11(X2) for all X1, X2 ∈ A11. (2.19)
Similarly, for any Y ∈ A22 and any Z ∈ A12, we have [ZY + Y,−P + Z]ξ = 0. Using a similar
argument to that of Eqs. (2.18) and (2.19), it is easy to check that
ϕ12(ZY) = ϕ12(Z)Y + Zτ22(Y) for all Y ∈ A22, Z ∈ A12 (2.20)
and
τ22(Y1Y2) = τ22(Y1)Y2 + Y1τ22(Y2) for all Y1, Y2 ∈ A22. (2.21)
For any Y ∈ A22 and anyW ∈ A21, since [YW + Y,−P + W]ξ = 0, by Eq. (2.17), we have
0 = L′([YW + Y,−P + W]ξ ) = [L′(YW + Y),−P + W]ξ + [YW + Y, L′(−P + W)]ξ
= (−δ12(P)YW − δ12(P)Y + ψ21(YW) − Yδ21(P) + YWδ12(P) + τ22(Y))(−P + W)
−ξ(−P + W)(−δ12(P)YW − δ12(P)Y + ψ21(YW) − Yδ21(P) + YWδ12(P) + τ22(Y))
+(YW + Y)(ψ11(W) − δ12(P) − δ21(P) + ψ21(W) + Wδ12(P))
−ξ(ψ11(W) − δ12(P) − δ21(P) + ψ21(W) + Wδ12(P))(YW + Y)
= τ22(Y)W − ψ21(YW) + Yψ21(W).
It follows that
ψ21(YW) = τ22(Y)W + Yψ21(W) for all Y ∈ A22, W ∈ A21. (2.22)
Similarly, for any X ∈ A11 and anyW ∈ A21, by the relation [X + WX,W − (I − P)]ξ = 0, one can
get
ψ21(WX) = ψ21(W)X + Wδ11(X) for all X ∈ A11, W ∈ A21. (2.23)
For any Z ∈ A12 and anyW ∈ A21, let A = −ZW + Z + W − (I − P) and B = P + Z + W + WZ .
By Eq. (2.17), we obtain
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L′(A) = (−δ11(ZW) − Zδ21(P) − δ12(P)W) + (−ZWδ12(P) + δ12(P) + ϕ12(Z))
+(−δ21(P)ZW + δ21(P) + ψ21(W)) + (δ21(P)Z + Wδ12(P))
and
L′(B) = (−Zδ21(P) − δ12(P)W) + (δ12(P) − δ12(P)WZ + ϕ12(Z))
+(δ21(P) − WZδ21(P) + ψ21(W)) + (τ22(WZ) + δ21(P)Z + Wδ12(P)).
Note that [A, B]ξ = 0 and 0 = L′([A, B]ξ ) = [L′(A), B]ξ + [A, L′(B)]ξ . By a simple calculation, one can
get 0 = L′([A, B]ξ ) = G1 + G2 + G3 + G4,where
G1 = (ξ − 1)(δ11(ZW) − ϕ12(Z)W − Zψ21(W)) ∈ A11,
G2 = −δ11(ZW)Z + Zτ22(WZ) + ϕ12(Z)WZ − ZWϕ12(Z) ∈ A12,
G3 = ξ(Wδ11(ZW) − τ22(WZ)W − WZψ21(W) + ψ21(W)ZW) ∈ A21,
G4 = (ξ − 1)(τ22(WZ) − ψ21(W)Z − Wϕ12(Z)) ∈ A22.
By G1 = 0, G4 = 0 and ξ /= 1, for any Z ∈ A12 and anyW ∈ A21, we see that
δ11(ZW) = ϕ12(Z)W + Zψ21(W) and τ22(WZ) = ψ21(W)Z + Wϕ12(Z). (2.24)
Now let us show that δ is a derivation. Take any A = X1 + Z1 + W1 + Y1, B = X2 + Z2 + W2 +
Y2 ∈ A. By Eq. (2.17) and the condition ϕ12(ξZ) = ξϕ12(Z), on the one hand, we have
L′(AB) = L′((X1X2 + Z1W2) + (X1Z2 + Z1Y2) + (W1X2 + Y1W2) + (W1Z2 + Y1Y2))
= F1 + F2 + F3 + F4,
where
F1 = δ11(X1X2 + Z1W2) − (X1Z2 + Z1Y2)δ21(P) − δ12(P)(W1X2 + Y1W2),
F2 = (X1X2 + Z1W2)δ12(P) − δ12(P)(W1Z2 + Y1Y2) + ϕ12(X1Z2 + Z1Y2),
F3 = δ21(P)(X1X2 + Z1W2) − (W1Z2 + Y1Y2)δ21(P) + ψ21(W1X2 + Y1W2),
F4 = τ22(W1Z2 + Y1Y2) + δ21(P)(X1Z2 + Z1Y2) + (W1X2 + Y1W2)δ12(P).
On the other hand,
L′(A)B + AL′(B) = H1 + H2 + H3 + H4,
where
H1 = δ11(X1)X2 − δ12(P)W1X2 − δ12(P)Y1W2 + ϕ12(Z1)W2
+X1δ11(X2) − X1Z2δ21(P) − Z1Y2δ21(P) + Z1ψ21(W2),
H2 = δ11(X1)Z2 − δ12(P)W1Z2 − δ12(P)Y1Y2 + ϕ12(Z1)Y2
+X1X2δ12(P) + X1ϕ12(Z2) + Z1τ22(Y2) + Z1W2δ12(P),
H3 = δ21(P)X1X2 + ψ21(W1)X2 + τ22(Y1)W2 + δ21(P)Z1W2
+W1δ11(X2) − W1Z2δ21(P) − Y1Y2δ21(P) + Y1ψ21(W2),
H4 = δ21(P)X1Z2 + ψ21(W1)Z2 + τ22(Y1)Y2 + δ21(P)Z1Y2
+W1X2δ12(P) + W1ϕ12(Z2) + Y1τ22(Y2) + Y1W2δ12(P).
Comparing Fi with Hi, 1 i 4 and applying Eqs. (18)–(24), we get
L′(AB) = L′(A)B + AL′(B),
that is, L′ is a derivation. Hence L(A) = L′(A) + L(I)A for all A ∈ A, completing the proof of the
statement (4) in the theorem.
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Case 2. ξ = −1.
Sinceξ = −1,wecannot assert thatϕ21(Z) = 0andψ12(W) = 0hold for allZ ∈ A12 andW ∈ A21
by using Eqs. (2.13) and (2.14). For any A = X + Z + W + Y ∈ A, we can only obtain that
L′(A) = M1 + M2 + M3 + M4, (2.25)
where
M1 = δ11(X) − Zδ21(P) − δ12(P)W,
M2 = Xδ12(P) − δ12(P)Y + ϕ12(Z) + ψ12(W),
M3 = δ21(P)X − Yδ21(P) + ϕ21(Z) + ψ21(W),
M4 = τ22(Y) + δ21(P)Z + Wδ12(P).
In the following, we cannot prove that L′ is a derivation directly, however, we can prove that L′ is a
Jordan derivation, that is, L′(A2) = L′(A)A + AL′(A) holds for all A. Then, a well known result due to
Herstein in [7] is applicable. To do this, we only need to check Zϕ21(Z) = 0 andψ12(W)W = 0 for all
Z ∈ A12 andW ∈ A21.
Indeed, for any X ∈ A11 and Z ∈ A12, let A = X + XZ and B = Z − (I − P). Then [A, B]−1 = 0. So,
by Eq. (2.25), we get
0 = L′([A, B]−1) = [L′(A), B]−1 + [A, L′(B)]−1
= (δ11(X) − XZδ21(P) + Xδ12(P) + ϕ12(XZ)
+δ21(P)X + ϕ21(XZ) + δ21(P)XZ)(Z − (I − P))
+(Z − (I − P))(δ11(X) − XZδ21(P) + Xδ12(P) + ϕ12(XZ)
+δ21(P)X + ϕ21(XZ) + δ21(P)XZ)
+(X + XZ)(−Zδ21(P) + δ12(P) + ϕ12(Z) + δ21(P) + ϕ21(Z) + δ21(P)Z)
+(−Zδ21(P) + δ12(P) + ϕ12(Z) + δ21(P) + ϕ21(Z) + δ21(P)Z)(X + XZ)
= (XZϕ21(Z) + Zϕ21(XZ)) + (δ11(X)Z − ϕ12(XZ) + Xϕ12(Z))
+(ϕ21(XZ) + ϕ21(Z)X) + (ϕ21(XZ)Z + ϕ21(Z)XZ).
It follows that XZϕ21(Z) = −Zϕ21(XZ). Let X = P and we get Zϕ21(Z) = 0 for all Z ∈ A12.
Similarly, for any Y ∈ A22 and any W ∈ A21, by the relation [YW + Y,−P + W]−1 = 0, one can
obtain
0 = L′([YW + Y,−P + W]−1)
= (ψ12(YW)W + ψ12(W)YW) + (−ψ12(YW) + ψ12(W)Y)
+ (τ22(Y)W − ψ21(YW) + Yψ21(W)) + (YWψ12(W) + Wψ12(YW)),
which implies that ψ12(YW)W = −ψ12(W)YW for all Y ∈ A22 and all W ∈ A21. It follows that
ψ12(W)W = 0 for allW ∈ A21.
Now using the same argument as that of Case 1, it is easily seen that Eqs. (2.18)–(2.24) still hold true
and so L′(A2) = L′(A)A + AL′(A) for all A ∈ A, that is, L′ is a Jordan derivation. Since characteristic of
A is not 2, and since every Jordan derivation from a prime ring of characteristic not 2 into itself is a
derivation by [7], we see that L′ is in fact a derivation. Let τ = L′. Then L(A) = τ(A) + L(I)A for all
A ∈ A, completing the proof of the statement (3) of the theorem.
The proof of the theorem is complete. 
Recall that a von Neumann algebra M is a subalgebra of some B(H) (the algebra of all bounded
linear operators acting on a complex Hilbert space H) satisfying the double commutant property:
M′′ = M, whereM′ = {T : T ∈ B(H) and TA = AT ∀A ∈ M} andM′′ = {M′}′.M is called a factor
if its center, Z(M) = M ∩ M′, is trivial (i.e., Z(M) = CI).
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As an application of Theorem 2.1, the following result gives a characterization of linear maps ξ -Lie
derivable at zero on factor von Neumann algebras.
Theorem 2.6. Let M be a factor von Neumann algebra, ξ ∈ C be a scalar, and L : M → M be a linear
map.Assume thatdimM > 4 if ξ = 1.Then L satisﬁes [L(A), B]ξ + [A, L(B)]ξ = 0whenever [A, B]ξ = 0
if and only if
(1) ξ /= 1, there exists an element T ∈ M and a scalar c ∈ C such that L(A) = TA − AT + cA for all
A ∈ M.
(2) ξ = 1, there exists an element T ∈ M, a scalar c ∈ C and a linear functional ν on M such that
L(A) = TA − AT + cA + ν(A)I for all A ∈ M.
Proof. The “if” part is obvious. Let us check the “only if” part. By [18], every linear derivation on a von
Neumann algebraM is inner, that is, there exists an element T ∈ M such that τ(A) = TA − AT for all
A ∈ M. Note that a von Neumann algebra is prime if and only if it is a factor. Thus, by Theorem 2.1
and [18], we only need to check L(I) ∈ CI for the case ξ /= 0, 1. Take any idempotent P ∈ M. Since
[P, I − P]ξ = 0, we have [L(P), I − P]ξ + [P, L(I − P)]ξ = 0. So
(1 − ξ)(L(P) − L(P)P − PL(P)) = ξL(I)P − PL(I). (2.26)
Multiplying P in Eq. (2.26) from the left side and the right side, respectively, we have
(1 + ξ)PL(I)P = PL(I) + ξL(I)P. (2.27)
Again, multiplying P in Eq. (2.27) from the left side and the right side, respectively, we get
PL(I)P = PL(I) and ξPL(I)P = ξL(I)P.
Note that ξ /= 0. It follows that
PL(I)P = L(I)P = PL(I)
holds for all idempotent P ∈ M. This forces that L(I) ∈ Z(M) since the linear span of idempotents is
dense inM being a von Neumann algebra. Furthermore, L(I) = cI for some c ∈ C sinceM is a factor,
completing the proof. 
3. Additive maps generalized ξ -Lie derivable at zero
In this section, we consider additive maps generalized ξ -Lie derivable at zero on prime algebras
containing a non-trivial idempotent. The following is the main result in this section.
Theorem 3.1. Let A be a prime algebra over a ﬁeld F with unit I and the extended centroid C. Assume
that A contains a non-trivial idempotent P. Let ξ ∈ F be a scalar and δ : A → A be an additive map.
Assume that there exists an additive map L : A → A satisfying [L(A), B]ξ + [A, L(B)]ξ = 0 for any A, B
with [A, B]ξ = 0 such that δ(A)B − ξδ(B)A + AL(B) − ξBL(A) = 0 for any A, B ∈ A with [A, B]ξ = 0.
(1) If ξ = 0, then there exists an additive derivation τ fromA into itself such that δ(A) = τ(A) + δ(I)A
for all A ∈ A, that is, δ is a generalized derivation.
(2) If ξ = 1 and if A is of characteristic not 2 and if deg(A) > 2, then there exist an element α ∈ C,
an additive derivation τ : A → A and an additive map ν : A → C such that δ(A) = τ(A) + (α +
δ(I))A − AL(I) + ν(A) for all A ∈ A.
(3) If ξ = −1, L(I) ∈ Z(A) and A is of characteristic not 2, then there exists an additive derivation
τ : A → A such that δ(A) = τ(A) + δ(I)A for all A ∈ A.
(4) If ξ /= 0,±1, L(I) ∈ Z(A), L(ξA) = ξL(A) and δ(ξA) = ξδ(A) for all A ∈ A, then there exists an
additive derivation τ : A → A such that δ(A) = τ(A) + δ(I)A for all A ∈ A.
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Proof. We ﬁrst prove the statement (2). For any A ∈ A, since [I, A] = 0, by the assumption on δ, we
have 0 = δ(A) − δ(I)A + AL(I) − L(A), that is, δ(A) = δ(I)A − AL(I) + L(A). Thus, by using Theorem
2.1(2), we see that the statement (2) is true.
To prove the statements (3) and (4), let L′(A) = L(A) − L(I)A. Then, since L(I) ∈ Z(A), it is easy to
check that δ : A → A is still an additive map generalized ξ -Lie derivable at zero with L′ : A → A the
relating map ξ -Lie derivable at zero satisfying L′(I) = 0. So, by Theorem 2.1(3) and (4), respectively,
L′ is a derivation and L(A) = L′(A) + L(I)A for all A ∈ A.
Let δ′ be a map deﬁned by δ′(A) = δ(A) − δ(I)A for all A ∈ A. Then δ′(I) = 0. It is easily seen that
δ′ : A → A is also an additive map generalized ξ -Lie derivable at zero with L′ : A → A the relating
map ξ -Lie derivable at zero. That is, we have
δ′(A)B − ξδ′(B)A + AL′(B) − ξBL′(A) = 0 whenever [A, B]ξ = 0. (3.1)
In the sequel, we are devoted to showing that δ′ = L′.
We ﬁrst claim that
δ′(P) = δ′(P)P + PL′(P). (3.2)
Indeed, since [P, I − P]ξ = 0, we have
δ′(P)(I − P) − ξδ′(I − P)P + PL′(I − P) − ξ(I − P)L′(P) = 0.
It follows that
δ′(P) = (1 − ξ)δ′(P)P + (1 − ξ)PL′(P) + ξL′(P)
= (1 − ξ)δ′(P)P + (1 − ξ)PL′(P) + ξ(L′(P)P + PL′(P))
= (1 − ξ)δ′(P)P + PL′(P) + ξL′(P)P.
(3.3)
Multiplying by P from the right side in Eq. (3.3), and noting that PL′(P)P = 0 as L′ is a derivation, we
get ξδ′(P)P = ξL′(P)P, which, together with Eq. (3.3), implies that δ′(P) = δ′(P)P + PL′(P), i.e., Eq.
(3.2) holds.
We use the same decomposition ofAwith respect to the non-trivial idempotent P as that in Section
2. Thus, for any A = X + Z + W + Y ∈ A, where X = PAP ∈ A11, Z = PA(I − P) ∈ A12, W = (I −
P)AP ∈ A21 and Y = (I − P)A(I − P) ∈ A22, as δ′ is additive, we can write
δ′(A) = δ′(X + Z + W + Y)
= δ′11(X) + τ ′11(Y) + ϕ′11(Z) + ψ ′11(W) + δ′12(X) + τ ′12(Y) + ϕ′12(Z) + ψ ′12(W)
+δ′21(X) + τ ′21(Y) + ϕ′21(Z) + ψ ′21(W) + δ′22(X) + τ ′22(Y) + ϕ′22(Z) + ψ ′22(W),
where δ′ij : A11 → Aij , τ ′ij : A22 → Aij ,ϕ′ij : A12 → Aij ,ψ ′ij : A21 → Aij are additivemaps and satisfy
δ′ij(ξX) = ξδ′ij(X), τ ′ij(ξY) = ξτ ′ij(Y), ϕ′ij(ξZ) = ξϕ′ij(Z), ψ ′ij(ξW) = ξψ ′ij(W), i, j ∈ {1, 2}.
Let L′ have the same representation as that in the proof of Theorem 2.1. As L′ is also ξ -Lie derivable
at zero, it satisﬁes all equations in the proof of Theorem 2.1. Then, by a similar argument to that in the
proof of Theorem 2.1, one can show that δ′ij = δij , τ ′ij = τij , ϕ′ij = ϕij and ψ ′ij = ψij . Therefore, δ′ = L′
is a derivation and δ′(A) = δ(A) − δ(I)A = L(A) − L(I)A. Write τ = L′ = δ′. Then τ is a derivation
and δ(A) = τ(A) + δ(I)A for all A ∈ A, completing the proof of the statements (3) and (4).
Finally, we prove the statement (1) for the case ξ = 0. Here we borrow a method similar to that in
[2].
Assume that δ : A → A is an additive map generalized derivable at zero with L : A → A the
relating map derivable at zero. By Theorem 2.1(1), we have L(I) ∈ Z(A) and there exists an additive
derivation τ from A into itself such that L(A) = τ(A) + L(I)A for all A ∈ A. Hence, for any A, B ∈ A
with AB = 0, we have
0 = δ(AB) = δ(A)B + AL(B) = δ(A)B + Aτ(B) = δ(A)B − τ(A)B. (3.4)
Let φ(A) = δ(A) − τ(A) for all A ∈ A. By Eq. (3.4), we have φ(A)B = 0 for all A, B ∈ Awith AB = 0.
For any A, B ∈ A and any idempotent E ∈ A, since (A − AE)EB = 0, we get φ(A − AE)EB = 0, that
is,
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φ(A)EB − φ(AE)EB = 0. (3.5)
Similarly, by AE(B − EB) = 0, one gets
φ(AE)B − φ(AE)EB = 0. (3.6)
Combining Eq. (3.5) with (3.6), we have
φ(AE)B = φ(A)EB for all A, B, E ∈ Awith E2 = E. (3.7)
Let
T = {R ∈ A : φ(AR)B = φ(A)RB for all A, B ∈ A}.
It is easily checked that T is a subring of A. Denote by E and S the set of all idempotents in A and the
subring generated by E , respectively. By Eq. (3.7), it is obvious that S ⊆ T . Hence we get
φ(AR)B = φ(A)RB for all A, B ∈ A, R ∈ S. (3.8)
Let I be the ideal ofA generated by [E ,A]. By [2, Lemma 2.1], we have I ⊆ S . Thus, for any A, B, C ∈ A
and any D ∈ I, by Eq. (3.8), on the one hand, we have
φ(ABD)C = φ(AB)DC;
and on the other hand, we have
φ(ABD)C = φ(A)BDC.
Comparing the above two equations, we see that
φ(AB)DC = φ(A)BDC for all A, B, C ∈ A, D ∈ I. (3.9)
Let C = I in Eq. (3.9). For any X ∈ A, since [P, X] ∈ I, by Eq. (3.9), we get
(φ(AB) − φ(A)B)[P, X] = 0 for all A, B, X ∈ A,
that is,
(φ(AB) − φ(A)B)PXI = (φ(AB) − φ(A)B)XP for all A, B, X ∈ A. (3.10)
Since P and I are linearly independent and A is prime, by Eq. (3.10), we get (φ(AB) − φ(A)B)P =
λ(φ(AB) − φ(A)B) for some λ ∈ C (Ref. [3, Theorem A.7]). This and Eq. (3.10) yield (φ(AB) −
φ(A)B)X(λI − P) = 0 for all X ∈ A. Since λI − P /= 0, it follows that φ(AB) − φ(A)B = 0 for all
A, B ∈ A. So we get φ(B) = φ(I)B for all B ∈ A, which implies that
δ(B) − τ(B) = (δ(I) − τ(I))B = δ(I)B
since τ(I) = 0. That is, δ(B) = τ(B) + δ(I)B for all B ∈ A, completing the proof of the statement (1).
The proof of Theorem 3.1 is ﬁnished. 
By Theorems 3.1 and 2.6, the following result is immediate.
Theorem 3.2. Let M be a factor von Neumann algebra, ξ ∈ C be a scalar and δ : M → M be a linear
map.Assume that there exists a linearmap L : M → M satisfying [L(A), B]ξ + [A, L(B)]ξ = 0 for anyA, B
with [A, B]ξ = 0 such that δ(A)B − ξδ(B)A + AL(B) − ξBL(A) = 0 for any A, B ∈ M with [A, B]ξ = 0.
(1) If ξ /= 1, then there exists an element T ∈ M such that δ(A) = TA − AT + δ(I)A for all A ∈ M.
(2) If ξ = 1 and dimM > 4, then there exists an element T ∈ M and a linear functional ν onM such
that δ(A) = (T + δ(I) − ν(I))A − AT + ν(A)I for all A ∈ M.
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