Abstract-In this paper we address the problem of provisioning Quality of Service (QoS) to Voice over IP applications in a Wireless LAN scenario based on the IEEE 802.11 standard. We propose the use of a Cognitive Network approach to design a Call Admission Control (CAC) scheme, according to which each user stores relevant information on its past network experience and then uses such information to build a Bayesian Network (BN), a probabilistic graphical model to describe the statistical relationships among network parameters. The BN is exploited to predict the voice call quality, as a function of the Link Layer conditions in the particular scenario considered. Such prediction on the present and future values of the QoS provided is directly exploited to design the cognitive CAC scheme, which is shown to significantly outperform state of the art CAC techniques in a realistic scenario.
I. INTRODUCTION AND RELATED WORK
The problem of provisioning Quality of Service (QoS) to Voice over IP (VoIP) applications is challenging in a Wireless LAN (WLAN) scenario based on the IEEE 802.11 standard. This wireless technology provides some means for traffic differentiation by assigning different medium access priorities, called Access Categories (ACs) in the 802.11 terminology, to different classes of traffic. However, this traffic differentiation by itself cannot guarantee that the QoS requirements will be met, in particular in case of medium congestion; for example, while ACs are normally successful in providing QoS to a single VoIP flow competing with a single TCP flow, the QoS requirements can be easily violated if the number of VoIP flows increases. Furthermore, due to the probabilistic prioritization of ACs, the actual number of users in the highest priority AC that can be supported depends on the number of users in the lower priority ACs as well. This makes it difficult to design admission control algorithms. In fact, even though the 802.11 standard provides the necessary protocol support to perform admission control, these algorithms are in practice not implemented in most deployments, in particular hotspots and domestic environments, due to the heterogeneity of users and applications. Hence, performing VoIP communications in these scenarios might result in poor VoIP quality due to the wireless channel being congested by other VoIP users [1] and/or other types of traffic such as web browsing, video streaming and peer-to-peer file sharing.
In spite of the fact that there is no significant QoS support provided by the wireless network infrastructure, the mobile terminal still has the possibility of getting good VoIP performance by selecting, among all the available WLAN Access Points (APs), one that is able to provide sufficient communications performance for a successful VoIP connection. From a generic point of view, the problem that the mobile terminal is facing fits well into the Cognitive Radio paradigm defined by Mitola [2] , according to which the devices need to select the communication means that are able to provide satisfactory communication services to the end user. A cognitive approach for single-hop and multi-hop WLAN communication can be found in [3] and [4] , respectively. In the VoIP over WLAN scenario that we consider in this paper, the Cognitive mobile terminal needs to determine whether a candidate AP can support the start of a new VoIP call with a satisfactory service quality.
In the previous literature, this problem has been often addressed in the context of Call Admission Control (CAC) for VoIP over WLAN, but without resorting to a Cognitive Network approach. In [5] an algorithm is proposed, which relies on each mobile user doing an active probing of the wireless link to infer the achievable service quality, but with the disadvantage of increasing the control traffic overhead of the network, potentially harming ongoing data communications by other users. In [6] the authors propose a perceptive admission control for IEEE 802.11 ad hoc networks based on the busy-time ratio metric. A similar approach is investigated in [7] , where the authors consider an infrastructure WLAN and introduce a new metric, the Time Between Idle Times (TBIT), which is shown to yield an effective CAC criterion. In fact, the use of the TBIT metric is more effective than the scheme in [6] , and can therefore be considered the state of the art in user-driven CAC for VoIP over WLAN. However, such model does not consider the presence of erroneous transmissions, which actually arise due to medium access collisions when multiple mobile stations try to simultaneously use the channel. As a consequence, the performance achieved by the TBIT scheme might be suboptimal.
A cognitive approach to the CAC problem for VoIP over WLAN, with a system based on Multilayer Feed-forward Neural Network (MFNN) [8] to characterize the dependency of VoIP performance on link conditions, was proposed in [9] . Anyway, the use of MFNNs to learn the network behavior from past experienced measurements is known to present some issues, in particular due to the tendency of MFNNs to over fit the training data, thereby failing to generalize in face of partially new inputs.
In this paper, we propose a new cognitive scheme for VoIP CAC in WLAN based on a Bayesian Network (BN) approach. Such cognitive scheme learns from the past experience the relevant probabilistic relationships among the network parameters, and based on such knowledge it designs a probabilistic graphical model, i.e., a BN. Such BN captures all the relevant statistical connections among the network parameters, and can be used to make inference on the present and future values of the QoS for a given AP in a given scenario, as a function of other link layer parameters. This prediction is exploited in a CAC criterion, whose performance is evaluated and compared with state of the art CAC techniques.
In summary, the main contributions of this paper are:
• a cognition paradigm for CAC that leverages on the past experience of the mobile terminal to build a BN that probabilistically connects the parameters of the network; • the design of an inference engine that exploits the BN to make predictions on present and future values of the parameters of interest; • the use of the inference engine in a CAC algorithm for the choice of the best AP for the VoIP application; • a performance analysis on the accuracy of the inference engine and on the performance of the CAC algorithm. The rest of the paper is organized as follows. In Section II we propose the cognition paradigm for CAC, in Section III we overview the mathematical details for the design of the BNs and of the inference engine, and in Section IV we present the simulation setup and we derive the BNs for each scenario. Finally, the accuracy results and the performance of the CAC techniques are shown in Section V. Section VI concludes the paper.
II. COGNITION SCHEME The objective of our cognition scheme is to build an inference engine that allows the mobile terminal to determine whether a particular AP can meet the QoS requirements of a new VoIP call. In order to do so, the mobile terminal user should observe certain channel parameters and, based on its past experience, select the AP. The past experience is exploited to train an inference engine that is then able to process the observed channel parameters with minimal computation and give the probability that a certain AP can provide the requested QoS. Such scheme follows the four phases of the cognition paradigm [2] : 1-Observe, 2-Learn, 3-Plan and Decide, and 4-Act.
The proposed scheme is depicted in Fig. 1 . After an initial training phase during which all the parameters are observed (phase 1-Observe) and stored in the cognitive repository, such parameters are pre-processed and their values are quantized, so each parameter is transformed in a multinomial random variable that can be used as an input for the Learning Module. The quantization is done according to a k-means algorithm, e.g., see [10] . In the Learning module (phase 2-Learn), the past data is used to study the probabilistic relationships among the different network parameters. The first step is the Structure Learning, described in Section III-A, in which the qualitative relationships among the parameters are inferred and represented in a graphical model. Such graphical model is exploited in the second phase, the Parameter Learning, described in Section III-B, during which also the quantitative relations among the parameters are inferred, and the probabilistic structure at the core of the Inference engine is designed. Using such structure, the inference engine is able to predict (phase 3-Plan and Decide), based on any new observed value of the channel parameters observed for a certain AP, which is the probability that the AP can provide the requested QoS at that time. Furthermore, such inference engine is also able to Logical scheme of the cognition paradigm applied to the VoIP scenario.
give the probability distribution of the expected QoS provided by the given AP.
This information is then used to perform cognitive CAC according to the following criterion: an AP is selected to start a new VoIP call if there is a high enough probability that the AP will provide a satisfactory QoS. If this is the case, the mobile terminal will connect to such AP; otherwise, it will consider other APs (phase 4-Act). Both the accuracy of the prediction and the performance gain with respect to state of the art CAC techniques will be discussed in Section V.
III. BAYESIAN NETWORK: PRELIMINARIES
The problem of inferring the joint distribution of a set of L random variables x 1 , . . . , x L is very hard in a non trivial case 1 , for two reasons. The former concerns the fact that representing the probabilities of all combinations of the outcomes is not computationally tractable. The latter is related to the fact that inferring the values of all such probabilities becomes very hard from a cognitive point of view, as it requires the collection of an enormous amount of data, even if the set considered is made of only a few variables. In order to represent such joint distribution in a non trivial case, we advocate the use of a Bayesian Network (BN), a probabilistic graphical model. A BN can be used to study the probabilistic relationships among a set of random variables and to represent them in a concise form [11] . It can be designed a priori, if we know the statistics and the mutual probabilistic influence among the variables, and can be used to make inference on the future values of some parameters of interest, given the knowledge of some other observable parameters. However, often the probabilistic relationships are not known a priori. In this case, the BN can be designed based on the observation of the data, assuming that the mutual relationships remain unchanged in time. In particular, we build the BN based on a dataset D, with Q independent instances of the L variables considered. The design of the BN requires four phases, described in the following: a Structure Learning phase, a Parameter Learning phase, the design of an Inference Engine and an Accuracy verification.
A. Structure Learning (SL)
The first phase in the design of a BN is the Structure Learning (SL) phase, in which we study the qualitative relationships among the variables considered and we represent such relationships with a Directed Acyclic Graph (DAG), G. In such graph, each random variable x i is represented by a node. The presence of an arrow from node x i to node x j intuitively means that there exists a direct influence of x i to x j , and node x i is called a parent of node x j , namely x i ∈ pa j . Thus, the DAG is the skeleton for representing the joint distribution among the variables in a factorized way. We notice that given a set of random variables, a fully connected graph can always be used to represent the probability relationships in such a set, as this is equivalent to considering the whole joint distribution among this set of variables. Our aim is to obtain a more concise probabilistic representation, so we attempt to obtain a sparse graph, that still preserves the relevant direct probabilistic relationships among the variables. There exist standard SL algorithms, that act as follows to find a DAG that is both sparse and accurate at the same time. First, it is necessary to define a score function, that given a DAG can quantify how well it represents the joint distribution. At the same time, such score function should penalize DAGs with a large number of edges, in order to obtain a sparse representation. We consider the Bayesian Information Criterion (BIC) [12] as a score function, since it is a well known method that uses the Maximum-Likelihood (ML) estimation, which is consistent with the procedure in Section III-B. The BIC score function is defined as:
where size(G) is the number of edges of the DAG G, and Θ(G) is the set of conditional probabilities describing the distribution of each node x j conditioned to its parents in the graph G, i.e, pa j . In the case in which all the nodes are multinomial random variables, the BIC can be rewritten in a simpler form, e.g., see [13] . Indeed, it is not possible to score all the DAGs for a given number of nodes L, since this number is very large already for L ≥ 5 and increases super-exponentially with L [3] . It is necessary to define also a search procedure, to search within the set of all DAGs the one that minimizes the BIC. Unfortunately, there exist only procedures to find local minima. Anyway, with a large number of repetitions, we obtain an acceptable result, see Section V. In particular, in this paper we use a Hill-Climbing heuristic [14] .
B. Parameter Learning (PL)
In the Parameter Learning (PL) phase, given the DAG G, we derive the quantitative probabilistic relationships, represented by the conditional probabilities for each node given its parents, namely Θ(G), or simply Θ, when it is clear to which DAG we refer to. This procedure should be repeated for each DAG that is scored in the SL phase. In particular, given a DAG G and assuming that all the nodes are multinomial variables, we estimate the conditional probabilities with a ML estimation, i.e., for each node x i , for each of its possible outcomes x i = k, and for each parents' configuration pa i = p :
where N ikp is the number of instances in the dataset D with x i = k and pa i = p, while N ik is the number of instances in D where x i = k. All the elements θ i,k,p form the structure Θ, that completely describes all the joint probabilities, given the conditional independences that are determined by the corresponding DAG G.
C. Inference Engine
After we have determined an optimal (or suboptimal) DAG G with the SL phase, together with all the corresponding conditional probabilities Θ learned in the PL phase, we can design the inference engine, that is the tool to estimate the most probable value of the variable of interest x i given a certain evidence, i.e., a set of observed parameters:
The inference engine, based on the graph G, first selects the subset of relevant observed parameter X e ⊆ X e , that are the parameters that influence directly the statistics of x i . In other words, given the observation of the parameters in X e , x i becomes independent of all the other parameters in X e \X e . Then based on the values observed in such subset and on the conditional probabilities Θ, the inference engine calculates the conditional distribution of x i , i.e.,
for each possible outcome k. The maximum of such probability distribution corresponds to the most probable outcome for the variable x i given the evidence X e .
D. Accuracy verification
The last phase in the design of a BN is the accuracy verification. In this phase, we should select the set of observable parameters X e and we should use a dataset D 1 , with the same variables as in D, but with new samples that have not been used to design the BN. With such testing dataset, we can test the accuracy of the inference engine, and determine experimentally which subset of observable nodes suffices to obtain the desired level of accuracy in the estimation of the parameter of interest. Such a study is presented in Section V.
IV. BAYESIAN NETWORKS FROM ACTUAL DATA
In this section, we describe the scenarios of interest and the simulation setup, and we present the BNs that are obtained from the data in each specific scenario.
A. Simulation Setup
To obtain the data for the evaluation of the proposed BN solution, we ran several experiments with the ns-3 simulator [15] . We consider one AP node and a variable number to be used as input for the CAC algorithm. After this time has elapsed, the STA starts a new VoIP communication for a duration of 10 seconds. When also this time has elapsed, the STA measures the VoIP performance using the R-Factor of the E-Model [16] , that is representative for the QoS of the VoIP call.
We Table I . We remark here that the chosen values of N max v always exceed the VoIP capacity as defined in [1] , hence for each value of M and C we simulate both congested and non congested scenarios.
For each particular setting, 50 independent repetitions of the same experiment were run. The data obtained from all the simulations is then split into two sets: the former set, D, corresponds to the repetitions 1, . . . , 43, for a total of 5160 samples, and is referred to as the training set, while the latter set, D 1 , corresponds to the repetitions 44, . . . , 50, for a total of 840 samples, and is referred to as the testing set.
B. Measurements gathered by the mobile terminal
We consider that the cognitive mobile terminal that implements the CAC scheme is able to measure the following parameters:
• φ v : the fraction of channel time occupied by voice traffic decodable by the mobile station; • φ b : the fraction of channel time occupied by background best effort traffic decodable by the mobile station; • p v : the estimated frame error probability of voice traffic; • p b : the estimated frame error probability of background traffic; • R : the R-factor representing the a posteriori performance of VoIP calls performed by the cognitive mobile terminal. We note that φ v and φ b represent the available bandwidth not accounting for MAC overhead, while p v and p b are representative of the collision probability and allow to estimate the impact of MAC overhead. Hence, all these variables are needed to have a complete characterization of the current conditions of the WLAN cell. Furthermore, these contributions need to be divided into components for each traffic class due to the fact that the QoS support of IEEE 802.11 (i.e., the EDCA) is being used. On the other hand, the purpose of R is to quantify a posteriori the quality of the voice communication; this is crucial to allow the cognitive mobile station to learn from its past experience by determining which past CAC decisions have been correct and which were not.
For the measurement of φ v and φ b , the cognitive mobile station proceeds as follows. We consider the concept of frame exchange sequence defined by the 802.11 standard [17] , which for the sake of this study corresponds to the sequence of a DATA frame and its following ACK frame. Let the index i v denote the generic frame exchange sequence belonging to the Voice Access Category, and let T iv be its duration, calculated as the sum of the duration of the DATA and ACK frames, plus the Arbitration InterFrame Space (AIFS) duration corresponding to Voice traffic according to [17] . Let K v be the total number of voice frame exchange sequences observed in the window. The mobile terminal can then determine φ v as:
where W is the time interval during which the measurement is performed. Similarly, let i b , T ib and K b denote respectively the generic frame exchange sequence, its duration and the total number of frame exchange sequences belonging to the Best Effort Access Category; φ b is calculated as :
The calculation of p v and p b is performed as follows. The MAC header of IEEE 802.11 frames has a retry flag, which is set to 0 when a frame is transmitted for the first time, and to 1 when the frame is being retransmitted. Let s v and r v be the number of successfully decoded DATA frames belonging to the Voice Access Category which have the retry flag set to 0 and 1, respectively. p v is calculated as :
Similarly, let s b and r b be the number of successfully decoded DATA frames belonging to the Best Effort Access Category which have the retry flag set to 0 and 1, respectively. p b is calculated as :
Finally, the calculation of the R-factor R is performed according to the E-model specifications [16] based on the use of the forward trip time and packet loss ratio measured at the application layer. In our scenario, for every VoIP session, we measure the quality of the downlink flow only, since the downlink is known to be the bottleneck for VoIP over WLAN [1] .
C. Scenario I: only VoIP traffic
We first consider an ideal scenario in which TCP flows are absent. This is done by selecting from our training set only the samples obtained for N b = 0, using the simulation setup described in Sec. IV-A. For this scenario we consider the following variables: M , C, N v , φ v , p v , R. In Fig. 2 we show the probabilistic relationships among this set of parameters represented through a BN, calculated using the learning algorithms detailed in Sec. III. In particular, we notice that the two parameters that separate the parameter of interest R from the rest of the network are φ v and C, so the knowledge of these two parameters gives us the maximum information on the network status according to the BN theory. 
D. Scenario II: VoIP+TCP traffic
We now consider the more realistic case in which TCP flows are present together with VoIP flows. This is done by using the whole training set. To determine the BN, we consider the following variables:
The BN obtained in this case is depicted in Fig. 3 . In this case, the BN is not a simple tree structure as in the previous case. Anyway, it is possible to separate the parameter of interest R from the rest of the network observing three other parameters: N b , φ v and C. This observation will be used in Sec. V to choose a suitable set of parameters to make the best inference on the value of R.
V. PERFORMANCE EVALUATION
In this section we analyze the prediction accuracy of the inference engine, i.e., with which probability it is able to infer the quality of the VoIP call, expressed in terms of the Rfactor. We then analyze how this prediction reflects on the performance of the CAC algorithm, comparing the fraction of the correct decisions of the BN predictor with a state of the art CAC algorithm, TBIT [7] . 
A. Inference accuracy
We compare the performance of the BN inference engine in the two scenarios described in Sec. IV, in the presence and in the absence of background TCP traffic. We want to infer in which cases the value of the R-factor R is bigger than a given threshold τ R , that discriminates between a good and a bad quality in the VoIP call. In particular, the inference engine should evaluate, based on the observed evidence set X e , the value of the probabilities
and
that are the posterior probabilities that the selected AP is suitable or not suitable for sustaining the VoIP call with the requested QoS, respectively. Then, the inference engine should choose the AP in case p 1 > p 0 , or search for another AP otherwise.
In Fig. 4 we represent the relative number of occurrences in which we have an incorrect prediction, as a function of the length of the training set, for the first scenario with only VoIP traffic. This error is an approximation of the sum 2 of the probability of false positive and false negative, i.e.,
where N fp is the number of false positives, N fn is the number of false negatives and N is the total number of predictions considered. We have a good accuracy (ξ < 0.04) when we include the φ v variable in the evidence set X e . We also notice that, in this case, the prior has a strong influence on the prediction, since P [R ≥ τ R ] 0.8.
In Fig. 5 , instead, we represent the value of ξ in the second scenario, in the presence of background TCP traffic. In this case the prior has a smaller influence on the prediction, since
0.65. We notice that a non optimal choice of the parameters in the evidence set does not bring enough information to make an accurate prediction. It is necessary to observe the corresponding BN of Fig. 3 , and select in the evidence set the parameters that separate the value to be inferred, R, from the rest of the network. With such evidence set we obtain also in this case an accurate prediction (ξ < 0.05), for a training set longer than 10 2 samples.
B. Call Admission Control performance
We now evaluate the Call Admission Control (CAC) performance of the proposed BN solution. We propose a comparison of the fraction of correct decisions with the TBIT scheme [7] , which is an effective CAC criterion and is a representative of state of the art techniques.
In Fig. 6 we show the obtained ratio of successful decisions over the total number of decisions, that, using (11), corresponds to (1 − ξ). To check the performance in all the cases of interest, we divide all the experiments in the testing data set according to the parameters C and M , i.e., the voice Codec and the PHY rate, respectively. From the figure we notice that the BN scheme clearly outperforms the TBIT scheme in all configurations, so we can conclude that it is a suitable CAC solution that outperforms current state of the art schemes.
VI. CONCLUSIONS
In this paper we have addressed the problem of provisioning Quality of Service to VoIP applications in a WLAN scenario. We proposed a Cognitive Network approach that consists in using the knowledge gathered from past experience to design a Bayesian Network (BN) that is able to make prediction on present and future values of the QoS. We have analyzed the performance of a Call Admission Control (CAC) scheme that makes use of such BN, and found that it significantly outperforms state of the art CAC techniques. Future work will focus on the exploitation of the temporal characteristics of the network to design a more accurate CAC criterion, through the use of Dynamic Bayesian Networks to capture also the temporal statistical relationships among the network parameters. 
