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Re´sume´
L’objectif premier de cette the`se est le de´veloppement d’une approche the´orique des
divers phe´nome`nes de transport laplacien aux interfaces irre´gulie`res : diffusion stationnaire
a` travers des membranes semi-perme´ables, transport e´lectrique vers une e´lectrode non
bloquante dans un e´lectrolyte, catalyse he´te´roge`ne sur une surface catalytique. L’influence
de l’irre´gularite´ ge´ome´trique, qui joue un roˆle primordial dans ces phe´nome`nes, peut
eˆtre inte´gralement prise en compte a` l’aide d’un ope´rateur purement mathe´matique, dit
ope´rateur de Dirichlet-Neumann. Ses proprie´te´s spectrales de´terminent comple`tement la
re´ponse line´aire d’un syste`me conside´re´.
Une e´tude nume´rique approfondie des diffe´rents aspects du transport laplacien aux
interfaces irre´gulie`res, mode´lise´es ici par des frontie`res de Von Koch de´terministes ou
stochastiques, a apporte´ de nombreux re´sultats dont les plus importants sont : mise
en e´vidence de la tre`s faible proportion de modes propres de l’ope´rateur de Dirichlet-
Neumann contribuant a` l’impe´dance de la frontie`re, interpre´tation des valeurs propres de
cet ope´rateur comme inverses des longueurs caracte´ristiques de l’interface, de´duction d’un
mode`le analytique de l’impe´dance. En particulier, le mode`le mathe´matique de´veloppe´,
qui exploite la hie´rarchie des e´chelles caracte´ristiques, permet d’e´tudier des pre´fractales
d’ordre tre`s e´leve´. L’e´tude nume´rique de la mesure harmonique, dont la densite´ repre´sente
les probabilite´s de premier contact (analogue du courant primaire en e´lectrochimie), a
d’ailleurs permis de mettre au point une me´thode de marches ale´atoires rapides adapte´es
aux frontie`res de Von Koch conside´re´es et de de´terminer les dimensions multifractales
avec une tre`s bonne pre´cision.
Enfin, l’e´tude expe´rimentale avec une e´lectrode de Von Koch a montre´ que cette ap-
proche the´orique permet de prendre en compte l’irre´gularite´ ge´ome´trique sans connaˆıtre
le me´canisme de transport microscopique, ce qui ouvre toute une nouvelle branche d’ap-
plications possibles en e´lectrochimie.
Mots cle´s : Transport laplacien, diffusion stationnaire, proble`me aux limites mixtes,
irre´gularite´ ge´ome´trique, fractale, analyse multifractale, ope´rateur de Dirichlet-Neumann,
ope´rateur d’auto-transport brownien, mesure harmonique (e´tale´e), probabilite´s de pre-
mier contact, marches ale´atoires, mouvement brownien (partiellement) re´fle´chi, mesures
e´lectrochimiques, impe´dance spectroscopique, e´lectrodes non bloquantes, membranes semi-
perme´ables, catalyse he´te´roge`ne, approximation de l’arpenteur.
Abstract v
Abstract
The primary objective of the thesis is to develop a theoretical approach of the various
Laplacian transfer phenomena towards irregular interfaces : stationary diffusion through
semi-permeable membranes, electric transport towards non blocking electrodes (in an
electrolyte), heterogeneous catalysis on catalytic surfaces. The influence of an irregular
geometry, crucial for these phenomena, can be fully taken into account using a mathe-
matical operator called Dirichlet-to-Neumann operator. Its spectral properties completely
determine the linear response of the system in question.
An extensive numerical study of different aspects of the Laplacian transfer towards
irregular interfaces, modelled by deterministic or stochastic Koch boundaries, has led us
to numerous results. Most importantly, it has been established that the proportion of
eigenmodes of the Dirichlet-to-Neumann operator contributing to the impedance of the
interface is very low. It has been shown that its eigenvalues can be interpreted as the
inverses of characteristic lengths of the boundary. An analytical model of the impedance
of self-similar fractals was developed. In particular, this model is based on a hierarchy of
characteristic scales of the boundary and allows to study finite generations (prefractals)
of arbitrarily high order.
The fast random walk algorithm has been adapted to Koch boundaries in order to
study the density of the harmonic measure which represents the distribution of hitting
probabilities (analog of the primary current in electrochemistry). Its multifractal dimen-
sions have been computed with a very high accuracy using a conjectured extension of the
logarithmic development of local multifractal exponents for regular fractals.
At last, the experimental study of Koch electrodes showed that our theoretical ap-
proach allows to take into account the geometrical irregularity without specific knowledge
of the microscopic transport mechanism. This result opens a new branch of possible ap-
plications, in electrochemistry or in other fields.
Key words : Laplacian transfer, stationary diffusion, boundary value problems, geome-
trical irregularity, fractals, multifractal analysis, Dirichlet-to-Neumann operator, Brow-
nian self-transport operator, (spread) harmonic measure, hitting probabilities, random
walks, (partially) reflected Brownian motion, electrochemical measures, spectroscopic im-
pedance, non blocking electrodes, semi-permeable membranes, heterogeneous catalysis,
Land Surveyor Approximation.
Table des matie`res
Re´sume´ iii
Abstract v
Introduction xi
Liste des notations xv
1 Les phe´nome`nes de transport laplacien 1
1.1 Exemples de phe´nome`nes de transport laplacien . . . . . . . . . . . . . . 1
1.1.1 Proble`me de deux e´lectrodes . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Diffusion a` travers des membranes semi-perme´ables . . . . . . . . 3
1.1.3 Catalyse he´te´roge`ne . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.4 Re´sonance magne´tique nucle´aire dans des milieux poreux . . . . . 7
1.1.5 Description mathe´matique ge´ne´rale . . . . . . . . . . . . . . . . . 7
1.2 Proble`me aux limites : ge´ne´ralite´s . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Comportement anormal de l’impe´dance . . . . . . . . . . . . . . . . . . . 9
1.3.1 Condensateurs simples . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 Du condensateur simple au comportement anormal . . . . . . . . . 10
1.4 The´orie de la double couche . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.5 Approche par l’ope´rateur d’auto-transport brownien . . . . . . . . . . . . 28
1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2 L’ope´rateur d’auto-transport brownien 37
2.1 De´finition mathe´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.1.1 Discre´tisation de l’interface . . . . . . . . . . . . . . . . . . . . . . 37
2.1.2 Marches ale´atoires simples . . . . . . . . . . . . . . . . . . . . . . 39
2.1.3 Ope´rateur d’auto-transport brownien . . . . . . . . . . . . . . . . 41
2.1.4 Notion de source . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2 Construction de l’ope´rateur . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.1 Me´thode de Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.2 Me´thode des e´le´ments frontie`res . . . . . . . . . . . . . . . . . . . 46
2.2.3 Distribution de probabilite´s de premier contact . . . . . . . . . . . 47
2.2.4 Potentiel du demi-re´seau . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.5 Domaines a` frontie`re a` support compact . . . . . . . . . . . . . . 50
2.2.6 Conditions pe´riodiques . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2.7 Pre´sence de la source plane . . . . . . . . . . . . . . . . . . . . . . 55
2.2.8 Re´alisation pratique . . . . . . . . . . . . . . . . . . . . . . . . . . 56
vii
viii Table des matie`res
2.3 Etude de la surface plane . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.1 Cas bidimensionnel . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.2 Cas tridimensionnel . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.3.3 Cas multidimensionnel . . . . . . . . . . . . . . . . . . . . . . . . 64
2.3.4 Mesure harmonique . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.3.5 L’ope´rateur d’e´talement . . . . . . . . . . . . . . . . . . . . . . . 65
2.4 Structure hie´rarchique de l’ope´rateur . . . . . . . . . . . . . . . . . . . . 66
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3 La limite continue 75
3.1 Passage direct a` la limite continue . . . . . . . . . . . . . . . . . . . . . . 76
3.2 Mouvement brownien avec sauts . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.1 Mouvement brownien . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.2 Mouvement brownien avec sauts . . . . . . . . . . . . . . . . . . . 79
3.2.3 Passage formel a` la limite continue . . . . . . . . . . . . . . . . . 81
3.3 Mouvement brownien partiellement re´fle´chi . . . . . . . . . . . . . . . . . 82
3.3.1 Repre´sentation alternative du mouvement brownien avec sauts . . 82
3.3.2 Temps local du mouvement brownien . . . . . . . . . . . . . . . . 83
3.3.3 Mouvement brownien partiellement re´fle´chi . . . . . . . . . . . . . 84
3.4 Etude d’une surface plane . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.4.1 Mouvement brownien dans un demi-espace . . . . . . . . . . . . . 86
3.4.2 Mouvement brownien partiellement re´fle´chi . . . . . . . . . . . . . 87
3.4.3 Distribution des temps d’absorption . . . . . . . . . . . . . . . . . 87
3.4.4 Distribution des probabilite´s d’absorption . . . . . . . . . . . . . . 89
3.4.5 Proportion des trajectoires aplaties . . . . . . . . . . . . . . . . . 92
3.4.6 Cas bidimensionnel . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.4.7 Cas tridimensionnel . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.5 Effet d’e´talement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.5.1 Re´gion caracte´ristique d’absorption . . . . . . . . . . . . . . . . . 99
3.5.2 Justification de l’approximation de l’arpenteur . . . . . . . . . . . 101
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4 L’ope´rateur de Dirichlet-Neumann 105
4.1 De´finition et proprie´te´s ge´ne´rales . . . . . . . . . . . . . . . . . . . . . . . 105
4.2 Lien avec l’impe´dance spectroscopique . . . . . . . . . . . . . . . . . . . . 110
4.3 Interpre´tation e´lectrique . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.4 Lien avec l’approche de Halsey et Leibig . . . . . . . . . . . . . . . . . . 120
4.5 Interpre´tation probabiliste . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.6 Comportement anormal de l’impe´dance effective . . . . . . . . . . . . . . 127
4.7 Surfaces particulie`res . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.7.1 Disque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.7.2 Sphe`re . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.7.3 Rectangle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.7.4 Paralle´le´pipe`de . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.7.5 Ge´ne´ralisation multidimensionnelle . . . . . . . . . . . . . . . . . 134
4.7.6 Conse´quences importantes . . . . . . . . . . . . . . . . . . . . . . 134
4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
Table des matie`res ix
5 Le transport laplacien aux interfaces irre´gulie`res 137
5.1 Approximation par l’ope´rateur d’auto-transport brownien . . . . . . . . . 138
5.2 Irre´gularite´s simples : pore carre´ . . . . . . . . . . . . . . . . . . . . . . . 140
5.3 Courbe de Von Koch de dimension Df = ln 5/ ln 3 . . . . . . . . . . . . . 145
5.3.1 Localisation du spectre . . . . . . . . . . . . . . . . . . . . . . . . 145
5.3.2 Approximation a` deux modes pour la premie`re ge´ne´ration . . . . . 147
5.3.3 Re´duction des modes . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.3.4 Echelles caracte´ristiques de la frontie`re . . . . . . . . . . . . . . . 153
5.3.5 Re´duction de modes pour les ge´ne´rations plus e´leve´es . . . . . . . 153
5.3.6 Impe´dance spectroscopique . . . . . . . . . . . . . . . . . . . . . . 154
5.3.7 Approximation des modes principaux . . . . . . . . . . . . . . . . 157
5.3.8 Mode`le analytique de l’impe´dance spectroscopique . . . . . . . . . 158
5.3.9 Courbe de Von Koch ale´atoire de dimension Df = ln 5/ ln 3 . . . . 161
5.4 Courbe de Von Koch de dimension Df = ln 6/ ln 4 . . . . . . . . . . . . . 163
5.5 Courbe de Von Koch de dimension Df = ln 8/ ln 4 . . . . . . . . . . . . . 168
5.6 Surface de Von Koch de dimension Df = ln 13/ ln 3 . . . . . . . . . . . . 171
5.7 Mode`le analytique de l’impe´dance spectroscopique . . . . . . . . . . . . . 178
5.7.1 Deux limites asymptotiques . . . . . . . . . . . . . . . . . . . . . 179
5.7.2 Re´gime fractal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
5.7.3 Impe´dance des ge´ne´rations e´leve´es . . . . . . . . . . . . . . . . . . 182
5.7.4 Exposant de corre´lation de la mesure harmonique . . . . . . . . . 183
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6 La mesure harmonique et la mesure harmonique e´tale´e 189
6.1 Comportement multifractal . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.2 De´veloppement logarithmique . . . . . . . . . . . . . . . . . . . . . . . . 191
6.3 Me´thode des marches ale´atoires rapides . . . . . . . . . . . . . . . . . . . 193
6.3.1 Mise en œuvre dans le cas des frontie`res de Von Koch . . . . . . . 195
6.4 Proprie´te´s multifractales de la mesure harmonique . . . . . . . . . . . . . 198
6.4.1 Courbe de Von Koch quadrangulaire . . . . . . . . . . . . . . . . 198
6.4.2 Surface de Von Koch cubique concave . . . . . . . . . . . . . . . . 207
6.4.3 Pre´cision de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . 213
6.5 Proprie´te´s multifractales de la mesure harmonique e´tale´e . . . . . . . . . 217
6.5.1 Arguments qualitatifs . . . . . . . . . . . . . . . . . . . . . . . . . 217
6.5.2 Simulations nume´riques . . . . . . . . . . . . . . . . . . . . . . . . 222
6.5.3 Ge´ne´ralisation possible a` des fractales mathe´matiques . . . . . . . 223
6.5.4 Lien avec le comportement anormal de l’impe´dance spectroscopique 225
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
7 Etude expe´rimentale d’une e´lectrode de Von Koch 233
7.1 Electrode ide´alise´e : pre´dictions the´oriques . . . . . . . . . . . . . . . . . 234
7.2 Mesure expe´rimentale de l’impe´dance . . . . . . . . . . . . . . . . . . . . 237
7.2.1 Electrodes e´tudie´es . . . . . . . . . . . . . . . . . . . . . . . . . . 237
7.2.2 Pre´paration des e´chantillons . . . . . . . . . . . . . . . . . . . . . 239
7.2.3 Technique de mesure . . . . . . . . . . . . . . . . . . . . . . . . . 241
7.3 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
7.3.1 Impe´dance des e´lectrodes plates . . . . . . . . . . . . . . . . . . . 243
x Table des matie`res
7.3.2 Mode`le a` capacite´ surfacique de´pendant de la fre´quence . . . . . . 245
7.3.3 Ge´ne´ralisation de l’approche the´orique . . . . . . . . . . . . . . . 245
7.3.4 Impe´dance de la premie`re ge´ne´ration en nickel . . . . . . . . . . . 246
7.3.5 Impe´dance de la deuxie`me ge´ne´ration en laiton . . . . . . . . . . . 247
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
Conclusion 251
A Rappels mathe´matiques 259
A.1 Equation de Laplace dans un disque . . . . . . . . . . . . . . . . . . . . . 259
A.2 Equation de Laplace dans une boule . . . . . . . . . . . . . . . . . . . . . 260
A.3 Espaces de Sobolev . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
A.4 Mesure et dimension de Hausdorff . . . . . . . . . . . . . . . . . . . . . . 261
A.5 Notion de fractalite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
A.6 Me´thode de relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
A.7 Fonction de Green . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
A.8 Re´gression line´aire simple . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
B Marches ale´atoires sur divers re´seaux 269
B.1 Technique des fonctions caracte´ristiques . . . . . . . . . . . . . . . . . . . 269
B.2 Re´seau carre´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
B.3 Re´seau hypercubique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
B.4 Re´seau carre´ tourne´ de 45◦ . . . . . . . . . . . . . . . . . . . . . . . . . . 274
B.5 Re´seau hexagonal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276
B.6 Re´seau triangulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
B.7 Marches ale´atoires ge´ne´ralise´es sur le re´seau hexagonal . . . . . . . . . . 279
B.8 Marches ale´atoires ge´ne´ralise´es sur le re´seau carre´ . . . . . . . . . . . . . 283
C Quelques de´monstrations 285
C.1 Anneau circulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
C.2 Couche sphe´rique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
C.3 Ope´rateur de Dirichlet-Neumann dans une boule d-dimensionnelle . . . . 287
C.4 Potentiel du demi-re´seau . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
C.5 Potentiel de la bande infinie . . . . . . . . . . . . . . . . . . . . . . . . . 294
C.6 Proble`me de syme´trie de l’ope´rateur d’auto-transport brownien . . . . . . 295
C.7 Calcul direct du noyau de l’ope´rateur d’e´talement . . . . . . . . . . . . . 296
Bibliographie 301
Introduction xi
Introduction
De nombreux processus physiques et chimiques se produisent aux interfaces entre deux
milieux. Or la ge´ome´trie, e´ventuellement complexe, de cette interface peut dramatique-
ment influencer les proprie´te´s physiques du syste`me total. On en trouve des illustrations en
physiologie (e´change gazeux a` travers une membrane alve´olaire), en e´lectrochimie (trans-
port e´lectrique au sein de l’e´lectrolyte vers une e´lectrode), en chimie (re´action chimique
sur une surface catalytique), ou encore en re´sonance magne´tique nucle´aire (diffusion des
spins dans les milieux poreux).
Dans le cas d’une interface a` ge´ome´trie simple (par exemple, un condensateur plat),
l’impe´dance spectroscopique repre´sentant la re´ponse line´aire d’une cellule e´lectrolytique
varie line´airement avec la re´sistivite´ de l’e´lectrode de travail. A contrario, une ge´ome´trie
complexe de l’e´lectrode de travail conduit a` un comportement anormal appele´ aussi com-
portement de de´phasage constant : dans un certain re´gime, l’impe´dance spectroscopique
varie selon une loi de puissance avec un exposant qui peut eˆtre relie´ a` la rugosite´ de
l’interface et, en particulier, a` sa dimension fractale. On trouve un autre exemple d’une
forte influence de la ge´ome´trie dans les processus de la respiration des mammife`res. En
effet, l’oxyge`ne est transporte´ dans les bronches par convexion et puis diffuse vers les
membranes alve´olaires dispose´es e´galement selon une ge´ome´trie complexe. La pre´sence de
cette dernie`re fournit alors, par le biais du masquage diffusionnel qui permet de moduler
l’efficacite´ de transfert gazeux des poumons, un me´canisme de controˆle et d’adaptation
du processus respiratoire. Le roˆle pre´ponde´rant de la ge´ome´trie de l’interface se manifeste
aussi en catalyse he´te´roge`ne. Afin d’augmenter l’efficacite´ des catalyseurs, on les pro-
duit sous forme de poreux (ze´olites) afin de cre´er une surface spe´cifique conside´rable. On
retrouve enfin cette influence de la ge´ome´trie sur la re´ponse par RMN de milieux confine´s.
Bien que ces phe´nome`nes soient de nature assez diffe´rente, ils peuvent tous eˆtre
mode´lise´s de manie`re sche´matique par une e´quation de Laplace avec une condition aux
limites mixte. Or l’introduction d’une irre´gularite´ ge´ome´trique sur l’interface, combine´e
a` cette condition aux limites mixte fait apparaˆıtre dans ce proble`me, dit de transport
laplacien, pourtant tre`s classique, de nouveaux effets remarquables.
Des travaux pluridisciplinaires portant sur les phe´nome`nes de transport laplacien ont
montre´ l’importance d’une synthe`se approfondie des diffe´rentes techniques pour com-
prendre l’essentiel de ces phe´nome`nes. En particulier, les tentatives d’explications de
nombreux re´sultats expe´rimentaux portant sur le comportement anormal de l’impe´dance
spectroscopique ont suscite´ le de´veloppement de multiples approches the´oriques. Parmi
celles-ci, l’approche discre`te propose´e par Filoche et Sapoval permet de mesurer l’impact
de la ge´ome´trie de l’interface sur les proprie´te´s physiques de la cellule e´lectrochimique ou
diffusive via un ope´rateur purement mathe´matique dit ope´rateur d’auto-transport brow-
nien. Cet ope´rateur est repre´sente´ par une matrice dont les e´le´ments sont les probabilite´s
d’aller directement d’un site a` un autre site de la meˆme interface discre´tise´e par une marche
ale´atoire dans le volume, sans rencontrer l’interface ou la source durant la marche. Les pro-
prie´te´s spectrales de cet ope´rateur permettent de de´terminer inte´gralement la re´ponse phy-
sique du syste`me conside´re´, qu’il s’agisse de l’impe´dance d’une cellule e´lectrochimique, de
l’efficacite´ de membranes semi-perme´ables, ou de la re´activite´ totale d’un syste`me cataly-
tique. De plus, cette approche permet de quantifier l’influence de l’irre´gularite´ ge´ome´trique
sur les proprie´te´s de transport.
Cette the`se a pour but d’e´tudier the´oriquement et nume´riquement plusieurs aspects
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des phe´nome`nes de transport laplacien aux interfaces irre´gulie`res, que nous regrouperons
selon trois the`mes :
1. Construction de l’ope´rateur d’auto-transport brownien.
L’introduction de l’ope´rateur d’auto-transport brownien permet d’expliciter l’im-
pact de la ge´ome´trie irre´gulie`re sur les proprie´te´s physiques du syste`me conside´re´.
Cet ope´rateur ayant e´te´ initialement introduit a` l’aide des marches ale´atoires sur
re´seau, on peut aise´ment imaginer de construire cet ope´rateur par une me´thode de
Monte Carlo : pour chaque site frontie`re, on lance un grand nombre de marcheurs
ale´atoires en comptant les fre´quences d’arrive´e sur les diffe´rents sites frontie`res. Ce-
pendant, cette me´thode est inefficace pour au moins deux raisons : elle re´clame
un nombre gigantesque de simulations ne´cessaires pour obtenir une pre´cision sa-
tisfaisante, et elle demande autant de calculs qu’il existe de sites de de´part. Pour
palier ces inconve´nients, une autre me´thode nume´rique, dite me´thode des e´le´ments
frontie`res, a e´te´ de´veloppe´e.
2. Justification mathe´matique du passage a` la limite continue.
Il est classique, en physique, de transformer un proble`me aux de´rive´es partielles
continu en un proble`me discret, soit parce que l’on peut en tirer une solution ana-
lytique, soit pour de´velopper une me´thode de re´solution approprie´e. Ce type d’ap-
proche requiert cependant, une fois la solution trouve´e, de pouvoir effectuer la trans-
formation inverse. Avec l’ope´rateur d’auto-transport brownien, nous nous retrouvons
dans la situation oppose´e. Partant d’une description microscopique discre`te et pro-
babiliste, on s’aperc¸oit que la limite continue na¨ıve de cet ope´rateur est simplement
l’identite´.
On montrera alors que l’on peut justifier une proce´dure de renormalisation qui in-
troduit le mouvement brownien partiellement re´fle´chi et permet de de´finir une limite
non triviale de l’ope´rateur d’auto-transport brownien graˆce a` l’ope´rateur Dirichlet-
Neumann.
3. Roˆle de l’irre´gularite´ ge´ome´trique dans la re´ponse du syste`me.
Les principaux re´sultats de ce me´moire portent sur l’e´tude du transport laplacien
aux interfaces irre´gulie`res par le biais d’une approche diffusive. En particulier, notre
approche a permis de montrer comment l’irre´gularite´ ge´ome´trique intervenait dans
la re´ponse globale du syste`me a` travers les proprie´te´s spectrales de l’ope´rateur
Dirichlet-Neumann.
Le me´moire de the`se se divise en sept chapitres et une conclusion auxquels s’ajoutent
quelques annexes techniques.
Le premier chapitre pre´sente le sujet d’e´tude, ainsi que divers cas concrets de trans-
port laplacien : re´ponse d’une e´lectrode me´tallique, diffusion stationnaire a` travers une
membrane semi-perme´able, catalyse he´te´roge`ne, re´sonance magne´tique nucle´aire. Leur
description mathe´matique par l’e´quation de Laplace avec condition aux limites mixte est
expose´e. Nous relatons ensuite le de´veloppement historique des e´tudes mene´es sur le com-
portement anormal de l’impe´dance d’une e´lectrode irre´gulie`re. En particulier, la the´orie
de la double couche de Halsey et Leibig et l’approche par l’ope´rateur d’auto-transport
brownien de Filoche et Sapoval sont de´taille´es.
Le deuxie`me chapitre porte sur l’ope´rateur d’auto-transport brownien. Nous donnons
la de´finition mathe´matique de cet ope´rateur en utilisant les marches ale´atoires simples et
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montrons comment cet ope´rateur peut eˆtre exprime´ a` l’aide de la distribution de proba-
bilite´s de premier contact. La me´thode des e´le´ments frontie`res, qui permet de de calculer
cette distribution de probabilite´s de premier contact de fac¸on efficace est ensuite pre´sente´e.
Cette approche base´e sur la the´orie discre`te du potentiel permet de construire l’ope´rateur
d’auto-transport brownien pour toute frontie`re donne´e. On s’inte´resse ensuite aux pro-
prie´te´s de l’ope´rateur d’auto-transport brownien pour une surface plane. Le chapitre se
conclut par la description de la structure hie´rarchique de la matrice de cet ope´rateur Q
dans le cas de frontie`res pre´fractales de´terministes.
Le troisie`me chapitre est consacre´ a` l’e´tude the´orique des processus stochastiques
associe´s au transport laplacien. La repre´sentation des marches ale´atoires simples avec
re´flexions sur la frontie`re par le mouvement brownien avec sauts permet d’e´tudier le pas-
sage a` la limite continue, lorsque le parame`tre de discre´tisation tend vers 0, et de montrer
que l’on retrouve bien la description du proble`me continu d’origine. On obtient alors que
le processus stochastique continu correspondant est le mouvement brownien partiellement
re´fle´chi, dont l’existence justifie l’utilisation de l’approche discre`te de l’ope´rateur d’auto-
transport brownien. De plus, nous trouvons que l’ope´rateur d’auto-transport brownien,
normalise´ d’une fac¸on approprie´e, tend vers un ope´rateur pseudodiffe´rentiel, dit ope´rateur
Dirichlet-Neumann.
Le quatrie`me chapitre est consacre´ aux proprie´te´s de l’ope´rateur Dirichlet-Neumann
M. Celui-ci associe a` une fonction f de´finie sur la frontie`re ∂Ω d’un domaine Ω la de´rive´e
normale ∂u/∂n sur cette meˆme frontie`re de la solution u du proble`me laplacien dans
Ω, avec la condition aux limites u = f . Cet ope´rateur est autoadjoint, et son spectre
est discret et borne´ infe´rieurement. Apre`s avoir de´fini cet ope´rateur, nous proposons
une approche comple`tement continue qui permet d’exprimer l’impe´dance d’une cellule
e´lectrolytique ou diffusive graˆce a` la de´composition spectrale de la densite´ de la mesure
harmonique sur la base des vecteurs propres de l’ope´rateur Dirichlet-Neumann. D’une
part, cette approche justifie la de´composition analogue de´ja` propose´e avec l’ope´rateur
d’auto-transport brownien. D’autre part, elle permet de s’affranchir du recours a` la discre´ti-
sation du proble`me et au passage a` la limite continue, en restant toujours dans le cadre du
proble`me continu. Par conse´quent, l’ope´rateur d’auto-transport brownien devient une ver-
sion discre`te de l’ope´rateur Dirichlet-Neumann ainsi qu’un outil efficace pour le de´terminer
nume´riquement. Il est aussi, par ailleurs, un moyen de ((visualisation)) ou de compre´hension
des re´sultats obtenus dans le formalisme purement continu.
Le cinquie`me chapitre porte sur l’e´tude de l’ope´rateur Dirichlet-Neumann dans le cas
des frontie`res simples permettant de comprendre ses proprie´te´s et de se forger une intui-
tion avant de passer a` l’e´tude des surfaces irre´gulie`res plus complexes. Tout d’abord, on
s’inte´resse a` des irre´gularite´s simples (pore carre´). Pour une frontie`re donne´e, on construit
d’abord l’ope´rateur d’auto-transport brownien (discret), puis l’on e´tudie la limite ou` le
parame`tre de re´seau tend vers 0, ce qui permet d’en de´duire les proprie´te´s spectrales de
l’ope´rateur M. On observe aussi la modification de l’impe´dance due a` l’irre´gularite´. On
s’inte´resse ensuite aux frontie`res de Von Koch de dimension fractale varie´e. Certains ef-
fets inte´ressants sont constate´s, en particulier, la localisation du spectre et la re´duction
des modes propres (seul un nombre tre`s re´duit de modes propres contribuent de fait
a` l’impe´dance spectroscopique). En d’autres termes, il est possible de formuler une ex-
pression analytique qui approche la re´ponse du syste`me avec une tre`s bonne pre´cision.
Cette e´tude the´orique et nume´rique a ainsi permis de de´velopper un mode`le analytique de
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l’impe´dance spectroscopique pour certaines frontie`res de Von Koch. Il s’agit en l’occurence,
a` notre connaissance, du premier mode`le base´ sur un traitement rigoureux fournissant
une expression analytique de l’impe´dance pour n’importe quelle ge´ne´ration de l’interface
fractale. Enfin, nous examinons le cas des frontie`res de Von Koch ale´atoires, qui sont
des repre´sentations plus re´alistes d’interfaces physiques irre´gulie`res. De manie`re ge´ne´rale,
l’e´tude nume´rique de l’ope´rateur Dirichlet-Neumann pour des surfaces irre´gulie`res permet
de donner un sens physique aux valeurs propres de cet ope´rateur en les reliant aux e´chelles
caracte´ristiques de l’interface.
Le sixie`me chapitre est consacre´ a` l’e´tude des mesures harmoniques associe´es au trans-
port laplacien. Nous avons examine´ les proprie´te´s d’e´chelle de la mesure harmonique
(induite par le mouvement brownien) et de la mesure harmonique e´tale´e (induite par le
mouvement brownien partiellement re´fle´chi) en utilisant la me´thode des marches ale´atoires
rapides adapte´es a` la ge´ome´trie particulie`re de la courbe de Von Koch quadrangulaire et
de la surface de Von Koch cubique concave. En particulier, nous avons pu calculer les
dimensions multifractales de la mesure harmonique pour des frontie`res de Von Koch avec
une tre`s bonne pre´cision, en conjecturant un de´veloppement logarithmique des exposants
multifractals locaux, par ailleurs de´montre´ pour les frontie`res lisses, ce qui a de facto fourni
une justification de ce meˆme de´veloppement dans le cas des frontie`res de Von Koch. De
la meˆme manie`re, nous avons e´tudie´ la mesure harmonique e´tale´e et en avons observe´ la
transition continue de la mesure harmonique vers la mesure de Hausdorff lorsque l’on fait
varier le parame`tre d’e´chelle ou la longueur Λ qui apparaˆıt dans la condition aux limites
mixte. Une ge´ne´ralisation conjecturale de cette mesure dans le cas des vraies fractales
mathe´matiques a e´te´ propose´e.
Au septie`me chapitre, nous pre´sentons une e´tude expe´rimentale portant sur la re´ponse
d’une e´lectrode de Von Koch tridimensionnelle. Quelques e´lectrodes me´talliques (ou me´tal-
lise´es) ont e´te´ re´alise´es dont la surface reproduit les premie`res ge´ne´rations de la surface
de Von Koch cubique. Ces e´lectrodes ont e´te´ ensuite place´es dans un e´lectrolyte passivant
afin de mesurer la de´pendance de leur impe´dance en fonction de la fre´quence de la tension
applique´e. On constate que la micro-rugosite´ de la surface me´tallique fait apparaˆıtre une
re´ponse anormale meˆme pour une e´lectrode plate. En combinant ces mesures et l’approche
the´orique de´veloppe´e au cours des chapitres pre´ce´dents, on montre que l’on peut rendre
compte du roˆle de l’irre´gularite´ ge´ome´trique de l’e´lectrode dans la re´ponse du syste`me
complet.
Finalement, la conclusion pre´sente un bilan des re´sultats obtenus au cours du me´moire.
Certaines applications et perspectives possibles sont expose´es et discute´es.
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Liste des notations
Pour simplifier la lecture, nous emploierons toujours les meˆmes notations dans le texte.
Notre e´tude concernant plusieurs domaines a` la fois en physique et en mathe´matiques,
nous pre´sentons la liste des notations par l’ordre alphabe´tique.
∂Ω Frontie`re d’un domaine Ω (continue ou discre`te)
| · | Norme (euclidienne)
( · ) Produit scalaire entre deux vecteurs
( · )L2 Produit scalaire continu dans l’espace L2
∇ Gradient
∆ Ope´rateur de Laplace (continu ou discret)
∂/∂n De´rive´e normale (continue ou discre`te) oriente´e vers le volume
1, 1(s) Vecteur dont les composantes sont e´gales a` 1 (fonction constante)
α Indice des modes propres des ope´rateurs Q et M
β Exposant de de´phasage constant de l’impe´dance
β(Λ) De´rive´e logarithmique de l’impe´dance
γ Capacite´ surfacique
γ(Λ,δ) Exposant de l’impe´dance a` l’e´chelle δ
Γ
(δ)
k Recouvrement a` l’e´chelle δ
Γ(z) Fonction d’Euler
δ Parame`tre d’e´chelle, une distance
δ(x− x′), δx,x′ Fonction δ de Dirac ou symbole de Kronecker
ε Probabilite´ de re´flexion
² Permittivite´ relative (constante die´lectrique)
²0 Permittivite´ absolue du vide (constante e´lectrique)
ζ Impe´dance surfacique
ζ(λ) Transforme´e de Laplace inverse de l’impe´dance effective Z(Λ)
ζ(q,δ) Moments de la mesure harmonique a` l’e´chelle δ
ζent(δ) Entropie de la mesure harmonique a` l’e´chelle δ
ζent Coefficient dans le de´veloppement logarithmique de ζent(δ)
ηd(z) Fonction repre´sentant le rapport entre la densite´ tΛ(s) et
son approximation t˜Λ(s)
λ(ω) Parame`tre de´pendant de la fre´quence
Λ Parame`tre central du proble`me
µα Valeurs propres de l’ope´rateur M
µ
(g)
k Positions des modes principaux (du mode`le analytique)
ξ Parame`tre de re´glage
ρ Re´sistivite´ d’un e´lectrolyte
ρˆt(s), ρˆω(s) Densite´ des charges dans la double couche
ρΛ(t) Densite´ de probabilite´ de la distribution de temps d’absorption
σ Probabilite´ d’absorption
xvi Liste des notations
τ Temps de saut
τ(q) Exposants multifractals de la mesure harmonique
τ(q,δ) Exposants multifractals locaux de la mesure harmonique
τ(q,Λ,δ) Exposants multifractals locaux de la mesure harmonique e´tale´e
τ(q ; ξ) Fonction multifractale caracte´risant les proprie´te´s d’e´chelle
de la mesure harmonique e´tale´e
τlog(q) Coefficient dans le de´veloppement logarithmique
φ Flux e´le´mentaire
φ0,j Flux vers le site frontie`re j
φε,j Flux a` travers le site frontie`re j
φ0(s) Densite´ de flux vers la frontie`re
φΛ(s) Densite´ de flux a` travers la frontie`re
φh0(s) Densite´ du flux normalise´ vers la frontie`re
φhΛ(s) Densite´ du flux normalise´ a` travers la frontie`re
Φ0 Flux total vers la frontie`re
ΦΛ Flux total a` travers la frontie`re
Φε Distribution de flux des particules a` travers la frontie`re
ϕd(θ1,...,θd−1) Fonction caracte´ristique de la distribution Hd(x,x
′)
χ Variable ale´atoire distribue´e selon une loi exponentielle
ψ
(η)
h,y(θ1,...,θd−1) Fonction particulie`re permettant d’introduire une source plane
ω Fre´quence d’un potentiel alternatif applique´e
ωx{A} Mesure harmonique d’un ensemble A
ωx(s) Densite´ de la mesure harmonique
ω
(a)
x,Λ(s) Densite´ de probabilite´ d’absorption
d’un mouvement brownien avec sauts
ωx,Λ{A} Mesure harmonique e´tale´e d’un ensemble A
ωx,Λ(s) Densite´ de la mesure harmonique e´tale´e
Ω Domaine dans Rd ou Zd
a Parame`tre de discre´tisation, pas de re´seau, distance d’un saut
A Un ensemble
b Epaisseur de l’e´lectrode (dans le cas quasi-bidimensionnel)
bn, bλ Probabilite´ d’effectuer exactement n re´flexions
(de se de´placer a` distance moyenne λ) sur la frontie`re
(conditionne´e par la probabilite´ d’arriver sur la frontie`re)
Bn, Bλ Probabilite´ d’effectuer au moins n re´flexions
(de se de´placer a` distance moyenne supe´rieure a` λ) sur la frontie`re
(conditionne´e par la probabilite´ d’arriver sur la frontie`re)
B σ-alge`bre de Borel
Br(x) Sphe`re de rayon r centre´e au x (dans R
d ou Zd)
Bd−1r Disque de rayon r centre´e a` l’origine (dans R
d ou Zd)
C, Cα, Cj Capacite´s
Cplat Capacite´ d’un condensateur plat
Liste des notations xvii
Csphere Capacite´ d’un condensateur sphe´rique
Ccylind Capacite´ d’un condensateur cylindrique
C Ensemble de nombres complexes
Ce Constante d’Euler, Ce = 0.577215...
C(x) Concentration de particules
ci(z) Cosinus inte´gral
d Dimension de l’espace ou du re´seau
D Coefficient de diffusion
Df Dimension fractale
Dq Dimensions multifractales
Dq,δ Dimensions multifractales locales
D(q) Densite´ d’e´tats diffe´rentielle
Dd(q) Densite´ d’e´tats diffe´rentielle d’une surface plane d-dimensionnelle
Et(s) Composante normale d’un champ e´lectrique
E{ · } Espe´rance d’un e´ve´nement
E(k) Inte´grale elliptique de premier type
f Une fonction d’une condition aux limites
f(α) Spectre multifractal de la mesure harmonique
Fα Composantes spectrales
F
(g)
k Amplitudes des modes principaux (du mode`le analytique)
F Fonctionnelle ou transforme´e de Fourier
g Ordre de ge´ne´ration d’une fractale
g(x,x′ ; t) Densite´ gaussienne
g0(x,x
′) Fonction de Green du proble`me de Dirichlet discret
G(x,x′) Fonction de Green
G Matrice construite par la me´thode des e´le´ments frontie`res
h Distance moyenne entre une surface et une source, une hauteur
Hs(∂Ω) Espaces de Sobolev
Hd(x,x
′) Distribution de probabilite´s de premier contact
dans le demi-re´seau Zd+
Hd,N(x,x
′) Distribution de probabilite´s de premier contact
dans le demi-re´seau pe´riodique Zd−1,1N
H(s,s′) Champ e´lectrique dans la double couche
Hν(z) Fonction de Struve
i Unite´ imaginaire (i2 = −1)
I Ope´rateur ou matrice d’identite´
I(t) Courant e´lectrique
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Chapitre 1
Les phe´nome`nes de transport
laplacien
De nombreux phe´nome`nes physiques, dans des domaines scientifiques divers mais aussi
dans la vie quotidienne, font apparaˆıtre un transport laplacien. Ainsi, en inspirant de l’air
une fois toutes les trois-quatre secondes, on fait pe´ne´trer de l’oxyge`ne au fond de nos
poumons ou` il diffuse vers des membranes alve´olaires. Lorsque l’on utilise de petites
piles e´lectriques ou des grosses batteries d’automobile, on lance des processus physico-
chimiques dans une cellule e´lectrolytique a` deux e´lectrodes. Enfin, la pe´trochimie fait
appel, pour e´laborer la plupart de ses produits, a` des re´actions chimiques sur des surfaces
catalytiques irre´gulie`res. Tous ces phe´nome`nes, qui induisent un transport laplacien, se
produisent a` une interface dont la ge´ome´trie complexe, cre´e´e par la nature ou de´veloppe´e
par les hommes, joue un roˆle primordial.
Dans ce chapitre, nous allons pre´senter les phe´nome`nes de transport laplacien ainsi
que l’e´tat actuel de leur description the´orique. Nous discuterons les diffe´rentes approches
de´veloppe´es au cours des trente dernie`res anne´es afin d’expliquer certaines ((anomalies)) ob-
serve´es dans les expe´riences. En particulier, nous pre´senterons le formalisme de l’ope´rateur
d’auto-transport brownien introduit par Filoche et Sapoval [36], qui permet de de´crire
quantitativement la re´ponse d’une cellule e´lectrolytique ou diffusive, l’efficacite´ des alve´oles
ou le rendement des surfaces catalytiques.
1.1 Exemples de phe´nome`nes de transport laplacien
Nous allons de´buter par la description des phe´nome`nes de transport laplacien. L’e´tude
the´orique de l’influence de la ge´ome´trie sur le transport laplacien a de´bute´ avec des
expe´riences en e´lectrochimie. Puis, la similaritude formelle de la description mathe´matique
des proble`mes e´lectrique et diffusif a permis de de´velopper des me´thodes ge´ne´rales et
d’appliquer les concepts et les observations expe´rimentales de l’e´lectrochimie a` d’autres
phe´nome`nes dont, notamment, la diffusion stationnaire a` travers des membranes semi-
perme´ables et la catalyse he´te´roge`ne.
1.1.1 Proble`me de deux e´lectrodes
Une des mesures principales en e´lectrochimie consiste a` e´valuer l’impe´dance d’une cel-
lule e´lectrolytique compose´e de deux e´lectrodes, appele´es aussi contre-e´lectrode et e´lectrode
1
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de travail, place´es dans un e´lectrolyte. Le potentiel e´lectrique applique´ entre ces deux
e´lectrodes cre´e alors un courant de charges dans l’e´lectrolyte.
Le transport des charges s’ope`re par deux me´canismes principaux :
– transport diffusif des ions dans l’e´lectrolyte ;
– transport par le champ e´lectrique.
Quand les deux me´canismes ont lieu en meˆme temps, la description du proble`me devient
tre`s complique´e. Cependant, dans de nombreux cas, seul un type de me´canisme se mani-
feste. Le transport purement diffusif a e´te´ conside´re´ par Nyikos et Pajkossy [106, 108, 109].
Par la suite, on va s’inte´resser au transport purement e´lectrique dont la description est
pre´sente´e ci-dessous.
Conside´rons d’abord une cellule ide´ale : une e´lectrode est de re´sistance nulle et l’autre
parfaitement bloquante (de re´sistance infinie). De`s que l’on applique un potentiel alterna-
tif de fre´quence ω, les ions forment une couche de taille lD pre`s de l’e´lectrode bloquante
afin de masquer (e´cranter) le potentiel [10]. Cette double couche empeˆche le transport
des charges a` travers l’e´lectrode de re´sistance infinie. Sa taille lD est de l’ordre de la
longueur d’e´crantage de Debye-Hu¨ckel. En pratique, la longueur lD est tre`s petite par
rapport aux e´chelles ge´ome´triques de la frontie`re (lD est de l’ordre de quelques angstro¨ms
ou dizaines d’angstro¨ms [75]). L’e´lectrolyte pre´sente alors une re´sistance R au courant
e´lectrique tandis que la double couche pre´sente un fonctionnement plus complexe, ca-
racte´rise´e par l’impe´dance Zdc(ω). Toute la cellule est donc repre´sente´e par la mise en
se´rie d’une re´sistance et d’un e´le´ment capacitif et re´sistif. Son impe´dance s’e´crit comme :
Zcell(ω) = R + Zdc(ω)
Si la cellule est compose´e de deux e´lectrodes planes, la double couche fonctionne comme
un vrai condensateur1 dont l’impe´dance est :
Zdc(ω) = − 1
iωγS
(1.1)
ou` γ est la capacite´ surfacique et S l’aire totale de l’e´lectrode de travail. En effet, le po-
tentiel e´lectrique sinuso¨ıdal V (t) = V0e
−iωt applique´ a` un condensateur induit un courant
e´lectrique I(t) oscillant a` la meˆme fre´quence ω et de´phase´ d’un angle pi/2 par rapport au
potentiel :
I(t) =
dq
dt
=
d
dt
[
CV (t)
]
= −iωCV0e−iωt
ou` la capacite´ C est e´gale a` γS. En prenant le rapport entre V (t) et I(t), on trouve la
relation (1.1). Souvent, on n’arrive pas a` obtenir une e´lectrode parfaitement bloquante,
ce qui se traduit par l’existence d’une re´sistance r grande (mais finie) de l’e´lectrode de
travail. Dans ce cas, la double couche fonctionne comme un condensateur et une re´sistance
en paralle`le, dont l’impe´dance est :
Zdc(ω) = − 1
(iωγ − 1/r)S
Si 1/r est suffisamment petit par rapport a` ωγ, on peut ne´gliger cette re´sistance en
retrouvant la relation (1.1).
1Nous verrons par la suite que cette hypothe`se implicite n’est pas toujours satisfaite.
1.1 Exemples de phe´nome`nes de transport laplacien 3
Une description mathe´matique de ce proble`me propose´e par Halsey et Leibig [62] sera
pre´sente´e dans la section 1.4. Cependant, on peut formellement relier ce proble`me au
transport laplacien en le reformulant de fac¸on e´quivalente avec un potentiel continu [99].
Conside´rons deux e´lectrodes, l’une plate et l’autre irre´gulie`re se´pare´es par un e´lectrolyte
(Fig. 1.1). Le potentiel applique´ induit un champ e´lectrique dans la cellule, qui engendre
a` son tour un courant dont la densite´ J(x) est donne´e par l’e´quation de transport :
J(x) = −∇V/ρ
ou` ρ est la re´sistivite´ de l’e´lectrolyte. Comme l’e´lectrolyte est localement neutre, le po-
tentiel e´lectrique V obe´it a` l’e´quation de Laplace :
∆V = 0
Graˆce a` la conservation de la charge e´lectrique, la condition aux limites s’obtient en
disant que la densite´ de courant normal −∇nV/ρ arrivant du volume de l’e´lectrolyte
sur l’e´lectrode de travail est e´gale a` la densite´ de courant −V/r traversant la surface de
cette e´lectrode de re´sistance surfacique r. Nous obtenons donc une condition aux limites
appelle´e condition aux limites mixte ou encore condition aux limites de Fourier :
∂V
∂n
=
1
Λ
V (1.2)
la de´rive´e normale e´tant oriente´e vers le volume de l’e´lectrolyte. Le parame`tre Λ est ici
une longueur caracte´ristique du proble`me :
Λ =
r
ρ
(1.3)
La re´sistance de la contre-e´lectrode e´tant nulle, le potentiel e´lectrique sur cette e´lectrode
est e´gal au potentiel applique´ V0 : V = V0.
L’e´quivalence formelle entre les proble`mes en potentiel continu et en potentiel alternatif
permet d’appliquer cette description au dernier cas en remplac¸ant la longueur Λ = r/ρ
par un parame`tre complexe :
Λ =
1
−iωγρ+ ρ/r
Lorsque la fre´quence ω est nulle (potentiel continu), on retrouve la relation (1.3). Au
chapitre 4, nous de´montrerons ce passage de manie`re rigoureuse. Pour l’instant, on peut
se contenter d’avoir abouti a` un mode`le mathe´matique du transport e´lectrique dans toute
la cellule.
1.1.2 Diffusion a` travers des membranes semi-perme´ables
Un autre proble`me que l’on peut de´crire par le meˆme formalisme est la diffusion
stationnaire a` travers des membranes semi-perme´ables, dont un exemple significatif est
l’e´change gazeux dans les poumons.
La respiration des mammife`res est un me´canisme complexe que l’on peut re´sumer
sche´matiquement de la manie`re suivante. Lors de l’inspiration, l’air frais passe de la
bouche et traverse les poumons dont la structure est un arbre dichotomique (Fig. 1.2).
4 1 Les phe´nome`nes de transport laplacien
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Fig. 1.1 – Transport de charge vers une e´lectrode irre´gulie`re.
Fig. 1.2 – A gauche : moulage de poumons humains ; a` droite, en haut : moulage de
bronchioles ; a` droite, en bas : moulage d’un acinus pulmonaire [55, 144].
1.1 Exemples de phe´nome`nes de transport laplacien 5
Pour l’homme, cet arbre bronchique posse`de 23 ge´ne´rations de branchement, parmi les-
quelles les 15 premie`res ge´ne´rations ne servent qu’au transport convectif de l’oxyge`ne et
du dioxyde de carbone [33, 144]. Les dernie`res 8 ge´ne´rations forment l’unite´ d’e´change dif-
fusif (sa taille est de l’ordre de quelques millime`tres) appele´e acinus pulmonaire (Fig. 1.2).
C’est e´galement une structure arborescente ou` apparaissent des sacs alve´olaires, sie`ges de
l’e´change gazeux avec le sang. En raison de l’accroissement de l’aire de la section totale des
bronches a` chaque ge´ne´ration, la vitesse de l’air diminue progressivement. A l’inte´rieur de
l’acinus2, cette vitesse devient significativement plus petite que la vitesse caracte´ristique
de diffusion. Par conse´quent, l’e´change gazeux peut eˆtre raisonnablement de´crit par une
diffusion stationnaire. La densite´ de flux des particules φ en un point de volume obe´it a`
la loi de Fick :
φ = −D∇C (1.4)
ou` D est le coefficient de diffusion de l’oxyge`ne dans l’air (D ' 0,2 cm2 · s−1). La conser-
vation du flux implique que la concentration des mole´cules d’oxyge`ne C(x) satisfait a`
l’e´quation de Laplace :
∆C = 0
La membrane alve´olaire posse`de une perme´abilite´3 finie W : le flux des mole´cules
d’oxyge`ne a` travers la membrane est e´gal a` CW . Par ailleurs, ce flux doit eˆtre e´gal au
flux φ pris sur la frontie`re, d’ou` l’on tire la condition aux limites mixte sur la membrane :
∂C
∂n
=
1
Λ
C (1.5)
La longueur caracte´ristique Λ est e´gale a`
Λ =
D
W
(1.6)
La concentration des mole´cules d’oxyge`ne a` l’entre´e de l’acinus (sur la ((source))) est
constante au cours d’une cycle de respiration : C = C0.
Nous retrouvons donc un proble`me mathe´matique analogue a` celui du transport e´lect-
rique, c’est-a`-dire que la concentration des mole´cules obe´it a` l’e´quation de Laplace avec
condition aux limites de Dirichlet sur la source et condition aux limites mixte sur la
membrane alve´olaire. Evidemment, ce cadre mathe´matique peut e´galement servir a` de´crire
d’autres phe´nome`nes de diffusion stationnaire a` travers des membranes semi-perme´ables.
Dans le cas ge´ne´ral, on a donc une cellule diffusive entre une source de particules et une
membrane semi-perme´able irre´gulie`re (Fig. 1.3). Comme pre´ce´demment, la complexite´ de
la membrane joue un roˆle important dans le comportement de cette cellule.
1.1.3 Catalyse he´te´roge`ne
Une troisie`me classe de phe´nome`nes est fournie par la catalyse he´te´roge`ne, proces-
sus omnipre´sent en pe´trochimie. Dans la plupart des cas, la transformation chimique de
mole´cules A en d’autres mole´cules A∗ s’ope`re en pre´sence d’un catalyseur adsorbe´ sur
2Plus pre´cise´ment, il faut plutoˆt parler du subacinus, la partie 1/8 de l’acinus (voir [33]).
3C’est la probabilite´ par unite´ de temps, de surface et de concentration pour passer a` travers une
membrane en ne´gligeant un flux de retour, autrement dit, en supposant que la concentration de l’autre
coˆte´ de la membrane est e´gale a` 0. Pour l’acinus pulmonaire de l’homme, W ' 8 · 10−3 cm · s−1.
6 1 Les phe´nome`nes de transport laplacien
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Fig. 1.3 – Diffusion de particules a` travers une membrane irre´gulie`re.
une surface. Plus pre´cise´ment, lorsque des mole´cules A diffusant dans un solvant neutre
atteignent la surface catalytique, elles se transforment en mole´cules A∗ dans une re´action
dont le taux est caracte´rise´ par la re´activite´ de la surface K. Afin d’augmenter l’efficacite´
de la catalyse he´te´roge`ne, on utilise des catalyseurs poreux dont la surface catalytique est
tre`s irre´gulie`re (Fig. 1.4). Il est donc ne´cessaire de connaˆıtre l’influence de l’irre´gularite´
de cette interface si l’on veut bien analyser ces processus.
Ce phe´nome`ne peut se ramener a` un mode`le de transport laplacien [4, 130]. En effet,
la concentration des mole´cules A dans le solvant satisfait l’e´quation de Laplace ∆C = 0
dans un re´gime stationnaire. Conside´rons qu’il existe une source de ces mole´cules ou` leur
concentration est maintenue constante. La densite´ de flux des mole´cules dans le volume
obe´it a` la loi de Fick : φ = −D∇C. Lorsque les mole´cules A atteignent la surface cataly-
tique, elles re´agissent et se transforment en mole´cules A∗. Ces nouvelles mole´cules quittant
la surface catalytique et ne participant pas au processus chimique, on suppose qu’elles n’in-
terviennent plus dans le processus4. En d’autres termes, on retrouve le proble`me pre´ce´dent
de la diffusion stationnaire : des particules diffusent dans un volume vers une interface
ou` leur parcours se termine (soit par absorption par la membrane, soit par re´action cata-
lytique). Le flux des mole´cules A sur la frontie`re peut s’e´crire sous la forme φn = −KC
(K e´tant la re´activite´). Graˆce a` la conservation de masse, nous obtenons la condition aux
limites mixte sur la surface catalytique :
∂C
∂n
=
1
Λ
C
ou` la longueur caracte´ristique du proble`me Λ est :
Λ =
D
K
(1.7)
4Certainement, il s’agit la` d’un mode`le assez simpliste. En particulier, la pre´sence des mole´cules A∗
peut empeˆcher l’acce`s des mole´cules d’origine A. De plus, des re´actions parasites re´duisent la re´activite´ de
surface catalytique de manie`re inhomoge`ne. Enfin, un libre parcours moyen des mole´cules re´actives dans
des solvants sous les conditions ambiantes est de l’ordre de quelques microns. Si la porosite´ d’un catalyseur
est nanome´trique, la catalyse he´te´roge`ne se produira plutoˆt dans le re´gime de Knudsen que dans le re´gime
diffusif [5, 93]. Ne´anmoins, ce mode`le permet de prendre en compte l’irre´gularite´ de l’interface, ce qui
explique certains effets importants de la catalyse he´te´roge`ne.
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Fig. 1.4 – A gauche : surface irre´gulie`re d’un catalyseur ; a` droite : repre´sentation
sche´matique de la catalyse he´te´roge`ne sur une surface catalytique.
On retrouve encore une description mathe´matique identique a` la pre´ce´dente.
1.1.4 Re´sonance magne´tique nucle´aire dans des milieux poreux
On peut aussi mentionner la re´sonance magne´tique nucle´aire (RMN) dans un milieu
poreux. Conside´rons un milieu poreux rempli par un gaz polarisable. L’application d’un
champ magne´tique permet de polariser les atomes dans une direction choisie. Les parti-
cules diffusant dans le volume, elles peuvent rencontrer l’interface et relaxer en perdant
leur polarisation avec une probabilite´ donne´e par la concentration de sites de relaxation.
Cet effet peut eˆtre pris en compte a` l’aide d’une condition aux limites mixte comme
pre´ce´demment. Si l’on conside`re l’e´tat stationnaire, la concentration des particules satis-
fait l’e´quation de Laplace. On trouve encore que ce proble`me physique peut se de´crire
comme pre´ce´demment.
Cependant, il est important de mentionner certaines particularite´s de la re´sonance
magne´tique nucle´aire. Tout d’abord, on ne peut pas vraiment parler de source de par-
ticules, car elles remplissent tout le volume. De plus, la relaxation du spin fait que l’ai-
mantation globale de´croˆıt au cours du temps. Pour ne pas de´velopper une analyse plus
complexe qui serait spe´cifique a` la physique particulie`re de la RMN, on ne conside´rera
donc pas ce proble`me dans la suite. Ne´anmoins, plusieurs concepts de´veloppe´s pour le
transport laplacien peuvent eˆtre applique´s a` l’e´tude de la re´sonance magne´tique nucle´aire
dans un milieu poreux.
1.1.5 Description mathe´matique ge´ne´rale
Les phe´nome`nes pre´sente´s plus haut sont de natures tout a` fait diffe´rentes. Ne´anmoins,
ils peuvent eˆtre ramene´s au meˆme formalisme mathe´matique que l’on peut de´crire de la
manie`re suivante : prenons Ω un domaine dans l’espace euclidien Rd de d dimensions
(d ≥ 2). Sa frontie`re ∂Ω peut eˆtre divise´e en deux parties qui fonctionnent diffe´remment.
La premie`re partie, dite surface de travail, repre´sente la membrane semi-perme´able, ou
l’e´lectrode de travail, ou la surface catalytique, etc. La deuxie`me partie, dite source,
repre´sente la source des particules diffusives, ou la contre-e´lectrode, ou la source des
particules re´actives, etc. Pour l’instant, nous les distinguons par des indices 1 ou 2. Le
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Fig. 1.5 – Forme ge´ne´rale du proble`me de transport laplacien.
transport laplacien est alors de´crit par le proble`me aux limites mixte suivant :
∆u = 0 dans le volume Ω (1.8)
u− Λ∂u
∂n
= 0 sur la surface de travail (∂Ω)1 (1.9)
u = 1 sur la source (∂Ω)2 (1.10)
La longueur caracte´ristique Λ refle`te les proprie´te´s physico-chimiques du phe´nome`ne
conside´re´. Nous rappelons que cette longueur se de´finit diffe´remment selon le domaine
e´tudie´ :
Λ =
r
ρ
Λ =
D
W
Λ =
D
K
(1.11)
ou` r, W−1 ou K−1 de´crivent la ((difficulte´)) a` traverser l’interface, tandis que ρ et D−1
repre´sentent la ((difficulte´)) du transport dans le volume.
1.2 Proble`me aux limites : ge´ne´ralite´s
Les proble`mes aux limites pour l’e´quation de Laplace ont e´te´ e´tudie´s depuis longtemps.
Dans cette section, nous allons mentionner certaines me´thodes the´oriques et nume´riques
permettant de re´soudre les proble`mes aux limites de types diffe´rents. On conside`re donc
l’e´quation de Laplace dans un domaine Ω avec une condition aux limites sur la frontie`re
∂Ω.
• La fonction de Green du domaine Ω permet d’exprimer la solution d’un proble`me
aux limites comme la convolution de cette fonction de Green avec une fonction
donne´e sur la frontie`re (condition aux limites). En d’autres termes, un proble`me
aux limites ge´ne´ral est re´duit en un proble`me particulier, consistant a` trouver la
fonction de Green correspondante [116].
• La the´orie du potentiel permet de repre´senter la solution d’un proble`me aux
limites comme l’inte´grale surfacique d’un potentiel connu multiplie´ par une fonction
inconnue a` trouver. La condition aux limites conduit a` l’e´quation inte´grale (prise
sur la frontie`re) pour cette fonction inconnue qui peut eˆtre re´solue nume´riquement.
Cette me´thode dite me´thode des e´le´ments frontie`res est un des outils nume´riques
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principaux de notre travail (voir chapitre 2). Notons que la the´orie du potentiel
permet de de´montrer l’existence et l’unicite´ de la solution (forte) d’un proble`me
aux limites [112].
• La me´thode variationnelle re´duit un proble`me aux limites a` un proble`me d’op-
timisation, ce qui permet d’e´tablir l’existence et l’unicite´ d’une solution (forte ou
faible) par des me´thodes d’analyse fonctionnelle dans les espaces de Hilbert. De plus,
cette approche e´tend le proble`me aux limites en introduisant la notion de solution
faible ce qui permet d’affaiblir les hypothe`ses de re´gularite´ sur les conditions aux
limites, le domaine, etc. [3, 52, 96, 141]. Le principe variationnel fournit une base
the´orique a` la me´thode des e´le´ments finis, tre`s puissante sur le plan nume´rique.
• La the´orie des processus stochastiques permet de repre´senter la solution d’un
proble`me aux limites comme l’espe´rance mathe´matique (dans ce cas, la moyenne
par rapport aux trajectoires stochastiques c’est-a`-dire l’inte´grale fonctionnelle) d’une
fonctionnelle de´pendant d’une condition aux limites [7, 41, 64, 118]. Cette repre´senta-
tion se rapproche de l’image intuitive de la diffusion mode´lise´e par ces proble`mes aux
limites. Cette approche fournit une base the´orique a` la me´thode de Monte Carlo, un
outil nume´rique fre´quemment utilise´. De plus, les processus stochastiques continus
et discrets, notamment, le mouvement brownien et les marches ale´atoires, forment
le cœur de l’approche de´crite dans ce me´moire (voir ci-dessous).
• La me´thode des diffe´rences finies est une me´thode nume´rique directe de re´solu-
tion de l’e´quation aux de´rive´es partielles et s’utilise dans les cas ge´ome´triquement
plus simples. Moins efficace, elle peut servir de re´fe´rence pour valider les autres
approches.
Le proble`me aux limites (1.8-1.10) de´crivant le transport laplacien pre´sente trois dif-
ficulte´s essentielles :
– une condition aux limites mixte (1.9) ;
– des conditions aux limites diffe´rentes (me´lange´es) : condition de Dirichlet sur la
source et condition mixte sur la surface de travail ;
– l’irre´gularite´ ge´ome´trique des frontie`res conside´re´es.
Cette dernie`re difficulte´ est cruciale : la seule pre´sence d’angles peut se´rieusement modi-
fier l’analyse mathe´matique du proble`me. En effet, l’irre´gularite´ de la frontie`re conduit
a` un changement des proprie´te´s physiques du syste`me, comme nous le verrons dans la
section suivante. La question centrale de notre e´tude est donc : ((Comment l’irre´gularite´
ge´ome´trique de la frontie`re influe-t-elle sur les proprie´te´s de transport du syste`me conside´re´ ?))
1.3 Comportement anormal de l’impe´dance
1.3.1 Condensateurs simples
Le caracte`re capacitif d’une cellule e´lectrochimique soumise a` un potentiel alternatif
est un phe´nome`ne bien connu. Conside`rons un condensateur simple compose´ de deux
plaques me´talliques plates se´pare´es par une distance δ (Fig. 1.6a). L’application d’un
potentiel e´lectrique entre ces deux plaques induit une diffe´rence de charges dont la valeur
est proportionnelle au potentiel, le facteur de proportionnalite´ C e´tant appele´ capacite´.
La variation du potentiel applique´ au cours de temps modifie alors la charge cumule´e.
Lorsque l’on applique une tension sinuso¨ıdale V (t) = V0 exp(−iωt) de fre´quence ω a` un
10 1 Les phe´nome`nes de transport laplacien
condensateur, le courant e´lectrique induit I(t) se calcule donc comme :
I(t) =
dq(t)
dt
=
(−iωC)V (t)
Etant proportionnel a` V (t) avec un facteur ωC, ce courant est de´phase´ par rapport au
potentiel d’un angle pi/2. On peut donc de´finir une quantite´ complexe, dite impe´dance,
comme le rapport entre les transforme´es de Fourier du potentiel et du courant :
Z(ω) = V (ω)/I(ω)
En particulier, l’impe´dance d’un condensateur simple est purement imaginaire :
Zc =
1
−iωC
La capacite´ C de´pend, quant a` elle, de la permittivite´ relative (constante die´lectrique)
² du mate´riau compris entre les deux plaques me´talliques et de la ge´ome´trie des plaques.
Ainsi, un condensateur plane compose´ de deux plaques planes paralle`les, se´pare´es d’une
distance δ et chacune de surface totale Stot (Fig. 1.6a), posse`de une capacite´ :
Cplat = ²²0 Stot/δ
²0 e´tant la constante e´lectrique (permittivite´ absolue du vide) : ²0 = 8,8541878 · 10−12 F ·
m−1. Notons que cette expression ne tient pas compte des effets de bord. En introduisant
la capacite´ surfacique γ = Cplat/Stot, on peut repre´senter l’impe´dance d’un condensateur
simple comme :
Zc =
ρΛ
Stot
Λ =
1
−iωγρ
Il est important de remarquer la de´pendance line´aire par rapport a` Λ (ou bien a` l’inverse
de la fre´quence). De plus, l’impe´dance est proportionnelle a` l’inverse de l’aire totale Stot des
plaques du condensateur. Nous allons voir que cette expression fournit le comportement
asymptotique de l’impe´dance dans la limite des basses fre´quences (limite de Neumann).
Les expressions pour les condensateurs sphe´rique et cylindrique (Fig. 1.6b,c) sont
respectivement :
Csphere = 4pi²²0
r1r2
r2 − r1 Ccylind = 2pi²²0h ln
r2
r1
ou` r1 < r2 sont les rayons de deux e´lectrodes sphe´riques (cylindriques), et h est la hauteur
du condensateur cylindrique.
1.3.2 Du condensateur simple au comportement anormal
• 1926, Wolff : Premie`re observation d’un comportement anormal
Pour les condensateurs pre´ce´dents, on a donc vu que la capacite´ ne de´pend pas de
la fre´quence ω. Cependant, une e´tude expe´rimentale effectue´e par Wolff [147] en 1926 a
montre´ de manie`re incontestable que cette capacite´ pouvait varier avec la fre´quence. Dans
son expe´rience, les e´lectrodes en platine et en or e´taient place´es dans l’acide sulfurique.
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(c)
Fig. 1.6 – Images sche´matiques de condensateurs simples : (a) plane ; (b) sphe´rique ; (c)
cylindrique.
Wolff a mis en e´vidence une de´pendance de la capacite´ C en fre´quence ω de type loi de
puissance, C ∼ C0ωβ−1, dans un domaine de fre´quences compris entre 200 Hz et 200 kHz
(l’exposant β e´tant proche de 0,7 aux basses fre´quences et de 0,5 aux hautes fre´quences).
De plus, un de´phasage d’un angle diffe´rent de pi/2 a e´te´ observe´. Ce de´phasage se de´termine
par le meˆme exposant β, ce qui implique la relation simple pour l’impe´dance :
Z(ω) =
1
C0(−iω)β =
1
C0ωβ
(
cos
βpi
2
+ i sin
βpi
2
)
(1.12)
Selon les cas, la valeur de l’exposant β e´tait comprise entre 0 et 1. Ce phe´nome`ne a e´te´
baptise´ comportement de de´phasage constant 5 ou comportement anormal. Le re´sultat de
Wolff a suscite´ un grand nombre d’e´tudes the´oriques et expe´rimentales dans le but de
comprendre ce phe´nome`ne.
• 1965, de Levie : Rayures microscopiques de l’e´lectrode
Pendant des anne´es, le sujet est reste´ sans explication the´orique. En 1965, de Levie
attira l’attention sur le proble`me des e´lectrodes, expliquant que l’existence d’une rugosite´
de l’e´lectrode au niveau microscopique pouvait conside´rablement modifier ses proprie´te´s
[81]. Par conse´quent, les mesures e´lectrochimiques doivent eˆtre interpre´te´es en tenant
compte de l’effet de la rugosite´ (voir, par exemple, les photos d’une e´lectrode me´tallise´e
au chapitre 7).
De plus, de Levie proposa un mode`le simple de rayures microscopiques sur la surface
de l’e´lectrode. Conside´rons une rayure de profil triangulaire dans le plan xy (Fig. 1.7a).
Afin d’e´viter les difficulte´s aux bords, on suppose que la rayure est infinie le long de l’axe
z. On peut donc se restreindre a` un proble`me bidimensionnel (Fig. 1.7b). En divisant
l’axe x en segments infinite´simaux, on repre´sente la solution e´lectrolytique remplissant
le volume de cette rayure par une suite de petits trape`zes allonge´s verticalement dont le
sche´ma e´lectrique e´quivalent est pre´sente´ dans la figure 1.7c. Chaque e´le´ment volumique
posse`de la re´sistance R(x)dx = ρdx/y, tandis que chaque areˆte me´tallique posse`de une
impe´dance Z(x)/dx = ζ cosα/dx, ou` ζ est l’impe´dance surfacique de la double couche.
L’application des lois de Kirchhoff conduit aux e´quations diffe´rentielles suivantes pour le
5Constant Phase Angle (CPA) behavior.
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Fig. 1.7 – Mode`le simple des rayures microscopiques propose´ par de Levie.
potentiel V (x) et le courant i(x) :
dV = i(x)R(x)dx di =
V (x)
Z(x)
dx
d’ou` l’on tire l’e´quation de Bessel pour le courant i(x) :
d2i
dx2
− ρ
ζ sinα
i
x
= 0
De Levie proce´da ensuite a` une e´tude de´taille´e de la solution de cette e´quation. La
conclusion pratique de son travail est que la rugosite´ de l’e´lectrode doit eˆtre prise en
compte lors de mesures e´lectrochimiques. Plus fondamentalement, le roˆle important joue´
par l’irre´gularite´ a e´te´ mis en e´vidence.
• 1975, Scheider : Lignes de transmission infinies
Une tentative inte´ressante pour relier l’exposant β a` la ge´ome´trie particulie`re de l’e´lect-
rode de travail a e´te´ effectue´e par Scheider [134]. Dans son approche, cet exposant doit
eˆtre avant tout lie´ a` un sche´ma e´lectrique e´quivalent compose´ de re´sistances et de capa-
cite´s (sche´ma RC). Ensuite, l’interpre´tation ge´ome´trique peut eˆtre trouve´e. On remarque
d’abord qu’un sche´ma RC fini ne pre´sente pas de comportement de de´phasage constant
avec un exposant fractionnel [18]. Il faut donc conside´rer des sche´mas infinis. Par exemple,
l’impe´dance d’un sche´ma RC infini montre´ sur la figure 1.8a est proportionnelle a` ω−1/2
(ce sche´ma e´lectrique correspond a` une diffusion dans un pore infiniment profond). Sur
la base de cet exemple, on peut construire des sche´mas e´lectriques plus complexes. En
particulier, si l’on remplace chaque re´sistance sur la figure 1.8a par un autre sche´ma
RC infini (Fig. 1.8b), on obtient une impe´dance qui varie comme ω−3/4. La deuxie`me
ite´ration de cette proce´dure conduit a` une impe´dance qui varie comme ω−5/8 ou ω−7/8.
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b
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b
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Fig. 1.8 – Sche´mas RC infinis : (a) exemple classique dont l’impe´dance varie comme
ω−1/2 ; (b) sche´ma plus complexe pour lequel l’impe´dance varie comme ω−3/4.
L’ite´ration de cette proce´dure k fois permet d’avoir une impe´dance dont la de´pendance de
la fre´quence ω est ω−β, ou` β prend une valeur 1/2+ (2m− 1)/2k+1, avec m ∈ {1,...,2k−1}.
Par conse´quent, pour une valeur rationnelle de l’exposant β, on peut construire un sche´ma
e´lectrique correspondant. Reste enfin a` de´gager une interpre´tation ge´ome´trique d’un tel
sche´ma.
• 1982, Le Me´haute´, Crepy : Comportement anormal vis-a`-vis de la ge´ome´trie
En supposant que le comportement anormal de l’impe´dance est lie´ a` la ge´ome´trie
complexe de l’e´lectrode de travail, Le Me´haute´ et Crepy [101, 102] ont de´veloppe´ une
approche base´e sur l’e´quation de diffusion modifie´e (diffusion anormale). En particulier,
pour une e´lectrode fractale, ils ont trouve´ une relation entre l’exposant β du comportement
de de´phasage constant et la dimension fractale Df :
β =
1
Df
(d = 2) β =
1
Df − 1 (d = 3) (1.13)
Cependant, le formalisme de Le Me´haute´ et Crepy n’est pas comple`tement satisfaisant.
En effet, on ne voit pas de raison physique pour modifier l’e´quation de diffusion de fac¸on
artificielle dans un milieu ordinaire. Notons que les approches suivantes, en revanche,
utilisent une e´quation de diffusion classique (ou l’e´quation de Laplace pour le re´gime
stationnaire), mais avec une condition aux limites de´finie sur une frontie`re irre´gulie`re.
Bien que le formalisme de Le Me´haute´ et Crepy n’ait pas e´te´ de´veloppe´ ulte´rieurement,
le me´rite essentiel de leur travail re´side dans l’explication du comportement anormal par
les proprie´te´s fractales de la ge´ome´trie ou, plus ge´ne´ralement, dans l’attention qu’ils ont
attire´ au roˆle de la ge´ome´trie fractale dans ces phe´nome`nes. De plus, leur relation (1.13)
a e´te´ retrouve´e ulte´rieurement par d’autres me´thodes (voir ci-dessous).
• 1985, Nyikos, Pajkossy : Analyse dimensionnelle
Sur la base de cette ide´e remarquable, Nyikos et Pajkossy [105] ont e´tabli les relations
(1.13) a` l’aide de l’analyse dimensionnelle. D’apre`s leur hypothe`se, la surface me´tallique de
l’e´lectrode bloquante posse`de une structure microscopique tre`s complique´e qui peut eˆtre
mode´lise´e par une fractale. L’avantage de cette approche est que toutes les irre´gularite´s de
la surface (rayures, de´fauts, etc.) se de´crivent par un seul nombre, la dimension fractaleDf .
Cette fractalite´ est cependant limite´e infe´rieurement et supe´rieurement par deux valeurs
de coupure (((cut-off))) pour les e´chelles de longueurs. En l’absence de processus diffusifs
et de courant de Faraday (e´lectrode parfaitement bloquante), le potentiel e´lectrique pre`s
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Fig. 1.9 – Re´seau e´lectrique e´quivalent : (a) la re´sistivite´ de l’e´lectrolyte se mode´lise
par des re´sistances (e´le´ments carre´s), tandis que la capacite´ de la double couche pre`s de
l’e´lectrode de travail se mode´lise par des condensateurs (e´le´ments ronds) ; (b) courants et
potentiels dans l’e´lectrolyte ; (c) courants et potentiels dans la double couche.
de l’e´lectrode est e´crante´ par la double couche dont la taille est tre`s petite (voir sous-
section 1.1.1).
La cellule e´lectrique peut eˆtre repre´sente´e par un re´seau e´lectrique comportant des
re´sistances et des capacite´s (Fig. 1.9a). En particulier, la re´sistivite´ de l’e´lectrolyte ρ
s’introduit par de petites re´sistances ρ/ad−2 (Fig. 1.9b). La premie`re loi de Kirchhoff
e´nonce que la somme de tous les courants arrivant en un point du re´seau e´lectrique est
e´gale a` 0 :
i1 + i2 + i3 + i4 = 0
Selon la loi d’Ohm, on a : ij = (Vj − V )/(ρ/ad−2) pour j = 1,2,3,4, ce qui permet de
retrouver l’e´quation de Laplace discre`te pour le potentiel dans l’e´lectrolyte :
V − 1
4
(
V1 + V2 + V3 + V4
)
= 0
Le courant i pre`s de l’e´lectrode de travail (Fig. 1.9c) s’exprime soit comme i = (V1−V0)/ζ,
soit comme i = (V2 − V1)/(ρ/ad−2), ou` ζ est l’impe´dance surfacique de la double couche
(ζ = (iωγ)−1). En prenant le potentiel e´lectrique V0 = 0 sur l’e´lectrode de travail, on
trouve la relation (V2 − V1)/a = (ρ/ad−1)V1/ζ. C’est une forme discre`te de la condition
aux limites mixte (1.9), ou` Λ = ζad−1/ρ.
La re´ponse line´aire de la cellule e´lectrolytique peut eˆtre exprime´e par l’impe´dance
du re´seau e´lectrique e´quivalent, ou encore par son admittance (inverse de l’impe´dance).
L’admittance de tout re´seau e´lectrique a` deux poˆles (deux e´lectrodes) s’e´crit de fac¸on
ge´ne´rale [18] :
Y =
∑
j
iωCj
1 + iωCjRj
(1.14)
ou` Rj et Cj sont des re´sistances et des capacite´s a` de´terminer
6. Si l’on augmentait la
6Nous reviendrons sur cette relation importante au cours de ce me´moire. En particulier, nous
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taille de notre cellule d’un facteur α, toutes les quantite´s se ((dilateraient)) de manie`re
particulie`re. L’admittance Y varie avec l’aire totale de l’e´lectrode. A l’e´chelle macrosco-
pique, Y (α,ω) = α2Y (1,ω). Les capacite´s microscopiques Cj varient avec l’aire a` l’e´chelle
microscopique, c’est-a`-dire, avec la dimension fractale, Cj(α) = α
DfCj(1). Enfin, pour les
re´sistances Rj, on a simplement Rj(α) = α
−1Rj(1). La substitution de ces relations dans
(1.14) conduit a` :
α2Y (1,ω) = Y (α,ω) =
∑
j
iωαDfCj(1)
1 + iωαD1−1Cj(1)Rj(1)
= αY (1,ωαDf−1)
D’autre part, le comportement anormal s’e´crit comme :
Y (kω) = kβY (ω)
d’ou` l’on tire k = αDf−1, ce qui implique la deuxie`me relation (1.13) pour l’exposant β.
La meˆme analyse dimensionnelle s’applique au cas bidimensionnel (d = 2) :
Y (α,ω) = αY (1,ω) Cj(α) = α
DfCj(1) Rj(α) = Rj(1)
d’ou` l’on retrouve la premie`re relation (1.13).
• 1985, Makarov : Dimension d’information de la mesure harmonique
Lorsque l’on conside`re des interfaces absorbantes, il est important de savoir quels sont
les endroits ge´ome´triques de cette interface ou` le transport diffusif (laplacien) se produit de
manie`re significative. Lamesure harmonique est l’outil mathe´matique parfaitement adapte´
pour re´pondre a` cette question. Elle est de´finie pour chaque sous-ensemble de la frontie`re7
comme la probabilite´ d’eˆtre atteint par un mouvement brownien. En d’autres termes, cette
mesure permet de quantifier l’accessibilite´ de la frontie`re par le mouvement brownien.
Pour une surface lisse, la mesure harmonique peut eˆtre caracte´rise´e par la densite´ de
flux des particules arrive´es sur la frontie`re (densite´ de courant primaire en e´lectrochimie).
Lorsque l’on s’inte´resse a` des frontie`res tre`s irre´gulie`res (fractales), cette densite´ n’est plus
de´finie dans tous les cas, ce qui exige d’introduire un autre concept pour caracte´riser la
mesure. Ce concept est lie´ a` l’analyse multifractale : comment la mesure (ou ses moments)
se comporte-t-elle lorsque l’on change le grossissement avec lequel on la regarde ? (voir
le chapitre 6 pour plus de de´tails). En particulier, on peut se demander quelle est la
dimension du support de la mesure harmonique, appele´e dimension d’information, dans
le cas des frontie`res fractales ? Cette question purement mathe´matique a e´te´ re´solue pour
des courbes fractales dans le plan par Makarov en 1985 : pour tout ensemble simplement
connecte´ dans le plan, la dimension d’information de la mesure harmonique est e´gale a` 1
[91]. Ce the´ore`me mathe´matique a apporte´ plusieurs nouveaux concepts en physique. En
particulier, si l’on introduit le concept de zone active comme e´tant le sous-ensemble de la
frontie`re ou` la plupart des particules arrivent, la taille caracte´ristique de cette zone est de
l’ordre du diame`tre de la fractale (et donc bien diffe´rente du pe´rime`tre qui, lui, est infini
dans la limite des fractales mathe´matiques, voir l’annexe A.5). Le the´ore`me de Makarov
est fre´quemment utilise´ dans l’analyse des proprie´te´s du transport laplacien (notamment,
de´montrerons l’expression (1.14) a` l’aide de l’approche continue que nous allons e´tablir et donnerons un
sens particulier aux re´sistances Rj et capacite´s Cj , ce qui nous donnera ainsi un moyen de les de´terminer.
7Une de´finition plus rigoureuse en sera donne´e au chapitre 3.
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Fig. 1.10 – Mode`le de Liu de pores hie´rarchiques : (a) profil de l’interface e´lectrode-
e´lectrolyte obtenue par la proce´dure ite´rative (n = 2 branches sont apparues a` chaque
e´tape de branchement dont les tailles sont α = 3 fois moins de celle de la branche
pre´ce´dente) ; (b) sche´ma e´lectrique e´quivalent de la surface de Liu.
dans l’approximation de l’arpenteur de´veloppe´e par Sapoval [126], voir ci-dessous).
• 1985, Liu, Kaplan, Gray : Mode`le de pores hie´rarchiques
La meˆme anne´e, un mode`le fractal de pores hie´rarchiques a e´te´ propose´ par Liu [85].
Dans ce mode`le, la rugosite´ de la surface de l’e´lectrode est approche´e par des rayures
progressivement plus fines, dont la structure totale est auto-affine (Fig. 1.10a). A chaque
e´tape de branchement, n branches apparaissent dont les tailles sont α fois plus petites
que celle de la branche pre´ce´dente. Cette structure est inspire´e de l’ensemble de Cantor
dont la dimension fractale est df = lnn/ lnα. Par conse´quent, la dimension fractale de
l’interface est Df = 2 + df = 2 + lnn/ lnα.
Du point de vue e´lectrochimique, le comportement e´lectrique d’une telle cellule se
de´crit par une ligne de transmission infinie compose´e de re´sistances et de capacite´s
e´le´mentaires (voir le sche´ma e´lectrique sur la figure 1.10b). Si ρ est la re´sistivite´ de
l’e´lectrolyte, la re´sistance R du premier niveau est R = ρh/bL, ou` h est la profondeur
de ce niveau, b l’e´paisseur constante de la cellule et L la taille de la cellule. Comme la
profondeur de chaque niveau est e´gale a` h (par construction), la re´sistance d’une branche
est α fois plus grande que celle de la branche pre´ce´dente car la taille correspondante est
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α fois plus petite. L’impe´dance totale de la cellule est donc :
Z(ω) = R +
1
iωC +
n
αR +
1
iωC +
n
α2R + ...
Cette fraction continue implique la relation simple :
Z(ω/α) = R +
αZ(ω)
iωCZ(ω) + n
En supposant que l’impe´dance diverge plus lentement que 1/ω a` la limite ω → 0, on
obtient la relation :
Z(ω/α) =
α
n
Z(ω)
d’ou` l’on tire
Z(ω) ∼ ω−β
avec β = 1 − lnn/ lnα. Comme Df = 2 + lnn/ lnα, on trouve finalement une nouvelle
relation entre l’exposant β et la dimension fractale Df :
β = 3−Df (1.15)
Evidemment, cette relation contredit celle (1.13) trouve´e par Le Me´haute´, Crepy, Nyikos
et Pajkossy. Le mode`le de Liu montre donc que l’exposant β de l’impe´dance et la rugosite´
de l’e´lectrode de travail ne peuvent pas eˆtre lie´s par une relation universelle valable pour
toutes les fractales. Par la suite, nous verrons d’autres exemples de ce type.
Notons que la structure fractale repre´sente´e sur la figure 1.10a est trop ide´alise´e. Dans
la re´alite´, les rayures se placent de fac¸on plus ou moins ale´atoire. L’approche de Kaplan et
Grey [69, 86] ge´ne´ralise le mode`le de Liu : a` chaque e´tape de branchement, on peut avoir
un nombre ale´atoire de branches et la taille de chaque branche est e´galement ale´atoire.
En reproduisant l’approche de Liu, Kaplan et Gray ont obtenu la meˆme relation (1.15)
au sens statistique.
• 1986, Keddam, Takenouti : Circuit e´quivalent simplifie´
Nous avons de´ja` mentionne´ ci-dessus que la cellule e´lectrochimique peut eˆtre repre´sen-
te´e par un re´seau e´lectrique contenant des re´sistances et des capacite´s. Keddam et Take-
nouti ont de´veloppe´ une approche ite´rative pour des e´lectrodes de Von Koch [70, 71, 125].
Conside´rons l’e´lectrode mince d’e´paisseur b dont le profil est la courbe de Von Koch qua-
drangulaire de dimension fractale Df = ln 5/ ln 3 (Fig. 1.11a). Si Zn est l’impe´dance de
n-ie`me ge´ne´ration (n-ie`me e´tape de la proce´dure ite´rative de construction de la courbe
fractale), on peut e´valuer l’impe´dance Zn+1 par une approximation de circuit e´quivalent
simplifie´ (Fig. 1.11b). La re´sistance de l’e´lectrolyte s’introduit par trois re´sistances Rn
de l’e´lectrolyte entre deux e´lectrodes plus une re´sistance α˜Rn de la cavite´, avec un fac-
teur d’e´chelle approprie´ α˜. Chaque partie de la surface de l’e´lectrode de travail posse`de
l’impe´dance Zn normalise´e par l’aire (longueur) de l’interface correspondante. Finalement,
la cellule de ge´ne´ration n + 1 peut eˆtre repre´sente´e par un circuit e´quivalent simplifie´
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Fig. 1.11 – Approximation ite´rative : (a) l’e´lectrode dont le profil est la courbe de
Von Koch quadrangulaire ; (b) approximation par circuit e´quivalent simplifie´ ; (c) sche´ma
e´lectrique e´quivalent.
(Fig. 1.11c). L’impe´dance de ce circuit se calcule alors aise´ment :
1
Zn+1
=
2
Rn + Zn
+
1
Rn +
1
2
αZn
+
1
α˜Rn + (3− 2/α)−1Zn
Le facteur α correspond a` une partie de la surface de l’e´lectrode de travail dans la cavite´
(Fig. 1.11b). La relation classique donnant la re´sistance d’un fil me´tallique de longueur
h et de section perpendiculaire S, R = ρh/S, nous permet alors de calculer la re´sistance
de chaque bloc carre´ d’areˆte ` : Rn = Rn−1 = ... = R0 = ρ`/b`. L’impe´dance Z0 est
purement capacitive, Z0 = (iωγb`)
−1, ω e´tant la fre´quence de la tension applique´e et γ la
capacite´ correspondante. La relation re´cursive de l’impe´dance Zn+1 permet donc d’e´tudier
la re´ponse d’une e´lectrode de Von Koch et peut se ge´ne´raliser facilement a` d’autres courbes
de Von Koch. Le coefficient α est obtenu graˆce au comportement asymptotique : α = 2.
L’autre coefficient α˜ reste un parame`tre du mode`le dont la valeur est en ge´ne´ral assez
grande (dizaines d’unite´s). Ce mode`le a e´te´ ensuite repris et de´veloppe´ en plus dans [125].
• 1987, Macdonald : Autres origines du comportement anormal
D’apre`s les re´sultats obtenus par de Levie, une micro-rugosite´ peut conduire a` un
comportement anormal comme, par exemple, le comportement de de´phasage constant.
Cependant, la ge´ome´trie irre´gulie`re n’est pas la seule origine possible de ce phe´nome`ne.
Comme l’a montre´ Macdonald [88, 89], le comportement de de´phasage constant peut eˆtre
e´ventuellement lie´ a` une distribution particulie`re des e´nergies d’activation sur la surface
de l’e´lectrode. Plus pre´ci´sement, les de´fauts internes du me´tal re´el sont a` l’origine d’une
distribution particulie`re des charges sur sa surface, ce qui peut entraˆıner un comportement
de de´phasage constant meˆme sur une e´lectrode plate. Nous reviendrons sur cette discussion
au chapitre 7 qui pre´sente notre e´tude expe´rimentale.
• 1987, Halsey, Leibig : The´orie de la double couche
Une description inte´grale du proble`me a e´te´ propose´e par Halsey et Leibig [58–62, 78,
80]. En utilisant les fonctions de Green de ce proble`me, ils ont repre´sente´ l’admittance de
l’e´lectrode comme une fonction ge´ne´ratrice dont les coefficients ont un sens probabiliste
(voir sous-section 1.4). L’application de cette technique a` des e´lectrodes autosimilaires
conduit a` une nouvelle relation entre l’exposant β de l’impe´dance, la dimension fractale
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Df de l’interface de l’e´lectrode et l’exposant de corre´lation τ(2) de la mesure harmonique
(voir chapitre 6 pour la de´finition) :
β =
τ(2)− d+ 2
Df − d+ 2 (1.16)
Nous allons voir que l’exposant de corre´lation τ(2) est normalement assez proche de
d− 1. Par conse´quent, cette relation est tre`s proche de l’expression (1.13) obtenue par Le
Me´haute´ et al.
• 1987, Sapoval : Electrode de Sierpinski
Diffe´rentes relations entre l’exposant β de l’impe´dance d’une cellule e´lectrochimique
et la rugosite´ de l’e´lectrode de travail ont e´te´ e´tablies pre´ce´demment. Chacune d’entre
elles a e´te´ justifie´e dans le cadre d’une surface irre´gulie`re bien choisie. Leur apparente
incompatibilite´ tient au fait que ces relations ne s’appliquent chaque fois qu’a` une classe
particulie`re de surfaces irre´gulie`res.
L’e´lectrode de Sierpinski e´tudie´e par Sapoval [121] constitue un cas spe´cifique pour
lequel le proble`me peut eˆtre re´solu de fac¸on exacte. Cette e´lectrode tridimensionnelle
est compose´e de pores infiniment profonds dont la section est un tapis de Sierpinski
(Fig. 1.12). La re´ponse de chaque pore se calcule analytiquement :
Z = (1− i)(ρ/γ)1/2(2`)3/2 ω−1/2
ou` ρ est la re´sistivite´ de l’e´lectrolyte, γ la capacite´ surfacique de l’e´lectrode, ` la taille
du pore, et ω la fre´quence de la tension applique´e. Tous les pores e´tant en paralle`le,
l’admittance de l’e´lectrode de Sierpinski est la somme des admittances de chaque pore.
Si l’on conside`re une vraie fractale mathe´matique qui contient une infinite´ des pores de
tailles de plus en plus petites, on obtient une admittance infinie pour n’importe quelle
fre´quence ω. En revanche, la fractale physique limite´e par une valeur de coupure minimale
posse`de une admittance finie qui varie comme ω−1/2 (avec un pre´facteur). L’e´lectrode de
Sierpinski dont la dimension fractale est e´gale a` Df = 1 + ln 8/ ln 3 ' 2,8928 est donc un
contre-exemple de toutes les relations (1.13), (1.15) et (1.16). De plus, si l’on conside`re
l’e´lectrode de Sierpinski dont les pores ont une longueur finie, on peut calculer l’impe´dance
de chaque pore analytiquement ce qui donne encore un contre-exemple a` ces relations.
Cette analyse a e´te´ ensuite approfondie dans [122].
• 1991, Meakin, Sapoval : Arguments d’e´chelle
Meakin et Sapoval ont e´tudie´ la re´ponse line´aire d’e´lectrodes irre´gulie`res bidimension-
nelles en utilisant des marches ale´atoires [99]. Leurs arguments d’e´chelle permettent de
retrouver la relation simplifie´e (1.13) pour l’exposant β et la dimension fractale Df . Tout
d’abord, il faut distinguer les trois re´gimes du comportement de l’impe´dance spectrosco-
pique des e´lectrodes irre´gulie`res :
1. Dans le re´gime de Neumann (grandes valeurs de Λ ou basses fre´quences), toute la
surface de l’e´lectrode irre´gulie`re fonctionne uniforme´ment comme un condensateur.
Par conse´quent, l’impe´dance spectroscopique est proportionnelle a` la longueur Λ (a`
l’inverse de la fre´quence) :
Zsp(Λ) ' ρ(Λ/Ltot)
2. Dans le re´gime de Dirichlet (faibles valeurs de Λ ou hautes fre´quences), l’impe´dance
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Fig. 1.12 – Electrode de Sierpinski repre´sente l’ensemble des pores profonds dont la
section correspond a` un tapis de Sierpinski.
spectroscopique de´croˆıt line´airement avec Λ :
Zsp(Λ) ' ρ(Λ/Ldir)
La quantite´ Ldir appele´e longueur de la zone active de Dirichlet joue, comme on le
verra plus loin, un roˆle important dans les phe´nome`nes de transport laplacien car
elle est lie´e au masquage diffusionnel.
3. Si la longueur de la zone active Ldir diffe`re de la longueur totale Ltot, un re´gime tran-
sitoire non line´aire entre ces deux comportements asymptotiques apparaˆıt ne´cessaire-
ment. Dans le cas d’une e´lectrode autosimilaire, ce re´gime correspond au comporte-
ment de de´phasage constant dont l’exposant β peut eˆtre relie´ a` la dimension fractale
Df par des arguments d’e´chelle qui vont eˆtre pre´sente´s ci-dessous.
La premie`re observation importante, que nous avons de´ja` e´voque´, est la possibilite´ d’in-
troduire une longueur caracte´ristique Λ pour chaque phe´nome`ne de transport laplacien :
Λ = r/ρ pour le transport e´lectrique en potentiel continu, Λ = (ωγρ)−1 pour le transport
e´lectrique en potentiel alternatif, Λ = D/W pour le transport diffusif (voir section 1.1).
Dans chaque cas, la longueur Λ est un parame`tre physique inde´pendant de la ge´ome´trie.
Si l’on suppose que l’impe´dance spectroscopique Zsp(Λ) pre´sente un comportement de
de´phasage constant, l’argument dimensionnel ne´cessite une relation de type :
Zsp(Λ) ' ρ
(
Λ/L0
)β
ce qui introduit une nouvelle longueur L0. La deuxie`me observation est que pour une
(pre´)fractale autosimilaire, il n’existe que deux longueurs ge´ome´triques macroscopiques :
son diame`tre L (sa dimension) et son pe´rime`tre Ltot, dont la variation d’e´chelle est sim-
plement Ltot = `(L/`)
Df , ou` ` est une valeur de coupure minimale. Si l’on prend L0 ' L,
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(a)
(b)
(c)
Fig. 1.13 – Fractale d’information pour la courbe de Von Koch : (a) premie`re ge´ne´ration
fournit un ge´ne´rateur de la fractale d’information ; (b) troisie`me ge´ne´ration de la fractale
d’information ; (c) zone active de Makarov ou` la plupart des particules arrivent.
on trouve que l’impe´dance spectroscopique varie avec le diame`tre L avec un exposant −β.
Ce re´sultat contredit les simulations nume´riques et les observations expe´rimentales qui
donnent une de´pendance line´aire8 avec L−1. Si l’on prend L0 ' Ltot, on obtient :
Zsp(Λ) ' ρΛβ`(Df−1)βL−Dfβ
La de´pendance line´aire en L−1 est donc satisfaite si l’on a Dfβ = 1, ce qui implique la
relation (1.13). Notons que ces arguments d’e´chelle ne s’appliquent pas a` des fractales
auto-affines car il y a plus de deux longueurs ge´ome´triques. Un autre travail de Meakin
et Sapoval s’inte´resse a` cette situation (e´lectrodes poreuses) [100].
• 1993, Sapoval, Gutfraind : Zone active et fractale d’information
Lorsque l’on conside`re une ge´ome´trie irre´gulie`re, il est commode d’introduire la no-
tion de la zone active comme le sous-ensemble de la frontie`re ou` la plupart des particules
arrivent. Ce concept permet de de´velopper des mode`les ou des approximations du trans-
port laplacien (comme, par exemple, une modification du mode`le de circuits e´quivalents
[125] ou l’approximation de l’arpenteur [126]). D’apre`s le the´ore`me de Makarov (voir ci-
dessus), la dimension d’information de la mesure harmonique dans le cas bidimensionnel
est e´gale a` 1. La taille du support de cette mesure est donc proportionnelle au diame`tre de
la frontie`re. En se fondant sur ce re´sultat mathe´matique, pour une ge´ome´trie irre´gulie`re
donne´e, on peut construire un ensemble ge´ome´trique, appele´ fractale d’information, qui
repre´sente, de manie`re approximative, le support de la mesure harmonique [124].
Conside´rons une courbe de Von Koch quadrangulaire de dimension Df = ln 5/ ln 3
(Fig. 1.13). Pour la premie`re ge´ne´ration de diame`tre L, il est facile de distinguer une re´gion
de longueur totale L dont la mesure harmonique est maximale. En utilisant cette re´gion
comme ge´ne´rateur, on construit la fractale d’information correspondante. Le pe´rime`tre
du ge´ne´rateur e´tant e´gal a` L, le pe´rime`tre de chaque ge´ne´ration de cette nouvelle fractale
est toujours e´gal a` L. La fractale d’information repre´sente qualitativement la zone active
(de Makarov) de la frontie`re. Une me´thode de construction de la fractale d’information
pour une ge´ome´trie plus ge´ne´rale a par ailleurs e´te´ expose´e dans [54].
8Des simulations plus re´centes ont mis en e´vidence une de´pendance line´aire avec l’inverse d’une lon-
gueur diffe´rente de L, bien que tre`s proche (voir ci-dessous).
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• 1994, Sapoval : Approximation de l’arpenteur
Sapoval, en 1994, a propose´ une approximation plus ge´ne´rale, dite approximation de
l’arpenteur [126]. L’ide´e consiste a` remplacer le proble`me du transport laplacien a` tra-
vers une surface re´elle partiellement re´sistive (partiellement absorbante) par un autre
proble`me : celui du transport a` travers une surface ide´ale (parfaitement absorbante) dont
la ge´ome´trie s’obtient par ((agraindissement))9 de la surface d’origine a` l’e´chelle physique Λ.
Autrement dit, on remplace la condition aux limites mixte (C/∇nC = Λ) par la condition
aux limites de Dirichlet (C = 0), mais au prix d’une modification de la frontie`re. Cette
approximation est essentiellement base´e sur le the´ore`me de Makarov (voir ci-dessus).
Conside´rons une cellule e´lectrolytique de taille (diame`tre) L et d’epaisseur b (cas quasi-
bidimensionnel) remplie par un e´lectrolyte de re´sistivite´ ρ. L’e´lectrode de travail irre´gulie`re
est caracte´rise´e par une re´sistance surfacique r. Le rapport entre r et ρ de´finit une longueur
physique Λ. Pour un e´le´ment de la frontie`re, on peut introduire une admittance d’acce`s
Yacc et une admittance de passage Ypas. La premie`re quantite´, repre´sentant une re´sistance
d’acce`s vers cet e´le´ment frontie`re, est e´gale a` b/ρ. La deuxie`me quantite´ est de´termine´e
par la re´sistance surfacique r de cet e´le´ment (dont le pe´rime`tre est Ltot) : Ypas = bLtot/r.
Si le pe´rime`tre Ltot est petit par rapport a` la longueur Λ = r/ρ, on a Ypas ¿ Yacc :
le courant est alors limite´ par l’admittance de passage (l’impe´dance Y −1pas est grande). Si
le pe´rime`tre Ltot est grand par rapport a` Λ, on a Ypas À Yacc : le courant est limite´ par
l’admittance d’acce`s. Dans ce dernier cas, le proble`me avec condition aux limites mixte est
proche du proble`me avec condition aux limites de Dirichlet. Pour le proble`me de Dirichlet,
la longueur de la zone active, ou` le courant arrive, est proche de la taille (diame`tre) de
cet e´le´ment. En d’autres termes, dans ce cas, chaque e´le´ment d’une ge´ome´trie irre´gulie`re
pre´sente la meˆme admittance d’acce`s qu’un segment line´aire de la meˆme taille. Si l’on
divise la frontie`re en intervalles curvilignes de pe´rime`tre Λ, on peut ensuite remplacer
chacun d’eux par un segment line´aire correspondant (Fig. 1.14). Cette proce´dure, appele´e
aussi agraindissement, permet de remplacer la frontie`re irre´gulie`re (avec condition aux
limites mixte) par une frontie`re agraindie (avec condition aux limites de Dirichlet). Le
raisonnement pre´ce´dent implique que l’admittance de la frontie`re d’origine est e´gale a`
l’admittance de la frontie`re agraindie. Cette dernie`re s’obtient en sommant les admittances
Yk de chaque segment. Comme toutes ces admittances sont e´gales a` b/ρ, l’admittance Y
est proportionnelle au nombre de segments line´aires ne´cessaires pour mesurer le diame`tre
total L de la frontie`re. Cette approximation fournit donc un outil tre`s simple pour calculer
l’admittance d’une frontie`re irre´gulie`re de re´sistance finie. En effet, il suffit de calculer le
nombre de segments line´aires obtenus par la proce´dure d’agraindissement, ne´cessaires
pour mesurer le diame`tre total de la frontie`re.
Pour une frontie`re autosimilaire de dimension fractale Df , la longueur LΛ de chaque
segment line´aire est : LΛ ' `(Λ/`)1/Df , ou` ` est la valeur de coupure minimale. Par
conse´quent, l’admittance de cette frontie`re est e´gale a` :
Y ' b
ρ
L
LΛ
' bL
ρ`
(
`
Λ
)1/Df
9Traduction franc¸aise du terme anglais coarse-graining propose´e par Sapoval.
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Fig. 1.14 – Approximation de l’arpenteur : (a) la frontie`re irre´gulie`re peut eˆtre subdivise´e
en plusieurs intervalles curvilignes de pe´rime`tre Λ ; (b) l’admittance d’acce`s de chaque
e´le´ment est e´gale a` l’admittance du segment line´aire correspondant, ce qui permet de
remplacer la frontie`re d’origine par une nouvelle frontie`re agraindie.
On trouve donc un comportement anormal de l’impe´dance spectroscopique :
Z(Λ) ∼ Λβ avec β = 1
Df
L’exposant β est e´gal a` l’inverse de la dimension fractale. On retrouve donc encore une fois
la relation (1.13) de Le Me´haute´ et Crepy. Notons que l’approximation de l’arpenteur,
ve´rifie´e nume´riquement dans diverses circonstances [35, 129], a apporte´ des nouveaux
re´sultats inte´ressants sur le transport diffusif (voir, par exemple, [37, 38]).
• 1994, Ruiz-Estrada, Blender, Dieterich : Interpolation entre re´gimes
Ruiz-Estrada, Blender et Dieterich ont e´tudie´ nume´riquement l’impe´dance de l’e´lect-
rode de Von Koch de dimension Df = ln 8/ ln 4 = 1,5 [117]. Si l’on appelle Z
(g)
sp (Λ)
l’impe´dance spectroscopique de la ge´ne´ration d’ordre g, on peut repre´senter ses trois
re´gimes par :
ρ−1Z(g)sp (Λ) ∼


(Λ/Ltot,g) Ltot,g ¿ Λ
(Λ/Lcpa,g)
β `¿ Λ¿ Ltot,g
(Λ/Ldir,g) Λ¿ `
` e´tant la longueur du plus petit segment, et Ltot,g le pe´rime`tre de la ge´ne´ration d’ordre
g : Ltot,g = (4
gDf )`. Les longueurs Lcpa,g et Ldir,g ont e´te´ de´termine´es nume´riquement pour
les diffe´rentes ge´ne´rations. Ainsi :
Ldir,3/Ldir,2 ' 3,87 Ldir,4/Ldir,3 ' 3,69 Ldir,5/Ldir,4 ' 3,66
On trouve donc que la longueur de la zone active de Dirichlet obe´it a` une loi d’e´chelle :
Ldir,g ' (4gτ(2))`, avec un exposant τ(2) e´gal a` 0,94. Notons que cet exposant est bien
la dimension de corre´lation de la mesure harmonique de cette courbe de Von Koch (voir
chapitre 6).
L’interpolation des re´gimes fractal et de Neumann jusqu’a` leur point de croisement
(((cross-over))) Λ ' Ltot,g permet de constater que la longueur Lcpa,g est proche de Ltot,g.
L’interpolation des re´gimes fractal et de Dirichlet jusqu’a` leur point de croisement Λ ' `
donne la relation suivante : (`/Ldir,g) ∼ (`/Ltot,g)β, d’ou` l’on tire la relation de Halsey et
24 1 Les phe´nome`nes de transport laplacien
Leibig (1.16) : β = τ(2)/Df . Notons que ce raisonnement peut e´galement s’appliquer a`
d’autres fractales autosimilaires.
Il est inte´ressant de remarquer que ce raisonnement par interpolation ressemble aux
arguments d’e´chelle de Meakin et Sapoval. Par ailleurs, ces deux approches conduisent a`
des relations le´ge`rement diffe´rentes pour l’exposant β, e´gal soit a` 1/Df , soit a` τ(2)/Df . Si
l’on examine plus attentivement les arguments d’e´chelle, on trouve que l’origine de cette
diffe´rence est lie´e a` une hypothe`se simpliste selon laquelle l’impe´dance varie line´airement
avec l’inverse de la taille de l’e´lectrode (L−1) ou, plus profonde´ment, que la longueur
de la zone active de Dirichlet Ldir est proportionnelle a` cette taille L. Des simulations
nume´riques plus pre´cises (celles de Ruiz-Estrada et al.) ont montre´ que la longueur de
la zone active varie le´ge`rement lorsque l’on passe d’une ge´ne´ration a` l’autre : Ldir,g '
(4g(τ(2)−1))L. La proximite´ des longueurs L et Ldir tient au fait que l’exposant τ(2) est
proche de 1. Si l’on imposait une variation line´aire de l’impe´dance avec L−1dir, des arguments
d’e´chelle de Meakin et Sapoval donneraient alors la relation de Halsey et Leibig (1.16)
pour l’exposant β. Nous reviendrons sur cette discussion au chapitre 4.
• 1999, Filoche, Sapoval : Ope´rateur d’auto-transport brownien
L’analogie formelle entre le proble`me de deux e´lectrodes et celui de la diffusion a`
travers des membranes semi-perme´ables a permis de de´velopper une approche permet-
tant d’e´tudier le transport laplacien de manie`re analytique et quantitative. La notion
d’ope´rateur d’auto-transport brownien introduite par Filoche et Sapoval [36] constitue le
point de de´part de notre e´tude. Nous la pre´senterons en de´tails dans la section 1.5.
Bref re´sume´ des travaux pre´ce´dents :
1. La plupart des e´lectrodes re´alistes pre´sentent un comportement anormal dans une
certaine gamme de fre´quences ;
2. Une ge´ome´trie irre´gulie`re et, en particulier, fractale peut conduire a` un tel compor-
tement ;
3. Le comportement anormal peut e´galement avoir des origines physico-chimiques en
plus de causes ge´ome´triques ;
4. Il n’existe pas de relation universelle entre l’exposant du comportement anormal et
la rugosite´ de l’e´lectrode ; quelques relations particulie`res ont e´te´ propose´es.
1.4 The´orie de la double couche
La compre´hension du comportement anormal de l’impe´dance est fortement lie´e a` la
description de la double couche. Dans cette sous-section, on utilisera la the´orie de Halsey
et Leibig [58–62, 78, 80] ou` l’impe´dance de la cellule e´lectrochimique est exprime´e a` l’aide
de la fonction de Green associe´e a` ce proble`me.
Conside´rons une cellule e´lectrolytique compose´e de deux e´lectrodes se´pare´es par un
e´lectrolyte. Comme on l’a vu pre´ce´demment, il est couramment admis que l’une des
e´lectrodes, dite contre-e´lectrode, est de re´sistance nulle, tandis que l’autre, dite e´lectrode
de travail, est bloquante (de re´sistance grande ou infinie). Si l’on applique une tension
e´lectrique entre deux e´lectrodes, des ions de l’e´lectrolyte forment une double couche de
Debye-Hu¨ckel pre`s de l’e´lectrode de travail pour e´cranter le potentiel e´lectrique. Comme
l’on s’inte´resse au transport purement e´lectrique duˆ au champ induit par la tension V (t)
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Fig. 1.15 – Double couche pre`s de l’e´lectrode de travail.
applique´e, on suppose qu’il n’y a de gradient de concentration des ions dans le volume
de l’e´lectrolyte qu’a` la double couche, dont la taille lD est tre`s petite. Par conse´quent, la
densite´ de charges dans le volume est nulle (l’e´lectrolyte est localement neutre), ce qui
implique que le potentiel e´lectrique ut(x) dans le volume obe´it a` l’e´quation de Laplace :
∆ut(x) = 0
(e´quation de Poisson avec distribution de charges nulle).
La contre-e´lectrode e´tant de re´sistance nulle, il n’y pas de pertes d’e´nergie, ce qui
donne la condition aux limites de Dirichlet :
ut = V (t)
L’e´lectrode de travail peut eˆtre tre`s irre´gulie`re a` l’e´chelle macroscopique Cependant,
elle doit eˆtre relativement lisse a` une e´chelle microscopique de´termine´e par la taille lD
de la double couche. La longueur de Debye-Hu¨ckel lD e´tant normalement tre`s petite
(lD ∼ 1 nm), on peut conside´rer cette condition parfaitement satisfaite dans la plupart
des cas pratiquement importants.
Si la charge accumule´e dans la double couche n’est pas trop grande, le potentiel sur la
((frontie`re)) de la double couche est proportionnel a` la densite´ locale de charges ρˆt(s) :
ut =
ρˆt(s)
γ
Ici la capacite´ surfacique (par unite´ d’aire) γ est constante car la surface de l’e´lectrode
de travail est lisse a` l’e´chelle microscopique. On peut donc conside´rer la double couche
comme une couche de charges situe´es a` une distance lD de l’e´lectrode de travail (Fig. 1.15).
La densite´ locale de charges ρˆt(s) peut varier en raison de deux effets inde´pendants :
– Le courant e´lectrique qui arrive dans la double couche modifie la charge localement.
Ce courant est proportionnel a` la composante normale Et(s) (prise sur la frontie`re
de la double couche) du champ e´lectrique dans le volume ;
– Le courant de charges a` travers l’e´lectrode bloquante duˆ a` la conductivite´ surfacique
1/r, suppose´e assez petite10 (r est la re´sistance surfacique de l’e´lectrode de travail).
10Si 1/r n’est pas petite, le transport diffusif devient de plus en plus important, et l’approche de Halsey
et Leibig ne s’applique plus.
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On obtient donc l’e´quation dynamique pour la densite´ locale de charges :
dρˆt(s)
dt
=
1
ρ
Et(s)− 1
γr
ρˆt(s)
ρ e´tant la re´sistivite´ de l’e´lectrolyte (ρ−1 est donc la conductivite´ de l’e´lectrolyte). Le
champ e´lectrique provient de deux contributions qui peuvent eˆtre conside´re´es inde´pendam-
ment :
• Le potentiel applique´ V (t) entre deux e´lectrodes induit un champ e´lectrique dans
toute la cellule. Sa contribution se calcule a` partir d’une solution du proble`me
e´lectrostatique suivant :
∆uˆ(x) = 0 dans le volume
uˆ(x) = 1 sur la contre-e´lectrode
uˆ(x) = 0 sur l’e´lectrode de travail
(1.17)
Dans ce cas, le produit V (t)uˆ(x) est le potentiel dans un condensateur e´lectrique
sous la tension applique´ V (t). Le champ e´lectrique sur l’e´lectrode de travail au point
s est donc :
E
(1)
t (s) = V (t)
∂uˆ
∂n
(s)
Le coefficient de proportionnalite´ P (s) = ∂uˆ/∂n(s) de´pend de la position s sur la
frontie`re ;
• Un autre potentiel est cre´e´ par des charges dans la double couche. La fonction de
Green G(x,x′) repre´sente le potentiel e´lectrique (1/²)G(x,x′) au point x cre´e´ par une
charge ponctuelle au point x′ dans l’e´lectrolyte de constante die´lectrique ², sous la
condition que les deux e´lectrodes sont soumises a` un potentiel nul :
∆G(x,x′) = −δ(x− x′) dans le volume
G(x,x′) = 0 sur les deux e´lectrodes
(1.18)
La fonction de Green permet de trouver le potentiel cre´e´ par des charges distribue´es
dans la double couche avec la densite´ locale ρt(s). Comme la double couche est tre`s
fine, l’inte´gration dans le volume peut eˆtre remplace´e par une inte´gration sur une
surface ∂Ω′ tre`s proche de la surface de l’e´lectrode de travail. Le champ e´lectrique
normal H(s,s′) de double couche cre´e´ au point s de la frontie`re par une charge
ponctuelle dans un autre point s′ est donc :
H(s,s′) =
1
²
[
∂G
∂n
(s,s′)− δ(s− s′)
]
(1.19)
Le premier terme est simplement le champ normal a` la surface de l’e´lectrode de
travail. Si |s − s′| À lD, ce terme de´crit bien le champ dans la double couche. Au
voisinage |s− s′| ∼ lD, il faut soustraire la contribution de la charge au point s′ (le
potentiel d’une charge n’est pas de´fini au point pre´cis ou` cette charge se trouve)11.
L’inte´gration de ce champ normal avec la densite´ locale de charges ρˆt(s
′) conduit a`
11Dans la suite, ces arguments ((a` la main)) serons pre´cise´s par notre approche continue base´e sur
l’ope´rateur de Dirichlet-Neumann (voir chapitre 4).
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la deuxie`me contribution au champ dans la double couche :
E
(2)
t (s) =
∫
∂Ω
H(s,s′)ρˆt(s
′)ds′
La variation temporelle de la densite´ locale ρˆt(s) est alors de´termine´e par le courant
normal dans la double couche :
dρˆt(s)
dt
=
1
ρ

P (s)V (t) + ∫
∂Ω
H(s,s′)ρˆt(s
′)ds′

− ρˆt(s)
γr
Par transformation de Fourier, on trouve :
−iωρˆω(s) = 1
ρ

P (s)V (ω) + ∫
∂Ω
H(s,s′)ρˆω(s
′)ds′

− ρˆω(s)
γr
On re´e´crit cette expression comme une e´quation inte´grale pour la densite´ ρˆω(s) :∫
∂Ω
ds′
[
δ(s− s′)
(
1− 1
iωγr
)
+
H(s,s′)
iωρ
] (−iωρˆω(s′)) = ρ−1P (s)V (ω)
L’expression en crochets se comprend comme un ope´rateur inte´gral. En l’inversant, on
obtient :
−iωρˆω(s) = ρ−1V (ω)
∫
∂Ω
ds′
[
I
(
1− 1
iωγr
)
+
H
iωρ
]−1
(s,s′) P (s′)
ou` I est l’identite´. L’expression a` gauche est la transforme´e de Fourier du courant local.
Comme l’on s’inte´resse au courant local duˆ a` la capacite´, il faut soustraire le courant de
Faraday ρˆω(s)/rγ. L’inte´gration sur toute la surface de la double couche ∂Ωa donne le
courant total :
I(ω) =
∫
∂Ω
(
−iωρˆω(s)− ρˆω(s)
γr
)
ds
d’ou` l’on tire l’admittance de la cellule :
Ycell(ω) =
I(ω)
V (ω)
= ρ−1
(
1 +
1
iωγr
) ∫
∂Ωa
ds
∫
∂Ω
ds′
[
I
(
1− 1
iωγr
)
+
H
iωρ
]−1
(s,s′) P (s′)
En utilisant la repre´sentation (1.19) pour la fonction H(s,s′), on obtient finalement l’ad-
mittance de la cellule exprime´e en fonctions mathe´matiques G(x,x′) et uˆ(x) de´finies ci-
dessus :
Ycell(ω) = ρ
−1
(
1− λ(ω)
) ∫
∂Ωa
ds
∫
∂Ω
ds′
[
I − λ(ω)∂G
∂n
]−1
(s,s′)
∂uˆ
∂n
(s′) (1.20)
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ou`
λ(ω) =
(
1− iω
ω0
+
1
γrω0
)−1
avec ω0 =
1
²ρ
(1.21)
Le re´sultat essentiel de Halsey et Leibig est exprime´ au travers des relations (1.20) et
(1.21). En effet, l’admittance Y (ω), qui est une quantite´ physique mesurable expe´rimentale-
ment, est la` exprime´e de fac¸on explicite en termes de fonctions purement mathe´matiques,
G(x,x′) et uˆ(x). Ces fonctions ne de´pendent que de la ge´ome´trie de la cellule ce qui per-
met de les calculer nume´riquement. En d’autres termes, on peut de´terminer l’impe´dance
de n’importe quelle cellule e´lectrochimique par des simulations nume´riques. De plus, ces
fonctions G(x,x′) et uˆ(x) sont lie´es au mouvement brownien (et aux marches ale´atoires
dans le cas discret) [60, 61]. En particulier, l’expression (1.20) peut eˆtre conside´re´e comme
une fonction ge´ne´ratrice de coefficients probabilistes (voir section 4.5), ce que l’on peut
exploiter dans des simulations nume´riques [80] ou pour en de´duire certaines relations
the´oriques.
En utilisant les relations (1.20-1.21), Halsey et Leibig ont trouve´ l’expression (1.16)
pour l’exposant β de l’impe´dance dans le cas des e´lectrodes autosimilaires. Dans la sec-
tion 4.6, nous retrouverons cette relation en utilisant une technique le´ge`rement diffe´rente.
1.5 Approche par l’ope´rateur d’auto-transport brow-
nien
Filoche et Sapoval ont propose´ une approche diffusive [36] qui permet d’e´valuer l’effet
de la ge´ome´trie au travers des proprie´te´s spectrales d’un ope´rateur purement mathe´matique
dit ope´rateur d’auto-transport brownien, un des objets centraux de notre e´tude. Nous al-
lons pre´senter cette approche diffusive dans cette section, afin d’expliciter les ide´es sous-
jacentes en contournant d’e´ventuels de´tails techniques et difficulte´s mathe´matiques. Des
de´finitions rigoureuses seront apporte´es au chapitre 2.
Discre´tisation du proble`me
En discre´tisant le proble`me continu (1.8)-(1.10), on introduit un re´seau carre´ (d = 2),
cubique (d = 3) et hypercubique (d > 3) avec un parame`tre de re´seau a > 0. La surface de
travail et la source sont repre´sente´es comme des ensembles de sites. Le mouvement d’une
particule est alors reproduit par des marches ale´atoires simples sur le re´seau : a` chaque
pas, une particule choisit l’une parmi 2d directions et fait un saut vers un site voisin en
un temps τ . Nous montrerons au chapitre 2 que ce processus stochastique est re´gi par
l’e´quation de Laplace discre`te.
Conditions aux limites
Le proble`me d’origine continu (1.8)-(1.10) posse`de deux conditions aux limites. La
condition de Dirichlet traduit le fait que la concentration des particules sur la source est
fixe´e. Par conse´quent, si une particule arrive sur la source, elle doit disparaˆıtre (dans le
cas contraire, la concentration augmenterait).
La condition aux limites mixte est prise sur la surface de travail. Elle correspond au
fait que cette surface est semi-perme´able de perme´abilite´ W (ou re´sistance r) finie. Si une
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particule arrive sur la surface de travail, elle peut eˆtre soit absorbe´e avec la probabilite´
σ, soit re´fle´chie vers un site voisin avec la probabilite´ ε = 1 − σ. La formule de Bayes12
implique la relation simple :
CF = εCV (1.22)
ou` CF et CV sont les concentrations de particules sur le site frontie`re et sur son voisin
dans le volume. D’autre part, la de´rive´e normale ∂C/∂n s’e´crit sous la forme discre`te :
∂C
∂n
=
CV − CF
a
Graˆce a` la condition aux limites (1.9), cette de´rive´e est e´gale a` CF/Λ, d’ou` l’on tire :
CV = (1 + a/Λ)CF
La comparaison de ces deux expressions conduit a` une relation importante reliant Λ et ε :
ε =
1
1 + a/Λ
ou Λ =
aε
1− ε (1.23)
On voit donc que les re´flexions sur la frontie`re, de probabilite´ ε, permettent de repre´senter
fide`lement la condition aux limites mixte.
Coefficient de diffusion
En passant du proble`me continu a` un proble`me discret, il faut savoir exprimer les
parame`tres macroscopiques du proble`me continu : le coefficient de diffusion D et la
perme´abilite´ W .
Le coefficient de diffusion D pour un re´seau hypercubique de dimension d s’e´crit :
D =
a2
2dτ
(1.24)
Cette expression classique peut s’obtenir de diverses fac¸ons, soit par discre´tisation de
l’e´quation de diffusion, soit a` l’aide de la relation d’Einstein applique´e a` des marches
ale´atoires.
Perme´abilite´
La perme´abilite´ de la surface s’exprime a` l’aide de la relation (1.11) car l’on connaˆıt les
expressions (1.24) et (1.23) pour le coefficient de diffusion D et la longueur Λ. Cependant,
la dernie`re expression a e´te´ base´e sur la relation (1.22) qui n’est pas encore justifie´e. Il
convient donc de de´terminer la perme´abilite´ par un raisonnement le´ge`rement diffe´rent
donne´ ci-dessous. Notons que ce raisonnement ((physique)) a e´te´ utilise´ dans [36].
Il est pratique d’imaginer que la surface de travail est repre´sente´e par des sites de deux
types : les sites frontie`res F et les sites absorbants A (Fig. 1.16). Le processus physique
sur la surface est gouverne´ par deux dynamiques :
– une particule sur un site inte´rieur V peut sauter sur un site F avec la probabilite´
par unite´ de temps 1/(2dτ) ;
12Pour les de´tails, voir le chapitre 2.
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Fig. 1.16 – La surface de travail peut eˆtre repre´sente´e par des sites frontie`res (F) et des
sites absorbants (A).
– une particule sur un site F peut soit revenir au site V avec la probabilite´ par unite´
de temps 1/(2dτ), soit eˆtre annihile´e sur le site A avec la probabilite´ par unite´ de
temps 1/τ1. Ici τ1 est la dure´e de vie d’une particule sur un site F .
La perme´abilite´ W de la surface se de´finit comme le flux moyen par unite´ de temps a`
travers une surface plane :
φ =WCF
ou` CF est la concentration des particules sur un site frontie`re F . D’autre part, on peut
exprimer ce flux comme un flux e´le´mentaire a` travers une liaison du re´seau :
φ =
adCF
ad−1τ1
ou` le nume´rateur est le nombre des particules sur un site frontie`re et le de´nominateur l’aire
d’une surface e´le´mentaire multiplie´e par le temps ne´cessaire pour traverser une liaison. La
comparaison de ces deux expressions conduit a` :
W = a/τ1 (1.25)
La probabilite´ d’absorption σ peut eˆtre e´crite comme :
σ =
τ−11
τ−11 + (2dτ)
−1
(1.26)
En utilisant (1.26), on peut enfin re´e´crire (1.25) :
W =
a
2dτ
1− ε
ε
(1.27)
La substitution des formules (1.27) et (1.24) dans l’expression (1.11) conduit a` (1.23).
D’une part, la repre´sentation de la surface de travail par deux sites refle`te la structure
physique de la surface de travail. En particulier, on peut trouver une telle structure en
conside´rant des membranes biologiques ou encore la double couche pre`s d’une e´lectrode
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Fig. 1.17 – L’ope´rateur d’auto-transport brownien est repre´sente´ par la matrice Qjk dont
les e´le´ments sont les probabilite´s d’aller du site frontie`re j au site frontie`re k par une
marche ale´atoire sur un re´seau.
de travail. D’autre part, la pre´sence d’une frontie`re ((e´paisse)) engendre plusieurs difficulte´s
mathe´matiques, surtout lorsque l’on passe a` la limite continue a → 0. Par la suite, nous
allons utiliser une repre´sentation a` un seul site frontie`re. On pourra ne´anmoins garder a`
l’esprit l’image pre´ce´dente.
Ope´rateur d’auto-transport brownien
L’ope´rateur d’auto-transport brownien est repre´sente´ par une matrice Q dont les
e´le´ments sont les probabilite´s d’aller directement d’un site de l’interface a` un autre site
de la meˆme interface par une marche ale´atoire simple dans le volume, sans rencontrer
l’interface ou la source durant la marche. Cet ope´rateur ne de´pend que de la ge´ome´trie
du domaine parcouru par les marches ale´atoires (Fig. 1.17).
L’ope´rateur d’auto-transport brownien posse`de des proprie´te´s ge´ne´rales :
1. Tous les e´le´ments de la matrice Q sont positifs (ou nuls) ;
2. La matrice Q est syme´trique ;
3. La norme de la matrice Q est infe´rieure a` 1 ;
4. Les valeurs propres qα sont re´elles, les vecteurs propres Vα sont orthogonaux.
A l’aide de cet ope´rateur, on peut de´finir la probabilite´ p0,j que des particules partant
du site j de la surface de travail atteignent la source :
p0,j = 1−
∑
k
Qjk
Graˆce a` la re´versibilite´ des marches ale´atoires, c’est aussi la probabilite´ que des particules
partant de la source atteignent la surface de travail pour la premie`re fois sur le site j.
Il est alors naturel d’introduire un vecteur P0 tel que (P0)j = p0,j. La dernie`re relation
s’e´crit sous forme matricielle :
P0 = [I −Q]1
ou` 1 est un vecteur dont les composantes sont e´gales a` 1, et I est l’identite´.
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Les probabilite´s p0,j de´pendent de la distance entre la surface de travail et la source.
Lorsque l’on augmente cette distance, les probabilite´s diminuent. Il est donc commode de
les normaliser afin d’avoir une limite non triviale lorsque la distance a` la source tend vers
l’infini :
Ph0 =
P0
ad−1(P0 · 1) (1.28)
ou` (P0 · 1) est le produit scalaire entre les vecteurs P0 et 1. Les composantes (Ph0)j
repre´sentent la distribution discre`te de la densite´ de la mesure harmonique. Vu le roˆle
important joue´ par cette mesure, nous de´crirons en de´tails ses proprie´te´s au chapitre 6.
Le facteur ad−1 repre´sente une surface e´le´mentaire, ce qui permet de retrouver la norma-
lisation continue dans la limite a→ 0 :∫
Ph0(s)ds '
∑
j
(Ph0)j a
d−1 = 1
Notons que la probabilite´ p0,j donne directement le flux des particules de la source
vers le site j de la surface de travail : φ0,j = (D/a) p0,j.
Ope´rateur d’e´talement
Lorsqu’une particule atteint la surface semi-perme´able, elle peut eˆtre soit absorbe´e
avec la probabilite´ (1− ε), soit re´fle´chie vers un site voisin avec la probabilite´ ε. Dans le
dernier cas, la particule continue sa marche ale´atoire jusqu’a` un nouveau contact avec la
surface. On peut de´terminer la probabilite´ pε,j qu’une particule partant de la source soit
finalement absorbe´e par le site j de la surface de travail. Les marches ale´atoires e´tant un
processus sans me´moire (processus de Markov), cette probabilite´ peut eˆtre repre´sente´e
comme la somme des probabilite´ d’eˆtre absorbe´e apre`s exactement n re´flexions :
– probabilite´ que la particule partant de la source est arrive´e sur le site j et absorbe´e
la` (sans re´flexion, n = 0) :
p0,j(1− ε)
– probabilite´ que la particule partant de la source soit finalement absorbe´e sur le site
j apre`s avoir e´te´ re´fle´chie sur un site interme´diaire k1 de la meˆme surface (une
re´flexion, n = 1) ; e´videmment, il faut sommer sur tous les sites interme´diaires k1
de la surface de travail : ∑
k1
p0,k1εQk1,j(1− ε)
– probabilite´ que la particule partant de la source soit finalement absorbe´e sur le site
j apre`s avoir e´te´ re´fle´chie successivement sur deux sites interme´diaires k1 et k2 de
la meˆme surface (deux re´flexions, n = 2) :∑
k1,k2
p0,k1εQk1,k2εQk2,j(1− ε)
– plus ge´ne´ralement, la probabilite´ que la particule partant de la source soit fina-
lement absorbe´e sur le site j apre`s avoir e´te´ re´fle´chie successivement sur n sites
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interme´diaires k1, ..., kn de la meˆme surface (n re´flexions) :∑
k1,k2,...,kn
p0,k1εQk1,k2ε ... εQkn,j(1− ε)
La sommation par rapport aux indices k1, k2, ... se traduit par un produit matriciel, ce
qui permet d’e´crire la probabilite´ pε,j comme :
pε,j = (1− ε)
(
P0
)
j
+ (1− ε)(εQP0)j + (1− ε)(ε2Q2P0)j + ...+ (1− ε)(εnQnP0)j + ...
En introduisant le vecteur Pε dont les composantes sont e´gales a` pε,j, on obtient :
Pε = (1− ε)
∞∑
n=0
(εQ)nP0
La norme de la matrice Q e´tant infe´rieure a` 1, cette se´rie ge´ome´trique converge. Le vecteur
Pε s’obtient alors a` partir de P0 par l’application d’un ope´rateur line´aire Tε, dit ope´rateur
d’e´talement :
Pε = TεP0 Tε = (1− ε)
[
I − εQ]−1 (1.29)
Comme pre´ce´demment, les probabilite´s pε,j de´pendent de la distance entre la surface
de travail et la source. Afin de manipuler des objets qui ont une limite non triviale lorsque
la distance a` la source tend vers l’infini, il convient d’adopter la normalisation suivante :
Phε =
Pε
ad−1(Pε · 1) (1.30)
Les composantes (Phε )j repre´sentent la distribution discre`te de la densite´ de la mesure
harmonique e´tale´e (voir chapitre 6).
Notons que la probabilite´ pε,j de´termine le flux des particules de la source a` travers le
site j de la surface de travail : φε,j = (D/a) pε,j. Par conse´quent, le flux total a` travers la
surface de travail s’e´crit comme l’inte´grale des flux sur toute la surface :
Φε =
D
a
∑
j
pε,j a
d−1
(le facteur ad−1 correspond a` un e´le´ment de surface). La dernie`re somme peut eˆtre
repre´sente´e comme le produit scalaire entre les vecteurs Pε et 1 :
Φε = Da
d−2(Pε · 1) (1.31)
Impe´dance spectroscopique
En se rappelant l’analogie entre diffusion et transport e´lectrique, il est commode d’in-
troduire l’impe´dance de la cellule comme le rapport entre la concentration a` la source
(tension applique´e) et le flux a` travers la surface de travail (courant e´lectrique) :
Zcell(ε) =
1
Φε
(1.32)
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(ici la concentration sur la source est prise e´gale a` 1).
La probabilite´ de re´flexion ε nulle correspond a` une surface de travail parfaitement
absorbante (de re´sistivite´ nulle). L’impe´dance Zcell(0) repre´sente donc la re´sistance R du
volume (de l’e´lectrolyte). Par conse´quent, la diffe´rence entre l’impe´dance de la cellule
Zcell(ε) et la re´sistance du volume Zcell(0) caracte´rise la contribution de la surface de
travail :
Zsp(ε) = Zcell(ε)− Zcell(0) (1.33)
On l’appelle impe´dance spectroscopique. La formule (1.33) s’e´crit alors :
Zsp(ε) =
1
Dad−2
(
1
(Pε · 1) −
1
(P0 · 1)
)
En utilisant l’identite´
(Pε · 1) = (P0 · 1)− ε
1− ε(P0 ·Pε) (1.34)
on a :
Zsp(ε) =
1
Dad−1
aε
1− ε
(Pε ·P0)
(Pε · 1)(P0 · 1) (1.35)
La substitution de (1.28) et (1.30) dans la dernie`re relation conduit a` :
Zsp(ε) =
1
D
aε
1− ε (P
h
ε ·Ph0) ad−1 (1.36)
Cette expression montre que l’impe´dance spectroscopique est directement donne´e par
l’inte´grale de recouvrement entre les densite´s de la mesure harmonique et de la mesure
harmonique e´tale´e.
De´composition spectrale
L’impe´dance spectroscopique Zsp(ε) donne´e par (1.35) peut eˆtre exprime´e sous la forme
suivante :
Zsp(ε) =
(
1
Z(ε)
− 1
R
)−1
(1.37)
avec la re´sistance du volume R :
R = Zcell(0) =
1
Dad−2(P0 · 1) (1.38)
et l’impe´dance effective Z(ε) :
Z(ε) =
1
Dad−1
aε
1− ε
(Pε ·P0)
(P0 · 1)2 (1.39)
Lorsque la source va a` l’infini, le produit (P0·1) tend vers 0, et l’impe´dance spectroscopique
Zsp(ε) tend vers Z(ε). En utilisant la normalisation (1.28), nous pouvons re´e´crire cette
expression comme :
Z(ε) =
1
D
aε
1− ε
(
Ph0 · TεPh0
)
ad−1
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Comme l’ope´rateur d’e´talement Tε posse`de les meˆmes vecteurs propresVα que l’ope´rateur
Q, on peut utiliser la de´composition spectrale :
Z(ε) =
1
D
aε
1− ε
∑
α
(
1− ε
1− εqα
)
ad−1(Ph0 ·Vα)2 (1.40)
On voit donc que l’impe´dance effective et, plus ge´ne´ralement, les proprie´te´s du transport
laplacien sont de´termine´es par le spectre de l’ope´rateur d’auto-transport brownien. Au-
trement dit, on a, par cette relation, identifie´ de quelle manie`re l’irre´gularite´ ge´ome´trique
vient modifier l’impe´dance spectroscopique. On en conclut donc que l’approche diffusive
de´veloppe´e par Filoche et Sapoval permet d’exprimer l’impe´dance spectroscopique de la
surface de travail en fonction d’un ope´rateur purement mathe´matique qui ne de´pend que
de la ge´ome´trie de cette surface et que, par conse´quent, toute l’influence de la ge´ome´trie
sur les proprie´te´s de transport est contenue dans les proprie´te´s spectrales de cet ope´rateur
d’auto-transport brownien.
1.6 Conclusion
De nombreux phe´nome`nes de transport laplacien se produisent a` une interface dont la
ge´ome´trie peut eˆtre tre`s complexe. Bien que les natures de ces phe´nome`nes soient assez
diffe´rentes, ils peuvent toujours eˆtre mode´lise´s par une e´quation de Laplace avec condition
aux limites de Dirichlet sur une source (contre-e´lectrode, source des particules, etc.) et
condition aux limites mixte sur la surface de travail (e´lectrode de travail, membrane
semi-perme´able, surface catalytique, etc.). Ce proble`me physico-mathe´matique tout a` fait
classique engendre de nouveaux effets inte´ressants si l’on introduit une irre´gularite´ de
la surface de travail. L’approche diffusive permet d’e´valuer l’influence de la ge´ome´trie
sur les proprie´te´s de transport via un ope´rateur purement mathe´matique, l’ope´rateur
d’auto-transport brownien. Cet ope´rateur est repre´sente´ par la matrice dont les e´le´ments
sont les probabilite´s d’aller d’un site frontie`re a` un autre site frontie`re par une marche
ale´atoire. L’impe´dance spectroscopique de la surface de travail s’e´crit sous la forme d’une
de´composition spectrale sur la base des vecteurs propres de l’ope´rateur d’auto-transport
brownien.
36 1 Les phe´nome`nes de transport laplacien
Chapitre 2
L’ope´rateur d’auto-transport
brownien
L’ope´rateur d’auto-transport brownien est un outil mathe´matique introduit par Fi-
loche et Sapoval [36] pour e´tudier quantitativement les phe´nome`nes de transport lapla-
cien. Cet ope´rateur est de´fini, pour une surface discre´tise´e, par la matrice dont les e´le´ments
Qj,k sont les probabilite´s d’aller directement du site j de l’interface au site k de la meˆme
interface par une marche ale´atoire dans le volume, sans rencontrer l’interface ou la source
durant la marche. Cette de´finition refle`te la destination de cet ope´rateur comme moyen
de compter les contributions des trajets entre re´flexions successives sur l’interface semi-
perme´able. De plus, elle sugge`re une me´thode de calcul par simulation de Monte Carlo.
Cependant, un regard plus attentif fait apparaˆıtre une certaine ambigu¨ıte´ dans cette
de´finition. Par exemple, l’interface discre´tise´e peut avoir des points qui sont connecte´s
a` plusieurs sites du re´seau (au lieu d’avoir un seul voisin). Comment faut-il choisir un
site voisin du point de de´part ? Cette question ((na¨ıve)) devient tout a` fait importante
de`s que l’on essaie de construire l’ope´rateur pour une surface donne´e. De plus, certaines
proprie´te´s de l’ope´rateur d’auto-transport brownien, notamment, la syme´trie et la nor-
malisation, ne sont pas satisfaites si l’on utilise la de´finition simpliste ci-dessus. Dans ce
cas, la de´composition spectrale de l’impe´dance spectroscopique n’est plus valable. Dans
la section 2.1 nous allons de´finir l’ope´rateur d’auto-transport brownien de fac¸on plus ri-
goureuse. Ses proprie´te´s ge´ne´rales seront aussi de´duites. Cette approche cre´e une base
mathe´matique permettant de de´velopper une me´thode de calcul plus efficace que celle de
Monte Carlo. La section 2.2 de´crira cette me´thode, dite me´thode des e´le´ments frontie`res,
qui permet de construire l’ope´rateur d’auto-transport brownien. Les re´sultats principaux
sur cet ope´rateur dans le cas des interfaces planes seront pre´sente´s dans la section 2.3. En-
fin, la structure hie´rarchique de la matrice Q pour des interfaces pre´fractales sera discute´e
dans la section 2.4.
2.1 De´finition mathe´matique
2.1.1 Discre´tisation de l’interface
La discre´tisation de l’interface est une proce´dure tout a` fait classique pour le traite-
ment nume´rique de divers proble`mes physiques et mathe´matiques. Pour fixer les ide´es,
nous allons d’abord conside´rer le cas bidimensionnel. Notons que la proce´dure de´crite ci-
37
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Fig. 2.1 – Premie`rement, la surface continue d’origine est remplace´e par une surface
discre´tise´e compose´e de segments horizontaux et verticaux de longueur ` (en haut) ;
deuxie`mement, le re´seau carre´ est introduit, avec le parame`tre a¿ ` (en bas).
dessous se ge´ne´ralise aise´ment au cas tridimensionnel qui est le plus inte´ressant du point
de vue pratique. Par de´faut, nous utilisons un re´seau carre´ (d = 2), cubique (d = 3) ou
hypercubique (d > 3) dont le pas est note´ a (a > 0). Ce parame`tre de re´seau a est la plus
petite longueur rencontre´e dans le proble`me discre´tise´.
La discre´tisation comporte trois e´tapes :
Premie`rement, on choisit un segment minimal de longueur ` comme e´le´ment de base
pour construire la surface discre´tise´e qui doit eˆtre compose´e de segments horizontaux et
verticaux (Fig. 2.1). La longueur du segment minimal reste un choix associe´ a` la proce´dure.
D’une part, la longueur ` doit eˆtre suffisamment petite pour que la surface discre´tise´e soit
raisonnablement proche de la surface d’origine. D’autre part, le nombre total de segments
est limite´ par la puissance de l’ordinateur qui sera utilise´ pour le traitement ulte´rieur de
cette surface. De`s que la surface discre´tise´e est construite, celle d’origine peut eˆtre oublie´e.
Deuxie`mement, nous introduisons le re´seau carre´ dont le parame`tre a doit satisfaire
l’ine´galite´ forte a ¿ ` (Fig. 2.1). Les nœuds du re´seau qui appartiennent aux segments
de la surface discre´tise´e sont nomme´s points frontie`res ou sites frontie`res.
Troisie`mement, le re´seau doit eˆtre le´ge`rement de´cale´ afin d’e´viter des ambigu¨ıte´s
de connectivite´. Nous de´crirons la troisie`me e´tape dans la sous-section 2.1.3 lorsque le
proble`me de connectivite´ sera examine´.
2.1 De´finition mathe´matique 39
2.1.2 Marches ale´atoires simples
Cette sous-section est consacre´e a` l’introduction mathe´matique des marches ale´atoires
qui repre´sentent un des outils principaux de notre travail. Nous conside´rons le cas multi-
dimensionnel dans lequel les marches ale´atoires simples se de´placent sur un re´seau hyper-
cubique :
Z
d = Z⊗ ...⊗ Z︸ ︷︷ ︸
d fois
Pour un point x ∈ Zd donne´, on appelle marche ale´atoire simple partant du point x
le processus stochastique discret Xt tel que :
X0 = x , ∀ t ∈ Z+ P{ Xt −Xt−1 = x′ } =
{
(2d)−1, si |x′| = 1,
0, sinon
(2.1)
P{A} de´signe la probabilite´ d’un e´ve´nement A et | | est la norme euclidienne. Il est clair
que Xt peut eˆtre repre´sente´ comme une somme de variables ale´atoires :
Xt = x+ χ1 + ...+ χt (t ∈ Z+)
les χk e´tant inde´pendantes et distribue´es selon la loi simple :
∀ k ∈ Z+ P{ χk = x′ } =
{
(2d)−1, si |x′| = 1,
0, sinon
Du point de vue physique, on peut conside´rer qu’il s’agit d’un marcheur se de´plac¸ant au
hasard sur un re´seau a` partir du point x. Dans ce cadre, Xt est sa position (ale´atoire) au
moment t (temps discret).
Pour tout point x ∈ Zd et tout ensemble non vide A ⊂ Zd, on appelle temps d’arreˆt
pour l’ensemble A la variable ale´atoire discre`te :
TA(x) = inf { t ∈ Z0 : Xt ∈ A, X0 = x }
La variable TA(x) de´signe le moment ou` le marcheur ale´atoire partant de x visite l’en-
semble A pour la premie`re fois. De nombreux ouvrages sont consacre´s a` l’e´tude du temps
d’arreˆt de divers processus stochastiques [66, 84, 140].
Le temps d’arreˆt permet de de´finir une des notions centrales de notre travail, celle
de distribution de probabilite´s de premier contact. Si l’on conside`re la marche ale´atoire
partant du point x, la variable ale´atoire TA(x) donne le moment du premier contact
avec l’ensemble A, tandis que la variable ale´atoire XTA(x) donne la position de ce premier
contact. On peut de´finir la probabilite´ que le premier contact se produise en un point
donne´ x′ de l’ensemble A :
PA(x ; x
′) = P{ XTA(x) = x′ } , x′ ∈ A
C’est la distribution de probabilite´s de premier contact avec les points de l’ensemble A.
Pour un point x′ ∈ A donne´, nous allons e´tudier PA(x ; x′) comme une fonction du
point de de´part x. Evidemment, si le point de de´part x appartient a` l’ensemble A, le
temps d’arreˆt est e´gal a` 0 ce qui implique PA(x ; x
′) = δx,x′ ou` δx,x′ est le symbole de
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Kronecker. Supposons maintenant que x /∈ A. Par conse´quent, le marcheur ale´atoire peut
faire au moins un ((pas)) dans une direction dont le choix est uniforme. On peut donc
appliquer la formule de Bayes [34] :
PA(x ; x
′) =
∑
x1 : |x−x′|=1
P{ XTA(x) = x′ | X1 = x1 }P{ X1 = x1 }
ou` l’on somme sur toutes les positions possibles x1 du premier pas. Le premier facteur est
la probabilite´ conventionnelle (a` condition que le premier pas d’un marcheur ale´atoire se
fasse dans la direction x1 − x), le deuxie`me facteur est la probabilite´ (2d)−1 de choisir la
direction x1 − x.
Graˆce a` la loi (2.1), la marche ale´atoire simple Xt conside´re´e au moment t n’a pas de
me´moire de ce qui se passait ante´rieurement (proprie´te´s de Markov). Par conse´quent :
P{ XTA(x) = x′ | X1 = x1 } = P{ XTA(x1) = x′ } = PA(x1 ; x′)
(ceci refle`te e´galement que le temps d’arreˆt est une martingale [84, 115]). On obtient donc
la relation simple :
PA(x ; x
′) =
1
2d
∑
x1 : |x−x1|=1
PA(x1 ; x
′)
Si l’on introduit1 l’ope´rateur de Laplace discret comme un ope´rateur line´aire agissant sur
une fonction u : Zd → R
∆u(x) =
∑
x′∈Zd :
|x−x′|=1
[
u(x′)− u(x)] (2.2)
on peut re´e´crire la relation pre´ce´dente comme :
∆PA(x ; x
′) = 0 (x /∈ A)
(avec x′ ∈ A fixe´). On en conclut que la distribution de probabilite´s de premier contact
PA(x ; x
′) re´sout le proble`me de Dirichlet suivant (avec x′ fixe´) :
∆PA(x ; x
′) = 0 (x /∈ A), PA(x ; x′) = δx,x′ (x ∈ A) (2.3)
Ce re´sultat mathe´matique cre´e une base solide pour de´velopper une me´thode efficace
afin de calculer la distribution PA(x ; x
′). Il est facile de de´montrer que la distribution
PA(x ; x
′) satisfait la condition de normalisation pour n’importe quel point x ∈ Zd :∑
x′∈A
PA(x ; x
′) = 1 (2.4)
Notons que la distribution PA(x ; x
′) n’est pas syme´trique vis-a`-vis de la permutation de
x et x′, parce que x ∈ Zd, mais que x′ ∈ A.
Les relations ci-dessus sont valables pour n’importe quel ensemble non vide A. Conside´-
rons encore la distribution de probabilite´s de premier contact PA(x ; x
′) et imaginons que
1Il faut faire attention au fait que, dans la definition (2.2), le facteur (2d)−1 a e´te´ oˆte´ pour des raisons
de lisibilite´.
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A est une boule. Il est clair que le centre de A n’est pas accessible depuis un point exte´rieur
(qui n’appartient pas a` A). En effet, de`s que le marcheur atteint la frontie`re d’une boule,
le processus s’arreˆte la`, c’est-a`-dire que le marcheur ale´atoire est absorbe´ sur la frontie`re.
De plus, si le marcheur ale´atoire part du centre, il est absorbe´ imme´diatement. On voit
alors que, pour le centre d’une boule (et pour tous les points inte´rieurs, ((cache´s)) par
la frontie`re), les probabilite´s sont bien de´finies, mais sont triviales. Il est donc utile de
conside´rer seulement la frontie`re de l’ensemble A.
Soit Ω ⊂ Zd un domaine (borne´ ou non borne´). L’ensemble
∂Ω = { x ∈ Zd\Ω : ∃ x′ ∈ Ω : |x− x′| = 1 }
s’appelle frontie`re (discre`te) de Ω. Prenant A = ∂Ω, on de´finit la distribution de proba-
bilite´s de premier contact de la meˆme manie`re :
P∂Ω(x ; x
′) = P{ XT∂Ω(x) = x′ } (2.5)
avec le temps d’arreˆt :
T∂Ω(x) = inf { t ∈ Z0 : Xt ∈ ∂Ω , X0 = x } (2.6)
Comme ci-dessus, cette distribution satisfait les conditions suivantes :
∆P∂Ω(x ; x
′) = 0 (x ∈ Ω, x′ ∈ ∂Ω), P∂Ω(x ; x′) = δx,x′ (x,x′ ∈ ∂Ω) (2.7)
Notons que les points dans le comple´ment de Ω∪∂Ω (s’ils existent) ne sont pas accessibles
depuis Ω, c’est pourquoi ils ne nous inte´ressent pas.
2.1.3 Ope´rateur d’auto-transport brownien
La distribution de probabilite´s de premier contact permet de construire l’ope´rateur
d’auto-transport brownien Q. Conside´rons un domaine Ω ⊂ Zd de frontie`re ∂Ω. Le re´seau
Z
d e´tant un ensemble de´nombrable, on peut nume´roter tous les points de la frontie`re ∂Ω
(notons les xk). Pour toute paire de sites frontie`res (xj, xk), on peut de´finir la probabilite´
d’aller directement du site j au site k par une marche ale´atoire simple, en utilisant la
distribution P∂Ω(x ; x
′). Cependant, on ne peut pas poser simplement Qj,k = P∂Ω(xj ; xk)
car xj appartient a` ∂Ω et, par conse´quent, P∂Ω(xj ; xk) = δj,k. C’est un re´sultat trivial
qui montre que les marches ale´atoires simples ne peuvent pas ((quitter)) la frontie`re. Pour
contourner cette difficulte´, on utilise la probabilite´ P∂Ω(x ; x
′) en partant d’un point qui
se situe a` une maille du point frontie`re initial.
Conside´rons maintenant le premier pas ((manuel)). Pour chaque point frontie`re x, on
introduit sa connectivite´ au re´seau q(x) qui est le nombre de ses proches voisins :
q(x) = Card{ x′ ∈ Zd : |x− x′| = 1 }
Trois situations sont possibles : le site frontie`re j posse`de 0, 1 ou plusieurs voisins (Fig. 2.2a).
Dans le premier cas, il n’y a aucune possibilite´ ni de quitter ce site, ni d’arriver a` ce site.
Etant donne´ qu’il ne joue aucun roˆle dans le transport des particules, il est inutile de
le conside´rer. Dans la suite, nous allons supprimer de tels sites. Ensuite, si q(xj) = 1,
le marcheur n’a qu’une seule possibilite´ d’aller du site xj vers son unique voisin note´ xˆj
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Fig. 2.2 – Fragment d’une frontie`re discre`te : (a) les points frontie`res nume´rote´s de 1 a` 6
posse`dent soit 0 voisin (point 5), soit 1 voisin (points 1, 2, 4, 6), soit 2 voisins (point 3) ;
(b) flux de particules a` travers les points frontie`res (le point 5 est supprime´) ; (c) surface
le´ge`rement de´cale´e justifiant le remplacement du point 3 a` deux voisins par deux points
(3 et 3′) a` un seul voisin.
(avec un chapeau). Dans ce cas, la probabilite´ d’aller du site xj vers le site xk est e´gale a`
P∂Ω(xˆj ; xk), c’est-a`-dire que :
Qj,k = P∂Ω(xˆj ; xk) (2.8)
Enfin, si q(xj) > 1, le marcheur ale´atoire peut choisir un site parmi ses q(xj) voisins. En
supposant le choix ale´atoire uniforme, on peut de´finir :
Qj,k =
1
q(xj)
∑
x∈Ω : |x−xj |=1
P∂Ω(x ; xk) (2.9)
Cette de´finition semble eˆtre tout a` fait raisonnable. En effet, le marcheur fait le premier
pas vers un de ses voisins avec la probabilite´ 1/q(xj), ensuite il marche de fac¸on ale´atoire
jusqu’au premier contact avec la frontie`re.
Cette de´finition n’est cependant pas satisfaisante. En effet, l’analyse de´taille´e des dis-
tributions P∂Ω(x ; x
′) conduit a` la relation q(xj)Qj,k = q(xk)Qk,j (voir annexe C.6). Par
conse´quent, la syme´trie de l’ope´rateur Q est brise´e de`s qu’il existe une paire de sites
frontie`res j et k pour lesquels q(xj) 6= q(xk). Il est facile de de´montrer que la seule sur-
face pour laquelle l’e´galite´ q(xj) = q(xk) est toujours satisfaite, est une surface plane. La
syme´trie de l’ope´rateur d’auto-transport brownien jouant un roˆle important pour l’ana-
lyse spectrale ulte´rieure, on ne peut pas se satisfaire de cette situation. Notons qu’une
le´ge`re modification de la de´finition (2.9) ne re´sout pas le proble`me. Par exemple, si l’on
supprime le facteur 1/q(xj), on sauvegarde la syme´trie (Qj,k = Qk,j), mais en meˆme temps
on de´truit la normalisation. En effet, la normalisation (2.4) des probabilite´s de premier
contact implique la normalisation de la matrice Qj,k. Si l’on supprime le facteur 1/q(xj), la
normalisation devient
∑
kQj,k = q(xj) ce qui n’a pas de sens probabiliste pour q(xj) > 1.
On peut re´soudre cette difficulte´ en remplac¸ant tout point frontie`re qui posse`de plus
d’un seul voisin par plusieurs points frontie`res a` un seul voisin situe´s a` la meˆme position.
On a bien maintenant q(xj) = 1. Il faut cependant apporter une justification raisonnable
a` cette proce´dure car, a priori, on peut trouver ille´gitime de traiter se´pare´ment plusieurs
points situe´s a` la meˆme position. Si nous re´ussissons a` le faire, nous disposerons d’un outil
mathe´matique pour construire l’ope´rateur d’auto-transport brownien.
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Fig. 2.3 – Troisie`me e´tape de discre´tisation : (a) une surface discre`te ∂Ω compose´e de
segments horizontaux et verticaux de longueur ` qui sont divise´s en sous-segments de
longueur a ; (b) la surface de re´seau (ligne fine) avec le re´seau sous-jacent qui discre´tise le
volume du domaine Ω.
Dans le cadre de la description discre`te, il est couramment admis que les particules ar-
rivent sur la frontie`re a` travers des points frontie`res qui sont connecte´s aux points du re´seau
(Fig. 2.2b). Maintenant, on peut imaginer une surface le´ge`rement de´cale´e (Fig. 2.2c). Le
meˆme lien entre un point frontie`re et son proche voisin peut servir pour amener des par-
ticules soit vers la surface d’origine (flux passant a` travers le point frontie`re), soit vers la
nouvelle surface (flux passant a` travers le segment correspondant de la frontie`re). L’avan-
tage de cette surface le´ge`rement de´cale´e est qu’il faut compter des liens au lieu de compter
des sites frontie`res. En particulier, cette approche justifie comple`tement le remplacement
d’un point a` multiple voisins par plusieurs points a` un seul voisin. En effet, chaque nou-
veau point est connecte´ a` son voisin par un lien qui croise un seul segment de la surface
le´ge`rement de´cale´e. En meˆme temps, on peut utiliser toute l’analyse ci-dessus concernant
les probabilite´s de premier contact sans aucune modification.
Notons que la surface le´ge`rement de´cale´e n’est pas identique a` celle d’origine. Si l’on
veut construire l’ope´rateur d’auto-transport brownien pour une surface donne´e, il faut
poursuivre la troisie`me e´tape de discre´tisation. Plus pre´cise´ment, pour une surface discre`te
donne´e, on introduit une autre surface discre`te, dite surface de re´seau, par les re`gles
suivantes. Pour chaque sous-segment de longueur a, on place en son milieu un segment
perpendiculaire de longueur a/2 oriente´ vers l’exte´rieur du domaine Ω. L’extreˆmite´ de ce
segment de´finit un point frontie`re. L’union de ces points de´finit la surface de re´seau pour
laquelle il est facile d’introduire le re´seau sous-jacent qui discre´tise le volume du domaine
Ω (Fig. 2.3).
2.1.4 Notion de source
La construction de l’ope´rateur d’auto-transport brownien a e´te´ re´alise´e ci-dessus dans
l’hypothe`se implicite de l’absence d’une source de particules. Plus pre´cise´ment, la dis-
tribution de probabilite´s de premier contact PA(x ; x
′) correspond a` une situation ou`
des particules commencent leur mouvement au point x. Cependant, certains proble`mes
ne´cessitent d’avoir une source e´tendue. Dans cette sous-section, nous allons le´ge`rement
ge´ne´raliser l’analyse pre´ce´dente pour que l’on puisse traiter la pre´sence d’une source quel-
conque.
Conside´rons deux ensembles non vides disjoints A,B ⊂ Zd qui peuvent repre´senter
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l’interface en question et la source. Un marcheur ale´atoire partant d’un point x ∈ Zd peut
arriver pour la premie`re fois soit sur A, soit sur B. On de´finit donc deux temps d’arreˆt :
TA(x) (sur l’interface) et TB(x) (sur la source). On cherche la probabilite´ de premier
contact avec l’interface, sans avoir touche´ la source. Cette condition s’e´crit sous la forme
TA(x) < TB(x). La probabilite´ de premier contact PA,B(x ; x
′) se de´finit donc comme :
PA,B(x ; x
′) = P{ XTA(x)=x′ : TA(x) < TB(x) } (2.10)
On de´montre de fac¸on similaire que cette probabilite´ satisfait les conditions suivantes pour
chaque x′ ∈ A :
∆PA,B(x ; x
′) = 0 (x /∈ (A ∪B)), PA,B(x ; x
′) = δx,x′ (x ∈ A),
PA,B(x ; x
′) = 0 (x ∈ B)
Notons que la de´finition (2.10) s’applique pour n’importe quels ensembles non vides
disjoints A et B. Cependant, les points inte´rieurs de ces ensembles ne jouent aucun roˆle.
On peut donc restreindre la de´finition a` un seul domaine Ω dont la frontie`re ∂Ω comporte
deux ensembles disjoints ∂Ω1 et ∂Ω2 (l’interface et la source). Prenant donc A = ∂Ω1 et
B = ∂Ω2, on obtient que la probabilite´ de premier contact re´sout le proble`me de Dirichlet
suivant (pour x′ ∈ ∂Ω1 fixe´) :
∆P∂Ω1,∂Ω2(x ; x
′) = 0 (x ∈ Ω), P∂Ω1,∂Ω2(x ; x
′) = δx,x′ (x ∈ ∂Ω1),
P∂Ω1,∂Ω2(x ; x
′) = 0 (x ∈ ∂Ω2)
Notons que la condition aux limites sur la source ∂Ω2 peut eˆtre repre´sente´e aussi comme
P∂Ω1,∂Ω2(x ; x
′) = δx,x′ avec x ∈ ∂Ω2 car x′ ∈ ∂Ω1. Autrement dit, la se´paration de la
frontie`re ∂Ω en deux parties consiste a` se limiter aux points x′ appartenant a` une partie
de la frontie`re (l’interface).
En utilisant la distribution de probabilite´s de premier contact P∂Ω1,∂Ω2(x ; x
′), on
de´finit l’ope´rateur d’auto-transport brownien Q par la matrice Qj,k telle que :
Qj,k = P∂Ω1,∂Ω2(xˆj ; xk)
ou` le point de de´part xˆj est le plus proche voisin du point frontie`re xj. Il faut se sou-
venir que tous les points frontie`res n’ont qu’un seul proche voisin (voir la sous-section
pre´ce´dente). Sous cette condition, l’ope´rateur Q est syme´trique (voir annexe C.6). En
meˆme temps, la pre´sence de la source de´truit la condition de normalisation : certaines
marches ale´atoires partant de l’interface arrivent d’abord a` la source. On peut donc in-
troduire la probabilite´ p0,j d’atteindre la source d’un point frontie`re xj :
p0,j = 1−
∑
k
Qj,k
Il est utile de repre´senter l’ensemble de ces probabilite´s p0,j comme un vecteur P0 dont les
composantes (P0)j sont e´gales a` p0,j. La normalisation pre´ce´dente s’e´crit donc comme :
P0 = (I −Q)1
ou` I de´signe l’ope´rateur d’identite´, 1 est le vecteur dont les composantes sont e´gales a` 1,
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1 = (1,1,1,...,1)T . Graˆce a` la re´versibilite´ des marches ale´atoires, la probabilite´ d’atteindre
la source d’un point frontie`re est e´gale a` la probabilite´ d’atteindre ce point frontie`re depuis
la source. Le vecteur P0 est donc proportionnel a` la distribution des courants d’arrive´e
sur l’interface de la source (distribution de courant primaire en e´lectrochimie).
2.2 Construction de l’ope´rateur
Nous avons montre´ que l’ope´rateur d’auto-transport brownien peut eˆtre construit
a` l’aide de la distribution de probabilite´s de premier contact P∂Ω(x ; x
′), solution du
proble`me de Dirichlet (2.7). Cette section est consacre´e aux me´thodes nume´riques per-
mettant de trouver les probabilite´s de premier contact pour une interface discre`te donne´e.
2.2.1 Me´thode de Monte Carlo
Il semble imme´diat de faire appel a` des simulations de Monte Carlo. En effet, pour
chaque point x ∈ Ω, un marcheur ale´atoire part de x et se de´place sur le re´seau Zd. De`s
qu’il atteint la frontie`re ∂Ω en un point x′, un compteur n(x′) s’incre´mente d’une unite´.
En re´pe´tant cette proce´dure M fois, on obtient les fre´quences n(x′)/M d’arrive´e sur la
frontie`re. A la limite M → ∞, ces fre´quences tendent vers les probabilite´s de premier
contact P∂Ω(x ; x
′).
Cependant, cette me´thode simple n’est pas efficace a` cause de plusieurs difficulte´s :
1. Le nombreM de marches ale´atoires ne´cessaire pour obtenir la distribution P∂Ω(x ; x
′)
avec une bonne pre´cision est tre`s important ;
2. L’erreur |P∂Ω(x ; x′)−n(x′)/M | se comporte de manie`re stochastique et est complexe
a` controˆler. De fac¸on ge´ne´rale, elle de´croˆıt comme M−1/2 en raison du the´ore`me de
la limite centrale [34].
3. Tous les calculs doivent eˆtre effectue´s pour chaque point x ∈ Ω ;
4. Si la probabilite´ P∂Ω(x ; x
′) est assez petite (par exemple, de l’ordre 10−10), elle est
en pratique inaccessible par la me´thode de Monte Carlo ;
5. Pour un domaine Ω ⊂ Zd non borne´ avec d ≥ 3, la probabilite´ qu’un marcheur
ale´atoire parte a` l’infini est non nulle. Autrement dit, il existe des trajectoires qui
partent a` l’infini et n’atteignent jamais la frontie`re. Du point de vue pratique, il faut
mettre des barrie`res artificielles pour arreˆter de telles trajectoires. Bien entendu,
cette proce´dure modifie la distribution P∂Ω(x ; x
′) ;
6. Pour un domaine Ω dont la frontie`re ∂Ω est non borne´e, cette me´thode ne permet
pas de de´terminer la distribution P∂Ω(x ; x
′) pour tous les points x′ ∈ ∂Ω (car il y
a une infinite´ de tels points).
Des modifications de la me´thode de Monte Carlo permettent d’augmenter l’efficacite´ de
calcul. En particulier, la me´thode, dite des marches ale´atoires rapides, a e´te´ utilise´e pour
l’e´tude de la mesure harmonique (voir chapitre 6). Cependant, cette e´tude ne requiert pas
une bonne pre´cision, alors que la de´termination des proprie´te´s spectrales de l’ope´rateur
d’auto-transport brownien ne´cessite un calcul de tre`s bonne pre´cision. Une me´thode sto-
chastique de type Monte Carlo n’est donc pas applicable a` ce proble`me.
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2.2.2 Me´thode des e´le´ments frontie`res
Le principal outil nume´rique dans notre travail est la me´thode des e´le´ments frontie`res
qui est base´e sur la the´orie du potentiel. Ses principes e´tant utilise´s dans plusieurs e´tudes,
nous allons les introduire de fac¸on plus de´taille´e. L’explication ne pre´sentant pas de grande
diffe´rence entre le cas continu et le cas discret, nous allons, pour des raisons de simplicite´,
nous inte´resser au cas discret.
Conside´rons un proble`me de Dirichlet dans un domaine Ω ⊂ Zd :
∆u(x) = 0 (x ∈ Ω), u(x) = f(x) (x ∈ ∂Ω) (2.11)
avec une fonction donne´e f(x) sur la frontie`re ∂Ω. Supposons que l’on sache re´soudre le
proble`me de Dirichlet particulier dans un domaine plus simple Ω0 (par exemple, l’espace
entier ou encore le demi-espace) :
∆g0(x,x
′) = −δx,x′ (x ∈ Ω0), g0(x,x′) = 0 (x ∈ ∂Ω0) (2.12)
avec un point x′ ∈ Ω0 donne´. La solution de ce proble`me g0(x,x′) s’appelle fonction de
Green ou potentiel du domaine Ω0. Supposons que notre domaine complexe Ω soit contenu
dans Ω0. Conside´rons la combinaison line´aire suivante :
u(x) =
∑
x′∈∂Ω
g0(x,x
′)µ(x′)
avec des coefficients inconnus µ(x′). Dans le domaine Ω, la fonction u(x) est solution de
l’e´quation de Laplace car combinaison line´aire des fonctions harmoniques g0(x,x
′). En
effet, on somme par rapport aux points x′ qui se trouvent sur la frontie`re ∂Ω tandis qu’un
point x est pris dans le domaine Ω. Pour que u(x) soit la solution du proble`me de Dirichlet
(2.11), il reste a` satisfaire la condition aux limites :
u(x) =
∑
x′∈∂Ω
g0(x,x
′)µ(x′) = f(x) (x ∈ ∂Ω) (2.13)
Cette condition forme un syste`me d’e´quations line´aires pour les coefficients µ(x′) (dans
le cas continu, c’est l’e´quation inte´grale pour la fonction inconnue µ(x′)). Sauf dans des
cas particuliers de de´ge´ne´rescence, ce syste`me posse`de une solution unique. La donne´e
des coefficients µ(x′) permet de re´soudre alors le proble`me d’origine (2.11). En re´sume´,
on re´duit le proble`me de Dirichlet (2.11) aux deux proble`mes suivants :
– trouver le potentiel g0(x,x
′) dans un domaine simple Ω0 qui contient le domaine Ω
auquel l’on s’inte´resse ;
– re´soudre le syste`me d’e´quations line´aires (2.13).
Pour un domaine Ω arbitraire, les deux proble`mes ci-dessus sont complique´s et, en
principe, de la meˆme complexite´ que le proble`me d’origine. Cependant, pour certaines
classes de domaines, il est possible de trouver un domaine Ω0 pour lequel le potentiel
g0(x,x
′) se calcule de fac¸on explicite. Nous allons indiquer quelques cas particuliers qui
nous inte´ressent :
1. Domaines borne´s
Un domaine Ω est dit borne´ s’il existe une boule de rayon r, Br = { x ∈ Zd : |x| ≤
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r }, qui le contient. Dans ce cas, un proble`me a` condition aux limites s’appelle
inte´rieur et repre´sente normalement le cas le plus simple (surtout pour un proble`me
discret). Les ensembles Ω et ∂Ω contiennent alors des nombres finis de points. En
particulier, les marches ale´atoires dans ce domaine repre´sentent un processus sto-
chastique a` nombre fini d’e´tats. Le proble`me de Dirichlet (2.11) lui-meˆme repre´sente
un syste`me fini d’e´quations line´aires : l’e´quation de Laplace pour chaque point x ∈ Ω
et la condition aux limites pour chaque point x ∈ ∂Ω. Bien entendu, il est possible de
re´soudre ce syste`me directement, sans appliquer la me´thode des e´le´ments frontie`res2.
On peut aussi mentionner la me´thode de relaxation (voir annexe A.6).
2. Comple´ments de domaines borne´s
Si Ω′ ⊂ Zd est un domaine borne´, le comple´ment Ω = Zd\Ω′ est un domaine non
borne´. Un proble`me a` condition aux limites pose´ dans ce domaine s’appelle exte´rieur.
Evidemment, ce domaine Ω contient une infinite´ de points, mais sa frontie`re ∂Ω
posse`de un nombre fini de points car ∂Ω est contenue dans le domaine borne´ Ω′.
Dans ce cas, la me´thode directe ne s’applique pas : l’e´quation de Laplace doit eˆtre sa-
tisfaite pour une infinite´ de points. Au contraire, la me´thode des e´le´ments frontie`res
marche aussi bien que pour le cas pre´ce´dent.
3. Domaines a` frontie`re a` support compact
Un domaine Ω ⊂ Zd s’appelle domaine a` frontie`re a` support compact s’il existe un
nombre re´el r > 0 tel que :
Ω\Br = Zd+\Br (2.14)
De fac¸on qualitative, c’est un domaine qui co¨ıncide avec le demi-re´seau supe´rieur
Z
d
+ = { x ∈ Zd : xd > 0 } a` l’exception d’un nombre fini de points (voir figure 2.4).
A premie`re vue, ces domaines sont assez spe´cifiques et particuliers, mais ce n’est
pas le cas. Si l’on sait re´soudre le proble`me (2.11) pour ces domaines, on obtient
imme´diatement la solution de ce proble`me dans, par exemple, un domaine borne´ ou
une bande infinie.
Dans la suite de cette section, nous allons conside´rer les domaines dont la frontie`re
est a` support compact. Il est facile de voir que ce type de domaines permet de mode´liser
la plupart des interfaces auxquelles l’on s’inte´resse. Les calculs de l’ope´rateur d’auto-
transport brownien ont e´te´ effectue´s en utilisant les re´sultats ci-dessous.
2.2.3 Distribution de probabilite´s de premier contact
Comme l’on s’inte´resse a` la distribution de probabilite´s de premier contact, on peut
utiliser la forme particulie`re (2.7) de la condition aux limites.
2Ne´anmoins, la solution directe peut eˆtre plus complexe, surtout dans le cas d = 2. En effet, le nombre
d’e´quations a` re´soudre est e´gal soit au nombre NΩ de points x ∈ Ω pour le calcul direct, soit au nombre
N∂Ω de points frontie`res x ∈ ∂Ω pour la me´thode des e´le´ments frontie`res. Ces deux nombres varient avec
la dimension caracte´ristique L du domaine : NΩ ∼ Ld et N∂Ω ∼ Ld−1. Dans le cas d = 2, cette diffe´rence
est importante. Elle est encore plus importante dans un cas extreˆme d = 1 (un intervalle) : N∂Ω = 2
tandis que NΩ ∼ L peut eˆtre arbitrairement grand. En meˆme temps, il faut dire que les e´quations (2.13)
conduisent a` une matrice Gx,x′ = g0(x,x
′) pleine et complexe tandis que la matrice repre´sentant l’e´quation
de Laplace est quasi vide.
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Rappelons la formule de Green [116] qui s’applique a` toute paire de fonctions deux
fois diffe´rentiables dans un domaine borne´ Ω ⊂ Rd :∫
Ω
(
u∆v − v∆u)dV = ∫
∂Ω
(
u
∂v
∂n
− v ∂u
∂n
)
dS (2.15)
Il existe une formule similaire dans le cas discret pour un domaine borne´ Ω ⊂ Zd :
∑
y∈Ω
(
u∆v − v∆u) = ∑
y∈∂Ω
(
u
∂v
∂n
− v ∂u
∂n
)
(2.16)
ou` la de´rive´e normale discre`te se de´finit a` un point frontie`re x ∈ ∂Ω pour une fonction
u : Zd → R comme : (
∂u
∂n
)
x∈∂Ω
= u(x)− u(xˆ) (2.17)
xˆ de´signant toujours le voisin de x contenu dans Ω. Nous rappelons que, par convention,
chaque point frontie`re ne posse`de qu’un seul voisin dans Ω (voir sous-section 2.1.3). En
supposant que Ω est contenu dans un domaine Ω0 pour lequel le potentiel g0(x,x
′) est
connu, on substitue deux fonctions particulie`res u(y) = P∂Ω(y ; x
′) et v(y) = g0(y,x)
dans la formule de Green discre`te, avec x ∈ Ω et x′ ∈ ∂Ω, ce qui conduit a` :
−P∂Ω(x ; x′) =
∑
y∈∂Ω
(
P∂Ω(y ; x
′)
∂g0(y,x)
∂ny
− g0(y,x) ∂P∂Ω(y ; x
′)
∂ny
)
La condition aux limites :
P∂Ω(x ; x
′) = δx,x′ (x ∈ ∂Ω) (2.18)
re´duit la premie`re somme. La substitution de la de´rive´e normale discre`te de´finie par (2.17)
implique :
P∂Ω(x ; x
′) =
(
g0(xˆ
′,x)− g0(x′,x)
)
−
∑
y∈∂Ω
g0(y,x)
(
P∂Ω(yˆ ; x
′)− P∂Ω(y ; x′)
)
En utilisant la syme´trie du potentiel g0(x,x
′) et la condition aux limites (2.18), on trouve
que la distribution de probabilite´s de premier contact satisfait la relation suivante :
P∂Ω(x ; x
′) = g0(x,xˆ
′)−
∑
y∈∂Ω
g0(x,y) P∂Ω(yˆ ; x
′) (x ∈ Ω, x′ ∈ ∂Ω) (2.19)
Il faut souligner que cette relation n’est plus valable si x /∈ Ω. Si l’on prend x ∈ ∂Ω, la
partie gauche de la formule de Green discre`te est e´gale a` 0, d’ou` l’on trouve la relation
supple´mentaire :
0 = g0(x,xˆ
′)−
∑
y∈∂Ω
g0(x,y)P∂Ω(yˆ ; x
′) (x ∈ ∂Ω, x′ ∈ ∂Ω) (2.20)
Si le nombre J de points frontie`res x ∈ ∂Ω est fini, on a J relations line´aires pour J
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coefficients inconnus P∂Ω(yˆ ; x
′) (pour chaque y ∈ ∂Ω avec x′ ∈ ∂Ω fixe´). Comme l’on
cherche ces coefficients pour tous les points x′ ∈ ∂Ω, on a finalement J × J e´quations
line´aires pour J ×J inconnues. Une fois celles-ci re´solues, on peut calculer la distribution
de probabilite´s de premier contact en utilisant la relation (2.19). Notons que les coeffi-
cients P∂Ω(yˆ ; x
′) ne sont rien d’autres que les e´le´ments de la matrice Qj,k repre´sentant
l’ope´rateur d’auto-transport brownien. Nous avons bien donc mis en e´vidence un moyen
de calculer cet ope´rateur.
Au lieu d’utiliser les conditions (2.20), on peut conside´rer la relation (2.19) prise aux
points xˆ pour x ∈ ∂Ω :
P∂Ω(xˆ ; x
′) = g0(xˆ,xˆ
′)−
∑
y∈∂Ω
g0(xˆ,y)P∂Ω(yˆ ; x
′) (2.21)
Comme pre´ce´demment, on trouve J × J e´quations line´aires pour J × J inconnues. Les
conditions (2.21) sont e´quivalentes a` (2.20). Cependant, ces dernie`res sont plus stables du
point de vue du calcul nume´rique.
Notons que l’on peut combiner l’expression (2.19) pour la distribution de probabilite´s
de premier contact dans le volume Ω avec la condition aux limites (2.18) sur la frontie`re
∂Ω par la relation suivante :
P∂Ω(x ; x
′) = δx,x′ + g0(x,xˆ
′)−
∑
y∈∂Ω
g0(x,y) P∂Ω(yˆ ; x
′) (2.22)
Si x ∈ Ω, la fonction δx,x′ est e´gale a` 0 pour tout point frontie`re x′ et l’on retrouve la
relation (2.19). Si x ∈ ∂Ω, les relations (2.20) impliquent la condition aux limites (2.18).
2.2.4 Potentiel du demi-re´seau
La me´thode des e´le´ments frontie`res re´clame d’abord de trouver un domaine Ω0 pour
lequel l’on est capable de calculer le potentiel g0(x,x
′) de manie`re explicite. Le demi-re´seau
Z
d
+ = {(x1,...,xd) ∈ Zd : xd > 0}
est un tre`s bon candidat. Dans l’annexe B.3, nous donnons la distribution de probabilite´s
de premier contact Hd(x,x
′) pour le demi-re´seau Zd+ :
Hd(x1,...,xd ; x
′
1,...,x
′
d−1,0) =
pi∫
−pi
...
pi∫
−pi
dθ1...dθd−1
(2pi)d−1
exp
[
i
d−1∑
k=1
(xk − x′k)θk
]
ϕ
|xd|
d (θ1,...,θd−1)
(2.23)
avec
ϕd(θ1,...,θd−1) =
(
d−
d−1∑
i=1
cos θi
)
−
√√√√(d− d−1∑
i=1
cos θi
)2
− 1 (2.24)
Par de´finition, le deuxie`me argument x′ de la fonction Hd(x,x
′) appartient a` la frontie`re
du demi-re´seau Zd+ :
∂Zd+ = {(x1,...,xd) ∈ Zd : xd = 0 }
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Fig. 2.4 – Domaines a` frontie`re a` support compact : (a) tout le domaine Ω est contenu
dans le demi-re´seau Ω0 = Z
d
+ ; (b) une partie du domaine Ω n’est pas contenue dans Z
d
+.
La fonction Hd(x,x
′) est la solution du proble`me de Dirichlet (2.7), c’est-a`-dire qu’elle
satisfait les conditions suivantes pour x′ ∈ ∂Zd+ :
∆Hd(x,x
′) = 0 (x ∈ Zd+), Hd(x,x′) = δx,x′ (x ∈ ∂Zd+) (2.25)
Prenant deux points arbitraires x,x′ ∈ Zd, on de´finit le potentiel comme :
• si xd · x′d > 0, on a :
g0(x1,...,xd ; x
′
1,...,x
′
d) =
min{|xd|,|x
′
d
|}∑
j=1
Hd
(
x1,...,xd−1,|xd−x′d|+2j−1 ; x′1,...,x′d−1,0
)
(2.26)
• si xd · x′d ≤ 0, on a :
g0(x1,...,xd ; x
′
1,...,x
′
d) = 0 (2.27)
Dans l’annexe C.4, nous ve´rifions que g0(x,x
′) satisfait les conditions (2.12) ce qui
confirme que g0(x,x
′) est vraiment le potentiel du demi-re´seau Zd+. Notons que la de´finition
est syme´trique par rapport a` la re´flexion autour de l’hyperplan ∂Zd+ : l’e´change xd → −xd
et x′d → −x′d ne modifie pas le potentiel. Par conse´quent, la fonction g0(x,x′) est aussi le
potentiel du demi-re´seau infe´rieur Zd−. De plus, on ve´rifie aise´ment que ce potentiel est
une fonction syme´trique par rapport a` la permutation de x et x′ : g0(x,x
′) = g0(x
′,x).
La the´orie des probabilite´s donne un sens probabiliste au potentiel [34, 140]. En par-
ticulier, le potentiel g0(x,x
′) est e´gal au temps moyen que le marcheur ale´atoire partant
du point x passe au point x′ avant le premier contact avec la frontie`re ∂Zd+. De plus, le
rapport g0(x,x
′)/g0(x
′,x′) est e´gal a` la probabilite´ d’atteindre le point x′ ∈ Zd+ en partant
du point x ∈ Zd+ sans avoir contacte´ la frontie`re ∂Zd+.
2.2.5 Domaines a` frontie`re a` support compact
D’apre`s la de´finition (2.14), un domaine a` frontie`re a` support compact co¨ıncide avec
le demi-re´seau sauf sur un nombre fini de points. Autrement dit, on peut construire ce
type de domaine a` partir du demi-re´seau en ajoutant ou supprimant un nombre fini de
points. Evidemment, cette ((similitude)) avec le demi-re´seau n’est pas accidentelle. On va
utiliser le potentiel g0(x,x
′) construit ci-dessus pour trouver la distribution de probabilite´s
de premier contact dans un domaine a` frontie`re a` support compact.
Si un domaine Ω ⊂ Zd a` frontie`re a` support compact est contenu dans le demi-re´seau
Z
d
+ (Fig. 2.4a), on utilise imme´diatement la relation (2.21) qui donne les e´quations line´aires
pour les coefficients inconnus (voir 2.2.3). Cependant, il existe des situations ou` le domaine
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Ω n’est pas comple`tement contenu dans Zd+ (Fig. 2.4b). Dans ce cas, il faut le´ge`rement
modifier la me´thode des e´le´ments frontie`res. D’abord, graˆce a` la syme´trie entre le demi-
re´seau supe´rieur Zd+ et le demi-re´seau infe´rieur Z
d
−, on peut utiliser le meˆme traitement
pour les deux. Par conse´quent, la combinaison line´aire (2.19) satisfait l’e´quation de Laplace
aux points x ∈ Ω de coordonne´e xd strictement positive ou ne´gative. Cependant, on peut
avoir des proble`mes avec les points x ∈ Ω pour lesquels xd = 0, car le potentiel g0(x,x′)
ne satisfait l’e´quation de Laplace sur la frontie`re ∂Zd+. De plus, si x ∈ ∂Zd+, le potentiel
est e´gal a` 0, ce qui impliquant que la combinaison line´aire (2.19) est e´gale a` 0 pour ces
points ce qui n’est pas correct. Afin de pouvoir utiliser la me´thode des e´le´ments frontie`res
meˆme dans ce cas, on ajoute a` l’expression (2.19) une combinaison line´aire particulie`re
(la deuxie`me somme) :
P∂Ω(x ; x
′) = g0(x,xˆ
′)−
∑
y∈∂Ω
g0(x,y)P∂Ω(yˆ ; x
′) +
∑
y∈Ω:
yd=0
Hd(x,y)P∂Ω(y ; x
′) (2.28)
Notons d’abord que pour xd = 0, les deux premiers termes sont e´gaux a` 0, tandis que la
fonction Hd(x,y) devient δx,y. Apre`s sommation, il ne reste que P∂Ω(x ; x
′) comme il se
doit.
Conside´rons la premie`re somme par rapport a` y ∈ ∂Ω. Graˆce a` la de´finition (2.27), le
potentiel g0(x;y) est e´gal a` 0 si yd = 0. Pour des domaines a` frontie`re a` support compact,
l’ensemble des points frontie`res
{ y ∈ ∂Ω : yd 6= 0 }
est borne´, voir la de´finition (2.14). On peut donc nume´roter ces points xj par l’indice
j ∈ {1,...,J }, ou` J est le nombre de tels points. Nous concluons que la premie`re somme
contient J termes. Graˆce a` la de´finition (2.14), l’ensemble des points
{ x ∈ Ω : xd = 0 }
est aussi borne´, c’est-a`-dire que la deuxie`me somme par rapport a` y dans (2.28) contient
aussi un nombre fini de termes. On de´signe ces points x¯j′ nume´rote´s par l’indice j
′ ∈
{1,...,J ′}, ou` J ′ est le nombre de tels points. On peut donc re´e´crire (2.28) :
P∂Ω(x ; x
′) = g0(x,xˆ
′)−
J∑
j=1
g0(x,xj)P∂Ω(xˆj ; x
′) +
J ′∑
j′=1
Hd(x,x¯j′)P∂Ω(x¯j′ ; x
′) (2.29)
Nous concluons que pour chaque point x′ ∈ ∂Ω, il y a (J +J ′) coefficients inconnus :
P∂Ω(xˆj ; x
′) et P∂Ω(x¯j′ ; x
′).
• Pour chaque point frontie`re xk dont la d-ie`me coordonne´e est non nulle, on obtient
donc J conditions :
P∂Ω(xˆk ; x
′) = g0(xˆk,xˆ
′)−
J∑
j=1
g0(xˆk,xj)P∂Ω(xˆj ; x
′)+
J ′∑
j′=1
Hd(xˆk,x¯j′)P∂Ω(x¯j′ ; x
′) (2.30)
• Les autres J ′ conditions s’obtiennent lorsque l’on demande que l’e´quation de Laplace
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∆P∂Ω(x ; x
′) = 0 soit satisfaite pour les points x¯k′ qui appartiennent a` Ω :
Hd( (x¯k′ ,1) ,x
′)−
J∑
j=1
Hd( (x¯k′ ,1) ,xj)P∂Ω(xj ; x
′)+
J ′∑
j′=1
(
∆Hd(x,x¯j′)
)
x=x¯k′
P∂Ω(x¯j′ ; x
′) = 0
(2.31)
(la notation (x,1) de´signe le point (x1,...,xd−1,1)). Nous avons utilise´ ici le fait que
∆g0(x,x
′) = Hd( (x,1) ,x
′) si xd = 0
Ces relations line´aires donnent J ′ conditions supple´mentaires. On a alors (J + J ′)
e´quations line´aires pour (J + J ′) inconnues. Afin de simplifier les e´quations, nous intro-
duisons les notations matricielles :
• deux vecteurs de´pendant de x′ ∈ ∂Ω qui repre´sentent les inconnues :[
Q(x′)
]
j
= P∂Ω(xˆj ; x
′) , j ∈ {1,...,J }[
Q′(x′)
]
j′
= P∂Ω(x¯j′ ; x
′) , j′ ∈ {1,...,J ′}
• deux vecteurs de´pendant de x′ ∈ ∂Ω :[
Q˜(x′)
]
j
= g0(xˆ
′,xˆj) , j ∈ {1,...,J }[
Q˜′(x′)
]
j′
= Hd(xˆ
′,x¯j′) , j
′ ∈ {1,...,J ′}
• une matrice de dimension (J + J ′)× (J + J ′) :
G =


G11 G12
G21 G22

 (2.32)
dont les e´le´ments sont donne´s par :
(G11)j,k = δj,k + g0(xˆk,xj), j ∈ {1,...,J } k ∈ {1,...,J }
(G12)j,k′ = −Hd(xˆj,x¯k′), j ∈ {1,...,J } k′ ∈ {1,...,J ′}
(G21)j′,k = Hd(xk,x¯j′), j
′ ∈ {1,...,J ′} k ∈ {1,...,J }
(G22)j′,k′ = −2Hd( (x¯j′ ,1) ,x¯k′)+


2d, si j′ = k′,
−1, si |x¯j′ − x¯k′| = 1,
0, sinon
j′ ∈ {1,...,J ′}
k′ ∈ {1,...,J ′}
En utilisant ces notations, les e´quations line´aires (2.30) et (2.31) s’e´crivent sous la forme
d’une e´quation vectorielle :
G
(
Q(x′)
Q′(x′)
)
=
(
Q˜(x′)
Q˜′(x′)
)
(2.33)
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Fig. 2.5 – Proce´dure de factorisation : on identifie tous les nombres entiers qui sont e´gaux
modulo N .
L’avantage important de cette approche est que la matrice G ne de´pend pas du point
x′. Par conse´quent, une seule inversion de cette matrice suffit a` calculer les coefficients
inconnus Q(x′) et Q
′
(x′) pour des points frontie`res x
′ diffe´rents.
2.2.6 Conditions pe´riodiques
Les domaines a` frontie`re a` support compact repre´sentent une classe de domaines assez
importants pour lesquels l’ope´rateur d’auto-transport brownien peut eˆtre construit par la
me´thode des e´le´ments frontie`res avec le potentiel de demi-re´seau. Cependant, le nombre
infini de points frontie`res de ces domaines empeˆche de pouvoir l’e´tudier nume´riquement.
De plus, on ne peut pas faire une approximation brutale en construisant l’ope´rateur pour
un nombre fini de points car un tel ope´rateur n’est pas normalise´ (surtout pour des points
de de´part au bord). L’utilisation d’un tel ope´rateur contredirait la loi de conservation de
masse car une certaine partie des marcheurs ale´atoires ne serait pas prise en compte.
Pour contourner cette difficulte´, on peut utiliser une nouvelle approche. Conside´rons
d’abord le cas bidimensionnel. Il est important de conserver l’invariance par translation
selon l’axe longitudinal du demi-re´seau Z2+. En meˆme temps, on veut se limiter a` un
nombre fini N de points frontie`res distincts. Il est donc naturel d’identifier les points de
distance N entre eux. Autrement dit, on peut imposer des conditions pe´riodiques (de
pe´riode N) a` tous les points ayant x1 = 0 et x1 = N . Le groupe quotient ZN obtenu par
cette proce´dure, dite factorisation, contient N e´le´ments (Fig. 2.5). Il est maintenant facile
de construire un demi-re´seau dont la frontie`re posse`de N points :
Z
1,1
N = ZN ⊗ Z+
La structure Z1,1N est e´quivalente a` un re´seau carre´ sur un cylindre demi-infini (Fig. 2.6a).
On peut aussi se repre´senter cette structure comme une infinite´ de copies d’une bande
demi-infinie de taille N (Fig. 2.6b).
Le cas multidimensionnel se ge´ne´ralise imme´diatement :
Z
d−1,1
N = ZN ⊗ ...⊗ ZN︸ ︷︷ ︸
d−1 fois
⊗Z+
Evidemment, on peut prendre des pe´riodes diffe´rentes N1, N2, ..., Nd−1 pour chaque
direction longitudinale.
Dans la suite, nous allons fre´quemment utiliser les conditions pe´riodiques sans soucis
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Fig. 2.6 – Visualisation d’un re´seau carre´ pe´riodique : (a) sur un cylindre demi-infini
(des petits cercles repre´sentent les points frontie`res ; (b) reproduction infinie d’une bande
demi-infinie dans la direction longitudinale x1.
de la topologie du re´seau Zd−1,1N . L’important est que l’on puisse construire l’ope´rateur
d’auto-transport brownien de manie`re cohe´rente pour des frontie`res avec un nombre fini
de points. Du point de vue pratique, l’introduction des conditions pe´riodiques peut eˆtre
vu comme une ((perturbation)) minime des proprie´te´s des marches ale´atoires par rapport
au cas de la frontie`re infinie. Par exemple, des parois verticales soit absorbantes, soit
re´fle´chissantes amplifient la perturbation. De plus, la me´thode des e´le´ments frontie`res
ne´cessiterait un autre potentiel dont le calcul est beaucoup plus complexe en pre´sence
des parois. Au contraire, le potentiel pour le demi-re´seau pe´riodique Zd−1,1N s’obtient par
la relation (2.26), ou` l’on doit remplacer la fonction Hd(x,x
′) par une nouvelle fonc-
tion Hd,N(x,x
′) correspondant a` la probabilite´ de premier contact pour le demi-re´seau
pe´riodique Zd−1,1N . Cette dernie`re se trouve facilement en remplac¸ant dans la relation
(2.23) les inte´grales par rapport a` θ1,...θd−1 par les sommes :
Hd,N(x1,...,xd ; x
′
1,...,x
′
d−1,0) =
N1−d
N−1∑
n1=0
...
N−1∑
nd−1=0
exp
[
i
d−1∑
k=1
(xk − x′k)
2pink
N
]
ϕ
|xd|
d
(
2pin1
N
,...,
2pind−1
N
)
(2.34)
avec la meˆme fonction ϕd(θ1,...,θd−1) de´finie par (2.24). Il est facile a` montrer queHd,N(x,x
′)
est la distribution de probabilite´s de premier contact avec les points frontie`res du demi-
re´seau pe´riodique Zd−1,1N , c’est-a`-dire qu’elle satisfait les conditions (2.7). La meˆme analyse
s’applique pour de´montrer que le potentiel g0(x,x
′) calcule´ par la relation (2.26) avec la
nouvelle fonctionHd,N(x,x
′) est le potentiel du demi-re´seau pe´riodique Zd−1,1N . La me´thode
des e´le´ments frontie`res e´tant base´e sur un potentiel quelconque, la construction pre´ce´dente
s’applique imme´diatement dans le cas de domaines a` frontie`re a` support compact soumis
a` des conditions pe´riodiques. Si J est le nombre de points frontie`res3 et J ′ le nombre de
3Dans la sous-section pre´ce´dente, nous avons compte´ seulement les points frontie`res avec la coordonne´e
xd non nulle, et J e´tait le nombre de ces points. Etant donne´ que l’on cherche a` construire l’ope´rateur
d’auto-transport brownien pour tous les points frontie`res, on e´tend le´ge`rement la me´thode afin de les
prendre en compte.
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points x ∈ Ω avec xd = 0, on a (J + J ′) conditions sous la forme vectorielle (2.33) pour
(J +J ′) inconnues repre´sente´es par les vecteurs Q(x′) et Q′(x′) pour chaque point frontie`re
x′. Afin de construire l’ope´rateur d’auto-transport brownien, il faut donc trouver J vec-
teurs Q(x′) et Q
′
(x′). Etant donne´ que la matrice G est la meˆme pour tous ces vecteurs,
on peut re´e´crire J e´quations vectorielles (2.33) par une seule e´quation matricielle :
G
(
Q
Q′
)
=
(
Q˜
Q˜′
)
(2.35)
avec deux matrices inconnues Q et Q′ :
Qj,k = P∂Ω(xˆj ; xk) , j ∈ {1,...,J } k ∈ {1,...,J }
Q′j′,k = P∂Ω(x¯j′ ; xk) , j
′ ∈ {1,...,J ′} k ∈ {1,...,J } (2.36)
et les deux matrices connues Q˜ et Q˜′ :
Q˜j,k = g0(xˆj,xˆk) , j ∈ {1,...,J } k ∈ {1,...,J }
Q˜′j′,k = Hd(xˆk,x¯j′) , j ∈ {1,...,J ′} k ∈ {1,...,J }
(2.37)
L’e´quation matricielle (2.35) permet alors de calculer l’ope´rateur d’auto-transport brow-
nien Q. La plupart des calculs effectue´s au cours de la the`se utilisent sur cette technique.
2.2.7 Pre´sence de la source plane
La pre´sence d’une source a` distance finie est importante pour pouvoir calculer le flux
P0 des particules arrivant sur la frontie`re. La construction pre´ce´dente a e´te´ re´alise´e en
supposant implicitement que la source se trouvait a` l’infini. Dans cette sous-section, nous
allons discuter des modifications permettant d’introduire une source plane a` distance
donne´e h.
Conside´rons une bande infinie borne´e par deux hyperplans paralle`les :
Ω = {(x1,...,xd) ∈ Zd : 0 < xd < h }
L’un de ces hyperplans est la frontie`re du demi-re´seau Zd+, l’autre repre´sente la source
plane a` distance h. On de´finit le potentiel g0(x,x
′) pour cette bande Ω de fac¸on le´ge`rement
diffe´rente : si xd · x′d > 0, on a :
g0(x,x
′) =
min{|xd|,|x
′
d
|}∑
j=1
H
(
x1,...,xd−1,|xd−x′d|+2j− 1 ; x′1,...,x′d−1,max{|xd|,|x′d|}
)
(2.38)
sinon g0(x,x
′) = 0.
La fonction H(x,x′) est de´finie comme :
H(x1,...,xd ; x
′
1,...,x
′
d) =
pi∫
−pi
...
pi∫
−pi
dθ1...dθd−1
(2pi)d−1
exp
[
i
d−1∑
k=1
(xk − x′k)θk
]
ψ
(0)
h,|x′
d
|(θ1,...,θd−1)ϕ
|xd|
d (θ1,...,θd−1)
(2.39)
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pour |xd| < h, |x′d| < h, sinon H(x,x′) = 0. La fonction supple´mentaire ψ(η)h,y(θ1,...,θd−1)
est :
ψ
(η)
h,y(θ1,...,θd−1) =
[1− ηϕ(θ1,...,θd−1)]− ϕ2(h−y)−1(θ1,...,θd−1)[ϕ(θ1,...,θd−1)− η]
[1− ηϕ(θ1,...,θd−1)]− ϕ2h−1(θ1,...,θd−1)[ϕ(θ1,...,θd−1)− η] (2.40)
Or, le parame`tre η est e´gal a` 0, car toute particule qui arrive sur la source doit eˆtre
absorbe´e :
ψ
(0)
h,y(θ1,...,θd−1) =
1− ϕ2(h−y)(θ1,...,θd−1)
1− ϕ2h(θ1,...,θd−1) (2.41)
Dans l’annexe C.5, nous ve´rifions que g0(x,x
′) satisfait les conditions (2.12), c’est-a`-
dire que g0(x,x
′) est le potentiel de la bande infinie Ω. De plus, nous montrons que la
probabilite´ de premier contact H
(h)
d (x,x
′) est :
H
(h)
d (x1,...,xd ; x
′
1,...,x
′
d−1,0) = H(x1,...,xd ; x
′
1,...,x
′
d−1,xd)
Il est facile de voir que la fonction ψ
(0)
h,y(θ1,...,θd−1) tend vers 1 lorsque la distance h tend
vers l’infini ; par conse´quent, dans cette limite, on retrouve le potentiel g0(x,x
′) et la
distribution Hd(x,x
′) du demi-re´seau Zd+ comme il se doit.
L’extension pour un domaine a` conditions pe´riodiques se fait aise´ment en remplac¸ant
dans (2.39) les inte´grales sur θ1,...,θd−1 par les sommes :
H(x1,...,xd ; x
′
1,...,x
′
d) =
N1−d
N−1∑
n1=0
...
N−1∑
nd−1=0
exp
[
i
d−1∑
k=1
(xk − x′k)
2pink
N
]
ψ
(0)
h,|x′
d
|
(
2pin1
N
,...,
2pind−1
N
)
ϕ|xd|
(
2pin1
N
,...,
2pind−1
N
)
(2.42)
2.2.8 Re´alisation pratique
Le calcul nume´rique de l’ope´rateur d’auto-transport brownien a e´te´ fait par la me´thode
des e´le´ments frontie`res de´crite ci-dessus (les proce´dures correspondantes ont e´te´ re´alise´es
avec le logiciel MATLAB 6.5). Le sche´ma de calcul est le suivant :
1. On prend l’interface a` support compact a` laquelle on s’inte´resse (par exemple, la
premie`re ge´ne´ration de la courbe de Von Koch sur la figure 2.7) et on la discre´tise
selon la proce´dure de´crite dans la section 2.1. Cette interface divise le re´seau Zd en
deux domaines disjoints, en haut et en bas. Par de´faut, on conside`re le domaine en
haut Ω, dont la frontie`re ∂Ω est notre interface a` support compact. Nous imposons les
conditions pe´riodiques dont la pe´riode N est choisie de telle fac¸on que tous les points
frontie`res de coordonne´e xd non nulle soient inclus. Par conse´quent, la frontie`re
posse`de un nombre fini J de points dont les positions xj doivent eˆtre de´termine´es.
On de´finit aussi les directions des vecteurs normaux xˆj−xj sur la frontie`re, oriente´s
vers le domaine Ω. Du point de vue informatique, l’interface discre`te se de´finit par
l’ensemble des coordonne´es des points frontie`res et l’ensemble des directions des
vecteurs normaux. De plus, on de´termine l’ensemble des points x¯j′ du domaine Ω
dont la d-ie`me coordonne´e est e´gale a` 0. Nous rappelons que le nombre J ′ de ces
points est fini.
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Fig. 2.7 – Exemple du traitement d’une courbe discre`te. D’abord, la courbe d’origine
(ligne en tirets) permet de construire la surface de re´seau (ligne en trait plein) dont chaque
segment contient 10 points frontie`res xj (cercles ouverts), c’est-a`-dire que J = 50. Les
cercles solides repre´sentent J ′ = 10 points x¯j′ . Les conditions pe´riodiques sont impose´es
sur des lignes verticales. La matrice G a alors la dimension 60× 60.
2. On construit la matrice G de dimension (J + J ′) × (J + J ′) selon la de´finition
(2.32) en utilisant le potentiel g0(x,x
′) et la probabilite´ Hd,N(x,x
′) pour le demi-
re´seau pe´riodique correspondant. Si l’on veut une source plane a` distance finie, on
suit les modifications de la sous-section 2.2.7.
3. On inverse la matrice G.
4. On construit les matrices Q˜ et Q˜g selon la de´finition (2.37). En multipliant a` gauche
par G−1 ces matrices, nous trouvons donc les matrices inconnues Q et Qg graˆce a`
la relation (2.35), on obtient ainsi l’ope´rateur d’auto-transport brownien Q.
L’avantage nume´rique d’avoir conside´re´ des conditions pe´riodiques tient au fait que les
inte´grales par rapport a` θ1,..., θd−1 dans l’expression pour la distribution Hd(x,x
′) sont
remplace´es par des sommes finies. Par conse´quent, l’utilisation de conditions pe´riodiques
permet d’e´liminer la proce´dure d’inte´gration nume´rique qui pouvait devenir une source
importante d’erreurs nume´riques, alors meˆme qu’elle augmentait le temps de calcul de
manie`re conside´rable. En choisissant un grand format nume´rique pour des nombres re´els,
on peut calculer les sommes finies de fac¸on tre`s pre´cise. Le passage le plus de´licat re´side
donc dans l’inversion de la matrice G. Une fois l’ope´rateur d’auto-transport brownien Q
construit, on peut estimer l’erreur de calcul. Un bon crite`re de pre´cision est la syme´trie
de l’ope´rateur Q. Le calcul de la de´viation maximale
max
j,k
{|Qj,k −Qk,j|}
permet de ve´rifier la validite´ de la me´thode nume´rique. Dans les calculs effectue´s, en
deux ou trois dimensions, la de´viation maximale a e´te´ infe´rieure a` 10−15. Cette pre´cision
semble eˆtre suffisante pour notre e´tude. D’autre part, elle fournit une limite raisonnable
pour les probabilite´s Qj,k : on ne peut pas utiliser cette me´thode pour construire une
matrice dont certains e´le´ments sont infe´rieurs a` l’erreur de calcul. D’ailleurs, bien que
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l’erreur 10−15 soit raisonnablement petite, on peut encore accroˆıtre la pre´cision en utilisant
des moyens plus puissants. En conclusion, on peut dire que la pre´cision de la me´thode des
e´le´ments frontie`res de´veloppe´e est suffisante pour notre e´tude.
Un autre aspect important concerne le temps de calcul. On pourrait penser a` premie`re
vue que la proce´dure la plus longue est l’inversion de la matrice G. En effet, le temps
d’inversion d’une matrice de dimension M croˆıt comme M3 [20, 74, 114]. Mais il faut
remarquer que la constructionde cette matrice requiert e´galement un temps de l’ordre
M3 : on traite M2 e´le´ments pour lesquels on calcule le potentiel g0(x,x
′) ou la probabilite´
Hd,N(x,x
′) en sommant Nd−1 termes. Comme la dimension M de´pend du nombre de
points frontie`res, qui est de l’ordre de Nd−1, on trouve encore un facteur M .
Le temps de calcul pour la quatrie`me ge´ne´ration de la courbe de Von Koch de dimen-
sion fractale Df = ln 5/ ln 3, avec J = 2500 points frontie`res xj et J ′ = 260 points x¯j′ ,
est de 3 heures sur un processeur cadence´ a` 2.4 Gz.
L’augmentation ultime de la dimension M de la matrice G est limite´e plutoˆt par la
taille de la me´moire vive. En effet, un nombre re´el dans un format suffisamment grand
occupe 8 octets, et donc deux matrices (G et G−1) de dimension M ×M prennent 16M2
octets. Sur un ordinateur dont la me´moire vive est 256 Mo, on est donc limite´e a` une
dimension M ' 4000. En principe, on peut augmenter la dimension d’un facteur 2 si l’on
passe a` 1 Go. Cependant, il faut compter que les besoins re´els sont en fait plus importants,
et l’utilisation de la me´moire virtuelle augmenterait de manie`re importante le temps de
calcul. En conclusion, nous nous limitons a` des matrices de dimension de l’ordre de 3000.
Les calculs correspondants ne prennent que quelques heures.
2.3 Etude de la surface plane
La surface plane est un bon premier exemple pour e´tudier les proprie´te´s de l’ope´rateur
d’auto-transport brownien. Tout d’abord, on peut construire l’ope´rateur lui-meˆme de
fac¸on explicite et de´duire ses proprie´te´s spectrales analytiquement. Ensuite, on connait la
re´ponse d’une e´lectrode plane ce qui permet de ve´rifier la cohe´rence de l’approche proba-
biliste. De plus, certaines relations obtenues de manie`re exacte dans ce cas constituent de
bonnes approximations pour d’autres correspondant a` des surfaces plus complexes. Enfin,
les futurs re´sultats concernant des surfaces pre´fractales s’expliquent plus clairement si on
les compare a` ceux pre´sente´s ci-dessous.
Dans les sous-sections suivantes, nous de´crivons d’abord le cas bidimensionnel, puis
nous passons au cas multidimensionnel. Nous porterons une attention particulie`re au cas
d = 3.
2.3.1 Cas bidimensionnel
D’apre`s la discussion de la section 2.1, pour que l’ope´rateur d’auto-transport brow-
nien soit de´fini correctement, il faut d’abord pre´ciser le domaine Ω dans lequel les marches
ale´atoires s’effectuent. Nous commenc¸ons par le cas bidimensionnel et prenons le demi-
re´seau carre´ pe´riodique Z1,1N de pe´riode N suffisamment grande. Les points xj de la
frontie`re discre`te ∂Z1,1N sont indexe´s par des nombres entiers, j ∈ {0,...,N − 1}.
Dans la section 2.2, nous avons trouve´ l’expression (2.34) pour la probabilite´ de pre-
mier contact P∂ΩN (x ; x
′) ce qui conduit a` l’expression suivante pour l’ope´rateur d’auto-
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transport brownien :
Qj,k =
1
N
N−1∑
n=0
e2pii(j−k)n/Nϕ2(2pin/N) (2.43)
avec la fonction ϕ2(θ) donne´e par (2.24) que l’on peut aussi e´crire comme :
ϕ2(θ) =
(√
1 + sin2(θ/2)− | sin(θ/2)|
)2
(2.44)
La figure 2.8a montre le comportement de cette fonction. Nous rappelons que la matrice
Q est syme´trique, avec des e´le´ments positifs. Etant donne´ que les conditions pe´riodiques
garantissent l’invariance par translation, la matrice Qj,k pre´sente une structure cyclique :
Qj,k = Qj+l,k+l. La transformation de Fourier diagonalise donc la matrice Q, d’ou` l’on
trouve les vecteurs propres Vα nume´rote´s par l’indice α ∈ {0,...,N − 1} :
Vα =
1√
N


e2pii(α/N)
e2pii(2α/N)
...
e2pii(Nα/N)

 (2.45)
Le facteur de normalisationN−1/2 est choisi de telle fac¸on que les vecteurs propres satisfont
la condition de normalisation : (
Vα ·V∗α′
)
= δα,α′
ou` V∗α′ est le vecteur complexe conjugue´ du vecteur Vα′ : V
∗
α′ = V−α′ .
Les vecteurs propresVα forment une matrice V qui entre en jeu dans la diagonalisation
de l’ope´rateur d’auto-transport brownien Q :
Q = V −1


q0 0 ... 0
0 q1 ... 0
... ... ... ...
0 0 ... qN−1

V
les {qn} e´tant les valeurs propres de Q. En connaissant la forme explicite (2.45) des
vecteurs propres, on trouve :
Qj,k =
1
N
N−1∑
n=0
e2pi(j−k)n/Nqn
La comparaison avec l’expression (2.43) conduit a` :
qn = ϕ2(2pin/N) n ∈ {0,...,N − 1} (2.46)
La syme´trie de la fonction ϕ2(θ), notamment, ϕ2(θ) = ϕ2(2pi− θ), montre que les valeurs
propres qn sont de´ge´ne´re´es deux fois (sauf q0 et, peut-eˆtre, qN/2, si N est un nombre pair).
La de´croissance monotone de la fonction ϕ2(θ) dans l’intervalle de θ entre 0 et pi permet
d’ordonner les valeurs propres par leur indice, en tenant compte de la de´ge´ne´rescence.
De´sormais, nous conside´rons la suite de´croissante des valeurs propres qα indexe´es par leur
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Fig. 2.8 – Comportement des fonctions ϕ2(θ) et ϕ3(θ1,θ2).
indice α :
1 ≥ q0 ≥ q1 ≥ ...
Notons que la de´ge´ne´rescence des valeurs propres est une proprie´te´ assez particulie`re de
l’interface plane. Dans le cas ge´ne´ral, cette de´ge´ne´rescence disparaˆıt.
Lorsque le nombre de points frontie`res N s’accroˆıt vers l’infini, l’expression (2.43) tend
vers la forme inte´grale suivante :
Qj,k =
pi∫
0
dθ
pi
cos[(j − k)θ] ϕ2(θ) (2.47)
En inte´grant par parties quatre fois successives, on trouve le comportement asymptotique
lorsque |j − k| tend vers l’infini :
Qj,k =
1
pi(j − k)2 −
1
2pi(j − k)4 +O
(
1
(j − k)6
)
(2.48)
Densite´ d’e´tats
La relation explicite (2.46) pour les valeurs propres de la matrice Q permet de calculer
leur densite´ d’e´tats inte´gre´e N2(q) de´finie comme le nombre d’e´tats propres dont la valeur
propre est infe´rieure a` q, normalise´ par le nombre d’e´tats total N . Les valeurs propres
e´tant ordonne´es, le nombre d’e´tats pour lesquels q ≤ qα ≤ 1 est de´termine´ par l’indice
minimal α correspondant. La densite´ d’e´tats inte´gre´e s’e´crit donc :
N2(q) = 1− 1
N
min{ α ≥ 0 : qα ≥ q }
En supposant que N est suffisamment grand et en utilisant la continuite´ de la fonction
ϕ2(θ), on peut trouver l’indice minimal α en inversant de la relation (2.46) par rapport a`
l’indice α :
N2(q) = 2
pi
arccos
(
1− q
2
√
q
)
(2.49)
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Fig. 2.9 – Densite´s d’e´tats de l’ope´rateur d’auto-transport brownien : a` gauche, les den-
site´s d’e´tats inte´gre´e et diffe´rentielle pour le cas bidimensionnel ; a` droite, celles pour le
cas tridimensionnel. On observe la divergence de la densite´ d’e´tats diffe´rentielle au point
q = qmin dans les deux cas.
(l’indice 2 se re´fe`re a` la dimension d = 2). Prenant la de´rive´e, nous obtenons la densite´
d’e´tats diffe´rentielle :
D2(q) = 1
pi
1 + q
q
√
qmax − q
1√
q − qmin ou` qmax = 3 +
√
8, qmin = 3−
√
8 (2.50)
Le comportement des densite´s d’e´tats inte´gre´eN2(q) et diffe´rentielle D2(q) est pre´sente´
sur la figure 2.9. Nous remarquons deux conse´quences imme´diates :
1. Toutes les valeurs propres sont borne´es infe´rieurement par qmin : q ≥ qmin, c’est-a`-
dire qu’il existe un ((gap)) entre 0 et qmin. Notons que c’est une proprie´te´ particulie`re
du re´seau carre´. Quelques autres re´seaux bidimensionnels sont pre´sente´s dans l’an-
nexe B ou` l’on trouve que les valeurs propres sont toujours positives mais qu’elles
peuvent tendre vers 0.
2. La densite´ d’e´tats diffe´rentielle diverge au point qmin en loi de puissance avec un
exposant −1/2. En revanche, il n’exite aucune singularite´ autour du point q = 1.
2.3.2 Cas tridimensionnel
Dans le cas tridimensionnel, nous allons conside´rer le demi-re´seau cubique pe´riodique
Z
3
N de pe´riode N suffisamment grande. La frontie`re ∂Z
3
N contient N
2 points :
∂Z2,1N “= ” { (x1,x2,x3) ∈ Z3 : 0 ≤ x1 < N, 0 ≤ x2 < N, x3 = 0 }
En principe, on peut les nume´roter par un seul indice m allant de 1 a` N2. Cependant, une
telle nume´rotation ne conserve pas l’agencement bidimensionnel des points. Il est donc
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Fig. 2.10 – Calcul de la densite´ d’e´tats inte´gre´eN3(q) : a` gauche, pour une valeur q donne´e,
l’ine´galite´ ϕ3(2piα1/N,2piα2/N) < q de´finit un domaine dont l’aire permet de compter le
nombre d’e´tats correspondants ; a` droite, quelques domaines pour diverses valeurs de q.
pratique d’utiliser l’indice compose´ (x,y), ou` x ∈ {0,...,N − 1} et y ∈ {0,...,N − 1}.
La probabilite´ de premier contact de´crite par (2.34) permet de construire l’ope´rateur
d’auto-transport brownien de fac¸on explicite :
Q(x,y),(x′,y′) =
1
N2
N−1∑
n1=0
N−1∑
n2=0
e2pii(x−x
′)n1/Ne2pii(y−y
′)n2/N ϕ3
(
2pin1
N
,
2pin2
N
)
(2.51)
avec la fonction ϕ3(θ1,θ2) donne´e par (2.24) que l’on peut aussi e´crire comme :
ϕ3(θ1,θ2) =
(√
1 + sin2(θ1/2) + sin
2(θ2/2)−
√
sin2(θ1/2) + sin
2(θ2/2)
)2
(2.52)
Le comportement de cette fonction est pre´sente´ dans la figure 2.8b. Comme pre´ce´demment,
l’ope´rateur Q est syme´trique, ses e´le´ments sont positifs. L’invariance par translation per-
met de construire ses vecteurs propres. Il est utile de les indexer par l’indice compose´
(α1,α2) :
(Vα1,α2)(x,y) =
1
N
exp
[
2pii(α1x+ α2y)/N
]
(2.53)
De meˆme, les valeurs propres indexe´es par l’indice compose´ (α1,α2) s’obtiennent explici-
tement :
qα1,α2 = ϕ3(2piα1/N, 2piα2/N) (2.54)
En regardant le comportement de la fonction ϕ3(θ1,θ2) sur la figure 2.8b, on constate que
les valeurs propres sont ge´ne´ralement plusieurs fois de´ge´ne´re´es. Notons que cette fonction
est syme´trique :
ϕ3(θ1,θ2) = ϕ3(2pi − θ1,θ2) = ϕ3(θ1,2pi − θ2)
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Densite´ d’e´tats
Les e´tats propres n’e´tant que partiellement ordonne´s (selon l’indice compose´), on ne
peut pas simplement inverser la relation (2.54). Il faut donc compter le nombre d’indices
compose´s (α1,α2) pour lesquels qα1,α2 est infe´rieure a` q. Conside´rons un carre´ de coˆte´ 1 dont
les points (α1/N,α2/N) repre´sentent l’indice compose´ (α1,α2). Pour q donne´, la courbe
ϕ3(θ1,θ2) = q se´pare le carre´ en deux domaines dans lesquels ϕ3(θ1,θ2) est supe´rieur ou
infe´rieur a` q (Fig. 2.10). Le deuxie`me domaine contient tous les indices compose´s auxquels
l’on s’inte´resse. En supposant le nombreN suffisamment grand, on peut calculer le nombre
de ces e´tats par inte´gration :
N3(q) = 1
N2
∫
ϕ3
(
piα1
N
,
piα2
N
)
<q
dα1dα2
Apre`s changement de variables, on aboutit a` une expression explicite :
N3(q) =


1− 2
pi2
1∫
−1
arcsin
(√
k(q)(1+x)/(1+k(q))
)
√
(1−x)(1/k(q)+x)
dx si q > qmin
2
pi2
1∫
−1
arccos
(√
(k(q)+x)/(1+k(q))
)
√
(1+x)(k(q)−x)
dx si q < qmin
(2.55)
la fonction k(q) e´tant donne´e par :
k(q) =
(1− q)2
(q − q′min)(q′max − q)
q′min = 5−
√
24, q′max = 5 +
√
24
La ve´rification directe montre que :
N3(q′min) = 0, N3(qmin) = 1/2, N3(1) = 1
c’est-a`-dire que l’intervalle (q′min,qmin) contient exactement le meˆme nombre de modes
propres que l’intervalle (qmin,1). La densite´ d’e´tats inte´gre´e N3(q) est montre´e sur la
figure 2.9. Comme pre´ce´demment, on trouve un ((gap)) entre 0 et q′min.
En de´rivant, on obtient la densite´ d’e´tats diffe´rentielle qui peut eˆtre de´crite a` l’aide de
fonctions elliptiques :
D3(q) = 4
pi2
1 + q
q(1− q)
{
k(q)E(k(q)) si q > qmin
E(1/k(q)) si q < qmin
(2.56)
ou` E(k) est l’inte´grale elliptique comple`te du premier ordre [47] :
E(k) =
1∫
0
dx√
1− x2
1√
1− k2x2
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Il est utile d’e´tudier le comportement asymptotique de la densite´ D3(q) :
D3(q) ' 1
2pi
(1− q) (q → 1)
D3(q) ' 2
pi2
1 + qmin
qmin(1− qmin) ln
(
(1− qmin)2√
2 |q − qmin|
)
(q → qmin)
D3(q′min) =
2
pi
(1 + q′min)
q′min(1− q′min)
≈ 7,7182
On trouve donc une divergence logarithmique au voisinage du point qmin. Comme la
densite´ d’e´tats diffe´rentielle tends vers 0 lorsque q → 1, il y a peu d’e´tats au voisinage de
ce point (Fig. 2.9).
Comparaison des cas bi- et tridimensionnels
Il est inte´ressant de comparer les densite´s d’e´tats pour d = 2 et d = 3. Premie`rement,
la tangente de la courbe N3(q) est horizontale au point q = 1. En effet, on ve´rifie que
D3(1) = 0. Deuxie`mement, les valeurs propres du cas tridimensionnel sont distribue´es plus
localement que dans le cas bidimensionnel (par exemple, la plupart des valeurs propres se
trouvent sur l’intervalle entre 0,1 et 0,2). Par conse´quent, il n’existe que quelque valeurs
propres pre`s de 1. Ce fait pourra nous servir a` faire des approximations.
Dans les deux cas, la densite´ d’e´tats diffe´rentielle diverge au point q = qmin.
2.3.3 Cas multidimensionnel
Dans le cas multidimensionnel d > 3, on re´pe`te la construction pre´ce´dente de l’ope´ra-
teur d’auto-transport brownien Q sans modifications de fond. En effet, on introduit le
demi-re´seau hypercubique Zd−1,1N soumis a` des conditions pe´riodiques. Il est utile d’in-
troduire un multi-indice (x1,...,xd−1) pour indexer les points frontie`res, les e´le´ments de
l’ope´rateur Q, etc. Les conditions pe´riodiques conduisent toujours aux vecteurs propres
calculables explicitement (harmoniques de Fourier). Les valeurs propres indexe´es s’e´crivent :
qα1,...αd−1 = ϕd
(
2piα1
N
,...,
2piαd−1
N
)
ou` la fonction ϕd(θ1,...,θd−1) est de´finie par (2.24). Une fois l’expression analytique obtenue
pour les valeurs propres, on peut de´finir et calculer la densite´ d’e´tats inte´gre´e Nd(q). En
supposant toujours que N soit suffisamment grand, on peut repre´senter la densite´ d’e´tats
diffe´rentielle Dd(q) sous la forme :
Dd(q) =
pi∫
0
...
pi∫
0
dθ1...dθd−1
pid−1
δ
(
q − ϕd(θ1,...,θd−1)
)
(2.57)
δ e´tant la fonction (distribution) de Dirac.
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2.3.4 Mesure harmonique
L’analyse pre´ce´dente a e´te´ effectue´e en l’absence de source. Dans la section 2.2, nous
avons discute´ le fait que la source plane peut eˆtre introduite par une simple modification
de potentiels correspondants. Afin d’e´viter des re´pe´titions triviales, nous allons discuter
dans cette sous-section la diffe´rence introduite par la pre´sence ou l’absence de source dans
les proprie´te´s de l’ope´rateur d’auto-transport brownien.
On conside`re donc le demi-re´seau hypercubique Zd−1,1N avec des conditions pe´riodiques
ou` la source plane est place´e a` une hauteur h > 0 (voir sous-section 2.2.7). En utilisant le
potentiel de la bande infinie, les e´le´ments de l’ope´rateur Q peuvent eˆtre de´crits explicite-
ment. La source plane ne de´truisant pas l’invariance par translation, les vecteurs propres
de l’ope´rateur Q sont toujours les harmoniques de Fourier quelle que soit la hauteur h.
Les valeurs propres de´pendant de h sont donne´es par la relation :
q(h)α1,...,αd−1 = ϕd
(
2piα1
N
,...,
2piαd−1
N
)
ψ
(0)
h,1
(
2piα1
N
,...,
2piαd−1
N
)
(2.58)
ou` les fonctions ϕd(θ1,...,θd−1) et ψ
(0)
h,1(θ1,...,θd−1) sont de´finies par les relations (2.24) et
(2.40).
Le vecteur propreV0,...,0 est proportionnel a` 1 : V0,...,0 = N
−(d−1)/2 1. Par conse´quent,
le vecteur P0 est e´galement uniforme :
P0 = (I −Q)1 =
(
1− q(h)0,...,0
)
1
La substitution de α1 = ... = αd−1 = 0 dans la relation (2.58) permet de calculer la valeur
propre correspondante : q0,...,0 = 1− 1/h, d’ou` l’on tire :
P0 = h
−11
En particulier, ce vecteur tend vers 0 lorsque h→∞ comme il se doit.
2.3.5 L’ope´rateur d’e´talement
Dans cette sous-section, nous allons de´crire quelques proprie´te´s de l’ope´rateur d’e´tale-
ment dans le cas discret bidimensionnel. Nous rappelons que cet ope´rateur a e´te´ de´fini dans
la section 1.5 comme Tε = (1−ε)(I−εQ)−1 (pour 0 ≤ ε ≤ 1) afin de relier la distribution de
probabilite´sPε de traverser la frontie`re avec la distribution de probabilite´sP0 d’arrive´e sur
la frontie`re (depuis une source) : Pε = TεP0. Nous revenons a` cet ope´rateur au chapitre 3
en e´tudiant la limite continue et dans le chapitre 6 en e´tudiant la mesure harmonique
e´tale´e.
L’ope´rateur d’e´talement Tε pour la frontie`re plane a la meˆme structure cyclique que
l’ope´rateur d’auto-transport brownien Q. Si le nombre N est suffisamment grand, on peut
utiliser la repre´sentation inte´grale :
(Tε)j,k = (1− ε)
pi∫
0
dθ
pi
cos[(j − k)θ]
1− εϕ2(θ) (2.59)
Le comportement asymptotique de (Tε)j,k pour |j − k| grand s’obtient par inte´gration de
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Fig. 2.11 – Comportement des e´le´ments (Tε)j,k (et Qj,k) pour diffe´rentes valeurs ε (voir
la le´gende).
(2.59) par parties, quatre fois successives :
(Tε)j,k =
1
pi(j − k)2
ε
1− ε −
1
2pi(j − k)4
ε(ε2 + 10ε+ 1)
(1− ε)3 +O
(
1
(j − k)6
)
(2.60)
En comparant les termes principaux des comportements asymptotiques de Qj,k et de
(Tε)j,k, on remarque que :
(Tε)j,k À Qj,k pour ΛÀ a et |j − k| À 1
La figure 2.11 montre le comportement des e´le´ments (Tε)j,k de l’ope´rateur d’e´talement
pour une frontie`re plane, avec diffe´rentes valeurs de ε. On voit que la distribution s’e´tale,
lorsque ε augmente, ce qui e´tait pre´visible d’apre`s le comportement asymptotique (2.60).
Il est important que l’ope´rateur d’e´talement Tε ait, en ge´ne´ral, le meˆme comportement
que Q.
Pour le cas usuel ΛÀ a, la probabilite´ ε se trouve proche de 1. Il est donc inte´ressant
de connaˆıtre le comportement asymptotique des e´le´ments (Tε)j,k au voisinage de ε = 1
pour j et k fixe´s :
(Tε)j,k ∼ −σ ln σ σ → 0 (ou ε = 1− σ → 1 ) (2.61)
Cette relation montre que les e´le´ments de (I − εQ)−1 tendent vers l’infini logarithmique-
ment, mais que les e´le´ments (Tε)j,k eux-meˆmes tendent vers 0.
2.4 Structure hie´rarchique de l’ope´rateur
L’expression analytique (2.43) des e´le´ments de la matrice Q dans le cas plane permet
d’e´tudier sa structure rigoureusement. On constate tout d’abord que Q est une matrice
a` diagonale dominante. Lorsque l’on s’e´loigne de la diagonale, les e´le´ments de´croissent
progressivement, ce qui est en bon accord avec le comportement asymptotique (2.48).
En particulier, cette structure de matrice implique la positivite´ des valeurs propres de
l’ope´rateur d’auto-transport brownien.
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Fig. 2.12 – Trois ge´ne´rations de la courbe de Von Koch quadrangulaire de dimension
Df = ln 5/ ln 3 (voir le chapitre 5 pour la description de leur construction).
Il est inte´ressant maintenant de voir comment la structure de la matrice Q est modifie´e
par une irre´gularite´. Pour cette e´tude, nous conside´rons les trois ge´ne´rations de la courbe
de Von Koch quadrangulaire (Fig. 2.12). Pour ces trois cas, nous calculons la matrice Q a`
l’aide de la me´thode des e´le´ments frontie`res pre´sente´e ci-dessus. Les matrices sont ensuite
visualise´es dans une repre´sentation cartographique en couleurs en utilisant une e´chelle
logarithmique.
Conside`rons la premie`re image de la figure 2.13. Il faut se souvenir que la matrice Q
a e´te´ construite pour une frontie`re avec des condition pe´riodiques. Par conse´quent, l’axe
horizontal et l’axe vertical pre´sentent e´galement la meˆme pe´riodicite´ : la matrice peut
eˆtre assimile´e a` un tore. Pour des raisons de simplicite´, nous garderons ne´anmoins l’image
bidimensionnelle tout en restant attentif lors de l’analyse de certains points. Ainsi, le coin
situe´ en haut a` droite semble eˆtre tre`s e´loigne´ de la diagonale, alors qu’il est en fait tout
proche en raison de la pe´riodicite´.
On voit que la matrice Q est divise´e en 25 blocs qui reproduisent la subdivision
hie´rarchique de la premie`re ge´ne´ration. Nume´roter les coˆte´s de la frontie`re de 1 a` 5
permet ainsi d’introduire une nume´rotation des blocs a` deux indices, chacun des deux
indices correspondant au de´part et a` l’arrive´e. Les 5 blocs diagonaux 1-1, ..., 5-5, a` peu
pre`s identiques, correspondent aux probabilite´s de retour d’un coˆte´ vers lui-meˆme. La
pre´dominance de ces probabilite´s refle`tent le fait que la plupart des marcheurs ale´atoires
sont absorbe´s au voisinage du point de de´part. La surintensite´ dans les blocs 2-3, 3-2, 3-4
et 4-3 traduit la facilite´ du transfert diffusif entre ces coˆte´s, tandis que les croix bleu fonce´
repre´sentent les points frontie`res au voisinage des coins qui sont peu accessibles.
L’image suivante (Fig. 2.14) doit eˆtre de´compose´e en 625 blocs, selon la nume´rotation
des coˆte´s de 1 a` 25. Cependant, on voit un regroupement hie´rarchique de ces blocs
((e´le´mentaires)) en 25 blocs plus gros correspondant a` la premie`re ge´ne´ration. Cette hie´rar-
chie est lie´e a` la structure ge´ome´trique de la courbe de Von Koch : la deuxie`me ge´ne´ration
est constitue´e de 5 copies de la premie`re ge´ne´ration. Notons que les 5 gros blocs diagonaux
font apparaˆıtre une structure similaire a` celle de la premie`re ge´ne´ration. Cela refle`te le fait
que la plupart des marcheurs ale´atoires ne quittent pas l’endroit d’ou` ils sont partis. On
peut aussi dire que ces marcheurs ne ((voient)) presque pas la pre´sence d’autres endroits de
la deuxie`me ge´ne´ration. En revanche, les autres 20 blocs non diagonaux rendent compte
de la petite proportion de marcheurs qui visitent des endroits e´loigne´s.
Pour la troisie`me ge´ne´ration (Fig. 2.15), la structure de la matrice Q devient encore
plus complexe. On voit clairement les 5 gros blocs diagonaux dont la structure ressemble a`
celle de la matrice pre´ce´dente. Une comparaison de´taille´e est pre´sente´e sur la figure 2.16.
La qualite´ de cette similitude implique qu’il existe une structure hie´rarchique dans la ma-
trice Q, au moins pour des blocs diagonaux. L’existence de petits blocs en jaune et orange
situe´s assez loin de la diagonale traduit la facilite´ du transfert entre certains endroits de la
courbe de Von Koch. On voit apparaˆıtre e´galement une certaine hie´rarchie dans les blocs
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non diagonaux dont l’origine est toujours lie´e a` la structure ge´ome´trique de cette courbe.
L’e´tude de la structure de l’ope´rateur d’auto-transport brownien pour des courbes
autosimilaires permet d’expliquer certaines proprie´te´s spectrales de cet ope´rateur. Pour
une frontie`re autosimilaire, la structure de la matrice Q est domine´e par les e´le´ments
diagonaux4. Par conse´quent, ses valeurs propres sont essentiellement de´termine´es par des
blocs diagonaux. En tenant compte la structure hie´rarchique de ces blocs, on peut calculer
les valeurs propres de la matrice Q(g+1) correspondant a` la ge´ne´ration g + 1 en utilisant
l’approximation suivante :
Q(g+1) '


Q(g) 0 0 0 0
0 Q(g) 0 0 0
0 0 Q(g) 0 0
0 0 0 Q(g) 0
0 0 0 0 Q(g)

 (2.62)
ou` la matrice Q(g) correspond a` la ge´ne´ration g dilate´e d’un facteur 5. Si cette approxima-
tion e´tait strictement exacte, les valeurs propres de la matrice Q(g+1) co¨ıncideraient avec
celles de la matrice Q(g) et seraient 5 fois de´ge´ne´re´es. En re´alite´, la pre´sence des blocs
non diagonaux de´truit la de´ge´ne´rescence. En revanche, on conserve un certain regroupe-
ment des valeurs propres, que l’on e´tudiera au chapitre 4 (effet de localisation du spectre).
L’approximation (2.62) sera e´galement utilise´e afin de justifier notre mode`le analytique de
l’impe´dance. On peut donc en conclure que, globalement, les valeurs propres de l’ope´rateur
d’auto-transport brownien pre´sentent une faible de´pendance vis-a`-vis de la ge´ome´trie de
la frontie`re. Par conse´quent, la densite´ d’e´tats inte´gre´e N (q) ne de´pend presque pas de
cette ge´ome´trie. On peut donc utiliser l’expression analytique de la densite´ Nd(q) trouve´e
dans le cas plane comme une approximation de N (q). La figure 2.17 montre les densite´s
d’e´tats inte´gre´es pour diffe´rentes ge´ne´rations de la courbe de Von Koch. On observe que
ces densite´s reproduisent la fonction N2(q) avec de petites perturbations5.
Au contraire, les vecteurs propres de l’ope´rateur d’auto-transport brownien ne peuvent
pas eˆtre de´termine´s par l’approximation (2.62) car ils de´pendent de la structure entie`re
de la matrice. Par conse´quent, la structure particulie`re de l’ope´rateur Q se refle`te dans
ses vecteurs propres.
Notons qu’une analyse similaire pour le cas tridimensionnel est complexe. En effet, si
l’on nume´rote les points frontie`res par un seul indice, on de´truit l’ordre bidimensionnel des
points. Par conse´quent, on ne verra apparaˆıtre aucune structure claire dans la matrice Q.
En revanche, si l’on utilisait un multi-indice (avec deux composantes dans le cas d = 3),
l’ope´rateur Q posse´derait 4 indices et sa visualisation ne´cessiterait un espace quadridi-
mensionnel. Quelle que soit la me´thode, on voit donc qu’il est tre`s difficile d’obtenir une
image compre´hensible et parlante de cette matrice.
4Notons que cette proprie´te´ n’est pas toujours satisfaite. Par exemple, si l’on conside`re un pore tre`s
e´troit, on obtient une matrice Q dont la structure est domine´e par la diagonale et par l’anti-diagonale.
5La pre´sence d’une quantite´ de valeurs propres nulles est lie´e aux angles saillants de la courbe
(Fig. 2.3b). Comme deux points frontie`res au voisinage de cet angle sont connecte´s au meˆme nœud
du re´seau, la distribution de probabilite´ de premier contact en partant de chacun de ces points est la
meˆme. Par conse´quent, la matrice Q posse`de deux lignes (ou deux colonnes) identiques ce qui implique
l’apparition d’une valeur propre nulle. Le nombre de telles valeurs propres (leur de´ge´ne´rescence) est
de´termine´ par le nombre d’angles saillants. En ge´ne´ral, la pre´sence de ces angles est un ((de´faut)) associe´
a` une discre´tisation particulie`re.
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Fig. 2.13 – Structure de la matrice Q pour la premie`re ge´ne´ration de la courbe de Von
Koch de dimension fractale Df = ln 5/ ln 3. Les couleurs correspondent aux valeurs des
e´le´ments de la matrice Q (le´gende reproduite sous la figure).
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Fig. 2.14 – Structure de la matrice Q pour la deuxie`me ge´ne´ration de la courbe de Von
Koch de dimension fractale Df = ln 5/ ln 3. Les couleurs correspondent aux valeurs des
e´le´ments de la matrice Q (le´gende reproduite sous la figure).
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Fig. 2.15 – Structure de la matrice Q pour la troisie`me ge´ne´ration de la courbe de Von
Koch de dimension fractale Df = ln 5/ ln 3. Les couleurs correspondent aux valeurs des
e´le´ments de la matrice Q (le´gende reproduite sous la figure).
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Fig. 2.16 – Comparaison entre les structures de la matrice Q pour la deuxie`me ge´ne´ration
(en haut) et un bloc diagonal correspondant a` un cinquie`me de la matrice Q pour la
troisie`me ge´ne´ration (en bas). Les couleurs correspondent aux valeurs des e´le´ments de la
matrice Q (le´gende reproduite sous la figure).
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Fig. 2.17 – Densite´s d’e´tats inte´gre´esN (q) pour la deuxie`me et la troisie`me ge´ne´rations de
la courbe de Von Koch quadrangulaire de dimension fractale Df = ln 5/ ln 3. La fonction
N2(q) est leur approximation.
2.5 Conclusion
L’ope´rateur d’auto-transport brownien, de´fini par les probabilite´s d’aller d’un site
frontie`re a` l’autre par des marches ale´atoires, est relie´ a` la distribution de probabilite´s
de premier contact. Par conse´quent, la construction de cet ope´rateur pour une frontie`re
donne´e peut eˆtre ramene´e a` la re´solution de l’e´quation de Laplace discre`te avec une condi-
tion aux limites de Dirichlet. En meˆme temps, sa de´finition correcte re´clame que chaque
point frontie`re n’ait qu’un seul proche voisin appartenant au re´seau. Cette condition peut
eˆtre satisfaite si l’on effectue la discre´tisation de la frontie`re d’origine en trois e´tapes :
– discre´tisation de la frontie`re par des segments horizontaux et verticaux de longueur
` (dans le cas tridimensionnel, la surface est discre´tise´e par des faces carre´es) ;
– de´calage d’un demi-pas de re´seau de cette frontie`re ;
– introduction du re´seau.
La re´solution de l’e´quation de Laplace discre`te s’obtient ensuite par la me´thode des
e´le´ments frontie`res dont l’ide´e est de repre´senter la solution sous forme d’une convolu-
tion d’un potentiel approprie´ avec une fonction inconnue (repre´sente´e par des coefficients
inconnus dans le cas discret) et de re´duire le proble`me aux limites a` une e´quation inte´grale
pour cette fonction (a` un syste`me d’e´quations line´aires pour des coefficients inconnus).
On se limite aux domaines d’une certaine classe pour laquelle le potentiel peut eˆtre trouve´
de fac¸on explicite. Dans notre cas, il s’agit des domaines dont la frontie`re est a` support
compact. En utilisant leur potentiel, on trouve l’e´quation matricielle dont la solution
est la matrice Q de l’ope´rateur d’auto-transport brownien. L’introduction des conditions
pe´riodiques permet d’appliquer la me´thode des e´le´ments frontie`res afin de construire cet
ope´rateur pour des frontie`res dont le nombre de points frontie`res est fini. La pre´sence
d’une source plane a` distance finie s’introduit par une modification le´ge`re du potentiel.
L’application de cette me´thode ge´ne´rale a` une surface plane permet de construire
l’ope´rateur d’auto-transport brownien de manie`re explicite. En particulier, on obtient
les valeurs propres et les vecteurs propres de cet ope´rateur quelle que soit la dimension
de re´seau d. Les densite´s d’e´tats inte´gre´e et diffe´rentielle, Nd(q) et Dd(q), sont calcule´es
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analytiquement pour les cas d = 2 et d = 3 (l’expression ge´ne´rale est donne´e pour le
cas d-dimensionnel). On trouve ainsi que les densite´s diffe´rentielles ne posse`dent aucune
singularite´ au point q = 1. En revanche, elles sont divergentes au voisinage du point
qmin = 3 −
√
8. On remarque que, dans le cas tridimensionnel, il y a peu de valeurs
propres autour de q = 1 car la densite´ diffe´rentielle s’annule en ce point. De plus, il existe
un ((gap)) entre 0 et la premie`re valeur propre non nulle.
La structure hie´rarchique de la matriceQ pour des frontie`res pre´fractales autosimilaires
a e´te´ e´galement pre´sente´e. On peut en de´duire que ses valeurs propres sont essentiellement
de´termine´es par les blocs diagonaux de la matrice, ce qui implique qu’elles de´pendent fai-
blement de la ge´ome´trie particulie`re. Par conse´quent, la densite´ d’e´tats inte´gre´e N (q) de
l’ope´rateur d’auto-transport brownien pour une frontie`re irre´gulie`re reproduit approxima-
tivement la densite´ Nd(q) calcule´e analytiquement auparavant. En revanche, les vecteurs
propres sont de´termine´s, quant a` eux, par la structure entie`re de la matrice.
Chapitre 3
La limite continue
L’approche diffusive au moyen de l’ope´rateur d’auto-transport brownien permet de
comprendre l’influence exerce´e par la ge´ome´trie discre`te de l’interface sur les proprie´te´s du
transport laplacien. De plus, elle fournit un outil de calcul efficace graˆce a` la me´thode des
e´le´ments frontie`res. L’ope´rateur d’auto-transport brownien construit par cette me´thode
ne de´pend que de la ge´ome´trie discre`te. Si l’on change la discre´tisation de la surface
continue d’origine, les e´le´ments de la matrice Q sont modifie´s. Intuitivement, on peut
penser qu’une discre´tisation de plus en plus fine doit conduire a` une description de plus
en plus exacte du transport laplacien. Autrement dit, le formalisme discret doit tendre
vers une description exacte si l’on passe a` la limite continue lorsque le parame`tre de re´seau
a tend vers 0. Or, a priori, l’existence d’une telle limite n’est pas e´vidente. Conside´rons
un e´le´ment Qj,k de la matrice de l’ope´rateur d’auto-transport brownien avec j 6= k. Les
indices j et k correspondent a` deux points distincts xj et xk de la frontie`re. Si l’on re´duit
le parame`tre de re´seau a, la discre´tisation devient de plus en plus fine, et donc un nombre
grandissant de points frontie`res se´parent xj et xk (la distance euclidienne entre ces deux
points demeurant toujours constante). Par conse´quent, une trajectoire ale´atoire entre ces
points devient de moins en moins probable. On aboutit donc au re´sultat ((paradoxal))
suivant : pour n’importe quels points frontie`res distincts dont les positions sont fixe´es, la
probabilite´ d’aller de l’un a` l’autre tend vers 0 lorsque a tend vers 0. En d’autres termes,
l’ope´rateur d’auto-transport brownien tend vers l’identite´ ! Ce re´sultat sugge`re la ne´cessite´
d’e´tudier plus en de´tails la limite continue. Cette e´tude sera pre´sente´e a` ce chapitre.
Nous examinerons d’abord le passage direct a` la limite continue pour une frontie`re
plane bidimensionnelle. Cette e´tude permettra de ve´rifier l’existence de cette limite.
Ensuite, une approche alternative sera propose´e pour une surface lisse arbitraire. Plus
pre´cise´ment, nous allons conside´rer un proble`me continu pour lequel les marches ale´atoires
avec re´flexions peuvent eˆtre remplace´es par un mouvement brownien avec sauts. Le pas-
sage a` la limite continue pour ce processus stochastique conduit a` un mouvement brownien
partiellement re´fle´chi. Les marches ale´atoires repre´sentant fre´quemment un processus sto-
chastique continu, on peut en de´duire que le mouvement brownien partiellement re´fle´chi
est la limite continue des marches ale´atoires avec re´flexions. Ce re´sultat justifie l’existence
de la limite continue dans le cas d’une frontie`re lisse (par exemple, deux fois diffe´rentiable).
L’e´tude de ce processus stochastique pour une surface plane sera pre´sente´e. De plus,
l’approche par le mouvement brownien avec sauts permet d’identifier un ope´rateur qui
s’obtient a` la limite continue a` partir de l’ope´rateur d’auto-transport brownien norma-
lise´ proprement. Les proprie´te´s de cet ope´rateur, appele´ ope´rateur de Dirichlet-Neumann,
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seront pre´sente´es au chapitre 4.
3.1 Passage direct a` la limite continue
Tout d’abord, nous devons pre´ciser quelle limite est appele´e limite continue. La descrip-
tion discre`te introduit quatre parame`tres principaux : le parame`tre du re´seau a, le temps
de saut τ , la probabilite´ d’absorption σ et le nombre de points frontie`res N . Ces quatre pa-
rame`tres sont lie´s aux caracte´ristiquesmacroscopiques du transport laplacien, notamment,
le coefficient de diffusion D, la longueur Λ (ou la perme´abilite´ W ), l’aire de la surface de
travail Stot (voir chapitre 2). Comme l’on cherche a` de´crire le proble`me continu, les valeurs
de ces caracte´ristiques doivent eˆtre fixe´es. Autrement dit, on conside`re la limite continue
lorsque le parame`tre de re´seau a tend vers 0, sous la condition que les caracte´ristiques
macroscopiques demeurent constantes. Cette condition implique imme´diatement que :
τ =
a2
2dD
→ 0 , σ =
(
1 +
Λ
a
)−1
→ 0 , N = Stot
ad−1
→∞
Conside´rons encore une fois la difficulte´ de la limite continue. Les e´le´ments de la
matrice Q repre´sentant l’ope´rateur d’auto-transport brownien sont les probabilite´s d’aller
d’un site de la frontie`re a` un site de la meˆme frontie`re par une marche ale´atoire. Pour
une surface lisse, conside´rons un voisinage quelconque d’un point de de´part. Lorsque a
tend vers 0, ce voisinage contient de plus en plus de points frontie`res. Comme la plupart
des marcheurs ale´atoires reviennent au voisinage du point de de´part, la probabilite´ de
retour a` ce voisinage tend vers 1 lorsque a→ 0. En d’autres termes, a` la limite a→ 0, le
marcheur ale´atoire ne peut pas quitter le voisinage infinite´simal du point de de´part sur la
frontie`re.
Souvenons nous maintenant que l’ope´rateur d’auto-transport brownien a e´te´ introduit
pour que l’on puisse de´crire des re´flexions successives sur la frontie`re. Comme la probabilite´
d’absorption σ tend vers 0 lorsque a→ 0, le marcheur ale´atoire doit eˆtre re´fle´chi de plus
en plus fre´quemment (la probabilite´ de re´flexion ε = 1− σ tend vers 1) ce qui lui permet
de se de´placer de plus en plus loin le long de la frontie`re. Autrement dit, une trajectoire
ale´atoire entre deux re´flexions devient courte, mais le nombre de ces trajectoires croˆıt.
Par conse´quent, bien que l’ope´rateur Q devienne localise´ autour de la diagonale, on peut
espe´rer que l’ope´rateur d’e´talement Tε lui-meˆme posse`de une limite non triviale lorsque a
tend vers 0.
Pour une surface plane, on peut utiliser la repre´sentation explicite des e´le´ments de la
matrice Tε (voir sous-section 2.3.5) :
(Tε)j,k = (1− ε)
pi∫
0
dθ
pi
cos[(j − k)θ]
1− εϕ2(θ)
ou` la fonction ϕ2(θ) est donne´e par (2.24). Nous utilisons la forme inte´grale pour plus de
simplicite´. Le nombre de sites frontie`res tendant vers l’infini a` la limite continue, cette
repre´sentation devient de plus en plus exacte. Nous rappelons qu’un e´le´ment (Tε)j,k de
l’ope´rateur d’e´talement est la probabilite´ que la marche ale´atoire partant du site j et
subissant des re´flexions sur la frontie`re avec la probabilite´ ε soit finalement absorbe´e au
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site k. Pour une surface continue, on ne cherche pas la probabilite´ d’eˆtre absorbe´ par
un point (un e´ve´nement ponctuel est de probabilite´ nulle), mais plutoˆt la valeur de cette
probabilite´ dans un intervalle infinite´simal ds. En d’autres termes, on cherche la densite´ de
probabilite´ TΛ(s0,s) que le marcheur ale´atoire partant du point s0 soit finalement absorbe´
dans l’intervalle (s,s+ds). Nous avons introduit ici deux coordonne´es continues s0 = ja et
s = ka. Sous l’hypothe`se que la longueur ds de l’intervalle est fixe´e, et conside´rablement
supe´rieure a` a (car a tend vers 0), on calcule la probabilite´ d’eˆtre absorbe´ sur l’intervalle
(s,s + ds) en sommant les valeurs de (Tε)j,k par rapport a` l’indice k entre s/a et s/a +
ds/a (voir l’annexe C.7 pour les de´tails). En effectuant la limite a → 0, nous obtenons
l’ope´rateur TΛ de´fini par le noyau TΛ(s0,s) = tΛ(s0 − s) :
tΛ(s) =
1
Λ
∞∫
0
dk
pi
cos(ks/Λ)
1 + k
(3.1)
Nous allons e´tudier cette densite´ dans la section 3.4.
La comparaison de l’ope´rateur d’e´talement discret Tε avec la densite´ tΛ(s) du cas
continu permet de trouver la relation suivante :
(Tε)i,i+n ≈ atΛ(na) avec Λ = aε
1− ε (3.2)
On peut donc utiliser l’un pour approcher l’autre. Cette relation est obtenue analytique-
ment pour Λ À a. Les simulations nume´riques montrent que cette relation reste valable
avec une bonne pre´cision meˆme pour Λ de l’ordre de a.
Notons que l’on peut e´tendre ce calcul direct pour une surface plane dans le cas
multidimensionnel (voir annexe C.7). Au contraire, le traitement d’une surface complexe
n’est pas re´alisable par cette me´thode. Dans la section suivante, nous allons pre´senter une
approche plus ge´ne´rale du mouvement brownien partiellement re´fle´chi.
3.2 Mouvement brownien avec sauts
Dans cette section, nous allons introduire l’analogue continu des marches ale´atoires
avec re´flexions. Cette approche peut eˆtre appele´e semi-continue car les marches ale´atoires
sont de´ja` remplace´es par le mouvement brownien, mais leurs re´flexions sont prises en
compte de manie`re discre`te. Nous allons utiliser cette approche interme´diaire pour passer
a` une description purement continue au moyen du mouvement brownien partiellement
re´fle´chi.
3.2.1 Mouvement brownien
Un processus stochastique Wt (t ≥ 0), de´fini sur l’espace de probabilite´1 (Ω ,F ,P),
s’appelle processus de Wiener ou mouvement brownien issu de l’origine si [41] :
1L’espace de probabilite´ se de´finit par trois ingre´dients : l’espace des e´ve´nements e´le´mentaires (simples)
Ω , la σ-alge`bre des e´ve´nements F et la mesure probabiliste P. Par de´finition, une σ-alge`bre (une tribu)
F sur Ω , est une classe de parties de l’espace Ω , contenant l’ensemble vide ∅, qui est stable par
comple´mentation et par re´unions et intersections de´nombrables.
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– ses trajectoires sont continues presque suˆrement (avec la probabilite´ 1) ;
– elles partent de l’origine presque suˆrement : P{ W0 = 0 } = 1 ;
– leurs distributions adjointes sont :
P{ Wt1 ∈ Γ1, ... , Wtn ∈ Γn } =∫
Γ1
dx1 ...
∫
Γn
dxn g(0,x1 ; t1)g(x1,x2 ; t2 − t1) ... g(xn−1,xn ; tn − tn−1)
ou` 0 < t1 < ... < tn sont des nombres re´els, Γ1,...,Γn ⊂ R sont des intervalles, et
g(x,x′ ; t) est la densite´ gaussienne :
g(x,x′ ; t) =
1√
2pit
exp
[
−(x− x
′)2
2t
]
, x,x′ ∈ R , t > 0 (3.3)
Par de´finition, g(0,x ; t)dx est la probabilite´ de trouver le mouvement brownien
dans un voisinage dx du point x au moment t :
P{Wt ∈ (x,x+ dx)} = g(0,x ; t) (3.4)
La collectionWt = (W
1
t ,...,W
d
t ) de d processus de Wiener inde´pendants s’appelle processus
de Wiener d-dimensionnel ou mouvement brownien d-dimensionnel issu de l’origine. Le
processus translate´, x+Wt, est le mouvement brownien issu du point x ∈ Rd (dans la suite,
on omet le mot ((d-dimensionnel))). Comme pour des marches ale´atoires sur un re´seau, on
peut imaginer un marcheur qui se de´place dans l’espace en se dirigeant au hasard selon
la loi probabiliste correspondante. En raison du roˆle primordial joue´ en science par le
mouvement brownien, il a e´te´ profonde´ment e´tudie´ depuis le de´but du vingtie`me sie`cle
[11, 82, 112, 115, 149].
Conside´rons un domaine ouvert borne´2 Ω ⊂ Rd. Le mouvement brownien Wt issu de
l’origine permet de construire la mesure harmonique sur la frontie`re ∂Ω. Pour un point
x ∈ Ω, on de´finit le temps d’arreˆt T sur la frontie`re ∂Ω comme :
T
x = inf{ t > 0 : (x+Wt) ∈ ∂Ω }
c’est-a`-dire le premier moment ou` le mouvement brownien (x+Wt) issu du point x atteint
la frontie`re du domaine Ω. Pour tout ensemble A de la σ-alge`bre bore´lienne3 B(∂Ω), on
introduit sa mesure harmonique, ωx{A}, comme la probabilite´ que le mouvement brownien
(x+Wt) atteigne la frontie`re ∂Ω sur A :
ωx{A} = P{ (x+WTx) ∈ A } (3.5)
Cette mesure posse`de toutes les proprie´te´s d’une mesure probabiliste. En particulier,
la condition de normalisation ωx{∂Ω} = 1 est satisfaite. Par construction, la mesure
harmonique est induite ou engendre´e par le mouvement brownien.
2De la meˆme fac¸on, on peut conside´rer un proble`me exte´rieur ou` Ω est le comple´ment d’un domaine
borne´. L’analyse suivante s’e´tend aux domaines plus ge´ne´raux (voir la section 3.4 pour l’e´tude dans le
cas du demi-espace).
3La σ-alge`bre bore´lienne B(∂Ω) est engendre´e par tous les ouverts de ∂Ω.
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Si la frontie`re ∂Ω est suffisamment re´gulie`re, la mesure harmonique posse`de une densite´
ωx(s), c’est-a`-dire que la mesure harmonique d’un e´le´ment infinite´simal ds de la frontie`re
∂Ω est proportionnelle a` son aire ds, avec un coefficient ωx(s) :
ωx{ds} = ωx(s)ds
Cette densite´ est normalise´e : ∫
∂Ω
ωx(s)ds = 1
Notons que la densite´ de la mesure harmonique s’obtient a` l’aide de la fonction de
Green G(x,x′) du domaine Ω :
ωx(s) =
[
∂
∂n′
G(x ; x′)
]
|x′=s
, x ∈ Ω , s ∈ ∂Ω (3.6)
ou` ∂/∂n′ de´signe la de´rive´e normale sur la frontie`re ∂Ω. On rappelle que la fonction de
Green G(x,x′) du domaine Ω re´sout le proble`me suivant (pour x′ ∈ Ω)4 :
∆G(x,x′) = −δ(x− x′) (x ∈ Ω) G(x,x′) = 0 (x ∈ ∂Ω)
Si l’on connaˆıt la fonction de Green G(x,x′) d’un domaine Ω, on peut trouver la solution
u(x) de l’e´quation de Laplace dans ce domaine avec la condition aux limites de Dirichlet
u = f , pour une fonction f donne´e :
u(x) =
∫
∂Ω
(
∂G(x,x′)
∂n′
)
x′=s′
f(s′)ds′
On voit que la densite´ de la mesure harmonique ωx(s) apparaˆıt alors dans cette expression :
u(x) =
∫
∂Ω
ωx(s
′)f(s′)ds′ (3.7)
Nous utiliserons cette relation par la suite.
3.2.2 Mouvement brownien avec sauts
Conside´rons un domaine ouvert borne´ Ω ⊂ Rd dont la frontie`re ∂Ω est lisse5. On
construit un processus stochastique similaire aux marches ale´atoires avec re´flexions. Tout
d’abord, on fixe la longueur Λ qui est un parame`tre du proble`me, et on choisit une petite
distance a > 0 arbitraire. On conside`re un mouvement brownien issu d’un point x ∈ Ω.
De`s qu’un marcheur ale´atoire atteint la frontie`re ∂Ω en un point x′, il y a deux possibilite´s :
soit le marcheur est absorbe´ par la frontie`re (c’est-a`-dire que le processus s’arreˆte la`) avec
4Dans cette expression, la fonction de Dirac δ doit eˆtre conside´re´e au sens des distributions (voir
annexe A.7).
5Comme l’on ne s’inte´resse pas aux particularite´s mathe´matiques de ces objets, on ne les discute pas
en de´tails. Par exemple, une frontie`re lisse est une frontie`re suffisamment re´gulie`re pour le proble`me
conside´re´. Pour la de´finition suivante, cela correspond a` une surface deux fois diffe´rentiable.
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la probabilite´ :
σ =
1
1 + (Λ/a)
soit il est re´fle´chi vers un point x′+ n(x′)a avec la probabilite´ ε = 1− σ. Le vecteur n(x′)
repre´sente la normale exte´rieure unitaire sur la frontie`re ∂Ω prise au point x′. Depuis ce
point, le mouvement brownien reprend jusqu’au nouveau contact avec la frontie`re, ou` le
choix se re´pe`te, etc. Le processus s’arreˆte de`s que le marcheur est absorbe´ par la frontie`re.
Ce processus est appele´ mouvement brownien avec sauts car a` chaque re´flexion correspond
un saut de distance a d’un point frontie`re x′ a` un point inte´rieur x′ + n(x′)a.
Il est inte´ressant de calculer la densite´ de probabilite´s ω
(a)
x,Λ(s) que le mouvement brow-
nien avec sauts soit arreˆte´ (absorbe´) au voisinage infinite´simal ds d’un point frontie`re s.
On peut utiliser la meˆme ide´e que pour des marches ale´atoires avec re´flexions en calculant
la contribution des trajectoires sans re´flexion, avec une re´flexion, avec deux re´flexions, ... :
ω
(a)
x,Λ(s)ds = (1− ε)ωx(s)ds+ (1− ε)
∫
∂Ω
[
ωx(s1)ds1
]
ε
[
ωs1+n(s1)a(s)ds
]
+
(1− ε)
∫
∂Ω
∫
∂Ω
[
ωx(s1)ds1
]
ε
[
ωs1+n(s1)a(s2)ds2
]
ε
[
ωs2+n(s2)a(s)ds
]
+ ...
L’ope´rateur inte´gral Qa, qui associe a` une fonction
6 f ∈ L2(∂Ω) une autre fonction g ∈
L2(∂Ω),
g(s) = (Qaf)(s) =
∫
∂Ω
ds′f(s′) ωs′+n(s′)a(s) (3.8)
permet de re´e´crire la densite´ ω
(a)
x,Λ comme :
ω
(a)
x,Λ(s) =
∫
∂Ω
ds′ T
(a)
Λ (s,s
′) ωx(s
′) T
(a)
Λ (s
′,s) =
[
(1− ε)
∞∑
n=0
(
εQa
)n]
(s′,s) (3.9)
Clairement, l’ope´rateur Qa est un analogue continu de l’ope´rateur d’auto-transport
brownien Q, tandis que T
(a)
Λ (s,s
′) repre´sente le noyau d’un ope´rateur qui est un analogue
continu de l’ope´rateur d’e´talement. En meˆme temps, il faut souligner que l’ope´rateur Qa
n’est pas syme´trique ce qui de´truit l’analyse pre´ce´dente lie´e a` la de´composition spectrale
de l’impe´dance7. Si l’on s’inte´resse a` la limite a → 0, le noyau ωs+n(s)a(s′) tend vers la
fonction de Dirac δ(s − s′). Nous avons donc la meˆme difficulte´ que dans le cas discret :
l’ope´rateur Qa tend vers l’identite´ lorsque a → 0. Ne´anmoins, la densite´ de probabilite´s
d’absorption ω
(a)
x,Λ et le noyau T
(a)
Λ (s,s
′) posse`dent une limite non triviale, ce que nous
allons voir dans la section 3.3.3. Pour l’instant, on peut se contenter de l’exemple suivant.
6Ici L2(∂Ω) est l’espace des fonctions mesurables de carre´ sommable qui agissent de ∂Ω dans R.
7Si ne´cessaire, on peut le´ge`rement modifier la de´finition (3.8) afin d’introduire explicitement la
syme´trie :
g(s) = (Qaf)(s) =
∫
∂Ω
ds′f(s′)
1
2
(
ωs+n(s)a(s
′) + ωs′+n(s′)a(s)
)
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Exemple du demi-plan
Si l’on conside`re le demi-plan supe´rieur R2+, la densite´ de la mesure harmonique ωx(s),
appele´e densite´ de Cauchy, est e´gale a` :
ωx(s) =
1
pi
x2
(x1 − s)2 + (x2)2 x = (x1,x2)
Le noyau de l’ope´rateur Qa est donc a(pi[(s − s′)2 + a2])−1. En calculant la transforme´e
de Fourier de ce noyau, [FQa](k) = e−a|k|, on trouve que les puissances de cet ope´rateur
s’e´crivent dans l’espace de Fourier comme [FQna ](k) = e−an|k|. Apre`s avoir calcule´ la
somme de la se´rie ge´ome´trique dans l’expression (3.9), on obtient le noyau T
(a)
Λ (s,s
′) en
faisant la transformation de Fourier inverse :
T
(a)
Λ (s,s
′) =
∞∫
−∞
dk
2pi
1− ε
1− εe−a|k| e
−ik(s−s′)
A la limite a→ 0, on obtient l’expression non triviale (3.1). La densite´ ω(a)x,Λ(s) peut eˆtre
calcule´e par la convolution (3.9). Nous reviendrons sur ces quantite´s dans la section 3.4.
3.2.3 Passage formel a` la limite continue
Il est utile de revenir a` la repre´sentation (3.7) d’une solution du proble`me de Dirichlet
a` l’aide de la densite´ de la mesure harmonique. Si l’on veut calculer la de´rive´e normale de
cette solution, on peut la pre´senter comme :(
∂u(x)
∂n
)
x=s
= lim
a→0
1
a
[
u(s)− u(s+ n(s)a)
]
Graˆce a` la condition aux limites u = f , le premier terme est e´gal a` f(s). En utilisant la
repre´sentation (3.7) pour le deuxie`me terme, on obtient :
(
∂u(x)
∂n
)
x=s
= lim
a→0
1
a

f(s)− ∫
∂Ω
ds′ f(s′) ωs+n(s)a(s
′)


On s’aperc¸oit que le terme inte´gral ressemble fortement a` l’image de la fonction f par
l’ope´rateur Qa. On peut formellement e´crire :(
∂u(x)
∂n
)
x=s
'
(
lim
a→0
I −Qa
a
)
f(s)
Cette relation montre que la de´rive´e normale de la solution du proble`me de Dirichlet s’ob-
tient en appliquant l’ope´rateur entre parenthe`ses a` la fonction f issue de la condition aux
limites. Cet ope´rateur mathe´matiqueM porte le nom d’ope´rateur de Dirichlet-Neumann.
Ainsi, bien que l’ope´rateur Qa tende vers l’identite´ I a` la limite continue, il existe une
limite non triviale de l’ope´rateur (I −Qa)/a.
Notons que cette approche ((a` la main)) ne pre´tend pas a` la rigueur. Pour autant, elle
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permet d’identifier l’ope´rateur mathe´matique M auquel il faut s’inte´resser. Nous allons
e´tudier cet ope´rateur au chapitre 4. La vraie justification de ce passage a` la limite continue
est pre´sente´e dans la section suivante ou` nous ve´rifions que le mouvement brownien avec
sauts tend vers un autre processus stochastique, dit mouvement brownien partiellement
re´fle´chi.
3.3 Mouvement brownien partiellement re´fle´chi
L’approche pre´ce´dente par le mouvement brownien avec sauts donne une image intui-
tive des re´flexions sur la frontie`re. De plus, nous avons identifie´ l’ope´rateur M, candidat
potentiel pour eˆtre l’analogue de l’ope´rateur d’auto-transport brownien pour un proble`me
continu. Afin de justifier cette approche, on doit e´tudier le passage a` la limite continue de
manie`re rigoureuse. Au cours de cette section, nous allons donner une autre repre´sentation
du mouvement brownien avec sauts qui nous permettra de contourner certaines des diffi-
culte´s pre´ce´dentes.
3.3.1 Repre´sentation alternative du mouvement brownien avec
sauts
La difficulte´ essentielle du passage a` la limite continue re´side dans la de´finition locale
du mouvement brownien avec sauts, car il faut suivre toutes les re´flexions sur la frontie`re
pour de´terminer ou` le procesus s’arreˆte. Afin de contourner cette difficulte´, on peut e´tudier
la distribution du nombre de re´flexions sur la frontie`re avant l’absorption.
Soit N une variable ale´atoire dont la valeur est le nombre de re´flexions du mouvement
brownien avec sauts W
(a)
t avant l’absorption. D’apre`s la de´finition de ce processus, cette
variable est distribue´e selon la loi ge´ome´trique :
P{N = n} = (1− ε)εn (3.10)
On peut alors dire que notre processus avec probabilite´ de re´flexion ε est e´quivalent
a` un mouvement brownien avec sauts permanents (dont la probabilite´ de re´flexion est
e´gale a` 1), qui s’arreˆte a` un moment ale´atoire lorsque le nombre de re´flexions exce`de
une variable ale´atoire N distribue´e selon (3.10). Par conse´quent, on peut ((oublier)) les
re´flexions locales avec probabilite´ ε si l’on tient compte de l’effet cumulatif exprime´ dans
le nombre de re´flexions.
Comme la probabilite´ de re´flexion ε tend vers 1 lorsque a tend vers 0, le nombre
moyen de re´flexions tend vers l’infini. Il est donc utile d’introduire une variable normalise´e
χ = aN , dont la distribution est :
P{χ > x} =
∞∑
n=[x/a]
P{N = n} ' εx/a (3.11)
Chaque point de de´part (apre`s un saut) e´tant tre`s proche de la frontie`re, le mouvement
brownien se de´place a` une distance moyenne de l’ordre de a. Par conse´quent, la variable
χ peut eˆtre conside´re´e comme une taille caracte´ristique d’une re´gion explore´e par le mou-
vement brownien avec sauts avant l’absorption.
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A la limite a→ 0, la distribution (3.11) tend vers une distribution exponentielle :
P{χ > x} → exp[−x/Λ] (a→ 0) (3.12)
On obtient alors un re´sultat important : pour a petit, le processusW
(a)
t est un mouvement
brownien avec sauts permanents qui s’arreˆte a` un moment ale´atoire lorsque le nombre de
re´flexions normalise´ par a exce`de une variable ale´atoire χ a` distribution exponentielle
(3.12).
Il est important que le nombre de re´flexions soit inde´pendant du processus W
(a)
t . Ceci
permet d’e´tudier la limite continue sans se soucier de la probabilite´ de re´flexion ε. A la
limite a → 0, la distance des sauts devient de plus en plus petite. On peut donc ve´rifier
que le mouvement brownien avec sauts permanents tend vers le mouvement brownien
re´fle´chi (sur la frontie`re), un processus stochastique bien de´fini pour une frontie`re lisse.
On peut aussi de´montrer que le nombre de re´flexions avant le temps t tend vers une
variable ale´atoire `t, dite temps local. Dans la suite, nous allons e´tudier le cas plane afin
de pre´senter cette technique. Comme la frontie`re lisse peut eˆtre approche´e localement par
une frontie`re plane, la construction suivante doit pouvoir s’e´tendre a` ce cas. Notons que
la construction mathe´matique du mouvement brownien re´fle´chi pour une frontie`re lisse
pre´sente certaines difficulte´s techniques e´lude´es ici8.
3.3.2 Temps local du mouvement brownien
Conside`rons un mouvement brownien unidimensionnel Wt issu de l’origine. Si l’on
conside`re ce processus au cours du temps t > 0 fixe, on peut montrer que sa trajectoire
croise l’origine une infinite´ de fois [82]. Afin de compter le temps que le mouvement
brownien passe dans un point x jusqu’au moment t, Le´vy a introduit une variable ale´atoire
appelle´e temps local du mouvement brownien. Pour un nombre quelconque a > 0 et n =
2,3,..., on de´finit les variables ale´atoires suivantes :
τa1 = inf{ t > 0 : Wt = a } , τ 01 = inf{ t > τa1 : Wt = 0 }
τan = inf{ t > τ 0n−1 : Wt = a } , τ 0n = inf{ t > τan−1 : Wt = 0 }
(Fig. 3.1). On peut ensuite de´finir le nombre d’intersections de l’intervalle (0,a) avec le
mouvement brownien avant le moment t :
N (t,a) = sup{ n ∈ Z+ : τ 0n ≤ t } (3.13)
Le´vy a de´montre´9 que ce nombre, normalise´ par la distance a, posse`de une limite non
triviale `t, dit temps local du mouvement brownien (au point 0) :
lim
a→0
2aN (t,a) = `t
8La pre´sentation ci-dessus n’est pas une de´monstration rigoureuse au sens mathe´matique. Les argu-
ments donne´s ci-dessus fournissent simplement une justification du passage a` la limite continue dans le
formalisme discret de l’ope´rateur d’auto-transport brownien, qui est suffisante pour notre travail.
9Pour les de´tails, voir [11, 64, 82]. Notons que l’on peut donner une de´finition plus ge´ne´rale du temps
local, en particulier, pour d’autres processus stochastiques.
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Fig. 3.1 – De´finition des temps τan et τ
0
n quand le mouvement brownien croise le niveau a
et l’axe horizontal (niveau 0).
Cette limite doit eˆtre conside´re´ au sens probabiliste : la variable ale´atoire 2aN (t,a) tend
vers `t avec la probabilite´ 1 (presque suˆr).
Cette construction peut eˆtre applique´e a` notre cas si l’on de´finit les meˆmes quantite´s
pour Wt = a et Wt = −a (au lieu de Wt = 0). Comme l’on ne change que la longueur de
l’intervalle (2a au lieu de a), le nouveau nombre d’intersections N˜ (t,a) obe´it a` la meˆme
loi limite (avec probabilite´ 1) :
lim
a→0
aN˜ (t,a) = `t
Il reste a` dire que le processus |Wt| s’appelle mouvement brownien re´fle´chi (a` l’origine). Ce
processus s’obtient par re´flexion par rapport a` l’origine de la partie ne´gative du mouvement
brownien simple. Par conse´quent, aN˜ (t,a) est le nombre de re´flexions, normalise´ par a,
a` l’origine. On conclut donc que ce nombre posse`de une limite bien de´finie qui est le
temps local du mouvement brownien. Le temps local conside´re´ comme une fonction de t
repre´sente un processus stochastique non de´croissant.
Si l’on conside`re un mouvement brownien re´fle´chi sur une surface lisse, on peut appli-
quer le meˆme raisonnement. Pour une frontie`re lisse ∂Ω, on introduit une surface de´cale´e
a` la distance a a` l’inte´rieur du domaine Ω. Ensuite, on de´finit la suite des temps d’arreˆt
τan et τ
0
n quand le mouvement brownien re´fle´chi atteint la surface ∂Ωa et la frontie`re ∂Ω :
τa1 = inf{ t > 0 : Wt ∈ ∂Ωa } , τ 01 = inf{ t > τa1 : Wt ∈ ∂Ω }
τan = inf{ t > τ 0n−1 : Wt ∈ ∂Ωa } , τ 0n = inf{ t > τan−1 : Wt ∈ ∂Ω }
Le nombre N (t,a) de passages a` travers la couche frontie`re d’e´paisseur a avant le temps
t se de´finit par la meˆme relation (3.13). Apre`s multiplication par a, on prend la limite
a → 0, ce qui nous donne le temps local `t du mouvement brownien re´fle´chi passe´ sur la
frontie`re. Dans la section 3.4, nous allons appliquer cette technique a` un demi-espace.
3.3.3 Mouvement brownien partiellement re´fle´chi
Il nous reste a` combiner les re´sultats pre´ce´dents afin d’aboutir a` une de´finition comple`te.
Soit Ω ⊂ Rd un domaine ouvert borne´ de frontie`re lisse (deux fois diffe´rentiable). Le mou-
vement brownien re´fle´chi (sur la frontie`re), qui s’arreˆte a` un moment ale´atoire lorsque son
temps local `t exce`de une variable inde´pendante χ distribue´e selon la loi exponentielle
(3.12), s’appelle mouvement brownien partiellement re´fle´chi. Ce processus stochastique
est associe´ au domaine Ω et caracte´rise´ par le point de de´part et la longueur Λ dans
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la loi (3.12). D’apre`s notre raisonnement pre´ce´dent, le mouvement brownien avec sauts
tend vers le mouvement brownien partiellement re´fle´chi lorsque a tend vers 0. De plus,
l’analogie profonde entre les marches ale´atoires et le mouvement brownien sugge`re que
les marches ale´atoires avec re´flexions introduites au chapitre 1 et e´tudie´es au chapitre 2
tendent aussi vers le mouvement brownien partiellement re´fle´chi.
Nous rappelons que la mesure harmonique est induite par le mouvement brownien.
En re´pe´tant la meˆme proce´dure, on peut construire une autre mesure ωx,Λ induite par le
mouvement brownien partiellement re´fle´chi Xt dite mesure harmonique e´tale´e. Pour tout
ensemble A de la σ-alge`bre bore´lienne B(∂Ω), on de´finit sa mesure comme la probabilite´
que ce processus issu d’un point x ∈ Ω s’arreˆte sur A :
ωx,Λ{A} = P{XTxΛ ∈ A}, TxΛ = inf{ t > 0 : `t = χ }
On peut ve´rifier que la mesure harmonique e´tale´e est normalise´e : ωx,Λ{∂Ω} = 1. Comme
la frontie`re ∂Ω doit eˆtre lisse pour que l’on puisse construire le mouvement brownien
partiellement re´fle´chi, la mesure harmonique e´tale´e posse`de une densite´ : la probabilite´ de
s’arreˆter sur un voisinage infinite´simal ds d’un point frontie`re s est proportionnelle a` ds :
ωx,Λ{ds} = ωx,Λ(s)ds
La normalisation de la mesure implique :∫
∂Ω
ωx,Λ(s)ds = 1
Notons que cette densite´ s’obtient a` la limite continue a → 0 a` partir de la densite´
de probabilite´s d’absorption ω
(a)
x,Λ(s) pre´sente´e dans la section 3.2.2. Les proprie´te´s de la
mesure harmonique e´tale´e pour une surface plane seront de´duites dans la section suivante.
L’e´tude de ses proprie´te´s pour des frontie`res plus complexes sera pre´sente´e au chapitre 6.
Le point de de´part du mouvement brownien partiellement re´fle´chi x ne doit pas
ne´cessairement appartenir a` l’inte´rieur du domaine Ω. En prenant x sur la frontie`re, on
de´finit le noyau TΛ(s,s
′) d’un ope´rateur inte´gral TΛ agissant de L
2(∂Ω) dans L2(∂Ω) :
TΛ(s,s
′) = ωs,Λ(s
′) (s,s′ ∈ ∂Ω)
Par de´finition, TΛ(s,s
′)ds′ est donc la probabilite´ que le mouvement brownien partielle-
ment re´fle´chi issu du point frontie`re s soit arreˆte´ (absorbe´) au voisinage infinite´simal ds′
du point frontie`re s′.
Par ailleurs, la substitution du point x pris sur la frontie`re dans l’expression (3.9) pour
la densite´ ω
(a)
x,Λ(s) conduit a` :
T
(a)
Λ (s,s
′) = ω
(a)
s,Λ(s
′)
ou` T
(a)
Λ (s,s
′) est le noyau de l’ope´rateur d’e´talement pour le mouvement brownien avec
sauts. Comme les densite´s ω
(a)
s,Λ(s
′) tendent vers la densite´ de la mesure harmonique e´tale´e
ωs,Λ(s
′) a` la limite continue (a→ 0), on obtient le re´sultat important :
TΛ(s,s
′) = lim
a→0
T
(a)
Λ (s,s
′) (3.14)
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c’est-a`-dire que l’ope´rateur inte´gral TΛ est l’ope´rateur d’e´talement continu. En particulier,
la densite´ de la mesure harmonique e´tale´e ωx,Λ(s) s’obtient comme l’image de la densite´
de la mesure harmonique ωx(s) par cet ope´rateur :
ωx,Λ(s) =
∫
∂Ω
ωx(s
′) TΛ(s
′,s) ds′
Le sens probabiliste de cette expression est clair : le mouvement brownien atteint d’abord
la frontie`re ∂Ω pour la premie`re fois au voisinage infinite´simal ds′ d’un point frontie`re
s′, et ensuite des re´flexions multiples lui permettent d’arriver au point frontie`re s ou` il
s’arreˆte. Par conse´quent, il suffit de de´terminer le noyau de l’ope´rateur d’e´talement TΛ
pour reconstruire toute la densite´ de la mesure harmonique e´tale´e. Nous reviendrons sur
cette question au chapitre 4.
La construction du mouvement brownien partiellement re´fle´chi pour un domaine quel-
conque est une proce´dure assez complexe et de´licate. Pour notre travail, seulement l’exis-
tence d’un tel processus dans le cas ge´ne´ral est importante, car elle justifie le passage a`
la limite continue. Dans la suite, nous allons pre´senter l’e´tude d’une surface plane pour
laquelle des re´sultats quantitatifs peuvent eˆtre de´duits analytiquement.
3.4 Etude d’une surface plane
3.4.1 Mouvement brownien dans un demi-espace
Conside´rons le mouvement brownien d-dimensionnel Wt = (W
1
t ,W
2
t ...,W
d
t ) issu d’un
point x du demi-espace supe´rieur Rd+ = { x ∈ Rd : xd > 0 }. Durant ce mouvement
stochastique, il y a un moment ale´atoire Tx (temps d’arreˆt) ou` le marcheur atteint le
hyperplan ∂Rd+ pour la premie`re fois :
T
x = inf{ t > 0 : W dt = 0 }
Le calcul de la distribution du temps d’arreˆt Tx est relativement facile [11, 64] :
P{ Tx ∈ (t,t+ dt) } = dt xd√
2pi t3/2
e−x
2
d
/2t
Cherchons maintenant la probabilite´ que ce mouvement d-dimensionnel s’arreˆte au
voisinage infinite´simal d’un point frontie`re (s1,...,sd−1) ∈ ∂Rd+. D’apre`s la de´finition
(3.5), la densite´ de cette probabilite´ est la densite´ de la mesure harmonique. Les mouve-
ments browniens late´raux W 1t , ..., W
d−1
t et le mouvement brownien orthogonal W
d
t e´tant
inde´pendants, cette probabilite´ s’obtient comme :
P
{
W 1
Tx
∈ (s1,s1 + ds1), ... , W d−1Tx ∈ (sd−1,sd−1 + dsd−1)
}
=
=
∞∫
0
P
{
T
x ∈ (t,t+ dt) } P{ W 1t ∈ (s1,s1 + ds1), ... , W d−1t ∈ (sd−1,sd−1 + dsd−1)
}
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Le deuxie`me facteur se simplifie car tous les W kt sont inde´pendants entre eux :
P
{
W 1t ∈ (s1,s1+ ds1) , ... , W d−1t ∈ (sd−1,sd−1+ dsd−1)
}
=
d−1∏
k=1
P{ W kt ∈ (sk,sk + dsk) }
ou` les probabilite´s du produit sont de´termine´es par la de´finition du mouvement brownien
(voir section 3.2.1) :
P{ Wt ∈ (sk,sk + dsk) } = dsk e
−(sk−xk)
2/2t
√
2pit
En l’inte´grant, on obtient la densite´ de la mesure harmonique :
ωx(s1,...,sd−1) =
Γ(d/2)
pid/2
xd[
(x1 − s1)2 + ...+ (xd−1 − sd−1)2 + (xd)2
]d/2 (3.15)
Cette densite´ est fre´quemment appelle´e densite´ de Cauchy ge´ne´ralise´e. Il est utile d’intro-
duire une repre´sentation pour cette densite´ dans l’espace de Fourier :
ωx(s1,...,sd−1) =
∞∫
−∞
...
∞∫
−∞
dk1...dkd−1
(2pi)d−1
e−i[k1(x1−s1)+...+kd−1(xd−1−sd−1)] e−xd|k| (3.16)
ou` |k| =
√
k21 + ...+ k
2
d−1. Nous allons utiliser cette expression dans la suite.
3.4.2 Mouvement brownien partiellement re´fle´chi
L’avantage particulier du demi-espace re´side dans la possibilite´ de construire le mou-
vement brownien re´fle´chi (sur l’hyperplan ∂Rd+) de manie`re explicite. En effet, si l’on
prend le mouvement brownien d-dimensionnel Wt = (W
1
t ,...,W
d
t ), il suffit de remplacer
la dernie`re composante par le mouvement brownien re´fle´chi unidimensionnel |W dt |. On
trouve donc que le processus stochastique (W 1t ,W
2
t ...,|W dt |) est le mouvement brownien
re´fle´chi (sur l’hyperplan ∂Rd+). Les processus W
k
t e´tant inde´pendants, on peut utiliser le
temps local `t construit plus haut pour un mouvement brownien unidimensionnel.
En introduisant une variable ale´atoire χ distribue´e selon la loi exponentielle (3.12) avec
un parame`tre Λ, on re´pe`te la de´finition du mouvement brownien partiellement re´fle´chi
donne´e dans la sous-section 3.3.3 : c’est le mouvement browien re´fle´chi conditionne´ a`
s’arreˆter a` un moment ale´atoire lorsque le temps local `t exce`de la variable ale´atoire χ.
Par la suite, nous allons e´tudier ce processus stochastique.
3.4.3 Distribution des temps d’absorption
Afin de proce´der a` l’analyse, on introduit le temps d’arreˆt T0Λ, lorsque le temps local `t
atteint la variable ale´atoire χ distribue´e selon la loi exponentielle (3.12) avec le parame`tre
positif Λ :
T
0
Λ = inf{ t > 0 : `t = χ } (3.17)
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(nous rappelons que `t est non de´croissant). On cherche la densite´ ρΛ(t) de la distribution
P{ T0Λ ∈ (t,t+ dt) } :
P{ T0Λ ∈ (t,t+ dt) } = ρΛ(t) dt
Graˆce au fait que la variable ale´atoire χ est inde´pendante du processus Wt (et de `t
par conse´quent), on peut repre´senter cette probabilite´ comme :
P{ T0Λ ∈ (t,t+dt) } =
∞∫
0
P
{
inf{τ > 0 : `τ = z} ∈ (t,t+dt)
}
P{ χ ∈ (z,z+dz) } (3.18)
Le premier facteur est la distribution du temps local inverse donne´e dans [11] :
P
{
inf{τ > 0 : `τ = z} ∈ (t,t+ dt)
}
= dt
z e−z
2/2t
√
2pi t3/2
(3.19)
Le deuxie`me facteur s’exprime a` l’aide de la loi exponentielle de la variable χ :
P{ χ ∈ (z,z + dz) } = dz Λ−1 exp[−z/Λ] (3.20)
La substitution des expressions (3.19) et (3.20) dans (3.18) conduit a` la densite´ de la
distribution de temps d’absorption :
ρΛ(t) =
∞∫
0
z e−z
2/2te−z/Λ
Λ
√
2pi t3/2
dz (3.21)
Cette inte´grale s’exprime a` l’aide d’une fonction spe´ciale :
ρΛ(t) =
1
2Λ2
[
1√
pi
1√
t/2Λ2
−K
(√
t/2Λ2
)]
(3.22)
ou` K(z) est la fonction gaussienne d’erreur :
K(z) = 2√
pi
e(z
2)
∞∫
z
e−x
2
dx = exp(z2)
[
1− erf(z)]
En utilisant les de´veloppements en se´rie de la fonction K(z) au voisinage de 0 et de ∞ :
K(z) = 1 − 2√
pi
z + z2 − 4
3
√
pi
z3 + O(z4) (z → 0)
K(z) = 1√
pi
z−1 − 1
2
√
pi
z−3 +
3
4
√
pi
z−5 + O(z−7) (z →∞)
on obtient le comportement asymptotique de la densite´ ρΛ(t) pour t→ 0 et t→∞ :
ρΛ(t) ∼
(√
2piΛ
)−1
t−1/2 t→ 0 (t/2Λ2 ¿ 1)
ρΛ(t) ∼
(√
2pi/Λ
)−1
t−3/2 t→∞ (t/2Λ2 À 1)
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Roˆle du coefficient de diffusion
Dans les calculs pre´ce´dents, nous avons suppose´ le coefficient de diffusion D e´gal
a` 1. Afin d’inclure ce coefficient dans les expressions, il suffit d’effectuer une analyse
dimensionnelle, sans re´pe´ter les calculs. En remplac¸ant le temps t adimensionne´ par 2Dt,
nous de´finissons un temps caracte´ristique :
tΛ,(dif) = Λ
2/D
On peut alors re´e´crire l’expression (3.22) comme :
ρΛ(t) =
1
tΛ,(dif)
[
1√
pi
1√
t/tΛ,(dif)
−K
(√
t/tΛ,(dif)
)]
Le comportement asymptotique de la densite´ ρΛ(t) devient :
ρΛ(t) ∼
(√
pi tΛ,(dif)
)−1 ( t
tΛ,(dif)
)−1/2
(t¿ tΛ,(dif))
ρΛ(t) ∼
(
2
√
pi tΛ,(dif)
)−1 ( t
tΛ,(dif)
)−3/2
(tÀ tΛ,(dif))
L’introduction du coefficient de diffusion e´tant une proce´dure tre`s simple, on n’e´crira
dore´navant pas ce coefficient dans les expressions afin de les alle´ger.
3.4.4 Distribution des probabilite´s d’absorption
Nous allons maintenant calculer la densite´ de probabilite´s tΛ(s1,...,sd−1)ds1...dsd−1
que le mouvement brownien partiellement re´fle´chi issu de l’origine s’arreˆte au voisinage
infinite´simal ds1...dsd−1 d’un point frontie`re (s1,...,sd−1) ∈ ∂Rd+ :
tΛ(s1,...,sd−1)ds1...dsd−1 = P
{
W 1
T
0
Λ
∈ (s1,s1 + ds1) , ... , W d−1T0Λ ∈ (sd−1,sd−1 + dsd−1)
}
ou` le temps d’arreˆt T0Λ est de´fini par (3.17). Comme les processus W
1
t , ..., W
d−1
t ne
de´pendent pas de la variable ale´atoire T0Λ (les mouvements late´raux et le mouvement
orthogonal sont inde´pendants), on repre´sente cette probabilite´ par :
P
{
W 1
T
0
Λ
∈ (s1,s1 + ds1), ... , W d−1T0Λ ∈ (sd−1,sd−1 + dsd−1)
}
=
=
∞∫
0
P
{
W 1t ∈ (s1,s1 + ds1), ... , W d−1t ∈ (sd−1,sd−1 + dsd−1)
}
P{ T0Λ ∈ (t,t+ dt) }
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Le premier facteur a e´te´ de´ja` calcule´ dans la sous-section 3.4.1, tandis que le deuxie`me
facteur est donne´ par (3.22). En inte´grant, on obtient donc :
tΛ(s1,...,sd−1) =
∞∫
0
dt
ρΛ(t)(
2pit
)(d−1)/2 exp
[
− 1
2t
d−1∑
i=1
s2i
]
La substitution de l’expression (3.21) pour la densite´ ρΛ(t) conduit a` :
tΛ(s1,...,sd−1) =
Γ(d/2)
pid/2 Λ
∞∫
0
dz
z e−z/Λ[
s21 + ...+ s
2
d−1 + z
2
]d/2 (3.23)
L’application de la repre´sentation (3.16) permet de trouver une forme alternative :
tΛ(s1,...,sd−1) =
∞∫
−∞
...
∞∫
−∞
dk1...dkd−1
(2pi)d−1
e−i[k1s1+...+kd−1sd−1]
1 + Λ|k| (3.24)
Proprie´te´s ge´ne´rales de la densite´ d’absorption
On peut ve´rifier que la densite´ tΛ(s1,...,sd−1) posse`de les proprie´te´s suivantes :
• Elle est normalise´e :
∞∫
−∞
...
∞∫
−∞
ds1...dsd−1 tΛ(s1,...,sd−1) = 1
• Lorsque le parame`tre Λ tend vers 0, cette densite´ tend vers la fonction δ de Dirac :
tΛ(s1,...,sd−1)→ δ(s1)...δ(sd−1)
• La densite´ tΛ(s1,...,sd−1) est invariante par rotation dans l’hyperplan ∂Rd+. Par
conse´quent, cette fonction ne de´pend que du rayon r =
√
s21 + ...+ s
2
d−1.
Si l’on conside`re la densite´ d’absorption tΛ(s1,...,sd−1) a` la limite Λ → ∞, on trouve
que son comportement asymptotique peut eˆtre repre´sente´ par la fonction t˜Λ(s1,...,sd−1),
qui est e´gale a` la densite´ de la mesure harmonique :
t˜Λ(s1,...,sd−1) = ω(0,0,...,Λ)(s1,...,sd−1) (3.25)
Autrement dit, dans ce cas la densite´ tΛ(s1,...,sd−1) pre´sente le meˆme comportement
asymptotique que la densite´ de la mesure harmonique.
Il est utile de repre´senter la densite´ tΛ(s1,...,sd−1) comme :
tΛ(s1,...,sd−1) = ηd
(
1
Λ
√
s21 + ...+ s
2
d−1
)
t˜Λ(s1,...,sd−1)
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ou` la fonction ηd(z) est donc :
ηd(z) =
(
1 + z2
)d/2 ∞∫
0
t e−t dt
(t2 + z2)d/2
(3.26)
Graˆce a` sa de´finition, cette fonction tend vers 1 lorsque z → ∞. Plus pre´cise´ment, on
trouve :
ηd(z) = 1− 5d
2
z−2 +O(z−4) lorsque z →∞
Le comportement asymptotique de cette fonction au voisinage de 0 est :
ηd(z) ∼ Γ(d/2)
pid/2
·
{
z2−d , d > 2 ,
ln z , d = 2 ,
lorsque z → 0
Par conse´quent, la densite´ tΛ(s1,...,sd−1) diverge lorsque le point (s1,...,sd−1) s’approche
de l’origine.
Noyau de l’ope´rateur d’e´talement
Dans la sous-section 3.1, nous avons montre´ par un calcul direct que l’ope´rateur
d’e´talement discret Tε tend vers un ope´rateur inte´gral TΛ de´fini par le noyau TΛ(s,s
′)
(voir l’expression (3.1)). Ce calcul direct bidimensionnel pre´sente´ dans l’annexe C.7 peut
eˆtre refait pour le cas plane en dimension d quelconque. Par conse´quent, l’ope´rateur
d’e´talement continu TΛ est un ope´rateur inte´gral de´fini par le noyau :
TΛ(s,s
′) = tΛ(s− s′)
Ce re´sultat traduit l’observation simple : le mouvement brownien partiellement re´fle´chi
est invariant par translation dans l’hyperplan ∂Rd+. Par conse´quent, si l’on s’inte´resse a` un
mouvement issu d’un point frontie`re quelconque (distinct de l’origine), il suffit d’effectuer
une translation dans l’hyperplan ∂Rd+.
Densite´ de la mesure harmonique e´tale´e
Les calculs pre´ce´dents ont e´te´ re´alise´s pour un mouvement brownien partiellement
re´fle´chi issu de l’origine. Si le mouvement part d’un point x ∈ Rd+, on obtient la densite´ de
la mesure harmonique e´tale´e ωx,Λ(s1,...,sd−1) par application de l’ope´rateur d’e´talement
continu a` la densite´ de la mesure harmonique ωx(s1,...,sd−1). En pratique, il faut calculer
la convolution de la densite´ ωx(s1,...,sd−1) avec le noyau TΛ(s1,...,sd−1 ; s
′
1,...,s
′
d−1) =
tΛ(s
′
1 − s1,...,s′d−1 − sd−1) :
ωx,Λ(s1,...,sd−1) =
∞∫
−∞
...
∞∫
−∞
ds′1...ds
′
d−1 ωx(s
′
1,...,s
′
d−1) tΛ(s
′
1 − s1,...,s′d−1 − sd−1)
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En utilisant encore une fois la repre´sentation (3.16) pour la densite´ de la mesure harmo-
nique, on obtient :
ωx,Λ(s1,...,sd−1) =
∞∫
−∞
...
∞∫
−∞
dk1...dkd−1
(2pi)d−1
exp
[
−i
d−1∑
j=1
kj(xj − sj)
]
e−xd|k|
1 + Λ|k|
On ve´rifie que la densite´ de la mesure harmonique e´tale´e posse`de les proprie´te´s sui-
vantes :
• Elle est normalise´e :
∞∫
−∞
...
∞∫
−∞
ds1...dsd−1 ωx,Λ(s1,...,sd−1) = 1
• Lorsque Λ tend vers 0, cette densite´ tend vers la densite´ de la mesure harmonique :
ωx,Λ(s1,...,sd−1)→ ωx(s1,...,sd−1) lorsque Λ→ 0
• Elle est invariante par translation dans l’hyperplan ∂Rd+ :
ω(x1,...,xd),Λ(s1,...,sd−1) = ω(0,...,0,xd),Λ(s1 − x1,...,sd−1 − xd−1)
Probabilite´ d’absorption sur un disque
Il est inte´ressant aussi d’introduire la probabilite´ d’arreˆt (absorption) du mouvement
brownien partiellement re´fle´chi issu de l’origine sur un disque Bd−1r de rayon r, centre´ a`
l’origine :
Bd−1r = { (x1,...,xd) ∈ Rd : x21 + ...+ x2d−1 ≤ r2, xd = 0 }
En utilisant la densite´ tΛ(s1,...,sd−1) repre´sente´e sous la forme (3.23), on obtient :
PΛ(r) =
2 Γ(d
2
)
Γ(d−1
2
)
√
pi
∞∫
0
te−tdt
r/Λ∫
0
xd−2 dx
[x2 + t2]d/2
(3.27)
Cette probabilite´ met en e´vidence la capacite´ du mouvement brownien partiellement
re´fle´chi a` se de´placer loin de son point de de´part.
3.4.5 Proportion des trajectoires aplaties
Le fait que le mouvement brownien partiellement re´fle´chi revienne infiniment au voi-
sinage du point frontie`re de premier contact pourrait faire penser que la plupart des
trajectoires ont lieu tre`s proche de la frontie`re. Cette impression, aussi conforte´e si l’on
conside`re un mouvement brownien avec sauts ou` la distance d’un saut tend vers 0 a` la
limite continue a → 0, est en re´alite´ fausse. La ve´ritable question est de savoir quelle
proportion des trajectoires passent pre`s de la frontie`re, notion qui reveˆt e´galement une
grande importance pour les applications physiques. Pour y re´pondre, on peut introduire
une barrie`re absorbante a` une distance h de la frontie`re. Si le mouvement brownien par-
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tiellement re´fle´chi l’atteint, il s’arreˆte. Dans notre cas plane, cette barrie`re est repre´sente´e
par l’hyperplan {x ∈ Rd : xd = h}. Par conse´quent, il suffit d’e´tudier comment cette
condition d’absorption modifie les caracte´ristiques du mouvement brownien partiellement
re´fle´chi unidimensionnel. En particulier, il faut recalculer la distribution de temps d’ab-
sorption ρΛ(t) (voir section 3.4.3). Afin d’e´viter ces calculs assez fastidieux, nous utilisons
le passage direct de l’ope´rateur d’e´talement discret Tε a` l’ope´rateur d’e´talement continu
TΛ (voir annexe C.7). Comme le noyau TΛ(s,s
′) de cet ope´rateur est e´gal a` la densite´ tΛ(s),
on peut utiliser l’expression (C.17) pour la trouver :
t
(h)
Λ (s) =
∞∫
−∞
...
∞∫
−∞
dk1...dkd−1
(2pi)d−1
e−i[k1s1+...+kd−1sd−1]
1 + Λ|k| coth(h|k|) |k| =
√
k21 + ...+ k
2
d−1 (3.28)
Il est facile de ve´rifier que t
(h)
Λ (s) tend vers la densite´ tΛ(s) lorsque h → ∞ comme at-
tendu. La pre´sence d’une barrie`re absorbante a` la distance h apparaˆıt dans le facteur
supple´mentaire coth(h|k|). Si l’on inte´gre sur toute la frontie`re ∂Rd+, on obtient la pro-
babilite´ que le mouvement brownien partiellement re´fle´chi, issu de l’origine, soit arreˆte´
(absorbe´) sur la frontie`re sans avoir rencontre´ la barrie`re :∫
∂Rd+
t
(h)
Λ (s)ds =
1
1 + Λ/h
Par exemple, la moitie` des trajectoires ne croisent pas la barrie`re a` distance h = Λ. En
revanche, la ((proportion)) des trajectoires aplaties qui sont tre`s proche de la frontie`re
(c’est-a`-dire, pour lesquelles la distance h est tre`s petite par rapport a` l’e´chelle Λ) est
proportionnelle a` h/Λ¿ 1.
Notons que l’expression (3.28) est une transformation de Fourier inverse de la fonction
[1 + Λ|k| coth(h|k|)]−1 invariante par rotation. L’utilisation des coordonne´es sphe´riques
permet de re´duire l’inte´gration multiple a` une seule inte´grale suivante :
t
(h)
Λ (s) =
√
2 Γ(d− 2)
Γ(d−1
2
) Γ(d−2
2
) (8pi)
d−2
2
1
r(d−3)/2
∞∫
0
dk
k
d−1
2 J d−3
2
(kr)
1 + Λk coth(kh)
r =
√
s21 + ...+ s
2
d−1
(3.29)
ou` Jν(z) est la fonction de Bessel du premier type
10. Cette expression est plus commode
pour les calculs nume´riques.
Dans les deux sous-sections suivantes, nous allons e´tudier certaines des caracte´ristiques
pre´ce´dentes pour les cas particuliers d = 2 et d = 3.
10La fonction de Bessel Jν(z) du premier type peut eˆtre de´finie par la se´rie suivante [47] :
Jν(z) =
∞∑
n=0
(−1)n
n! Γ(n+ ν + 1)
(z
2
)2n+ν
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Fig. 3.2 – A gauche : la densite´ exacte tΛ(s) (trait plein) et son approximation t˜Λ(s)
(tirets), calcule´es pour Λ = 10 ; a` droite : la fonction η2(z), repre´sentant le rapport entre
ces deux densite´s, ne de´pend que du rapport z = s/Λ.
3.4.6 Cas bidimensionnel
Dans le cas bidimensionnel, l’expression (3.23) pour tΛ(s) s’e´crit :
tΛ(s) =
1
piΛ
∞∫
0
z e−z dz
z2 + (s/Λ)2
L’utilisation de l’expression alternative (3.24) conduit a` la relation11 (3.1) obtenue par
le calcul direct dans la section 3.1. Du point de vue pratique, la forme ci-dessus est plus
facile a` manipuler.
Le comportement asymptotique de la densite´ tΛ(s) lorsque s→∞ s’e´crit explicitement
comme :
tΛ(s) ∼ t˜Λ(s) t˜Λ(s) = Λ
pi(s2 + Λ2)
La fonction t˜Λ(s) devient une bonnne approximation de la densite´ tΛ(s) a` partir de (s/Λ) &
10 (Fig. 3.2). Notons que t˜Λ(s) est, en effet, la densite´ de la mesure harmonique (la densite´
de Cauchy) pour le mouvement brownien issu du point (0,Λ).
Le comportement asymptotique de la densite´ tΛ(s) lorsque s→ 0 est :
tΛ(s) ∼ − 1
piΛ
[
ln(s/Λ) + Ce
]
(3.30)
ou` Ce = 0,577215... est la constante d’Euler.
11Cette relation peut eˆtre aussi repre´sente´e en termes de fonctions spe´ciales :
tΛ(s) = − 1
piΛ
[
si
(
s
Λ
)
sin
(
s
Λ
)
+ ci
(
s
Λ
)
cos
(
s
Λ
)]
ou` si(x) et ci(x) sont respectivement le sinus inte´gral et le cosinus inte´gral de´finis dans [47] comme :
si(x) = −
∞∫
x
sin t
t
dt ci(x) = −
∞∫
x
cos t
t
dt
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La densite´ de la mesure harmonique e´tale´e est :
ω(x1,x2),Λ(s) =
∞∫
0
dk
pi
e−x2k cos k(s− x1)
1 + Λk
(3.31)
A l’aide d’une transformation de Fourier, cette expression peut eˆtre re´e´crite sous une
forme plus convenable :
ω(x1,x2),Λ(s) =
∞∫
0
ds′
piΛ
(x2 + s
′) e−s
′/Λ
(x1 − s)2 + (x2 + s′)2 (3.32)
Le comportement asymptotique de la densite´ ω(x1,x2),Λ(s) lorsque le point de de´part
(x1,x2) s’approche de s est :
ω(x1,x2),Λ(s) ∼ −
1
piΛ
(
ln
√
(x1 − s)2 + (x2)2
Λ
+ Ce
)
ou` Ce est la constante d’Euler.
Le comportement asymptotique a` l’infini s’e´crit :
ω(x1,x2),Λ(s) ∼
x2 + Λ
pi
[
(x1 − s)2 + (x2 + Λ)2
]
(pour x2 À Λ et x1 quelconque). Notons que ce comportement reste valide meˆme pour
des petites valeurs de x2 : cette expression peut donc eˆtre utilise´e comme une approxima-
tion pour la densite´ de la mesure harmonique e´tale´e pour presque chaque point (x1,x2),
sauf autour d’un voisinage de l’origine. La conse´quence importante de ce fait est que le
mouvement brownien partiellement re´fle´chi issu d’un point (x1,x2) ressemble au mouve-
ment brownien simple issu du point (x1,x2 + Λ). On voit que les re´flexions partielles sur
la frontie`re implique un e´talement de la mesure harmonique.
La probabilite´ d’absorption sur le ((disque)) de rayon r (intervalle (−r,r) autour de
l’origine) s’e´crit comme :
PΛ(r) = 1− 2
pi
( r
Λ
) ∞∫
0
e−t dt
t2 + (r/Λ)2
En particulier, on trouve PΛ(Λ/2) ' 0,4522. Par conse´quent, environ la moitie´ des mar-
cheurs ale´atoires partant de l’origine sont absorbe´s sur un intervalle de longueur Λ.
Si l’on utilise l’approximation t˜Λ(s) pour calculer la probabilite´ d’absorption sur l’in-
tervalle, on obtient :
P˜Λ(r) = 2
pi
arctan
( r
Λ
)
En particulier, on trouve P˜Λ(Λ/2) ' 0,2952, une valeur infe´rieure a` la valeur exacte.
La probabilite´ d’absorption sur l’intervalle et son approximation sont repre´sente´es sur la
figure 3.3.
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Fig. 3.3 – Probabilite´ d’absorption PΛ(r) sur l’intervalle (−r,r) (trait plein) et son ap-
proximation P˜Λ(r) (tirets).
3.4.7 Cas tridimensionnel
Dans le cas tridimensionnel, l’expression (3.23) s’e´crit :
tΛ(s1,s2) =
1
2piΛ
∞∫
0
z e−z dz[
z2 + (r/Λ)2
]3/2 r =√s21 + s22
Une repre´sentation alternative s’obtient a` partir de l’expression (3.29) :
tΛ(s1,s2) =
∞∫
0
dk
2pi
k J0(kr)
1 + kΛ
r =
√
s21 + s
2
2 (3.33)
ou` J0(z) est la fonction de Bessel du premier type
12.
12Si Λ > 0, le changement de variable d’inte´gration dans (3.33) conduit a` :
tΛ(s1,s2) =
1
2piΛr
− 1
2piΛ2
∞∫
0
J0(kr/Λ)dk
1 + k
r =
√
s21 + s
2
2
ou` l’on peut repre´senter la dernie`re inte´grale en termes des fonctions spe´ciales :
tΛ(s1,s2) =
1
2piΛ2
(
Λ
r
− pi
2
[
H0(r/Λ)−N0(r/Λ)
])
r =
√
s21 + s
2
2 (3.34)
Ici Hν(z) est la fonction de Struve :
Hν(z) =
∞∑
m=0
(−1)m(z/2)2m+ν+1
Γ(m+ 3/2)Γ(ν +m+ 3/2)
et Nν(z) est la fonction de Bessel du second type :
N0(z) =
2
pi
[
J0(z)
(
Ce + ln(z/2)
)− ∞∑
k=1
(−1)k(z/2)2k
(k!)2
k∑
m=1
1
m
]
ou` Ce est la constante d’Euler. Cette fonction est parfois aussi appelle´e fonction de Neumann [47].
3.4 Etude d’une surface plane 97
0 1 2 3 4 5
10−5
10−4
10−3
10−2
10−1
100
tΛ(r) 
r/Λ
Fig. 3.4 – A gauche : de´pendance de la densite´ exacte tΛ(s1,s2) (trait plein) et de son
approximation t˜Λ(s1,s2) (tirets) par rapport a` r = (s
2
1 + s
2
2)
1/2 ; a` droite : de´pendance de
la densite´ exacte tΛ(s1,s2) par rapport a` s1 et s2. Les deux densite´s sont calcule´es pour
Λ = 10.
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Fig. 3.5 – Fonction η3(z) repre´sentant le rapport entre la densite´ exacte tΛ(s1,s2) et son
approximation t˜Λ(s1,s2). Elle ne de´pend que du rapport z =
√
s21 + s
2
2/Λ.
La figure 3.4 montre le comportement de la fonction tΛ(s1,s2). On voit que :
t˜Λ(s1,s2) =
Λ
2pi(s21 + s
2
2 + Λ
2)3/2
(3.35)
est une approximation de tΛ(s1,s2) pour r À Λ, avec r =
√
s21 + s
2
2. La figure 3.5 montre
la fonction η3(z) qui repre´sente le rapport entre la densite´ exacte tΛ(s1,s2) et son approxi-
mation.
Notons que la densite´ tΛ peut eˆtre utilise´e pour approcher les e´le´ments de l’ope´rateur
d’e´talement discret :
a2tΛ(n1a,n2a) ≈ (Tε)(0,0),(n1,n2) avec Λ =
aε
1− ε
ou` a est le parame`tre du re´seau.
On calcule maintenant la probabilite´ que le mouvement brownien partiellement re´fle´chi
issu de l’origine soit arreˆte´ (absorbe´) sur un disque de rayon r. En utilisant l’expression
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Fig. 3.6 – A gauche : de´pendance de la probabilite´ d’absorption PΛ(r) sur le disque de
rayon r (trait plein) et son approximation P˜Λ(r) (tirets) par rapport a` r = (s21 + s22)1/2 ;
a` droite : de´pendance de la probabilite´ PΛ(r) par rapport a` s1 et s2.
ge´ne´rale (3.27), on obtient :
PΛ(r) = 1−
∞∫
0
t e−t dt√
t2 + (r/Λ)2
En particulier, on trouve PΛ(Λ) ' 0,4611 : environ la moitie´ des marcheurs ale´atoires
partant de l’origine sont absorbe´s sur le disque de rayon Λ.
A l’aide de l’approximation (3.35) pour la densite´ tΛ(s1,s2), on obtient une approxi-
mation pour la probabilite´ PΛ(r) :
P˜Λ(r) = 1− 1√
1 + (r/Λ)2
Nous voyons que cette approximation n’est pas suffisamment exacte (Fig. 3.6). Ne´anmoins,
elle repre´sente le comportement de la fonction PΛ(r) de fac¸on qualitative. Il est inte´ressant
de remarquer que P˜Λ(Λ) ' 0,2929 est infe´rieure a` la valeur exacte.
3.5 Effet d’e´talement
Le re´sultat important que nous avons de´montre´ pour le cas plane est que la perme´abilite´
finie de la surface de travail (longueur Λ non nulle) conduit a` un e´talement de la mesure
harmonique. En effet, lorsque le marcheur ale´atoire atteint la frontie`re, le mouvement
brownien partiellement re´fle´chi ne s’arreˆte pas imme´diatement, ce qui permet d’explorer
une certaine re´gion autour du point d’arrive´e. On observe mieux cet effet lorsque le point
de de´part s’approche de la frontie`re. La densite´ de la mesure harmonique (correspondant
au mouvement brownien simple) tend vers la fonction δ de Dirac : la mesure harmonique
devient de plus en plus localise´e. En revanche, la densite´ de la mesure harmonique e´tale´e
tend vers la densite´ tΛ(s), c’est-a`-dire qu’elle reste distribue´e sur toute la frontie`re meˆme
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si le point de de´part appartient a` la frontie`re. L’effet d’e´talement peut eˆtre controˆle´ par
la longueur Λ : les plus grandes valeurs de Λ correspondent a` des mesures plus e´tale´es,
et vice versa. Apparaissant comme un parame`tre de la loi exponentielle (3.12), la lon-
gueur Λ de´termine la dure´e de vie du mouvement brownien partiellement re´fle´chi et,
par conse´quent, la taille moyenne de la re´gion explore´e entre le premier contact avec la
frontie`re et l’absorption finale.
3.5.1 Re´gion caracte´ristique d’absorption
L’e´tude du mouvement brownien partiellement re´fle´chi dans le cas plane permet d’es-
timer si les marcheurs ale´atoires partent en ge´ne´ral loin ou pas. En particulier, nous avons
introduit et calcule´ la probabilite´ PΛ(r) que le mouvement brownien partiellement re´fle´chi
issu de l’origine soit arreˆte´ (absorbe´) dans le disque (sphe`re) de rayon r centre´ autour de
l’origine. Le re´sultat inte´ressant est que cette probabilite´ est e´gale a` 0,4522 (pour d = 2) et
a` 0,4611 (pour d = 3) si l’on prend le disque de rayon Λ. Autrement dit, environ la moitie´
des marcheurs ale´atoires sont absorbe´s dans une re´gion de taille Λ. Plus pre´cise´ment, on
peut de´finir la re´gion ou` exactement la moitie´ des marcheurs ale´atoires sont absorbe´s. Le
pe´rime`tre Labs de cette re´gion dite re´gion caracte´ristique d’absorption, peut eˆtre calcule´
nume´riquement a` partir de l’expression (3.27). En e´crivant la condition PΛ(Labs/2) = 0,5,
on trouve Labs ' 1,246 Λ (pour d = 2). On en conclut que la longueur physique Λ cor-
respond approximativement au pe´rime`tre de la re´gion caracte´ristique d’absorption. Dans
l’analyse qualitative suivante, nous ne ferons plus la distinction entre Labs et Λ.
Si l’on s’inte´resse maintenant a` une frontie`re irre´gulie`re13, le calcul analytique pre´ce´dent
ne s’applique pas. Ne´anmoins, il est utile de conside´rer la re´gion caracte´ristique d’absorp-
tion pour voir quel est le rapport entre son pe´rime`tre Labs et la longueur Λ. La difficulte´
d’introduire cette re´gion de manie`re ge´ne´rale dans le cas multidimensionnel sugge`re de
se limiter a` d = 2 ou` la frontie`re est une courbe unidimensionnelle (on ne parle que des
ge´ne´rations finies). Pour un point donne´ sur la frontie`re, on de´finit la re´gion caracte´ristique
d’absorption comme un intervalle curviligne (sur la frontie`re) centre´ autour de ce point
et tel que la probabilite´ d’absorption sur cet intervalle soit e´gale a` 1/2. Le pe´rime`tre de
cet intervalle Labs de´pend du point de de´part (sur la frontie`re) du mouvement brownien
partiellement re´fle´chi. Si l’on e´tudie nume´riquement la quantite´ Labs pour des courbes
pre´fractales, on trouve une certaine variation de ce pe´rime`tre autour de la longueur Λ
(voir la figure 3.7 pour la troisie`me ge´ne´ration de la courbe de Von Koch quadrangu-
laire). On peut en tirer une conclusion importante : pour les frontie`res autosimilaires, le
pe´rime`tre de la re´gion caracte´ristique d’absorption est en moyenne de l’ordre de Λ. Par
conse´quent, la longueur physique Λ mesure le pe´rime`tre de la re´gion ou` la moitie´ des
marcheurs ale´atoires sont absorbe´s.
Notons que l’on peut construire des courbes pour lesquelles cette proprie´te´ n’est pas
satisfaite (par exemple, des courbes spe´cifiques avec des fjords). Plus ge´ne´ralement aussi,
l’effet d’e´talement ne se manifeste que si la longueur Λ est infe´rieure au pe´rime`tre total de
13Ge´ne´ralement, les courbes pre´fractales auxquelles l’on s’inte´resse sont compose´es de segments
line´aires. Par conse´quent, ces courbes ne sont pas diffe´rentiables aux angles (points de connexion) et
on ne peut donc pas de´finir de mouvement brownien partiellement re´fle´chi. Pour contourner cette dif-
ficulte´, on peut arrondir les angles de telle fac¸on que la frontie`re devienne lisse (au moins deux fois
diffe´rentiable). Dans la suite, lorsque l’on parlera de courbes pre´fractales, on utilisera implicitement cette
construction.
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Fig. 3.7 – Re´gion caracte´ristique d’absorption pour la troisie`me ge´ne´ration de la courbe
de Von Koch quadrangulaire (dimension fractale Df = ln 5/ ln 3) pour deux valeurs de
la longueur Λ : Λ = 0,1 L en haut et Λ = L en bas, L e´tant le diame`tre de toute la
ge´ne´ration. A gauche : le pe´rime`tre de la re´gion caracte´ristique d’absorption Labs varie
autour de la longueur Λ, avec une valeur moyenne 0,1374 pour Λ = 0,1 L et 0,8950 pour
Λ = L. A droite : la probabilite´ d’absorption Pabs sur l’intervalle curviligne du pe´rime`tre
Λ centre´ au point frontie`re s varie autour de 0,5, avec une valeur moyenne 0,4942 pour
Λ = 0,1 L et 0,5428 pour Λ = L.
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la frontie`re (sinon, la re´gion caracte´ristique d’absorption co¨ıncide avec toute la frontie`re,
et la probabilite´ d’absorption est e´gale a` 1). Ne´anmoins, pour des courbes autosimilaires
((raisonnables)), le parame`tre Λ joue un roˆle important en tant que pe´rime`tre d’absorption
moyen. Au chapitre 6, nous utiliserons ce re´sultat afin d’e´tudier les proprie´te´s multifrac-
tales de la mesure harmonique e´tale´e.
3.5.2 Justification de l’approximation de l’arpenteur
Ce re´sultat important peut eˆtre conside´re´ comme la premie`re justification de l’approxi-
mation de l’arpenteur propose´e par Sapoval (voir chapitre 1). Dans cette approximation,
on repre´sente la frontie`re irre´gulie`re d’origine par le biais d’une nouvelle frontie`re obte-
nue a` l’aide d’une proce´dure d’agraindissement : chaque intervalle curviligne de longueur
Λ est remplace´ par un segment line´aire (Fig. 1.14) sur lequel les marcheurs ale´atoires
sont imme´diatement absorbe´s. Par conse´quent, l’approximation de l’arpenteur permet de
transformer le proble`me d’origine consistant en une e´quation de Laplace avec condition
aux limites mixte en un autre proble`me de Laplace mais avec condition aux limites de
Dirichlet (prise sur la nouvelle frontie`re ((agraindie))).
On voit donc que l’approximation de l’arpenteur est base´e sur le fait que le pe´rime`tre
de la re´gion caracte´ristique d’absorption est de l’ordre de Λ ce que confirme ce chapitre.
En effet, lorsque le mouvement brownien partiellement re´fle´chi atteint la frontie`re, il est
arreˆte´ (absorbe´) sur cette re´gion avec la probabilite´ 1/2. Grosso modo, l’approximation de
l’arpenteur conside`re que cet e´ve´nement se passe avec une probabilite´ 1. Par conse´quent,
chaque intervalle curviligne de pe´rime`tre Λ fonctionne comme un e´le´ment purement ab-
sorbant, inde´pendamment de sa ge´ome´trie. En les remplac¸ant par des intervalles droits,
on re´duit la condition aux limites mixte a` une condition de type Dirichlet (purement
absorbante).
Il faut souligner que notre e´tude ne pre´tend pas eˆtre une de´monstration de l’approxi-
mation de l’arpenteur mais plutoˆt une justification. En particulier, cette approximation
ne tient pas compte de la moitie´ des marcheurs ale´atoires qui ne sont pas absorbe´s dans
la re´gion caracte´ristique d’absorption. De plus, de par sa de´finition, cette re´gion doit
eˆtre centre´e autour du point de premier contact, condition non remplie par la proce´dure
d’agraindissement. Nous rappelons que cette proce´dure ne de´pend que de la ge´ome´trie
d’origine et du parame`tre Λ. Certainement, le point de premier contact e´tant ale´atoire, il
ne peut eˆtre pris en compte. Par ailleurs, les simulations nume´riques [35] ont montre´ que le
calcul base´ sur l’approximation de l’arpenteur donne des re´sultats corrects et relativement
pre´cis. Par conse´quent, cette approximation permet d’e´tudier les phe´nome`nes de trans-
port laplacien de manie`re simple et relativement efficace. D’autre part, il faut souligner
que l’approximation de l’arpenteur ne fournit pas de parame`tre de controˆle permettant
d’e´valuer l’erreur de calcul et de pre´ciser son domaine d’applicabilite´. Une analyse plus
approfondie ne´cessite donc l’utilisation d’approches plus rigoureuses, comme par exemple
le formalisme discret de l’ope´rateur d’auto-transport brownien ou l’approche continue
pre´sente´e au chapitre suivant.
A titre de perspective envisageable, on peut essayer d’e´tendre l’approximation de l’ar-
penteur au cas multidimensionnel (en particulier, d = 3). En effet, notre e´tude pour une
surface plane montre que la taille de la re´gion caracte´ristique d’absorption dans le cas
tridimensionnel est toujours de l’ordre de Λ. Si l’on trouvait une de´finition raisonnable de
la re´gion caracte´ristique d’absorption pour une frontie`re non plane, on pourrait utiliser
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le meˆme traitement approximatif. Bref, pour le cas tridimensionnel, les difficulte´s sont en
grande partie plus techniques que fondamentales.
3.6 Conclusion
Le passage a` la limite continue dans le formalisme de l’ope´rateur d’auto-transport
brownien est une proce´dure a` la fois ne´cessaire et complexe. Une des difficulte´s tient au
fait que cet ope´rateur tend vers l’identite´ lorsque a tend vers 0.
Ce proble`me a e´te´ re´solu en trois e´tapes. Premie`rement, nous avons introduit le
mouvement brownien avec sauts qui repre´sente les marches ale´atoires avec re´flexions.
L’avantage de cette repre´sentation est que le domaine Ω et sa frontie`re ∂Ω ne sont plus
discre´tise´es et donc n’e´voluent pas au fur et a` mesure du passage a` la limite continue. De
plus, cette approche permet d’identifier l’ope´rateur obtenu a` partir de l’ope´rateur d’auto-
transport brownien normalise´ lorsque a tend vers 0. Deuxie`mement, nous avons trouve´
une repre´sentation alternative du mouvement brownien avec sauts en introduisant la sta-
tistique du nombre de sauts (re´flexions) avant l’absorption finale. Cette astuce permet
de passer de la description locale (avec une probabilite´ de re´flexion ε qui tend vers 1 a`
la limite continue) a` une description ((globale)), en conside´rant seulement le nombre de
re´flexions (avec probabilite´ de re´flexion 1). Autrement dit, nous avons se´pare´ les lois pro-
babilistes de´crivant le mouvement brownien avec sauts et la statistique des re´flexions. Par
conse´quent, on peut les e´tudier se´parement a` la limite continue. Nous avons trouve´ que le
mouvement brownien avec sauts permanents (avec probabilite´ de re´flexion 1) tend vers un
processus stochastique bien de´fini dit mouvement brownien re´fle´chi. En meˆme temps, le
nombre de re´flexions, normalise´ par le parame`tre de discre´tisation a, tend vers une variable
ale´atoire `t dite temps local du mouvement brownien. En utilisant ces deux re´sultats, on
peut de´finir le mouvement brownien partiellement re´fle´chi comme un mouvement brow-
nien re´fle´chi arreˆte´ lorsque le temps local `t exce`de une variable ale´atoire inde´pendante
χ distribue´e selon une loi exponentielle avec un parame`tre Λ. A la limite continue, le
mouvement brownien avec sauts (avec probabilite´ de re´flexion ε) et les marches ale´atoires
avec re´flexions sur la frontie`re tendent vers ce processus.
Bien que la construction du mouvement brownien partiellement re´fle´chi soit complexe
pour un domaine donne´, son existence justifie pleinement toute l’approche discre`te. Au-
trement dit, si l’on utilise les calculs discrets effectue´s avec le formalisme de l’ope´rateur
d’auto-transport brownien, on peut eˆtre suˆr que les re´sultats obtenus convergeront vers
les re´sultats continus lorsque le parame`tre de discre´tisation de´croˆıt.
Comme le mouvement brownien (simple) induit la mesure harmonique, le mouvement
brownien partiellement re´fle´chi induit une nouvelle mesure dite mesure harmonique e´tale´e.
Cette mesure permet de quantifier la probabilite´ de s’arreˆter sur les diffe´rentes parties
de la frontie`re. Le mouvement brownien partiellement re´fle´chi repre´sentant le transport
laplacien a` travers une interface semi-perme´able (avec une perme´abilite´ finie), la mesure
harmonique pre´sente un inte´reˆt important pour la mode´lisation de nombreux phe´nome`nes
physiques.
Dans le cas d’une frontie`re plane (hyperplan ∂Rd+), on obtient des expressions ana-
lytiques pour diffe´rentes caracte´ristiques du mouvement brownien partiellement re´fle´chi.
En particulier, on trouve la densite´ de probabilite´ tΛ(s) que ce mouvement issu de l’ori-
gine s’arreˆte au voisinage infinite´simal ds d’un point frontie`re s. Notons que cette den-
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site´ de´finit le noyau TΛ(s,s
′) de l’ope´rateur d’e´talement continu. Elle est aussi utilise´e
pour de´duire une expression analytique de la densite´ de la mesure harmonique e´tale´e
ωx,Λ(s). L’e´tude du comportement asymptotique de cette densite´ montre que le mouve-
ment brownien partiellement re´fle´chi issu d’un point (x1,...,xd), de coordonne´e xd assez
grande, pre´sente a` peu pre`s les meˆmes proprie´te´s que le mouvement brownien simple
issu du point (x1,...,xd−1,xd + Λ) (effet d’e´talement). En revanche, leurs proprie´te´s sont
tre`s diffe´rentes si le point de de´part est proche de la frontie`re. Enfin, l’inte´gration de la
densite´ tΛ(s) sur un disque de rayon r autour de l’origine permet de calculer la proba-
bilite´ d’absorption PΛ(r) sur ce disque. Toutes ces quantite´s sont de´duites pour le cas
d-dimensionnel et e´tudie´es en de´tail pour les cas particuliers d = 2 et d = 3. Ainsi, on
trouve que la probabilite´ d’absorption sur le disque de rayon Λ est 0,45 pour d = 2 et 0,46
pour d = 3. Par conse´quent, environ la moitie´ des marcheurs ale´atoires sont absorbe´s sur
ce disque.
Enfin, nous avons discute´ l’effet d’e´talement de la mesure harmonique pour une frontie`re
irre´gulie`re bidimensionnelle. La re´gion caracte´ristique d’absorption, ou` la moitie´ des mar-
cheurs ale´atoires sont absorbe´s, est introduite. Nous avons observe´ que le pe´rime`tre de
cette re´gion est de l’ordre de la longueur physique Λ. Ce re´sultat important peut eˆtre
conside´re´ comme une premie`re justification mathe´matique de l’approximation de l’ar-
penteur propose´e par Sapoval [126]. De plus, ce re´sultat sugge`re une extension de cette
approximation pour le cas tridimensionnel. Notons que nous utiliserons ce re´sultat au
chapitre 6 afin d’e´tudier les proprie´te´s d’e´chelles de la mesure harmonique e´tale´e.
104 3 La limite continue
Chapitre 4
L’ope´rateur de Dirichlet-Neumann
L’ope´rateur de Dirichlet-Neumann a e´te´ introduit au chapitre pre´ce´dent comme la
limite continue de l’ope´rateur d’auto-transport brownien normalise´ du proble`me dis-
cret. Nous avons montre´ l’importance de l’existence de cette limite pour l’approche dif-
fusive : elle justifie le passage de la description discre`te a` une description continue.
L’e´tude the´orique et nume´rique de l’ope´rateur de Dirichlet-Neumann pour des inter-
faces irre´gulie`res doit donc permettre d’expliquer de nombreuses proprie´te´s du transport
laplacien. Ce chapitre a pour but de de´crire les proprie´te´s de l’ope´rateur de Dirichlet-
Neumann et d’e´tablir leur lien avec les caracte´ristiques du transport laplacien aux inter-
faces irre´gulie`res.
Dans la premie`re section, nous allons de´finir cet ope´rateur de manie`re rigoureuse et
de´crire ses proprie´te´s ge´ne´rales. Nous conside´rerons ensuite les domaines particuliers pour
lesquels il est possible de de´terminer ses proprie´te´s spectrales de manie`re explicite.
4.1 De´finition et proprie´te´s ge´ne´rales
L’introduction simpliste de l’ope´rateur de Dirichlet-Neumann donne´e dans la sec-
tion 3.2.3 doit eˆtre affine´e afin de pouvoir utiliser la the´orie mathe´matique des ope´rateurs
concerne´s. On peut ainsi formuler une de´finition plus rigoureuse, donne´e ci-dessous, a` l’aide
de notions mathe´matiques bien e´tablies telles que les espaces de Sobolev, les ope´rateurs
autoadjoints, etc. (voir l’annexe A.3 et la bibliographie correspondante, par exemple,
[8, 52, 83, 96]).
Conside´rons un domaine borne´ Ω ⊂ Rd dont la frontie`re ∂Ω est n fois diffe´rentiable
(n ≥ 2). Pour une fonction f de´finie sur la frontie`re ∂Ω et appartenant a` l’espace de
Sobolev H1(∂Ω), on peut trouver la solution du proble`me de Dirichlet1 dans le domaine
Ω :
∆u = 0 (x ∈ Ω), u = f (x ∈ ∂Ω) (4.1)
La solution u existe et est unique. De manie`re ge´ne´rale, cette solution est tout a` fait
re´gulie`re a` l’inte´rieur du domaine Ω, et les seules difficulte´s possibles re´sident au bord.
Comme la fonction f appartient a` l’espace H1(∂Ω), la de´rive´e normale de la solution
1Les fonctions de l’espace H1(∂Ω) ne sont pas ne´cessairement continues ou borne´es, ce qui complique
l’analyse. En particulier, il faut introduire un ope´rateur de trace afin d’imposer correctement la condition
aux limites, l’e´quation de Laplace doit eˆtre prise au sens variationnel. Nous ne discuterons pas en de´tails
ces points.
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∂n
= g
∂Ω
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g =Mf
-
Fig. 4.1 – Ope´rateur de Dirichlet-Neumann M : a` gauche, proble`me de Dirichlet, avec
une fonction f donne´e ; a` droite, proble`me de Neumann e´quivalent, avec la fonction g
image de f par l’ope´rateur M.
u sur la frontie`re ∂Ω est de´finie correctement et de fac¸on unique : g = (∂u/∂n). Cette
fonction doit appartenir a` l’espace H0(∂Ω) qui co¨ıncide avec l’espace L2(∂Ω) des fonctions
mesurables de carre´ inte´grable. En meˆme temps, la fonction u est aussi la solution du
proble`me de Neumann suivant :
∆u = 0 (x ∈ Ω), ∂u
∂n
= g (x ∈ ∂Ω) (4.2)
Cette construction nous permet alors d’introduire un ope´rateur M agissant de H1(∂Ω)
dans L2(∂Ω), et qui associe a` une fonction f de H1(∂Ω) (repre´sentant la condition de Di-
richlet dans (4.1)) une autre fonction g de L2(∂Ω) (repre´sentant la condition de Neumann
dans (4.2)). Cet ope´rateur est appele´ ope´rateur de Dirichlet-Neumann.
Nous allons maintenant de´crire les proprie´te´s ge´ne´rales de cet ope´rateur. Les de´monstra-
tions correspondantes peuvent eˆtre trouve´es dans [1, 8, 83] :
1. L’ope´rateur de Dirichlet-NeumannM est un ope´rateur elliptique pseudo-diffe´rentiel
du premier ordre [28, 42, 65, 135, 139, 142, 143].
2. Cet ope´rateur est autoadjoint.
3. Son spectre est discret, ses valeurs propres µα sont borne´es infe´rieurement par 0. On
peut donc les ordonner dans une suite croissante :
µ0 ≤ µ1 ≤ µ2 ≤ ...
Ces valeurs propres tendent vers l’infini lorsque l’indice croˆıt.
4. Ses fonctions propres Vα sont au moins n fois diffe´rentiables
2 (n ≥ 2), et forment
une base comple`te de l’espace L2(∂Ω).
Ces re´sultats nous montrent que l’ope´rateur de Dirichlet-Neumann M ((conserve)) toutes
les proprie´te´s importantes de l’ope´rateur d’auto-transport brownien sur lesquelles l’ap-
proche diffusive a e´te´ base´e. Par conse´quent, on peut reprendre cette approche dans un
cadre purement continu. En particulier, l’ope´rateur d’e´talement continu TΛ se de´finit
comme une re´solvante de l’ope´rateur de Dirichlet-Neumann :
TΛ =
(
I + ΛM)−1
2Le nombre n est l’ordre de re´gularite´ de la frontie`re ∂Ω (voir ci-dessus).
4.1 De´finition et proprie´te´s ge´ne´rales 107
Comme le spectre de l’ope´rateur M est discret, cette re´solvante est de´finie pour tout
point complexe Λ ∈ C\{−µ−1α } De plus, cette re´solvante, conside´re´e comme une fonction
de Λ, est analytique sur cet ensemble [8]. On voit donc que, formellement, on peut meˆme
calculer l’ope´rateur TΛ pour n’importe quelle valeur complexe de Λ (sauf −µ−1α ), ce que
nous allons utiliser dans la section 4.4. La re´solvante TΛ est un ope´rateur compact agissant
de L2(∂Ω) dans L2(∂Ω). On peut donc le repre´senter sous une forme inte´grale, avec un
noyau TΛ(s,s
′) :
[TΛf ](s) =
∫
∂Ω
TΛ(s,s
′)f(s′)ds′
Cette repre´sentation tient au fait que le noyau TΛ(s,s
′) est la densite´ de probabilite´ que le
mouvement brownien partiellement re´fle´chi issu du point frontie`re s soit arreˆte´ (absorbe´)
dans un voisinage de taille ds′ autour du point frontie`re s′ (voir chapitre 3). En particulier,
ce noyau est normalise´ : ∫
∂Ω
TΛ(s,s
′)ds′ = 1
Le fait que le mouvement brownien partiellement re´fle´chi puisse eˆtre approche´ par un
mouvement brownien avec sauts implique que ce noyau TΛ(s,s
′) s’obtient comme limite
continue des noyaux correspondants T
(a)
Λ (s,s
′) lorsque le parame`tre de discre´tisation a
tend vers 0 :
TΛ(s,s
′) = lim
a→0
T
(a)
Λ (s,s
′)
(voir le chapitre 3 pour plus de de´tails). L’ope´rateur inte´gral T
(a)
Λ (de´fini par son noyau) est
la re´solvante de l’ope´rateur (I−Qa)/a (voir l’expression (3.9)). On justifie ainsi l’expression
de l’ope´rateur M comme limite de (I −Qa)/a, au sens de la re´solvante :
M = lim
a→0
I −Qa
a
(4.3)
Cette relation montre que l’ope´rateur non borne´M peut eˆtre approche´ par une se´quence
d’ope´rateurs borne´s (I−Qa)/a, proprie´te´ que nous utiliserons dans la suite. La convergence
(4.3) au sens de la re´solvante implique imme´diatement que les valeurs propres µα et les
vecteurs propres Vα de l’ope´rateur M s’obtiennent a` la limite continue comme :
µα = lim
a→0
1− q(a)α
a
Vα = lim
a→0
V(a)α (4.4)
Arrive´ a` ce point, on peut formuler quelques remarques.
• La condition d’un domaine borne´ n’est pas ne´cessaire. Une de´finition similaire
peut eˆtre introduite pour le comple´ment d’un domaine borne´ (proble`me exte´rieur) et
l’ope´rateur correspondant posse`de toutes les proprie´te´s indique´es ci-dessus. Dans ce cas,
il faut rajouter une condition a` l’infini pour que les solutions des proble`mes correspon-
dants (de Dirichlet et de Neumann) existent et soient uniques. En revanche, la condition
importante est d’avoir une frontie`re ∂Ω borne´e. Si cette condition n’est pas satisfaite,
on peut construire un ope´rateur similaire, mais il perd certaines proprie´te´s importantes
(par exemple, le spectre ne serait plus discret). Comme dans la pratique, les phe´nome`nes
physiques de transport laplacien ont lieu sur des interfaces borne´es, on ne conside`re que
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de telles frontie`res.
• Une autre condition importante est lie´e a` la re´gularite´ de la frontie`re. Dans la
de´finition de l’ope´rateur de Dirichlet-Neumann, il est exige´ que la frontie`re soit au moins
deux fois diffe´rentiable. Cette condition est importante afin d’e´viter certaines ((pathologies))
de l’interface. Cependant, les surfaces (pre´)fractales auxquelles l’on s’inte´resse ne sont
meˆme pas diffe´rentiables une fois : meˆme les ge´ne´rations finies de la courbe de Von
Koch posse`dent des singularite´s importantes (angles) sur lesquelles la frontie`re n’est pas
diffe´rentiable. Paradoxalement, il est plus facile de calculer nume´riquement une bonne ap-
proximation de l’ope´rateur dans ce cas que de le de´finir proprement. En effet, il faut tout
d’abord constater que l’on ne s’inte´resse qu’aux interfaces pre´fractales (ge´ne´rations finies).
Dans ce cas, on peut poursuivre deux approches diffe´rentes. La premie`re approche, dite
((physique)), consiste a` ((arrondir)) les angles. On peut dire qu’il existe une e´chelle minimale
(par exemple, le libre parcours moyen) au-dessous de laquelle l’interface peut eˆtre lisse´e de
fac¸on approprie´e (Fig. 4.2). Autrement dit, on admet que les effets a` des tailles infe´rieures
a` cette e´chelle ne nous inte´ressent pas dans le cadre de cette e´tude. Pour les phe´nome`nes
de transport laplacien, cette hypothe`se est raisonnable car nos mode`les ne rendent compte
de la physique microscopique qu’au-dessus d’une certaine e´chelle minimale.
La deuxie`me approche, dite ((mathe´matique)), consiste a` trouver une autre de´finition de
l’ope´rateur de Dirichlet-Neumann pour laquelle la pre´sence des angles n’est pas critique.
Pour cela, on introduit3 la forme quadratique m :
m[f ] =
∫
Ω
|∇(Pf)|2ds
ou` P est l’ope´rateur de Poisson : pour une fonction f donne´e, cet ope´rateur associe la
solution de l’e´quation de Laplace ∆u = 0 dans le domaine Ω avec la condition aux li-
mites u = f sur la frontie`re ∂Ω. Ce proble`me de Dirichlet admet une solution u sous
des conditions de re´gularite´ relativement faibles pour la fonction f et la frontie`re ∂Ω.
En particulier, le proble`me peut se re´soudre pour des courbes compose´es de segments
line´aires (par exemple, les ge´ne´rations finies d’une courbe de Von Koch ). On peut en-
suite de´montrer que cette forme non ne´gative est ferme´e dans l’espace de sa de´finition
H1/2(∂Ω) ce qui implique que cette forme engendre un ope´rateur autoadjoint M dont
le spectre est discret [8, 83]. On peut ve´rifier que, pour une frontie`re lisse, cet ope´rateur
co¨ıncide avec l’ope´rateur de Dirichlet-Neumann construit pre´ce´demment. Par conse´quent,
cette approche permet de construire l’ope´rateur de Dirichlet-Neumann dans un cadre plus
ge´ne´ral sans faire appel a` la de´rive´e normale.
En revenant a` l’approche ((physique)), on peut poser une question naturelle : l’ope´rateur
de Dirichlet-Neumann, de´fini pour une frontie`re lisse´e (avec des angles arrondis), tend-
il vers celui de la frontie`re d’origine (avec angles) lorsque le parame`tre de lissage tend
vers 0 ? Comme notre description mathe´matique des phe´nome`nes physiques macrosco-
piques n’est valable qu’au-dessus d’une certaine e´chelle, on s’attend a` une re´ponse posi-
tive. Une telle e´tude, bien qu’inte´ressante pour la compre´hension plus approfondie des
aspects mathe´matiques du proble`me, sort du cadre de notre approche physique.
De´sormais, lorsque l’on parlera de l’ope´rateur de Dirichlet-Neumann pour une frontie`re
3Nous rappelons que la solution u du proble`me de Dirichlet est une fonction re´gulie`re a` l’inte´rieur du
domaine Ω. En particulier, son gradient ∇u est bien de´fini dans tout le domaine. Cette approche permet
alors de ((remplacer)) la de´rive´e normale sur la frontie`re par le gradient dans le domaine.
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Fig. 4.2 – Proce´dure de lissage : a` partir d’une e´chelle minimale, on arrondit les angles
afin d’avoir une frontie`re infiniment diffe´rentiable.
pre´fractale, on sous-entendra une surface lisse´e pour laquelle cet ope´rateur se de´finit de
manie`re claire.
• Parfois, il ne faut de´finir l’ope´rateur de Dirichlet-Neumann que pour une partie de
la frontie`re ∂Ω. Cette construction devient importante si l’on conside`re un domaine pour
lequel la frontie`re comporte deux parties distinctes repre´sentant l’interface et la source
(Fig. 4.3) : par exemple, l’anneau circulaire dont la frontie`re est constitue´e de deux cercles
concentriques.
Si l’on se´pare la frontie`re ∂Ω en deux parties, ∂Ω1 et ∂Ω2, on peut conside´rer le
proble`me de Dirichlet suivant :
∆u = 0 (x ∈ Ω), u = f1 (x ∈ ∂Ω1), u = f2 (x ∈ ∂Ω2)
On de´finit alors les fonctions g1 et g2 en prenant les de´rive´es normales de la solution u sur
∂Ω1 et ∂Ω2. Si l’on fixe la fonction f2, cette construction permet d’introduire un ope´rateur
M de H1(∂Ω1) dans L2(∂Ω1) qui associe a` une fonction f1 la fonction g1. Cet ope´rateur
de´pend e´galement de la fonction f2 qui joue le roˆle d’un parame`tre. L’ope´rateurM, appele´
aussi ope´rateur de Dirichlet-Neumann, conserve les proprie´te´s mentionne´es ci-dessus.
• La valeur propre minimale µ0 joue un roˆle particulier. On peut montrer que cette
valeur est e´gale a` 0 si et seulement si le mouvement brownien dans un domaine Ω est
re´current. En effet, la relation (4.4) lie les valeurs propres de l’ope´rateur de Dirichlet-
Neumann a` celles de l’ope´rateur d’auto-transport brownienQ. Si les e´le´ments de l’ope´rateur
Q sont normalise´s, la valeur propre q0 est e´gale a` 1, ce qui implique µ0 = 0. La norma-
lisation des e´le´ments de l’ope´rateur Q traduit le fait qu’un marcheur ale´atoire partant
d’un point frontie`re revient toujours sur la frontie`re ∂Ω. Par conse´quent, l’ope´rateur M
dans un domaine borne´ Ω ⊂ Rd a toujours une valeur propre µ0 nulle. En revanche, cet
ope´rateurM dans un domaine non borne´ peut avoir µ0 = 0 ou µ0 > 0 selon la dimension
de l’espace (d = 2 ou d > 2 respectivement) car le mouvement brownien est re´current
dans R2 et transitoire dans Rd avec d > 2.
Si l’on conside`re l’ope´rateur M sur une partie ∂Ω1 de la frontie`re, la valeur propre
minimale µ0 est e´galement strictement positive. Cela vient du fait que le mouvement
brownien peut atteindre l’autre partie ∂Ω2 de la frontie`re. Notons que l’ope´rateur de
Dirichlet-Neumann M est inversible si µ0 > 0 et non inversible pour µ0 = 0. Ce dernier
cas se comprend intuitivement par le fait que le proble`me de Neumann inte´rieur posse`de
une solution unique a` une constante pre`s.
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Fig. 4.3 – Equation de Laplace dans le comple´ment d’un domaine borne´ Ω0, limite´ par
une boule (disque) Br de rayon r, avec condition aux limites de Dirichlet sur la source
∂Br et condition aux limites mixte sur la surface de travail ∂Ω0 : (a) le proble`me d’origine
auquel l’on s’inte´resse ; (b) le proble`me le´ge`rement modifie´ (pour la fonction uΛ = 1−vΛ).
4.2 Lien avec l’impe´dance spectroscopique
Rappelons tout d’abord que l’ope´rateur d’auto-transport brownien Q a e´te´ introduit
afin de mesurer l’effet de l’irre´gularite´ ge´ome´trique sur les proprie´te´s du transport lapla-
cien. En particulier, l’impe´dance spectroscopique a e´te´ exprime´e en fonction des valeurs et
vecteurs propres de cet ope´rateur par la relation (1.40). L’ope´rateur de Dirichlet-Neumann
s’obtenant comme limite continue de l’ope´rateur (I−Q)/a, on peut proce´der a` cette limite
dans l’expression (1.40) afin d’e´liminer la discre´tisation. Il est e´galement possible d’obte-
nir une expression de l’impe´dance en utilisant la de´composition spectrale de l’ope´rateur
de Dirichlet-Neumann, sans passer par l’ope´rateur d’auto-transport brownien. Cette ex-
pression jouant un roˆle particulie`rement important, nous allons pre´senter cette approche
directe4.
On s’inte´resse a` l’e´quation de Laplace avec condition aux limites mixte dans le comple´-
ment d’un domaine borne´ Ω0, avec une source a` l’infini. Il est commode ne´anmoins de
commencer par un proble`me avec une source e´loigne´e, mais a` distance finie (voir la dis-
cussion ci-dessous). Conside´rons donc un domaine Ω = Br\Ω0, ou` le rayon r de la boule
Br = {x ∈ Rd : |x| < r } est suffisamment grand (Fig. 4.3). La frontie`re du domaine Ω
consiste en deux parties disjointes : la frontie`re ∂Ω0 du domaine borne´ Ω0, dite interface
ou surface de travail, et la grande sphe`re ∂Br = {x ∈ Rd : |x| = r }, dite source. A la fin
de notre analyse, nous ope´rerons la limite r →∞ afin d’e´loigner la source a` l’infini. Dans
le domaine Ω, nous conside´rons l’e´quation de Laplace avec condition aux limites mixte :
∆vΛ = 0 (x ∈ Ω),
[
1−Λ ∂
∂n
]
vΛ = 0 (x ∈ ∂Ω0), vΛ(x) = 1 (x ∈ ∂Br) (4.5)
4Une autre raison importante d’utiliser l’approche directe est que le passage a` la limite continue a e´te´
justifie´, mais pas de´montre´ de manie`re rigoureuse. Comme l’approche directe n’utilise aucune construction
discre`te, elle est valable inde´pendamment de cette de´monstration.
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La dernie`re condition refle`te la pre´sence de la source, ou` la ((concentration)) est constante.
Si vΛ(x) est la solution de ce proble`me, la nouvelle fonction uΛ(x) = 1−vΛ(x) doit re´soudre
le proble`me suivant :
∆uΛ = 0 (x ∈ Ω),
[
1− Λ ∂
∂n
]
uΛ = 1 (x ∈ ∂Ω0), uΛ(x) = 0 (x ∈ ∂Br)
En connaissant la solution uΛ, nous pouvons de´finir et de´terminer sa restriction fΛ sur
la frontie`re ∂Ω0. Le proble`me pre´ce´dent est donc e´quivalent au proble`me de Dirichlet
suivant :
∆uΛ = 0 (x ∈ Ω), uΛ = fΛ (x ∈ ∂Ω0), uΛ(x) = 0 (x ∈ ∂Br)
Pour un proble`me de Dirichlet, on introduit l’ope´rateur de Dirichlet-Neumann M qui
nous permet de re´e´crire la condition aux limites mixte comme :[
1 + ΛM]fΛ = 1(x) (x ∈ ∂Ω0)
ou` 1(x) est la fonction constante et e´gale a` 1 sur toute la frontie`re ∂Ω0. Le changement de
signe correspond a` la de´finition particulie`re de la de´rive´e normale (oriente´e vers l’inte´rieur
du domaine). Comme le parame`tre Λ et les valeurs propres de l’ope´rateur de Dirichlet-
Neumann sont positifs, il existe un ope´rateur inverse :
TΛ = (I + ΛM)−1 (4.6)
appele´ ope´rateur d’e´talement (continu). Notons que TΛ est aussi la re´solvante de l’ope´rateur
de Dirichlet-Neumann (voir la sous-section pre´ce´dente). On a donc la relation :
fΛ(x) =
[
TΛ1
]
(x)
c’est-a`-dire que la restriction de la solution de notre proble`me s’obtient par application
de l’ope´rateur d’e´talement a` une fonction constante.
Flux a` travers la surface de travail
Revenons maintenant a` notre proble`me initial (4.5). La densite´ de flux de particules
depuis la source ∂Br a` travers le point x de l’interface ∂Ω0 se calcule par :
φΛ(s) = D
(
∂vΛ
∂n
)
s∈∂Ω0
= −D
(
∂uΛ
∂n
)
s∈∂Ω0
= D
[MfΛ](s) = D [TΛM1](s)
ou`D est le coefficient de diffusion (pour le proble`me e´lectrique, on remplaceD par l’inverse
de la re´sistivite´ de l’e´lectrolyte, ρ−1).
En prenant Λ = 0, nous obtenons φ0(s) = D
[M1](s) car l’ope´rateur T0 est e´gal a`
l’identite´ I. On trouve alors la relation importante :
φΛ = TΛφ0 (4.7)
c’est-a`-dire que l’image de la densite´ de flux φ0 (du proble`me de Dirichlet) par l’ope´rateur
d’e´talement continu donne la densite´ de flux φΛ (du proble`me mixte). Cette relation est
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l’analogue continue de la relation (1.29). Le flux total ΦΛ se de´finit comme l’inte´grale de
la densite´ de flux φΛ sur l’interface :
ΦΛ =
∫
∂Ω0
φΛ(s)ds
Cette inte´grale peut eˆtre conside´re´e comme un produit scalaire entre la fonction φΛ(s) et
la constante 1(s) dans l’espace L2(∂Ω0) :
ΦΛ =
(
φΛ · 1
)
L2
Impe´dance de la cellule
Nous rappelons que l’impe´dance de toute la cellule Zcell(Λ) se de´finit comme l’inverse
du flux total a` travers de la surface de travail :
Zcell(Λ) =
1
ΦΛ
(la concentration sur la source est e´gale a` 1). Si la surface de travail est purement
absorbante (re´sistance nulle), il ne reste que l’impe´dance du volume R = Zcell(0) (de
l’e´lectrolyte, par exemple) correspondant a` Λ = 0 :
R =
1
Φ0
Par conse´quent, l’impe´dance spectroscopique mesurant la re´sistance de la surface de travail
se de´finit comme la diffe´rence entre l’impe´dance totale Zcell et la re´sistance de volume R :
Zsp(Λ) =
1
ΦΛ
− 1
Φ0
=
Φ0 − ΦΛ
ΦΛΦ0
En utilisant la relation (4.7), on a :
Φ0 − ΦΛ =
(
(φ0 − φΛ) · 1
)
L2
=
(
(I − TΛ)φ0 · 1
)
L2
= Λ
(MTΛφ0 · 1)L2
L’ope´rateur M e´tant autoadjoint, on peut le faire passer a` droite du produit scalaire :
Φ0 − ΦΛ = Λ
(
TΛφ0 · M1
)
L2
=
Λ
D
(
φΛ · φ0
)
L2
On trouve alors que l’impe´dance spectroscopique Zsp(Λ) est e´gale a` :
Zsp(Λ) =
Λ
D
(
φΛ · φ0
)
L2
ΦΛΦ0
(4.8)
La densite´ de flux φΛ(s) de´pend de la distance entre l’interface et la source. Il est utile
d’introduire la densite´ de flux normalise´e :
φhΛ(s) =
φΛ(s)
ΦΛ
4.2 Lien avec l’impe´dance spectroscopique 113
Lorsque la source va a` l’infini, la densite´ de flux normalise´e φhΛ(s) tend vers la densite´
de la mesure harmonique e´tale´e introduite au chapitre 3. Dans le cas Λ = 0, on retrouve
la densite´ de la mesure harmonique5. L’impe´dance spectroscopique s’e´crit donc comme
l’inte´grale de recouvrement entre les deux densite´s φh0(s) et φ
h
Λ(s) :
Zsp(Λ) =
Λ
D
∫
∂Ω0
φhΛ(s)φ
h
0(s)ds (4.9)
De´composition spectrale
En revenant a` l’expression (4.8), on re´e´crit l’impe´dance spectroscopique comme :
Zsp(Λ) =
(
Λ
D
(
φΛ · φ0
)
L2(
Φ0
)2
)
Φ0
ΦΛ
Le premier facteur (entre parenthe`ses) est appele´ impe´dance effective Z(Λ) :
Z(Λ) =
Λ
D
(
φΛ · φ0
)
L2(
Φ0
)2
Le deuxie`me facteur peut s’e´crire :
Φ0
ΦΛ
=
Φ0
Φ0 − (Λ/D)
(
φΛ · φ0
)
L2
=
(
1− Z(Λ)Φ0
)−1
Finalement, on obtient l’expression suivante pour l’impe´dance spectroscopique :
Zsp(Λ) =
(
1
Z(Λ)
− 1
R
)−1
(4.10)
5Au chapitre 3, nous avons introduit la densite´ de la mesure harmonique ωx(s) comme la densite´ de
probabilite´ d’atteindre la frontie`re ∂Ω pour la premie`re fois au voisinage infinite´simal du point frontie`re
s en partant du point x a` l’inte´rieur du domaine Ω. Dans ce cas, la densite´ ωx(s) est e´gale a` :
ωx(s) =
(
∂G(x,x′)
∂n′
)
x′=s
ou` la fonction de Green G(x,x′) se de´finit comme la solution du proble`me suivant (x′ ∈ Ω) :
∆G(x,x′) = −δ(x− x′) (x ∈ Ω) G(x,x′) = 0 (x ∈ ∂Ω)
Si la frontie`re ∂Ω est divise´e en deux parties, ∂Ω1 (surface de travail) et ∂Ω2 (source), on peut aussi
introduire la densite´ de la mesure harmonique comme la densite´ de probabilite´ d’atteindre la surface de
travail au voisinage infinite´simal d’un point frontie`re en partant de la source. Comme pre´ce´demment,
cette densite´ s’obtient comme la de´rive´e normale de la solution v0 du proble`me (4.5) :
∆v0(x) = 0 (x ∈ Ω) v0(x) = 0 (x ∈ ∂Ω1) v0(x) = 1 (x ∈ ∂Ω2)
Notons que dans le premier cas, la source est aussi pre´sente, mais c’est une source ponctuelle.
Enfin, pour un proble`me exte´rieur, il est commode de mettre le point de de´part a` l’infini. Au cours de ce
me´moire, le nom de densite´ de la mesure harmonique prend l’un des trois sens pre´ce´dents sans qu’on les
distingue spe´cialement.
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(car Φ0 = 1/R). Si l’on repre´sente l’action de l’ope´rateur d’e´talement TΛ sous la forme
spectrale :
TΛ =
∑
α
Vα
(
1 + Λµα
)−1
V∗α
on obtient la repre´sentation spectrale de l’impe´dance effective Z(Λ) :
Z(Λ) =
Λ
D
∑
α
Fα
1 + Λµα
Fα =
(
φh0 ·Vα
)
L2
(
φh0 ·V∗α
)
L2
(4.11)
Cette relation est un analogue continu de l’expression (1.40). Par de´finition, les (Fα)
1/2
sont les coefficients de la de´composition spectrale de la densite´ de la mesure harmonique
φh0(s) sur la base des vecteurs propres Vα(s) de l’ope´rateur de Dirichlet-Neumann. Par la
suite, nous appelerons ces coefficients Fα tout simplement les composantes spectrales.
On rappelle que les valeurs propres de l’ope´rateurM sont positives. Lorsque la source
se trouve a` distance finie, la valeur propre minimale µ0 est strictement positive (voir
la sous-section pre´ce´dente), et l’ope´rateur M est alors inversible. On peut donc e´crire la
re´sistance d’acce`s par le volume R = 1/Φ0 en utilisant la relation 1(s) = (1/D)[M−1φ0](s)
comme :
R−1 = Φ0 =
(
φ0 · 1
)
L2
=
1
D
(
φ0 · M−1φ0
)
L2
La multiplication par R2 permet de remplacer φ0 par φ
h
0 , tandis que la de´composition
spectrale de l’ope´rateur M−1 conduit a` :
R =
1
D
∑
α
Fα
µα
(4.12)
Notons que cette expression s’obtient formellement si l’on conside`re la relation (4.10). En
effet, si Λ tend vers l’infini, l’impe´dance spectroscopique doit tendre aussi vers l’infini.
Par conse´quent, l’impe´dance effective Z(Λ) doit tendre vers R. En prenant formellement
la limite ‘Λ =∞’ dans l’expression (4.11), nous obtenons la dernie`re relation (4.12).
Limite asymptotique de Neumann
Il est inte´ressant d’e´tudier la limite asymptotique lorsque Λ tend vers l’infini (limite
de Neumann). Comme la valeur propre minimale µ0 est strictement positive, on trouve
donc le de´veloppement de l’impe´dance effective :
Z(Λ) =
(
1
D
∑
α
Fα
µα
)
− Λ−1
(
1
D
∑
α
Fα
µ2α
)
+O
(
Λ−2
)
La premie`re somme est e´gale a` la re´sistance R (voir (4.12)). Pour calculer la deuxie`me
somme, on repre´sente l’aire totale Stot de l’e´lectrode de travail sous la forme inte´grale :
Stot =
∫
∂Ω0
ds =
(
1 · 1)
L2
= D−2
(M−1φ0 · M−1φ0)L2
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On utilise ensuite la de´composition spectrale de l’ope´rateur de Dirichlet-NeumannM, ce
qui donne :
Stot =
1
(DR)2
∑
α
Fα
µ2α
(4.13)
Par conse´quent, le comportement asymptotique de l’impe´dance effective a` la limite de
Neumann (Λ→∞) est :
Z(Λ) = R− Λ−1 (DR2Stot)+O(Λ−2)
La substitution de cette expression dans (4.10) permet de trouver le comportement asymp-
totique de l’impe´dance spectroscopique :
Zsp(Λ) ' Λ
DStot
(4.14)
(en ne´gligeant d’autres termes plus petits). Si l’on remplace le coefficient de diffusion D
par ρ−1, on retrouve un re´sultat bien connu : l’impe´dance spectroscopique est e´gale a` la
re´sistance surfacique r de l’e´lectrode de travail divise´e par son aire totale : Zsp ' r/Stot.
On peut donc en conclure que dans la limite de Neumann, toute la surface de travail
fonctionne de fac¸on uniforme.
Limite asymptotique de Dirichlet
Si l’on conside`re une autre limite asymptotique, lorsque Λ tend vers 0 (limite de Diri-
chlet), on retrouve encore une fois la proportionnalite´ de l’impe´dance spectroscopique a` la
longueur Λ, mais avec un coefficient diffe´rent. En effet, le de´veloppement de l’impe´dance
effective donne :
Z(Λ) = Λ
1
D
(∑
α
Fα
)
+O
(
Λ2
)
Les composants spectrales Fα ayant la dimension de l’inverse de l’aire (cm
1−d), l’inverse
de la somme entre parenthe`ses de´finit une aire Sdir appele´e aire de la zone active de
Dirichlet :
S−1dir =
∑
α
Fα (4.15)
Par conse´quent, l’impe´dance effective s’e´crit dans la limite de Dirichlet comme :
Z(Λ) =
Λ
DSdir
+O
(
Λ2
)
(4.16)
Comme la re´sistance R est finie, le comportement asymptotique de l’impe´dance spectro-
scopique est donc :
Zsp(Λ) ' Λ
DSdir
(4.17)
Dans le cadre du proble`me e´lectrique, cette impe´dance est e´gale a` la re´sistance surfacique
r divise´e par l’aire de la zone active de Dirichlet : Zsp ' r/Sdir. Comme l’aire de cette
zone est infe´rieure a` l’aire totale (voir ci-dessous), on peut en conclure que dans la limite
de Dirichlet, la surface de travail fonctionne de fac¸on non uniforme. En particulier, pour
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des surfaces irre´gulie`res, il existe des re´gions dans lesquels le flux est bien plus important
que dans d’autres. L’aire totale de ces zones actives (dans le re´gime de Dirichlet) est e´gale
a` Sdir.
Notons que l’expression (4.15) peut eˆtre conside´re´e comme la de´composition spectrale
de l’identite´ sur la base des vecteurs propres Vα :
S−1dir =
∑
α
(
Vα · φh0
)
L2
(
V∗α · φh0
)
L2
=
(
φh0 · φh0
)
L2
Cette relation fait apparaˆıtre l’aire de la zone active dans le re´gime de Dirichlet comme
l’inverse du deuxie`me moment de la mesure harmonique (voir chapitre 6).
Source a` distance infinie
On peut maintenant e´tudier la limite lorsque la source tend vers l’infini : r → ∞. Si
l’on conside`re un domaine Ω dans l’espace bidimensionnel, la valeur propre minimale µ0
tend vers 0 ce qui implique R→∞. Autrement dit, si l’on e´loigne la source, le flux total
Φ0 tend vers 0. Notons que l’impe´dance effective Z(Λ) reste bien de´finie car la densite´ φ
h
0
est normalise´e. La relation (4.10) devient donc :
Zsp(Λ) = Z(Λ) (4.18)
On voit alors que l’impe´dance spectroscopique est de´termine´e par la de´composition spec-
trale (4.11) lorsque la source est a` l’infini. Notons que l’impe´dance de la cellule Zcell(Λ)
ainsi que la re´sistance du volume R sont infinies dans cette limite, alors que l’impe´dance
spectroscopique Zsp reste finie, ce qui justifie sa de´finition comme une re´ponse de la
frontie`re. Sa de´pendance par rapport a` la distance de la source est faible. De plus, on
comprend mieux la raison pour laquelle on est oblige´ de conside´rer d’abord la source a`
distance finie, et de prendre ensuite la limite r →∞. Si l’on conside´rait une source a` dis-
tance infinie de`s le de´but, on aurait des proble`mes pour distinguer la contribution Zsp(Λ)
de la surface de travail (car elle serait e´gale a` la diffe´rence entre deux quantite´s infinies).
La situation est diffe´rente dans l’espace tridimensionnel et, plus ge´ne´ralement, pour
d ≥ 3, car la probabilite´ d’aller a` l’infini du mouvement brownien est positive (voir
la sous-section pre´ce´dente). Dans ce cas, la valeur propre minimale µ0 est strictement
positive ce qui implique que la re´sistance R est finie. Autrement dit, le flux total Φ0 ne
devient pas nul lorsque l’on e´loigne la source. Par conse´quent, la relation (4.18) n’est
plus valable. En revanche, rien n’empeˆche d’utiliser l’expression ge´ne´rale (4.10) et toute
l’analyse pre´ce´dente.
Il faut aussi conside´rer une autre situation. Nous rappelons que l’ope´rateur d’auto-
transport brownien a e´te´ construit au chapitre 2 pour des domaines a` frontie`res a` sup-
port compact avec conditions pe´riodiques. Nous allons e´tudier l’ope´rateur de Dirichlet-
Neumann de´fini pour de tels domaines. Dans ce cas, si la source s’e´loigne de la surface
de travail, la valeur propre minimale µ0 tend vers 0 inde´pendamment de la dimension
d’espace d. En effet, si l’on conside`re un domaine Ω ⊂ Rd avec des conditions pe´riodiques,
la frontie`re finie correspond en fait a` une infinite´ de copies d’elle-meˆme qui couvrent tout
l’hyperplan xd = 0 (voir sous-sections 2.2.5 et 2.2.6). Le mouvement brownien est alors
oblige´ de traverser cet hyperplan en un point qui correspond a` un point de la frontie`re.
Autrement dit, le mouvement revient toujours sur la frontie`re ce qui implique que µ0 est
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e´gal a` 0 lorsque la source est a` l’infini. Par conse´quent, nous obtenons R → ∞ lorsque
la source tend vers l’infini. En particulier, dans cette limite on peut utiliser la relation
(4.18).
Les deux limites asymptotiques dans le cas de la source a` l’infini
Notons que les deux limites asymptotiques conside´re´es ci-dessus sont aussi valables
si la source se trouve a` l’infini (valeur propre minimale µ0 est e´gale a` 0), bien que la
de´monstration soit diffe´rente. On peut en premier lieu utiliser l’expression (4.18) pour
relier l’impe´dance spectroscopique et l’impe´dance effective. Pour la limite de Neumann,
on se´pare le premier terme correspondant a` µ0 = 0 :
Zsp(Λ) =
Λ
D
F0 +
1
D
∑
α>0
FαΛ
1 + µαΛ
Lorsque Λ tend vers l’infini, la somme tend vers une constante, le comportement asymp-
totique e´tant gouverne´ par le premier terme. Il reste a` remarquer que :
F0 =
(
V0 · φh0
)
L2
(
V∗0 · φh0
)
L2
ou` le vecteur propre V0 est une fonction constante, proportionnelle a` S
−1/2
tot (facteur de
normalisation). D’autre part, la densite´ φh0 est normalise´e, d’ou` l’on tire :
F0 = S
−1
tot
Nous retrouvons donc le comportement asymptotique (4.14). Notons que la dernie`re re-
lation s’obtient a` partir de l’expression (4.13) lorsque la source tend vers l’infini : comme
la re´sistance R tend vers l’infini, dans la somme (4.13) il ne reste que le premier terme
F0/µ
2
0, ou` la convergence µ0 → 0 compense R→∞.
Dans la limite de Dirichlet, il suffit d’utiliser la relation (4.16) de l’impe´dance effective
ce qui fournit le comportement asymptotique (4.17) pour l’impe´dance spectroscopique.
Nous en concluons que les deux limites asymptotiques, de Neumann (4.14) et de
Dirichlet (4.17), sont valables inde´pendamment de la distance a` laquelle se trouve la
source, finie ou infinie. De plus, les coefficients de proportionnalite´, 1/Stot et 1/Sdir, sont
e´galement inde´pendants de cette distance6. Ce re´sultat traduit le fait que l’on s’inte´resse
a` la re´ponse de l’e´lectrode de travail uniquement, en supprimant la contribution du vo-
lume (de l’e´lectrolyte). Comme l’impe´dance spectroscopique doit eˆtre une caracte´ristique
intrinse`que de l’e´lectrode de travail, son comportement ne doit pas de´pendre d’autres
e´le´ments du proble`me.
6En tant que caracte´ristique ge´ome´trique de l’e´lectrode de travail, l’aire totale Stot est e´videmment
inde´pendante de la distance. En revanche, l’aire de la zone active de Dirichlet Sdir est exprime´e a` l’aide
de la densite´ φh0 repre´sentant le flux de la source vers la surface de travail. A priori, cette caracte´ristique
peut de´pendre de la distance entre la source et la surface. Le fait que l’aire de cette zone active ne de´pende
presque pas de cette distance est un re´sultat non trivial (voir le tableau 5.6 dans la section 5.2).
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4.3 Interpre´tation e´lectrique
Dans la sous-section pre´ce´dente, nous avons exprime´ l’impe´dance effective Z(Λ) au
moyen de caracte´ristiques purement mathe´matiques de la ge´ome´trie : les valeurs propres
µα et les composantes spectrales Fα. Si la source se trouve a` l’infini, l’impe´dance ef-
fective est e´gale a` l’impe´dance spectroscopique Zsp(Λ), cette dernie`re e´tant la quantite´
physique caracte´risant la re´ponse line´aire de l’e´lectrode de travail. Il est inte´ressant de
conside´rer certaines conse´quences pratiques de la de´composition (4.11) de l’impe´dance
effective Z(Λ), en particulier, d’en donner une interpre´tation e´lectrique. Afin de travailler
avec des quantite´s e´lectriques, on remplace partout le coefficient de diffusion D par l’in-
verse de la re´sistivite´ ρ de l’e´lectrolyte (voir chapitre 1). Nous rappelons que la longueur Λ
est e´gale a` r/ρ pour le proble`me e´lectrique, ou` r est la re´sistance surfacique de l’e´lectrode
de travail.
Distance finie
Supposons que la source soit a` distance finie. Par conse´quent, la valeur propre µ0 est
strictement positive et la re´sistance d’acce`s par le volume R (re´sistance de l’e´lectrolyte)
est finie. Conside´rons l’admittance de la cellule Ycell(Λ) de´finie comme l’inverse de son
impe´dance. Elle peut s’exprimer en fonction de l’impe´dance effective :
Ycell(Λ) =
1
Zcell(Λ)
=
1
R + Zsp(Λ)
=
R− Z(Λ)
R2
(4.19)
En utilisant la relation (4.12), on obtient la de´composition spectrale :
Ycell(Λ) =
ρ
R2
∑
α
Fα
µα(1 + µαΛ)
(4.20)
On introduit a` pre´sent les deux notations suivantes :
Rα = ρ
(
R
ρ
)2
µα
Fα
, Sα =
( ρ
R
)2 Fα
µ2α
(4.21)
Il est facile de ve´rifier que Rα posse`de la dimension d’une re´sistance (Ohm), tandis que Sα
a la dimension d’une aire (cmd−1). En utilisant ces notations, on peut re´e´crire la dernie`re
expression pour l’admittance comme :
Ycell(Λ) =
∑
α
1
Rα + Λρ/Sα
(4.22)
Le facteur (Λρ) e´tant e´gal a` la re´sistance surfacique r de l’e´lectrode de travail, cette
repre´sentation correspond a` un re´seau e´lectrique compose´ d’une infinite´ de re´sistances
Rα + r/Sα connecte´es en paralle`le (Fig. 4.4a).
Conside´rons encore les expressions (4.21) de Rα et Sα. En utilisant l’expression (4.12)
de la re´sistance de l’e´lectrolyte R, on obtient :
1
R
=
∑
α
1
Rα
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Fig. 4.4 – Re´seau e´lectrique e´quivalent : (a) source a` distance finie (l’admittance de
toute la cellule est exprime´e par des re´sistances Rα et r/Sα) ; (b) source a` distance infinie
(l’impe´dance spectroscopique est exprime´e par des re´sistances R˜α et r/S˜α).
C’est aussi la conse´quence directe de l’expression (4.22) ou` l’on effectue la substitution
Λ = 0. Une relation similaire peut eˆtre obtenue pour Sα en utilisant l’expression (4.13) :
Stot =
∑
α
Sα
L’e´lectrode de travail se subdivise donc en domaines d’aires e´gales a` Sα.
Distance infinie
Il faut souligner que la repre´sentation donne´e ci-dessus n’est plus valable si la source
se trouve a` l’infini. En effet, dans ce cas la re´sistance de l’e´lectrolyte R est infinie, ce qui
implique que l’admittance Ycell(Λ) est nulle. Si l’on veut e´tudier ce cas, on peut utiliser
l’expression (4.18) afin de relier l’impe´dance effective Z(Λ) a` l’impe´dance spectroscopique
Zsp(Λ).
La forme de l’impe´dance effective (4.11) sugge`re une autre interpre´tation e´lectrique.
En effet, on peut repre´senter (4.11) comme :
Z(Λ) =
∑
α
1
1/R˜α + 1/(Λρ/S˜α)
ou` nous avons introduit deux notations alternatives :
R˜α = ρ
Fα
µα
S˜α =
1
Fα
Par conse´quent, on peut imaginer un re´seau e´lectrique e´quivalent compose´ d’une infinite´
de lignes ((re´sistance R˜α – re´sistance r/S˜α en paralle`le)), connecte´es en se´rie (Fig. 4.4b).
Comme l’impe´dance spectroscopique ne correspond qu’a` l’e´lectrode de travail dont la
re´sistance surfacique est r = Λρ, il est difficile de donner une interpre´tation physique des
re´sistances R˜α (lie´es au volume de l’e´lectrolyte). Les re´sistances Λρ/S˜α (lie´es a` la surface
de l’e´lectrode de travail) satisfont l’expression inte´ressante :
1
Sdir
=
∑
α
1
S˜α
qui est la conse´quence directe de la de´composition spectrale (4.15).
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On trouve donc une certaine dualite´ entre l’interpre´tation de l’admittance de la cellule
pour la source a` distance finie et l’interpre´tation de l’impe´dance spectroscopique pour la
source a` distance infinie (comparer les sche´mas e´lectriques sur la figure 4.4). Bien que
cette dualite´ soit justifie´e sur le plan mathe´matique, son interpre´tation physique reste un
proble`me ouvert a` l’heure actuelle.
4.4 Lien avec l’approche de Halsey et Leibig
Dans cette sous-section, nous allons montrer que la the´orie de la double couche de´ve-
loppe´e par Halsey et Leibig [58, 62] et pre´sente´e au chapitre 1, peut se retrouver a` partir de
notre approche en utilisant l’ope´rateur de Dirichlet-Neumann. D’un coˆte´, cette similitude
permet de justifier certains passages ambigus dans la the´orie de la double couche. De
l’autre, elle nous permettra d’e´tendre les relations trouve´es pre´ce´demment a` des e´lectrodes
capacitives quasi-bloquantes.
Revenons a` l’expression (4.19) donnant l’admittance de la cellule. En utilisant le noyau
TΛ(s,s
′) de l’ope´rateur d’e´talement, on obtient la repre´sentation inte´grale suivante :
Ycell(Λ) =
∫
∂Ω
ds
∫
∂Ω
ds′ TΛ(s,s
′)
(
ρ−1
∂uˆ
∂n
)
(s′) (4.23)
Le facteur entre parenthe`ses ici repre´sente la densite´ de courant local φ0(s) (la densite´ de
flux des particules) vers l’e´lectrode de travail. De´finie par l’expression (1.17) au chapitre 1,
la fonction uˆ co¨ıncide avec la fonction v0 de (4.5). La longueur Λ est e´gale au rapport
entre la re´sistance surfacique r de l’e´lectrode de travail et la re´sistivite´ de l’e´lectrolyte ρ.
Pour comparaison, on rappelle l’expression (1.20) trouve´e par Halsey et Leibig :
Ycell(ω) =
∫
∂Ωa
ds
∫
∂Ω
ds′ Tˆω(s,s
′)
(
ρ−1
∂uˆ
∂n
)
(s′), (4.24)
Tˆω(s,s
′) =
(
1− λ(ω)
)[
I − λ(ω)∂G
∂n
]−1
(s,s′)
λ(ω) e´tant de´fini comme :
λ(ω) =
(
1− iω²ρ+ ²ρ
γr
)−1
(4.25)
(voir la section 1.4 pour les de´tails et les notations physiques). Nous rappelons que l’expres-
sion entre crochets s’interpre`te comme le noyau d’un ope´rateur inte´gral dont l’inverse est
l’ope´rateur inte´gral de´fini par le noyau
(
I − λ(ω)∂G/∂n)(s,s′), ou` G(x,x′) est la fonction
de Green du domaine Ω. Au chapitre 3, nous avons de´ja` introduit un ope´rateur inte´gral
de´fini par le noyau ∂G/∂n comme l’analogue continu Qa de l’ope´rateur d’auto-transport
brownien. Par conse´quent, l’ope´rateur inte´gral Tˆω de´fini par son noyau Tˆω(s,s
′) s’identifie
a` l’approximation T
(a)
Λ de l’ope´rateur d’e´talement continu si l’on remplace le parame`tre
λ(ω) par la probabilite´ de re´flexion ε (voir (3.9)). Le parame`tre de discre´tisation a de´ja`
utilise´ pour de´finir le mouvement brownien avec sauts correspond alors a` la longueur de
Debye-Hu¨ckel lD qui de´termine l’e´paisseur de la double couche.
L’inconve´nient essentiel de l’ope´rateur Tˆω (ainsi que de l’ope´rateur T
(a)
Λ ) tient au fait
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que cet ope´rateur n’est pas autoadjoint. En effet, nous avons vu au chapitre 3 que la densite´
de la mesure harmonique ωs+n(s)a(s
′) n’est pas syme´trique par rapport a` la permutation
de s et s′ (ici n(s) est le vecteur normal unitaire sur la frontie`re, pris au point s). Ceci
interdit d’utiliser la notion de de´composition spectrale et donc d’en de´duire les relations
analytiques trouve´es aux sections pre´ce´dentes. Cette difficulte´ a oblige´ Halsey et Leibig
a` introduire une surface de travail le´ge`rement de´cale´e d’une distance a (dans l’expression
(4.24), la premie`re inte´gration est faite sur une frontie`re ∂Ωa de´cale´e). La pre´sence de la
double couche justifie par ailleurs ce de´calage du point de vue physique. Cette asyme´trie
n’a pas permis a` Halsey et Leibig de poursuivre une analyse mathe´matique plus approfon-
die de ce proble`me. Comme ils utilisent le mouvement brownien avec sauts, leur approche
peut eˆtre baptise´e semi-continue.
La justification de l’existence de la limite continue permet de re´soudre cette difficulte´
importante. Tout d’abord, on re´e´crit l’ope´rateur Tˆω comme :
Tˆω =
1− λ(ω)
I − λ(ω)Qa =
1
I +
λ(ω)a
1− λ(ω)
I −Qa
a
Etant de l’ordre de l’e´paisseur de la double couche lD, le parame`tre a est tre`s petit par
rapport aux e´chelles ge´ome´triques de la frontie`re. Par conse´quent, on peut remplacer
l’ope´rateur (I −Qa)/a par l’ope´rateur de Dirichlet-Neumann M :
Tˆω ' 1
I +
λ(ω)lD
1− λ(ω) M
(4.26)
On peut maintenant identifier la longueur Λ comme :
Λ =
λ(ω)lD
1− λ(ω)
En utilisant l’expression (4.25), on obtient :
Λ =
1
−iωρ(²/lD) + (ρ²/γrlD)
Enfin, la capacite´ surfacique γ de la double couche dont l’e´paisseur lD est constante,
s’e´crit : γ = ²/lD, d’ou` l’on tire finalement :
Λ =
1
−iωγρ+ ρ/r (4.27)
Nous avons donc de´montre´ que l’admittance Ycell(Λ) de la cellule e´lectrolytique compose´e
de la contre-e´lectrode et l’e´lectrode de travail quasi-bloquante peut eˆtre repre´sente´e par
l’expression (4.23) avec un parame`tre Λ complexe (4.27). Autrement dit, l’expression
(4.23) obtenue rigoureusement pour une e´lectrode purement re´sistive s’applique dans le
cas plus ge´ne´ral d’une e´lectrode capacito-re´sistive. En particulier, e´tant une re´solvante
de l’ope´rateur de Dirichlet-Neumann, l’ope´rateur d’e´talement TΛ est bien de´fini pour Λ
complexe (avec la partie re´elle positive).
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Fig. 4.5 – Re´seau e´lectrique repre´sentant l’expression (4.28) pour l’admittance de la cellule
e´lectrolytique ou` l’e´lectrode de travail n’est pas bloquante (de re´sistance r) : re´sistances
Rα (lie´es au volume de l’e´lectrolyte), re´sistances r/Sα (lie´es a` l’e´lectrode de travail) et
capacite´s γSα.
A titre d’exemple, la substitution de Λ donne´e par l’expression (4.27) nous permet de
re´e´crire la relation (4.22) sous la forme :
Ycell(ω) =
∑
α
1
Rα +
1
−iωγSα + Sα/r
(4.28)
Cette relation correspond a` un re´seau e´lectrique compose´ d’une infinite´ de lignes connecte´es
en paralle`le : chaque ligne est constitue´e d’une re´sistance Rα connecte´e en se´rie avec
l’impe´dance capacitive (iωγSα)
−1 et la re´sistance r/Sα en paralle`le (Fig. 4.5).
Si l’on conside`re une e´lectrode parfaitement bloquante (re´sistance r infinie), on re-
trouve l’expression (1.14) donne´e au chapitre 1 pour un re´seau e´lectrique a` deux poˆles :
Ycell(ω) =
∑
α
iωCα
1 + iωCαRα
, Cα = γSα
L’avantage important de cette expression par rapport a` la relation classique (1.14) tient a`
ce que les re´sistances Rα et les capacite´s γSα s’expriment au travers des caracte´ristiques
spectrales de l’ope´rateur de Dirichlet-Neumann, ce qui permet de les de´terminer de manie`re
the´orique ou nume´rique.
On peut e´mettre les trois remarques suivantes :
• L’approche de Halsey et Leibig, base´e sur la dynamique des charges e´lectriques
dans la double couche, correspond a` une description physique du proble`me a` poten-
tiel alternatif. En revanche, l’approche diffusive de Filoche et Sapoval correspond
a` un proble`me a` potentiel continu. Bien que les processus physiques en jeu soient
diffe´rents (par exemple, il n’y a aucune double couche dans le proble`me a` potentiel
continu), les deux approches de´bouchent sur la meˆme forme (4.23) de l’admittance
Ycell. La seule diffe´rence re´side dans le parame`tre physique Λ qui traduit les pro-
prie´te´s de transport de l’e´lectrode de travail. Si cette e´lectrode est purement re´sistive,
Λ repre´sente sa re´sistance surfacique r (divise´e par la re´sistivite´ de l’e´lectrolyte). Si
cette e´lectrode est purement capacitive, Λ est e´gale a` (−iωγρ)−1 (impe´dance sur-
facique d’une e´lectrode bloquante qui fonctionne comme un condensateur). Enfin,
si les deux me´canismes se manifestent en meˆme temps, le parame`tre Λ repre´sente
l’impe´dance surfacique correspondant a` la re´sistance et la capacite´ en paralle`le. On
peut donc en tirer une conclusion importante : notre formalisme permet d’expliciter
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l’impact global de la ge´ome´trie d’une frontie`re dont les me´canismes de transport
et les caracte´ristiques physiques sont les meˆmes en tout point de la surface. Autre-
ment dit, si chaque voisinage de la frontie`re fonctionne de la meˆme fac¸on (avec le
meˆme parame`tre Λ), notre formalisme montre comment l’irre´gularite´ de la ge´ome´trie
modifie la re´ponse line´aire du syste`me conside´re´ par rapport a` une surface plane.
Ce re´sultat est important car il permet de se´parer les influences respectives de la
ge´ome´trie et des processus physico-chimiques complexes qui se produisent au voisi-
nage de la frontie`re. En particulier, nous allons utiliser ce concept au chapitre 7 en
e´tudiant expe´rimentalement la re´ponse line´aire d’une e´lectrode de Von Koch. Bien
qu’une e´lectrode re´elle ne fonctionne pas exactement comme un condensateur, on
pourra e´valuer la contribution de sa complexite´ ge´ome´trique par notre approche.
• Bien que l’ope´rateur Tˆω se transforme exactement en l’ope´rateur T (a)Λ lorsque l’on
remplace le parame`tre λ(ω) par la probabilite´ de re´flexion ε, une diffe´rence im-
portante subsiste entre ces deux ope´rateurs. Lorsque l’on passe a` la limite conti-
nue (a → 0), la probabilite´ de re´flexion ε tend vers 1 tandis que le parame`tre
λ(ω), ne de´pendant que des quantite´s physiques macroscopiques, reste constant.
Cette diffe´rence refle`te la pre´sence d’une vraie longueur minimale lD correspondant
a` l’e´paisseur de la double couche. Le passage a` la limite continue ne´cessite que cette
e´paisseur tende aussi vers 0 ce qui implique que la capacite´ surfacique γ doit tendre
vers l’infini. Par conse´quent, pour le proble`me a` potentiel alternatif, on peut rem-
placer l’ope´rateur (I−Qa)/a par l’ope´rateur de Dirichlet-NeumannM, mais il faut
garder un facteur lD dans l’expression (4.26).
• Pour le proble`me diffusif, la longueur Λ est lie´e a` la probabilite´ de re´flexion ε par la
relation suivante : ε = (1 + a/Λ)−1, ou` a est la distance d’un saut de re´flexion. Si
l’on conside`re l’expression (4.27), le parame`tre Λ complexe a toujours la dimension
d’une longueur. On peut donc de´finir un parame`tre ε adimensionne´ dont le sens
((diffusif)) peut eˆtre inte´ressant. En se souvenant que l’effet d’une capacite´ correspond
a` un certain retard dans le transport des charges, on peut imaginer un processus
similaire pour la diffusion quand la surface de travail ((capture)) des particules pour
un temps fini. Il peut eˆtre utile de garder cette approche en teˆte pour se faire une
repre´sentation de certains processus biologiques.
4.5 Interpre´tation probabiliste
Nous avons pre´ce´demment discute´ l’interpre´tation physique de l’impe´dance de la sur-
face de travail. En se reme´morant le raisonnement conduisant a` la de´composition spectrale
de l’impe´dance effective, il est inte´ressant d’apporter un autre point de vue sur le meˆme
objet. Dans cette sous-section, nous allons pre´senter une interpre´tation probabiliste de
l’impe´dance. Ces re´sultats peuvent eˆtre conside´re´s comme la continuation logique de l’ap-
proche de Halsey et Leibig [62].
Revenons pour l’instant a` l’approche discre`te au moyen de l’ope´rateur d’auto-transport
brownien Q.Nous rappelons que pour une frontie`re discre´tise´e, le vecteur P0 = (I −Q)1
repre´sente la distribution des probabilite´s d’arrive´e sur les points frontie`re, ou` 1 est le
vecteur dont les composantes sont e´gales a` 1 (voir chapitres 1 et 2). Autrement dit, un
marcheur ale´atoire partant d’une source a` distance finie atteint le site j de la frontie`re
avec la probabilite´ (P0)j. Comme Qj,k est la probabilite´ d’aller du site frontie`re j au site
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frontie`re k, la composante (QP0)j repre´sente la probabilite´ d’arriver sur le site j apre`s
une seule re´flexion sur la frontie`re (on conside`re la probabilite´ de re´flexion toujours e´gale
a` 1). Plus ge´ne´ralement, (QnP0)j est la probabilite´ d’arriver sur le site j apre`s exactement
n re´flexions sur la frontie`re. La somme de toutes ces probabilite´s, (1 · QnP0), donne la
probabilite´ que le marcheur ale´atoire effectue au moins n re´flexions sur la frontie`re. Notons
que cette probabilite´ de´croˆıt lorsque n augmente : apre`s chaque re´flexion, le marcheur
ale´atoire peut eˆtre absorbe´ par la source. Il est commode de normaliser la somme (1·QnP0)
par la probabilite´ totale d’arriver sur la frontie`re, (1 ·P0) :
Bn =
(1 ·QnP0)
(1 ·P0)
Les coefficients Bn introduits pour la premie`re fois par Halsey et Leibig [62] repre´sentent
la probabilite´ d’effecteur au moins n re´flexions sur la frontie`re, conditionne´e par la proba-
bilite´ d’arriver sur la frontie`re. En particulier, le de´veloppement en se´rie de l’ope´rateur Tˆω
dans l’expression (4.24) permet de montrer que l’admittance de la cellule est une fonction
ge´ne´ratrice de ces coefficients Bn :
RYcell(ω) = (1− λ)
∞∑
n=0
Bnλ
n (4.29)
le parame`tre λ de´pendant de la fre´quence ω par (4.25).
La diffe´rence entre deux coefficients Bn voisins, bn = Bn − Bn+1, correspond a` la
probabilite´ d’effectuer exactement n re´flexions (conditionne´e par la probabilite´ d’arriver
sur la frontie`re). En effet, on les repre´senter comme :
bn =
(1 · (I −Q)QnP0)
(1 ·P0) =
(P0 ·QnP0)
(1 ·P0)
Cela signifie que le marcheur ale´atoire arrive sur la frontie`re, effectue n re´flexions et revient
a` la source sans eˆtre absorbe´ par la frontie`re. Ces coefficients sont normalise´s :
∞∑
n=0
bn = 1
De plus, on peut re´exprimer les coefficients Bn a` partir de bn :
Bn = 1−
n−1∑
k=0
bk (4.30)
Si l’on veut passer a` la description continue, il faut remplacer tous les e´le´ments discrets
dans cette expression. D’abord, le vecteur P0 doit eˆtre remplace´ par la densite´ φ
h
0 . Ensuite,
pour l’ope´rateur d’auto-transport brownien Q, on peut l’approcher par l’ope´rateur de
Dirichlet-Neumann : Q = I − aM. Enfin, le produit scalaire doit eˆtre conside´re´ dans
l’espace L2. On obtient donc (voir le chapitre 1 pour les de´tails) :
bn =
aρ
R
(
φh0 · (I − aM)nφh0
)
L2
4.5 Interpre´tation probabiliste 125
Si l’on fixe l’indice n, le coefficient bn tend vers 0 dans la limite continue (a → 0) ce qui
refle`te le fait suivant : la distance a de sauts (re´flexions) devient de plus en plus petite, il
est donc plus difficile de quitter le voisinage de la frontie`re pour arriver sur la source. En
revanche, si l’indice n croˆıt lorsque a tend vers 0, on peut trouver une limite non triviale
a` cette quantite´. On peut donc fixer une quantite´ λ = na qui repre´sente la distance
moyenne de de´placement apre`s n re´flexions. Pour cette longueur, on conside`re la densite´
de probabilite´ que le mouvement brownien retourne a` la source apre`s avoir parcouru la
distance moyenne λ : bλdλ = bn. Comme dλ correspond a` a dans notre description, on
obtient :
bλ =
ρ
R
(
φh0 · (I − aM)λ/aφh0
)
L2
Il nous reste a` prendre la limite pour a tendant vers 0 :
bλ =
ρ
R
ζ(λ) ζ(λ) =
(
φh0 · exp[−λM]φh0
)
L2
(4.31)
La condition de normalisation pour les coefficients bn implique la normalisation de la
densite´ bλ :
∞∫
0
bλ dλ = 1
ou bien la normalisation suivante pour la nouvelle fonction ζ(λ) :
∞∫
0
ζ(λ) dλ =
R
ρ
(4.32)
Cette fonction peut eˆtre repre´sente´e a` l’aide de la de´composition spectrale de l’ope´rateur
de Dirichlet-Neumann :
ζ(λ) =
∑
α
Fα e
−λµα (4.33)
Conside´rons maintenant la de´composition spectrale (4.11) de l’impe´dance effective
Z(Λ). En utilisant la relation simple
∞∫
0
e−ξx dξ =
1
x
on peut repre´senter l’impe´dance effective comme :
Z(Λ) = ρΛ
∑
α
Fα
∞∫
0
e−ξ(1+Λµα) dξ
Le changement de variable d’inte´gration λ = ξΛ conduit a` l’expression :
Z(Λ) = ρ
∞∫
0
e−λ/Λζ(λ) dλ (4.34)
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Nous avons donc trouve´ que l’impe´dance effective est e´gale a` la transforme´e de Laplace de
la fonction ζ(λ), elle-meˆme proportionnelle a` la densite´ de probabilite´ que le mouvement
brownien revienne a` la source apre`s avoir parcouru la distance moyenne λ. Autrement
dit, la fonction ζ(λ) tient compte des absorptions sur la source. D’autre part, le terme
exponentiel e−λ/Λ correspond a` la distribution du nombre moyen de re´flexions avant l’ab-
sorption sur la frontie`re (voir section 3.3.1). On voit donc que l’impe´dance effective met
en regard deux ((me´canismes)) d’absorption, sur la source et sur la frontie`re.
En utilisant la de´composition spectrale (4.20), on peut e´crire l’admittance de la cellule
Ycell(Λ) sous la forme :
Ycell(Λ) =
1
RΛ
∞∫
0
dλ e−λ/Λ
(
ρ
R
∑
α
Fα
µα
e−λµα
)
La somme entre parenthe`ses s’e´crit alors :
Bλ =
ρ
R
∑
α
Fα
µα
e−λµα = 1− ρ
R
λ∫
0
ζ(λ′)dλ′ = 1−
λ∫
0
bλ′dλ
′
La dernie`re inte´grale correspond a` la somme des coefficients bn : la fonction Bλ corres-
pond donc aux coefficients Bn (a` comparer avec la relation (4.30)). Nous obtenons donc
l’admittance de la cellule sous la forme :
R Ycell(Λ) =
1
Λ
∞∫
0
dλ e−λ/ΛBλ
Cette relation est l’analogue continu de l’expression (4.29) obtenue par de Halsey et Leibig.
La fonction Bλ y est la probabilite´ que le mouvement brownien re´fle´chi (sans absorption
sur la frontie`re !) se de´place au moins a` la distance moyenne λ.
Si la source tend vers l’infini, la densite´ de probabilite´ bλ tend vers 0, car le retour a`
la source devient de plus en plus difficile. En revanche, la fonction ζ(λ) est de´finie a` l’aide
de la densite´ φh0 normalise´e qui posse`de une limite non triviale lorsque la source tend vers
l’infini. Par conse´quent, la repre´sentation (4.34) reste toujours valable.
La fonction ζ(λ) pre´sente le comportement asymptotique suivant :
• lorsque λ tend vers 0 :
ζ(λ) '
∑
α
Fα =
1
Sdir
• lorsque λ tend vers l’infini :
ζ(λ) ' F0 = 1
Stot
• si l’impe´dance pre´sente un comportement anormal, Z(Λ) ∼ Λβ, on trouve :
ζ(λ) ∼ λβ−1
Sur cet exemple, on voit que l’e´tude de la fonction ζ(λ) est comple`tement e´quivalent
a` l’e´tude de l’impe´dance. De plus, ζ(λ) est une caracte´ristique purement ge´ome´trique
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de´termine´e par l’ope´rateur de Dirichlet-Neumann.
4.6 Comportement anormal de l’impe´dance effective
Pour une frontie`re autosimilaire, on peut reproduire le raisonnement de Halsey et Lei-
big pour de´terminer l’exposant β de l’impe´dance. Pour plus de simplicite´, on se restreint
au cas bidimensionnel ou` la frontie`re ∂Ω est une courbe. Dans cette section, nous allons
utiliser la notion d’exposant de corre´lation τ(2) de la mesure harmonique dont une des-
cription de´taille´e est fournie au chapitre 6. Rappelons simplement que c’est ici l’exposant
de la loi d’e´chelle du deuxie`me moment de la mesure harmonique.
Conside´rons l’expression (4.31) de la fonction ζ(λ). A un facteur R/ρ pre`s, cette fonc-
tion repre´sente la densite´ de probabilite´ bλ que le mouvement brownien re´fle´chi arrive sur
la frontie`re ∂Ω (densite´ φh0), parcoure une distance moyenne λ (ope´rateur e
−λM), puis re-
vienne a` la source7 (densite´ φh0). Le fait que le mouvement brownien re´fle´chi parcourt une
distance moyenne λ sugge`re l’approximation suivante : la position de la dernie`re re´flexion
avant le retour a` la source est distribue´e uniforme´ment sur un intervalle curviligne de
pe´rime`tre λ. Cette approximation comporte deux hypothe`ses inde´pendantes :
1. On ne´glige la possibilite´ d’explorer l’exte´rieur de l’intervalle curviligne ;
2. On suppose que la distribution est uniforme sur cet intervalle (graˆce a` l’infinite´ de
re´flexions sur la frontie`re).
Notons que cette construction ressemble a` la re´gion caracte´ristique d’absorption introduite
au chapitre 3. La seule diffe´rence est lie´e au ((me´canisme)) d’arreˆt : soit par absorption
partielle sur la frontie`re, soit par absorption sur la source.
On peut ensuite poursuivre un traitement similaire a` la proce´dure d’agraindissement
utilise´e dans l’approximation de l’arpenteur de´crite au chapitre 1. En effet, on divise la
frontie`re ∂Ω en plusieurs intervalles curvilignes ∂Ωk de pe´rime`tre λ, dont on introduit les
probabilite´s pk de les atteindre :
pk =
∫
∂Ωk
φh0(s)ds
D’apre`s l’approximation pre´ce´dente, le mouvement brownien arrive´ sur l’intervalle cur-
viligne ∂Ωk reste dans cet intervalle avant le retour a` la source. Comme la position de
la dernie`re re´flexion est distribue´e de fac¸on uniforme, avec une densite´ λ−1 (l’inverse du
pe´rime`tre de l’intervalle), la probabilite´ de retour est e´gale a` λ−1pk. Par conse´quent, sous
cette approximation, la probabilite´ bλ s’e´crit comme la somme :
bλ ' λ−1
∑
k
p2k
Les probabilite´s {pk} repre´sentent la mesure harmonique a` l’e´chelle caracte´ristique δλ
de l’intervalle curviligne (voir le chapitre 6 pour les de´tails). En particulier, la somme
par rapport a` l’indice k repre´sente le deuxie`me moment de la mesure harmonique. En
utilisant le fait que la frontie`re est une (pre´)fractale autosimilaire de dimension fractale
7Graˆce a` la re´versibilite´ du mouvement brownien, la probabilite´ d’arriver dans un voisinage d’un point
frontie`re depuis une source est e´gale a` la probabilite´ de revenir a` la source depuis ce voisinage.
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Df , on exprime l’e´chelle δλ en fonction de λ et de `, la valeur de coupure minimale (la
plus petite longueur caracte´ristique de la frontie`re) :
δλ ' `
(
λ
`
)1/Df
De plus, la mesure harmonique de´finie sur une fractale autosimilaire pre´sente des pro-
prie´te´s multifractales. En particulier, le deuxie`me moment de cette mesure varie comme
(δ/L)τ(2), ou` τ(2) est l’exposant de corre´lation de la mesure harmonique et L le diame`tre
de la frontie`re. Finalement, on obtient :
ζ(λ) ∼ λ−1
(
δλ
L
)τ(2)
∼ λβ−1 β = τ(2)
Df
(4.35)
L’impe´dance Z(Λ) s’e´crivant comme la transforme´e de Laplace de la fonction ζ(λ), on en
de´duit son comportement ((anormal)) :
Z(Λ) ∼ Λβ
Dans le cas multidimensionnel, l’exposant β est e´gal a` :
β =
τ(2)− d+ 2
Df − d+ 2
Cette relation a e´te´ e´tablie par Halsey et Leibig sur la base de leur the´orie semi-continue
(voir chapitre 1). Il faut souligner que notre approche continue permet de retrouver
cette relation de manie`re plus rigoureuse. Notons que l’approximation sur l’intervalle
caracte´ristique joue un roˆle central dans les deux approches.
Il est inte´ressant de faire une comparaison avec l’approximation de l’arpenteur de´ve-
loppe´e par Sapoval [126]. Dans le cadre de cette approximation, on remplace le proble`me de
l’e´quation de Laplace avec condition aux limites mixte par un autre proble`me de Laplace
avec condition aux limites de Dirichlet, mais sur une nouvelle frontie`re agraindie, a` l’e´chelle
physique Λ (voir chapitre 1). Pour construire la frontie`re agraindie, on divise la frontie`re
d’origine en plusieurs intervalles curvilignes, chacun de pe´rime`tre Λ, et l’on remplace
chaque intervalle par un segment line´aire correspondant (Fig. 1.14). L’admittance de
la frontie`re se calcule ensuite comme la somme des admittances Yk de chaque segment
line´aire dont les valeurs ne de´pendent pas de la position du segment. Finalement, pour
une frontie`re autosimilaire, on relie la longueur du segment `(Λ) au pe´rime`tre Λ par
`(Λ) = `(Λ/`)1/Df , d’ou` l’on tire :
Z(Λ) ∼ ρ
(
Λ
`
)β
β =
1
Df
On voit que dans l’expression de l’exposant β, il manque le facteur τ(2) (l’exposant
de corre´lation de la mesure harmonique). Sche´matiquement, cette diffe´rence provient du
traitement des admittances Yk. Dans l’approximation de l’arpenteur, on suppose que les Yk
sont inde´pendantes de la position de chaque segment, c’est-a`-dire que tous les segments
sont e´quivalents vis-a`-vis de l’acce`s. En revanche, la ((corre´lation)) entre les diffe´rents
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segments du point de vue de l’acce`s par le mouvement brownien (probabilite´s pk d’arriver
sur ces segments) a e´te´ prise en compte dans la description pre´ce´dente, ce qui introduit
l’exposant de corre´lation τ(2) de la mesure harmonique.
4.7 Surfaces particulie`res
Nous avons vu que l’on peut de´finir l’ope´rateur de Dirichlet-Neumann pour n’importe
quel domaine a` frontie`re borne´e lisse (ou lisse´e). La de´finition de cet ope´rateur e´tant
assez complexe, il est important d’e´tudier ses proprie´te´s spectrales pour commencer sur
des frontie`res simples. Dans certains des cas pre´sente´s ci-dessous, on peut de´terminer le
spectre et les fonctions propres de fac¸on explicite.
4.7.1 Disque
Nous commenc¸ons nos e´tudes des proprie´te´s spectrales de l’ope´rateur de Dirichlet-
Neumann par le cas le plus simple. Soit Ω = {x ∈ R2 : |x| < r1 } le disque de rayon r1
dont la frontie`re ∂Ω est un cercle. D’apre`s la de´finition ge´ne´rale donne´e dans la section 4.1,
il faut re´soudre le proble`me de Dirichlet suivant : pour une fonction donne´e f de ∂Ω dans
R, il faut re´soudre l’e´quation de Laplace dans le domaine Ω :
∆u = 0 (x ∈ Ω), u = f (x ∈ ∂Ω)
L’e´quation de Laplace en coordonne´es polaires est :
1
r
∂
∂r
(
r
∂u
∂r
)
+
1
r2
∂2u
∂ϕ2
= 0 (4.36)
La se´paration des variables re´duit cette e´quation aux de´rive´es partielles a` deux e´quations
inde´pendantes (voir annexe A.1). La solution ge´ne´rale s’e´crit comme une somme d’har-
moniques :
u(r,ϕ) =
∞∑
m=−∞
(
Amr
m +Bmr
−m
)
eimϕ (4.37)
La fonction f de´finie sur le cercle ∂Ω ne de´pend que de l’angle polaire ϕ. Apre`s avoir
de´veloppe´ cette fonction en se´ries de Fourier, on peut e´tudier le proble`me re´duit :
∆u = 0 (x ∈ Ω), u(r1,ϕ) = eimϕ
avec une seule harmonique eimϕ. En utilisant la repre´sentation ge´ne´rale (4.37), on trouve
la solution lisse de ce proble`me :
u(r,ϕ) =
(
r
r1
)|m|
eimϕ
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(Am = r
−m
1 et Bm = 0 pour m ≥ 0 ; Am = 0 et Bm = rm1 pour m < 0). En prenant la
de´rive´e normale sur la frontie`re ∂Ω, on obtient :(
∂u
∂n
)
∂Ω
=
(
∂u
∂r
)
r=r1
=
|m|
r1
eimϕ
Par conse´quent, l’application de l’ope´rateur de Dirichlet-Neumann a` une harmonique
donne :
[Meimϕ] = |m|
r1
eimϕ
Les harmoniques eimϕ sont donc les fonctions propres de l’ope´rateur de Dirichlet-Neumann
M. Comme ces fonctions forment une base comple`te de L2(∂Ω), on a ainsi de´termine´
toutes les fonctions propres de cet ope´rateur. Ses valeurs propres sont :
µm =
|m|
r1
(m ∈ Z) (4.38)
Nous voyons que toutes les valeurs propres (sauf µ0 = 0) sont positives et deux fois
de´ge´ne´re´es. En tenant compte la de´ge´ne´rescence, on peut re´e´crire l’expression (4.38)
comme :
µα =
2piα
Ltot
(α ∈ Z0)
ou` Ltot = 2pir1 est le pe´rime`tre du cercle.
Le proble`me exte´rieur se re´sout de la meˆme fac¸on. La solution ge´ne´rale du proble`me de
Dirichlet pour le domaine Ω = {x ∈ R2 : |x| > r1 } est toujours donne´e par l’expression
(4.37). En prenant une seule harmonique sur la frontie`re ∂Ω, on trouve la solution du
proble`me re´duit :
u(r,ϕ) =
(r1
r
)|m|
eimϕ
La de´rive´e normale donne le meˆme re´sultat :(
∂u
∂n
)
∂Ω
= −
(
∂u
∂r
)
r=r1
=
|m|
r1
eimϕ
On voit donc que l’ope´rateur de Dirichlet-Neumann a les meˆmes valeurs propres et fonc-
tions propres pour le proble`me inte´rieur et le proble`me exte´rieur.
Si l’on conside`re un anneau circulaire Ω = {x ∈ R2 : r1 < |x| < r2 } dont la frontie`re
repre´sente la surface de travail (cercle de rayon r1) et la source (cercle de rayon r2),
les vecteurs propres de l’ope´rateur de Dirichlet-Neumann sont toujours les harmoniques
eimϕ en raison de la syme´trie par rotation. Ses valeus propres sont de´termine´es dans
l’annexe C.1 :
µm =
|m|
r1
(r2/r1)
2|m| + 1
(r2/r1)2|m| − 1 (m ∈ Z)
Lorsque la source tend vers l’infini (r2 →∞), on retrouve le re´sultat pre´ce´dent (4.38)
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4.7.2 Sphe`re
Conside´rons une boule Ω = {x ∈ R3 : |x| < r1 } de rayon r1. L’e´quation de Laplace
en coordonne´es sphe´riques s’e´crit :
1
r2
∂
∂r
(
r2
∂u
∂r
)
+
1
r2
[
1
sin θ
∂
∂θ
(
sin θ
∂u
∂θ
)
+
1
sin2 θ
∂2u
∂ϕ2
]
= 0 (4.39)
La solution ge´ne´rale de cette e´quation est :
u(r,θ,ϕ) =
∞∑
l=0
l∑
m=−l
(
Al,mr
l +Bl,mr
−l−1
)
Yl,m(θ,ϕ) (4.40)
ou` les harmoniques sphe´riques Yl,m(θ,ϕ) forment une base comple`te de L
2(∂Ω) (voir an-
nexe A.2). En de´veloppant la fonction donne´e f de ∂Ω dans R sur cette base, on peut
e´tudier le proble`me re´duit :
∆u = 0 (x ∈ Ω), u(r1,θ,ϕ) = Yl,m(θ,ϕ)
dont la solution est :
u(r,θ,ϕ) =
(
r
r1
)l
Yl,m(θ,ϕ)
En prenant la de´rive´e normale, on obtient la relation suivante :
[MYl,m(θ,ϕ)] = l
r1
Yl,m(θ,ϕ)
Les harmonique sphe´riques sont donc les fonctions propres de l’ope´rateur de Dirichlet-
Neumann. Ses valeurs propres sont strictement positives et (2l + 1) fois de´ge´ne´re´es (sauf
µ0 = 0) :
µl,m =
l
r1
, l ∈ Z0 , m ∈ {−l,...,l} (4.41)
Il est inte´ressant de noter que l’ope´rateur de Dirichlet-Neumann M pour une boule
co¨ıncide avec un ope´rateur introduit par Dirac en me´canique quantique [22]. On sait
que l’atome d’hydroge`ne se de´crit par trois nombres quantiques : le nombre quantique
principal n, le nombre quantique orbital l et le nombre quantique magne´tique m. Deux
derniers nombres sont associe´s aux indices des harmoniques sphe´riques. L’ope´rateur de
Dirichlet-Neumann pour une boule correspond alors a` l’ope´rateur du nombre quantique
orbital de l’atome d’hydroge`ne. En particulier, la de´ge´ne´rescence des valeurs propres de
cet ope´rateur est identique a` la de´ge´ne´rescence de spin.
Le proble`me exte´rieur se re´sout de la meˆme fac¸on. La solution ge´ne´rale du proble`me de
Dirichlet dans le domaine Ω = {x ∈ R3 : |x| > r1 } est toujours donne´e par l’expression
(4.40). On conside`re le proble`me re´duit :
∆u = 0 (x ∈ Ω), u(r1,θ,ϕ) = Yl,m(θ,ϕ), u→ 0 (|x| → ∞)
(la dernie`re condition est ne´cessaire pour que le proble`me soit bien pose´). La solution est
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donc :
u(r,θ,ϕ) =
(
r
r1
)−l−1
Yl,m(θ,ϕ)
En prenant la de´rive´e normale, on a :
[MYl,m(θ,ϕ)] = l + 1
r1
Yl,m(θ,ϕ)
ce qui donne les valeurs propres suivantes :
µl,m =
l + 1
r1
, l ∈ Z0 , m ∈ {−l,...,l} (4.42)
On voit maintenant clairement la diffe´rence entre le proble`me inte´rieur et le proble`me
exte´rieur dans le cas tridimensionnel : les valeurs propres µl,m sont strictement posi-
tives pour le proble`me exte´rieur, tandis que µ0,0 est nul pour le proble`me inte´rieur. Par
conse´quent, l’ope´rateur de Dirichlet-Neumann est inversible dans le cas d’un proble`me
exte´rieur. Ce re´sultat est lie´ au fait que le proble`me de Neumann exte´rieur posse`de une
solution unique. D’autre part, ce re´sultat traduit e´galement le fait que le mouvement
brownien en 3 dimensions peut partir a` l’infini (sans jamais revenir sur la frontie`re) avec
une probabilite´ non nulle.
Si l’on conside`re un anneau tridimensionnel (couche sphe´rique) Ω = {x ∈ R3 : r1 <
|x| < r2 } dont la frontie`re repre´sente la surface de travail (sphe`re de rayon r1) et la source
(sphe`re de rayon r2), les vecteurs propres de l’ope´rateur de Dirichlet-Neumann sont les
harmoniques sphe´riques en raison de la syme´trie par rotation. Les valeurs propres sont
de´termine´es dans l’annexe C.2 :
µl,m =
1
r1
(l + 1) + l(r1/r2)
2l+1
1− (r1/r2)2l+1
A la limite r2 tendant vers l’infini, on retrouve le re´sultat pre´ce´dent (4.42).
4.7.3 Rectangle
Une cellule e´lectrolytique simple peut eˆtre repre´sente´e comme un rectangle Ω =
{(x,y) ∈ R2 : 0 < x < L, 0 < y < h } dont l’areˆte horizontale ∂Ω1 = {(x,y) ∈
R
2 : 0 < x < L, y = 0 } repre´sente la surface de travail et l’areˆte oppose´e ∂Ω2 =
{(x,y) ∈ R2 : 0 < x < L, y = h } correspond a` la source. L’introduction de condi-
tions pe´riodiques sur les areˆtes verticales, u(x+L,y) = u(x,y), permet d’e´crire la solution
ge´ne´rale de l’e´quation de Laplace dans le rectangle Ω sous la forme :
u(x,y) =
∞∑
m=−∞
(
Ame
2piimx/L +Bme
−2piimx/L
)
e−2pimy/L
La condition aux limites sur la source, u(x,y = h) = 0, conduit a` :
u(x,y) =
∞∑
m=−∞
Ame
2piimx/L sinh[2pim(h− y)/L]
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En prenant la condition aux limites sur la surface de travail um(x,y = 0) = e
2piimx/L, on
obtient la solution particulie`re :
um(x,y) =
sinh(2pim(h− y)/L)
sinh(2pimh/L)
e2piimx/L
La de´rive´e normale prise sur la surface de travail donne :(
∂um
∂n
)
∂Ω1
= −
(
∂um
∂y
)
y=0
=
2pim
L
cosh(2pimh/L)
sinh(2pimh/L)
e2piimx/L
d’ou` l’on tire les valeurs propres de l’ope´rateur de Dirichlet-Neumann :
µm =
2pim
L
cosh(2pimh/L)
sinh(2pimh/L)
(4.43)
Notons que la de´pendance par rapport a` la hauteur h est tre`s faible a` partir de h ≥ L :
meˆme pour m = 1, l’e´cart de cosh(2pi)/ sinh(2pi) a` 1 est de l’ordre de 7 ·10−6. A la limite h
tend vers l’infini, on trouve les valeurs propres µm = 2pi|m|/L correspondant a` l’ope´rateur
de Dirichlet-Neumann pour un demi-plan pe´riodique.
La valeur propre minimale µ0 s’obtient formellement en prenant la limite m→ 0 dans
l’expression (4.43) :
µ0 =
1
h
Ce re´sultat peut se de´duire plus rigoureusement en prenant la de´rive´e normale de la
solution du proble`me correspondant : u(x,y) = (h− y)/h.
4.7.4 Paralle´le´pipe`de
La meˆme analyse peut eˆtre effectue´e pour un paralle´le´pipe`de :
Ω = {(x1,x2,y) ∈ R3 : 0 < x1 < L1, 0 < x2 < L2, 0 < y < h }
Les deux faces horizontales repre´sentent la surface de travail et la source, tandis que, sur
les quatre autres faces, on impose des conditions pe´riodiques :
u(x1,x2,y) = u(x1 + L1,x2,y) = u(x1,x2 + L2,y)
La solution ge´ne´rale de l’e´quation de Laplace dans le paralle´le´pipe`de Ω avec les conditions
pe´riodiques pre´ce´dentes et la condition u(x1,x2,y = h) = 0 sur la source s’e´crit :
u(x1,x2,y) =
∞∑
m1=−∞
∞∑
m2=−∞
Am1,m2e
2piim1x1/L1e2piim2x2/L2 sinh
(
2piαm1,m2
h− y
L
)
avec les coefficients :
αm1,m2 =
√(
L2
L1
)
m21 +
(
L1
L2
)
m22 L =
√
L1L2
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Pour une fonction donne´e e2piim1x1/L1e2piim2x2/L2 , on trouve la solution :
u(x1,x2,y) =
sinh(2piαm1,m2(h− y)/L)
sinh(2piαm1,m2h/L)
e2piim1x1/L1e2piim2x2/L2
ce qui donne les valeurs propres suivantes :
µm1,m2 = 2piαm1,m2
cosh(2piαm1,m2h/L)
sinh(2piαm1,m2h/L)
(m1,m2 ∈ Z)
A la limite h→∞, on obtient :
µm1,m2 =
2pi
L
√(
L2
L1
)
m21 +
(
L1
L2
)
m22 (m1,m2 ∈ Z)
En particulier, dans le cas d’un carre´ (L1 = L2 = L), on a :
µm1,m2 =
2pi
L
√
m21 +m
2
2 (m1,m2 ∈ Z)
On voit que ces valeurs propres au moins quatre fois de´ge´ne´re´es (sauf µ0,0 = 0).
4.7.5 Ge´ne´ralisation multidimensionnelle
Si l’on parcourt rapidement les exemples pre´ce´dents, on peut souligner les lister qui
nous permettent de se´parer les variables et de re´soudre le proble`me de fac¸on explicite.
Ce sont la syme´trie de rotation pour le disque et la sphe`re et la syme´trie de translation
pour le rectangle et le paralle´le´pipe`de (au travers des conditions pe´riodiques). On peut
les utiliser de manie`re plus ge´ne´rale dans le cas multidimensionnel. Le calcul des valeurs
propres de l’ope´rateur de Dirichlet-Neumann pour la boule Ω = { x ∈ Rd : |x| < r1 }
conduit a` la relation :
µl,m =
l
r1
, l ∈ Z0 , m ∈ {1,...,nl}, nl = (2l + d− 2)
(d− 2)
(l + d− 3)!
(d− 3)! l! (4.44)
ce qui montre que la valeur propre µl est nl fois de´ge´ne´re´e (voir annexe C.3).
Pour un hypercube de taille L dans l’espace a` d dimensions, le calcul pre´ce´dent se
ge´ne´ralise imme´diatement :
µm1,...,md−1 =
2pi
L
(
d−1∑
i=1
m2i
)1/2
(m1,...,md−1 ∈ Z)
Ces valeurs propres au moins 2d−1 fois de´ge´ne´re´es (sauf µ0,...,0 = 0).
4.7.6 Conse´quences importantes
On pourrait ne voir dans les calculs pre´ce´dents qu’un jeu mathe´matique sur des
e´quations diffe´rentielles, mais ce serait une erreur. Bien que les frontie`res simples ne soient
pas re´alistes dans bien des cas et qu’elles ne permettent pas d’appre´hender l’influence de
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la complexite´ ge´ome´trique, les re´sultats obtenus ci-dessus sont ne´cessaires. Ils permettent
de tirer au moins trois conclusions importantes :
• Dans le cas bidimensionnel, les valeurs propres de l’ope´rateur de Dirichlet-Neumann
peuvent eˆtre ordonne´es en une suite croissante qui correspond a` la croissance des
fre´quences spatiales des modes propres : ωm = |m| = r1µm (voir sous-section 4.7.1).
La meˆme analogie entre fre´quences spatiales et valeurs propres peut eˆtre envisage´e
dans le cas multidimensionnel.
• Comme les valeurs propres sont homoge`nes a` des inverses de longueur, les grandes
valeurs propres correspondent aux petites e´chelles de la frontie`re. En utilisant le fait
que toute surface lisse a` petite e´chelle ressemble a` une surface plane, on peut en
de´duire le comportement asymptotique des valeurs propres de l’ope´rateur M pour
une surface lisse arbitraire. Autrement dit, la diffe´rence entre une surface complexe
mais lisse et la surface plane se manifeste essentiellement sur un nombre re´duit
de valeurs propres, situe´es au de´but du spectre. Le reste du spectre est quant a`
lui peu modifie´. Notons que la de´ge´ne´rescence du spectre pour la surface plane est
une proprie´te´ particulie`re due aux syme´tries implicites. Dans le cas ge´ne´ral, cette
de´ge´ne´rescence est normalement brise´e.
• La conclusion pre´ce´dente permet de calculer le comportement asymptotique de la
densite´ d’e´tats pour n’importe quelle dimension d de l’espace. La densite´ d’e´tats
inte´gre´e Nd(µ) est de´finie comme le nombre d’e´tats dont les valeurs propres sont
infe´rieures a` µ. En utilisant l’expression (4.44) pour la de´ge´ne´rescence nl, on obtient
cette densite´ pour une boule dans l’espace de d dimensions :
Nd(µ) =
[µ]∑
l=0
(2l + d− 2)
(d− 2)
(l + d− 3)!
(d− 3)! l!
ou` [µ] de´signe la partie entie`re de µ. Par exemple, dans le cas tridimensionnel, on
obtient N3(µ) = ([µ] + 1)2. Dans le cas ge´ne´ral, on peut trouver le comportement
asymptotique de la densite´ Nd(µ) lorsque µ tend vers l’infini :
Nd(µ) ∼ 2
(d− 1)! µ
d−1 (µ→∞)
Par conse´quent, si l’on ordonne les valeurs propres en une suite croissante {µα}, on
trouve le comportement asymptotique :
µα ∼ α1/(d−1) (α→∞)
On voit tout de suite apparaˆıtre une diffe´rence importante entre les cas bidimension-
nel et tridimensionnel. La densite´ N2(µ) varie line´airement avec µ : qualitativement,
les valeurs propres µα sont distribue´es de fac¸on uniforme, avec un e´cart constant
8.
En revanche, la densite´ N3(µ) varie comme µ2, c’est-a`-dire que les valeurs propres
deviennent de plus en plus denses lorsque µ augmente.
8Ce re´sultat est exact pour un disque ou` les valeurs propres sont e´gales a` |m|/r1 (avec un e´cart 1/r1),
et il est asymptotiquement vrai pour les autres domaines dans la limite µ tendant vers l’infini.
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4.8 Conclusion
Guide´s notre intuition selon laquelle la description discre`te par l’ope´rateur d’auto-
transport brownien devait se transformer naturellement en une description continue pour
des pas de re´seau de plus en plus petits, nous avions identifie´ au chapitre 3 l’ope´rateur de
Dirichlet-Neumann M comme cet analogue continu. Cet ope´rateur autoadjoint posse`de
un spectre discret et permet de de´duire une de´composition spectrale pour des quantite´s
physiques qui nous inte´ressent (admittance, impe´dance spectroscopique, etc.). On voit
alors que l’influence d’une ge´ome´trie complexe de l’interface sur les proprie´te´s de transport
laplacien s’exprime totalement au travers des valeurs propres µα de l’ope´rateurM et des
composantes spectrales Fα (qui sont les carre´s des coefficients de la densite´ de la mesure
harmonique dans la base des vecteurs propres de l’ope´rateur M). Comme l’ope´rateur
de Dirichlet-Neumann ne de´pend que de la forme du domaine Ω, les quantite´s µα et
Fα sont des caracte´ristiques purement ge´ome´triques que l’on appelle spectre ge´ome´trique
de l’interface. Apre`s avoir donne´ une interpre´tation physique aux valeurs propres µα et
aux composantes spectrales Fα, nous avons pre´sente´ une interpre´tation probabiliste, ce
qui nous a permis de retrouver la relation de Halsey et Leibig reliant l’exposant β de
l’impe´dance en re´gime fractal, la dimension fractale Df d’une frontie`re autosimilaire et
l’exposant de corre´lation τ(2) de la mesure harmonique sur cette frontie`re.
Dans quelques cas particuliers de ge´ome´trie simple, nous avons e´tudie´ l’ope´rateur de
Dirichlet-Neumann analytiquement. Cette e´tude a permis de ((sonder)) les difficulte´s que
l’on pourrait rencontrer dans de cas plus ge´ne´raux, et de de´duire e´galement le comporte-
ment asymptotique des valeurs propres.
Chapitre 5
Le transport laplacien aux interfaces
irre´gulie`res
Les trois chapitres pre´ce´dents ont e´te´ consacre´s au de´veloppement d’une approche
the´orique permettant de de´crire les phe´nome`nes de transport laplacien a` l’aide de la
de´composition spectrale de l’impe´dance sur la base d’un ope´rateur autoadjoint (ope´rateur
de Dirichlet-Neumann) associe´ aux proprie´te´s ge´ome´triques de la frontie`re. Ce chapitre
contient les re´sultats nume´riques concernant les proprie´te´s spectrales de l’ope´rateur de
Dirichlet-Neumann pour des interfaces irre´gulie`res et, par conse´quent, les proprie´te´s de
transport a` travers de ces interfaces.
Une discussion, portant sur l’approximation de l’ope´rateur de Dirichlet-Neumann par
l’ope´rateur d’auto-transport brownien, sera mene´e dans la section 5.1. Comme cette tech-
nique de calcul est adapte´e a` un re´seau carre´ ou cubique, il est naturel de conside´rer
des interfaces aise´ment repre´sentables sur ce re´seau. Les bons candidats sont la courbe
de Von Koch quadrangulaire et la surface de Von Koch cubique. De manie`re ge´ne´rale,
on conside`re une cellule dont la source est place´e a` l’infini (h = ∞). On s’inte´resse tout
d’abord a` l’impe´dance spectroscopique dont la de´pendance par rapport a` la distance
h est tre`s faible (voir section 5.2). Il est donc commode de mettre la source a` l’infini
afin d’e´liminer ce parame`tre supple´mentaire (la distance h) lorsque l’on veut comparer
diffe´rentes ge´ome´tries. Dans ce cas, l’impe´dance spectroscopique est e´gale a` l’impe´dance
effective dont la de´composition spectrale est de´termine´e par les valeurs propres µα et les
composantes spectrales Fα. L’e´tude nume´rique de ces quantite´s, appele´es spectre ge´ome´t-
rique, permettra donc de comprendre directement le comportement physique du syste`me
conside´re´.
Nous de´buterons l’e´tude du transport laplacien aux interfaces irre´gulie`res par des
ge´ome´tries simples comme un pore carre´ (voir section 5.2). Nous conside´rerons ensuite en
de´tails les proprie´te´s spectrales de l’ope´rateur de Dirichlet-Neumann pour des frontie`res
autosimilaires, pour le cas de la courbe de Von Koch quadrangulaire de dimension Df =
ln 5/ ln 3 (voir section 5.3). Deux autres courbes de Von Koch ainsi que les surfaces de
Von Koch cubiques seront e´tudie´es dans les sections 5.4, 5.5 et 5.6. Les re´sultats obtenus
permettront enfin de de´velopper un mode`le analytique de l’impe´dance spectroscopique
dans la section 5.7. Une conclusion sera expose´e dans la section 5.8.
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5.1 Approximation par l’ope´rateur d’auto-transport
brownien
Sauf pour des surfaces particulie`res, les proprie´te´s spectrales de l’ope´rateur de Dirichlet-
Neumann ne peuvent pas eˆtre de´termine´es de fac¸on explicite, et l’on doit avoir recours a`
des me´thodes nume´riques. On peut distinguer deux approches :
1. On commence par diviser la frontie`re ∂Ω en plusieurs morceaux, puis l’on construit
une matrice repre´sentant l’ope´rateur de Dirichlet-Neumann a` l’aide de la the´orie du
potentiel (continu).
2. On conside`re un domaine discre´tise´ Ω′ pour lequel la construction de l’ope´rateur
d’auto-transport brownien Q est de´ja` re´alise´e dans la section 2.2. En tirant parti
du fait que l’ope´rateur de Dirichlet-Neumann M s’obtient comme limite continue
(a → 0) de l’ope´rateur (I − Q)/a, on peut de´terminer les proprie´te´s spectrales de
M a` partir de celles de Q.
Du point de vue algorithmique, ces deux approches sont a` peu pre`s e´quivalentes. La
premie`re approche, plus directe, semble eˆtre plus simple par au moins deux raisons : l’on
n’a pas besoin d’un re´seau interme´diaire et le potentiel continu est normalement plus
facile a` calculer. Cependant, elle pre´sente e´galement des inconve´nients : en particulier, le
potentiel continu pour un domaine pe´riodique est plus complexe que le potentiel dans le
cas discret, et les re´sultats du calcul sont difficiles a` ve´rifier. En revanche, le cas discret
permet d’exploiter la signification probabiliste des e´le´ments de l’ope´rateur Q. Nous avons
donc retenu la deuxie`me approche.
Le sche´ma de calcul est simple : pour l’interface conside´re´e, nous introduisons le re´seau
carre´, cubique ou hypercubique en tenant compte des trois e´tapes de discre´tisation de´crites
au chapitre 2. Le parame`tre de re´seau a est choisi de telle fac¸on que le calcul de l’ope´rateur
d’auto-transport brownien prenne un temps raisonnable. Pour que l’ope´rateur Q soit
correctement repre´sente´ par une matrice finie, on utilise des conditions pe´riodiques. Enfin,
on a la possibilite´ d’introduire une source plane a` une distance quelconque.
De`s que l’ope´rateur Q est construit, on de´termine son spectre (la suite des valeurs
propres q
(a)
α ) ainsi que les vecteurs propresV
(a)
α correspondants (nous rajoutons la notation
a pour souligner que ces caracte´ristiques de´pendent de la discre´tisation). Si la source se
trouve a` distance finie, le vecteur P
h,(a)
0 repre´sentant la densite´ de la mesure harmonique
peut eˆtre de´termine´ a` l’aide de la normalisation de l’ope´rateur d’auto-transport brownien
(voir chapitre 2) :
P0 = [I −Q]1 Ph,(a)0 =
P0
ad−1
(
P0 · 1
)
ou` 1 est le vecteur dont les composantes sont e´gales a` 1.
En revanche, si la source se trouve a` une distance infinie, ce calcul n’est plus valable.
En effet, la normalisation de l’ope´rateur Q implique que P0 = 0, ce qui nous empeˆche
de de´terminer nume´riquement le vecteur normalise´ P
h,(a)
0 (bien que ce vecteur soit par-
faitement bien de´fini dans le cas d’une source a` l’infini). Pour contourner cette difficulte´,
on peut utiliser la faible de´pendance du vecteur P
h,(a)
0 par rapport a` la distance entre la
surface de travail et la source. Il suffit donc de faire un calcul supple´mentaire en pre´sence
d’une source situe´e a` grande distance (mais finie) ce qui nous donne le vecteur P0. Apre`s
normalisation, le vecteur P
h,(a)
0 ne de´pend presque pas de la distance, et on peut alors uti-
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liser ce meˆme vecteur pour un proble`me ou` la source se trouve a` l’infini. On peut justifier
cette astuce nume´rique en effectuant le calcul pour une source a` diffe´rentes distances et
puis en ve´rifiant que le vecteur P
h,(a)
0 est inde´pendant de cette distance.
Lorsque l’on passe a` la limite continue, les quantite´s (1 − q(a)α )/a tendent vers les
valeurs propres µα de l’ope´rateur de Dirichlet-Neumann, et les vecteurs V
(a)
α tendent vers
ses vecteurs propres Vα. Enfin, le vecteur P
h,(a)
0 s’approche de la densite´ de la mesure
harmonique. Comme l’on s’inte´resse a` l’impe´dance spectroscopique, on peut se limiter a`
l’e´tude des valeurs propres µα et des composantes spectrales Fα :
µα = lim
a→0
1− q(a)α
a
Fα = lim
a→0
F (a)α (5.1)
(F
(a)
α est le carre´ du produit scalaire entre les vecteurs P
h,(a)
0 et V
(a)
α ). A priori, si l’on
prend un parame`tre a tre`s petit, on peut estimer ces quantite´s avec une bonne pre´cision.
Cependant, pour chaque frontie`re, il existe un seuil technique amin en dec¸a` duquel le
calcul devient extreˆmement long et meˆme inaccessible. Plus l’interface est complexe, plus
la valeur de amin est contraignante (voir chapitre 2). En pratique, le choix du parame`tre
a est assez limite´.
Pour ame´liorer la situation, on peut recourir a` quelques arguments simples. Quelle est
la vitesse de convergence des limites (5.1) ? Pour une frontie`re lisse, on s’attend a` trouver
le comportement re´gulier :
1− q(a)α
a
' µα + a µ′α +O(a2) F (a)α ' Fα + a F ′α +O(a2) (5.2)
µ′α et F
′
α e´tant les coefficients du premier ordre en a. Ce re´sultat peut eˆtre ve´rifie´ ana-
lytiquement dans le cas plane. De plus, il a e´te´ justifie´ par des calculs nume´riques pour
plusieurs surfaces1. Si l’on calcule les valeurs de µα et Fα pour un seul parame`tre a, on
obtient un re´sultat dont la pre´cision est de l’ordre O(a). Comme les valeurs du parame`tre
a sont assez limite´es, il se peut que cette pre´cision soit insuffisante. Afin de l’accroˆıtre, on
peut calculer q
(a)
α et F
(a)
α pour deux valeurs a et a′, ce qui permet d’e´valuer les coefficients
µ′α et F
′
α comme :
µ′α '
1
a− a′
(
1− q(a)α
a
− 1− q
(a′)
α
a′
)
F ′α '
F
(a)
α − F (a′)α
a− a′
L’utilisation de ces coefficients fournit les valeurs propres µα et les composantes spectrales
Fα avec une pre´cision de l’ordre O(a
2) comme le montrent les relations (5.2).
En principe, on pourrait aller plus loin en e´valuant les coefficients d’ordres plus e´leve´s
(a2, a3, ...). Mais ces calculs deviennent de plus en plus complexes et difficiles a` controˆler.
Nous nous limiterons donc a` une pre´cision O(a2). De manie`re ge´ne´rale, on effectue les
calculs pour trois valeurs du parame`tre a, la troisie`me valeur servant a` tester l’efficacite´
de l’approximation.
1Bien que ce comportement re´gulier semble eˆtre correct, et meˆme e´vident pour les interfaces lisses,
il peut se re´le´ver faux pour une surface tre`s irre´gulie`re. Ainsi, on pourrait imaginer une situation dans
laquelle convergence serait plus faible, par exemple, O(aγ) avec un exposant γ < 1. L’analyse de ces
questions sort du champ de nos conside´rations.
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Ge´ne´ration Modes
Discre´tisations
Limite
1 2 3
g = 1 µ1Ltot 3,456 3,464 3,468 3,480
g = 2
µ1Ltot 3,026 3,034 3,048 3,050
µ7Ltot 18,248 18,452 18,553 18,857
µ1Ltot 2,992 2,998 3,000 3,008
g = 3 µ7Ltot 15,924 16,025 16,057 16,184
µ37Ltot 91,053 93,318 94,060 97,028
g = 4
µ1Ltot 2,972 2,992 3,012
µ7Ltot 15,398 15,687 15,976
µ37Ltot 74,634 78,929 83,224
µ187Ltot 357,537 416,336 475,134
Tab. 5.1 – Quelques valeurs propres µα de l’ope´rateur de Dirichlet-Neumann pour
diffe´rentes discre´tisations de quatre ge´ne´rations de la courbe de Von Koch de dimension
Df = ln 5/ ln 3. La dernie`re colonne repre´sente les valeurs obtenues par l’extrapolation
(5.2).
Le tableau 5.1 montre le calcul des valeurs propres µα de l’ope´rateur de Dirichlet-
Neumann pour diffe´rentes ge´ne´rations de la courbe de Von Koch quadrangulaire de di-
mension Df = ln 5/ ln 3. Les trois colonnes repre´sentent la quantite´ (1 − q(a)α )/a calcule´e
pour diffe´rentes valeurs du parame`tre a. La dernie`re colonne montre la valeur limite µα
obtenue par l’extrapolation (5.2). Toutes ces valeurs sont normalise´es par le pe´rime`tre
total Ltot. Comme nous verrons dans la suite, les valeurs propres pre´sente´es ici corres-
pondent aux modes contribuant a` l’impe´dance. On voit que les valeurs propres µ
(a)
α au
de´but du spectre (petits indices) sont tre`s proches de leurs valeurs limites µα. En revanche,
lorsque l’on conside`re des valeurs propres plus grandes, la diffe´rence devient de plus en
plus importante. Cette observation refle`te le fait que la de´termination des grandes valeurs
propres ne´cessite une discre´tisation tre`s fine.
De la meˆme fac¸on, le tableau 5.2 pre´sente le calcul des composantes spectrales Fα
(normalise´es par le diame`tre L) : les trois colonnes montrent les valeurs discre`tes F
(a)
α pour
trois diffe´rentes valeurs de a, tandis que la dernie`re colonne est obtenue par l’extrapolation
(5.2).
5.2 Irre´gularite´s simples : pore carre´
Dans cette section, nous allons e´tudier comment l’apparition progressive de simples
irre´gularite´s vient modifier les proprie´te´s spectrales de l’ope´rateur de Dirichlet-Neumann.
Nous rappelons que la surface plane ne pre´sente qu’un seul mode propre, α = 0, contri-
buant a` l’impe´dance.
De manie`re ge´ne´rale, on s’inte´resse aux valeurs propres µα de l’ope´rateur de Dirichlet-
Neumann qui contribuent a` l’impe´dance, en rappelant que cette contribution est controˆle´e
par les composantes spectrales Fα. Afin de visualiser les modes contributifs, on pre´sente
la se´quence des pics dont les positions (sur l’axe horizontal) sont donne´es par µα, et les
amplitudes sont de´termine´es par Fα.
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Ge´ne´ration Modes
Discre´tisations
Limite
1 2 3
g = 1
F0L 0,5988 0,5992 0,5994 0,6000
F1L 0,4065 0,4082 0,4091 0,4117
F0L 0,3593 0,3595 0,3596 0,3600
g = 2 F1L 0,1652 0,1657 0,1659 0,1665
F7L 0,4491 0,4596 0,4648 0,4805
g = 3
F0L 0,2158 0,2159 0,2159 0,2160
F1L 0,0950 0,0951 0,0952 0,0953
F7L 0,1737 0,1752 0,1756 0,1776
F37L 0,4774 0,5044 0,5135 0,5498
F0L 0,1295 0,1295 0,1296
F1L 0,0564 0,0566 0,0569
g = 4 F7L 0,0981 0,1000 0,1019
F37L 0,1760 0,1898 0,2035
F187L — 0,3334 0,3334
Tab. 5.2 – Quelques valeurs des composantes spectrales Fα pour diffe´rentes discre´tisations
de quatre ge´ne´rations de la courbe de Von Koch de dimension Df = ln 5/ ln 3. La dernie`re
colonne repre´sente les valeurs obtenues par l’extrapolation (5.2). La valeur F187 dans
la premie`re colonne n’est pas pre´sente´e car la discre´tisation correspondante n’est pas
suffisante pour calculer cette valeur.
Nous commenc¸ons par une petite irre´gularite´ carre´e dont la taille ` croˆıt progressive-
ment (Fig. 5.1). La longueur `0 de chaque frontie`re plane de part et d’autre du pore est
e´gale a` (L− `)/2. Nous e´tudions neuf pores carre´s pour lesquels le rapport `/`0 prend les
valeurs { 0,1 ; 0,2 ; ... 0,9 }.
Le spectre ge´ome´trique est pre´sente´ sur la figure 5.2. On remarque que la contribution
de la composante spectrale F0 de´croˆıt tandis qu’un nouveau pic α = 1 apparaˆıt et devient
de plus en plus important. Par ailleurs, aucun autre pic ne contribue de fac¸on significative.
Par conse´quent, le transfert diffusif a` travers cette interface peut eˆtre de´crit par deux
modes propres de l’ope´rateur de Dirichlet-Neumann, α = 0 et α = 1, appele´s modes
principaux. Les valeurs propres µ0 et µ1 ainsi que les composantes spectrales F0 et F1 sont
pre´sente´es dans le tableau 5.3.
Selon la repre´sentation ge´ne´rale (4.22), l’admittance de la cellule Ycell(Λ) peut eˆtre
approche´e avec une bonne pre´cision en ne tenant compte que des deux modes principaux :
Ycell(Λ) ' 1
R0 + ρΛ/S0
+
1
R1 + ρΛ/S1
(5.3)
ou` Rα et Sα sont lie´es a` µα et Fα par (4.21). En utilisant l’approximation a` deux modes
pour la re´sistance de l’e´lectrolyte R :
R ' ρ
(
F0
µ0
+
F1
µ1
)
on calcule les re´sistances Rα et les aires Sα pre´sente´es dans le tableau 5.4.
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ﬀ -L
ﬀ-`
(1)
(2)
(3)
(9)
Fig. 5.1 – Exemples de pores carre´s avec diverses valeurs de `.
h `/`0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
L
µ0 0,8970 0,8028 0,7250 0,6629 0,6132 0,5731 0,5401 0,5127 0,4896
µ1 4,2588 3,3169 2,9382 2,7583 2,6652 2,6162 2,5919 2,5823 2,5819
F0 0,8737 0,7477 0,6441 0,5654 0,5064 0,4615 0,4267 0,3992 0,3770
F1 0,0746 0,2010 0,3074 0,3902 0,4542 0,5047 0,5456 0,5794 0,6079
2L
µ0 0,4530 0,4135 0,3813 0,3551 0,3335 0,3156 0,3005 0,2876 0,2766
µ1 4,2256 3,2293 2,8047 2,5880 2,4657 2,3932 2,3497 2,3242 2,3104
F0 0,8939 0,8027 0,7272 0,6663 0,6173 0,5774 0,5446 0,5173 0,4943
F1 0,0585 0,1511 0,2301 0,2956 0,3501 0,3959 0,4350 0,4686 0,4980
∞
µ0 0 0 0 0 0 0 0 0 0
µ1 4,1992 3,1630 2,7047 2,4598 2,3137 2,2208 2,1597 2,1187 2,0913
F0 0,9091 0,8429 0,7904 0,7477 0,7123 0,6824 0,6569 0,6349 0,6157
F1 0,0469 0,1152 0,1719 0,2197 0,2610 0,2970 0,3290 0,3575 0,3832
Tab. 5.3 – Modes principaux de l’ope´rateur de Dirichlet-Neumann : valeurs propres µα
(multiplie´es par L) et composantes spectrales Fα (multiplie´es par L) pour diffe´rentes
irre´gularite´s carre´es (Fig. 5.1). La distance h entre la source et la surface de travail est
prise e´gale soit a` L, soit a` 2L, soit a` l’infini.
`/`0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
R0/ρ 1,0094 1,0565 1,1100 1,1593 1,2018 1,2373 1,2671 1,2920 1,3129
R1/ρ 56,127 16,238 9,4256 6,9897 5,8240 5,1649 4,7557 4,4836 4,2938
S0 1,1045 1,1790 1,2426 1,3012 1,3569 1,4102 1,4612 1,5096 1,5557
S1 0,0042 0,0186 0,0361 0,0519 0,0644 0,0740 0,0811 0,0864 0,0902
Tab. 5.4 – Re´sistances Rα et aires Sα pour des pores carre´s correspondant a` diverses
valeurs de ` (la distance h est e´gale a` L).
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10−1 100 101 102
 l / l0=0,1 
µ
α
 
Ltot 
 l / l0=0,2
 l / l0=0,3
 l / l0=0,4
 l / l0=0,5
 l / l0=0,6
 l / l0=0,7
 l / l0=0,8
 l / l0=0,9
Fig. 5.2 – De´but du spectre ge´ome´trique pour neuf pores carre´s de taille croissante (pour
une source a` distance L). Les positions µα et les amplitudes Fα des deux pics principaux
sont donne´es dans le tableau 5.3.
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Il est inte´ressant e´galement d’examiner l’expression de l’impe´dance spectroscopique
Zsp(Λ) de´duite de l’impe´dance effective Z(Λ), dans l’approximation a` deux modes :
Z(Λ) ' ρΛ
(
F0
1 + µ0Λ
+
F1
1 + µ1Λ
)
Apre`s quelques simplifications alge´briques, on obtient :
Zsp(Λ) ' ρΛ F0 + F1 + Λ(F0µ1 + F1µ0)
1 + Λ(F0µ21 + F1µ
2
0)/(F0µ1 + F1µ1)
puis, en utilisant la repre´sentation (4.13) de la longueur totale Ltot :
Ltot ' F0µ
2
1 + F1µ
2
0
(F0µ1 + F1µ0)2
d’ou` l’on tire :
Zsp(Λ) ' ρΛ
Ltot
(
1 +
(F0 + F1)Ltot − 1
1 + Λ(F0µ1 + F1µ1)Ltot
)
Cette impe´dance correspond a` un e´le´ment capacitif Zpore et une re´sistance Rpore en pa-
ralle`le, lie´s en se´rie a` un e´le´ment capacitif Z0 :
Zsp(Λ) ' Z0(Λ) + 11
Zpore(Λ)
+
1
Rpore
cette impe´dance capacitive Z0 e´tant donne´e par :
Z0(Λ) =
ρΛ
Ltot
Elle correspond a` l’impe´dance de l’interface totale que l’on trouve dans la limite de Neu-
mann. L’impe´dance Zpore(Λ) et la re´sistance Rpore traduisent quant a` elles la pre´sence du
pore :
Zpore(Λ) =
(
Ltot(F0 + F1)− 1
)
ρΛ
Ltot
Rpore = ρ
Ltot(F0 + F1)− 1
L2tot(F0µ1 + F1µ0)
La quantite´ (F0+F1)
−1 repre´sente la longueur de la zone active dans le re´gime de Dirichlet,
qui est proche du diame`tre L. Le facteur (Ltot(F0+F1)−1) correspond donc a` la diffe´rence
entre la longueur totale et la longueur de la zone active de Dirichlet. Le tableau 5.5 pre´sente
les re´sistances Rpore pour la suite de pores conside´re´s. On observe que Rpore ne de´pend
presque pas de la distance entre la source et la surface de travail ce qui confirme le fait
que cette re´sistance est une caracte´ristique intrinse`que du pore carre´.
Enfin, le tableau 5.6 pre´sente la de´pendance de la longueur de la zone active Ldir (dans
le re´gime de Dirichlet) par rapport a` la distance h entre la source et la frontie`re (pour le
plus grand pore carre´ avec `/`0 = 0,9). On observe que cette longueur ne de´pend plus de
h de`s que la source devient ((macroscopiquement)) e´loigne´e (a` une distance comparable au
diame`tre de la frontie`re). Ce re´sultat a e´te´ observe´ pour toutes les frontie`res conside´re´es.
Dans la section suivante, nous allons voir comment l’apparition d’une ge´ome´trie de plus
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`/`0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
h = L 0,0085 0,0329 0,0594 0,0848 0,1081 0,1289 0,1475 0,1640 0,1786
h = 2L 0,0094 0,0343 0,0612 0,0869 0,1103 0,1313 0,1499 0,1664 0,1809
h =∞ 0,0103 0,0355 0,0628 0,0887 0,1123 0,1333 0,1520 0,1684 0,1830
Tab. 5.5 – Re´sistances Rpore de pores carre´s pour diffe´rentes valeurs de `. Elle ne
de´pendent presque pas de la distance entre la source et la surface de travail.
h/L 0,05 0,1 0,2 0,5 1,0 ∞
Ldir/L 0,8659 0,8916 0,8993 0,8996 0,8996 0,8996
Tab. 5.6 – Stabilisation de valeur de la longueur de la zone active (dans le re´gime de Diri-
chlet) en fonction de la distance entre la frontie`re et la surface. Les donne´es correspondent
au plus grand pore carre´ `/`0 = 0,9.
en plus irre´gulie`re modifie les proprie´te´s spectrales de l’ope´rateur de Dirichlet-Neumann.
En d’autres termes, nous mesurerons directement l’influence de l’irre´gularite´ sur les pro-
prie´te´s de transport.
5.3 Courbe de Von Koch de dimension Df = ln 5/ ln 3
Les courbes de Von Koch peuvent se construire par ite´ration a` partir d’un ge´ne´rateur
choisi. A chaque ite´ration, on remplace tous les segments line´aires par ce ge´ne´rateur
tout en tenant compte de l’orientation. Par exemple, on peut orienter les ge´ne´rateurs
de telle fac¸on que l’aire du domaine haut s’accroisse a` chaque remplacement (Fig. 5.3a).
Si l’on veut construire une frontie`re encore plus irre´gulie`re, on peut au contraire choisir
ale´atoirement l’orientation (Fig. 5.3b). On peut ainsi distinguer fractales de´terministes et
fractales ale´atoires.
Nous commenc¸ons par la courbe de Von Koch quadrangulaire de dimension Df =
ln 5/ ln 3 dont quatre ge´ne´rations sont pre´sente´es sur la figure 5.4. Il est facile de voir que
la longueur ` du segment minimal et le pe´rime`tre Ltot de la ge´ne´ration g valent :
` = (1/3)gL Ltot = (5/3)
gL
L e´tant la taille (diame`tre) de la cellule (nous prenons ici L = 1). Les calculs ont e´te´
effectue´s pour ces quatre ge´ne´rations avec divers parame`tres de re´seau a (voir tableau 5.7).
5.3.1 Localisation du spectre
La premie`re caracte´ristique importante est le spectre de l’ope´rateur de Dirichlet-
Neumann pre´sente´ sur la figure 5.5. On voit que le spectre de la premie`re ge´ne´ration
ressemble a` celui d’une surface plane (voir sous-section 4.7.3). En effet, les valeurs propres
sont a` peu pre`s e´quidistantes, avec de petites perturbations autour de l’origine. Ce re´sultat
n’est pas surprenant car la premie`re ge´ne´ration est assez semblable a` une surface plane.
Le le´ger rapprochement des valeurs propres a` droite (vers µαLtot = 400) est lie´ a` un effet
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(a) (b)
Fig. 5.3 – Construction ite´rative des courbes de Von Koch quadrangulaire : (a) pour les
fractales de´terministes, l’orientation du ge´ne´rateur est fixe´e par une re`gle donne´e (par
exemple, l’augmentation maximale de l’aire du domaine supe´rieur) ; (b) pour les fractales
ale´atoires, l’orientation du ge´ne´rateur est ale´atoire, avec une loi probabiliste donne´e (par
exemple, un choix e´quiprobable). Notons que cette dernie`re construction peut conduire a`
certaines de´connexions, proble`me que nous traiterons plus loin.
Fig. 5.4 – Quatre ge´ne´rations de la courbe de Von Koch quadrangulaire de dimension
Df = ln 5/ ln 3.
g = 1 g = 2 g = 3 g = 4
1 2 3 4 1 2 3 4 1 2 3 1 2
`/a 50 100 150 200 10 20 30 40 10 16 20 2 4
M 250 500 750 1000 250 500 750 1000 1250 2000 2500 1250 2500
Tab. 5.7 – Diffe´rentes discre´tisations de quatre ge´ne´rations de la courbe de Von Koch de
dimension Df = ln 5/ ln 3. M est le nombre de points frontie`res, tandis que le rapport `/a
donne la finesse de discre´tisation (a` partir de ces donne´es, on peut retrouver le parame`tre
de re´seau a).
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de discre´tisation : le parame`tre aµα devient important de`s que µαLtot est de l’ordre de
quelque centaines d’unite´ (pour la premie`re ge´ne´ration, a = 1/600). On sait par ailleurs
que le spectre se comporte asymptotiquement comme celui d’une surface plane pour les
grandes valeurs propres.
Le spectre de la deuxie`me ge´ne´ration reste relativement uniforme, avec cependant
des perturbations plus marque´es. En particulier, on voit de´ja` un petit regroupement des
valeurs propres. Cet effet devient plus clair pour la troisie`me et la quatrie`me ge´ne´rations.
Pour ces dernie`res, il n’y a plus de lignes e´quidistantes. On trouve au contraire des re´gions
plus ((peuple´es)) et d’autres vides. Ainsi, on observe un ((gap)) de valeurs propres pour
µαLtot compris entre 175 et 350, ce qui correspond environ a` la moitie´ de la re´gion totale
montre´e sur la figure.
Cet effet, que l’on peut appeler localisation ou condensation du spectre, est tre`s proba-
blement lie´ a` l’autosimilarite´ de la frontie`re, c’est-a`-dire, a` la pre´sence d’une hie´rarchie des
longueurs caracte´ristiques. L’e´tude mathe´matique de cet effet peut eˆtre inte´ressante. En
particulier, la structure du spectre s’apparente a` celle d’un ensemble de Cantor. Cepen-
dant, cette e´tude sort du cadre de nos travaux actuels pour deux raisons. Premie`rement,
l’influence de la discre´tisation devient assez forte a` partir de la quatrie`me ge´ne´ration (ac-
tuellement, le meilleur calcul a e´te´ re´alise´ pour cette ge´ne´ration avec une finesse `/a = 4,
ce qui est insuffisant). Deuxie`mement, la re´ponse line´aire de l’interface n’est pas unique-
ment de´termine´e par les valeurs propres µα, mais aussi par les composantes spectrales
Fα. Comme nous allons le voir, ces derniers permettent de re´duire conside´rablement le
nombre de modes contribuant effectivement au transport.
5.3.2 Approximation a` deux modes pour la premie`re ge´ne´ration
Conside´rons maintenant les composantes spectrales Fα qui repre´sentent, d’une certaine
manie`re, les poids ge´ome´triques de chaque mode dans la de´composition spectrale (4.11)
de l’impe´dance. Avant de passer a` la frontie`re irre´gulie`re, rappelons que la surface plane
posse`de un spectre ge´ome´trique trivial : seul le mode α = 0 contribue (µ0 = 0 et F0L = 1).
En effet, comme la densite´ de la mesure harmonique dans le cas plane est uniforme, elle
co¨ıncide avec le vecteur propre V0. Graˆce a` l’orthogonalite´ des vecteurs propres, on trouve
alors Fα = 0 pour α > 0.
Pour une surface non plane, la densite´ de la mesure harmonique n’est plus ortho-
gonale aux autres vecteurs propres de l’ope´rateur de Dirichlet-Neumann. On s’attend
a priori a` ce que chaque composante spectrale Fα apporte une contribution significa-
tive. Conside´rons d’abord le spectre ge´ome´trique pour la premie`re ge´ne´ration (Fig. 5.7).
Comme cette ge´ne´ration est semblable au pore carre´ e´tudie´ dans la section 5.2, on s’attend
a` avoir deux modes principaux : α = 0 (qui n’est pas pre´sente´ sur la figure a` l’e´chelle
logarithmique, car µ0 = 0) et α = 1. Toutes les autres valeurs propres observe´es sur
la figure 5.5 contribuent tre`s peu (on voit des pics entre 10 et 100 dont l’amplitude est
conside´rablement plus re´duite que celle du pic correspondant a` α = 1). Autrement dit,
ponde´re´s par les composantes spectrales Fα, les modes propres deviennent ne´gligeables
(sauf α = 0 et α = 1). On peut de´crire cet effet comme une re´duction des modes. Par
conse´quent, la re´ponse line´aire de la premie`re ge´ne´ration est totalement de´termine´e par
ces deux modes principaux. Afin de ve´rifier la pre´cision de l’approximation lorsque l’on ne
tient compte que des modes principaux, on calcule l’impe´dance spectroscopique Z(Λ) par
la relation (4.11) en utilisant soit tous les modes, soit les modes principaux. Ce deuxie`me
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Fig. 5.5 – De´but du spectre pour les quatre premie`res ge´ne´rations de la courbe de Von
Koch de dimension Df = ln 5/ ln 3. Les donne´es correspondent a` la dernie`re re´alisation
de chaque ge´ne´ration (voir tableau 5.7).
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cas donne :
Z0(Λ) = ρΛ
(
F0 +
F1
1 + Λµ1
)
(5.4)
Dans la limite de Neumann (lorsque Λ tend vers l’infini), l’impe´dance spectroscopique
varie line´airement avec Λ (voir section 4.2). Le coefficient de proportionnalite´ est donne´
par le mode α = 0 :
Z(Λ) ' ρΛF0 (Λ→∞) F0 = 1/Ltot
Par conse´quent, l’approximation (5.4) pre´sente le comportement asymptotique attendu
dans cette limite.
Dans la limite de Dirichlet (lorsque Λ tend vers 0), on retrouve encore un comportement
line´aire, mais avec un coefficient de proportionnalite´ diffe´rent :
Z(Λ) ' ρΛ(Ldir)−1 (Λ→ 0)
ou` Ldir est la longueur de la zone active de Dirichlet de´termine´e par la relation (4.15). Si
l’on utilise l’approximation a` deux modes principaux, on trouve le comportement asymp-
totique suivant :
Z(Λ) ' ρΛ(F0 + F1)
Le coefficient (F0+F1) est le´ge`rement diffe´rent de L
−1
dir. On peut donc de´terminer l’erreur
relative de l’approximation par modes principaux dans la limite de Dirichlet :
Z(Λ)− Z0(Λ)
Z(Λ)
' 1− Ldir(F0 + F1)
La substitution des donne´es nume´riques (Ldir = 0,874, F0 = 0,599, F1 = 0,409) montre
que l’erreur relative est de 12%. Clairement, tout accroissement de Λ diminue la contri-
bution des modes d’ordre supe´rieur a` 1 (α > 1) graˆce au facteur (1+Λµα)
−1 qui apparaˆıt
dans la de´composition spectrale (4.11). Par conse´quent, 12% repre´sente l’erreur relative
maximale sur toute la re´gion de valeurs de Λ. On peut en conclure que l’approximation
simple par deux modes est relativement bonne : elle donne l’impe´dance spectroscopique
sous une forme analytique, avec une erreur relative infe´rieure a` 12%. Si de plus l’on connaˆıt
pre´cise´ment la longueur de la zone active de Dirichlet, on peut encore ame´liorer cette ap-
proximation en ajustant le comportement asymptotique dans la limite de Dirichlet.
5.3.3 Re´duction des modes
Revenons au spectre ge´ome´trique de la premie`re ge´ne´ration et examinons les origines
de cette re´duction de modes. Nous pouvons mentionner deux causes importantes : la
syme´trie particulie`re de la frontie`re et l’oscillation spatiale des vecteurs propres.
• La courbe de Von Koch posse`de certaines syme´tries ge´ome´triques comme, par exem-
ple, la syme´trie par re´flexion autour une droite verticale place´e au milieu de la
courbe. Par conse´quent, la structure des vecteurs propres peut faire apparaˆıtre
les meˆmes syme´tries (Fig. 5.6). De plus, la densite´ de la mesure harmonique est
e´galement syme´trique par rapport a` la meˆme re´flexion. Or, si l’on calcule le produit
scalaire d’une fonction syme´trique et d’une fonction antisyme´trique, on obtient une
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contibution nulle. Les modes antisyme´triques ne contribuent donc pas a` l’impe´dance.
• L’autre me´canisme de re´duction de modes est lie´ au caracte`re oscillatoire des vec-
teurs propres. En effet, les vecteurs propres sont orthogonaux a` V0 qui est lui-
meˆme proportionnel a` 1. Ces vecteurs propres, orthogonaux a` un vecteur constant,
changent donc de signe le long de la frontie`re. De plus, les plus grandes valeurs
propres correspondent aux plus petites e´chelles, c’est-a`-dire, aux ((fre´quences)) spa-
tiales les plus e´leve´es. Dans le cas plane, cette correspondance est directe, car les
vecteurs propres sont des harmoniques de Fourier. Pour une frontie`re quelconque,
les vecteurs propres Vα forment toujours une base comple`te qui n’est plus la base
de Fourier. Ne´anmoins, le caracte`re oscillatoire perdure (Fig. 5.6), et on peut donc
parler d’une pseudo ((base de Fourier)). En particulier, on peut imaginer un the´ore`me
analogue au the´ore`me de Riemann-Liouville qui e´tablir que le produit scalaire d’une
fonction relativement lisse avec un vecteur fortement oscillant diminue lorsque l’on
augmente la ((fre´quence)) (dans notre cas, l’indice du vecteur propre). Nous ne
pre´tendons pas ici a` faire une analyse plus rigoureuse de ce comportement. Ce-
pendant, cette explication physique semble raisonnable.
On peut aise´ment voir que ces deux causes se combinent. La figure 5.6 pre´sente la densite´
de la mesure harmonique Ph0 et certains vecteurs propres Vα de l’ope´rateur de Dirichlet-
Neumann pour la premie`re ge´ne´ration (a` gauche). Par comparaison, nous pre´sentons les
meˆmes quantite´s pour une frontie`re plane (a` droite). Le carre´ du produit scalaire entre la
densite´ de la mesure harmonique Ph0 et le vecteur constantV0 donne l’inverse du pe´rime`tre
total Ltot : F0 = (Ltot)
−1. En tant que conse´quence directe de la normalisation, ce re´sultat
reste valable pour n’importe quelle frontie`re (a` condition que la source se trouve a` l’infini).
Pour la frontie`re plane, le produit scalaire entre la densite´ constante Ph0 et les vecteurs
oscillatoires (harmoniques de Fourier) est nul, ce qui conduit a` un spectre ge´ome´trique tri-
vial pour cette frontie`re. Si l’on conside`re maintenant la premie`re ge´ne´ration de la courbe
de Von Koch, on voit que cette densite´ n’est plus constante. Par conse´quent, son produit
scalaire avec le vecteur V1 donne une contribution significative F1 = 0,41 (on rappelle
que le diame`tre L est toujours e´gal a` 1). On peut e´galement examiner d’autres vecteurs
propres. En calculant le produit scalaire entre le vecteur antisyme´trique V2 (par re´flexion
autour d’une droite verticale au milieu de la courbe) et la densite´ syme´trique Ph0 , on ob-
tient une contribution nulle : F2 = 0. Le vecteur suivant V3 est encore antisyme´trique :
F3 = 0 (non pre´sente´ sur la figure). La contribution du vecteur propre V4 est non nulle
(car ce vecteur est syme´trique), mais tre`s petite : F4 = 0,01 (en raison du recouvrement
entre le vecteur V4 et la densite´ P
h
0). Enfin, pour des indices α plus e´leve´s, les vecteurs
propres correspondent a` des ((fre´quences)) spatiales de plus en plus e´leve´es (par exemple,
voir le vecteur V50). Comme la densite´ de la mesure harmonique P
h
0 est relativement lisse
aux petites e´chelles, le produit scalaire correspondant donne une contribution ne´gligeable.
De manie`re ge´ne´rale, les petites valeurs des composantes spectrales Fα sont dues au
caracte`re oscillant des vecteurs propres (la deuxie`me cause) tandis que les valeurs rigou-
reusement nulles proviennent de la syme´trie de la frontie`re. Soulignons encore une fois
que, parmi l’infinite´ de modes, ces deux me´canismes e´liminent tous les modes sauf les
deux modes principaux.
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Fig. 5.6 – Densite´ de la mesure harmonique P h0 et vecteurs propres Vα de l’ope´rateur de
Dirichlet-Neumann pour la premie`re ge´ne´ration de la courbe de Von Koch (a` gauche) et
pour une frontie`re plane de meˆme pe´rime`tre (a` droite). La coordonne´e curviligne s est
comprise entre 0 et Ltot = 5/3.
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Fig. 5.7 – Spectre ge´ome´trique pour les quatre ge´ne´rations de la courbe de Von Koch
(dimension Df = ln 5/ ln 3). Les donne´es correspondent a` la dernie`re re´alisation de chaque
ge´ne´ration (voir tableau 5.7).
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5.3.4 Echelles caracte´ristiques de la frontie`re
En passant a` la deuxie`me ge´ne´ration, dont le spectre ge´ome´trique est repre´sente´ sur
la figure 5.7, on peut remarquer deux de´tails importants : l’apparition d’un troisie`me
mode principal (α = 7) et la localisation identique des deux modes pre´ce´dents α = 0 et
α = 1 (le pic a` µ0 = 0 est absent de la figure en raison de l’e´chelle logarithmique). En
revanche, les amplitudes de ces derniers pics ne sont pas pre´serve´es. Si l’on regarde les
ge´ne´rations successives (g = 3 et g = 4), on retrouve les meˆmes effets : apparition d’un
nouveau mode et positions identiques des pics pre´ce´dents (notons que l’on compare les
valeurs propres µα normalise´es par le pe´rime`tre Ltot). De plus, la distance entre deux pics
principaux successifs est a` peu pre`s constante (en e´chelle logarithmique). Si l’on calcule
cette distance en utilisant les donne´es du tableau 5.8, on trouve que cette distance est
relativement proche de 5 :
µ7/µ1 ' 5,24 µ37/µ7 ' 5,03 µ187/µ37 ' 5,28
Ce facteur correspond au facteur d’e´chelle de l’abscisse curviligne lorsque l’on passe d’une
ge´ne´ration a` l’autre. Bien e´videmment, cette correspondance n’est pas fortuite. Si l’on
se rappelle que les valeurs propres de l’ope´rateur de Dirichlet-Neumann ont la dimension
inverse d’une longueur, on peut examiner les inverses des valeurs propres µα correspondant
aux modes principaux. On trouve alors les longueurs caracte´ristiques repre´sente´es dans le
tableau 5.8. On voit clairement que ces longueurs correspondent aux e´chelles ge´ome´triques
de la frontie`re. Cet effet tout a` fait remarquable implique la conse´quence importante
suivante :
Pour la courbe de Von Koch conside´re´e, les positions des modes propres de
l’ope´rateur de Dirichlet-Neumann qui contribuent a` la re´ponse line´aire (l’impe´dance
spectroscopique), appele´s e´galement modes principaux, correspondent aux e´chelles
caracte´ristiques de la frontie`re. Autrement dit, le spectre ge´ome´trique inte´gre l’infor-
mation sur la ge´ome´trie autosimilaire sous-jacente. Dans le cas particulier de cette
ge´ome´trie, l’introduction d’une nouvelle singularite´ en passant d’une ge´ne´ration a` la
suivante n’ajoute qu’un seul nouveau mode principal.
L’importance de ce re´sultat est lie´e au fait que l’impe´dance spectroscopique est une
caracte´ristique physiquement mesurable dans une expe´rience e´lectrochimique. Si l’on pou-
vait, par une me´thode, extraire le spectre ge´ome´trique d’une telle mesure, on pourrait alors
en de´duire des informations sur la ge´ome´trie de l’e´lectrode irre´gulie`re. Ce re´sultat peut
eˆtre utilise´ pour aborder le proble`me inverse discute´ dans l’introduction. Nous reviendrons
sur ce proble`me dans la conclusion.
5.3.5 Re´duction de modes pour les ge´ne´rations plus e´leve´es
Comme pre´ce´demment, on peut expliquer l’effet de re´duction de modes par la syme´trie
de la frontie`re et le caracte`re oscillant des vecteurs propres. Nous pre´sentons uniquement
les vecteurs propres dont la contribution est significative. Pour la deuxie`me ge´ne´ration,
la figure 5.8 montre la densite´ de la mesure harmonique ainsi que les vecteurs propres
V1 et V7 (l’autre vecteur important V0 est, quant a` lui, toujours constant). Lorsque l’on
effectue le produit scalaire du vecteur V1 avec la densite´ de la mesure harmonique, la
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g α = 0 α = 1 α = 7 α = 37 α = 187
µαLtot
1 0 3,480
2 0 3,050 18,857
3 0 3,008 16,184 97,028
4 0 2,992 15,687 78,929 416,336
FαL
1 0,6000 0,4117
2 0,3600 0,1665 0,4805
3 0,2160 0,0953 0,1776 0,5498
4 0,1296 0,0566 0,1000 0,1898 0,3334
Tab. 5.8 – Modes principaux pour les quatre ge´ne´rations de la courbe de Von Koch de
dimension Df = ln 5/ ln 3.
g α = 1 α = 7 α = 37 α = 187
µ−1α /`
1 1,437
2 8,196 1,326
3 41,558 7,724 1,288
4 208,92 39,842 7,919 1,501
Tab. 5.9 – Longueurs caracte´ristiques pour les quatre ge´ne´rations de la courbe de Von
Koch de dimension Df = ln 5/ ln 3.
partie centrale de ce vecteur est atte´nue´e, tandis que le reste contribue a` l’impe´dance :
F1 = 0,17. Une analyse similaire s’applique au vecteur V7 dont la contribution est :
F7 = 0,48.
La complexite´ de la troisie`me et de la quatrie`me ge´ne´rations empeˆche toute compa-
raison directe de la densite´ de la mesure harmonique et des vecteurs propres bien que
le principe reste toujours le meˆme. Nous pre´sentons ces quantite´s pour la quatrie`me
ge´ne´ration sur les figures 5.9 et 5.10. Il est inte´ressant de constater l’autosimilarite´ de
la densite´ de la mesure harmonique (visible a` l’e´chelle logarithmique). En effet, on peut
obtenir de manie`re approche´e la mesure harmonique par le biais d’un processus multi-
plicatif [29]. Nous reviendrons sur cette discussion au chapitre 6 consacre´ a` l’e´tude de la
mesure harmonique.
5.3.6 Impe´dance spectroscopique
On peut enfin comparer l’impe´dance spectroscopique pour diffe´rentes ge´ne´rations de
la courbe de Von Koch. La figure 5.11 montre la de´pendance de cette impe´dance Z(Λ) par
rapport a` la longueur Λ. Pour toutes les ge´ne´rations, on retrouve le meˆme comportement
dans la limite de Dirichlet, ce qui refle`te le fait que la longueur de la zone active est proche
du diame`tre L. En revanche, la limite de Neumann est caracte´rise´e par le pe´rime`tre
Ltot de la frontie`re : Ltot = (5/3)
gL. Ceci se traduit par un e´cart constant a` l’e´chelle
logarithmique entre les droites successives repre´sentant le comportement asymptotique
de l’impe´dance pour les diffe´rentes ge´ne´rations. Dans la zone de transition entre ces deux
limites (Λ/L compris entre 10−2 et 101), l’impe´dance pre´sente un comportement anormal
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Fig. 5.8 – Densite´ de la mesure harmonique et deux vecteurs propres V1 et V7 pour la
quatrie`me ge´ne´ration de la courbe de Von Koch.
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Fig. 5.9 – Densite´ de la mesure harmonique pour la quatrie`me ge´ne´ration de la courbe
de Von Koch : e´chelle line´aire (en haut) et e´chelle logarithmique (en bas).
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Fig. 5.10 – Vecteurs propres principaux pour la quatrie`me ge´ne´ration de la courbe de
Von Koch.
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Fig. 5.11 – A gauche : impe´dance spectroscopique Z(Λ) pour quatre ge´ne´rations de la
courbe de Von Koch quadrangulaire ; a` droite : le rapport Z(Λ)/Λ permet de visualiser
directement la longueur de la zone active de Dirichlet pour les diffe´rentes ge´ne´rations.
(voir chapitre 1). Clairement, ce re´gime interme´diaire devient de plus en plus important
lorsque l’on augmente l’ordre de ge´ne´ration. Afin de comparer plus en de´tail les diffe´rentes
ge´ne´rations, il est commode de conside´rer le rapport Z(Λ)/Λ. Cette quantite´ tend vers
l’inverse du pe´rime`tre Ltot dans la limite de Neumann et vers l’inverse de la longueur de
la zone active Ldir dans la limite de Dirichlet
2.
5.3.7 Approximation des modes principaux
Il est inte´ressant d’appliquer l’approximation par modes principaux a` la quatrie`me
ge´ne´ration. Nous rappelons que l’erreur relative maximale de cette approximation est
e´gale a` : ∣∣∣∣Z0(Λ)− Z(Λ)Z(Λ)
∣∣∣∣ = 1− Ldir∑
m.p.
Fα
ou` l’on somme sur tous les modes principaux (m.p.). Nous utilisons les donne´es nume´riques
pre´sente´es dans les tableaux 5.1 et 5.2 :
F0 = 0,1296 F1 = 0,0566 F7 = 0,1000 F37 = 0,1898 F187 = 0,3335
ainsi que Ldir = 0,8078 (pour un diame`tre L = 1). L’erreur relative maximale est donc
de 35%. Compte tenu de la complexite´ de l’interface a` la quatrie`me ge´ne´ration, on peut
dire que cette approximation est relativement bonne. L’erreur, due a` l’abandon de tous les
autres modes, peut eˆtre encore diminue´e. En effet, l’erreur maximale correspond a` la limite
de Dirichlet pour laquelle le comportement asymptotique est bien connu : Z(Λ) ∼ ρΛL−1dir.
On peut donc introduire une correction responsable du comportement aux faibles valeurs
de Λ :
Z ′0(Λ) = Z0(Λ) + ρΛ
F ′
1 + Λµ′
(5.5)
2Notons que le comportement du rapport Z(Λ)/Λ pour la quatrie`me ge´ne´ration n’est pas correct dans
la limite de Dirichlet : la valeur limite doit eˆtre supe´rieure a` la valeur limite de la troisie`me ge´ne´ration.
Cette erreur est lie´e au fait que la discre´tisation que l’on utilise n’est plus suffisante (voir section 5.1 et
chapitre 2). Ne´anmoins, ces calculs donnent un comportement qualitativement correct.
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ou` µ′ est un parame`tre de calibration, F ′ est la somme de toutes les composantes spectrales
Fα ne correspondant pas aux modes principaux. On peut e´crire cette dernie`re comme :
F ′ =
∑
sauf m.p.
Fα = L
−1
dir −
∑
m.p.
Fα
Quelque soit µ′, l’impe´dance Z ′0(Λ) pre´sente le comportement attendu dans la limite de
Dirichlet : Z ′0(Λ) ∼ ρΛL−1dir. De plus, cette fonction pre´serve le comportement dans la
limite de Neumann : Z ′0(Λ) ∼ ρΛL−1p (si µ′ > 0). En faisant varier ce parame`tre µ′,
on peut diminuer l’erreur relative de l’approximation Z ′0(Λ). Les simulations nume´riques
pour la quatrie`me ge´ne´ration montrent que la valeur optimale de µ′ est proche de µ187,
c’est-a`-dire de la position du mode principal le plus grand, ce qui peut se comprendre
aise´ment. Si l’on regarde encore une fois le spectre ge´ome´trique sur la figure 5.7, on
trouve des pics relativement importants autour du mode principal α = 187, pics qui n’ont
pas e´te´ pris en compte par l’approximation des modes principaux. La contribution F ′ a
e´te´ introduite afin de corriger ce de´faut ; dans notre exemple, cette contribution F ′ vaut
0,4286. Si l’on compare l’impe´dance exacte Z(Λ) et l’approximation Z ′0(Λ), on trouve que
l’erreur relative maximale est alors de 5%. L’utilisation de l’expression corrige´e (5.5) est
importante du point de vue des applications. En principe, la longueur de la zone active de
Dirichlet peut eˆtre de´termine´e dans une expe´rience (elle apparaˆıt comme un coefficient de
proportionnalite´ de l’impe´dance dans la limite de Dirichlet). En de´finitive, si l’on connaˆıt
les modes principaux pour une ge´ne´ration donne´e, on obtient l’impe´dance spectroscopique
sous une forme analytique avec une bonne pre´cision. Pour la quatrie`me ge´ne´ration, l’erreur
relative maximale est e´gale soit a` 35% (sans correction), soit a` 5% (avec correction par la
longueur de la zone active de Dirichlet).
5.3.8 Mode`le analytique de l’impe´dance spectroscopique
Une autre application importante de ce re´sultat est le de´veloppement d’un mode`le
analytique de l’impe´dance spectroscopique. Au chapitre 1, nous avons pre´sente´ un mode`le
de circuits e´quivalents simplifie´s de´veloppe´ par Keddam et Takenouti. Dans l’esprit de
ce mode`le, on peut repre´senter l’impe´dance d’une ge´ne´ration quelconque par un circuit
e´quivalent incluant l’impe´dance de la ge´ne´ration pre´ce´dente. En utilisant cette proce´dure
de manie`re ite´rative, on peut e´crire l’impe´dance de fac¸on explicite sous la forme d’une
fraction ite´rative. Ce mode`le, base´ sur une image physique naturelle, n’a pas de justification
mathe´matique. En se fondant sur une analyse approfondie des modes propres de l’ope´rateur
de Dirichlet-Neumann, on peut construire un autre mode`le analytique de l’impe´dance
spectroscopique. Dans cette sous-section, nous allons de´crire ce mode`le et son application a`
la courbe de Von Koch quadrangulaire (Df = ln 5/ ln 3). Ensuite, nous passerons a` l’e´tude
d’autres frontie`res irre´gulie`res pour lesquelles on peut construire des mode`les similaires.
Ces re´sultats nous permettront de de´velopper un mode`le assez ge´ne´ral dont l’analyse est
donne´e dans la section 5.7.
En examinant les spectres ge´ome´triques de la figure 5.7, on peut e´mettre les observa-
tions suivantes :
1. A premie`re approximation, la g-ie`me ge´ne´ration de la courbe de Von Koch posse`de
g + 1 pics (modes principaux) dont les positions sont de´termine´es par les valeurs
propres µα, tandis que leurs amplitudes sont de´termine´es par les composantes spec-
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trales Fα. Dans la suite, on re´fe´rence ces modes propres par µ
(g)
k et F
(g)
k , ou` l’indice
k prend des valeurs entie`res entre 0 et g. Par exemple, pour la ge´ne´ration g = 4, on
a :
µ
(4)
0 = µ0, µ
(4)
1 = µ1, µ
(4)
2 = µ7, µ
(4)
3 = µ37, µ
(4)
4 = µ187
2. Les pics de meˆme indice k pour diffe´rentes ge´ne´rations g sont a` peu pre`s situe´s a` la
meˆme position, c’est-a`-dire que µ
(g)
k (5/3)
gL ne de´pend que de l’indice k (le facteur
(5/3)gL correspond au pe´rime`tre de la ge´ne´ration g, voir l’e´chelle sur la figure 5.7).
3. La distance (a` l’e´chelle logarithmique) entre pics successifs d’une meˆme ge´ne´ration
est a` peu pre`s constante :
µ
(g)
k ' 5µ(g)k−1
En combinant cette expression et l’observation pre´ce´dente, on trouve l’approxima-
tion suivante :
µ
(g)
k ' 5k(3/5)gµ′ (5.6)
µ′ e´tant une constante proche de (3/5)L−1. Le tableau 5.10 contient les valeurs µ
(g)
k
calcule´es par cette relation (comparer avec les valeurs exactes dans le tableau 5.8).
4. La composante spectrale F
(g)
0 est e´gale a` l’inverse du pe´rime`tre Ltot : F
(g)
0 = (3/5)
gL−1.
5. Pour une ge´ne´ration donne´e, les composantes spectrales F
(g)
k augmentent progressi-
vement avec l’indice k. Si l’on conside`re la premie`re ge´ne´ration, l’amplitude F
(1)
1 peut
eˆtre de´termine´e en se souvenant que la somme de toutes les amplitudes est e´gale a`
l’inverse de la longueur la zone active de Dirichlet : F
(1)
0 +F
(1)
1 ' L−1dir. Comme cette
longueur est proche du diame`tre L, on obtient : F
(1)
1 ' L−1 − L−1tot = (1− 3/5)L−1.
Cette estimation est proche de la valeur nume´rique F
(1)
1 ' 0,41 L−1. On peut donc
constater que la valeur F
(1)
1 exprime la diffe´rence entre l’inverse du diame`tre et
l’inverse du pe´rime`tre de cette courbe. En d’autres termes, cette valeur est e´gale a`
la diffe´rence entre les inverses des pe´rime`tres de la ge´ne´ration d’ordre 0 (segment
line´aire) et de la premie`re ge´ne´ration. On peut maintenant essayer d’appliquer ce
raisonnement a` des ge´ne´rations d’ordre plus e´leve´ en disant que, a` premie`re approxi-
mation, chaque valeur F
(g)
k (avec k > 0) peut correspondre a` la diffe´rence entre les
inverses des pe´rime`tres de la ge´ne´ration g − k et de la ge´ne´ration g − k + 1, d’ou`
l’on tire la relation suivante :
F
(g)
k L '
{
(1− 3/5)(3/5)g−k, k = 1,...,g
(3/5)g, k = 0
(5.7)
Le tableau 5.10 contient les valeurs F
(g)
k calcule´es par cette relation (comparer avec
les valeurs exactes dans le tableau 5.8).
En utilisant les relations (5.6) et (5.7), on peut approcher des pics repre´sentant les
modes principaux. On aboutit donc a` l’approximation analytique Z(g)(Λ) suivante pour
l’impe´dance effective Z(Λ) :
Z(g)(Λ) = ρΛ
g∑
k=0
F
(g)
k
1 + Λµ
(g)
k
(5.8)
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g k = 0 k = 1 k = 2 k = 3 k = 4
µ
(g)
k Ltot
1 0 3
2 0 3 15
3 0 3 15 75
4 0 3 15 75 375
F
(g)
k L
1 0,6000 0,4000
2 0,3600 0,2400 0,4000
3 0,2160 0,1440 0,2400 0,4000
4 0,1296 0,0864 0,1440 0,2400 0,4000
Tab. 5.10 – Mode`le analytique : modes principaux pour les quatre ge´ne´rations de la
courbe de Von Koch de dimension Df = ln 5/ ln 3.
Afin de ve´rifier la qualite´ de cette approximation analytique, on compare l’impe´dance
spectroscopique calcule´e par la relation exacte (4.11) avec celle donne´e par notre mode`le.
L’erreur relative est pre´sente´ sur la figure 5.12. On peut constater que, sur 5 ordres de gran-
deur de valeurs Λ/L, l’erreur relative est infe´rieure a` 12%. Compte tenu de la complexite´
de la quatrie`me ge´ne´ration et de la relative rusticite´ du mode`le, une telle pre´cision est
vraiment remarquable. On peut en conclure que l’expression analytique simple (5.8) trans-
crit effectivement toute la complexite´ du comportement de l’impe´dance pour la courbe de
Von Koch conside´re´e. Plus important encore, cet accord valide les re`gles ge´ne´rales e´tablies
par les relations (5.6) et (5.7) pour les modes principaux. Par conse´quent, on peut uti-
liser ces relations afin d’approcher le comportement pour des ge´ne´rations beaucoup plus
e´leve´es que la quatrie`me. Le calcul direct de l’impe´dance spectroscopique e´tant inacces-
sible pour une ge´ne´ration de l’ordre de 10 ou 20, ce mode`le nous offre donc un outil que
nous utiliserons dans la section 5.7 en l’appliquant a` des ge´ne´rations plus e´leve´es.
Cependant, il est raisonnable de se demander si ces re`gles conservent leur validite´
lorsque l’on augmente la ge´ne´ration. En effet, a` chaque passage d’une ge´ne´ration a` la
suivante, le nombre et les amplitudes des pics secondaires deviennent de plus en plus
importants. En particulier, les pics secondaires autour de α = 187 pour la quatrie`me
ge´ne´ration pre´sentent des contributions plus importantes que le pic principal α = 1. Peut
on alors ne´gliger ces pics secondaires ? Nous pouvons proposer la re´ponse suivante : la
ge´ome´trie autosimilaire de la courbe de Von Koch conduit a` une certaine hie´rarchie de va-
leurs propres, chaque pic principal correspondant a` une e´chelle particulie`re de la frontie`re.
Par conse´quent, on peut fusionner les pics situe´s autour de chaque e´chelle caracte´ristique
de l’interface. Dans ce cas, l’existence d’un pic principal dans chaque groupe n’est pas
meˆme ne´cessaire. Il suffit d’approcher la contribution de tous les pics dans chaque groupe
par un seul pic dont l’amplitude F
(g)
k est e´gale a` la somme des amplitudes de ces pics, la
position moyenne µ
(g)
k e´tant alors de´termine´e par l’e´chelle caracte´ristique de ce groupe.
On obtient ainsi une se´rie de (g + 1) pics principaux effectifs. La position moyenne µ
(g)
k
peut eˆtre approche´e par la relation (5.6). En revanche, il nous faut justifier l’utilisation
de la relation (5.7) pour calculer les amplitudes F
(g)
k . Nous reviendrons sur cette question
dans la section 5.7.
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Fig. 5.12 – Erreur relative entre l’impe´dance pour la quatrie`me ge´ne´ration de la courbe
de Von Koch calcule´e a` l’aide du mode`le analytique et l’impe´dance re´elle. Cette erreur
reste infe´rieure a` 12% sur 5 ordres de grandeurs de Λ/L.
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Fig. 5.13 – Courbe ale´atoire : (a) proble`me due a` la de´connexion ; (b) e´limination simple
d’une partie de´connecte´e ; (c) modification le´ge`re de la courbe pour e´viter la de´connexion
sans modification du pe´rime`tre (en basculant une partie de la frontie`re).
5.3.9 Courbe de Von Koch ale´atoire de dimension Df = ln 5/ ln 3
L’effet de re´duction des modes mis en e´vidence dans la sous-section 5.3 pose encore
de nombreuses questions. Cet effet est-il lie´ a` l’autosimilarite´ de la courbe de Von Koch
a` chaque e´tape de construction ? Les positions des modes principaux correspondent-elles
vraiment aux longueurs caracte´ristiques de l’interface, ou bien est-ce une co¨ıncidence par-
ticulie`re due a` la courbe de Von Koch de´terministe ? L’impe´dance d’une frontie`re fractale
se de´termine-t-elle de manie`re ge´ne´rale avec un nombre restreint de modes propres ?
Afin d’e´clairer ces interrogations, nous avons e´tudie´ des courbes de Von Koch ale´atoires
de dimension Df = ln 5/ ln 3, identique a` celle de la courbe de Von Koch pre´ce´dente. Ces
courbes sont construites par une proce´dure ite´rative ou`, a` chaque e´tape de construction,
on choisit au hasard l’orientation du ge´ne´rateur avec la probabilite´ 1/2 (on peut envisager
e´videmment des lois probabilistes plus complexes). Cette construction pre´sente cependant
l’inconve´nient de faire apparaˆıtre des de´connexions de domaines, ces derniers devenant
alors inaccessibles a` des particules provenant de la source (Fig. 5.13a). Du point de vue du
calcul nume´rique, ces de´connexions ne posent aucune difficulte´. Cependant, comme l’on
s’inte´resse a` la surface accessible, il est commode d’e´liminer les morceaux de´connecte´s.
Si on les supprime simplement (Fig. 5.13b), cette proce´dure re´duit le pe´rime`tre de la
frontie`re, ce qui peut rendre de´licate la comparaison directe des spectres ge´ome´triques
entre courbes ale´atoire et de´terministe. Nous proposons une alternative consistant a` mo-
difier le´ge`rement la courbe en basculant des petites parties de la frontie`re (Fig. 5.13c).
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Fig. 5.14 – Quatre re´alisations de troisie`me ge´ne´ration de la courbe de Von Koch ale´atoire
de dimension Df = ln 5/ ln 3. Les particules arrivent d’une source situe´e loin vers le haut
de la figure.
Cette ope´ration peut eˆtre vue comme une modification de la loi probabiliste des choix
d’orientation.
Nous allons e´tudier quatre re´alisations (troisie`me ge´ne´ration) de la courbe de Von
Koch ale´atoire de dimension Df = ln 5/ ln 3 pre´sente´es sur la figure 5.14. Dans tous ces
cas, le pe´rime`tre Ltot est identique a` celui de la troisie`me ge´ne´ration de la courbe de Von
Koch de´terministe : Ltot = (5/3)
3L.
Conside´rons le spectre ge´ome´trique de chaque courbe ale´atoire (Fig. 5.16). On peut
tout d’abord noter que le calcul a e´te´ re´alise´ pour une source a` distance infinie : on ne voit
pas donc le mode propre α = 0 sur une e´chelle logarithmique (le pic se situe a` µ0 = 0).
On peut faire plusieurs observations inte´ressantes :
• Bien que les courbes ale´atoires soient visiblement plus irre´gulie`res, seul un nombre
re´duit de modes propres contribuent. Par conse´quent, leur impe´dance spectrosco-
pique peut eˆtre repre´sente´e sous la forme analytique (4.11) avec peu de termes (de
3 a` 6).
• Les pics ne sont plus e´quidistants a` l’e´chelle logarithmique, autrement dit, il n’y a pas
de relation multiplicative simple entre pics successifs. C’est une conse´quence directe
de l’absence d’autosimilarite´ de´terministe. Ne´anmoins, il subsiste une hie´rarchie
d’e´chelle : les pics se regroupent autour de positions qui correspondent aux e´chelles
caracte´ristiques de la frontie`re. Si l’on pouvait conside´rer des ge´ne´rations plus e´leve´es
de ces courbes ale´atoires, on pourrait probablement retrouver des relations multipli-
catives au sens statistique (pour les courbes ale´atoires, l’autosimilarite´ se manifeste
mais au sens statistique).
• Les courbes I et II se ressemblent et leurs spectres ge´ome´triques sont par conse´quent
proches.
En re´sume´, pour les courbes ale´atoires, on retrouve un nombre re´duit de modes contri-
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Fig. 5.15 – De´viation relative
Z(Λ)− Zdet(Λ)
Zdet(Λ)
de l’impe´dance spectroscopique Z(Λ) pour
les quatre courbes de Von Koch ale´atoires par rapport a` l’impe´dance spectroscopique
Zdet(Λ) de la courbe de Von Koch de´terministe.
buant a` l’impe´dance spectroscopique, leurs positions correspondent a` certaines e´chelles
caracte´ristiques de la frontie`re, bien qu’il soit difficile de les relier a` des longueurs pre´cises
pour chaque ge´ome´trie (en raison de leur complexite´).
La comparaison des impe´dances spectroscopiques pour les quatre courbes de Von Koch
ale´atoires par rapport a` l’impe´dance de la courbe de Von Koch de´terministe fait apparaˆıtre
des comportements a` peu pre`s identiques (Fig. 5.15). La de´viation maximale est de l’ordre
de 12%. Comme le pe´rime`tre Ltot est le meˆme pour toutes les courbes, leur comportement
asymptotique dans la limite de Neumann (lorsque Λ tend vers l’infini) est strictement
identique. En revanche, on observe une petite diffe´rence dans la limite de Dirichlet (Λ→
0). Notons que l’impe´dance de toutes les courbes ale´atoires est le´ge`rement supe´rieure a`
celle de la courbe de´terministe.
En re´sume´, nous pouvons conclure que les courbes de Von Koch ale´atoires pre´sentent
des proprie´te´s de transport analogues a` celles de la courbe de Von Koch de´terministe de
meˆme dimension fractale. Ce re´sultat conforte une autre e´tude nume´rique re´alise´e sur des
frontie`res ale´atoires [37]. Ce re´sultat est important car il montre que l’on peut e´tudier
les proprie´te´s de transport des fractales de´terministes (dont l’e´tude est plus simple) et
e´tendre les re´sultats obtenus aux fractales ale´atoires de meˆmes caracte´ristiques globales.
Clairement, la repre´sentation d’une frontie`re irre´gulie`re par des fractales ale´atoires est
plus re´aliste. En particulier, on peut utiliser notre mode`le d’impe´dance spectroscopique
pour de´terminer la re´ponse line´aire de la courbe de Von Koch ale´atoire.
5.4 Courbe de Von Koch de dimension Df = ln 6/ ln 4
L’e´tude nume´rique pre´ce´dente a de´bouche´ sur plusieurs re´sultats nouveaux : localisa-
tion du spectre, re´duction des modes propres, interpre´tation des valeurs propres de modes
principaux comme inverses des e´chelles caracte´ristiques de la frontie`re, mode`le analytique
de l’impe´dance spectroscopique, etc. De plus, nous avons ve´rifie´ que certains re´sultats
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Fig. 5.16 – Spectre ge´ome´trique pour les quatre re´alisations de la courbe de Von Koch
ale´atoire de troisie`me ge´ne´ration (le spectre tout en haut correspond a` la courbe de Von
Koch de´terministe de meˆme dimension fractale).
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Fig. 5.17 – Quatre ge´ne´rations de la courbe de Von Koch de dimension Df = ln 6/ ln 4.
g = 1 g = 2 g = 3 g = 4
1 2 3 1 2 3 1 2 3 1
`/a 50 100 150 20 30 40 6 8 10 2
M 300 600 900 720 1080 1440 1296 1728 2160 2592
Tab. 5.11 – Diverses discre´tisations des ge´ne´rations de la courbe de Von Koch de dimen-
sion Df = ln 6/ ln 4. M est le nombre de points frontie`res ; le rapport `/a donne la finesse
de discre´tisation, la longueur du segment minimal ` e´tant e´gale a` (1/4)gL. A partir de ces
donne´es, on peut retrouver le parame`tre de re´seau a.
peuvent s’e´tendre a` des courbes ale´atoires de meˆme dimension fractale. Il est maintenant
inte´ressant de tester si l’on peut ge´ne´raliser cette approche aux autres courbes autosimi-
laires.
Dans cette sous-section, nous allons brie`vement conside´rer la courbe de Von Koch
de dimension Df = ln 6/ ln 4 dont quatre ge´ne´rations sont pre´sente´es sur la figure 5.17.
Le tableau 5.11 contient diverses informations sur la discre´tisation de ces frontie`res. Les
re´sultats pre´sente´s par la suite ont e´te´ obtenus pour les discre´tisations les plus fines.
On reporte les spectres ge´ome´triques des trois ge´ne´rations de cette courbe (Fig. 5.18).
Les re´sultats pour la quatrie`me ge´ne´ration ne sont pas pris en compte en raison de l’in-
suffisante finesse de discre´tisation. On peut faire les observations suivantes :
• Chaque ge´ne´ration g posse`de g + 1 modes principaux (le pic a` µ0 = 0 n’est pas
pre´sent sur l’e´chelle logarithmique) ;
• Les pics principaux sont e´quidistants (a` l’e´chelle logarithmique) et leurs positions
(valeurs propres µα) correspondent aux e´chelles caracte´ristiques de la frontie`re.
En particulier, on peut utiliser l’approximation par modes principaux. Nous rappelons
que l’erreur relative maximale (correspondant a` la limite de Dirichlet) est e´gale a` :
1− Ldir
∑
m.p.
Fα
Si l’on utilise les informations sur les modes principaux de la troisie`me ge´ne´ration issues
du tableau 5.12 et la valeur de la longueur de la zone active de Dirichlet Ldir = 0,7801 L,
on obtient une erreur relative maximale de l’ordre de 28% (dans le cas pre´ce´dent, cette
erreur e´tait de 35%). Si l’on prend en compte la correction dans la limite de Dirichlet (voir
section 5.3 pour les de´tails), on re´duit l’erreur relative maximale a` une valeur infe´rieure a`
5%.
On peut de plus de´velopper un mode`le analytique de l’impe´dance spectroscopique en
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Fig. 5.18 – Spectre ge´ome´trique pour les trois ge´ne´rations de la courbe de Von Koch de
dimension Df = ln 6/ ln 4. Les donne´es correspondent a` la dernie`re re´alisation de chaque
ge´ne´ration (voir tableau 5.11).
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g α = 0 α = 1 α = 7 α = 44
1 0 3,293
µαLtot 2 0 3,049 20,538
3 0 3,024 18,941 124,511
1 0,6667 0,3235
FαL 2 0,4444 0,1723 0,3226
3 0,2963 0,1120 0,1629 0,3500
Tab. 5.12 – Modes principaux pour les trois ge´ne´rations de la courbe de Von Koch de
dimension Df = ln 6/ ln 4.
g
α = 0 α = 1 α = 7 α = 44
(k = 0) (k = 1) (k = 2) (k = 3)
1 0 3
µαLtot 2 0 3 18
3 0 3 18 108
1 0,6667 0,3333
FαL 2 0,4444 0,2222 0,3333
3 0,2963 0,1482 0,2222 0,3333
Tab. 5.13 – Mode`le analytique : modes principaux pour les trois ge´ne´rations de la courbe
de Von Koch de dimension Df = ln 6/ ln 4.
utilisant des relations analogues a` (5.6) et (5.7) pour les valeurs propres et les composantes
spectrales :
µ
(g)
k Ltot = 6
kµ′ F
(g)
k L '
{
(1− 4/6)(4/6)g−k, k = 1,...,g
(4/6)g, k = 0
avec un parame`tre µ′ proche de 1/2. La comparaison des donne´es des tableaux 5.12 et 5.13
montre que ces approximations donnent des valeurs raisonnables. La figure 5.19 donne
l’erreur relative de notre expression mode`le,
Z(g)(Λ) = ρΛ
g∑
k=0
F
(g)
k
1 + Λµ
(g)
k
(5.9)
par rapport a` l’impe´dance spectroscopique Z(Λ) obtenue par le calcul nume´rique complet.
On voit que l’erreur relative maximale sur de 8 ordres de grandeur de Λ/L est infe´rieure
a` 16% pour la troisie`me ge´ne´ration.
En conclusion, on peut constater que tous les re´sultats pre´ce´dents (de´veloppe´s et
discute´s en de´tails pour la courbe de Von Koch de dimension Df = ln 5/ ln 3) s’appliquent
directement a` la courbe de Von Koch de dimension Df = ln 6/ ln 4.
La grande diffe´rence entre ces deux courbes est que l’une est syme´trique par re´flexion
autour d’une droite verticale situe´e au milieu, tandis que l’autre ne l’est pas. Par conse´quent,
la densite´ de la mesure harmonique et les vecteurs propres ne peuvent eˆtre ni syme´triques,
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Fig. 5.19 – Erreur relative de l’expression mode`le (5.9) par rapport a` la de´composition
spectrale comple`te (4.11) pour la troisie`me ge´ne´ration de la courbe de Von Koch de
dimension Df = ln 6/ ln 4.
Fig. 5.20 – Trois ge´ne´rations de la courbe de Von Koch de dimension Df = ln 8/ ln 4.
ni antisyme´triques : le me´canisme de re´duction des modes par cette syme´trie ne s’applique
donc plus (voir la discussion dans la section 5.3). Ne´anmoins, on observe toujours une
re´duction du nombre des modes principaux. La syme´trie par re´flexion ne joue donc pas
un roˆle de´terminant dans les caracte´ristiques de transfert de la frontie`re.
5.5 Courbe de Von Koch de dimension Df = ln 8/ ln 4
A chaque e´tape de la construction des courbes de Von Koch pre´ce´dentes, on introdui-
sait plusieurs irre´gularite´s simples (pore carre´). Dans cette sous-section, nous conside´rons
encore une courbe de Von Koch (de dimension Df = ln 8/ ln 4 = 1,5) dont le ge´ne´rateur
est plus complexe (Fig. 5.20). A chaque e´tape de construction, les irre´gularite´s croissent a`
la fois vers l’inte´rieur et l’exte´rieur de la frontie`re. Bien que minime a` premie`re vue, cette
diffe´rence modifie de manie`re importante les proprie´te´s de transport.
Conside´rons les spectres ge´ome´triques pour les trois ge´ne´rations de cette courbe pre´sen-
te´es sur la figure 5.21. La premie`re ge´ne´ration posse`de de´ja` au moins trois modes impor-
tants : α = 0 (le pic a` µ0 = 0 n’apparaˆıt pas sur une e´chelle logarithmique), α = 1 et
α = 2. Les deux pics secondaires sont e´crante´s par le pic principal α = 2.
L’analyse des ge´ne´rations plus e´leve´es est encore plus complexe. La deuxie`me ge´ne´ration
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g = 1 g = 2 g = 3
1 2 3 1 2 3 1 2 3
`/a 50 100 150 10 20 30 2 4 6
M 400 800 1200 640 1280 1920 1024 2048 3072
Tab. 5.14 – Diffe´rentes discre´tisations pour les ge´ne´rations 1, 2 et 3 de la courbe de Von
Koch de dimension Df = ln 8/ ln 4. M est le nombre de points frontie`res, tandis que le
rapport `/a donne la finesse de discre´tisation, la longueur du segment minimal ` e´tant
e´gale a` (1/4)gL. A partir de ces donne´es, on peut retrouver le parame`tre de re´seau a.
posse`de cinq modes principaux et plusieurs pics secondaires. Pour la troisie`me ge´ne´ration,
on distingue sept modes principaux (voir tableau 5.15), mais il faut par ailleurs tenir
compte de la pre´sence de nombreux pics secondaires. On peut toutefois profiter du fait
que ces pics secondaires sont regroupe´s autour des pics principaux.
On voit donc que le spectre ge´ome´trique de cette frontie`re est conside´rablement plus
complexe que celui des courbes pre´ce´dentes. Encore une fois, il faut insister sur le fait
que la complexite´ du spectre ge´ome´trique est directement lie´e a` la proce´dure ite´rative de
construction de cette courbe. Si l’on conside`re un ge´ne´rateur avec une irre´gularite´ simple
(un pore carre´, par exemple), la proce´dure ite´rative de construction de la frontie`re auto-
similaire correspondante cre´e a` chaque e´tape un grand nombre d’irre´gularite´s identiques
(de meˆme taille). En d’autres termes, le passage d’une ge´ne´ration a` l’autre est associe´ a`
l’apparition d’une seule e´chelle caracte´ristique nouvelle. Par conse´quent, un seul nouveau
pic principal apparaˆıt. En revanche, une nouvelle irre´gularite´ plus complexe (comme le
ge´ne´rateur de la figure 5.20) peut cre´er plusieurs nouvelles e´chelles caracte´ristiques de la
frontie`re. On obtient alors plusieurs nouveaux pics principaux.
La conclusion ge´ne´rale cependant reste la meˆme : seul un nombre re´duit de modes
propres contribuent a` l’impe´dance et la distribution de leurs valeurs propres est de type
hie´rarchique. Pour autant, le de´veloppement d’un mode`le analytique est plus difficile
dans ce cas. En effet, si l’on regarde sur la figure 5.21, on peut distinguer deux se´ries
de pics correspondant a` deux irre´gularite´s simples : un pore carre´ et une ((bosse)) carre´e.
Par exemple, pour la troisie`me ge´ne´ration, la premie`re se´rie contient les modes α = 1,
α = 8 et α = 100, tandis que la deuxie`me se´rie contient les modes α = 2, α = 18 et
α = 146 (le mode α = 0 peut eˆtre conside´re´ inde´pendamment). Comme pre´ce´demment, la
distance entre deux pics successifs (a` l’e´chelle logarithmique) dans chaque se´rie peut eˆtre
prise de manie`re approche´e e´gale a` 8 (nombre de blocs du ge´ne´rateur). On utilise donc
l’approximation suivante :
µ
(g,1)
k = 8
k(1/2)gµ′ µ
(g,2)
k = 8
k(1/2)gµ′′
avec deux parame`tres µ′ et µ′′ inde´pendants pour chaque se´rie. L’analyse des donne´es
du tableau 5.15 permet de de´terminer ces parame`tres : µ′ = 1/4 et µ′′ = 1. Les valeurs
des µ
(g,1)
k et µ
(g,2)
k sont pre´sente´es dans le tableau 5.16. Notons que la pre´cision de cette
approximation est moins bonne que dans le cas des courbes de Von Koch pre´ce´dentes.
On peut trouver une approximation pour les composantes spectrales. Rappelons que
la composante F
(g)
0 est toujours e´gale a` l’inverse du pe´rime`tre total. Pour les autres com-
posantes, on peut le´ge`rement modifier l’approximation pre´ce´dente en tenant compte du
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Fig. 5.21 – Spectre ge´ome´trique pour les trois ge´ne´rations de la courbe de Von Koch de
dimension Df = ln 8/ ln 4. Les donne´es correspondent a` la dernie`re re´alisation de chaque
ge´ne´ration (voir tableau 5.14).
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g
k = 0 k = 1 k = 2 k = 3
α = 0 α = 1 α = 2 α = 8 α = 18 α = 100 α = 146
1 0 2,852 8,594
µαLtot 2 0 2,088 5,448 22,356 68,500
3 0 1,864 4,512 16,616 45,632 212,080 548,208
1 0,5000 0,1723 0,3242
FαL 2 0,2500 0,0787 0,1054 0,2188 0,2523
3 0,1250 0,0365 0,0470 0,0905 0,0814 0,0656 0,1799
Tab. 5.15 – Modes principaux pour les trois ge´ne´rations de la courbe de Von Koch de
dimension Df = ln 8/ ln 4.
fait qu’il y a deux se´ries diffe´rentes. On utilise l’approximation suivante :
F
(g,1)
k L = (1/6)(1/2)
g−k F
(g,2)
k L = (1/3)(1/2)
g−k
Notons que le choix des facteurs 1/6 et 1/3 s’explique par le fait que leur somme doit eˆtre
e´gale a` (1 − 1/2) (un facteur similaire se trouve dans l’approximation pre´ce´dente pour
les courbes de Von Koch de dimensions Df = ln 5/ ln 3 et Df = ln 6/ ln 4). En effet, nous
allons voir dans la section 5.7 que cette condition est ne´cessaire pour que l’impe´dance
pre´sente le comportement attendu dans la limite de Dirichlet. Les valeurs F
(g,1)
k et F
(g,2)
k
sont pre´sente´es dans le tableau 5.16. La comparaison de ces quantite´s avec les valeurs
nume´riques permet de constater la relativement bonne pre´cision de cette approximation3.
Toujours dans le cadre de cette approximation, l’impe´dance spectroscopique s’e´crit :
Z(g)(Λ) = ρΛ
(
1
Ltot
+
g∑
k=1
F
(g,1)
k
1 + Λµ
(g,1)
k
+
g∑
k=1
F
(g,2)
k
1 + Λµ
(g,2)
k
)
La comparaison avec l’impe´dance Z(Λ) calcule´e de manie`re exacte (en utilisant tous les
modes) permet d’e´valuer l’erreur relative de cette approximation (Fig. 5.22). On peut
constater que l’erreur relative maximale est infe´rieure a` 23% sur toutes les valeurs Λ.
De plus, si l’on ajoute un terme supple´mentaire (L/Ldir − 1)/(1 + Λµ(g,2)g ) pour corriger
le comportement dans la limite de Dirichlet4, cette erreur peut eˆtre re´duite a` 10%. On
en conclut donc que notre mode`le s’applique e´galement a` cette courbe de Von Koch de
dimension Df = 1,5 dont le spectre ge´ome´trique est pourtant bien plus complexe.
5.6 Surface de Von Koch de dimension Df = ln 13/ ln 3
Dans cette sous-section, nous allons examiner les proprie´te´s spectrales de l’ope´rateur
de Dirichlet-Neumann pour une surface irre´gulie`re en 3 dimensions. Plus pre´cise´ment,
nous allons de´terminer les spectres ge´ome´triques de deux surfaces de Von Koch cubique
3Les dernie`res valeurs F
(3,1)
3 et F
(3,2)
3 sont quand-meˆme assez diffe´rentes des valeurs nume´riques.
Cette diffe´rence est lie´e a` la pre´sence de plusieurs pics secondaires. Si on les prenait en compte, les
valeurs nume´riques effectives seraient plus proche de F
(3,1)
3 et F
(3,2)
3 .
4La longueur de la zone active de Dirichlet Ldir est e´gale a` 0,7647 L pour la troisie`me ge´ne´ration.
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g
k = 0 k = 1 k = 2 k = 3
α = 0 α = 1 α = 2 α = 8 α = 18 α = 100 α = 146
1 0 2 8
µαLtot 2 0 2 8 16 64
3 0 2 8 16 64 128 512
1 0,5000 0,1667 0,3333
FαL 2 0,2500 0,0833 0,1667 0,1667 0,3333
3 0,1250 0,0417 0,0833 0,0833 0,1667 0,1667 0,3333
Tab. 5.16 – Approximation pour les positions et les amplitudes des pics principaux pour
les trois ge´ne´rations de la courbe de Von Koch de dimension Df = ln 8/ ln 4.
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Fig. 5.22 – A gauche : impe´dance spectroscopique pour la troisie`me ge´ne´ration de la
courbe de Von Koch de dimension Df = 1,5 ; a` droite, erreur relative de l’impe´dance
mode`le Z(g)(Λ) par rapport a` la de´composition spectrale comple`te Z(Λ). La courbe tirete´e
repre´sente cette meˆme erreur apre`s introduction d’un terme correctif pour la limite de
Dirichlet.
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Fig. 5.23 – Deux premie`res ge´ne´rations des surfaces de Von Koch concave et convexe de
dimension Df = ln 13/ ln 3. Les particules arrivent d’une source situe´e vers le haut de la
figure.
? ? ? ? ? ?
Fig. 5.24 – La construction d’une courbe de Von Koch convexe conduit a` plusieurs endroits
enferme´s dont la frontie`re accessible a une forme d’escalier.
(de dimension Df = ln 13/ ln 3) pre´sente´es sur la figure 5.23. La surface de Von Koch
concave est un analogue tridimensionnel de la courbe de Von Koch quadrangulaire. En
revanche, la surface de Von Koch convexe n’a pas d’e´quivalent bidimensionnel. En effet,
si l’on essaye de construire une courbe de Von Koch convexe, on aboutit une frontie`re
triangulaire triviale (Fig. 5.24).
Le calcul nume´rique est identique a` celui en 2 dimensions (voir chapitre 2). La difficulte´
essentielle re´side dans le fait que la discre´tisation d’une surface ne´cessite conside´rablement
plus de points que celle d’une courbe. Le tableau 5.17 donne les parame`tres de discre´tisation
utilise´s (ces parame`tres sont identiques pour les surfaces concave et convexe). En particu-
lier, la deuxie`me ge´ne´ration a e´te´ discre´tise´e avec 9 points par face, ce qui est insuffisant. La
discre´tisation avec 25 points par face cre´erait 4225 points frontie`res, et donc un ope´rateur
d’auto-transport brownien de dimension 4225×4225 dont le traitement nume´rique est tre`s
complexe. Par conse´quent, notre e´tude des surfaces de Von Koch a plus pour ambition
d’illustrer comment les concepts de´veloppe´s pre´ce´demment s’appliquent inde´pendamment
de la dimension d’espace.
Le cas tridimensionnel pose aussi une difficulte´ de visualisation. Bien que l’on puisse
calculer la densite´ de la mesure harmonique Ph0 et les vecteurs propres Vα de l’ope´rateur
de Dirichlet-Neumann, leur analyse visuelle est plus complexe. Nous nous limiterons donc
a` des illustrations qualitatives en couleurs. La figure 5.25 montre la densite´ de la mesure
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g = 1 g = 2
1 2 3 4 1
`/a 9 11 13 15 3
M 1053 1573 2197 2925 1521
Tab. 5.17 – Diffe´rentes discre´tisations des deux premie`res ge´ne´rations de la surface de
Von Koch de dimension Df = ln 13/ ln 3. M est le nombre de points frontie`res, tandis que
le rapport `/a donne la finesse de discre´tisation, la longueur du coˆte´ du carre´ minimal `
e´tant e´gale a` (1/3)gL. A partir de ces donne´es, on peut retrouver le parame`tre de re´seau
a.
harmonique pour diffe´rentes surfaces de Von Koch, tandis que la figure 5.26 pre´sente un
vecteur propre pour la premie`re ge´ne´ration des surfaces concave et convexe.
Comme pre´ce´demment, on s’inte´resse au spectre ge´ome´trique de chaque surface. Afin
de comparer les spectres ge´ome´triques des diffe´rentes surfaces (deux ge´ne´rations des deux
surfaces, concave et convexe), on les pre´sente sur la meˆme figure 5.27. On retrouve des
constatations similaires a` celles e´mises pour la courbe de Von Koch de dimension Df =
ln 5/ ln 3 :
• La premie`re ge´ne´ration des surfaces concave et convexe pre´sente uniquement deux
modes qui contribuent de fac¸on significative a` l’impe´dance (voir tableaux 5.18 et 5.18).
Le mode µ0 = 0 n’apparaˆıt pas sur les figures en raison de l’e´chelle logarithmique.
• Pour la deuxie`me ge´ne´ration de la surface concave, on conserve le pic α = 1 de la
premie`re ge´ne´ration et on voit aussi deux nouveaux pics se´pare´s par une distance
tre`s faible. On peut les fusionner en conside´rant ces deux pics comme un seul pic
effectif. Dans le cadre de cette approximation, on peut constater que la deuxie`me
ge´ne´ration pre´sente trois pics principaux dont les positions sont donne´es dans le
tableau 5.18.
• La situation est identique pour la deuxie`me ge´ne´ration de la surface convexe : deux
premiers pics peuvent eˆtre fusionne´s en un pic effectif unique. Dans cette approxi-
mation, la deuxie`me ge´ne´ration posse`de trois pics principaux dont les positions sont
donne´es dans le tableau 5.18.
De plus, on trouve un certain de´placement des positions des modes correspondant a` la
surface concave par rapport aux positions des modes correspondant a` la surface convexe.
On voit donc que les caracte´ristiques principales de´ja` de´gage´es en deux dimensions se
retrouve dans le cas tridimensionnel : nombre re´duit de modes contribuant a` l’impe´dance
et hie´rarchie entre les pics. Comme pre´ce´demment, on peut associer les positions des pics
contributifs aux longueurs caracte´ristiques de la frontie`re. Cependant, cette proce´dure
peut eˆtre plus complexe car l’on conside`re ici une surface. Par exemple, l’e´chelle ca-
racte´ristique Lp ne correspond plus au pe´rime`tre total (il n’y a plus de pe´rime`tre total
mais plutoˆt une aire totale). Le choix de cette e´chelle n’est plus donc unique. On peut
tester diffe´rentes expressions comme, par exemple, S
1/2
tot . Nous avons trouve´ empirique-
ment que les pics correspondants sont situe´s aux meˆmes endroits (positions) en prenant
pour e´chelle Lp le pe´rime`tre de la section perpendiculaire de la surface de Von Koch par
un plan vertical. Pour les surfaces de Von Koch conside´re´es, Lp est donc e´gale a` (5/3)
gL,
L = 1 e´tant la longueur d’un coˆte´ du carre´ de base (dont l’aire est S = 1).
En se fondant sur la hie´rarchie des modes principaux, on peut construire le mode`le
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Fig. 5.25 – Carte en couleurs de la distribution de la densite´ de la mesure harmonique
sur deux ge´ne´rations des surfaces de Von Koch concave et convexe. Les particules sont
e´mises d’une source situe´e vers le haut de la figure.
−1.5 −1 −0.5 0 0.5 −0.5 0 0.5 1 1.5 2 2.5
Fig. 5.26 – Deux vecteurs propres de l’ope´rateur de Dirichlet-Neumann pour la premie`re
ge´ne´ration des surfaces de Von Koch concave (vecteur V1) et convexe (vecteur V5).
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Fig. 5.27 – Spectres ge´ome´triques des deux premie`res ge´ne´rations de la surface de Von
Koch concave (en haut) et des deux premie`res ge´ne´rations de la surface de Von Koch
convexe (en bas). Les valeurs propres µα sont multiplie´es par une longueur Lp qui est
e´gale a` 5/3 pour les premie`res ge´ne´rations et a` 25/9 pour les deuxie`mes ge´ne´rations (voir
ci-contre).
g
k = 0 k = 1 k = 2
α = 0 α = 1 α = 13 α = 14
µαLp
1 0 1,8602
2 0 1,9024 7,8336 8,5547
FαS
1 0,6923 0,2878
2 0,4793 0,1494 0,0882 0,2163
Tab. 5.18 – Modes principaux pour les deux premie`res ge´ne´rations de la surface de Von
Koch concave. La longueur Lp est e´gale a` (5/3)
gL.
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g
k = 0 k = 1 k = 2
α = 0 α = 4 α = 5 α = 80
µαLp
1 0 10,0494
2 0 9,1572 11,6843 37,0197
FαS
1 0,6923 0,4621
2 0,4793 0,1075 0,2601 0,1668
Tab. 5.19 – Modes principaux pour les deux premie`res ge´ne´rations de la surface de Von
Koch convexe. La longueur Lp est e´gale a` (5/3)
gL.
g k = 0 k = 1 k = 2
µαLp
1 0 1,9
2 0 1,9 8,23
FαS
1 0,6923 0,3077
2 0,4793 0,2130 0,3077
Tab. 5.20 – Approximation pour les positions et les amplitudes des pics principaux de la
surface de Von Koch concave. La longueur Lp vaut (5/3)
gL.
analytique de l’impe´dance spectroscopique. Les donne´es du tableau 5.18 sugge`re5 l’ap-
proximation suivante pour les positions et les amplitudes des pics principaux :
µ
(g)
k = (13/3)
k (3/5)gµ′ F
(g)
k S =
{
(9/13)g k = 0
(1− 9/13) (9/13)g−k k = 1,...,g
ou` le parame`tre µ′ vaut 0,44L−1. Ces valeurs sont pre´sente´es dans le tableau 5.20. Si on les
compare aux valeurs nume´riques, on trouve un bon accord avec les donne´es du tableau 5.18
pour la frontie`re concave (surtout si l’on fusionne les modes 13 et 14 en un pic effectif
unique k = 2 dont la position correspond a` la moyenne ge´ome´trique entre les positions µ13
et µ14 (moyenne alge´brique en e´chelle logarithmique), tandis que son amplitude est e´gale
a` la somme des amplitudes F13 et F14). En revanche, pour la surface convexe, les valeurs
des amplitudes des pics (composantes spectrales) sont assez diffe´rentes, tandis que leurs
positions (valeurs propres) peuvent eˆtre obtenues en changeant le parame`tre µ′. En bref,
le mode`le analytique se de´veloppe aise´ment pour la surface concave, tandis que la surface
convexe pre´sente certaines difficulte´s. En tout e´tat de cause, l’e´tude de deux ge´ne´rations
seulement ne permet pas de tirer de conclusions plus ge´ne´rales.
5Evidemment, l’analyse des deux premie`res ge´ne´rations ne suffit pas pour justifier cette approximation.
On la pre´sente ne´anmoins a` titre d’illustration. De plus, il n’existe l’objection particulie`re interdisant
d’appliquer ces concepts ge´ne´raux au cas tridimensionnel.
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5.7 Mode`le analytique de l’impe´dance spectrosco-
pique
L’e´tude nume´rique pre´ce´dente de diffe´rentes frontie`res de Von Koch conduit a` un
re´sultat important : ge´ne´ralement, lorsque l’on passe d’une ge´ne´ration a` l’autre, l’intro-
duction d’une nouvelle irre´gularite´ simple se manifeste par l’apparition d’un nouveau pic
principal dont la position et l’amplitude peuvent eˆtre relie´es a` la proce´dure ite´rative de
construction. Il faut souligner que ce re´sultat concerne plutoˆt des irre´gularite´s simples
(comme un pore carre´). Pour des frontie`res plus complexes (par exemple, la courbe de
Von Koch de dimension Df = 1,5), on peut constater l’apparition d’un nombre re´duit de
nouveaux pics dont l’analyse est plus complexe. Dans cette section, nous nous restreignons
a` des frontie`res autosimilaires a` irre´gularite´ simple et, plus pre´cise´ment, aux courbes de
Von Koch quadrangulaires (de dimensions Df = ln 5/ ln 3 et Df = ln 6/ ln 4). Nous mon-
trerons ensuite comment les re´sultats obtenus peuvent s’e´tendre a` la courbe de Von Koch
de dimension Df = 1,5 (dont le spectre ge´ome´trique est plus complexe), ainsi qu’a` la
surface de Von Koch concave de dimension Df = ln 13/ ln 3. Dans ce dernier cas, il s’agira
plutoˆt d’une illustration de cette me´thode car l’e´tude nume´rique re´alise´e pour les deux
premie`res ge´ne´rations ne permet pas de justifier la validite´ du mode`le dans ce cas. On
s’attend e´galement a` ce que ce meˆme traitement puisse s’appliquer a` d’autres fractales
autosimilaires comme la courbe de Von Koch triangulaire de dimension Df = ln 4/ ln 3.
Au cours des sections pre´ce´dentes, nous avons vu que les positions et les amplitudes
des modes principaux peuvent eˆtre obtenues par l’approximation suivante :
µ
(g)
k =
{
γg γ˜k µ′ k = 1,...,g
0 k = 0
F
(g)
k L =


(1− γ) + γdir k = g
(1− γ) γg−k k = 1,...,g − 1
γg k = 0
(5.10)
ou` les parame`tres γ et γ˜ sont de´termine´s par la proce´dure ite´rative de construction :
γ est l’inverse de la longueur du ge´ne´rateur, γ˜ est le nombre de blocs e´le´mentaire du
ge´ne´rateur. Par exemple, pour la courbe de Von Koch de dimension Df = ln 5/ ln 3, on
a : γ = 3/5, γ˜ = 5. Le parame`tre γdir = (L/Ldir − 1) permet de prendre en compte le
comportement asymptotique dans la limite de Dirichlet (Λ → 0). Enfin, la constante µ′
peut eˆtre conside´re´e comme un parame`tre d’ajustement dont la valeur se de´termine de
manie`re empirique. En utilisant cette approximation, on obtient l’expression analytique
mode`le de l’impe´dance spectroscopique :
Z(g)(Λ) = ρΛ
g∑
k=0
F
(g)
k
1 + Λµ
(g)
k
(5.11)
Bien que l’approximation (5.10) puisse eˆtre assez grossie`re, l’expression mode`le (5.11)
permet d’approcher l’impe´dance spectroscopique Z(Λ) de manie`re assez pre´cise. Ainsi, nos
simulations nume´riques ont montre´ que l’erreur relative maximale de cette approximation
est de l’ordre de quelques pourcents pour toute la gamma de valeurs de Λ (voir les sections
pre´ce´dentes). En re´sume´, l’applicabilite´ du mode`le re´sulte en premier lieu de la hie´rarchie
des pics principaux dont les positions correspondent aux e´chelles caracte´ristiques de la
frontie`re, et donc, plus profonde´ment, de l’autosimilarite´ de l’interface.
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Une fois ve´rifie´ avec soin pour les premie`res ge´ne´rations, notre mode`le peut eˆtre main-
tenant applique´ a` des ge´ne´rations plus e´leve´es. Par la suite, nous allons e´tudier le com-
portement de l’expression analytique (5.11) en supposant qu’elle s’applique a` n’importe
quelle ge´ne´ration d’une frontie`re fractale autosimilaire. Comme ce mode`le est base´ sur
des arguments robustes, on s’attend a` ce que l’expression (5.11) fournisse une approxima-
tion correcte de l’impe´dance spectroscopique. Ne´anmoins, la justification mathe´matique
de cette hypothe`se est un proble`me ouvert.
5.7.1 Deux limites asymptotiques
Tout d’abord, on peut aise´ment ve´rifier que notre mode`le pre´sente un comportement
correct dans deux limites asymptotiques :
• Lorsque Λ tend vers l’infini (limite de Neumann), on trouve : Z(g)(Λ) ' ρΛF (g)0 (les
autres termes donnent une contribution constante). Comme le coefficient F
(g)
0 est
e´gal a` l’inverse du pe´rime`tre totale Ltot, on retrouve le comportement attendu.
• Lorsque Λ tend vers 0 (limite de Dirichlet), on obtient :
Z(g)(Λ) ' ρΛ
g∑
k=0
F
(g)
k
En utilisant l’approximation (5.10), on peut re´e´crire cette somme comme :
Z(g)(Λ) ' ρΛL−1
(
γg + (1− γ)
g−1∑
k=1
γg−k + (1− γ) + γdir
)
Apre`s avoir calcule´ la somme ge´ome´trique, on obtient le comportement connu dans
la limite de Dirichlet : Z(g)(Λ) ' ρΛ/Ldir. Ce re´sultat est une conse´quence directe
de l’introduction du parame`tre γdir repre´sentant l’exce`s du diame`tre L par rapport
a` la longueur de la zone active de Dirichlet Ldir. Si l’on ne connaissait pas cette
longueur, on pourrait prendre γdir = 0. Dans ce cas, le comportement asymptotique
dans la limite de Dirichlet serait : Z(g)(Λ) ' ρΛ/L. Comme la longueur Ldir est
normalement proche de L, cette erreur n’est pas tre`s importante, mais elle est de
l’ordre de quelques dizaines de pourcent (par exemple, 35% pour la courbe de Von
Koch de dimension Df = ln 5/ ln 3).
5.7.2 Re´gime fractal
Dans le re´gime des valeurs Λ interme´diaires, l’impe´dance spectroscopique ne varie plus
line´airement. Nous allons donc e´tudier comment l’impe´dance mode`le Z(g)(Λ) varie dans ce
cas. Clairement, ce comportement doit eˆtre de´termine´ par les termes ((interme´diaires)) de
la somme (5.11), l’indice k e´tant compris entre 1 et g. Il est donc commode de repre´senter
l’impe´dance mode`le Z(g)(Λ) comme :
Z(g)(Λ) =
ρΛ
Ltot
+
ρΛ
L
γdir
1 + Λµ′γgγ˜g
+
ρ (1− γ)
L µ′
ζ(g)(λ) (5.12)
180 5 Le transport laplacien aux interfaces irre´gulie`res
ou` la nouvelle fonction est de´finie comme :
ζ(g)(λ) = λ
g∑
k=1
e−αk
e−α′k + λ
(λ > 0) (5.13)
avec les notations suivantes :
λ = Λγgµ′ α = ln γγ˜ α′ = ln γ˜ > 0 (5.14)
Dans l’expression (5.12), les deux premiers termes ne pre´sentent pas d’inte´reˆt si l’on
e´tudie le re´gime fractal. En revanche, le comportement de la fonction ζ(g)(λ) joue un
roˆle central. La forme explicite de cette fonction permet de l’e´tudier nume´riquement pour
n’importe quelle ge´ne´ration g. De plus, on peut meˆme obtenir son comportement de fac¸on
analytique.
Parmi tous les termes de la somme (5.13), on cherche celui dont la contribution est la
plus grande pour λ fixe´. Si l’on conside`re le terme e−αk/(e−α
′k + λ) comme une fonction
d’une variable continue k, son maximum est atteint au point kλ :
kλ = − 1
α′
ln
(
ηλ
)
avec η =
α
α′ − α
On peut alors re´e´crire la fonction ζ(g)(λ) comme :
ζ(g)(λ) = λ
g∑
k=1
e−αkλ e−α(k−kλ)
e−α′kλ e−α′(k−kλ) + λ
= λα/α
′
ηα/α
′
g∑
k=1
e−α(k−kλ)
ηe−α′(k−kλ) + 1
On peut maintenant conside´rer les diffe´rentes possibilite´s vis-a`-vis de la grandeur de la
quantite´ ηe−α
′(k−kλ) au de´nominateur :
1. Supposons que ηe−α
′(k−kλ) ¿ 1 pour tout k ∈ {1,...,g}. Comme α′ est positif, il suffit
de satisfaire cette ine´galite´ forte pour k = 1, ce qui donne la condition : λ À e−α′ .
La substitution des notations (5.14) conduit a` une condition pour la longueur Λ :
ΛÀ Λmax = Ltot
Lγ˜µ′
Dans ce cas, on a :
ζ(g)(λ) ≈ λα/α′ηα/α′
g∑
k=1
e−α(k−kλ) =
1− e−αg
η(eα − 1)
Nous avons donc obtenu une correction constante pour la limite de Neumann.
2. Supposons que ηe−α
′(k−kλ) À 1 pour tout k ∈ {1,..,g}. De nouveau, il suffit de
satisfaire cette ine´galite´ forte pour k = g, ce qui donne la condition λ¿ e−α′g, d’ou`
l’on tire la condition pour la longueur Λ :
Λ¿ Λmin = Ltot
Lγ˜gµ′
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Dans ce cas, on a :
ζ(g)(λ) ≈ λα/α′ηα/α′−1
g∑
k=1
e−(α−α
′)(k−kλ) = λ
e(α
′−α)g − 1
1− eα−α′
Nous avons obtenu un terme dont la variation est line´aire dans la limite de Dirichlet.
Si l’on conside`re l’expression comple`te (5.12), ce terme est compense´ par deux autres
termes (voir le comportement asymptotique).
3. Le cas interme´diaire
Λmin ¿ Λ¿ Λmax
repre´sente le re´gime fractal lorsque les termes principaux de la somme (5.13) sont
de l’ordre λα/α
′
. On a donc :
ζ(g)(λ) ∼ λα/α′
Comme le comportement de l’impe´dance spectroscopique dans cette re´gion est do-
mine´ par cette fonction, on obtient donc :
Z(g)(Λ) ∼ Λβ avec β = α
α′
=
ln γγ˜
ln γ˜
(5.15)
En se souvenant que γ est l’inverse de la longueur totale du ge´ne´rateur et γ˜ le
nombre de ses blocs e´le´mentaires, il est facile de voir que le dernier rapport est e´gal
a` l’inverse de la dimension fractale. On en conclut que :
Z(g)(Λ) ∼ Λβ avec β = 1
Df
(5.16)
4. Les re´gions de transitions (((cross-over))) pour Λ ∼ Λmin et Λ ∼ Λmax pre´sentent un
comportement plus complexe.
Nous avons trouve´ que, pour une re´gion interme´diaire de valeurs de Λ, notre mode`le ana-
lytique de l’impe´dance spectroscopique fait apparaˆıtre un comportement de de´phasage
constant. De plus, l’exposant β y est e´gal a` l’inverse de la dimension fractale, conforme´ment6
a` certaines pre´dictions the´oriques pre´sente´es au chapitre 1. La diffe´rence essentielle par
rapport aux approches pre´ce´dentes tient a` ce que nous avons obtenu une expression analy-
tique de l’impe´dance, ce qui permet de l’e´tudier de manie`re plus approfondie, en incluant
notamment les transitions entre le re´gime fractal et deux autres re´gimes classiques (de
Dirichlet et de Neumann), ou encore l’e´tablissement du re´gime fractal avec l’augmentation
de l’ordre de ge´ne´ration.
En re´sume´, nous avons e´labore´ un mode`le the´orique qui permet de repre´senter l’impe´-
dance spectroscopique sous une forme analytique pour n’importe quelle ge´ne´ration d’une
frontie`re de Von Koch. Cette impe´dance mode`le pre´sente le comportement attendu dans
les deux limites asymptotiques (Dirichlet et Neumann), ainsi que dans le re´gime fractal,
avec un exposant β pre´dit par certaines approches the´oriques. Les simulations nume´riques
ont de´montre´ que, pour les premie`res ge´ne´rations, cette repre´sentation analytique appro-
chait avec une bonne pre´cision la valeur re´elle de l’impe´dance.
6Dans la sous-section 5.7.4, nous reviendrons sur la relation entre l’exposant β et la dimension fractale,
en particulier, nous discuterons d’origines possibles d’un manque apparent de l’exposant de corre´lation
de la mesure harmonique).
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Courbe de Von Koch de dimension Df = 1,5
L’expression mode`le (5.11) doit eˆtre le´ge`rement modifie´e si l’on veut appliquer le
traitement pre´ce´dent a` la courbe de Von Koch de dimension Df = 1,5. Rappelons que
l’irre´gularite´ complexe du ge´ne´rateur de cette courbe conduit a` l’apparition de deux se´ries
de pics principaux. Pour chaque se´rie, on peut utiliser l’approximation (5.10) pour les po-
sitions et les amplitudes des pics (voir section 5.5). Par conse´quent, il suffit de conside´rer
l’expression mode`le (5.11) pour chacune des se´ries de pics prises se´pare´ment. Evidemment,
la contribution du mode k = 0, ainsi que le terme correctif pour la limite de Dirichlet,
ne doivent eˆtre pris en compte qu’une seule fois. On ve´rifie aise´ment que l’impe´dance
mode`le pre´sente le comportement attendu dans les deux limites asymptotiques (celles de
Neumann et de Dirichlet). Ensuite, lorsque l’on e´tudie le re´gime fractal, chaque se´rie de
pics fait apparaˆıtre un comportement fractal avec le meˆme exposant β = 1/Df , car les
parame`tres γ = 1/2 et γ˜ = 8 sont les meˆmes pour les deux se´ries de pics. En de´finitive,
on retrouve que l’impe´dance Z(Λ) pre´sente encore le comportement fractal (5.16).
La conclusion que l’on en tire est la suivante : bien que le spectre ge´ome´trique de la
courbe de Von Koch de dimension Df = 1,5 soit plus complexe, le mode`le analytique de
l’impe´dance spectroscopique reste valable car l’on peut se´parer les pics principaux en deux
se´ries inde´pendantes caracte´rise´es par les meˆmes parame`tres γ et γ˜. Plus ge´ne´ralement,
si l’on suppose que le spectre ge´ome´trique d’une frontie`re autosimilaire quelconque peut
eˆtre se´pare´ en se´ries de pics principaux caracte´rise´es par les meˆmes parame`tres γ et
γ˜, l’application de notre mode`le aboutit au comportement fractal de l’impe´dance avec
un exposant β de´termine´ par (5.15). Notons que l’analyse particulie`re de chaque se´rie,
ainsi que le de´veloppement d’une approximation explicite peuvent ne´anmoins eˆtre tre`s
complexes.
Surface de Von Koch concave de dimension Df = ln 13/ ln 3
L’utilisation formelle de l’expression (5.15) dans le cas tridimensionnel conduisait a`
une conclusion β = 1/Df fausse. Pour corriger cette erreur, il faut se souvenir que le
coefficient γ˜ est introduit comme un facteur d’e´chelle entre deux pics successifs. Dans le
cas bidimensionnel, ce facteur est e´gal au nombre de blocs du ge´ne´rateur (par exemple,
γ˜ = 5 pour la courbe de Von Koch de dimension Df = ln 5/ ln 3). Mais ce n’est plus vrai
pour une surface de Von Koch : le facteur γ˜ est proche de 4 au lieu d’eˆtre e´gal a` 13
(voir section 5.6). Si m est le nombre de facettes du ge´ne´rateur (m = 13) et n le facteur
d’e´chelle (n = 3), leur rapport γ˜ = 13/3, e´tant proche de 4, permet d’obtenir l’exposant
β e´gal a` 0,7492 conforme´ment a` l’expression the´orique (voir chapitre 1) :
β =
1
Df − 1 (5.17)
On peut en conclure que le mode`le analytique s’e´tend a` la surface de Von Koch concave
en modifiant l’interpre´tation du parame`tre γ˜.
5.7.3 Impe´dance des ge´ne´rations e´leve´es
Nous avons de´montre´ rigoureusement que le mode`le analytique de l’impe´dance spec-
troscopique pre´sente le comportement de de´phasage constant dans le re´gime fractal. De
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plus, l’utilisation de ce mode`le permet d’e´tudier nume´riquement l’impe´dance pour n’im-
porte quelle ge´ne´ration. On va s’inte´resser maintenant a` deux aspects particuliers : les
re´gions de transition (((cross-overs))) et l’e´tablissement du re´gime fractal. La figure 5.28a
montre l’impe´dance spectroscopique pour certaines ge´ne´rations de la courbe de Von Koch
quadrangulaire de dimension Df = ln 5/ ln 3. On voit clairement apparaˆıtre un re´gime non
line´aire meˆme pour la troisie`me ge´ne´ration. Cependant, il faut bien distinguer re´gime non
line´aire (quand l’impe´dance spectroscopique ne varie pas line´airement avec Λ) et re´gime
fractal (quand l’impe´dance spectroscopique varie avec Λ suivant une loi de puissance).
Pour analyser cette diffe´rence dans le de´tail, on conside`re la de´rive´e logarithmique de
l’impe´dance spectroscopique :
β(Λ) =
∂ lnZ(Λ)
∂ ln Λ
Si l’impe´dance suit une loi de puissance, cette fonction est inde´pendante de Λ et e´gale
a` l’exposant β. Dans le cas ge´ne´ral, on peut appeler cette fonction l’exposant local. On
s’attend a` ce que l’exposant local tende vers 1 dans les deux limites asymptotiques (lorsque
Λ → 0 et Λ → ∞), car l’impe´dance pre´sente un comportement line´aire dans ces deux
re´gimes. Le fait que l’exposant local diffe`re de 1 pour une certaine re´gion de Λ correspond
au re´gime non line´aire. Un re´gime fractal doit quant a` lui correspondre a` un plateau ou`
β(Λ) = β. La figure 5.28b montre que les premie`res ge´ne´rations ne font apparaˆıtre que
le re´gime non line´aire. Pour la courbe de Von Koch conside´re´e, ce n’est qu’a` partir de la
septie`me ge´ne´ration que l’on peut distinguer un re´el plateau ou` β(Λ) est constant. Lorsque
l’on augmente encore l’ordre de ge´ne´ration, ce plateau s’e´largit de plus en plus, pour un
exposant constant β correspondant a` celui donne´ par la relation (5.16).
On peut en conclure que le re´gime fractal ne se manifeste que pour des ge´ne´rations
d’ordre suffisamment e´leve´. En d’autres termes, le re´gime fractal doit eˆtre bien e´tabli
pour que l’on puisse de´terminer la valeur correcte de l’exposant β a` partir de β(Λ) (ou
d’autres exposants, voir le chapitre 6). Notons que la plupart des simulations nume´riques
que l’on trouve dans la litte´rature ne sont re´alise´es que pour les premie`res ge´ne´rations. Par
conse´quent, les valeurs des exposants obtenues doivent eˆtre conside´re´es avec beaucoup de
circonspection.
Le mode`le analytique permet aussi d’e´tudier les re´gions de transition. On peut formuler
la remarque suivante : les points caracte´ristiques de transitions Λmin et Λmax obtenus
pre´ce´demment donnent des limites qualitatives du re´gime fractal. En effet, il est facile de
voir que Λmin est proche de la longueur ` du plus petit segment de la frontie`re (valeur de
coupure infe´rieure), tandis que Λmax correspond au pe´rime`tre total Ltot de la frontie`re. Si
l’on calcule ces quantite´s pour la ge´ne´ration g = 10, on obtient : Λmin ' 2,8 · 10−5 L et
Λmax ' 55 L ce qui correspond qualitativement au plateau sur la figure 5.28b. On peut
aussi dire que les re´gions de transition sont relativement larges.
5.7.4 Exposant de corre´lation de la mesure harmonique
Arrive´ a` ce point, on doit se poser la question suivante : pourquoi notre mode`le donne-
t-il l’exposant β sous la forme simplifie´e (5.16) au lieu de l’expression (4.35) propose´e par
Halsey et Leibig et retrouve´e dans la section 4.6 ? La re´ponse comple`te a` cette question
importante est difficile, car elle ne´cessite une e´tude approfondie des ge´ne´rations d’ordre
plus e´leve´. Pour l’instant, on ne dispose pas des outils nume´riques permettant de re´aliser
cette e´tude. On se restreindra donc a` supposer que cette diffe´rence peut eˆtre lie´e a` la
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Fig. 5.28 – Impe´dance mode`le pour les diffe´rentes ge´ne´rations de la courbe de Von
Koch quadrangulaire de dimension Df = ln 5/ ln 3 : en haut, l’impe´dance spectrosco-
pique mode`le Z(g)(Λ) a` l’e´chelle logarithmique pour les ge´ne´rations g = 3 (pointille´),
g = 5 (tirets), g = 7 (demi-tirets), g = 10 (trait plein) ; en bas, l’exposant local β(Λ). Le
calcul est fait en utilisant les re´sultats nume´riques de la section 5.3. En particulier, on a
pris µ′ = (3/5)L−1 et γdir = 0.
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pre´sence des modes secondaires dont le nombre et la contribution accroisent lorsque l’on
passe aux ge´ne´rations plus e´leve´es. Bien que ces pics secondaires soient toujours regroupe´s
autour de chaque pic principal, la position et l’amplitude de chaque pic effectif peuvent
eˆtre diffe´rentes de celles donne´es par notre mode`le analytique.
Notons qu’une distinction quantitative entre la forme simplifie´e (5.16) et l’expression
(4.35) est difficile, car l’exposant de corre´lation τ(2) est assez proche de 1 (pour une
courbe dans le plan). De plus, si l’on se rappelle leur comparaison dans la section 4.6, on
voit que cette diffe´rence est assez subtile meˆme du point de vue the´orique. Nous revien-
drons sur cette discussion au chapitre 6, ou` d’autres arguments serons propose´s. On peut
toutefois dire, en re´sume´, que l’on a obtenu un mode`le analytique dont le comportement
est qualitativement correct.
A titre de perspective et en raison de l’importance du cas tridimensionnel pour les
ge´ome´tries re´elles, on peut imaginer mener une e´tude plus de´taille´e afin de repondre a`
ces questions. Plus pre´cise´ment, l’analyse the´orique du spectre de l’ope´rateur de Dirichlet-
Neumann pour diffe´rentes frontie`res devrait justifier l’expression mode`le pour les positions
et les amplitudes des pics principaux. Des simulations nume´riques pour des ge´ne´rations
d’ordre plus e´leve´ pourraient ainsi faire apparaˆıtre les relations plus claires entre le spectre
ge´ome´trique {µα, Fα} et la ge´ome´trie particulie`re de la frontie`re.
5.8 Conclusion
La justification du passage a` la limite continue a permis d’utiliser la me´thode des
e´le´ments frontie`res de´veloppe´e au chapitre 2 pour de´terminer les proprie´te´s spectrales
de l’ope´rateur de Dirichlet-Neumann, en l’approchant par l’ope´rateur d’auto-transport
brownien. Cette technique de calcul a e´te´ employe´e pour de´terminer ses proprie´te´s pour
des frontie`res irre´gulie`res.
L’e´tude des proprie´te´s spectrales de l’ope´rateur de Dirichlet-Neumann, ainsi que ses
conse´quences sur l’impe´dance, a de´bute´ en examinant des irre´gularite´s simples (pore
carre´). Nous avons montre´ que cette irre´gularite´ n’introduit qu’un seul nouveau mode
dont la contribution est significative (le mode α = 0 est toujours pre´sent). Par conse´quent,
l’impe´dance du pore carre´ peut eˆtre approche´e en ne conside´rant que ces deux modes
principaux. De plus, leurs positions, µ0 et µ1, correspondent aux inverses des e´chelles ca-
racte´ristiques de la frontie`re. Plus pre´cise´ment, µ−10 est proportionnel a` la distance entre
la frontie`re et la source, tandis que µ−11 correspond a` la taille du pore carre´.
Cette approche a e´te´ ensuite de´veloppe´e au cours de notre e´tude nume´rique des
premie`res ge´ne´rations des frontie`res de Von Koch autosimilaires. Nous avons commence´
par la courbe de Von Koch quadrangulaire de dimension Df = ln 5/ ln 3 que nous avons
analyse´e de fac¸on exhaustive. Pour quatre ge´ne´rations de cette courbe, on a de´termine´ le
spectre de l’ope´rateur de Dirichlet-Neumann (valeurs propres µα et vecteurs propres Vα),
la densite´ de la mesure harmonique Ph0 , les composantes spectrales Fα et l’impe´dance
effective Z(Λ) (e´gale a` l’impe´dance spectroscopique lorsque la source se trouve a` l’infini).
Parmi les re´sultats obtenus, on peut mentionner l’effet de localisation du spectre et l’effet
de re´duction des modes propres. En effet, nous avons vu que le spectre ge´ome´trique d’une
pre´fractale de ge´ne´ration g donne´e pre´sente g + 1 modes principaux. Regroupe´s autour
de chaque mode principal, les modes secondaires peuvent eˆtre fusionne´s en un seul pic
effectif, c’est-a`-dire que leur contribution peut eˆtre pris en compte par une modification de
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l’amplitude du pic principal. L’effet de re´duction des modes propres joue un roˆle primor-
dial pour notre e´tude du transport laplacien. Deux ((me´canismes)) sont responsables de cet
effet : les syme´tries intrinse`ques de la frontie`re (par exemple, la syme´trie par re´flexion au-
tour d’une droite verticale) et le caracte`re oscillatoire des vecteurs propres de l’ope´rateur
de Dirichlet-Neumann. L’e´tude des courbes de Von Koch ale´atoires montre que l’effet de
re´duction des modes perdure meˆme pour ces frontie`res encore plus irre´gulie`res.
Nous avons ensuite e´tudie´ deux autres courbes de Von Koch quadrangulaire de dimen-
sion Df = ln 6/ ln 4 et Df = 1,5. Pour la premie`re courbe, l’analyse a e´te´ pratiquement
identique. En revanche, la deuxie`me courbe de Von Koch pre´sente un spectre ge´ome´trique
plus complexe. En particulier, une ge´ne´ration donne´e g posse`de environ (2g + 1) modes
principaux qui peuvent eˆtre divise´s en deux se´ries de pics. Cette diffe´rence est lie´e au
fait que le ge´ne´rateur de cette courbe de Von Koch contient a` la fois un pore carre´
et une ((bosse)) carre´e. Par conse´quent, la construction ite´rative de la frontie`re cre´e des
irre´gularite´s a` la fois vers l’inte´rieur et l’exte´rieur du domaine, et conduit a` l’apparition
de plusieurs e´chelles caracte´ristiques.
Enfin, nous avons conside´re´ deux surfaces de Von Koch cubiques de dimension Df =
ln 13/ ln 3. L’e´tude actuelle concerne les deux premie`res ge´ne´rations de cette surface
(concave et convexe), ce qui est insuffisant pour en tirer des conclusions pre´cises. On ne
conside`re donc l’analyse correspondante que comme pre´liminaire et illustrative. Ne´anmoins,
la conclusion ge´ne´rale reste valable pour le cas tridimensionnel : seul un nombre re´duit
de modes propres contribuent a` l’impe´dance.
De manie`re ge´ne´rale (dans le plan R2 et dans l’espace R3), la pre´sence d’e´chelles
ge´ome´triques bien de´termine´es conduit a` une hie´rarchie de modes propres contributifs :
leurs positions (valeurs propres µα) correspondent aux e´chelles caracte´ristiques de la
frontie`re. Ce re´sultat permet d’utiliser certains arguments d’e´chelle pour e´valuer les po-
sitions et les amplitudes des pics principaux. En se fondant sur cette approximation,
nous avons de´veloppe´ un mode`le analytique de l’impe´dance spectroscopique. Sa pre´cision
a e´te´ ve´rifie´e nume´riquement pour les premie`res ge´ne´rations des frontie`res autosimi-
laires conside´re´es par comparaison avec le calcul complet (par la me´thode des e´le´ments
frontie`res). L’application de ce mode`le a` des ge´ne´rations d’ordre plus e´leve´ permet de re-
trouver le comportement de de´phasage constant de l’impe´dance dans un re´gime fractal, ou`
l’exposant β est lie´ a` la dimension fractale de la frontie`re par une relation simplifie´e (5.16)
qui ne tient pas compte de l’exposant de corre´lation de la mesure harmonique. On dispose
donc d’un mode`le analytique de l’impe´dance spectroscopique qui reproduit les comporte-
ments attendus dans les deux re´gimes (Dirichlet et Neumann), ainsi que le comportement
simplifie´ postule´ pour le re´gime fractal. En utilisant ce mode`le, on peut e´galement e´tudier
l’e´tablissement du re´gime fractal lorsque l’on augmente l’ordre de ge´ne´ration. En particu-
lier, on trouve un plateau bien marque´ correspondant a` ce re´gime a` partir de la septie`me
ge´ne´ration de la courbe de Von Koch quadrangulaire (Df = ln 5/ ln 3). Ce re´sultat montre
qu’une e´tude nume´rique directe des premie`res ge´ne´rations ne permet pas de retrouver le
comportement de de´phasage constant. Notons que, a` notre connaissance, il s’agit la` du
premier mode`le base´ sur une analyse mathe´matique approfondie du proble`me de transport
laplacien (les autres mode`les ont e´te´ de´veloppe´s empiriquement, en se fondant sur une in-
terpre´tation physique comme, par exemple, le mode`le de circuits e´quivalents simplifie´s de
Keddam et Takenouti).
En conclusion, nous avons de´veloppe´ une description continue cohe´rente des phe´no-
me`nes de transport laplacien ou` l’effet de la ge´ome´trie irre´gulie`re est explicite´ par le biais
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des proprie´te´s spectrales de l’ope´rateur de Dirichlet-Neumann. L’utilisation de cette des-
cription dans le cas des frontie`res irre´gulie`res autosimilaires conduit a` un mode`le the´orique
dans lequel l’impe´dance spectroscopique est repre´sente´e sous une forme analytique pour
n’importe quelle ge´ne´ration de la frontie`re.
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Chapitre 6
La mesure harmonique et la mesure
harmonique e´tale´e
Au chapitre 4, nous avons examine´ comment la ge´ome´trie de l’interface influe sur
les proprie´te´s du transport laplacien, a` l’aide des valeurs propres µα de l’ope´rateur de
Dirichlet-Neumann et des composantes spectrales Fα de la densite´ de la mesure harmo-
nique Ph0 dans la base des vecteurs propres Vα. La mesure harmonique, permettant de
quantifier l’accessibilite´ d’une surface au mouvement brownien, s’introduit pour de´crire
plusieurs proble`mes mathe´matiques et physiques [46, 94, 95, 97, 119, 120]. En parti-
culier, la densite´ de la mesure harmonique de´termine la distribution des charges sur
une surface me´tallique soumise a` un potentiel e´lectrique [76], la distribution des cou-
rants d’arrive´e sur une membrane, la dynamique dans des croissances hors d’e´quilibre
(comme dans le cas du DLA [146] ou pour la croissance dendritique [73]). Lorsqu’on
la conside`re sur une fractale re´gulie`re (par exemple, fractales autosimilaires), la mesure
harmonique posse`de des proprie´te´s multifractales, c’est-a`-dire que ses moments varient
avec des exposants diffe´rents lors de changements d’e´chelle (voir ci-dessous). De nom-
breuses e´tudes the´oriques et nume´riques ont e´te´ consacre´es aux proprie´te´s de cette mesure
[15, 16, 44, 56, 68, 91, 92, 97].
La mesure harmonique est associe´e au mouvement brownien simple. En e´tudiant le
passage a` la limite continue au chapitre 3, nous avons introduit un autre processus sto-
chastique dit mouvement brownien partiellement re´fle´chi. Lors de ce chapitre, nous allons
e´tudier les proprie´te´s d’une autre mesure associe´e a` ce processus, dite mesure harmonique
e´tale´e.
6.1 Comportement multifractal
Rappelons tout d’abord la de´finition de la mesure harmonique introduite au chapitre 3 :
pour un domaine Ω ⊂ Rd, on conside`re un mouvement brownien Wt issu d’un point
x0 ∈ Ω ; ce processus stochastique induit la mesure harmonique, c’est-a`-dire que pour
chaque ensemble A dans la σ-alge`bre bore´lienne B(∂Ω), sa mesure harmonique est de´finie
comme :
ω{A} = P{ WT ∈ A } , T = inf{ t > 0 :Wt ∈ ∂Ω }
(voir chapitre 3 pour les de´tails). La mesure harmonique repre´sente donc l’accessibilite´
des diffe´rentes parties de la frontie`re pour le mouvement brownien. Bien que cette mesure
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caracte´rise la frontie`re ∂Ω, elle de´pend du domaine entier Ω et du point de de´part x0.
Afin de s’abstraire de cette de´pendance, on peut conside´rer le comple´ment d’un domaine
borne´ et un mouvement brownien partant de l’infini1.
Les proprie´te´s multifractales refle`tent la variation complexe de la mesure harmonique
aux diffe´rentes e´chelles. Afin de les e´tudier, nous introduisons un recouvrement de la
frontie`re ∂Ω par un nombre fini d’ensembles compacts disjoints {Γ(δ)k } de diame`tre δ (par
exemple, des disques, sphe`res, carre´s, cubes). L’intersection ∂Ω ∩ Γ(δ)k peut eˆtre appele´e
k-ie`me e´le´ment frontie`re. A l’e´chelle δ, la mesure harmonique ω peut eˆtre repre´sente´e par
les probabilite´s pk,δ que le mouvement brownien atteigne pour la premie`re fois la frontie`re
∂Ω sur le k-ie`me e´le´ment :
pk,δ = ω{∂Ω ∩ Γ(δ)k } (6.1)
Pour plus de simplicite´, nous conside´rons un recouvrement tel que toutes les probabilite´s
pk,δ soient strictement positives. La condition de normalisation de la mesure harmonique,
ω{∂Ω} = 1, implique, pour n’importe quelle e´chelle δ :∑
k
pk,δ = 1 (6.2)
Les nombres pk,δ repre´sentent donc la distribution de probabilite´s de premier contact qui
peut eˆtre caracte´rise´e par des moments :
ζ(q,δ) =
∑
k
(
pk,δ
)q
(q ∈ R) (6.3)
En faisant varier l’e´chelle δ, on peut e´tudier le comportement de ces moments. Pour une
mesure harmonique de´finie sur une fractale re´gulie`re, on trouve que les moments ζ(q,δ)
obe´issent a` une loi de puissance lorsque δ tend vers 0 :
ζ(q,δ) ∼ δτ(q) (6.4)
ou` les τ(q) sont appele´s exposants multifractals. Ces exposants caracte´risent les proprie´te´s
d’e´chelle de la mesure harmonique. On introduit e´galement les dimensions multifractales :
Dq =
τ(q)
q − 1 (6.5)
Si la frontie`re est lisse (par exemple, deux fois diffe´rentiables), toutes les dimensions
multifractales sont e´gales a` la dimension de cette frontie`re : Dq = d − 1. Par contre,
la mesure harmonique sur une frontie`re fractale pre´sente un comportement multifractal
caracte´rise´ par des dimensions Dq diffe´rentes. Notons que l’irre´gularite´ de la frontie`re
n’est pas suffisante pour que l’on observe un comportement multifractal. Par exemple,
les dimensions multifractales de la mesure de Hausdorff de´finie sur une fractale (voir
annexe A.4) sont aussi identiques : Dq = Df , ou` Df est la dimension fractale de la
frontie`re. En revanche, la mesure harmonique n’est pas la seule mesure pre´sentant un
comportement multifractal.
1Dans ce cas, il faut faire attention a` la dimension d de l’espace : si d = 2, le mouvement brownien est
re´current, tandis que pour d > 2 il est transitoire. Notons que cette diffe´rence ne joue aucun roˆle dans
notre e´tude (voir ci-dessous).
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L’expression ge´ne´rale (6.5) pour les dimensions multifractales ne s’applique plus si l’on
cherche la dimension d’informationD1, pour q = 1. En effet, la condition de normalisation
(6.2) implique que le premier moment ζ(1,δ) est toujours e´gal a` 1, et que donc τ(1) = 0.
Ne´anmoins, la dimension d’information peut eˆtre obtenue a` partir de l’expression (6.5) si
l’on en prend la limite lorsque q tend vers 1 :
D1 = lim
q→1
τ(q)
q − 1
6.2 De´veloppement logarithmique
La connaissance des moments ζ(q,δ) de la distribution {pk,δ} a` l’e´chelle δ permet de
de´finir les exposants multifractals locaux τ(q,δ) comme :
τ(q,δ) =
ln ζ(q,δ)
ln δ
(6.6)
Lorsque l’e´chelle δ de´croˆıt vers 0, les exposants multifractals locaux τ(q,δ) tendent vers
les exposants multifractals τ(q) de la mesure harmonique :
τ(q) = lim
δ→0
τ(q,δ)
Afin d’ope´rer la limite δ → 0, il faut calculer les moments ζ(q,δ) pour n’importe quelle
valeur positive de δ, tout en tenant compte du fait que les e´chelles δ doivent exce´der la
longueur minimale ` de la ge´ne´ration pour laquelle le calcul se fait. En effet, si l’on prend
na¨ıvement la limite δ → 0 pour une pre´fractale (ge´ne´ration finie), les valeurs obtenues
de τ(q,δ) tendent vers les exposants multifractals triviaux de la mesure harmonique sur
un segment line´aire : τ0(q) = q − 1, un re´sultat sans inte´reˆt. Par conse´quent, il faut
se limiter aux e´chelles δ comprises entre la longueur minimale ` et le diame`tre L = 1.
Autrement dit, il faut effectuer la limite δ → 0 en accroissant l’ordre de ge´ne´rations afin de
garder l’ine´galite´ δ ≥ `. Or, en pratique, seules les premie`res ge´ne´rations sont accessibles
par simulations nume´riques. Il faut donc trouver un moyen de ((re´cupe´rer)) l’information
que l’on peut obtenir a` partir des premie`res ge´ne´rations afin d’en de´duire les valeurs des
exposants multifractals τ(q) de la mesure harmonique de la vraie fractale mathe´matique.
Notons que cette difficulte´ apparaˆıt de manie`re re´currente en analyse multifractale
nume´rique. En effet, on observe typiquement une convergence lente des exposants multi-
fractals locaux τ(q,δ) vers leurs valeurs limites, ce qui interdit de conside´rer les exposants
locaux, obtenus par simulations nume´riques sur les premie`res ge´ne´rations d’une fractale,
comme de bonnes approximations des exposants multifractals τ(q) de la mesure harmo-
nique de la vraie fractale mathe´matique (ge´ne´ration infinie).
Afin de re´soudre ce proble`me, nous proposons une me´thode d’extrapolation des ex-
posants multifractals locaux. Conside´rons d’abord une frontie`re lisse dans l’espace d-
dimensionnel, dont la mesure harmonique de´finie sur cette frontie`re est caracte´rise´e par
sa densite´ ω(s). Si l’e´chelle δ est suffisamment petite, la probabilite´ pk,δ peut eˆtre e´crite
pk,δ = δ
d−1ω(sk), ou` δ
d−1 repre´sente l’aire d’un voisinage e´le´mentaire de taille δ (e´le´ment
frontie`re k) situe´ pre`s d’un point frontie`re sk. Les moments ζ(q,δ) de cette distribution
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sont :
ζ(q,δ) =
∑
k
(
pk,δ
)q
= δ(d−1)(q−1)
∑
k
ωq(sk)δ
d−1
La dernie`re somme peut eˆtre re´e´crite comme une inte´grale de Riemann sur toute la
frontie`re ∂Ω :
ζ(q,δ) = δ(d−1)(q−1)

∫
∂Ω
ωq(s)ds + O(δ)


ou` le terme de correction O(δ) est au moins d’ordre δ. Par conse´quent, les exposants
multifractals locaux pour une surface lisse peuvent s’e´crire :
τ(q,δ) = (d− 1)(q − 1) + ln
∫
∂Ω
ωq(s)ds
ln δ
+O
(
δ
ln δ
)
(6.7)
Le premier terme peut eˆtre facilement identifie´ aux exposants multifractals τ(q) de la
mesure harmonique sur une surface lisse de dimension d − 1 : τ(q) = (d − 1)(q − 1). Le
deuxie`me terme est responsable de la lente de´croissance des exposants multifractals locaux
τ(q,δ) vers leurs valeurs limites τ(q). Enfin, le troisie`me terme inte´gre des corrections
supple´mentaires.
Sur une vraie fractale mathe´matique, on ne peut pas associer a` la mesure harmonique
une densite´, ce qui rend caduque l’analyse pre´ce´dente. Cependant, l’expression (6.7) peut
eˆtre utile meˆme dans ce cas. En effet, on e´met l’hypothe`se que les exposants multifractals
locaux τ(q,δ) peuvent se de´velopper sous la forme :
τ(q,δ) = τ(q) +
τlog(q)
ln δ
+O
(
δη
ln δ
)
(6.8)
ou` le premier terme est l’exposant multifractal de la mesure harmonique, le deuxie`me
terme est un terme de correction de´croissant logarithmiquement avec δ, et le troisie`me
terme de´croˆıt rapidement avec l’e´chelle δ (avec une certaine puissance η qui peut de´pendre
de q). Si l’on conside`re une pre´fractale de ge´ne´ration finie g (par exemple, de la courbe de
Von Koch), l’e´chelle minimale δ est de l’ordre de la plus petite longueur ` (par exemple, ` =
(1/3)g pour la courbe de Von Koch quadrangulaire, voir ci-dessous). On obtient donc que
le troisie`me terme dans l’expression (6.8) de´croˆıt exponentiellement lorsque l’on augmente
l’ordre de ge´ne´ration g. Notons que le coefficient τlog(q) peut eˆtre associe´ au logarithme
du moment d’ordre q de la mesure harmonique sur une vraie fractale mathe´matique.
Du point de vue pratique, ce re´sultat est tre`s important. En utilisant le de´veloppement
(6.8) sans terme de correction, il suffit de calculer seulement deux valeurs de l’exposant
multifractal local, τ(q,δ) et τ(q,δ′), pour que l’on puisse trouver sa valeur limite τ(q)
(l’exposant multifractal) : premie`rement, on de´duit la valeur du coefficient τlog(q) par :
τlog(q) ' τ(q,δ)− τ(q,δ
′)
1/ ln δ − 1/ ln δ′
deuxie`mement, on obtient la valeur limite τ(q) :
τ(q) ' τ(q,δ)− τlog(q)
ln δ
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En conclusion, l’utilisation du de´veloppement (6.8) des exposants multifractals locaux per-
met de calculer les exposants multifractals de la mesure harmonique sur une vraie fractale
(ge´ne´ration infinie) en n’effectuant des calculs que sur des pre´fractales limite´es en nombre
de ge´ne´rations. Comme le terme de correction de´croˆıt exponentiellement avec l’ordre de
ge´ne´ration g, la pre´cision des re´sultats obtenus par cette approche est remarquable.
Une analyse similaire peut s’appliquer au cas particulier de la dimension d’information
locale D1,δ associe´e a` l’entropie ζent(δ) a` l’e´chelle δ :
D1,δ = lim
q→1
τ(q,δ)
q − 1 =
ζent(δ)
ln 1/δ
ζent(δ) = −
∑
k
pk,δ ln pk,δ
Comme pre´ce´demment, pour une frontie`re lisse, on trouve que la dimension d’information
locale peut s’e´crire :
D1,δ = (d− 1) +
∫
∂Ω
ω(s) lnω(s) ds
ln δ
+O
(
δ
ln δ
)
ou` l’on peut facilement identifier la dimension d’information D1 = d − 1 de la mesure
harmonique sur une frontie`re lisse de dimension d− 1. En supposant que cette expression
reste vraie pour les fractales re´gulie`res, on obtient le de´veloppement correspondant :
D1,δ = D1 − ζent
ln δ
+O
(
δη
ln δ
)
(6.9)
De manie`re analogue, ce de´veloppement permet de calculer la valeur limite D1 avec
une bonne pre´cision en n’utilisant que des pre´fractales de ge´ne´ration finie. Le coeffi-
cient ζent peut eˆtre associe´ a` l’entropie de la mesure harmonique sur une vraie fractale
mathe´matique.
Notons que cette approche ne se restreint pas a` la mesure harmonique, et que l’on
peut tre`s bien essayer de l’utiliser pour l’analyse multifractale d’autres mesures.
Cette approche tre`s avantageuse sur le plan nume´rique ne´cessite un de´but de jus-
tification mathe´matique. Plus pre´cise´ment, il faut de´montrer l’absence d’autre termes
logarithmiques (par exemple, (ln δ)−α ou 1/ ln | ln δ|)). De plus, meˆme si le de´veloppement
(6.8) e´tait justifie´, son utilisation n’en serait pas moins de´licate dans certains cas. Ainsi,
si la puissance α dans le terme de correction e´tait tre`s proche de 0, la contribution de ce
terme pourrait eˆtre du meˆme ordre que le terme logarithmique. Il faut donc ve´rifier que le
terme de correction est vraiment ne´gligeable pour des fractales re´gulie`res. Dans la suite,
nous allons e´tudier la mesure harmonique sur la courbe de Von Koch quadrangulaire et
sur la surface de Von Koch cubique. Nous montrerons par des simulations nume´riques
que le de´veloppement des exposants multifractals locaux permet de calculer les exposants
multifractals avec une tre`s bonne pre´cision.
6.3 Me´thode des marches ale´atoires rapides
Sauf dans quelques cas particuliers, on ne peut pas calculer la mesure harmonique de
manie`re analytique. Parmi les nombreuses me´thodes nume´riques disponibles, on utilise
fre´quemment des simulations Monte Carlo que l’on peut diviser en deux groupes : les
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me´thodes dites sur re´seau et celles dites hors re´seau. Dans le premier cas, on introduit
un re´seau (par exemple, un re´seau carre´ ou cubique) dont le parame`tre a est infe´rieur
a` l’e´chelle δ a` laquelle on s’inte´resse. Les cellules du re´seau forment un recouvrement
{Γ(δ)k } de la frontie`re. Le mouvement brownien est repre´sente´ par des marches ale´atoires
sur le re´seau. Un marcheur ale´atoire partant d’un point x0 du re´seau se de´place dans le
domaine jusqu’a` un premier contact avec la frontie`re ∂Ω. En re´pe´tant cette proce´dure, on
calcule les fre´quences d’arrive´e sur les diffe´rents e´le´ments ∂Ω ∩ Γ(δ)k de la frontie`re. Dans
la limite d’un grand nombre M de re´pe´titions, la distribution des fre´quences tend vers la
distribution {pk,δ} qui repre´sente la densite´ de la mesure harmonique a` l’e´chelle δ.
Les approches sur re´seau peuvent eˆtre facilement mises en œuvre pour plusieurs do-
maines, mais elles ne sont efficaces que pour des ge´ome´tries relativement simples. En
e´tudiant des frontie`res pre´fractales, il faut que le parame`tre du re´seau a soit infe´rieur a` la
plus petite longueur de la ge´ome´trie (le plus petit ((cut-off))). Si la distance entre le point
de de´part x0 et la frontie`re ∂Ω est de l’ordre du diame`tre L de cette frontie`re, le marcheur
ale´atoire est oblige´ de faire des trajectoires tre`s longues de x0 a` ∂Ω. C’est le de´savantage
principal des approches sur re´seau.
Dans des approches hors re´seau, on remplace des longues trajectoires par un seul saut
ale´atoire. Conside´rons le mouvement brownien dans le plan partant d’un point x0. On
de´signe d(x0,∂Ω) la distance entre x0 et la frontie`re ∂Ω. Conside´rons le disque
Bx0 = { x ∈ R2 : d(x,x0) < d(x0,∂Ω) }
dont l’intersection avec la frontie`re ∂Ω est vide. Graˆce a` sa continuite´, le mouvement
brownien doit croiser le cercle ∂Bx0 afin de pouvoir atteindre la frontie`re ∂Ω. La syme´trie
par rotation du disque implique que toutes les directions sont e´quiprobables. Autrement
dit, la distribution des points de croisement est uniforme ce qui permet de remplacer une
trajectoire complexe du mouvement brownien a` l’inte´rieur du disque Bx0 par un seul saut
ale´atoire du point x0 a` un point x1 sur le cercle ∂Bx0 . En partant du nouveau point x1, on
conside`re le disque Bx1 = { x ∈ R2 : d(x,x1) < d(x1,∂Ω) }, choisit au hasard un point x2
sur le cercle ∂Bx1 , fait un saut, etc. En re´pe´tant cette proce´dure, on obtient une suite de
points ale´atoires {xn} pris sur une trajectoire brownienne. Si un nouveau point xn devient
tre`s proche de la frontie`re ∂Ω, c’est-a`-dire que la distance d(xn,∂Ω) est infe´rieure a` un
seuil donne´, on termine la simulation en e´nonc¸ant que le marcheur ale´atoire a atteint la
frontie`re ∂Ω sur un e´le´ment frontie`re le plus proche de xn. En re´pe´tant ces simulations
plusieurs fois, on obtient la distribution des fre´quences d’arrive´e sur diffe´rents e´le´ments
de la frontie`re. Lorsque le nombre de simulations tend vers l’infini, cette distribution tend
vers la distribution de probabilite´s de premier contact, soit encore la densite´ de la mesure
harmonique. L’avantage essentiel des approches hors re´seau est que chaque saut ale´atoire
se fait a` la distance la plus grande possible. Notons que cette me´thode est applicable dans
un espace de dimension d ≥ 2 quelconque (il suffit de remplacer les disques Bxn par des
hyperboules d-dimensionnelles).
Le proble`me crucial de cette approche, dite me´thode des marches ale´atoires rapides,
est la difficulte´ de de´terminer la distance entre un point x donne´ et la frontie`re ∂Ω. Pour
une frontie`re arbitraire repre´sente´e par un ensemble de points frontie`res, le seul moyen
est le calcul direct en passant en revue l’un apre`s l’autre tous ces points. Si la frontie`re
est complexe, cette proce´dure prend un temps conside´rable ce qui re´duit l’efficacite´ de
toute l’approche. Cependant, il existe des cas ou` l’on peut utiliser des proprie´te´s parti-
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rx
rx′
Fig. 6.1 – Exemple d’application des ine´galite´s (6.10) pour la troisie`me ge´ne´ration ∂Ω3
de la courbe de Von Koch quadrangulaire. La distance d(x,∂Ω3) entre le point x et la
frontie`re ∂Ω3 est supe´rieure aux distances dˆ(x,∂Ω0) = d(x,∂Ω0), dˆ(x,∂Ω1) = d(x,∂Ω1) et
dˆ(x,∂Ω2) = d(x,∂Ω2). En prenant, par exemple, la distance d(x,∂Ω0) pour la longueur des
sauts ale´atoires, on ne croise pas la frontie`re ∂Ω3. Pour le point x
′, la distance dˆ(x′,∂Ω0)
est e´gale a` 0 (car le point x′ n’appartient pas au domaine supe´rieur par rapport a` ∂Ω0,
c’est-a`-dire, au demi-espace haut). En revanche, on peut utiliser les distances dˆ(x′,∂Ω1) =
d(x′,∂Ω1) et dˆ(x
′,∂Ω2) = d(x
′,∂Ω2).
culie`res de la frontie`re. Par exemple, la distance entre un point x dans le plan et l’axe
horizontal (frontie`re plane) est e´gale a` la hauteur du point au-dessus de cet axe. L’autosi-
milarite´ d’une ge´ome´trie (pre´)fractale peut e´galement permettre de re´soudre ce proble`me
de manie`re efficace.
6.3.1 Mise en œuvre dans le cas des frontie`res de Von Koch
L’exploitation du caracte`re autosimilaire de la frontie`re va nous permettre d’acce´le´rer
de manie`re tre`s substantielle le calcul des marches ale´atoires. En principe, on n’est pas
oblige´ faire un saut ale´atoire de la longueur maximale possible, de´termine´e par la distance
entre le point de de´part et la frontie`re. La seule condition a` respecter est que le disque Bx
ne croise pas la frontie`re. Si l’on est capable d’effectuer en un temps court une estimation
infe´rieure de cette distance, on peut utiliser celle-ci comme longueur du saut ale´atoire.
Or, dans le cas des frontie`res de Von Koch, on peut mettre au point un tel algorithme.
Conside´rons la courbe de Von Koch quadrangulaire de dimension Df = ln 5/ ln 3
(Fig. 5.4). Nous rappelons que cette courbe s’obtient par une proce´dure ite´rative : a`
chaque e´tape, on remplace chaque segment line´aire par le ge´ne´rateur e´le´mentaire (premie`re
ge´ne´ration) dilate´ de manie`re approprie´e. Nous utilisons l’indice g pour distinguer les
diffe´rentes ge´ne´rations ∂Ωg de la courbe de Von Koch quadrangulaire (la ge´ne´ration ∂Ω0
repre´sente le segment line´aire d’origine). On peut imme´diatement ve´rifier que les ine´galite´s
suivantes sont valables pour n’importe quel point x :
dˆ(x,∂Ω0) ≤ dˆ(x,∂Ω1) ≤ dˆ(x,∂Ω2) ≤ ... ≤ dˆ(x,∂Ωg) (6.10)
ou` dˆ(x,∂Ωk) est e´gale a` la distance euclidienne d(x,∂Ωk) entre x et ∂Ωk si x appartient au
domaine supe´rieur par rapport a` la ge´ne´ration k, et 0 sinon. Comme le marcheur ale´atoire
ne traverse pas a` travers la frontie`re ∂Ωg (car elle est absorbante), il existe toujours au
moins une longueur non triviale dˆ(x,∂Ωk) qui peut eˆtre utilise´e pour faire un saut ale´atoire.
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Pour fixer des ide´es, suivons un exemple de trajectoire possible du marcheur ale´atoire
partant depuis une source e´loigne´e vers la ge´ne´ration g de la courbe de Von Koch qua-
drangulaire.
• Niveau 0. Le mouvement brownien part d’une source distante. Tant que la position
actuelle xn du marcheur ale´atoire est e´loigne´e de la frontie`re, on peut effectuer des
sauts ale´atoires de longueur dˆ(xn,∂Ω0) entre xn et ∂Ω0, distance e´gale a` la hauteur
du point xn au dessus de l’axe horizontal. Des conditions pe´riodiques sont prises aux
bords verticaux : si le marcheur ale´atoire arrive a` gauche du bord gauche, il apparaˆıt
dans la position correspondante pre`s du bord droit, et vice versa (autrement dit, on
conside`re un mouvement brownien sur un cylindre).
• Niveau 1. Lorsque le marcheur ale´atoire s’approche de la frontie`re, il peut entrer
dans une zone de´limite´e par les pointille´s sur la figure 6.2a. Si le marcheur ale´atoire se
trouve dans la zone nume´rote´e 0, la longueur du saut ale´atoire est e´gale a` la distance
d(x,∂Ω1) calculable explicitement. Pendant un tel saut ale´atoire, le marcheur peut :
– changer sa position en restant a` l’inte´rieur de la zone nume´rote´e 0 ; dans ce cas,
on re´pe`te le saut ;
– quitter la zone comprise dans les pointille´s ; dans ce cas, on passe au niveau 0 ;
– entrer dans l’un des petits triangles 1, 2, 3, 4 ou 5 ; dans ce cas, on passe au niveau
2.
• Niveau 2. De`s que le marcheur entre dans l’un des petits triangles, on change
l’e´chelle d’un facteur 1/3, c’est-a`-dire que l’on remplace le triangle par une zone en
pointille´s dilate´e (plus petite que celle du niveau 1 d’un facteur 1/3). Autrement
dit, de`s que l’on passe au niveau 2, on fait apparaˆıtre les de´tails ge´ome´triques de
la frontie`re ∂Ωg qui n’e´taient pas ((visibles)) au niveau 1. Comme pre´ce´demment, la
zone a` l’inte´rieur des pointille´s est compose´e d’un carre´ et de 5 petits triangles.
• Niveau k. A chaque niveau k infe´rieur a` g, on re´pe`te le sche´ma pre´ce´dent.
• Niveau ultime g. Lorsque le marcheur ale´atoire atteint le niveau g correspondant
a` la dernie`re ge´ne´ration choisie, il se de´place a` l’inte´rieur de la zone pointille´e jusqu’a`
ce que l’un de ces e´ve´nements se produise :
– soit il quitte la zone pointille´e en revenant au niveau pre´ce´dent g − 1 ; dans ce
cas, le mouvement se poursuit ;
– soit il s’approche de la frontie`re ∂Ωg a` une distance infe´rieure a` un seuil donne´ ;
dans ce cas, la simulation se termine et l’on dit alors que le marcheur ale´atoire
a atteint la frontie`re sur l’e´le´ment frontie`re le plus proche de la dernie`re position
du marcheur.
En bref, le marcheur ale´atoire, situe´ a` l’inte´rieur d’un carre´ nume´rote´ 0, ne ((voit)) qu’une
simple ge´ome´trie de premie`re ge´ne´ration ce qui permet de calculer la longueur d’un saut
de fac¸on explicite et analytique. Un saut effectue´ de´place le marcheur soit a` l’inte´rieur
de ce carre´, soit vers le niveau pre´ce´dent, soit vers le niveau suivant. A chaque e´tape
de simulation, on ne conside`re que le mouvement a` l’inte´rieur de la premie`re ge´ne´ration,
a` un facteur de dilatation pre`s. En re´sume´, cet algorithme correspond a` un de´placement
ale´atoire sur un arbre (graphe) ou` chaque branche se subdivise en 5 sous-branches. Notons
que cette approche est fortement lie´e a` la ge´ome´trie hie´rarchique de la courbe de Von Koch
quadrangulaire : pour atteindre le fond (e´le´ments frontie`res de la ge´ne´ration g), il faut
franchir successivement toutes les ge´ne´rations pre´ce´dentes. Autrement dit, l’extre´mite´ de
l’arbre est atteinte en passant par tous les niveaux de branchement a` partir de la racine.
On peut appeler cet algorithme une me´thode de marches ale´atoires rapides adapte´es a` la
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(a) (b)
Fig. 6.2 – (a) Zone pointille´e d’origine A est compose´e d’un carre´ tourne´ et de 5 petits
triangles ; (b) lorsque le marcheur ale´atoire entre dans un des petits triangles, il peut voir
les de´tails ge´ome´triques de la ge´ne´ration suivante.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
©©
A0
A1 A2 A3
A8 A4
A7 A6 A5
.
.......................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
©©
©©
©©
©©
©©
©©
©©
©©
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.A13
A9A10A11
A12
Fig. 6.3 – La premie`re ge´ne´ration de la surface de Von Koch cubique. La zone tridimen-
sionnelle A est compose´e d’une pyramide (de base carre´e L × L et de hauteur L/2) et
d’un cube (d’areˆte L/3). Cette zone est divise´e en 13 petites pyramides Ak et un volume
restant A0.
courbe de Von Koch quadrangulaire.
La surface de Von Koch cubique concave peut eˆtre traite´e de fac¸on similaire. Dans
ce cas, on conside`re une zone tridimensionnelle compose´e d’une pyramide carre´e et d’un
petit cube (Fig. 6.3). Cette zone se compose de 13 petites pyramides et d’un volume
restant. Lorsqu’un marcheur ale´atoire provenant d’une source e´loigne´e entre dans cette
zone, il a trois possibilite´s : quitter la zone en revenant au niveau 0, rester a` l’inte´rieur
de la zone (niveau 1) ou entrer dans une des petites pyramides en passant au niveau 2. A
toute la fin, le marcheur ale´atoire atteint la surface de la ge´ne´ration ∂Ωg. En re´pe´tant de
nombreuses fois cette simulation, on trouve la distribution de fre´quences d’arrive´es sur les
divers e´le´ments frontie`res. Si ce nombre de simulations M est suffisamment grand, cette
distribution est proche de la distribution de probabilite´s de premier contact, analogue de la
densite´ de la mesure harmonique. Comme pre´ce´demment, l’algorithme utilise pleinement
la structure hie´rarchique de la surface de Von Koch cubique concave. En revanche, cette
me´thode ne peut s’appliquer telle quelle a` une surface de Von Koch convexe.
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Fig. 6.4 – Recouvrement triangulaire de la courbe de Von Koch quadrangulaire : a` gauche,
5 triangles de diame`tre δ = 1/3 ; a` droite, 25 triangles de diame`tre δ = (1/3)2.
6.4 Proprie´te´s multifractales de la mesure harmo-
nique
Cette section se propose d’e´tudier nume´riquement les proprie´te´s multifractales de la
mesure harmonique sur la courbe de Von Koch quadrangulaire et sur la surface de Von
Koch cubique, a` l’aide de la me´thode des marches ale´atoires rapides adapte´es pour ces
frontie`res.
6.4.1 Courbe de Von Koch quadrangulaire
Conside´rons dix premie`res ge´ne´rations de la courbe de Von Koch quadrangulaire, dont
la taille (diame`tre) L est de´sormais prise e´gale a` 1.
Pour la ge´ome´trie particulie`re de la courbe de Von Koch quadrangulaire, il est utile
d’effectuer le recouvrement {Γ(δ)k } constitue´ des triangles de diame`tre δ (Fig. 6.4). En
utilisant la me´thode adapte´e des marches ale´atoires rapides (avec M = 1010 particules
ale´atoires pour chaque ge´ne´ration), on peut calculer la distribution {pk,δ} de probabilite´s
de premier contact pour cette courbe a` diffe´rentes e´chelles δ.
Dimension d’information
L’entropie ζent(δ) de la distribution {pk,δ} peut eˆtre calcule´e pour diffe´rentes e´chelles
δ comprises entre 1/3 et `g = (1/3)
g (voir tableau 6.1). En comparant ces valeurs pour
diffe´rentes ge´ne´rations avec une meˆme e´chelle δ, on trouve que ces entropies se stabilisent
rapidement autour d’une valeur constante lorsque l’on augmente l’ordre de ge´ne´ration g.
Cela signifie que, pour une e´chelle donne´e δ, l’apparition de nouvelles irre´gularite´s aux
e´chelles plus petites ne modifie presque pas l’entropie ζent(δ) a` l’e´chelle δ. Ce re´sultat
s’e´tend e´galement aux autres moments ζ(q,δ) d’ordre q positif. On pourrait dire sche´ma-
tiquement que, si l’on ne s’inte´resse pas aux proprie´te´s multifractales de la mesure har-
monique aux e´chelles infe´rieures a` δ, il n’y a pas de grande diffe´rence entre la ge´ne´ration
d’ordre g0 ' ln δ/ ln(1/3), une ge´ne´ration plus e´leve´e g À g0 ou la vraie fractale mathe´ma-
tique d’ordre infini.
En utilisant les valeurs de la diagonale du tableau 6.1, qui correspondent, pour une
ge´ne´ration g donne´e, a` l’e´chelle la plus petite δ = `g, on peut calculer les dimensions
d’information locales D1,`g (voir tableau 6.3). On remarque une de´croissance monotone
de ces valeurs lorsque g accroˆıt (Fig. 6.5). En utilisant le de´veloppement logarithmique
(6.9) sans terme de correction, on obtient une extrapolation line´aire de la dimension
6
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δ g = 1 g = 2 g = 3 g = 4 g = 5 g = 6 g = 7 g = 8 g = 9 g = 10
(1/3) 1,2571 1,2653 1,2682 1,2693 1,2697 1,2699 1,2699 1,2699 1,2699 1,2699
(1/3)2 2,3829 2,3950 2,3995 2,4012 2,4018 2,4020 2,4021 2,4021 2,4021
(1/3)3 3,4851 3,4988 3,5039 3,5058 3,5065 3,5068 3,5069 3,5069
(1/3)4 4,5840 4,5982 4,6036 4,6056 4,6063 4,6066 4,6067
(1/3)5 5,6825 5,6970 5,7024 5,7045 5,7052 5,7055
(1/3)6 6,7811 6,7956 6,8011 6,8031 6,8039
(1/3)7 7,8797 7,8942 7,8997 7,9018
(1/3)8 8,9783 8,9928 8,9983
(1/3)9 10,0768 10,0914
(1/3)10 11,1755
Tab. 6.1 – Entropies ζent(δ) de la distribution {pk,δ} pour dix premie`res ge´ne´rations de la courbe de Von
Koch quadrangulaire a` diffe´rentes e´chelles δ.
δ g = 1 g = 2 g = 3 g = 4 g = 5 g = 6 g = 7 g = 8 g = 9 g = 10
(1/3) 3,2774 3,2496 3,2397 3,2361 3,2347 3,2342 3,2340 3,2340 3,2339 3,2339 ×10−1
(1/3)2 1,1820 1,1688 1,1638 1,1620 1,1613 1,1611 1,1609 1,1609 1,1609 ×10−1
(1/3)3 4,3935 4,3403 4,3201 4,3126 4,3099 4,3087 4,3083 4,3082 ×10−2
(1/3)4 1,6450 1,6246 1,6168 1,6139 1,6128 1,6124 1,6123 ×10−2
(1/3)5 6,1687 6,0915 6,0623 6,0510 6,0471 6,0455 ×10−3
(1/3)6 2,3139 2,2849 2,2739 2,2698 2,2682 ×10−3
(1/3)7 8,6805 8,5715 8,5301 8,5145 ×10−4
(1/3)8 3,2563 3,2155 3,2000 ×10−4
(1/3)9 1,2216 1,2063 ×10−4
(1/3)10 4,5828 ×10−5
Tab. 6.2 – Moments ζ(2,δ) de la distribution {pk,δ} pour dix premie`res ge´ne´rations de la courbe de Von
Koch quadrangulaire a` diffe´rentes e´chelles δ. La dernie`re colonne contient les pre´facteurs pour toutes les
valeurs de la ligne correspondante.
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g = 1 g = 2 g = 3 g = 4 g = 5 g = 6 g = 7 g = 8 g = 9 g = 10
D1,`g 1,1442 1,0845 1,0574 1,0431 1,0345 1,0287 1,0246 1,0215 1,0191 1,0172
Tab. 6.3 – Dimensions d’information localesD1,`g pour diffe´rentes ge´ne´rations de la courbe
de Von Koch quadrangulaire a` la plus petite e´chelle `g = (1/3)
g.
0 0.2 0.4 0.6 0.8 1
0.95
1.00
1.05
1.10
1.15
1.20
g−1 
D1, l  g 
Fig. 6.5 – La droite de re´gression line´aire (6.11), avec D1 = 1,0000 et ζent = 0,1896
(ligne en trait plein), est en excellent accord avec les dimensions d’information locales du
tableau 6.3 (cercles) a` partir de la troisie`me ge´ne´ration.
d’information locale D1,`g en inverse de l’ordre g :
D1,`g ' D1 +
1
g
ζent
ln 3
(6.11)
On effectue la re´gression line´aire sur les donne´es de la figure 6.5 (tableau 6.3) pour les
ge´ne´rations d’ordre g compris entre 5 et 10, ce qui nous donne les coefficients D1 et ζent :
D1 = 1,0000± 0,0001 ζent = 0,1896 (6.12)
(voir la section 6.4.3 et l’annexe A.8 pour l’estimation de la barre d’erreur).
On trouve une remarquable similitude entre la valeur nume´rique de la dimension d’in-
formation et la valeur the´orique D1 = 1 pre´dite par le the´ore`me de Makarov [91]. Cet
excellent accord justifie l’expression (6.11) et de´montre a posteriori l’applicabilite´ de toute
la me´thode.
Dimension de corre´lation
De manie`re similaire, on peut e´tudier n’importe quel moment ζ(q,δ) de la distribution
probabiliste {pk,δ} sur diffe´rentes ge´ne´rations aux diffe´rentes e´chelles δ. La dimension de
corre´lation D2 = τ(2) est particulie`rement importante pour les phe´nome`nes de transport
laplacien, ce que nous avons vu aux chapitres 4 et 5. Le tableau 6.2 montre les moments
ζ(2,δ) a` diffe´rentes e´chelles δ comprises entre 1/3 et `g = (1/3)
g.
Comme pre´ce´demment, en prenant les valeurs de la diagonale du tableau 6.2, qui
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g = 1 g = 2 g = 3 g = 4 g = 5 g = 6 g = 7 g = 8 g = 9 g = 10
τ(2,`g) 1,0154 0,9719 0,9482 0,9347 0,9263 0,9207 0,9166 0,9136 0,9113 0,9094
Tab. 6.4 – Exposants de corre´lation locaux τ(2, `g) pour diffe´rentes ge´ne´rations de la
courbe de Von Koch quadrangulaire a` la plus petite e´chelle `g = (1/3)
g.
0 0.2 0.4 0.6 0.8 1
0.85
0.90
0.95
1.00
1.05
1.10
g−1 
τ(2, l )g 
Fig. 6.6 – La droite de re´gression line´aire (6.13), avec τ(2) = 0,8925 et τlog(2) = −0,1859
(ligne en trait plein), est en excellent accord avec les exposants de corre´lation locaux du
tableau 6.3 (cercles) a` partir de la troisie`me ge´ne´ration.
correspondent a` l’e´chelle la plus petite `g = (1/3)
g pour une ge´ne´ration donne´e g, on
calcule les exposants multifractals locaux τ(2, `g) pre´sente´es dans le tableau 6.4. En
utilisant le de´veloppement logarithmique (6.9) sans terme de correction, on obtient une
extrapolation line´aire en inverse de l’ordre g :
τ(2, `g) ' τ(2) + 1
g
τlog(2)
ln 1/3
(6.13)
On effectue la re´gression line´aire sur les donne´es de la figure 6.6 (tableau 6.4) pour les
ge´ne´rations d’ordre compris entre 5 et 10, ce qui nous donne les coefficients τ(2) et τlog(2) :
τ(2) = 0,8925± 0,0001 τlog(2) = −0,1859 (6.14)
Longueur de la zone active de Dirichlet
Les donne´es du tableau 6.2 permettent de calculer directement la longueur de la zone
active de Dirichlet [36, 126, 129], de´finie par Sapoval comme l’inverse du deuxie`me moment
de la mesure harmonique (normalise´ par la longueur du plus petit segment). Dans notre
cas, on utilise la plus petite e´chelle δ = `g pour la ge´ne´ration conside´re´e : `g = (1/3)
g. En
prenant les valeurs du deuxie`me moment ζ(2,δ) de la diagonale du tableau 6.2, on obtient
les longueurs de la zone active de Dirichlet pre´sente´es dans le tableau 6.5 :
Ldir =
`g
ζ(2, `g)
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g = 1 g = 2 g = 3 g = 4 g = 5 g = 6 g = 7 g = 8 g = 9 g = 10
Ldir 1,0171 0,9400 0,8430 0,7505 0,6671 0,5928 0,5268 0,4681 0,4159 0,3695
Ltot 1,67 2,78 4,63 7,72 12,86 21,43 35,72 59,54 99,23 165,38
Tab. 6.5 – Longueurs de la zone active de Dirichlet pour dix premie`res ge´ne´rations de la
courbe de Von Koch quadrangulaire. Ces longueurs varient lentement selon la loi de puis-
sance Ldir ∼ `1−τ(2). Les pe´rime`tres correspondants sont pre´sente´s pour la comparaison.
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Fig. 6.7 – Longueurs de la zone active de Dirichlet pour six ge´ne´rations de la courbe
de Von Koch quadrangulaire. Ces longueurs suivent une loi de puissance avec l’exposant
1− τ(2), ou` τ(2) = 0,8925. Le pre´facteur est e´gal a` 1,2040.
On remarque une lente de´croissance de ces longueurs lorsque l’ordre de ge´ne´ration g aug-
mente. La figure 6.7 fait apparaˆıtre une loi de puissance Ldir ∼ `1−τ(2), avec un exposant
de corre´lation τ(2) = 0,8925.
Rappelons en outre que la longueur de la zone active de Dirichlet Ldir caracte´rise
le comportement asymptotique de l’impe´dance spectroscopique a` la limite de Dirichlet
lorsque Λ tend vers 0 (c’est-a`-dire, la limite des hautes fre´quences, voir le chapitre 4).
Me´thode des boˆıtes
Les donne´es du tableau 6.2 permettent de ve´rifier une autre me´thode fre´quemment
utilise´e pour calculer les dimensions multifractales, appele´e me´thode des boˆıtes. On fixe
la ge´ne´ration la plus e´leve´e que l’on peut traiter par simulations nume´riques (dans notre
cas, la ge´ne´ration g = 10). On calcule ensuite les moments ζ(q,δ) a` diffe´rentes e´chelles
δ (voir l’avant-dernie`re colonne du tableau 6.2). La variation des moments ζ(q,δ) avec
δ permet de calculer les valeurs nume´riques des exposants multifractals. En effet, si les
moments suivent une loi de puissance, on obtient les exposants correspondants en prenant
la de´rive´e logarithmique :
τb(q,δ) =
∂ ln ζ(q,δ)
∂ ln δ
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Fig. 6.8 – Exposant de corre´lation τb(2,δ) de´termine´ par la me´thode des boˆıtes pour la
ge´ne´ration g = 10. La ligne droite repre´sente la valeur τ(2) = 0,8925 obtenue par le
de´veloppement logarithmique (6.13).
Nume´riquement, on approche cette de´rive´e par une diffe´rence finie pour deux valeurs
voisines δ′ et δ′′ :
τb(q,δ) ' ln ζ(q,δ
′)− ln ζ(q,δ′′)
ln δ′ − ln δ′′ δ '
√
δ′δ′′
En particulier, pour calculer l’exposant de corre´lation τb(2,δ), pre´sente´ dans la figure 6.8,
on prend les valeurs successives dans l’avant-dernie`re colonne du tableau 6.2.
On voit que l’accord obtenu entre ces valeurs et τ(2) = 0,8925 est bon. Cependant,
cet accord ne se re´alise que pour une gamme limite´e d’e´chelles. En effet, le calcul des
exposants multifractals locaux est soumis a` deux contraintes difficilement compatibles :
– la frontie`re, conside´re´e a` l’e´chelle donne´e δ, doit eˆtre une pre´fractale de ge´ne´ration
suffisamment e´leve´e (pour qu’elle soit compose´e d’un nombre assez grand de seg-
ments e´le´mentaires et que les proprie´te´s multifractales de la mesure harmonique se
manifestent proprement) ;
– chaque ((partie)) de taille δ doit eˆtre e´galement une pre´fractale d’une ge´ne´ration
suffisamment e´leve´e (pour que le calcul de la probabilite´ d’arrive´e sur cette partie
soit suffisamment pre´cis) ;
On voit donc qu’aux petites e´chelles (δ ∼ `g), la deuxie`me condition n’est pas satisfaite
et τb(2,δ) de´croˆıt, tandis qu’aux grandes e´chelles (δ ∼ L), la premie`re condition n’est plus
remplie et τb(2,δ) croˆıt. Ceci explique la gamme relativement limite´e sur laquelle on peut
observer le comportement multifractal.
Notons que l’apparition du plateau, observe´ sur la figure 6.8, demande des simulations
tre`s importantes en temps de calcul pour la ge´ne´ration g = 10. Ce plateau, correspon-
dant a` la valeur limite τ(2) = 0,8925, se manifeste de manie`re moins explicite pour des
ge´ne´rations moins e´leve´es. Par conse´quent, l’utilisation de la me´thode des boˆıtes pour
une ge´ne´ration peu e´leve´e (par exemple, g = 5) ne permet pas d’obtenir avec pre´cision
les exposants multifractals. Ce fait explique tre`s probablement les valeurs τ(2) comprises
entre 0,92 et 0,96 trouve´es dans la litte´rature pour l’exposant de corre´lation de la mesure
harmonique sur des courbes de Von Koch [80, 98, 117]. Le de´veloppement logarithmique
204 6 La mesure harmonique et la mesure harmonique e´tale´e
q Dq q Dq q Dq q Dq q Dq
0,1 1,3535 2,1 0,8867 4,1 0,8147 6,1 0,7686 8,1 0,7374
0,2 1,3041 2,2 0,8814 4,2 0,8120 6,2 0,7667 8,2 0,7362
0,3 1,2524 2,3 0,8764 4,3 0,8093 6,3 0,7648 8,3 0,7350
0,4 1,2017 2,4 0,8717 4,4 0,8067 6,4 0,7630 8,4 0,7339
0,5 1,1547 2,5 0,8673 4,5 0,8042 6,5 0,7612 8,5 0,7327
0,6 1,1131 2,6 0,8631 4,6 0,8017 6,6 0,7595 8,6 0,7316
0,7 1,0773 2,7 0,8591 4,7 0,7992 6,7 0,7578 8,7 0,7305
0,8 1,0471 2,8 0,8553 4,8 0,7968 6,8 0,7561 8,8 0,7295
0,9 1,0215 2,9 0,8516 4,9 0,7944 6,9 0,7545 8,9 0,7284
1,0 1,0000 3,0 0,8481 5,0 0,7920 7,0 0,7529 9,0 0,7274
1,1 0,9817 3,1 0,8446 5,1 0,7897 7,1 0,7513 9,1 0,7264
1,2 0,9660 3,2 0,8413 5,2 0,7874 7,2 0,7498 9,2 0,7255
1,3 0,9525 3,3 0,8381 5,3 0,7852 7,3 0,7483 9,3 0,7245
1,4 0,9407 3,4 0,8349 5,4 0,7829 7,4 0,7468 9,4 0,7236
1,5 0,9303 3,5 0,8318 5,5 0,7808 7,5 0,7454 9,5 0,7227
1,6 0,9211 3,6 0,8288 5,6 0,7786 7,6 0,7440 9,6 0,7218
1,7 0,9129 3,7 0,8259 5,7 0,7766 7,7 0,7426 9,7 0,7209
1,8 0,9055 3,8 0,8230 5,8 0,7745 7,8 0,7413 9,8 0,7201
1,9 0,8987 3,9 0,8202 5,9 0,7725 7,9 0,7400 9,9 0,7192
2,0 0,8925 4,0 0,8174 6,0 0,7705 8,0 0,7387 10,0 0,7184
Tab. 6.6 – Dimensions multifractales de la mesure harmonique sur la courbe de Von Koch
quadrangulaire.
(6.13), en revanche, donne des re´sultats pre´cis meˆme pour des ge´ne´rations peu e´leve´es.
Autres dimensions multifractales
Une fois la distribution {pk,δ} est obtenue pour une e´chelle δ donne´e, on peut e´tudier
le comportement de n’importe quel moment ζ(q,δ). De manie`re identique, on calcule
d’abord les exposants locaux τ(q,δ). On utilise ensuite l’extrapolation (6.13) pour trouver
les exposants multifractals τ(q) ou les dimensions multifractales Dq = τ(q)/(q − 1) de la
mesure harmonique. A titre d’exemple, nous avons calcule´ ces dimensions pour q compris
entre 0,1 et 10,0 (voir tableau 6.6). La de´pendance de Dq par rapport a` q est montre´e
sur la figure 6.9. Pour comparaison, nous pre´sentons sur la meˆme figure les dimensions
multifractales Dperq de la percolation bidimensionnelle dont les valeurs ont e´te´ calcule´es
analytiquement par Duplantier [23–26] :
Dperq =
1
2
+
5√
24q + 1 + 5
Rappelons que l’amas de percolation bidimensionnel constitue une courbe fractale ale´atoire
tre`s irre´gulie`re. On observe tout d’abord le point d’intersection a` D1 = 1, conforme´ment
au the´ore`me de Makarov. On voit que la de´pendance des dimensions multifractales Dq de
la courbe de Von Koch quadrangulaire par rapport a` q ressemble qualitativement celle de
la percolation bidimensionnelle.
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Fig. 6.9 – Dimensions multifractales Dq de la mesure harmonique sur la courbe de Von
Koch quadrangulaire (ligne en trait plein). Pour comparaison, les dimensions multifrac-
tales Dperq dans le cas de la percolation bidimensionnelle sont pre´sente´es (tirets). On
observe le point d’intersection D1 = 1, conforme au the´ore`me de Makarov.
Spectre multifractal
Les exposants multifractals τ(q) caracte´risent la fac¸on dont comment les diffe´rents
moments ζ(q) de la mesure harmonique varient avec le changement d’e´chelle δ. Il est aussi
commode de conside´rer leurs variables ((conjugue´es)) qui s’obtiennent par la transformation
de Legendre2
α =
dτ(q)
dq
f(α) = q α− τ(q) (6.15)
L’inversion de la premie`re relation permet de repre´senter q comme une fonction de α que
l’on substitue dans la deuxie`me relation. La de´pendance f(α) est appele´e spectre multi-
fractal de la mesure harmonique. Si ∂Ω est une fractale re´gulie`re, il est facile de montrer
que f(α) est la dimension de Hausdorff d’un sous-ensemble ∂Ωα de ∂Ω sur lequel la me-
sure harmonique varie avec un exposant α dans le changement d’e´chelle. L’importance du
spectre multifractal tient au fait que l’on peut repre´senter une fractale re´gulie`re comme
la re´union des sous-ensembles ∂Ωα,
∂Ω =
⋃
α
∂Ωα
le comportement caracte´ristique de la mesure harmonique sur chaque sous-ensemble ∂Ωα
e´tant alors connu.
Le calcul du spectre multifractal pour une fractale donne´e est de meˆme complexite´ que
le calcul des exposants multifractals : en connaissant la fonction τ(q), on peut de´terminer
f(α) par la transformation de Legendre (6.15), et vice versa. Il faut cependant signaler
que la de´rivation nume´rique de τ(q) re´duit la pre´cision de manie`re importante. Pour e´viter
2Le formalisme pre´sente´ dans cette sous-section est fre´quemment appele´ analyse multifractale naˆıve
car la plupart d’objets conside´re´s sont introduits suivant l’intuition physique plutoˆt que le raisonnement
mathe´matique pre´cis. Cependant, si l’on e´tudie des fractales re´gulie`res (voir l’annexe A.5), on peut justifier
ce formalisme rigoureusement (voir, par exemple, [30, 92]).
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cela, nous allons utiliser une autre me´thode.
L’astuce que nous allons employer exploite le fait que la de´pendance des exposants
multifractals locaux τ(q,δ) par rapport a` l’ordre q et a` l’e´chelle δ peut eˆtre conside´re´e
se´pare´ment pour chaque variable. Autrement dit, comme le de´veloppement logarithmique
(6.8) par rapport a` l’e´chelle δ est valable pour n’importe quel ordre q, on peut prendre la
de´rive´e par rapport a` cette variable, ce qui nous donne :
dτ(q,δ)
dq
=
dτ(q)
dq
+
1
ln δ
dτlog(q)
dq
+O
(
δη
)
Si l’on appelle le terme a` gauche α(q,δ), on obtient l’extrapolation line´aire pour cet ex-
posant local (en ne´gligeant le terme de correction) :
α(q,δ) ' α(q) + αlog(q)
ln δ
(6.16)
αlog(q) e´tant une constante (e´gale a` dτlog/dq). La substitution de ce de´veloppement et de
celui pour l’exposant τ(q,δ) dans la deuxie`me expression (6.15) conduit a` un de´veloppement
logarithmique pour la fonction f(q) = f(α(q)) :
f(q,δ) ' f(q) + flog(q)
ln δ
(6.17)
ou` la fonction local f(q,δ) est de´finie par :
f(q,δ) = qα(q,δ)− τ(q,δ) (6.18)
Nous pre´fe´rons utiliser cette e´criture parame´trique en exprimant α et f(α) comme des
fonctions de l’ordre q, qui devient dans ce cas un parame`tre. Nous avons donc montre´ que le
spectre multifractal (α(q),f(q)) peut eˆtre approche´ par un de´veloppement logarithmique
(sans termes correctifs). On s’attend donc a priori a` calculer ce spectre avec la meˆme
pre´cision que pour les exposants multifractals.
Il nous reste a` expliciter le spectre multifractal local (α(q,δ),f(q,δ). La de´rive´e de
τ(q,δ) par rapport a` q est simplement :
α(q,δ) =
1
ζ(q,δ) ln δ
∑
k
pqk ln pk (6.19)
Cette expression montre que nous disposons donc d’un outil nume´rique efficace pour
calculer le spectre multifractal a` partir de la distribution {pk} a` diffe´rentes e´chelles δ.
Notons que nos arguments ((a` la main)) simplifient le raisonnement de Chhabra et
Jensen [19]. Leur de´monstration plus rigoureuse justifie le passage a` la limite δ → 0 des
spectres locaux pour obtenir le spectre multifractal :
α(q) = lim
δ→0
α(q,δ) α(q,δ) =
dτ(q,δ)
dq
f(q) = lim
δ→0
f(q,δ) f(q,δ) = qα(q,δ)− τ(q,δ)
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L’avantage essentiel de notre approche tient a` ce que nous avons e´tabli le de´veloppement
logarithmique pour ces caracte´riques, ce qui nous permet de les calculer avec une tre`s
bonne pre´cision. Le tableau 6.7 pre´sente les valeurs α(q) et f(q) obtenues par re´gression
line´aire. La de´pendance f(α) est montre´e en figure 6.10. Pour comparaison, nous pre´sentons
e´galement le spectre multifractal fper(α) de la mesure harmonique pour la percolation qui
a e´te´ obtenu analytiquement par Duplantier [23–26] :
fper(α) =
25
48
(
3− 1
2α− 1
)
− α
24
(
αper(q) =
1
2
+
5
2
1√
24q + 1
)
On peut formuler les remarques suivantes :
• Le spectre multifractal f(α) de la mesure harmonique pour la courbe de Von Koch
quadrangulaire atteint son maximum Df = ln 5/ ln 3 lorsque le parame`tre q tend
vers 0 (le maximum pour la percolation est Df = 4/3) ;
• La limite q tendant vers l’infini correspond au point minimal αmin. Comme les
moments d’ordre q large sont tre`s sensibles a` la pre´cision de la distribution {pk},
obtenue nume´riquement, la de´termination pre´cise de αmin est difficile. Ne´anmoins,
on peut constater qu’elle est infe´rieure a` 0,65 (restant suffisamment proche de cette
valeur). Pour la percolation, αmin s’obtient comme la solution minimale de l’e´quation
quadratique fper(α) = 0 : αmin = 19− 4
√
21 ' 0.6697 ;
• Dans les deux cas, le spectre multifractal passe a` travers le point (1,1) en raison au
the´ore`me de Makarov ;
• Le spectre multifractal pre´sente ge´ne´ralement une forme de cloche dont les parties
((gauche)) et ((droite)) sont de´termine´es respectivement par les moments d’ordre po-
sitif et ne´gatif. Nous ne pre´sentons pas la partie ((droite)) du spectre f(α) car les
moments ne´gatifs sont essentiellement domine´s par les plus petites probabilite´s dont
la pre´cision est mauvaise.
• La partie ((gauche)) est en bon accord avec l’e´tude ante´rieure de Evertsz et Mandel-
brot [29].
En re´sume´, nous avons calcule´ nume´riquement le spectre multifractal f(α) de la mesure
harmonique sur la courbe de Von Koch quadrangulaire.
6.4.2 Surface de Von Koch cubique concave
Des simulations nume´riques similaires ont e´te´ effectue´es pour six premie`res ge´ne´rations
g de la surface de Von Koch cubique concave, de dimension fractale Df = ln 13/ ln 3 ≈
2,3347. De nouveau, nous avons utilise´ la me´thode des marches ale´atoires rapides adapte´e
a` la surface de Von Koch cubique (avec M = 1010 particules ale´atoires pour chaque
ge´ne´ration) afin de calculer la distribution {pk,δ} de probabilite´s de premier contact aux
diffe´rentes e´chelles δ.
Dimension d’information
En fait, le calcul pre´ce´dent de la dimension d’information dans le cas bidimensionnel
n’a e´te´ re´alise´ que pour ve´rifier la validite´ de la me´thode, car l’on savait de´ja` par le
the´ore`me de Makarov que la valeur exacte e´tait D1 = 1. La situation est comple`tement
diffe´rente dans le cas tridimensionnel. On peut mentionner deux re´sultats mathe´matiques
importants :
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q α(q) f(q) q α(q) f(q) q α(q) f(q) q α(q) f(q)
0,1 1,7790 1,3961 2,1 0,8260 0,7592 4,1 0,7308 0,4707 6,1 0,6709 0,1725
0,2 1,7127 1,3858 2,2 0,8197 0,7456 4,2 0,7268 0,4542 6,2 0,6691 0,1613
0,3 1,6146 1,3611 2,3 0,8137 0,7322 4,3 0,7229 0,4377 6,3 0,6673 0,1506
0,4 1,4971 1,3199 2,4 0,8081 0,7190 4,4 0,7191 0,4212 6,4 0,6657 0,1403
0,5 1,3770 1,2659 2,5 0,8027 0,7058 4,5 0,7154 0,4047 6,5 0,6642 0,1305
0,6 1,2678 1,2059 2,6 0,7976 0,6927 4,6 0,7118 0,3882 6,6 0,6628 0,1212
0,7 1,1761 1,1465 2,7 0,7926 0,6794 4,7 0,7083 0,3719 6,7 0,6614 0,1123
0,8 1,1026 1,0915 2,8 0,7877 0,6661 4,8 0,7049 0,3557 6,8 0,6602 0,1038
0,9 1,0449 1,0426 2,9 0,7829 0,6525 4,9 0,7016 0,3396 6,9 0,6590 0,0957
1,0 1,0000 1,0000 3,0 0,7783 0,6387 5,0 0,6984 0,3238 7,0 0,6579 0,0881
1,1 0,9648 0,9631 3,1 0,7737 0,6247 5,1 0,6953 0,3083 7,1 0,6569 0,0809
1,2 0,9370 0,9312 3,2 0,7691 0,6104 5,2 0,6923 0,2930 7,2 0,6559 0,0741
1,3 0,9147 0,9034 3,3 0,7647 0,5959 5,3 0,6895 0,2780 7,3 0,6550 0,0677
1,4 0,8966 0,8789 3,4 0,7602 0,5811 5,4 0,6867 0,2634 7,4 0,6542 0,0616
1,5 0,8816 0,8572 3,5 0,7559 0,5660 5,5 0,6841 0,2492 7,5 0,6535 0,0559
1,6 0,8690 0,8377 3,6 0,7515 0,5506 5,6 0,6816 0,2353 7,6 0,6527 0,0506
1,7 0,8582 0,8199 3,7 0,7473 0,5350 5,7 0,6792 0,2219 7,7 0,6521 0,0456
1,8 0,8487 0,8034 3,8 0,7431 0,5192 5,8 0,6770 0,2089 7,8 0,6515 0,0409
1,9 0,8404 0,7879 3,9 0,7389 0,5032 5,9 0,6748 0,1963 7,9 0,6509 0,0365
2,0 0,8329 0,7733 4,0 0,7348 0,4870 6,0 0,6728 0,1842 8,0 0,6504 0,0324
Tab. 6.7 – Spectre multifractal de la mesure harmonique sur la courbe de Von Koch
quadrangulaire.
0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.5
1
1.5
α
f(α) 
Fig. 6.10 – Spectre multifractal f(α) de la mesure harmonique sur la courbe de Von Koch
quadrangulaire (ligne en trait plein). Pour comparaison, le spectre fper(α) dans le cas de
la percolation bidimensionnelle est pre´sente´ (tirets). On observe le point d’intersection
f(1) = 1, conforme au the´ore`me de Makarov.
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δ g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
(1/3) 2,2868 2,2878 2,2882 2,2883 2,2884 2,2884
(1/3)2 4,5196 4,5210 4,5215 4,5217 4,5218
(1/3)3 6,7321 6,7336 6,7343 6,7345
(1/3)4 8,9386 8,9402 8,9409
(1/3)5 11,1433 11,1450
(1/3)6 13,3473
Tab. 6.8 – Entropie ζent(δ) de la distribution {pk,δ} pour six premie`res ge´ne´rations de la
surface de Von Koch cubique a` diffe´rentes e´chelles δ.
g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
D1,`g 2,0815 2,0569 2,0426 2,0341 2,0286 2,0249
Tab. 6.9 – Dimensions d’information locales D1,`g pour diffe´rentes ge´ne´rations de la sur-
face de Von Koch cubique a` la plus petite e´chelle `g = (1/3)
g.
1. Le the´ore`me de Bourgain e´tablit que la dimension d’information de la mesure har-
monique dans R3 est strictement infe´rieure a` 3 (voir [12]) ;
2. Le contre-exemple de Wolff montre qu’il existe une fractale re´gulie`re pour laquelle
la dimension d’information est strictement supe´rieure a` 2 (voir [148]).
En particulier, l’extension na¨ıve du the´ore`me de Makarov a` l’espace tridimensionnel, qui
e´tablirait que D1 e´gale a` 2, est fausse. Il est ne´anmoins important de savoir si la dimension
d’information de la mesure harmonique sur des fractales autosimilaires (comme la surface
de Von Koch) est tre`s diffe´rente de la valeur D1 = 2 des surfaces lisses.
Dans le cas tridimensionnel, la simulation nume´rique du transport diffusif vers une
fractale arbitraire de ge´ne´ration suffisamment e´leve´e pre´sente de nombreuses difficulte´s.
Dans ce cas, l’utilisation de la me´thode des marches ale´atoires rapides adapte´es a` la
surface de Von Koch cubique permet de calculer les dimensions d’information locales
pour les premie`res ge´ne´rations. Ensuite, l’application du de´veloppement logarithmique
(6.11) permet de calculer la dimension d’information de la mesure harmonique sur la
surface de Von Koch cubique avec une bonne pre´cision.
Le tableau 6.8 montre l’entropie ζent(δ), calcule´e pour des diffe´rentes ge´ne´rations a` des
e´chelles δ comprises entre 1/3 et `g = (1/3)
g. En prenant les valeurs de la diagonale du
tableau 6.8, qui correspondent a` la plus petite e´chelle `g = (1/3)
g pour une ge´ne´ration g
donne´e, on calcule les dimensions d’information localesD1,`g pre´sente´es dans le tableau 6.9.
Comme pre´ce´demment, on remarque une de´croissance monotone de ces valeurs, mont-
re´es sur la figure 6.11, que l’on peut ajuster par l’expression (6.11). La re´gression line´aire
(sans avoir pris en compte trois premie`res ge´ne´rations) apporte les coefficients correspon-
dants :
D1 = 2,0065± 0,0004 ζent = 0,1210 (6.20)
Comme nous l’avons vu plus haut, il n’y a pas de raisons mathe´matiques a` ce que la
dimension d’information soit e´gale pre´cise´ment a` 2. La qualite´ du de´veloppement loga-
rithmique (6.11) dans le cas bidimensionnel nous permet d’affirmer que 2,0065 est bien
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Fig. 6.11 – La droite de re´gression line´aire (6.11), avec D1 = 2,0065 et ζent = 0,1210
(ligne en trait plein), est en excellent accord avec les dimensions d’information locales du
tableau 6.9 (cercles) a` partir de la troisie`me ge´ne´ration.
δ g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
(1/3) 1,0951 1,0942 1,0938 1,0937 1,0936 1,0936 ×10−1
(1/3)2 1,2244 1,2230 1,2224 1,2221 1,2220 ×10−2
(1/3)3 1,3943 1,3925 1,3917 1,3914 ×10−3
(1/3)4 1,6047 1,6025 1,6015 ×10−4
(1/3)5 1,8570 1,8544 ×10−5
(1/3)6 2,1553 ×10−6
Tab. 6.10 – Moments ζ(2,δ) de la distribution {pk,δ} pour six premie`res ge´ne´rations de
la surface de Von Koch cubique a` diffe´rentes e´chelles δ. La dernie`re colonne contient le
pre´facteur des valeurs de la ligne correspondante.
la valeur de la dimension d’information de la mesure harmonique pour la surface de Von
Koch cubique concave.
Dimension de corre´lation et aire de la zone active de Dirichlet
Comme pre´ce´demment, nous nous concentrons sur la dimension de corre´lation D2 =
τ(2). Les autres dimensions multifractales peuvent eˆtre calcule´es de la meˆme manie`re.
Le tableau 6.10 contient les deuxie`mes moments ζ(2,δ). En prenant les e´le´ments diago-
naux, on calcule les valeurs nume´riques de l’exposant de corre´lation pre´sente´es dans le
tableau 6.11 et montre´e sur la figure 6.12. La re´gression line´aire (sans avoir pris en compte
trois premie`res ge´ne´rations) permet d’obtenir les coefficients du de´veloppement (6.13) :
τ(2) = 1,9618± 0,0015 τlog(2) = −0,1166 (6.21)
Le tableau 6.12 contient les aires de la zone active de Dirichlet, calcule´es par la relation
suivante :
Sdir =
`2g
ζ(2, `g)
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g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
τ(2, `g) 2,0132 2,0038 1,9951 1,9883 1,9832 1,9794
Tab. 6.11 – Exposants de corre´lation locaux τ(2,δ) pour diffe´rentes ge´ne´rations a` la plus
petite e´chelle `g = (1/3)
g.
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Fig. 6.12 – La droite de re´gression line´aire (6.13), avec τ(2) = 1,9618 et τlog(2) = −0,1166
(ligne en trait plein), est en excellent accord avec les exposants de corre´lation locaux du
tableau 6.11 (cercles), a` partir de la quatrie`me ge´ne´ration.
ou` `g est la longueur de l’areˆte de la plus petite face pour une ge´ne´ration donne´e : `g =
(1/3)g. On trouve une lente de´croissance de ces valeurs lorsque l’ordre de ge´ne´ration g
augmente.
Autres dimensions multifractales et spectre multifractal
Une fois la distribution {pk,δ} obtenue pour l’e´chelle δ donne´e, on peut e´tudier le
comportement de n’importe quel moment ζ(q,δ). A titre d’exemple, nous avons calcule´
les dimensions multifractales Dq de la mesure harmonique sur la surface de Von Koch
cubique pour q compris entre 0,1 et 10,0 (voir tableau 6.13). La de´pendance de Dq par
rapport a` q, montre´e sur la figure 6.13, pre´sente un comportement le´ge`rement diffe´rent
du cas bidimensionnel (comparer avec la figure 6.9).
La connaissance de la distribution {pk} permet e´galement de calculer le spectre mul-
tifractal f(α) de la mesure harmonique sur la surface de Von Koch cubique. Comme
pre´ce´demment, nous le calculons a` l’aide du de´veloppement logarithmique (6.16), (6.17)
g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
Sdir 1,0146 1,0083 0,9839 0,9498 0,9120 0,8731
Stot 1,4444 2,0864 3,0137 4,3531 6,2879 9,0825
Tab. 6.12 – Aires de la zone active de Dirichlet pour six premie`res ge´ne´rations de la
surface de Von Koch cubique. L’aire totale est donne´e pour comparaison.
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q Dq q Dq q Dq q Dq q Dq
0,1 2,1947 2,1 1,9590 4,1 1,9086 6,1 1,8515 8,1 1,8031
0,2 2,1630 2,2 1,9564 4,2 1,9059 6,2 1,8487 8,2 1,8012
0,3 2,1305 2,3 1,9538 4,3 1,9031 6,3 1,8459 8,3 1,7993
0,4 2,1010 2,4 1,9512 4,4 1,9004 6,4 1,8432 8,4 1,7974
0,5 2,0760 2,5 1,9487 4,5 1,8976 6,5 1,8405 8,5 1,7956
0,6 2,0556 2,6 1,9463 4,6 1,8947 6,6 1,8378 8,6 1,7939
0,7 2,0392 2,7 1,9438 4,7 1,8919 6,7 1,8352 8,7 1,7922
0,8 2,0260 2,8 1,9414 4,8 1,8890 6,8 1,8326 8,8 1,7905
0,9 2,0153 2,9 1,9390 4,9 1,8861 6,9 1,8301 8,9 1,7889
1,0 2,0065 3,0 1,9366 5,0 1,8832 7,0 1,8276 9,0 1,7873
1,1 1,9992 3,1 1,9342 5,1 1,8803 7,1 1,8251 9,1 1,7857
1,2 1,9929 3,2 1,9317 5,2 1,8774 7,2 1,8227 9,2 1,7842
1,3 1,9875 3,3 1,9293 5,3 1,8745 7,3 1,8203 9,3 1,7828
1,4 1,9827 3,4 1,9268 5,4 1,8716 7,4 1,8180 9,4 1,7813
1,5 1,9785 3,5 1,9243 5,5 1,8687 7,5 1,8157 9,5 1,7800
1,6 1,9746 3,6 1,9217 5,6 1,8658 7,6 1,8135 9,6 1,7786
1,7 1,9711 3,7 1,9192 5,7 1,8629 7,7 1,8113 9,7 1,7773
1,8 1,9678 3,8 1,9166 5,8 1,8600 7,8 1,8092 9,8 1,7760
1,9 1,9647 3,9 1,9140 5,9 1,8571 7,9 1,8071 9,9 1,7748
2,0 1,9618 4,0 1,9113 6,0 1,8543 8,0 1,8051 10,0 1,7736
Tab. 6.13 – Dimensions multifractales de la mesure harmonique sur la surface de Von
Koch cubique.
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Fig. 6.13 – Dimensions multifractales de la mesure harmonique sur la surface de Von
Koch cubique.
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q α(q) f(q) q α(q) f(q) q α(q) f(q) q α(q) f(q)
0,1 2,4625 2,2215 2,1 1,9290 1,8960 4,1 1,8248 1,5650 6,1 1,7083 0,9784
0,2 2,4259 2,2156 2,2 1,9247 1,8868 4,2 1,8184 1,5385 6,2 1,7042 0,9528
0,3 2,3504 2,1965 2,3 1,9204 1,8771 4,3 1,8120 1,5112 6,3 1,7002 0,9282
0,4 2,2654 2,1668 2,4 1,9161 1,8669 4,4 1,8055 1,4831 6,4 1,6965 0,9047
0,5 2,1893 2,1326 2,5 1,9117 1,8561 4,5 1,7990 1,4542 6,5 1,6931 0,8822
0,6 2,1287 2,0994 2,6 1,9072 1,8446 4,6 1,7926 1,4248 6,6 1,6898 0,8608
0,7 2,0831 2,0700 2,7 1,9026 1,8325 4,7 1,7861 1,3948 6,7 1,6867 0,8406
0,8 2,0500 2,0449 2,8 1,8979 1,8196 4,8 1,7797 1,3644 6,8 1,6839 0,8214
0,9 2,0250 2,0240 2,9 1,8931 1,8058 4,9 1,7734 1,3337 6,9 1,6813 0,8035
1,0 2,0065 2,0065 3,0 1,8881 1,7912 5,0 1,7671 1,3027 7,0 1,6789 0,7866
1,1 1,9924 1,9917 3,1 1,8830 1,7757 5,1 1,7610 1,2717 7,1 1,6766 0,7709
1,2 1,9813 1,9790 3,2 1,8778 1,7592 5,2 1,7550 1,2406 7,2 1,6746 0,7564
1,3 1,9723 1,9677 3,3 1,8724 1,7417 5,3 1,7491 1,2096 7,3 1,6728 0,7430
1,4 1,9648 1,9576 3,4 1,8669 1,7233 5,4 1,7433 1,1789 7,4 1,6711 0,7307
1,5 1,9583 1,9482 3,5 1,8613 1,7037 5,5 1,7377 1,1485 7,5 1,6696 0,7195
1,6 1,9525 1,9393 3,6 1,8555 1,6832 5,6 1,7323 1,1185 7,6 1,6682 0,7094
1,7 1,9473 1,9307 3,7 1,8496 1,6616 5,7 1,7271 1,0891 7,7 1,6671 0,7003
1,8 1,9424 1,9222 3,8 1,8435 1,6389 5,8 1,7221 1,0603 7,8 1,6660 0,6923
1,9 1,9378 1,9136 3,9 1,8374 1,6153 5,9 1,7173 1,0322 7,9 1,6651 0,6852
2,0 1,9334 1,9050 4,0 1,8311 1,5906 6,0 1,7127 1,0048 8,0 1,6643 0,6791
Tab. 6.14 – Spectre multifractal de la mesure harmonique sur la surface de Von Koch
cubique.
sans terme de correction. La re´gression line´aire donne les valeurs q(α) et f(α) avec une
bonne pre´cision (tableau 6.14). La de´pendance f(α) par rapport a` α est montre´e sur la
figure 6.14. On voit un comportement le´ge`rement diffe´rent vis-a`-vis du cas bidimension-
nel. A notre connaissance, il s’agit du premier calcul nume´rique suffisamment pre´cis du
spectre multifractal pour une fractale re´gulie`re en trois dimensions.
6.4.3 Pre´cision de calcul
Nous allons maintenant revenir plus en de´tail sur la pre´cision de nos calculs nume´riques.
Afin de de´terminer les barres d’erreur pour les exposants multifractals conside´re´s, nous
examinons leurs origines possibles. En utilisant des me´thodes de type Monte Carlo, il
est ge´ne´ralement tre`s difficile d’augmenter la pre´cision des re´sultats : l’erreur d’une ap-
proximation par M essais inde´pendants est de l’ordre de M−1/2 d’apre`s le the´ore`me de la
limite centrale. Par conse´quent, si l’on conside`re un e´ve´nement rare (par exemple, dont
la probabilite´ est de l’ordre de 10−10), il faut effectuer un nombre gigantesque d’essais
pour e´valuer cette probabilite´ avec une bonne pre´cision. En particulier, il serait impos-
sible d’utiliser la me´thode de Monte Carlo pour construire l’ope´rateur d’auto-transport
brownien (voir chapitre 2).
En fait, si l’on peut appliquer cette me´thode a` l’e´tude des proprie´te´s multifractales de
la mesure harmonique, c’est parce que l’on s’inte´resse a` ses caracte´ristiques moyennes. En
effet, on ne calcule que les moments ζ(q,δ) et l’entropie ζent(δ) de cette mesure a` diffe´rentes
e´chelles δ. Apre`s avoir e´te´ moyenne´es, les erreurs stochastiques deviennent comple`tement
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Fig. 6.14 – Spectre multifractal f(α) de la mesure harmonique sur la surface de Von Koch
cubique.
ne´gligeables. Plus pre´cise´ment, la contribution des ((petites)) probabilite´s dont l’erreur
est grande, est ne´gligeable par rapport a` la contribution des ((grandes)) probabilite´s dont
l’erreur est petite. Notons que ce raisonnement ne s’applique pas au calcul des moments
d’ordre ne´gatif qui sont essentiellement domine´s par les petites probabilite´s (dont l’erreur
est grande). En e´tendant ce raisonnement, on peut voir que les moments d’ordre q positif,
mais proche de 0, sont plus de´licats a` e´valuer (voir ci-dessous).
Il est facile de ve´rifier ceci nume´riquement. Tout d’abord, comme les simulations de-
viennent de plus en plus difficiles lorsque l’on augmente l’ordre de ge´ne´ration, on peut se
restreindre a` examiner la dernie`re ge´ne´ration pour laquelle le calcul devait eˆtre le moins
pre´cis. On va s’inte´resser au cas de la surface de Von Koch, le cas tridimensionnel e´tant le
plus inte´ressant en pratique (la meˆme ve´rification a e´te´ effectue´e pour le cas bidimension-
nel). La distribution de probabilite´s de premier contact pour la sixie`me ge´ne´ration a e´te´
calcule´e en utilisant M = 1010 marcheurs ale´atoires. Tous les essais e´tant inde´pendants,
on peut les se´parer en 10 groupes de 109 marcheurs. Le calcul des moments de la distribu-
tion des fre´quences d’arrive´e pour chaque groupe peut eˆtre conside´re´ comme une mesure
inde´pendante. Le tableau 6.15 montre ces mesures des valeurs de quelques moments par-
ticuliers pour 5 de ces groupes. On peut constater que les valeurs sont identiques a` six
chiffres significatifs pre`s en ce qui concerne l’entropie ζent(`g) et au moins a` quatre chiffres
significatifs pre`s en ce qui concerne le deuxie`me moment ζ(2,`g). Pour comparaison, nous
avons calcule´ le moment d’ordre q = 0,1 et le moment d’ordre q = 5. Dans le premier
cas, l’exposant 0,1 augmente la contribution a` l’erreur totale des probabilite´s les plus pe-
tites : on voit que le quatrie`me chiffre fluctue. Dans le deuxie`me cas, bien que l’exposant 5
atte´nue inte´gralement les erreurs provenant des petites probabilite´s, le cinquie`me moment
devient sensible a` la pre´cision des autres probabilite´s qui contribuent. Par conse´quent, on
observe aussi une augmentation de l’erreur : le quatrie`me chiffre fluctue e´galement. Cepen-
dant, si l’on s’inte´resse aux dimensions multifractales locales, il faut prendre le logarithme
des moments (divise´ par le logarithme de `g et par q−1). Cette ope´ration re´duit l’erreur de
manie`re importante (voir tableau 6.16). On obtient donc deux dimensions locales, D0,1,`g
et D5,`g , avec cinq chiffres significatifs. On peut donc constater que, meˆme dans les cas
les plus difficiles avec q proche de 0 ou grand, la me´thode de type Monte Carlo permet
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1 2 3 4 5
ζent(`g) 1.33456(6) 1.33456(9) 1.33456(8) 1.33456(9) 1.33456(8) ×101
ζ(2, `g) 2.156(140) 2.156(051) 2.156(082) 2.156(101) 2.156(162) ×10−6
ζ(0,1 , `g) 5.08(0322) 5.08(1443) 5.08(0766) 5.08(1067) 5.08(0760) ×105
ζ(5, `g) 8.11(6188) 8.11(0357) 8.11(2387) 8.11(1249) 8.11(5904) ×10−23
Tab. 6.15 – Mesures inde´pendantes des valeurs de quelques moments particuliers. La
dernie`re colonne donne le pre´facteur des valeurs de la ligne correspondante.
1 2 3 4 5
D0,1,`g 2.2146(29) 2.2146(66) 2.2146(44) 2.2146(54) 2.2146(43)
D5,`g 1.9291(61) 1.9291(88) 1.9291(79) 1.9291(84) 1.9291(62)
Tab. 6.16 – Mesures inde´pendantes des valeurs de deux dimensions multifractales locales
particulie`res.
d’obtenir des dimensions multifractales locales avec une tre`s bonne pre´cision.
Cependant, le calcul des dimensions multifractales Dq de la mesure harmonique de la
vraie fractale mathe´matique (ge´ne´ration infinie) ne´cessite de faire tendre l’e´chelle δ vers
0. Comme nous l’avons vu pre´ce´demment, ce passage a` la limite est le point le plus de´licat
sur le plan nume´rique. Or, l’utilisation de notre de´veloppement logarithmique permet de
contourner ce proble`me. En effet, une fois ne´glige´es, les corrections d’ordre δα (qui sont
des corrections exponentielles e−α
′g donc tre`s rapidement de´croissantes), il ne reste qu’une
erreur line´aire en l’inverse du logarithme de l’e´chelle δ. En d’autres termes, en prenant
la plus petite e´chelle δ = `g pour une ge´ne´ration d’ordre g, on trouve une de´pendance
line´aire des exposants multifractals locaux par rapport a` l’inverse de g. La re´gression
line´aire permet ensuite de calculer les coefficients τ(q) et τlog(q) de cette de´pendance
line´aire. Dans le cas bidimensionnel, nous avons utilise´ les donne´es des tableaux 6.3 et 6.4
pour les ge´ne´rations d’ordre g compris entre 5 et 10. Dans le cas tridimensionnel, nous
avons pris les donne´es des tableaux 6.9 et 6.11 pour les ge´ne´rations d’ordre g compris
entre 4 et 6. Cette restriction tient a` ce que la fractalite´ n’est pas bien e´tablie pour les
premie`res ge´ne´rations. Les valeurs nume´riques de la dimension d’information D1 et de
l’exposant de corre´lation τ(2) sont donne´es par les relations (6.12) et (6.14) pour le cas
bidimensionnel et par les relations (6.20) et (6.21) pour le cas tridimensionnel. L’erreur a
e´te´ e´value´e de manie`re classique comme l’e´cart-type de cette interpolation line´aire (voir
annexe A.8). On trouve que, pour la dimension d’information et l’exposant de corre´lation,
cette erreur est infe´rieure a` 10−4 pour la courbe de Von Koch et la surface de Von Koch.
Ce re´sultat nume´rique est bien illustre´ par les figures 6.5, 6.6, 6.11 et 6.12.
Bien que la re´gression line´aire montre la pre´cision remarquable du de´veloppement
logarithmique (sans terme de correction), elle ne permet pas d’e´valuer des vraies barres
d’erreur. Il faut se rappeler qu’une re´gression line´aire est effectue´e afin de de´terminer une
de´pendance line´aire a` partir des donne´es expe´rimentales avec un bruit stochastique. La
droite de re´gression line´aire s’obtient apre`s calcul d’une moyenne (voir l’annexe A.8), qui
re´duit ce bruit en permettant de l’e´valuer. Dans notre cas, chaque dimension multifractale
locale a e´te´ calcule´e avec une tre`s bonne pre´cision (voir ci-dessus) et, ce qui est encore
plus important, le ((bruit)), repre´sente´ par le terme de correction dans le de´veloppement
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logarithmique, n’est pas ale´atoire.
Pour estimer les barres d’erreur, nous proposons le raisonnement suivant. Si l’on
conside`re la dimension multifractale locale Dq,`g comme une fonction de 1/g, le terme de
correction se manifeste essentiellement aux petites valeurs de g, et se traduit par une le´ge`re
courbure qui de´croˆıt exponentiellement lorsque g augmente (voir Fig. 6.5, par exemple).
Bien que la contribution du terme correctif devienne ne´gligeable par rapport a` deux autres
termes dans le de´veloppement logarithmique (6.8), elle peut eˆtre importante pour estimer
les barres d’erreur. En effet, on peut conside´rer la se´rie des droites A
(q)
g (1/g) + B
(q)
g qui
passent a` travers les deux points successifs, (1/g,Dq,`g) et (1/(g + 1),Dq,`g+1), lorsque g
varie dans un intervalle choisi. Les coefficients A
(q)
g et B
(q)
g se calculent facilement :
A(q)g =
Dq,`g −Dq,`g+1
1/g − 1/(g + 1) B
(q)
g = Dq,`g − A(q)g (1/g)
Chacune de ces droites donne une valeur approche´e de la dimension multifractale Dq (sa
valeur B
(q)
g en point 1/g e´gal a` 0). Comme les dimensions locales suivent une de´pendance
presque line´aire a` partir d’un certain g, on s’attend a` ce que ces approximations B
(q)
g soient
proches de la dimension multifractale obtenue par la re´gression line´aire. Leur dispersion
doit ainsi permettre d’estimer l’erreur de calcul.
On applique cette proce´dure d’abord au cas tridimensionnel. Nous rappelons que la
re´gression line´aire a e´te´ effectue´e pour les trois ge´ne´rations de la surface de Von Koch
d’ordre g compris entre 4 et 6. On peut donc calculer les approximations B
(1)
4 ' 2,0068 et
B
(1)
5 ' 2,0061. La dimension multifractale D1 = 2,0065, donne´e par l’expression (6.20), se
trouve entre ces deux bornes. On obtient donc l’estimation de l’erreur : 0,0004. De la meˆme
manie`re, on de´termine les approximations pour la dimension de corre´lation, B
(2)
4 ' 1,9630
et B
(2)
5 ' 1,9603, d’ou` l’on trouve l’estimation de l’erreur de calcul : 0,0015.
Dans le cas bidimensionnel, nous avons effectue´ la re´gression line´aire pour les six
ge´ne´rations de la courbe de Von Koch d’ordre g compris entre 5 et 10. Le calcul des ap-
proximations correspondantes B
(1)
5 , ..., B
(1)
9 pour la dimension d’information conduit a` une
erreur infe´rieure a` 10−4. La situation est identique pour la dimension de corre´lation. On
peut en conclure que, pour la courbe de Von Koch quadrangulaire, ces deux dimensions
sont calcule´es avec une pre´cision supe´rieure a` 10−4, ce qui nous donne des barres d’er-
reur de 0,0001. Notons qu’une analyse plus approfondie du de´veloppement logarithmique
devrait permettre de justifier les arguments pre´ce´dents sur le plan mathe´matique.
En conclusion, l’utilisation de la me´thode des marches ale´atoires rapides adapte´es a`
la courbe de Von Koch quadrangulaire et a` la surface de Von Koch concave, combine´e
au de´veloppement logarithmique conjectural, permet de calculer nume´riquement les ex-
posants multifractals de la mesure harmonique avec une pre´cision supe´rieure a` 10−3, en 2
et 3 dimensions.
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6.5 Proprie´te´s multifractales de la mesure harmo-
nique e´tale´e
Dans cette section, nous allons discuter les proprie´te´s d’e´chelle de la mesure harmo-
nique e´tale´e introduite au chapitre 3. Nous rappelons que cette mesure est induite par le
mouvement brownien partiellement re´fle´chi comme la distribution de probabilite´s d’arreˆt
de ce mouvement sur la frontie`re. Du point de vue physique, cela correspond a` l’absorption
finale d’une particule diffusive sur cette frontie`re. Au chapitre 3, nous avons vu que, pour
une frontie`re plane, la mesure harmonique e´tale´e ressemble a` la mesure harmonique si le
point de de´part du mouvement correspondant est suffisamment e´loigne´ de la frontie`re.
Lorsque l’on passe a` une frontie`re irre´gulie`re, la situation change conside´rablement. Rap-
pelons que la mesure harmonique e´tale´e a e´te´ introduite pour une frontie`re lisse (plus
pre´cise´ment, deux fois diffe´rentiable). En effet, la de´finition du mouvement brownien
re´fle´chi, ainsi que toute l’analyse sous-jacente, ne´cessitent l’existence d’un vecteur nor-
mal sur la frontie`re. Par conse´quent, on ne peut pas appliquer notre approche a` une vraie
fractale mathe´matique (ge´ne´ration infinie). Comme l’on ne sait pas si l’on peut e´tendre
la de´finition de la mesure harmonique e´tale´e a` une vraie fractale, on est donc oblige´ de se
restreindre a` des ge´ne´rations finies (frontie`res pre´fractales). En revanche, la mesure har-
monique peut eˆtre rigoureusement de´finie pour n’importe quelle frontie`re, meˆme fractale
[92].
A premie`re vue, cet obstacle ne semble pas tre`s important pour des applications pra-
tiques. En effet, on ne s’inte´resse ge´ne´ralement qu’a` des ge´ne´rations finies des interfaces
irre´gulie`res pour lesquelles les deux mesures se de´finissent parfaitement. De plus, les si-
mulations nume´riques (de type e´le´ments finis ou Monte Carlo) ne peuvent en ge´ne´ral eˆtre
re´alise´es que pour des ge´ne´rations finies. On peut donc e´tudier les proprie´te´s d’e´chelle de
la mesure harmonique ainsi que de la mesure harmonique e´tale´e. Cependant, la diffe´rence
essentielle re´sidera dans l’interpre´tation des re´sultats obtenus. L’existence de la mesure
harmonique pour une vraie fractale (ge´ne´ration infinie) justifie que les exposants multifrac-
tals calcule´s nume´riquement pour des ge´ne´rations finies aient comme limite les exposants
multifractals de la ge´ne´ration infinie. Autrement dit, bien que l’on ne sache pas re´aliser
des simulations pour une ge´ne´ration infinie, on est certain que nos re´sultats nume´riques
sont repre´sentatifs des proprie´te´s d’e´chelle de cette fractale. En revanche, pour la mesure
harmonique e´tale´e, l’existence de la limite n’est pas encore bien e´tablie (voir la discussion
plus de´taille´e dans la section 6.5.3). En e´tudiant les proprie´te´s d’e´chelle de cette mesure
pour des ge´ne´rations finies, l’on n’est donc pas assure´ de tendre vers une limite raison-
nable dans la limite des ge´ne´rations infinies. Dans la suite, nous pre´senterons d’abord nos
re´sultats nume´riques, puis nous reviendrons sur leur interpre´tation.
6.5.1 Arguments qualitatifs
Nous allons maintenant exposer quelques arguments qualitatifs portant sur les pro-
prie´te´s d’e´chelle de la mesure harmonique e´tale´e sur une frontie`re pre´fractale. Ces argu-
ments seront ensuite e´taye´s par des simulations nume´riques.
Rappelons tout d’abord que la mesure harmonique e´tale´e peut s’obtenir par l’effet
d’e´talement duˆ a` la perme´abilite´ finie de l’interface. Bien qu’il ne se produise en pra-
tique qu’a` partir d’une certaine valeur de la longueur Λ, l’effet d’e´talement est formel-
lement pre´sente pour toute Λ strictement positive. Lorsqu’un marcheur ale´atoire atteint
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Fig. 6.15 – Repre´sentation sche´matique des zones d’e´chelle de la mesure harmonique
e´tale´e.
la frontie`re, le mouvement ne s’arreˆte imme´diatement, ce qui permet l’exploration d’une
certaine re´gion autour du point d’arrive´e. Ce fait conduit a` un e´talement de la mesure har-
monique. Au chapitre 3, nous avons de´fini la re´gion caracte´ristique d’absorption comme
l’intervalle curviligne sur la frontie`re ∂Ω centre´ au point de premier contact (point d’ar-
rive´e), a` l’inte´rieur duquel le mouvement brownien partiellement re´fle´chi est absorbe´ avec
probabilite´ 1/2. Le re´sultat principal est que le pe´rime`tre curviligne Labs de cet intervalle
est toujours de l’ordre de la longueur physique Λ pour des courbes autosimilaires3. Nos
arguments qualitatifs sont base´s sur ce re´sultat.
Afin d’examiner un exemple pre´cis, nous conside´rons la courbe de Von Koch qua-
drangulaire de dimension fractale Df = ln 5/ ln 3 (Fig. 5.4). Ces arguments qualitatifs
s’e´tendent cependant a` une fractale autosimilaire quelconque dans R2. La ge´ne´ration ∂Ωg
d’une telle courbe de Von Koch de diame`tre L est constitue´e de segments line´aires de
longueur `g =
(
1/3
)g
L, le pe´rime`tre total Ltot de cette ge´ne´ration e´tant Ltot = (5/3)
gL.
Comme pre´ce´demment, on utilise un recouvrement triangulaire {Γ(δ)k } dont le diame`tre δ
varie de ` a` L (Fig. 6.4). La mesure harmonique e´tale´e de´finie sur la courbe ∂Ωg de´pend
du parame`tre Λ et du point de de´part x0. Si le point x0 est suffisamment e´loigne´ de
la frontie`re, la de´pendance par rapport a` x0 est ne´gligeable. En revanche, le parame`tre
Λ joue un roˆle important pour le pe´rime`tre de la re´gion caracte´ristique d’absorption. A
cette e´chelle, la mesure harmonique e´tale´e peut eˆtre repre´sente´e par la distribution des
probabilite´s d’absorption sur les e´le´ments frontie`res :
pk,δ(Λ) = ωx0,Λ{∂Ω ∩ Γ(δ)k }
Nous allons e´tudier comment les moments ζ(q,Λ,δ) de cette distribution varient dans un
changement d’e´chelle δ.
Si la longueur Λ est infe´rieure a` la longueur `g du plus petit segment de la courbe ∂Ωg, le
mouvement brownien, arrive´ sur un tel segment, sera en moyenne absorbe´ sur ce segment.
Dans ce cas, la mesure harmonique e´tale´e ne diffe`re presque pas de la mesure harmonique.
Dans la situation oppose´e, si Λ exce`de le pe´rime`tre total Ltot de la ge´ne´ration ∂Ωg, toute la
courbe absorbe le mouvement brownien partiellement re´fle´chi de fac¸on presque uniforme.
Dans ce cas, la mesure harmonique e´tale´e se comporte comme la mesure de Hausdorff.
Dans la suite, nous supposons que Λ est un parame`tre fixe dont la valeur est comprise
entre `g et Ltot.
Pour une courbe pre´fractale (ge´ne´ration finie), on peut calculer l’e´chelle de la re´gion
caracte´ristique d’absorption. Autrement dit, on cherche le diame`tre d’une ge´ne´ration de
la courbe fractale dont le pe´rime`tre est e´gal a` Λ (la longueur du segment le plus petit est
3Notons que l’on peut construire des courbes pour lesquelles cette proprie´te´ n’est pas satisfaite (par
exemple, des courbes spe´cifiques avec des fjords).
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toujours `). Le pe´rime`tre variant comme une loi de puissance du diame`tre avec comme ex-
posant la dimension fractale Df , Lper = `(Ldiam/`)
Df , nous obtenons le diame`tre (e´chelle)
`(Λ) de la re´gion caracte´ristique d’absorption :
`(Λ) = `g
(
Λ/`g)
1/Df = L
(
Λ/L)1/Df
(
`g/L
)1−1/Df (6.22)
On peut maintenant appliquer la me´thode des boˆıtes pour calculer les exposants mul-
tifractals locaux τ(q,Λ,δ). Nous conside´rons les diffe´rentes zone d’e´chelle :
• Zone de mesure de Lebesgue : δ ¿ `g.
A cette e´chelle, la ge´ne´ration finie ∂Ωg peut eˆtre conside´re´e comme une courbe
lisse unidimensionnelle. Par conse´quent, la mesure harmonique e´tale´e pre´sente le
comportement de la mesure de Lebesgue :
τ(q,Λ,δ) ' q − 1 δ ¿ `g
• Zone interme´diaire ((Lebesgue-Hausdorff)) : δ ∼ `g.
Cette zone n’est pas inte´ressante car la mesure harmonique e´tale´e ne pre´sente pas
un comportement d’e´chelle stable. On peut aussi dire que la ge´ne´ration choisie g
n’est pas suffisamment e´leve´e par rapport a` l’e´chelle δ pour que l’on puisse observer
un comportement multifractal.
• Zone de mesure de Hausdorff : `g ≤ δ ≤ `(Λ).
Apre`s avoir rencontre´ la frontie`re pour la premie`re fois, le mouvement brownien se
refle`te plusieurs fois, tout en restant essentiellement dans la re´gion caracte´ristique
d’absorption. En premie`re approximation, cela signifie que les probabilite´s d’absorp-
tion sont distribue´es uniforme´ment sur cette re´gion. Autrement dit, l’effet d’e´talement
implique que la mesure harmonique de´crivant les probabilite´s d’arrive´e est e´tale´e par
re´flexions. En prenant deux valeurs voisines δ = (1/3)nL et δ′ = (1/3)n+1L, nous
calculons les moments ζ(q,Λ,δ′) :
ζ(q,Λ,δ′) =
∑
k′
(
pk′,δ′(Λ)
)q
≈
∑
k
5
(
1
5
pk,δ(Λ)
)q
= (1/5)q−1ζ(q,Λ,δ) (6.23)
En supposant que le comportement des moments suit a` une loi de puissance, on
obtient les exposants multifractals locaux τ(q,Λ,δ) :
τ(q,Λ,δ) =
ln[ζ(q,Λ,δ)/ζ(q,Λ,δ′)]
ln[δ/δ′]
≈ (q−1)ln 1/5
ln 1/3
= (q−1)Df si `g ≤ δ ≤ `(Λ)
Nous obtenons donc les exposants multifractals τ∞(q) de la mesure de Hausdorff
qui est distribue´e uniforme´ment sur la courbe. Soulignons encore une fois que la
relation (6.23) ne s’applique que pour l’e´chelle δ comprise entre `g et `(Λ) ou` la
re´gion caracte´ristique d’absorption est grande par rapport au parame`tre d’e´chelle δ.
Notons enfin que les limites ` et `(Λ) sont pluˆtot qualitatives. Pour eˆtre plus pre´cis,
il faut conside´rer une ine´galite´ forte `g ¿ δ ¿ `(Λ).
• Zone de transition ((Hausdorff-harmonique)) : δ ∼ `(Λ)
Cette zone, en revanche, pre´sente un comportement d’e´chelle nouveau car elle cor-
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respond a` une transition entre deux mesures importantes : la mesure harmonique et
la mesure de Hausdorff. Par conse´quent, on ne peut pas associer une valeur ((stable))
τ(q,Λ) pour la mesure harmonique e´tale´e a` cette e´chelle mais seulement des expo-
sants locaux τ(q,Λ,δ). Nous allons montrer que la zone de transition correspond au
comportement anormal de l’impe´dance spectroscopique discute´ pre´ce´demment.
• Zone de mesure harmonique : δ À `(Λ).
Dans ce cas, la re´gion caracte´ristique d’absorption est petite par rapport au pe´rime`tre
d’une re´gion de diame`tre δ. A cette e´chelle, la mesure harmonique e´tale´e est proche
de la mesure harmonique de´finie sur une ge´ne´ration dont le segment minimal est de
longueur δ. Si δ ¿ L, la mesure harmonique sur une telle ge´ne´ration pre´sente les
meˆmes proprie´te´s d’e´chelle qu’une vraie fractale ∂Ω∞ (voir section 6.4) :
τ(q,Λ,δ) ' τ(q) `(Λ)¿ δ ¿ L
ou` τ(q) sont les exposants multifractals de la mesure harmonique.
L’analyse pre´ce´dente a e´te´ base´e sur la relation entre le parame`tre d’e´chelle δ et le
diame`tre de la re´gion caracte´ristique d’absorption `(Λ). En particulier, on voit que les
exposant locaux τ(q,Λ,δ), qui de´pendent formellement de Λ, δ et de la ge´ne´ration choisie
g, sont comple`tement de´termine´s par cette relation. Par conse´quent, on peut en de´duire
que les exposants multifractals locaux τ(q,Λ,δ) ne de´pendent que du rapport δ/`(Λ) :
τ(q,Λ,δ) = τ(q ; ξ) , ξ = ln
(
δ/`(Λ)
)
(6.24)
Le parame`tre de re´glage ξ de´pend de δ, Λ et g. Par conse´quent, le comportement d’e´chelle
de la mesure harmonique e´tale´e est comple`tement de´termine´ par ce parame`tre ξ. En
bref, la mesure harmonique e´tale´e sur une ge´ne´ration finie ∂Ωg de la courbe fractale
autosimilaire posse`de trois zones principales4 ou` la mesure harmonique e´tale´e se comporte
diffe´remment :
zone de mesure harmonique ξ & 1 `(Λ)¿ δ ¿ L
zone de transition ξ ∼ 0 `(Λ) ∼ δ
zone de mesure de Hausdorff ξ . −1 `(Λ)À δ À `g
Les proprie´te´s d’e´chelle de la mesure harmonique e´tale´e sont comple`tement de´crites
par la seule fonction τ(q ; ξ). Tandis que les proprie´te´s d’e´chelle de la mesure harmonique
et de la mesure de Hausdorff peuvent eˆtre caracte´rise´es par les exposants multifractals
τ(q), la description de la mesure harmonique e´tale´e, objet mathe´matique plus complexe,
ne´cessite quant a` elle plus d’informations.
Parame`tre de re´glage
Le parame`tre de re´glage ξ joue un roˆle important car il repre´sente la de´pendance des
exposants multifractals par rapport au parame`tre d’e´chelle δ, a` la longueur Λ (pe´rime`tre
de la re´gion caracte´ristique d’absorption) et a` l’ordre de ge´ne´ration g. En particulier, le
parame`tre de re´glage ξ permet d’e´tudier leur influence sur les proprie´te´s de la mesure
harmonique e´tale´e soit inde´pendamment, soit combine´s.
4La zone de mesure de Lebesgue et la zone interme´diaire ((Lebesgue-Hausdorff)) sont hors de notre
inte´reˆt car elles ne pre´sentent pas des particularite´s inte´ressantes.
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Nous avons de´ja` mentionne´ que la mesure harmonique e´tale´e pre´sente un comporte-
ment variable a` diffe´rentes e´chelles δ. Aux petites e´chelles, elle s’apparente a` la mesure
de Hausdorff, tandis que pour les grandes valeurs de δ, elle se rapproche de la mesure
harmonique. Les limites naturelles `g ≤ δ ≤ L impliquent :
ξ′ ≤ ξ ≤ ξ′′ avec ξ′ = ln(`g/Λ)
Df
, ξ′′ =
ln(`g/Λ)
Df
+ ln(L/`g)
pour Λ et `g donne´es.
La de´pendance la plus inte´ressante est associe´e au parame`tre Λ. En tant que parame`tre
physique de´termine´ par les phe´nome`nes de transport, la longueur Λ peut varier dans une
tre`s large gamme. Si l’on conside`re Λ variant de 0 a` l’infini, on peut reconstruire la fonction
multifractale τ(q ; ξ) sur tout l’axe re´el des valeurs de ξ. En pratique, il suffit de prendre Λ
variant de la longueur `g du plus petit segment jusqu’au pe´rime`tre total de la courbe Ltot.
En effet, pour Λ < `g, on retrouve le comportement de la mesure harmonique a` toutes les
e´chelles possibles, ce qui correspond a` un plateau τ(q ; ξ) ' τ(q). De la meˆme fac¸on, pour
Λ > Ltot, le comportement est celui de la mesure de Hausdorff, ce qui correspond a` un
plateau τ(q ; ξ) ' Df (q− 1). Lorsque Λ passe de `g (ou 0) a` Ltot (ou l’infini), on effectue
ainsi une transition continue entre la mesure harmonique et la mesure de Hausdorff. La
zone de transition n’est alors pas caracte´rise´e par les seuls exposants multifractals τ(q),
mais par toute la fonction multifractale τ(q ; ξ).
On peut enfin examiner la de´pendance de la mesure harmonique e´tale´e par rapport a`
l’ordre g de ge´ne´ration. Pour Λ et δ fixe´s, une augmentation de g (ou diminution de `)
revient a` faire croˆıtre le parame`tre de re´glage ξ. Par conse´quent, la mesure harmonique
e´tale´e s’approche de plus en plus de la mesure harmonique. Ce re´sultat est assez naturel.
En effet, les re´flexions du mouvement brownien conduisent a` l’e´talement de la mesure
harmonique sur une re´gion caracte´ristique d’absorption dont le pe´rime`tre est proche de
Λ. Cependant, dans la limite ‘g → ∞’, la distance entre deux points distincts sur la
courbe tend vers l’infini, c’est-a`-dire que l’e´chelle de la re´gion caracte´ristique d’absorption
tend vers 0. Autrement dit, le mouvement brownien arrive´ sur la courbe fractale est
absorbe´ avec une probabilite´ 1 au voisinage infinite´simal du point d’arrive´e. La mesure
correspondante est donc exactement la mesure harmonique.
Nous en concluons que la limite ou` g tend vers l’infini, avec δ et Λ fixe´s, conduit a` la me-
sure harmonique. On peut donc conside´rer cette limite comme l’extension naturelle de la
mesure harmonique e´tale´e sur des frontie`res vraiment fractales. Dans la sous-section 6.5.3,
nous e´voquerons une autre ge´ne´ralisation possible qui pre´serve les proprie´te´s principales
de la mesure harmonique e´tale´e obtenues pre´ce´demment dans le cas des ge´ne´rations finies.
L’analyse pre´ce´dente a e´te´ fonde´e sur l’hypothe`se que la ge´ne´ration finie g est suffisam-
ment e´leve´e. En particulier, les zones de mesure harmonique et de mesure de Hausdorff
doivent correspondre aux valeurs correctes des exposants multifractals. Cependant, les
premie`res ge´ne´rations ne pre´sentent pas un comportement multifractal bien e´tabli (voir la
section 6.4 pour l’e´tude de la mesure harmonique). Par conse´quent, ses exposants locaux
τ(q,Λ,δ) peuvent pre´senter une de´pendance supple´mentaire par rapport a` l’ordre g (en
plus de celle qui apparaˆıt a` travers le parame`tre de re´glage ξ). La fonction multifractale
τ(q ; ξ) serait ainsi une caracte´ristique universelle des proprie´te´s d’e´chelle de la mesure
harmonique e´tale´e pour toutes les ge´ne´rations sauf pour un nombre fini de premie`res
ge´ne´rations (g ≥ g0). Les simulations nume´riques montrent que l’analyse pre´ce´dente fonc-
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tionne correctement a` partir de g0 = 5. Le roˆle du comportement particulier correspondant
aux premie`res ge´ne´rations est discute´ dans la sous-section 6.5.4.
6.5.2 Simulations nume´riques
Dans cette sous-section, nous pre´sentons les simulations nume´riques re´alise´es afin de
justifier les arguments qualitatifs discute´s pre´ce´demment.
Me´thode de calcul
Pour un domaine complexe, on ne peut pas calculer la mesure harmonique e´tale´e de
fac¸on analytique. On utilise alors de nouveau la me´thode des marches ale´atoires rapides
adapte´es a` la courbe de Von Koch quadrangulaire de dimension fractale Df = ln 5/ ln 3.
Cependant, pour pouvoir calculer la mesure harmonique e´tale´e, certaines modifications
techniques doivent eˆtre apporte´es. D’abord, on introduit un test d’absorption en tirant
au hasard un nombre entre 0 et 1 : si celui-ci est infe´rieur a` la probabilite´ d’absorption σ,
le marcheur est absorbe´, sinon il est re´fle´chi. Nous rappelons que la probabilite´ σ est lie´e
a` la longueur Λ par :
σ = (1 + Λ/a)−1 (6.25)
La re´flexion s’effectue avec un saut a` distance a de la frontie`re. Dans ce dernier cas, le mar-
cheur poursuit son de´placement. En re´pe´tant cet algorithme, on peut calculer la densite´ de
probabilite´s d’absorption ω
(a)
x,Λ(s) sur la frontie`re. Si le parame`tre a est suffisamment petit,
cette densite´ est proche de la densite´ de la mesure harmonique e´tale´e (voir chapitre 3).
Notons que la diminution du parame`tre a implique la diminution de la probabilite´ σ ce
qui conduit a` l’augmentation du temps de calcul. En effet, un marcheur ale´atoire avec une
probabilite´ d’absorption σ fait en moyenne 1/σ re´flexions. Normalement, nous re´alisons
une se´rie de calculs en faisant re´gulie`rement de´croˆıtre a. Lorsque la longueur de saut a
devient infe´rieure a` la longueur minimale `g, la densite´ ω
(a)
x,Λ(s) ne de´pend presque plus de
a. Dans ce cas, on peut dire que cette densite´ repre´sente une bonne approximation de la
densite´ de la mesure harmonique e´tale´e.
Re´sultats nume´riques
Nous allons ve´rifier que la fonction multifractale τ(q ; ξ) de la mesure harmonique
e´tale´e est bien une caracte´ristique intrinse`que de cette mesure sur une ge´ome´trie donne´e,
inde´pendamment de la ge´ne´ration particulie`re g, du parame`tre d’e´chelle δ et de la longueur
Λ. C’est le re´sultat le plus important de cette section. Pour cela, nous calculons la densite´
de la mesure harmonique e´tale´e pour diffe´rentes ge´ne´rations g ∈ {5,...,8}. La longueur
Λ repre´sentant le pe´rime`tre d’absorption prend trois valeurs Λ : L/1000, L/100, L/10.
En utilisant le recouvrement triangulaire, nous de´terminons les moments ζ(q,Λ,δ) de la
mesure harmonique e´tale´e a` diffe´rentes e´chelles δ comprises entre `g = (1/3)
gL et L/3,
soit δk = (1/3)
kL avec k ∈ {1,...,g}. Ce calcul nous donne les exposants locaux τ(q,Λ,δ).
Pour la ge´ne´ration d’ordre g compris entre 5 et 8 et un parame`tre Λ prenant une des
valeurs L/1000, L/100 ou L/10, faire varier l’e´chelle δ permet de modifier le parame`tre de
re´glage ξ graˆce a` la relation (6.24). Nous obtenons alors 12 courbes donnant les exposants
locaux τ(2,Λ,δ) en fonction de l’e´chelle δ. Si l’analyse pre´ce´dente est correcte, toutes
ces courbes, conside´re´es comme fonctions de ξ, doivent reproduire une courbe unique
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Fig. 6.16 – Exposants de corre´lation locaux τ(2,Λ,δ) de la mesure harmonique e´tale´e pour
diffe´rentes ge´ne´rations g ∈ {5,...,8} avec les trois valeurs Λ : L/1000, L/100, L/10. Toutes
ces de´pendances, conside´re´es comme une fonction du parame`tre de re´glage ξ = ln(δ/`(Λ)),
reproduisent la meˆme courbe universelle τ(2 ; ξ), dite fonction multifractale de la mesure
harmonique e´tale´e.
τ(2 ; ξ). La figure 6.16 montre quelques-unes de ces courbes τ(2,Λ,δ) dont la co¨ıncidence
remarquable justifie la validite´ de notre approche.
On peut aussi observer le comportement d’e´chelle pre´dit : pour les petites valeurs de ξ
(ξ < −1), on observe un plateau : τ(2 ; ξ) ' τH(2) ≈ 1,465, qui correspond a` l’exposant
de corre´lation de la mesure de Hausdorff. Pour les grandes valeurs de ξ (ξ > 4), la fonction
τ(2 ; ξ) de´croˆıt vers une valeur infe´rieure a` 1 (voir la ge´ne´ration g = 8) en se rappro-
chant de l’exposant de corre´lation de la mesure harmonique τ(2 ; ξ) ' τ(2) ≈ 0,8925.
Les simulations nume´riques confirment donc bien les arguments qualitatifs de´veloppe´s
pre´ce´demment. En particulier, elles justifient l’introduction d’une seule fonction multi-
fractale τ(q ; ξ) pour de´crire les proprie´te´s d’e´chelle de la mesure harmonique e´tale´e.
6.5.3 Ge´ne´ralisation possible a` des fractales mathe´matiques
Dans la sous-section 6.5.1, nous avons vu que, lorsque l’ordre de ge´ne´ration ∂Ωg s’ac-
croˆıt, la mesure harmonique e´tale´e se rapproche de la mesure harmonique d’une vraie
fractale ∂Ω∞. Ce comportement permet d’imaginer une ge´ne´ralisation triviale de la me-
sure harmonique e´tale´e a` des vraies fractales mathe´matiques : par de´finition, dans le cas
d’une fractale mathe´matique (ge´ne´ration infinie) cette mesure s’identifie a` la mesure har-
monique. Cette de´finition imme´diate n’est cependant pas comple`tement satisfaisante. En
effet, une telle mesure ne de´pend pas de la longueur Λ : ses proprie´te´s d’e´chelle sont
de´termine´es par les exposants multifractals τ(q) de la mesure harmonique au lieu de
τ(q ; ξ). Du coup, l’effet d’e´talement qui e´tait associe´ a` cette mesure disparaˆıt. Dans
cette sous-section, nous proposons donc une approche alternative pour e´tendre la mesure
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harmonique e´tale´e a` des vraies fractales mathe´matiques de fac¸on non triviale.
De nouveau, nous construisons un mouvement brownien avec sauts sur une ge´ne´ration
finie5 ∂Ωg d’une fractale autosimilaire ∂Ω∞. L’on fixe d’abord la longueur Λ et l’on
conside`re une valeur a ¿ Λ. Lorsque le mouvement brownien issu d’un point donne´
x0 atteint la frontie`re ∂Ωg, il est soit absorbe´ avec la probabilite´ σ, soit re´fle´chi vers un
point voisin a` distance a avec la probabilite´ 1 − σ. Le mouvement se poursuit jusqu’a`
absorption. Comme pre´ce´demment, la mesure harmonique e´tale´e s’obtient comme limite
lorsque a tend vers 0 de la distribution de probabilite´s d’absorption sur la frontie`re. Dans
cette construction, la distance de saut a, la probabilite´ d’absorption σ et la longueur
du plus petit segment `g tendent vers 0 simultane´ment (la limite `g → 0 correspond
a` la limite g → ∞). La question importante est : comment ces parame`tres tendent-ils
vers 0 respectivement l’un a` l’autre ? Pour des courbes re´gulie`res, nous avons utilise´ la
relation (6.25) entre a, σ et Λ. Cette relation implique une proprie´te´ importante : le pa-
rame`tre Λ est le pe´rime`tre de la re´gion caracte´ristique d’absorption. Si cette longueur
est fixe´e, on obtient une limite triviale lorsque g tend vers l’infini (la mesure harmo-
nique e´tale´e tend simplement vers la mesure harmonique). En effet, le pe´rime`tre total
Ltot de la ge´ne´ration ∂Ωg croˆıt rapidement lorsque g →∞, et donc la longueur curviligne
entre deux points frontie`res tend vers l’infini ce qui empeˆche l’utilisation de la re´gion
caracte´ristique d’absorption. La seule longueur qui peut eˆtre fixe´e dans cette limite est
alors le diame`tre de la re´gion caracte´ristique d’absorption. Nous allons par conse´quent in-
troduire un mouvement brownien avec sauts de telle fac¸on que le parame`tre Λ repre´sente
le diame`tre `(Λ) de la re´gion caracte´ristique d’absorption. Si `per est le pe´rime`tre d’une
ge´ne´ration de la courbe fractale dont `g est la plus petite longueur, son diame`tre `(Λ)
vaut6 : `(Λ) = `g
(
`per/`g
)1/Df . Le pe´rime`tre moyen `per de la re´gion caracte´ristique d’ab-
sorption est toujours donne´ par la relation `per ' a/σ, ce qui implique :
Λ ' `g
(
a/`g
)1/Dfσ−1/Df
En prenant a ' `, nous obtenons finalement :
σ ' (a/Λ)Df lorsque a→ 0 (6.26)
En utilisant cette relation au lieu de (1.11), on de´finit un mouvement brownien avec sauts
qui explore une re´gion d’absorption dont le diame`tre est de l’ordre de Λ. Par conse´quent,
la condition `(Λ) ∼ Λ est remplie inde´pendamment de la ge´ne´ration g. Cela signifie que
l’on peut effectuer la limite a → 0, σ → 0 et g → ∞ (ou `g → 0) afin de trouver une
limite non triviale repre´sentant la mesure harmonique e´tale´e sur des frontie`res fractales.
La mesure qui s’obtient dans cette limite7 se de´crit par la meˆme fonction multifractale
5Notons que cette construction peut eˆtre re´alise´e en utilisant n’importe quelle famille des courbes
re´gulie`res qui rapprochent la fractale ∂Ω∞. Par exemple, on peut utiliser les niveaux e´quipotentiels de la
fonction de Green :
∂Ωα = {x′ ∈ R2 : G(x′,x′′) = α } , (x′′ est fixe´)
Ces courbes sont analytiques et elles tendent vers ∂Ω∞ lorsque α→ 0.
6Soulignons que `(Λ) est de´finie de la meˆme fac¸on que pre´ce´demment. En revanche, le sens du pa-
rame`tre Λ est tout a` fait diffe´rent : Λ est de l’ordre de `(Λ) au lieu d’eˆtre de l’ordre de `per.
7Notons que l’existence de cette limite reste une question ouverte qui de´passe les limites de notre
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τ(q ; ξ) de´finie dans le cas des ge´ne´rations finies. Le parame`tre de re´glage ξ est e´gal a`
ln(δ/Λ). La pre´sente ge´ne´ralisation est donc plus cohe´rente que la pre´ce´dente. Notons que
la relation (6.26) peut eˆtre conside´re´e comme une formulation e´quivalente a` la condition
aux limites mixte pour des frontie`res qui sont de vraies fractales mathe´matiques.
6.5.4 Lien avec le comportement anormal de l’impe´dance spec-
troscopique
La mesure harmonique e´tale´e a e´te´ introduite comme une description naturelle des
probabilite´s d’absorption en pre´sence des re´flexions sur la frontie`re. Comme nous l’avons
montre´ aux chapitres 3 et 4, cette mesure fournit un outil mathe´matique tre`s utile pour
l’e´tude des phe´nome`nes de transport laplacien. Dans cette sous-section, nous allons dis-
cuter brie`vement des conse´quences physiques contenues dans les proprie´te´s d’e´chelles
de la mesure harmonique e´tale´e. On va montrer, en utilisant nos arguments qualitatif
de´veloppe´s pre´ce´demment, que l’exposant β d’un comportement de de´phasage constant
de l’impe´dance spectroscopique peut eˆtre relie´ a` l’exposant de corre´lation de la mesure
harmonique. Cette sous-section peut eˆtre conside´re´e comme comple´mentaire de la sec-
tion 4.6.
L’expression (4.8) relie l’impe´dance spectroscopique a` la densite´ de la mesure har-
monique e´tale´e. Comme pre´ce´demment, on ne conside`re que des ge´ne´rations finies de la
courbe fractale. Pour Λ petit, la mesure harmonique e´tale´e reproduit le comportement
d’e´chelle de la mesure harmonique, quel que soit Λ. On a donc :
Zsp(Λ) ∼ Λ
DLdir
avec L−1dir =
∫
∂Ω
ω2(s)ds
ou` Ldir est la longueur de la zone active de Dirichlet (voir section 6.4). Dans la limite
Λ→∞, la mesure harmonique e´tale´e devient la mesure de Hausdorff, d’ou` :
Zsp(Λ) ∼ Λ
DLtot
ou` Ltot est le pe´rime`tre total.
Entre ces deux limites classiques, la zone de transition, correspondant au comporte-
ment anormal observe´ expe´rimentalement, donne :
Zsp(Λ) ∼ 1
DL
(
Λ
Ltot
)β
avec un exposant β compris entre 0 et 1. Cette zone correspond au comportement d’e´chelle
interme´diaire de la mesure harmonique e´tale´e. Nous allons appliquer les me´thodes pre´ce´-
dentes pour e´tudier le comportement de l’impe´dance spectroscopique dans cette zone.
Conside´rons la somme suivante :
z(Λ,δ) =
∑
k
pk,δ(Λ) pk,δ(0)
e´tude. Si cette mesure existe, ses proprie´te´s d’e´chelle doivent eˆtre de´crites par la fonction multifractale
τ(q ; ξ).
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ou` {pk,δ(Λ)} est la distribution de probabilite´s repre´sentant la mesure harmonique e´tale´e
a` l’e´chelle δ. D’apre`s la relation (4.8), cette fonction z(Λ,δ) est e´quivalente a` l’impe´dance
spectroscopique Zsp(Λ) = (Λ/D) z(Λ,δ). Elle de´pend e´galement du parame`tre d’e´chelle
δ, de´pendance que nous allons e´tudier.
Comme pour les moments de la mesure harmonique e´tale´e, on peut e´tudier le compor-
tement d’e´chelle de z(Λ,δ) a` parame`tre Λ donne´. Comme pre´ce´demment, nous supposons
qu’il existe une loi de puissance telle que :
z(Λ,δ) ∼ δγ(Λ,δ) (6.27)
avec un nouveau exposant γ(Λ,δ) qui peut de´pendre de Λ et de δ. Notons que cet exposant
ne co¨ıncide pas avec la fonction multifractale de corre´lation τ(2 ; ξ) de la mesure harmo-
nique e´tale´e, car la fonction z(Λ,δ) est le produit scalaire de deux mesures diffe´rentes, la
mesure harmonique et la mesure harmonique e´tale´e. Pour autant, on s’attend a` obtenir
de nouveau les trois re´gimes principaux :
• Re´gime de Dirichlet aux grandes e´chelles, lorsque la mesure harmonique e´tale´e est
proche de la mesure harmonique ; par conse´quent, z(Λ,δ) est proche du deuxie`me
moment ζ(2,δ) de la mesure harmonique :
γ(Λ,δ) ' τ(2)
• Re´gime de Neumann aux petites e´chelles, lorsque la mesure harmonique e´tale´e est
proche de la mesure de Hausdorff. Dans ce cas, on s’attend a` :
γ(Λ,δ) ' Df
• Re´gime fractal interme´diaire repre´sentant une transition entre les deux re´gimes
pre´ce´dents.
En connaissant les proprie´te´s d’e´chelle de la mesure harmonique e´tale´e, on peut consta-
ter que la fonction γ(Λ,δ) ne de´pend que d’un seul parame`tre de re´glage, ξ = ln(δ/`(Λ)) :
γ(Λ,δ) = γ(ξ) avec ξ = ln
(
δ
Λ1/Df `
(1−1/Df )
g
)
(ici L = 1) (6.28)
En prenant deux valeurs voisines Λ et Λ′, on re´e´crit (6.27) sous la forme :
z(Λ,δ)
z(Λ′,δ)
' δγ(Λ,δ)−γ(Λ′,δ) = exp
[(
γ(ξ)− γ(ξ′)) ln δ]
D’autre part, pour un parame`tre d’e´chelle δ fixe, on s’attend a` la de´pendance suivante
par rapport a` la longueur Λ :
z(Λ,δ)
z(Λ′,δ)
'
(
Λ
Λ′
)βδ−1
avec un certain exposant βδ qui peut de´pendre de δ. En identifiant ces deux expressions,
nous obtenons :
βδ ' 1 +
[
γ(ξ)− γ(ξ′)
]
ln δ
ln Λ/Λ′
(6.29)
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ou` ξ et ξ′ sont lie´s a` δ, Λ et Λ′ par (6.28).
Pour des parame`tres de re´glage ξ et ξ′ petits, la fonction γ(ξ) reste tre`s proche de
Df . La diffe´rence entre crochets est donc presque nulle, ce qui entraˆıne : βδ = 1. Nous
avons ainsi retrouve´ le re´gime de Neumann pour l’impe´dance spectroscopique. De manie`re
similaire, quand ces deux parame`tres ξ et ξ′ sont grands, la fonction γ(ξ) est proche de
τ(2), d’ou` : βδ = 1. Cette valeur correspond au re´gime de Dirichlet.
Le comportement le plus inte´ressant correspond au re´gime fractal interme´diaire. Sup-
posons pour l’instant que la fonction γ(ξ) puisse eˆtre approche´e dans ce re´gime par une
fonction line´aire γ(ξ) ' γ0 + γ1ξ. Le coefficient γ1 est donne´ par les deux seuils ξmin et
ξmax correspondant aux limites de Neumann et de Dirichlet (Fig.6.17) :
γ1 ' Df − τ(2)
ξmin − ξmax =
Df − τ(2)
(1/Df ) ln Λmin/Λmax
(6.30)
A l’e´chelle δ, la longueur correspondant au segment ((minimal)) est e´gale a` δ, et le pe´rime`tre
correspondant est δ1−Df . On a donc Λmin ∼ δ et Λmax ∼ δ1−Df . La substitution de ces
relations dans (6.30) conduit a` :
γ1 ' Df − τ(2)
ln δ
Par conse´quent :
βδ ' 1− γ1 ln δ
Df
≈ τ(2)
Df
Nous avons donc retrouve´ la relation de Halsey et Leibig [62] entre l’exposant β de
l’impe´dance spectroscopique, la dimension de corre´lation τ(2) de la mesure harmonique
et la dimension fractale Df :
β =
τ(2)
Df
(6.31)
Mais l’on peut encore poursuivre ce raisonnement. L’analyse pre´ce´dente a e´te´ fonde´e
sur l’hypothe`se implicite que l’ordre de ge´ne´ration repre´sentant la surface de travail est
suffisamment e´leve´. En particulier, la relation (6.31) a e´te´ obtenue comme une interpo-
lation line´aire entre deux re´gimes de Dirichlet et de Neumann bien e´tablis. En pratique,
cependant, on s’occupe normalement des premie`res ge´ne´rations d’une frontie`re fractale.
Ainsi, la plupart des re´sultats (soit nume´riques, soit expe´rimentaux) ont e´te´ obtenus
pour des ge´ne´rations comprises entre 1 et 4. De´finie sur telles frontie`res, la mesure har-
monique e´tale´e pre´sente des proprie´te´s d’e´chelle pre´fractales, c’est-a`-dire qu’elle posse`de
de´ja` un comportement d’e´chelle, sans que les exposants aient atteint leurs valeurs limites
the´oriques. Par exemple, le deuxie`me moment de la mesure harmonique sur la premie`re
ge´ne´ration ne varie pas avec l’exposant de corre´lation τ(2) = 0,8925 comme on pourrait
s’y attendre. Certaines valeurs locales de cet exposant (repre´sente´es dans le tableau 6.4)
sont supe´rieures a` 0,8925. De meˆme, en e´tudiant le comportement de l’impe´dance spec-
troscopique pour les premie`res ge´ne´rations de la courbe fractale, on trouve un re´gime
pre´fractal avec une valeur de l’exposant β supe´rieure a` celle donne´e par la relation (6.31).
Pour tenter d’expliquer ces re´sultats, conside´rons encore une fois l’approximation line´aire
de la fonction γ(ξ) dans ce re´gime pre´fractal (pour les premie`res ge´ne´rations). Dans ce cas,
la zone de mesure harmonique et, peut-eˆtre, la zone de mesure de Hausdorff ne sont pas
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Fig. 6.17 – Fonction γ(ξ) calcule´e pour les ge´ne´rations g = 7 et g = 8 de la courbe
de Von Koch quadrangulaire. Six courbes correspondent aux valeurs diffe´rentes de Λ :
L/1000, L/100, L/10, le parame`tre ξ = ln(δ/`(Λ)) variant avec l’e´chelle δk = (1/3)
kL,
avec k ∈ {1,..,g}. Pour des raisons de clarte´, nous ne montrons que les points de re´fe´rence.
On peut voir que ces points reproduisent la meˆme courbe universelle γ(ξ). On trouve
e´galement deux plateaux, γ ' Df et γ ' τ(2), qui correspondent aux re´gimes de Neumann
et de Dirichlet pour l’impe´dance spectroscopique. Enfin, le re´gime fractal interme´diaire
peut eˆtre approche´ par une fonction line´aire.
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encore bien e´tablies. La relation (6.30) doit eˆtre alors remplace´e par une autre relation :
γ1 ' γ(ξmin)− γ(ξmax)
(1/Df ) lnΛmin/Λmax
le nume´rateur e´tant e´gal a` la diffe´rence entre les valeurs extreˆmes des exposants en fonction
de ξ. Comme cette diffe´rence est infe´rieure a` Df − τ(2), on trouve :
βapp ' 1− γ(ξmin)− γ(ξmax)
Df
≥ τ(2)
Df
En pratique, la zone de mesure de Hausdorff peut eˆtre obtenue meˆme pour des
ge´ne´rations faibles (par exemple, pour la deuxie`me ge´ne´ration). Par conse´quent, on s’at-
tend a` avoir γ(ξmin) ' Df et γ(ξmax) ' 1 aux premie`res ge´ne´rations, ce qui implique :
βapp ≈ 1
Df
(6.32)
On retrouve la relation (1.13) propose´e par Le Me´haute´ et Crepy [101] pour la premie`re
fois (voir chapitre 1).
A la lumie`re des remarques pre´ce´dentes, il n’est pas surprenant que les simulations
nume´riques et les expe´riences physiques avec e´lectrodes bloquantes aient confirme´ la rela-
tion (6.32) (voir [125]). En effet, ces e´tudes ont e´te´ re´alise´es sur les premie`res ge´ne´rations
d’une interface fractale qui pre´sente un comportement pre´fractal. Par conse´quent, la valeur
de l’exposant β se trouve plus proche de l’expression (6.32) que de (6.31). En pratique,
pour les premie`res ge´ne´rations, l’exposant β de´pend du choix de la ge´ne´ration, et peut
varier de 1 a` τ(2)/Df . Pour les ge´ne´rations plus e´leve´es, cette de´pendance s’estompe, et
l’exposant β est de´termine´ par la relation (6.31).
6.6 Conclusion
La mesure harmonique, qui caracte´rise l’accessibilite´ d’une frontie`re par le mouvement
brownien, joue un roˆle central dans la description de nombreux processus physiques et chi-
miques, parmi lesquels les phe´nome`nes de croissance et de transport laplacien. Lorsqu’elle
est de´finie sur une fractale re´gulie`re, cette mesure posse`de des proprie´te´s multifractales :
ses moments varient avec l’e´chelle δ selon des lois de puissance dont les exposants sont
appele´s multifractals. En particulier, la longueur de la zone active de Dirichlet varie avec
un exposant 1− τ(2), τ(2) e´tant l’exposant de corre´lation de la mesure harmonique.
Afin d’e´tudier par simulations nume´riques les proprie´te´s de cette mesure, la me´thode
des marches ale´atoires rapides a e´te´ adapte´e pour la courbe de Von Koch quadrangulaire
(de dimension fractale Df = ln 5/ ln 3) et pour la surface de Von Koch cubique concave
(de dimension fractale Df = ln 13/ ln 3). La structure hie´rarchique de ces frontie`res par-
ticulie`res a permis de mettre au point un algorithme tre`s efficace. En particulier, cette
me´thode a e´te´ employe´e pour de´terminer la densite´ de la mesure harmonique jusqu’a`
la dixie`me ge´ne´ration de la courbe de Von Koch quadrangulaire et jusqu’a` la sixie`me
ge´ne´ration de la surface de Von Koch cubique. En faisant varier l’e´chelle δ, nous avons
e´tudie´ le comportement des moments ζ(q,δ) et de l’entropie ζent(δ), qui conduit aux ex-
posants multifractals locaux τ(q,δ) et a` la dimension d’information locale D1,δ. L’intro-
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duction du de´veloppement logarithmique permet d’obtenir les valeurs τ(q) et D1 des
exposants multifractals et de la dimension d’information de la mesure harmonique pour
une vraie fractale mathe´matique (ge´ne´ration infinie). De plus, ces valeurs limites sont
obtenues avec une tre`s bonne pre´cision (au moins trois chiffres significatifs). La valeur
de la dimension d’information de la mesure harmonique de la courbe de Von Koch est
ainsi trouve´e e´gale a` 1,000(0), en accord avec le the´ore`me de Makarov (D1 = 1 pour tout
ensemble simplement connecte´ dans le plan). Nous avons de´termine´ diffe´rents exposants
multifractals comme, par exemple, l’exposant de corre´lation τ(2) trouve´ e´gal a` 0,892(5).
En comparant cette approche avec une autre me´thode fre´quemment utilise´e, la me´thode
des boˆıtes, nous avons montre´ la pre´cision de cette dernie`re est tre`s nettement infe´rieure.
Le cas tridimensionnel, plus inte´ressant encore car plus re´aliste dans la perspective
d’applications a` des cas physiques, pre´sente de grandes difficulte´s tant sur les plans ana-
lytique que nume´rique. En utilisant la me´thode des marches ale´atoires rapides pour la
surface de Von Koch cubique concave, nous avons e´tudie´ la mesure harmonique sur cette
frontie`re. Le de´veloppement logarithmique a permis d’obtenir les exposants multifractals
avec une tre`s bonne pre´cision. En particulier, la dimension d’information a e´te´ trouve´e
e´gale a` 2,006(5) et l’exposant de corre´lation e´gal a` 1,961(8). On peut en conclure que, du
point de vue de transport laplacien, la diffe´rence entre la surface de Von Koch cubique et
une surface lisse est tre`s faible (pour une surface lisse, ces deux dimensions sont e´gales :
D1 = D2 = 2).
Le lien e´troit entre l’impe´dance spectroscopique de l’e´lectrode de travail et la me-
sure harmonique e´tale´e sugge`re d’e´tudier les proprie´te´s d’e´chelle de cette mesure sur des
frontie`res autosimilaires afin d’e´clairer le comportement anormal de l’impe´dance dans le
cas d’interface irre´gulie`re. En utilisant la notion de re´gion caracte´ristique d’absorption,
nous avons obtenu que la mesure harmonique e´tale´e de´finie pour une ge´ne´ration finie d’une
fractale pre´sente une transition continue entre le comportement de la mesure harmonique
(grandes e´chelles δ ou petites valeurs de Λ) et le comportement de la mesure de Hausdorff
(petites e´chelles δ ou grandes valeurs de Λ), avec un parame`tre variable Λ. De plus, les
proprie´te´s d’e´chelle de la mesure harmonique e´tale´e peuvent eˆtre comple`tement de´crites
par une fonction multifractale τ(q ; ξ) dont les de´pendances par rapport au parame`tre
d’e´chelle δ, la longueur Λ et l’ordre de ge´ne´ration g peuvent eˆtre synthe´tise´es en un seul
parame`tre de re´glage ξ. Par conse´quent, cette fonction multifractale peut eˆtre conside´re´e
comme une caracte´ristique intrinse`que de la mesure harmonique e´tale´e sur une fractale
donne´e. La fonction τ(q ; ξ) joue le meˆme roˆle que les exposants multifractals pour la
mesure harmonique et la mesure de Hausdorff. Les simulations nume´riques re´alise´es pour
les diffe´rentes ge´ne´rations de la courbe de Von Koch quadrangulaire ont confirme´ notre
re´sultat. Le fait que la de´pendance de la fonction multifractale τ(q ; ξ) par rapport a`
l’ordre g d’une ge´ne´ration particulie`re se manifeste au travers du seul parame`tre ξ, per-
met de proposer une ge´ne´ralisation non triviale de la mesure harmonique e´tale´e a` des
frontie`res qui sont de vraies fractales mathe´matiques.
Le re´gime fractal interme´diaire de la mesure harmonique e´tale´e correspond au compor-
tement anormal de l’impe´dance. En utilisant les proprie´te´s d’e´chelle de la mesure harmo-
nique e´tale´e, nous avons donc e´tudie´ le comportement de l’impe´dance. Une approximation
line´aire sur l’exposant γ(Λ,δ) permet ainsi d’aboutir a` une relation (6.31) donnant l’ex-
posant β. Nous avons de plus de´montre´ que la valeur the´orique de β pre´dite par Halsey
et Leibig ne peut eˆtre atteinte que pour des ge´ne´rations relativement e´leve´es. Les ordres
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de ge´ne´rations moins e´leve´s rencontre´s en pratique expliquent certains de´saccords trouve´s
dans la litte´rature ([62] et [125]). En effet, pour des ge´ne´rations plus faibles, le comporte-
ment anormal n’est pas encore bien e´tabli, et l’on peut obtenir, en principe, des valeurs de
β comprises entre 1 et τ(2)/Df . La valeur the´orique simplifie´e β = 1/Df semble eˆtre en
fait la meilleure estimation dans le cas des premie`res ge´ne´rations. Si l’on augmente l’ordre
de ge´ne´ration plus avant, on obtient finalement un comportement fractal bien e´tabli, avec
β = τ(2)/Df .
232 6 La mesure harmonique et la mesure harmonique e´tale´e
Chapitre 7
Etude expe´rimentale d’une e´lectrode
de Von Koch
La the´orie de la double couche a e´te´ de´veloppe´e par Halsey et Leibig afin d’expli-
quer par le biais de la ge´ome´trie le comportement anormal observe´ en spectroscopie
d’impe´dance. Une analogie formelle entre les descriptions mathe´matiques du potentiel
e´lectrique dans un e´lectrolyte et de la diffusion stationnaire permet ensuite d’e´tendre
les re´sultats obtenus dans ce cadre a` d’autres phe´nome`nes de transport laplacien. On
peut ainsi en e´tudier les conse´quences directes en physiologie (e´change gazeux dans les
poumons) ou en pe´trochimie (catalyse he´te´roge`ne). Pour autant, l’e´lectrochimie demeure
actuellement le domaine le plus accessible a` une approche expe´rimentale simple de mise
en œuvre.
Ce chapitre est consacre´ a` une e´tude expe´rimentale de l’impe´dance spectroscopique
d’une e´lectrode irre´gulie`re. Afin de pouvoir comparer les re´sultats expe´rimentaux avec nos
simulations nume´riques, nous avons choisi l’e´lectrode dont la frontie`re est une surface de
Von Koch convexe de dimension fractale Df = ln 13/ ln 3. Il faut en premier lien souligner
que cette e´tude expe´rimentale a pour objectif double de confronter the´orie et expe´rience
mais aussi d’apporter une illustration physique des difficulte´s que l’on peut rencontrer
lorsque l’on tente d’appliquer une approche the´orique a` des phe´nome`nes re´els. Nous allons
voir que la seule prise en compte de l’irre´gularite´ ge´ome´trique ne suffit pas a` de´crire dans
sa totalite´ le transport e´lectrique a` travers une e´lectrode de travail. En revanche, si l’on
modifie la de´composition spectrale afin de tenir compte de l’impe´dance surfacique mesure´e,
il est possible de retrouver les donne´es expe´rimentales par notre approche. Ces re´sultats
pre´liminaires, meˆme s’ils ne constituent une justification expe´rimentale exhaustive de nos
simulations nume´riques, repre´sentent cependant un premier pas dans l’application des
concepts de´veloppe´s dans ce me´moire a` des cas re´els.
La section 7.1 pre´sente une tentative d’application directe de notre approche the´orique
a` une e´lectrode ide´alise´e. La section 7.2 de´crit la partie expe´rimentale : pre´paration des
e´chantillons et technique de mesure. Les re´sultats expe´rimentaux sont ensuite pre´sente´s et
discute´s dans la section 7.3. Enfin, la dernie`re partie s’efforce de de´gager des conclusions
de cette approche expe´rimentale.
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7.1 Electrode ide´alise´e : pre´dictions the´oriques
Nous allons tout d’abord de´crire le comportement de l’impe´dance d’une e´lectrode
ide´alise´e dans notre approche the´orique afin de le confronter par la suite a` nos mesures
expe´rimentales.
Rappelons que l’impe´dance Zcell est introduite comme la re´ponse line´aire de notre
syste`me a` une petite perturbation. Plus pre´cise´ment, l’application d’un potentiel alternatif
V (t) = V0 e
−iωt entre deux e´lectrodes, place´es dans un e´lectrolyte, induit un courant
e´lectrique I(t) = I0 e
−iωt dont l’amplitude I0 est proportionnelle a` l’amplitude V0 avec un
coefficient Z−1cell(ω) de´pendant de la fre´quence ω. La pre´sence d’e´le´ments capacitifs conduit
a` un certain de´phasage du courant par rapport au potentiel, qui peut eˆtre pris en compte
au travers d’une impe´dance complexe.
Bien qu’a priori syme´triques, les deux e´lectrodes sont conside´re´es diffe´remment. Comme
l’on s’inte´resse en ge´ne´ral a` l’impe´dance d’une seule e´lectrode (l’e´lectrode de travail), on
essaie de diminuer la contribution de l’autre e´lectrode (contre-e´lectrode), en la re´alisant
dans un me´tal de tre`s faible re´sistance. Dans notre approche the´orique, on supposera cette
re´sistance nulle.
Rappelons e´galement que la the´orie de la double couche de Halsey et Leibig ne
conside`re que le transport e´lectrique (duˆ au champ e´lectrique) et ne´glige le transport
diffusif des ions dans l’e´lectrolyte. Par conse´quent, cette the´orie ne s’applique qu’a` des
e´lectrodes (quasi)bloquantes dont la re´sistance est tre`s grande (voir chapitre 1). Notre
approche the´orique est aussi limite´e par cette contrainte physique. Le choix du me´tal
de l’e´lectrode de travail est donc important si l’on veut pouvoir comparer the´orie et
expe´rience. Etant tre`s inertes, les me´taux nobles comme l’or et le platine fournissent de
bonnes e´lectrodes bloquantes. Parmi les me´taux moins chers, on utilise fre´quemment le
nickel. Dans la suite, nous verrons que le laiton lui-aussi peut eˆtre employe´.
Au chapitre 4, nous avons vu que notre approche the´orique s’appliquait e´galement
a` une e´lectrode quasi-bloquante, caracte´rise´e par une grande re´sistance surfacique r. En
effet, si l’on note γ la capacite´ surfacique de la double couche pre`s de l’e´lectrode de travail,
il suffit de remplacer la longueur Λ = r/ρ par un parame`tre complexe Λ = ζ/ρ, ou` ζ est
l’impe´dance surfacique :
ζ =
1
−iωγ + 1/r (7.1)
La substitution de ce parame`tre complexe dans l’expression (4.11) conduit a` une impe´dance
complexe1 de l’e´lectrode de travail :
Z(ω) =
(
ρ
∑
α
Fα (µα + ρ/r)
(µα + ρ/r)2 + (ωγρ)2
)
+ i
(
ρ
∑
α
Fα (ωγρ)
(µα + ρ/r)2 + (ωγρ)2
)
(7.2)
1Pour plus de simplicite´, nous conside´rons l’impe´dance effective qui co¨ıncide avec l’impe´dance spectro-
scopique lorsque la contre-e´lectrode se trouve a` l’infini. Cependant, cette condition n’est pas satisfaite dans
une expe´rience re´aliste (la contre-e´lectrode est toujours a` distance finie et parfois proche de l’e´lectrode
de travail). Par conse´quent, l’expression (7.2) ne fournit qu’une approximation de l’impe´dance spectro-
scopique. La prise en compte de la re´sistance R de l’e´lectrolyte permet de revenir a` l’expression exacte
(4.10). On peut e´galement conside´rer la de´composition spectrale de l’admittance de la cellule.
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Fig. 7.1 – Diagramme de Nyquist pour une e´lectrode plate : (a) parfaitement bloquante
(de re´sistance r infinie) ; (b) quasi-bloquante (de re´sistance r finie).
Electrode plate
Pour une e´lectrode plate, le seul mode contribuant a` l’impe´dance est le mode distribue´
uniforme´ment (µ0 = 0 et F0 = S
−1, S e´tant l’aire de cette e´lectrode) et l’on retrouve :
Re [Zplate(ω)] =
r
S
1
1 + (ωγr)2
Im [Zplate(ω)] =
r
S
ωγr
1 + (ωγr)2
(7.3)
Dans le cas d’une e´lectrode parfaitement bloquante (de re´sistance r infinie), on obtient
donc une droite verticale dans le plan complexe (Fig. 7.1a). Si la re´sistance r est finie
(e´lectrode quasi-bloquante), on trouve un demi-cercle, centre´ au point (r/2S,0) de rayon
r/2S (Fig. 7.1b). Le point (0,0) correspond a` la limite des hautes fre´quences, tandis que,
dans la limite des basses fre´quences, l’impe´dance complexe tend vers le point (r/S,0)
dans le plan complexe. Notons que, lorsque la re´sistance r s’accroˆıt, le rayon du demi-
cercle augmente e´galement. Formellement, la droite verticale a` r = ∞ correspond a` un
demi-cercle de rayon infini.
En re´alite´, on ne trouve jamais d’e´lectrodes parfaitement bloquantes dont la re´sistance
surfacique r serait infinie. Cependant, si cette re´sistance est tre`s grande, on ne peut pas
dans une expe´rience visualiser la partie droite du demi-cercle. En effet, le sommet du demi-
cercle correspond a` la condition ωγr = 1, et donc a` une fre´quence ωs = (γr)
−1. Comme la
capacite´ de la double couche est ge´ne´ralement de l’ordre de quelques dizaines de µF ·cm−2,
il est facile de trouver une re´sistance telle que la fre´quence ωs soit infe´rieure a` la fre´quence
minimale accessible a` un appareil de mesure (par exemple, dans les mesures expe´rimentales
que nous avons effectue´, cette fre´quence minimale est de l’ordre de quelques mHz). En
re´sume´, pour la gamme de fre´quences qui nous inte´ressent, la re´sistance surfacique d’une
e´lectrode quasi-bloquante doit eˆtre suffisamment grande pour satisfaire en permanence la
condition ωγr À 1.
Electrode parfaitement bloquante
Pour une e´lectrode irre´gulie`re, on n’obtient ni une droite verticale, ni un demi-cercle. Si
l’on conside`re une e´lectrode parfaitement bloquante, l’expression (7.2) s’e´crit de manie`re
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Fig. 7.2 – Diagrammes de Nyquist typiques pour une e´lectrode irre´gulie`re : (a) parfaite-
ment bloquante (de re´sistance r infinie) ; (b) quasi-bloquante (de re´sistance r finie). On ne
pre´sente que les deux limites asymptotiques car la partie interme´diaire peut varier selon
la ge´ome´trie de le´lectrode de travail.
un peu plus simple :
Z(ω) =
(
ρ
∑
α
Fα µα
µ2α + (ωγρ)
2
)
+ i
(
ρ
∑
α
Fα (ωγρ)
µ2α + (ωγρ)
2
)
(7.4)
Le de´veloppement de cette expression dans la limite des basses fre´quences conduit a` :
Re [Z(ω)] =
(
ρ
∑
α>0
Fα
µα
)
+O(ω2) Im [Z(ω)] =
1
ωγStot
+O(ω) (ω → 0)
On trouve donc une asymptote verticale, situe´ au point Rbas = ρ
∑
α>0
Fαµ
−1
α . Dans la limite
des hautes fre´quences, on obtient :
Re [Z(ω)] =
ρ
(ωγρ)2
(∑
α
Fαµα
)
+O(ω−4) Im [Z(ω)] =
1
ωγSdir
+O(ω−2) (ω →∞)
L’impe´dance complexe tend alors vers 0 (Sdir est l’aire de la zone active dans la limite
de Dirichlet). De plus, on voit que le rapport entre la partie imaginaire et la partie re´elle
diverge line´airement avec ω dans cette limite. Par conse´quent, la tangente au point (0,0)
est verticale. Le diagramme typique de Nyquist pour une e´lectrode parfaitement bloquante
est pre´sente´ sur la figure 7.2a.
Electrode quasi-bloquante
Si la re´sistance de l’e´lectrode de travail n’est pas nulle, on obtient le comportement
asymptotique de l’impe´dance en de´veloppant l’expression (7.4) dans la limite des basses
fre´quences (ω → 0) :
Re [Z(ω)] =
(
ρ
∑
α
Fα
µα + ρ/r
)
+O(ω2) Im [Z(ω)] = ω
∑
α
Fα (γρ
2)
(µα + ρ/r)2
+O(ω3)
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et dans la limite des hautes fre´quences (ω →∞) :
Re [Z(ω)] =
ρ
(ωγρ)2
(∑
α
Fα(µα + ρ/r)
)
+O(ω−4) Im [Z(ω)] =
1
ωγSdir
+O(ω−2)
On voit donc que le comportement de l’impe´dance dans la limite des hautes fre´quences ne
de´pend presque pas du caracte`re infini ou non de la re´sistance de l’e´lectrode de travail. Au
contraire, la limite des basses fre´quences est tre`s sensible a` cette condition. Le diagramme
typique de Nyquist pour une e´lectrode quasi-bloquante (Fig. 7.2b) correspondant a` une
courbe dans le demi-plan superieur partant de l’axe re´el et revenant sur l’axe re´el, peut
pre´senter un comportement complexe de l’impe´dance (par exemple, celui de de´phasage
constant).
Notons que la re´sistance finie r de l’e´lectrode de travail ne se manifeste que par le biais
de faibles corrections ρ/r aux valeurs propres µα de l’ope´rateur de Dirichlet-Neumann.
Ge´ne´ralement, ces corrections sont ne´gligeables pour µα avec α > 0. En revanche, si la
valeur propre µ0 est nulle, la correction a` cette valeur devient importante car elle change
profonde´ment le comportement de l’impe´dance aux basses fre´quences. En re´alite´, cepen-
dant, la contre-e´lectrode est toujours a` distance finie et la valeur µ0 est donc strictement
positive (voir chapitre 4).
Dans ce qui va suivre, nous allons de´crire les e´lectrodes de travail, la technique de
mesure, ainsi que les re´sultats expe´rimentaux que nous comparerons a` la description
the´orique.
7.2 Mesure expe´rimentale de l’impe´dance
L’e´tude expe´rimentale pre´sente´e dans cette section a e´te´ re´alise´e au Centre d’Etudes de
Chimie Me´tallurgique (CECM) de Vitry-sur-Seine (CNRS) sous la direction de Madame
E. Chassaing.
7.2.1 Electrodes e´tudie´es
Pour notre e´tude expe´rimentale, nous conside´rons les deux premie`res ge´ne´rations de
la surface de Von Koch convexe de dimension fractale Df = ln 13/ ln 3.
La re´alisation pratique de la deuxie`me ge´ne´ration a pose´ quelques difficulte´s. D’une
part, la pre´sence de trous carre´s rend difficile la fabrication d’une e´lectrode me´tallique mo-
nobloc (voir la photo de droite sur la figure 7.3). D’autre part, l’assemblage de l’e´lectrode
a` partir de blocs individuels ne´cessite une grande pre´cision de fabrication afin d’obtenir
un contact parfait entre les diffe´rents blocs sans laisser subsister des cavite´s qui pour-
raient eˆtre remplies par l’e´lectrolyte. Pour cette raison, nous avons utilise´ deux types
d’e´lectrodes pour pouvoir comparer les mesures expe´rimentales de l’impe´dance : des
e´lectrodes me´talliques assemble´es et des e´lectrodes me´tallise´es.
Les deux e´lectrodes me´talliques en laiton ont e´te´ fabrique´ au Laboratoire de Physique
de la Matie`re Condense´e par P. Bujard et C. Vasseur :
1. La premie`re ge´ne´ration est constitue´e d’un seul bloc me´tallique, consistant en une
plaque carre´ de coˆte´ 2,7 cm et d’e´paisseur 0,2 cm avec un cube de coˆte´ 0,9 cm au
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Fig. 7.3 – Photo des deux e´lectrodes en laiton correspondant a` la premie`re ge´ne´ration (a`
gauche) et a` la deuxie`me ge´ne´ration (a` droite) de la surface de Von Koch convexe.
centre (Fig. 7.3). L’aire totale Stot est e´gale a` 10,53 cm
2.
2. La deuxie`me ge´ne´ration est constitue´e de deux blocs me´talliques : d’une part, la
meˆme plaque carre´e de´core´e de 8 petits cubes de coˆte´ 0,3 cm et d’autre part un
grand cube de coˆte´ 0,9 cm de´core´ de 5 petits cubes de coˆte´ 0,3 cm (Fig. 7.3).
L’assemblage est tenu par une vis. L’aire totale Stot est e´gale a` 15,21 cm
2.
Deux vis externes sont ajoute´es a` chaque e´lectrode pour les maintenir au cours des
expe´riences.
Nous avons e´galement e´tudie´ trois e´lectrodes me´tallise´es dont les carcasses en re´sine
e´poxy ont e´te´ fabrique´es aux Etats-Unis par Amalgamated Research Inc. (Fig. 7.4) :
1. Ge´ne´ration 0 : chaque face du cube de coˆte´ 3,3 cm est plane (l’aire totale Stot est
e´gale a` 10,89 cm2).
2. Ge´ne´ration 1 : chaque face du cube de coˆte´ 3,3 cm est surmonte´e d’un cube de coˆte´
1 cm (l’aire totale Stot est e´gale a` 14,89 cm
2).
3. Ge´ne´ration 2 : chaque face du cube de coˆte´ 3,3 cm est surmonte´e d’un cube de coˆte´
1 cm et de 13 petits cubes de coˆte´ 0,3 cm (l’aire totale Stot est e´gale a` 19,57 cm
2).
Ces carcasses ont e´te´ ensuite nickele´es au Centre d’Etudes de Chimie Me´tallurgique (voir
sous-section 7.2.2).
Notons que chaque type d’e´lectrode pre´sente des avantages et des inconve´nients. En
raison meˆme de leur mode de fabrication, les e´lectrodes me´tallise´es ne respectent pas le
facteur de dilatation (3) de la surface de Von Koch. De plus, comme nous le verrons
dans la suite, le de´poˆt de nickel pre´sente une structure microscopique tre`s irre´gulie`re dont
l’influence est importante. Enfin, la pre´sence d’atomes de phosphore dans le de´poˆt est
difficile a` controˆler. Pour autant, bien que les e´lectrodes en laiton ne pre´sentent pas les
de´fauts pre´ce´dents, elles sont moins bloquantes. De plus, la nature du laiton (alliage de
cuivre et de zinc) peut induire certains processus physico-chimiques complexes dont la
pre´sence modifie les proprie´te´s de transport. Enfin, la fabrication de ge´ne´rations d’ordre
plus e´leve´, pour lesquelles l’influence de la ge´ome´trie se manifeste plus explicitement,
serait tre`s proble´matique meˆme pour des e´lectrodes en laiton.
On peut imaginer d’employer d’autres e´lectrodes plus approprie´es comme, par exemple,
des e´lectrodes en nickel me´tallique solide ou bien des e´lectrodes dore´es. Cependant, la
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Fig. 7.4 – Photo d’une carcasse en re´sine e´poxy pour la deuxie`me ge´ne´ration (a` gauche) et
de deux e´lectrodes me´tallise´es (au centre et a` droite) repre´sentant la premie`re ge´ne´ration
et la surface plate ; le tissu du platine est utilise´e comme la contre-e´lectrode (en arrie`re).
Une partie de la surface des e´lectrodes me´tallise´es est couverte par un vernis isolant (en
rouge).
durete´ du nickel rend de´licate la fabrication d’e´lectrodes irre´gulie`res en nickel pur et les
e´lectrodes dore´es couˆtent relativement cher. En conclusion, on voit qu’aucun de nos dispo-
sitifs expe´rimentaux n’a pu reproduire exactement les conditions physico-mathe´matiques
du mode`le the´orique.
7.2.2 Pre´paration des e´chantillons
La me´tallisation d’une carcasse en re´sine e´poxy, indispensable a` la re´alisation de
l’e´lectrode, est une proce´dure de´licate qui fait appel a` la technique du de´poˆt chimique
autocatalytique (((electroless))). Celui-ci se de´roule en trois e´tapes :
1. Attaque de la surface pour cre´er une rugosite´ a` l’e´chelle nanoscopique ;
2. Deˆpot de germes initiaux dans les nano-de´fauts ;
3. De´poˆt des atomes de nickel sur les germes initiaux.
La carcasse est d’abord plonge´e pendant 15 a` 30 secondes dans une solution d’attaque
dont la composition est la suivante :
Oxyde de chrome (VI) CrO3 3 g
Acide sulfurique H2SO4 76 ml
Eau H2O 24 ml
Apre`s une nettoyage a` l’eau, la carcasse est rince´e successivement par une solution
d’activation et une solution de sensibilisation compose´es respectivement de :
Solution d’activation Solution de sensibilisation
Chlorure de palladium PdCl2 0,1 g
Acide chlorhydrique HCl 1 ml
Eau H2O 100 ml
Chlorure d’e´tain (II) SnCl2 1 g
Acide chlorhydrique HCl 4 ml
Eau H2O 100 ml
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Au cours de cette proce´dure, les ions d’e´tain Sn2+ s’oxydent en ions d’e´tain Sn4+,
re´duisant par-la` meˆme les ions de palladium Pd2+ en atomes Pd0 :
Sn2+ − 2e− −→ Sn4+ Pd2+ + 2e− −→ Pd0
Lorsque les germes de palladium sont mis en place, la carcasse est place´e dans la
solution de de´poˆt chimique compose´e de :
Sulfate de nickel NiSO4 · 6H2O 7,5 g
Citrate de sodium Na3C6H5O7 · 2H2O 25 g
Chlorure d’ammonium NH4Cl 1,25 g
Hypophosphite de sodium NaH2PO2 ·H2O 2,5 g
Eau H2O 250 ml
On ajoute alors dans cette solution l’ammoniaque NH4OH jusqu’a` obtention d’un
pH de 10,5. Cette dernie`re e´tape de me´tallisation s’effectue a` une tempe´rature comprise
entre 75◦C et 80◦C pendant quelques dizaines de minutes jusqu’a` formation d’une couche
me´tallique suffisante. Les ions de phosphore P+ s’oxydent en ions de phosphore P 3+, en
re´duisant les ions de nickel Ni2+ en atomes Ni0 :
2H2PO
−
2 + 2H2O +Ni
2+ −→ Ni0 ↓ +H2 ↑ +2HPO−23 + 4H+
Pour que cette re´action se produise, il faut une surface catalytique constitue´e dans un
premier temps de germes de palladium, puis d’atomes de nickel. Les atomes de nickel
entretenant eux-meˆmes la re´action, on parle alors de de´poˆt chimique autocatalytique. Le
citrate de sodium et le chlorure d’ammonium jouent le roˆle de complexants. Notons que
deux re´actions ((parasites)) supple´mentaires se produisent e´galement. La premie`re re´duit
la quantite´ d’e´lectrons e− en les capturant par des protons :
2H+ + 2e− −→ H2 ↑
ce qui diminue d’environ 30% l’efficacite´ de la re´action [27, 87]. L’autre re´action produit
quant a` elle des atomes de phosphore :
H2PO
−
2 + 3e
− + 2H2O −→ P ↓ +H2 ↑ +4(OH)−
En conse´quence, la couche me´tallique du nickel contient aussi de 3% a` 15% de phosphore.
La pre´sence de cette impurete´ peut modifier les proprie´te´s e´lectriques de l’e´chantillon de
manie`re assez importante. Qui plus est, la composition nickel-phosphore est difficile a`
controˆler.
La proce´dure de me´tallisation pose certaines difficulte´s techniques. Les de´fauts micro-
scopiques de la carcasse rendent difficile l’obtention d’une couche me´tallique suffisamment
homoge`ne. En particulier, il est possible que certaines parties de la couche me´tallique se
retrouvent de´connecte´es du reste, ce qui les rend neutres pour le transport e´lectrique. De
plus, la couche peut eˆtre instable me´caniquement entraˆınant alors des exfoliations. Si l’un
de ces de´fauts apparaˆıt, il faut alors dissoudre le nickel dans l’acide nitrique (HNO3)
et recommencer la me´tallisation. Apre`s obtention d’une couche relativement stable, ho-
moge`ne et comple`tement connecte´e, on choisit la meilleure face de l’e´lectrode parmi les six
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faces e´quivalentes. Les autres faces sont recouvertes d’un vernis isolant (Lacomit). Apre`s
mesure de l’impe´dance, ce vernis peut eˆtre e´limine´ par ace´tone.
La technologie du de´poˆt chimique autocatalytique entraˆıne la formation re´currente de
germes a` l’e´chelle nanoscopique. Si l’on regarde au microscope a` balayage la surface de
l’e´lectrode me´tallise´e, on observe une structure tre`s irre´gulie`re a` plusieurs e´chelles micro-
scopiques (Fig. 7.5). He´las, cette irre´gularite´ microscopique est beaucoup plus de´veloppe´e
que l’irre´gularite´ macroscopique pour la deuxie`me ge´ne´ration de la surface de Von Koch.
Son influence e´tant plus forte, cela rend l’extraction de l’information inte´ressante bien plus
difficile a` partir des donne´es expe´rimentales (voir plus loin). De plus, cette irre´gularite´
((naturelle)) est difficile a` controˆler.
7.2.3 Technique de mesure
Les mesures ont e´te´ re´alise´es dans une cellule cylindrique de diame`tre 10 cm remplie
par une solution e´lectrolytique compose´e de :
Acide borique H3BO3 6,183 g
Tetraborate de sodium Na2B4O7 · 10H2O 9,534 g
La concentration de l’e´lectrolyte peut eˆtre aise´ment modifie´e. De manie`re ge´ne´rale, nous
avons de´bute´ les mesures dans l’e´lectrolyte le plus concentre´ (si l’on dissout les quantite´s
ci-dessus dans un litre de l’eau, on obtient ainsi de l’acide borique de´cimolaire) ; apre`s
chaque se´rie de mesures, nous avons ajoute´ une meˆme quantite´ d’eau, divisant ainsi par
un facteur deux a` chaque fois la concentration de l’e´lectrolyte. Notons que le rapport entre
l’acide borique et le te´traborate de sodium est toujours de 4 pour 1 en masse molaire.
A tempe´rature ambiante, cette solution posse`de un pH de 8,8 dans lequel la plupart de
me´taux courants (y compris le nickel et le laiton) sont relativement passifs. Par conse´quent,
l’e´lectrode de travail correspondante peut eˆtre conside´re´e comme quasi-bloquante car sa
re´sistivite´ est suffisamment grande.
La re´sistivite´ de l’e´lectrolyte ρ peut eˆtre mesure´e en utilisant un conductime`tre com-
pose´ de deux petites plaques rectangulaires paralle`les (en platine platine´) espace´es de
1 cm. Lorsque ce montage est plonge´ dans la solution, l’e´lectrolyte vient remplir la petite
cavite´ situe´e entre ces e´lectrodes. Si l’on mesure l’impe´dance de cette cellule en hautes
fre´quences, sa partie re´elle correspond a` la re´sistance de l’e´lectrolyte dans la cavite´. La
re´sistivite´ s’obtient donc en multipliant cette re´sistance par l’aire des plaques et en divisant
par la distance qui les se´pare.
La technique de mesure que nous avons utilise´e est appele´e me´thode potentiostatique a`
trois e´lectrodes. La contre-e´lectrode (un tissu de platine) est place´e en bas de la cellule. La
re´sistance surfacique de cette e´lectrode est faible graˆce, a` la fois, a` la bonne conductivite´
du platine et a` la tre`s grande surface totale de cette e´lectrode. L’e´lectrode de travail est
place´e en haut de la cellule, a` quelques centime`tres de la contre-e´lectrode. Lorsqu’un me´tal
(laiton ou nickel) est immerge´ dans l’e´lectrolyte, il apparaˆıt un potentiel de corrosion Vcor
qui re´sulte de la dissolution ou de la formation d’une couche d’oxyde, couple´e a` une
re´action de re´duction provenant de la solution d’e´lectrolyte (re´duction des protons, de
l’oxyge`ne, par exemple). Afin de controˆler ce potentiel, on introduit une e´lectrode de
re´fe´rence en calomel (Hg2Cl2) connecte´e a` un voltme`tre nume´rique. Cette e´lectrode ne
conduit pas de courant, ce qui permet de l’utiliser exclusivement pour mesurer le potentiel
sans perturber la distribution de potentiel.
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Fig. 7.5 – Photos au microscope a` balayage de la surface de l’e´lectrode me´tallise´e au nickel
a` diffe´rentes e´chelles (les largeurs de chaque photo sont de gauche a` droite respectivement :
10 µm, 4 µm et 2 µm). Photos re´alise´es par E. Chassaing, CECM.
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Les mesures ont e´te´ re´alise´es sur l’impe´danceme`tre compose´ de l’interface e´lectrochi-
mique Solartron 1286 Schlumberger et de l’analyseur de re´ponse en fre´quence Solartron
1255 Schlumberger. Le potentiel applique´ est :
V (t) = Vapp + V0 e
−iωt
L’amplitude du signal sinuso¨ıdal V0, le potentiel constant Vapp et la fre´quence ω sont
de´termine´s par l’impe´danceme`tre et pilote´s par le logiciel DMSMAIN. Une se´rie de me-
sures fournit, dans les conditions choisies, les valeurs expe´rimentales de l’impe´dance com-
plexe Z(ω) = Re Z(ω) + i Im Z(ω) en fonction de la fre´quence ω.
Dans la plupart des mesures effectue´es, le potentiel constant Vapp est pris e´gal au
potentiel de corrosion Vcor, mesure´ par le voltme`tre nume´rique juste avant la mesure
de l’impe´dance. Ceci permet de bloquer la re´action de corrosion et d’avoir un courant
e´lectrique quasi nul.
L’impe´dance ne de´pendant a priori pas de l’amplitude du signal V0, le choix de cette
amplitude n’est pas critique. Cependant, elle ne doit eˆtre ni trop faible pour que le bruit ne
masque pas le signal, ni trop forte pour que l’on puisse rester dans le domaine de re´ponse
line´aire. Dans la plupart des mesures effectue´es, l’amplitude V0 est e´gale a` 20 mV .
L’impe´danceme`tre permet de mesurer l’impe´dance dans une tre`s grande gamme de
fre´quences. En pratique, nous nous limitons aux fre´quences comprises entre quelques di-
zaines de mHz et quelques dizaines de kHz. On verra que cette gamme de fre´quences est
suffisante pour e´tudier les e´lectrodes pre´fractales conside´re´es.
7.3 Re´sultats expe´rimentaux
Nous allons maintenant pre´senter les mesures d’impe´dance effectue´es. Cette e´tude
ayant avant tout un caracte`re illustratif, nous ne discuterons pas l’inte´gralite´ des re´sultats,
mais nous nous bornerons plutoˆt a` examiner quelques exemples particuliers.
7.3.1 Impe´dance des e´lectrodes plates
Nous commenc¸ons par les mesures d’impe´dance de deux e´lectrodes plates en me´tal
solide. L’e´lectrode de nickel a un profil circulaire de diame`tre 0,5 cm, d’aire totale Stot
environ 0,20 cm2, et l’e´lectrode de laiton un profil carre´ de coˆte´ 1,2 cm, d’aire totale
1,44 cm2. La figure 7.6 montre la variation en fre´quence des parties re´elle et imaginaire
de l’impe´dance. Les mesures ont e´te´ re´alise´es pour diffe´rentes solutions d’e´lectrolyte de
re´sistivite´s ρ e´gales a` 174 Ohm · cm et 295 Ohm · cm pour le nickel et le laiton respecti-
vement. Les donne´es expe´rimentales pour l’e´lectrode de nickel sont repre´sente´es par des
cercles et celles de l’e´lectrode de laiton par des aste´risques. Pour e´valuer la pre´cision,
on re´ite`re plusieurs fois les meˆmes mesures pour chaque fre´quence afin de de´terminer les
barres d’erreur (e´cart-type des valeurs mesure´es). Dans les exemples pre´sente´s ci-dessous,
l’erreur relative maximale est infe´rieure a` 10% sur une gamme des fre´quences comprises
entre 1 Hz et 1 kHz. L’accroissement de cette erreur aux basses fre´quences (dizaines de
mHz) est duˆ aux de´rives thermiques, tandis qu’aux hautes fre´quences (dizaines de kHz),
celui sans doute lie´ a` des capacite´s parasites.
Il faut tout d’abord souligner que ces mesures donnent l’impe´dance complexe Z(ω) de
toute la cellule e´lectrolytique, y compris la re´sistance de l’e´lectrolyte R. Par conse´quent,
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Fig. 7.6 – Partie re´elle (a` gauche) et partie imaginaire (a` droite) de l’impe´dance complexe
pour deux e´lectrodes plates, normalise´es par leur aire Stot.
la partie re´elle Re [Z(ω)] tend vers la re´sistance de l’e´lectrolyte dans la limite des hautes
fre´quences. Dans la suite, nous allons soustraire cette valeur limite pour deux raisons :
– On s’inte´resse essentiellement a` l’impe´dance de l’e´lectrode de travail ;
– La prise en compte de la re´sistance R est difficile car elle de´pend de fac¸on complexe
de la distance entre l’e´lectrode de travail et la contre-e´lectrode .
On observe un comportement sous-line´aire de la partie re´elle aux basses fre´quences duˆ
a` la re´sistance surfacique de l’e´lectrode de travail : si l’on examine l’expression the´orique
(7.3), on trouve que la partie re´elle Re [Zplate(ω)] tend vers la constante r/S (comporte-
ment purement re´sistif). Sur la partie interme´diaire (fre´quences comprises entre 0,1 Hz
et 10 Hz), la fonction Stot × Re [Z(ω)] est proportionnelle a` l’inverse de la fre´quence ω.
Les pentes des droites correspondantes sont respectivement 103 pour l’e´lectrode de nickel
et 9 · 103 pour l’e´lectrode de laiton.
Le comportement de la partie imaginaire Im [Z(ω)] est encore plus inte´ressant. Dans
les deux limites (basses fre´quences et hautes fre´quences), cette fonction s’aplatit, ce qui
va a` l’oppose´ de nos pre´dictions the´oriques. On peut cependant relier le plateau a` basses
fre´quences a` une re´sistance surfacique r finie de l’e´lectrode de travail. En effet, ce plateau
peut correspondre au sommet du demi-cercle pre´sente´ sur la figure 7.1 lorsque la fre´quence
devient proche de ωs (voir section 7.1). En revanche, le mode`le the´orique ne permet pas
de fournir d’explication satisfaisante pour le plateau a` hautes fre´quences.
Le plus surprenant apparaˆıt dans la gamme interme´diaire de fre´quences pour la partie
imaginaire. En effet, on observe que, pour des fre´quences comprises entre 1 Hz et 1 kHz,
les mesures expe´rimentales reproduisent pour les deux e´lectrodes une loi de puissance
d’exposant proche de −0,88 (pre´facteur 2,3 · 103 pour l’e´lectrode de nickel et pre´facteur
1,9·104 pour l’e´lectrode de laiton). Visiblement, ce comportement anormal de l’impe´dance
d’une e´lectrode plate ne correspond aux re´sultats attendus dans notre the´orie.
On peut donc en de´duire que les e´lectrodes conside´re´es ne satisfont pas l’hypothe`se
de base selon laquelle la double couche pre`s de l’e´lectrode de travail se comporte comme
un condensateur. L’expe´rience montre que meˆme les e´lectrodes plates pre´sentent un com-
portement anormal de l’impe´dance : la partie imaginaire Im [Z(ω)] varie en fre´quence
selon une loi de puissance d’exposant infe´rieur a` 1 (pour nos e´lectrodes de nickel et de
laiton, cet exposant est proche de −0,88). Notons que ce re´sultat n’est pas nouveau :
les premie`res mesures expe´rimentales de ce type, re´alise´es par Wolff [147], utilisaient des
e´lectrodes plates (en or et en platine), faisaient de´ja` apparaˆıtre des exposants non en-
tiers. Comme nous l’avons mentionne´ au chapitre 1, les origines physico-chimiques de ce
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phe´nome`ne ne sont pas encore bien comprises (pour une discussion plus de´taille´e, voir
[88]). Le traitement the´orique de ce phe´nome`ne, malgre´ son importance, sort cependant
du cadre de notre e´tude consacre´e a` l’e´tude d’influence de l’irre´gularite´ ge´ome´trique.
Dans la suite, nous allons voir comment l’on peut modifier notre approche the´orique
afin de mesurer les effets de l’irre´gularite´ macroscopique meˆme en pre´sence d’autres
me´canismes physico-chimiques.
7.3.2 Mode`le a` capacite´ surfacique de´pendant de la fre´quence
Un comportement purement capacitif ne permettant pas de rendre compte du fonc-
tionnement de l’interface, la premie`re ide´e consiste a` ge´ne´raliser l’expression (7.1) de
l’impe´dance surfacique. On peut supposer en effet que la double couche fonctionne comme
un condensateur, mais que sa capacite´ surfacique γ de´pend de la fre´quence ω selon une
loi de puissance :
γ = γ0(ω/ω0)
−α (7.5)
les deux parame`tres γ0 et ω0 e´tant a` de´terminer de manie`re expe´rimentale. Conside´rons
une e´lectrode plate dont l’impe´dance surfacique serait de ce type. Son impe´dance s’e´crirait
alors :
Re [Zplate(ω)] =
ρ
S
ρ/r
(ρ/r)2 + (ρωγ0)2(ω/ω0)−2α
Im [Zplate(ω)] =
ρ
S
ρωγ0(ω/ω0)
−α
(ρ/r)2 + (ρωγ0)2(ω/ω0)−2α
Si l’on revient a` la figure 7.6, on observe que la partie imaginaire de l’impe´dance suit une
loi de puissance pour une gamme de fre´quences interme´diaires, pour lesquelles l’on peut
ne´gliger le terme (ρ/r)2 lie´ a` la re´sistance surfacique r (ce terme ne devient significatif
qu’aux basses fre´quences). Par conse´quent, l’expression pre´ce´dente se re´duit a` :
Re [Zplate(ω)] =
1
r(ω0γ0)2S
(ω/ω0)
−2(1−α) Im [Zplate(ω)] =
1
ω0γ0S
(ω/ω0)
−(1−α)
(7.6)
Bien que, dans cette expression, les parties re´elle et imaginaire de l’impe´dance varient
effectivement en fre´quence selon une loi de puissance, on n’a pas affaire a` un comportement
de de´phasage constant identique a` celui discute´ au chapitre 1 car les deux exposants
respectifs sont diffe´rents.
De plus, les valeurs des exposants mesure´s sont respectivement de −0,88 pour la partie
imaginaire et de −1 pour la partie re´elle. Ce mode`le ne peut pas donc rendre compte de
la re´ponse expe´rimentale des e´lectrodes plates en nickel et en laiton.
7.3.3 Ge´ne´ralisation de l’approche the´orique
L’hypothe`se d’un fonctionnement capacitif simple de la double couche n’e´tant appa-
remment plus valable, il convient de se demander si l’approche the´orique toute entie`re doit
eˆtre remise en cause. Pour re´pondre a` cette question, il faut se rappeler que nous avons
de´bute´ notre e´tude par un mode`le de transport laplacien dans lequel le parame`tre re´el
Λ caracte´risait la re´sistance (perme´abilite´) de la frontie`re. Ce parame`tre a e´te´ e´galement
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relie´, dans une approche diffusive, a` la probabilite´ de re´flexion et, de manie`re ge´ne´rale,
au pe´rime`tre de la re´gion caracte´ristique d’absorption. Nous sommes ensuite passe´ a`
une description des e´lectrodes quasi-bloquantes pour lesquelles le parame`tre Λ, relie´ a`
l’impe´dance surfacique de la double couche, e´tait complexe. Cette extension a e´te´ justifie´e
mathe´matiquement au chapitre 4.
On peut maintenant ge´ne´raliser ce concept en formulant l’hypothe`se suivante : le
me´canisme de transport local est toujours identique en tous les points de la frontie`re,
mais au lieu d’eˆtre simplement de type capacitif, il est caracte´rise´ par une impe´dance
surfacique ζ qui peut eˆtre une fonction arbitraire de la fre´quence. Cette hypothe`se permet
de re´tablir l’applicabilite´ de notre approche the´orique a` des proble`mes e´lectrochimiques.
Du point de vue pratique, si l’on connaˆıt l’impe´dance spectroscopique d’une e´lectrode
plate, on peut calculer l’impe´dance d’une e´lectrode irre´gulie`re (sous les meˆmes conditions
expe´rimentales) a` l’aide de la de´composition spectrale de l’impe´dance.
En effet, si ζ(ω) (= ζr(ω) + iζi(ω)) est l’impe´dance surfacique complexe d’un e´le´ment
plat de l’e´lectrode de travail, l’impe´dance spectroscopique de toute l’e´lectrode s’e´crit alors :
Z(ω) =
(
ρ
∑
α
Fα
ρζr(ω) + µα
[
ζ2r (ω) + ζ
2
i (ω)
]
[
ρ+ µαζr(ω)
]2
+
[
µαζi(ω)
]2
)
+ i
(
ρ
∑
α
Fα
ρζi(ω)[
ρ+ µαζr(ω)
]2
+
[
µαζi(ω)
]2
)
(7.7)
Bien que cette expression soit assez difficile a` manipuler analytiquement, on peut l’e´valuer
nume´riquement si l’on connaˆıt le spectre ge´ome´trique de la frontie`re de l’e´lectrode de tra-
vail conside´re´e. La relation (7.7) est donc la formulation ge´ne´rale pour l’impe´dance spec-
troscopique d’une e´lectrode irre´gulie`re lorsque la contre-e´lectrode est tre`s e´loigne´e (nous
rappelons que cette expression correspond a` l’impe´dance effective de´termine´e au cha-
pitre 4 pour la source a` l’infini). Cette condition est fre´quemment satisfaite. Ne´anmoins,
si l’on veut tenir compte des effets lie´s a` la proximite´ de la contre-e´lectrode, on peut
conside´rer l’admittance de la cellule e´lectrolytique Ycell pour laquelle une de´composition
spectrale (4.22) est aussi obtenue au chapitre 4. La substitution de l’impe´dance surfacique
complexe ζ(ω) dans cette expression conduit a`
Ycell(ω) =
∑
α
1
Rα + ζ(ω)/Sα
(7.8)
ou` les re´sistances Rα et les aires Sα sont lie´es aux caracte´ristiques spectrales µα et Fα
de l’ope´rateur de Dirichlet-Neumann par la relation (4.21). Il est facile de repre´senter
explicitement la partie re´elle et la partie imaginaire de cette admittance complexe. Le
re´seau e´lectrique correspondant a` cette relation est montre´e dans la figure 7.7.
7.3.4 Impe´dance de la premie`re ge´ne´ration en nickel
Nous pre´sentons maintenant les mesures de l’impe´dance d’une e´lectrode nickele´e dont
la surface reproduit la premie`re ge´ne´ration de la surface de Von Koch convexe (Fig. 7.4,
au centre). Cette mesure est effectue´e dans une solution d’e´lectrolyte de concentration
0,2M (de re´sistance 174 Ohm · cm). La figure 7.8 pre´sente la partie re´elle (apre`s sous-
traction de la re´sistance d’acce`s de l’e´lectrolyte) et la partie imaginaire de son impe´dance
spectroscopique (les mesures sont repre´sente´es par des cercles).
Conside´rons d’abord la partie imaginaire Im [Z(ω)] pour laquelle on observe deux
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Fig. 7.7 – Re´seau e´lectrique repre´sentant l’expression (7.8) pour l’admittance de la cellule
e´lectrolytique ou` l’e´lectrode de travail est caracte´rise´e par l’impe´dance surfacique complexe
ζ(ω) : les re´sistances Rα sont lie´es au volume de l’e´lectrolyte, tandis que les impe´dances
ζ(ω)/Sα sont lie´es a` l’e´lectrode de travail. L’irre´gularite´ ge´ome´trique est repre´sente´e donc
par Rα et Sα qui sont exprime´es en termes des valeurs propres µα et des composantes
spectrales Fα.
asymptotes diffe´rentes (trait plein et tirets). Aux basses fre´quences, cette fonction suit
une loi de puissance Im [Z(ω)] ∼ ω−αim , avec un exposant αim ' 0,88 (le pre´facteur
est de l’ordre de 100). Rappelons que ce meˆme exposant a e´te´ de´ja` observe´ dans le cas
d’une e´lectrode plate de nickel. Aux hautes fre´quences, on obtient de nouveau une loi de
puissance, mais avec un exposant βim plus petit : βim ' 0,64 (le pre´facteur est de l’ordre
de 55). Une observation similaire vaut pour la partie re´elle Re [Z(ω)], pour laquelle on
obtient deux asymptotes diffe´rentes (trait plein et tirets) :
– aux basses fre´quences : Re [Z(ω)] ∼ 14 ω−αre , avec αre ' 1,20 ;
– aux hautes fre´quences : Re [Z(ω)] ∼ 30 ω−βre , avec βre ' 0,64.
Notons que la valeur de l’exposant αre est supe´rieure a` 1 (l’exposant correspondant dans
le cas de l’e´lectrode plate).
Dans la gamme des hautes fre´quences, les exposants de la partie re´elle et de la par-
tie imaginaire sont e´gaux, βre ' βim ' 0,64, ce qui correspond a` un comportement de
de´phasage constant. On retrouve donc le phe´nome`ne e´voque´ au de´but de ce me´moire
(voir chapitre 1). Ironiquement, cet effet ne correspond pas a` l’irre´gularite´ macroscopique
(ge´ome´trie de Von Koch) e´tudie´e, mais plutoˆt a` une rugosite´ ge´ome´trique de la surface aux
e´chelles microscopiques (Fig. 7.5). Ce re´sultat montre a` la fois l’inte´reˆt et l’inconve´nient
de nos e´lectrodes nickele´es : la pre´sence d’irre´gularite´s de´veloppe´es a` l’e´chelle microsco-
pique conduit a` un comportement de de´phasage constant, mais rend difficile une e´tude
de l’influence de la ge´ome´trie macroscopique. D’autre part, une e´tude nume´rique de la
structure ge´ome´trique, pre´sente´e sur la figure 7.5, n’est pas re´alisable a` l’heure actuelle
a` cause de sa complexite´ e´leve´e. En conclusion, l’utilisation de notre approche the´orique
est difficile pour des e´lectrodes nickele´es.
7.3.5 Impe´dance de la deuxie`me ge´ne´ration en laiton
A titre d’exemple, nous avons e´tudie´ une e´lectrode en laiton dont la surface reproduit
la deuxie`me ge´ne´ration de la surface de Von Koch (voir section 7.2). On rappelle que
l’aire totale Stot de cette e´lectrode est e´gale a` 15,21 cm
2, l’aire de la plaque carre´ (de coˆte´
L = 2,7 cm) S valant 7,29 cm2. Au chapitre 4, nous avons calcule´ le spectre ge´ome´trique
de la deuxie`me ge´ne´ration de la surface de Von Koch convexe. En particulier, on trouve
quatre modes contribuant a` l’impe´dance (voir tableau 5.19, ou` la longueur caracte´ristique
Lp = (5/3)
2L est e´gale a` 7,5 cm). On peut donc se limiter a` ces quatre modes dans
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Fig. 7.8 – Partie re´elle (a` gauche) et partie imaginaire (a` droite) de l’impe´dance spectro-
scopique de la premie`re ge´ne´ration de l’e´lectrode nickele´e.
l’expression (7.7). Comme l’on connaˆıt nume´riquement les positions et les amplitudes de
ces modes, on dispose d’une expression analytique qui exprime l’impe´dance de l’e´lectrode
de travail en fonction de l’impe´dance surfacique d’une e´lectrode plate soumise aux meˆmes
conditions e´lectrochimiques.
Dans cet exemple, on utilise une solution d’e´lectrolyte (acide borique) de concentration
0,05M . La re´sistivite´ mesure´e de cet e´lectrolyte est de 515 Ohm · cm. Afin de de´terminer
l’impe´dance surfacique ζ(ω), on mesure l’impe´dance d’une e´lectrode plate en laiton a`
laquelle on soustrait la re´sistance d’acce`s de l’e´lectrolyte (valeur limite de l’impe´dance
en hautes fre´quences) et que l’on multiplie ensuite par l’aire de cette e´lectrode (S =
1,44 cm2). La substitution de ces donne´es expe´rimentales dans l’expression (7.7) conduit
a` une pre´diction the´orique de l’impe´dance spectroscopique pour la deuxie`me ge´ne´ration.
D’autre part, on mesure cette impe´dance directement sur la deuxie`me ge´ne´ration (en
soustrayant toujours la re´sistance d’acce`s de l’e´lectrolyte).
Si l’on observe la figure 7.9, on voit que les donne´es expe´rimentales (cercles), repro-
duisent parfaitement la pre´diction the´orique par l’expression (7.7) avec quatre modes
(trait plein). Par comparaison, nous pre´sentons e´galement l’impe´dance surfacique ζ(ω)
divise´e par l’aire totale Stot de la deuxie`me ge´ne´ration (c’est-a`-dire, l’impe´dance spectro-
scopique d’une e´lectrode plate ayant la meˆme aire que la deuxie`me ge´ne´ration). On voit
clairement que l’impe´dance ζ(ω)/Stot co¨ıncide avec la pre´diction the´orique aux basses
fre´quences et mais s’en e´carte aux hautes fre´quences. Cette diffe´rence tient au fait que,
dans le cas d’une e´lectrode plate, les deux aires caracte´ristiques, l’aire totale Stot (limite de
Neumann) et l’aire de la zone active de Dirichlet Sdir (limite de Dirichlet), sont proches.
En revanche, la pre´diction the´orique pre´sente le comportement attendu de l’impe´dance
de l’e´lectrode irre´gulie`re (deuxie`me ge´ne´ration) dans ces deux limites. De plus, le mode`le
d’impe´dance surfacique ζ(ω) permet de retrouver e´galement le comportement dans la
gamme interme´diaire de fre´quences.
Notons que l’accord entre les donne´es expe´rimentales et la pre´diction the´orique n’est
pas toujours aussi bon que dans le cas particulier pre´sente´ sur la figure 7.9. Par exemple,
si l’on conside`re une solution d’e´lectrolyte plus concentre´e (0,2M ou 0,1M), la qualite´ de
l’accord est moins bonne. Parmi les explications possibles, on peut songer l’augmentation
du roˆle du transport diffusif par ions, un me´canisme non pris en compte dans notre
approche the´orique. En conclusion, on peut constater que l’approche the´orique permet de
rendre compte de l’influence de la ge´ome´trie irre´gulie`re meˆme dans le cas ou` l’impe´dance
surfacique de la double couche ne se comporte pas comme une simple capacite´ constante en
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Fig. 7.9 – Partie re´elle (a` gauche) et partie imaginaire (a` droite) de l’impe´dance spectro-
scopique de la deuxie`me ge´ne´ration en laiton : donne´es expe´rimentales (cercles), pre´diction
the´orique (trait plein) et approximation par la re´ponse d’une e´lectrode plate (tirets).
fre´quence. Cette observation ouvre de nouvelles perspectives en e´lectrochimie en e´tendant
le champ d’application de notre approche the´orique. Elle sugge`re enfin la ne´cessite´ d’e´tudes
expe´rimentales plus approfondies.
7.4 Conclusion
Nous avons pre´sente´ des re´sultats de mesures d’impe´dance effectue´es sur des e´lectrodes
irre´gulie`res de Von Koch. Comme nous l’avons souligne´ au de´but de ce chapitre, l’objectif
de cette e´tude expe´rimentale e´tait plus d’illustrer par une re´alisation pratique l’application
des me´thodes mathe´matiques pre´sente´es aux chapitres pre´ce´dents. On peut en tirer trois
observations importantes :
• En re´alite´, meˆmes les e´lectrodes plates ne pre´sentent en ge´ne´ral pas de comportement
((classique)), ou` l’impe´dance serait proportionnelle a` l’inverse de la fre´quence. Les
mesures expe´rimentales que nous avons effectue´es pour les e´lectrodes plates (mais
rugueuses a` l’e´chelle microscopique) en nickel et en laiton montrent au contraire une
de´pendance non triviale de l’impe´dance par rapport a` la fre´quence, confirmant de
nombreuses e´tudes expe´rimentales rapporte´es dans la litte´rature (par exemple, le
travail pionnier de Wolff [147]). Une the´orie satisfaisante des me´canismes physico-
chimiques responsables de cet effet reste a` de´velopper. Notons que ces me´canismes
ne sont pas pris en compte par notre premie`re description the´orique qui suppose des
parame`tres de transport inde´pendants de la fre´quence.
• On peut e´tendre notre approche en supposant que le me´canisme de transport,
caracte´rise´ par une impe´dance surfacique ge´ne´ralise´e de´pendant de la fre´quence,
est uniforme pour toute la double couche. Dans ce cas, on peut utiliser la mesure
de l’impe´dance spectroscopique Z0(ω) d’une e´lectrode plate pour de´terminer cette
impe´dance surfacique ζ(ω). La substitution du parame`tre Λ dans la de´composition
spectrale (4.11) par un parame`tre complexe ζ(ω)/ρ permet ensuite de retrouver
l’impe´dance pour une ge´ne´ration donne´e a` partir de cette impe´dance surfacique et
du spectre ge´ome´trique (lie´e a` la ge´ome´trie particulie`re de la surface). En d’autres
termes, puisque la de´composition spectrale peut eˆtre repre´sente´e par un sche´ma
e´lectrique e´quivalent (voir chapitre 4), on peut formellement remplacer un e´le´ment
purement capacitif par un e´le´ment line´aire plus ge´ne´ral. Nous avons vu que cette
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modification permet de reproduire les donne´es expe´rimentales. L’utilisation de cette
me´thode dans le cas ge´ne´ral ne´cessite une e´tude expe´rimentale plus de´taille´e.
• L’influence de l’irre´gularite´ ge´ome´trique de l’e´lectrode de travail se manifeste meˆme
pour les premie`res ge´ne´rations. Ne´anmoins, la deuxie`me ge´ne´ration ne permet pas
d’observer un re´gime fractal bien e´tabli. En revanche, la surface de l’e´lectrode ni-
ckele´e pre´sente une micro-rugosite´ a` diffe´rentes e´chelles, ce qui conduit a` un com-
portement de de´phasage constant aux hautes fre´quences. Il s’agit d’une nouvelle
illustration expe´rimentale de l’influence ge´ome´trique dont l’on parle au cours de ce
me´moire.
On peut en conclure que l’e´tude expe´rimentale a attire´ notre attention sur d’autres
me´canismes d’origine physico-chimique qui interviennent dans l’impe´dance de l’e´lectrode,
en compe´tition avec l’impact de l’irre´gularite´ ge´ome´trique que nous avons e´tudie´e au cours
de ce me´moire. La prise en compte de ces me´canismes au travers de l’impe´dance surfacique
ge´ne´ralise´e (de´pendant de la fre´quence) permet d’e´tendre notre approche the´orique et
d’e´largir ainsi le domaine de ses applications potentielles.
Conclusion
Les phe´nome`nes de transport laplacien vers ou a` travers des interfaces irre´gulie`res
se manifestent dans des domaines aussi diffe´rents que l’e´lectrochimie, la physiologie, la
pe´trochimie. De manie`re ge´ne´rale, la re´ponse globale du syste`me re´sulte d’une compe´tition
et d’une interaction entre me´canisme de transport dans le volume, me´canisme de transport
a` travers l’interface et ge´ome´trie de cette meˆme interface.
La description mathe´matique recouvrant tous ces phe´nome`nes fait appel a` une e´quation
de Laplace dans le volume Ω avec condition aux limites mixte sur une interface re´sistive
∂Ω :
∆u = 0 (x ∈ Ω) ∂u
∂n
=
1
Λ
u (x ∈ ∂Ω) (C)
le parame`tre physique Λ e´tant une longueur caracte´ristique des proprie´te´s compare´es de
transport dans le volume et a` travers de l’interface. Ce proble`me mathe´matique de´crit,
par exemple, la diffusion stationnaire a` travers des membranes semi-perme´ables (e´change
gazeux dans les acinus pulmonaires), le courant e´lectrique a` travers des e´lectrodes quasi-
bloquantes (mesures de l’impe´dance en e´lectrochimie), la concentration des mole´cules
((re´actives)) en pre´sence d’un catalyseur irre´gulie`re (catalyse he´te´roge`ne en pe´trochimie).
L’irre´gularite´ ge´ome´trique de l’interface fait alors surgir dans ce proble`me apparemment
tout a` fait classique des proprie´te´s remarquables.
De´veloppement d’une approche continue cohe´rente
Les nombreux travaux the´oriques portant sur les phe´nome`nes de transport laplacien
peuvent eˆtre grossie`rement divise´s en trois groupes :
1. Des arguments qualitatifs base´s sur l’intuition physique et des observations expe´ri-
mentales (par exemple, arguments d’e´chelle, analyse dimensionnelle, mode`le de cir-
cuits e´quivalents simplifie´s) ;
2. Des e´tudes de cas particuliers (par exemple, mode`le de Liu, e´lectrode de Sierpinski) ;
3. Des approches the´oriques s’attachant a` de´velopper et a` re´soudre le mode`le mathe´ma-
tique (C) afin de mettre en e´vidence l’influence de la ge´ome´trie sur les proprie´te´s de
transport.
Dans ce troisie`me groupe, on peut distinguer l’approche semi-continue de Halsey et Leibig
et l’approche discre`te de Filoche et Sapoval. Ces deux approches sont essentiellement
base´es sur une repre´sentation de type diffusif microscopique et probabiliste du proble`me
aux limites (C). Parmi les multiples re´sultats obtenus par ces approches, on peut retenir
les deux concepts suivants :
• description semi-continue a` l’aide des fonctions de Green par Halsey et Leibig ;
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• repre´sentation de l’impe´dance sous la forme d’une de´composition spectrale sur la
base propre d’un ope´rateur autoadjoint (l’ope´rateur d’auto-transport brownien) par
Filoche et Sapoval.
Notons que le second concept ne s’applique pas dans l’approche de Halsey et Leibig (car
leur ope´rateur n’est pas autoadjoint), tandis que la construction discre`te de l’ope´rateur
d’auto-transport brownien cre´e des difficulte´s conside´rables pour le passage a` la description
continue du proble`me d’origine.
L’objectif principal de notre e´tude a donc e´te´ de de´velopper une approche continue
permettant de re´unir ces deux concepts essentiels. Ce but a e´te´ atteint en trois e´tapes :
1. L’interpre´tation diffusive du proble`me aux limites (C) a permis de repre´senter
les quantite´s physiques inte´ressantes (par exemple, l’impe´dance) en termes de ca-
racte´ristiques probabilistes de certains processus stochastiques (marches ale´atoires
avec re´flexions partielles dans l’approche discre`te ou mouvement brownien avec sauts
dans l’approche semi-continue) ;
2. L’e´tude du passage a` la limite continue (lorsque le parame`tre de discre´tisation tend
vers 0) a montre´ que les processus stochastiques pre´ce´dents tendent vers un proces-
sus continu bien de´fini, dit mouvement brownien partiellement re´fle´chi. De manie`re
sche´matique, si le proble`me aux limites (C) fournit une description de l’ensemble
des particules diffusives en moyenne, le mouvement brownien partiellement re´fle´chi
mode´lise quant a` lui une trajectoire ale´atoire d’une particule diffusive unique. La
premie`re description correspond donc a` la moyenne de la deuxie`me pour un tre`s
grand nombre de trajectoires. Au cours de cette e´tude, on a identifie´ un ope´rateur
mathe´matique, dit ope´rateur de Dirichlet-Neumann, comme e´tant l’analogue continu
de l’ope´rateur d’auto-transport brownien.
3. L’utilisation de l’ope´rateur de Dirichlet-Neumann a permis de de´velopper une the´orie
continue des phe´nome`nes de transport laplacien. En effet, cet ope´rateur e´tant au-
toadjoint, on peut appliquer toute la machinerie de la the´orie spectrale et, entre
d’autres, en de´duire une de´composition spectrale de l’impe´dance (premier concept).
Par ailleurs, cet ope´rateur correspond a` la description continue du proble`me, ce qui
re´sout les difficulte´s lie´es au passage a` la limite continue (deuxie`me concept).
Notre approche continue donne donc une description triple des phe´nome`nes de trans-
port laplacien : dans le cadre du proble`me aux limites (C), par le mouvement brownien
partiellement re´fle´chi, et a` l’aide de l’ope´rateur de Dirichlet-Neumann. La relation forte
entre ces repre´sentations diffe´rentes fournit plusieurs interpre´tations tre`s utiles des objets
conside´re´s. On peut mentionner une interpre´tation physique des caracte´ristiques spectrales
de l’ope´rateur de Dirichlet-Neumann (valeurs propres µα et composantes spectrales Fα),
une interpre´tation probabiliste de l’impe´dance et du noyau de l’ope´rateur d’e´talement,
et une de´composition spectrale de l’admittance. En re´sume´, notre description continue
re´unit les avantages des deux autres approches (discre`te et semi-continue) en y ajoutant
plusieurs nouveaux concepts.
Influence de l’irre´gularite´
Le deuxie`me objectif de notre travail a e´te´ d’e´tudier de manie`re the´orique et nume´rique
les phe´nome`nes de transport laplacien sur des exemples particuliers d’interfaces irre´gulie`res
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en utilisant la description continue de´taille´e ci-dessus, qui permet de mesurer l’influence
d’une ge´ome´trie donne´e sur les proprie´te´s de transport. Cet objectif s’est de´veloppe´ dans
quatre directions :
1. L’e´tude the´orique des interfaces simples (surfaces planes, cercle, sphe`re, pore rec-
tangulaire) a e´te´ effectue´e de manie`re analytique. Pour les surfaces planes (l’axe
dans le plan R2 ou l’hyperplan dans l’espace Rd), nous avons calcule´ de manie`re
explicite plusieurs caracte´ristiques lie´es a` l’ope´rateur d’auto-transport brownien Q :
valeurs propres qα et vecteurs propres Vα, e´le´ments de la matrice Qjk, densite´s
d’e´tats Nd(q) et Dd(q) de cet ope´rateur. Par ailleurs, nous avons trouve´ le noyau
TΛ(s,s
′) de l’ope´rateur d’e´talement continu, la densite´ ωx,Λ(s) de la mesure harmo-
nique e´tale´e, la distribution des temps d’absorption ρΛ(t).
Pour plusieurs frontie`res simples (cercles, sphe`res, couches circulaire et sphe´rique,
rectangle, paralle´le´pipe`de), nous avons de´termine´ explicitement les valeurs propres
µα et les vecteurs propres Vα de l’ope´rateur de Dirichlet-Neumann M.
Cette e´tude the´orique a permis dans un premier temps de tester notre approche
continue et d’examiner en de´tails son fonctionnement. Dans un deuxie`me temps, on
a pu e´tudier de pre`s les proprie´te´s du mouvement brownien partiellement re´fle´chi qui
peuvent e´chapper a` l’intuition courante en raison de la complexite´ de ce processus
stochastique. En particulier, on a trouve´ que la longueur physique Λ correspond a`
la taille (pe´rime`tre) d’une re´gion autour du point de premier contact ou` la moitie´
des particules diffusives sont absorbe´es. Enfin, certaines caracte´ristiques obtenues
analytiquement pour les interfaces simples ont permis de de´gager des approximations
valables dans le cas ge´ne´ral (par exemple, la densite´ d’e´tats inte´gre´e Nd(q)). En
particulier, on a obtenu le comportement asymptotique a` l’infini des valeurs propres
µα de l’ope´rateur de Dirichlet-Neumann.
2. L’e´tude nume´rique des interfaces irre´gulie`res (pore carre´, frontie`res de Von Koch
de´terministes et ale´atoires) a ne´cessite´ de mettre au point une technique de calcul
spe´cifique. Nous avons ainsi de´veloppe´ une variante de la me´thode des e´le´ments
frontie`res pour des surfaces a` support compact. Base´e sur la the´orie du potentiel,
cette me´thode re´duit le proble`me aux limites discre´tise´ a` un syste`me d’e´quations
line´aires, ce qui permet de construire l’ope´rateur d’auto-transport brownien Q avec
une tre`s bonne pre´cision. Apre`s avoir e´tabli la convergence de la description discre`te
vers la description continue, on a pu utiliser les caracte´ristiques spectrales de l’ope´ra-
teur Q pour de´terminer celles de l’ope´rateur de Dirichlet-NeumannM. Nous avons
ensuite discute´ plusieurs avantages de cette approche par rapport aux autres tech-
niques nume´riques (comme la me´thode de type Monte Carlo).
L’application de la me´thode des e´le´ments frontie`res a` une interface donne´e permet
de de´terminer toutes les caracte´ristiques qui nous inte´ressent : valeurs propres µα de
l’ope´rateur M, vecteurs propres Vα, densite´ de la mesure harmonique Ph0 (ou φh0),
composantes spectrales Fα et, finalement, impe´dance effective de l’interface Z(Λ).
Une attention toute particulie`re a e´te´ porte´e sur l’ensemble des valeurs µα et Fα,
appele´ spectre ge´ome´trique, car il condense toute l’information sur l’influence de la
ge´ome´trie sur les proprie´te´s de transport.
Les frontie`res autosimilaires (courbes et surfaces de Von Koch) sont des cas tre`s
inte´ressants pour plusieurs raisons : en pre´sentant un comportement mathe´matique-
ment plus simple a` comprendre, elles sont macroscopiquement identiques a` des
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courbes ale´atoires mode´lisant des ge´ome´tries irre´gulie`res re´alistes. Parmi les nom-
breux re´sultats, il faut signaler l’effet de ((re´duction des modes)) : pour toutes les
frontie`res conside´re´es, on observe qu’il ne reste qu’un nombre re´duit de modes
propres dont la contribution a` l’impe´dance est significative. Notons que, si dans la
de´composition spectrale, tous les termes (en nombre infini) e´taient importants, cette
de´composition ne fournirait qu’une autre repre´sentation mathe´matique de l’impe´-
dance (dont l’utilite´ serait incertaine). L’effet de re´duction des modes permet d’ex-
ploiter en pratique cet outil, la de´composition spectrale sur un nombre re´duit de
modes pouvant s’interpre´ter physiquement par un sche´ma e´lectrique e´quivalent, ou`
chaque e´le´ment peut eˆtre identifie´ se´parament. Au chapitre 7, nous avons utilise´
cette de´composition (a` quatre modes) pour une surface de Von Koch convexe afin
de pre´dire la mesure expe´rimentale de l’impe´dance d’une e´lectrode quasi-bloquante.
Un autre re´sultat inte´ressant re´side dans l’interpre´tation des valeurs propres des
modes contributifs comme des inverses des e´chelles caracte´ristiques de la frontie`re.
Ce re´sultat assez ge´ne´ral entraˆıne plusieurs conse´quences pratiques. Si l’on conside`re
une frontie`re de Von Koch obtenue avec un ge´ne´rateur simple (par exemple, la courbe
de Von Koch de dimension Df = ln 5/ ln 3), le passage d’une ge´ne´ration a` la suivante
n’introduit qu’une seule nouvelle e´chelle caracte´ristique. Ceci se traduit dans la
de´composition spectrale de la densite´ de la mesure harmonique par l’apparition
d’un seul nouveau mode contribuant a` la re´ponse du syste`me. On en de´duit donc
que le spectre ge´ome´trique de la ge´ne´ration d’ordre g posse`de (g+1) pics principaux.
Notons que ce re´sultat reste qualitativement vrai meˆme pour les courbes de Von
Koch ale´atoires. Cette hie´rarchie des modes propres nous a permis de de´velopper
un mode`le analytique de l’impe´dance.
3. La pre´sence d’une irre´gularite´ ge´ome´trique de´veloppe´e (comme, par exemple, une
frontie`re autosimilaire) pose des proble`mes importants pour toute e´tude nume´rique
ou expe´rimentale des proprie´te´ de transport lorsque l’on s’inte´resse a` des ge´ne´rations
d’ordre suffisamment e´leve´. En particulier, malgre´ l’efficacite´ de la me´thode des
e´le´ments frontie`res, il n’a pas e´te´ possible de traiter des ge´ne´rations d’ordre supe´rieur
a` 4. D’autre part, notre e´tude des proprie´te´s multifractales de la mesure harmonique
a montre´ que le comportement fractal de l’impe´dance spectroscopique ne se mani-
feste que pour des ge´ne´rations d’ordre assez e´leve´. Cette difficulte´ technique et meˆme
conceptuelle a sugge´re´ de de´velopper un mode`le analytique de l’impe´dance, pouvant
s’appliquer a` des ge´ne´rations d’ordre arbitraire, en se fondant sur la hie´rarchie des
modes principaux. Plus pre´cise´ment, les e´chelles caracte´ristiques d’une frontie`re au-
tosimilaire permettent de de´terminer de manie`re approche´e les positions et les am-
plitudes des pics principaux. En conjecturant une ge´ne´ralisation de cette approxi-
mation, ve´rifie´e pour les premie`res ge´ne´rations, a` des ge´ne´rations d’ordre arbitraire,
on a pu e´laborer un mode`le analytique de l’impe´dance. La comparaison de cette
impe´dance mode`le et de l’impe´dance obtenue par un calcul direct (par me´thode
des e´le´ments frontie`res) a montre´ la relative bonne pre´cision de notre approche
(une erreur relative maximale infe´rieure a` 12% pour la quatrie`me ge´ne´ration sur
toute la gamme des valeurs Λ). L’utilisation de ce mode`le pour des ge´ne´rations
d’ordre plus e´leve´ (par exemple, 10 ou 20) a permis d’examiner plus avant le
re´gime interme´diaire entre celui de Dirichlet et celui de Neumann, caracte´rise´ par
un comportement fractal pre´dit dans certaines approches the´oriques. En exploitant
ce mode`le, nous avons mis en e´vidence que le re´gime fractal se manifeste pleine-
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ment a` partir de la septie`me ge´ne´ration (dans le cas de la courbe de Von Koch
quadrangulaire de dimension Df = ln 5/ ln 3). Il n’aurait donc pas e´te´ possible de
l’e´tudier en ayant recours sur les premie`res ge´ne´rations. Il est a` souligner que ce
sont des conside´rations physico-mathe´matiques, base´s sur les proprie´te´s spectrales
de l’ope´rateur de Dirichlet-Neumann, qui ont permis d’e´tablir ces re´sultats.
4. Enfin, l’e´tude nume´rique des proprie´te´s multifractales de la mesure harmonique
(induite par le mouvement brownien) et de la mesure harmonique e´tale´e (induite par
le mouvement brownien partiellement re´fle´chi) a apporte´ une nouvelle perspective
sur le roˆle de l’irre´gularite´ ge´ome´trique dans les proble`mes laplaciens. Tout d’abord,
nous avons de´veloppe´ une me´thode de marches ale´atoires rapides adapte´es a` deux
frontie`res de Von Koch particulie`res : la courbe de Von Koch quadrangulaire de
dimension Df = ln 5/ ln 3 et la surface de Von Koch concave de dimension Df =
ln 13/ ln 3. Cette me´thode nous a permis de traiter des ge´ne´rations relativement
e´leve´es : jusqu’a` l’ordre 10 pour la premie`re frontie`re et jusqu’a` l’ordre 6 pour
la deuxie`me. En e´tudiant le comportement d’e´chelle des diffe´rents moments de la
mesure harmonique, nous avons de´termine´ les dimensions multifractales de cette
mesure avec une tre`s bonne pre´cision en utilisant un de´veloppement logarithmique
des exposants multifractals locaux, ve´rifie´ pour les frontie`res lisses et conjecture´
pour les fractales mathe´matiques re´gulie`res.
On a montre´ par des simulations nume´riques que les proprie´te´s multifractales de la
mesure harmonique e´tale´e peuvent eˆtre caracte´rise´es par une fonction multifractale
(qui remplace les dimensions multifractales ((classiques)) de la mesure harmonique).
Cette mesure e´tale´e pre´sente une transition continue entre la mesure harmonique et
la mesure de Hausdorff. La repre´sentation de l’impe´dance spectroscopique comme
une inte´grale de recouvrement entre la densite´ de la mesure harmonique et la den-
site´ de la mesure harmonique e´tale´e permet d’expliquer le comportement fractal de
l’impe´dance par les proprie´te´s d’e´chelle de la mesure harmonique e´tale´e. Nous avons
e´galement discute´ les difficulte´s de de´finition de cette mesure dans le cas des vraies
fractales mathe´matiques (ge´ne´ration infinie).
Etude expe´rimentale
Afin de tester expe´rimentalement la validite´ des concepts de´veloppe´s plus haut, nous
avons effectue´ une se´rie de mesures sur des syste`mes e´lectrochimiques. En effet, en raison
de sa relative simplicite´ de mise en œuvre, l’e´lectrochimie est apparue comme un bon
candidat pour mettre a` l’e´preuve notre approche the´orique. Des syste`mes utilisant des
e´lectrodes quasi-bloquantes reproduisant les premie`res ge´ne´rations de la surface de Von
Koch convexe ont e´te´ e´tudie´s.
On a trouve´ d’abord que notre approche the´orique ne pouvait par s’appliquer direc-
tement a` ce proble`me particulier, car les e´lectrodes plates, place´es dans un e´lectrolyte,
ne pre´sentent pas un comportement purement capacitif. Par conse´quent, une hypothe`se
de base, sur laquelle la description mathe´matique de ce phe´nome`ne e´lectrochimique a
e´te´ fonde´e, n’e´tait plus valable. Dans une ge´ne´ralisation de notre mode`le, nous avons
propose´ une nouvelle condition : quel que soit le me´canisme local de transport a` tra-
vers une frontie`re, il doit eˆtre identique pour chaque point de la frontie`re. Du point de
vue e´lectrochimique, cette condition revenait a` dire que quelle que soit la de´pendance
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du parame`tre Λ par rapport a` la fre´quence, cette de´pendance e´tait la meˆme en tout
point de la frontie`re. Par conse´quent, la mesure de l’impe´dance spectroscopique pour une
e´lectrode plate permet de de´terminer cette de´pendance Λ(ω), que l’on peut alors inte´grer
dans la de´composition spectrale pour obtenir l’impe´dance d’une e´lectrode irre´gulie`re. En
d’autres termes, notre approche the´orique a permis de se´parer explicitement l’influence
de la ge´ome´trie des proprie´te´s de transport dans le cas d’e´lectrodes re´elles. En particulier,
l’utilisation de l’approximation a` quatre modes a montre´ un bon accord entre pre´diction
the´orique et mesures expe´rimentales. En re´sume´, sans connaˆıtre le me´canisme de transport
microscopique, l’irre´gularite´ ge´ome´trique peut eˆtre prise en compte par notre approche
continue.
Perspectives
Pour finir, nous voudrions brie`vement e´voquer les perspectives de de´veloppement
ulte´rieur de notre approche the´orique. On peut distinguer cinq axes :
1. Extension aux autres proble`mes aux limites.
Toute la description du transport laplacien que nous avons e´tudie´ est base´e sur
une hypothe`se de stationnarite´ des phe´nome`nes conside´re´s. Il existe cependant
de nombreux phe´nome`nes pour lesquels la de´pendance temporelle est importante.
Une premie`re extension de notre approche the´orique peut donc eˆtre envisage´e dans
cette direction, autrement dit, en changeant d’e´quation aux de´rive´es partielles. Plus
pre´cise´ment, on peut s’inte´resser soit a` une e´quation de type elliptique (diffusion
stationnaire dans un milieu he´te´roge`ne), soit a` une e´quation de type parabolique
(comme, par exemple, l’e´quation de diffusion), soit a` une e´quation de type hyperbo-
lique (e´quation d’ondes). Les proble`mes avec condition aux limites de Dirichlet et
de Neumann e´tant bien pose´s dans la plupart des cas, il est encore possible d’intro-
duire un ope´rateur de type Dirichlet-Neumann. En revanche, il paraˆıt douteux de
pouvoir toujours en conserver les interpre´tations probabiliste et physique. De meˆme,
les me´thodes de la the´orie spectrale ne seront pas ne´cessairement applicables. Dans
le cas particulier de l’e´quation de diffusion, on s’attend a` trouver des analogues
utiles en e´tudiant les caracte´ristiques temporelles du mouvement brownien partielle-
ment re´fle´chi. Le de´veloppement d’une approche cohe´rente des phe´nome`nes diffusifs
transitoires serait ainsi particulie`rement importante en physiologie ou en RMN des
milieux poreux.
Une autre extension tre`s importante est lie´e a` l’emploi de la condition aux limites
mixte. En particulier, l’utilisation d’une condition aux limite non line´aire permet-
trait de de´crire la dynamique de de´sactivation des catalyseurs utilise´s en pe´trochimie
[39, 40]. Enfin, une ge´ne´ralisation de notre approche pour un parame`tre Λ de´pendant
du point frontie`re permettrait de de´crire les proble`mes pour lesquels l’inhomoge´ne´ite´
de la frontie`re est importante (par exemple, le transport a` travers des membranes
biologiques).
2. Proble`me inverse
Le proble`me inverse repre´sente un de´fi, tant sur le plan the´orique que sur celui
des applications pratiques (par exemple, la de´tection des cavite´s dans certains mi-
lieux confine´s). On peut le subdiviser en sous-proble`mes suivants : mesure pre´cise
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de la re´ponse line´aire d’un syste`me donne´ (par exemple, mesure de l’impe´dance en
e´lectrochimie), de´termination du spectre ge´ome´trique a` partir de l’impe´dance, et
enfin de´duction de la ge´ome´trie. Chacun de ces sous-proble`mes est complexe. Nous
avons vu au chapitre 7 que la mesure pre´cise de l’impe´dance est de´licate et sujette
a` de nombreuses influences externes (tempe´rature, concentration, impurete´s). En-
suite, meˆme si l’on pouvait effectuer une mesure absolument pre´cise, la transforme´e
de Laplace inverse de l’impe´dance effective ne donnerait pas directement les valeurs
propres µα et les composantes spectrales Fα, mais une combinaison complexe de
celles-ci (la fonction ζ(λ) de´finie au chapitre 4). Enfin, meˆme a` supposer ces valeurs
{µα, Fα} de´termine´es (spectre ge´ome´trique), la ge´ome´trie resterait a` en de´duire,
ce qui est un proble`me mathe´matique ouvert. Ne´anmoins, la connaissance des va-
leurs propres des modes contribuant a` la re´ponse donnerait une information sur la
ge´ome´trie (ses e´chelles caracte´ristiques). A nos yeux et dans l’e´tat de nos connais-
sances, une re´solution plus pre´cise du proble`me inverse ne semble pas re´alisable.
3. Questions mathe´matiques ouvertes
Certains passages mathe´matiques ont e´te´ justifie´s, mais pas de´montre´s rigoureuse-
ment. Leurs de´monstrations comple`tes peuvent ouvrir des voies de recherche inte´res-
santes et prometteuses. En particulier, le de´veloppement logarithmique des ex-
posants multifractals locaux reste a` de´montrer pour les fractales re´gulie`res. La
de´finition et l’e´tude des proprie´te´s de la mesure harmonique e´tale´e sur des frontie`res
irre´gulie`res repre´sentent e´galement un autre proble`me ouvert pour lequel l’intro-
duction d’un ope´rateur de type Dirichlet-Neumann peut eˆtre utile. Enfin, l’effet de
localisation du spectre de cet ope´rateur pour une frontie`re autosimilaire n’a pas e´te´
e´tudie´ en de´tail.
4. Etudes nume´riques
Au chapitre 4, nous avons pre´sente´ une e´tude nume´rique des diffe´rentes frontie`res
irre´gulie`res dans le plan R2 et dans l’espace R3, mettant en e´vidence de manie`re
syste´matique un effet de re´duction des modes propres de l’ope´rateur de Dirichlet-
Neumann. En raison de limitations techniques, nous n’avons pas pu e´tudier le cas tri-
dimensionnel en de´tail. Une perspective tout a` fait prometteuse est donc lie´e a` cette
e´tude. Une ge´ne´ralisation du mode`le analytique de l’impe´dance spectroscopique a`
d’autres frontie`res ainsi que la compre´hension de ses fondements mathe´matiques
seraient importantes car elles permettraient de s’attaquer a` des ge´ome´tries tre`s
irre´gulie`res en 3 dimensions.
Bien que la me´thode des e´le´ments frontie`res ait prouve´ son efficacite´, il est proba-
blement utile de construire l’ope´rateur de Dirichlet-Neumann de fac¸on directe, sans
faire appel a` l’ope´rateur d’auto-transport brownien. L’application de la the´orie du
potentiel serait alors utile.
5. De´veloppement the´orique et ve´rifications expe´rimentales en e´lectrochimie
Dans le cas particulier de l’e´lectrochimie, les perspectives sont encore plus encoura-
geantes. D’une part, la compre´hension et la prise en compte des processus physico-
chimiques qui se produisent au sein de l’e´lectrolyte permettrait de de´velopper une
approche the´orique plus adapte´e. Dans cette optique, on peut essayer de de´crire si-
multane´ment le transport e´lectrique (duˆ au champ e´lectrique) et le transport diffusif
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des ions, car certains phe´nome`nes e´lectrochimiques sont lie´s a` la compe´tition entre
ces deux me´canismes diffe´rents.
D’autre part, il semble inte´ressant de poursuivre et d’approfondir la ve´rification
expe´rimentale pre´sente´e au chapitre 7. Ce travail repre´sente un comple´ment ne´ces-
saire a` la recherche the´orique de´crite ci-dessus.
En conclusion, les de´veloppements ulte´rieurs de l’approche continue pre´sente´e dans
ce me´moire doivent pouvoir conduire a` une compre´hension plus approfondie et a` une
description plus pre´cise de nombreux phe´nome`nes de transport rencontre´s dans la nature.
Annexe A
Rappels mathe´matiques
A.1 Equation de Laplace dans un disque
La solution du proble`me de Dirichlet dans un disque Ω = { x ∈ R2 : |x| < 1 }
s’obtient en se´parant les variables dans l’e´quation de Laplace en coordonne´es polaires :
1
r
∂
∂r
(
r
∂u
∂r
)
+
1
r2
∂2u
∂ϕ2
= 0
En effet, en repre´sentant la solution u(r,ϕ) sous la forme :
u(r,ϕ) = R(r)Φ(ϕ)
on re´e´crit cette e´quation comme :
r
R(r)
∂
∂r
(
r
∂R(r)
∂r
)
+
1
Φ(ϕ)
∂2Φ(ϕ)
∂ϕ2
= 0
Le premier terme ne de´pend que du rayon r tandis que le deuxie`me ne de´pend que de
ϕ. Afin de satisfaire a` cette relation, les deux termes doivent eˆtre oppose´s. L’e´quation de
Laplace aux de´rive´es partielles se re´duit alors a` deux e´quations se´pare´es :
r
∂
∂r
(
r
∂R(r)
∂r
)
= m2R(r)
∂2Φ(ϕ)
∂ϕ2
= −m2Φ(ϕ)
dont les solutions sont :
R(r) = Arm +Br−m Φ(ϕ) = Ceimϕ +De−imϕ
les coefficients A, B, C, D de´pendant de m. Comme la fonction u(r,ϕ) est pe´riodique en
ϕ, le parame`tre m doit eˆtre un nombre entier (m ∈ Z). La solution ge´ne´rale de l’e´quation
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de Laplace dans un disque est donc :
u(r,ϕ) =
∞∑
m=−∞
(
Amr
m +Bmr
−m
)
eimϕ
Si l’on cherche des solutions re´gulie`res, il faut e´liminer les termes rm avec des exposants
m ne´gatifs :
u(r,ϕ) =
∞∑
m=−∞
umr
|m|eimϕ
les nouveaux coefficients um devant eˆtre de´termine´s a` l’aide de la condition aux limites.
A.2 Equation de Laplace dans une boule
La solution du proble`me de Dirichlet dans une boule Ω = { x ∈ R3 : |x| < 1 } s’obtient
par se´paration des variables dans l’e´quation de Laplace en coordonne´es sphe´riques :
1
r2
∂
∂r
(
r2
∂u
∂r
)
+
1
r2
[
1
sin θ
∂
∂θ
(
sin θ
∂u
∂θ
)
+
1
sin2 θ
∂2u
∂ϕ2
]
= 0 (A.1)
La repre´sentation de la solution u(r,θ,ϕ) sous la forme :
u(r,θ,ϕ) = R(r)Φ(θ,ϕ)
permet de re´duire cette e´quation a` deux e´quations inde´pendantes :
∂
∂r
(
r2
∂R(r)
∂r
)
= αR(r)
∆θ,ϕΦ(θ,ϕ) = −αΦ(θ,ϕ)
∆θ,ϕ e´tant l’ope´rateur de Beltrami-Laplace (ope´rateur diffe´rentiel entre crochets dans
(A.1)). Le spectre de cet ope´rateur est discret : α = l(l+1) (l ∈ Z0), ses fonctions propres
sont les harmoniques sphe´riques Yl,m(θ,ϕ) formant une base de L
2(∂Ω) comple`te.
La solution de la premie`re e´quation est :
R(r) = Arl +Br−l−1
ce qui permet de repre´senter la solution ge´ne´rale de l’e´quation de Laplace dans la boule
comme :
u(r,θ,ϕ) =
∞∑
l=0
l∑
m=−l
(
Al,mr
l +Bl,mr
−l−1
)
Yl,m(θ,ϕ)
Si l’on cherche des solutions re´gulie`res dans la boule, on e´limine les termes r−l−1 avec
des exposants ne´gatifs : Bl,m = 0. Les autres coefficients Al,m s’obtiennent a` l’aide de la
condition aux limites.
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A.3 Espaces de Sobolev
Soit Ω ⊂ Rd est un domaine borne´ dont la frontie`re ∂Ω est deux fois diffe´rentiable.
Dans l’espace de Hilbert L2(∂Ω) des fonctions mesurables de carre´ inte´grable, la norme
et le produit scalaire sont de´finis par :
||f ||L2 =

∫
∂Ω
|f(s)|2ds

1/2 , (f · g)L2 = ∫
∂Ω
f(s)g∗(s)ds
l’aste´risque (∗) de´notant le complexe conjugue´. Pour un nombre entier positif s, on de´finit
l’ensemble :
Hs(∂Ω) = { f ∈ L2(∂Ω) : Dαf ∈ L2(∂Ω), |α| ≤ s }
ou` l’ordre |α| d’un multi-indice α = (α1,...,αd) (αi ∈ Z0) est e´gal a` la somme des compo-
santes αi : |α| = α1 + ...+ αd. La de´rive´e multiple est de´finie comme :
Dα =
∂|α|
∂xα11 ... ∂x
αd
d
Dans l’espace Hs(∂Ω), on peut de´finir le produit scalaire entre deux fonctions f et g
comme :
(f · g)Hs =
∫
∂Ω
∑
|α|≤s
[
Dαf(s)
][
Dαg(s)
]∗
ds
L’espace Hs(∂Ω) muni de ce produit scalaire est appele´ espace de Sobolev d’ordre s.
Parmi les nombreuses proprie´te´s importantes de cet espace, on peut mentionner les deux
suivantes :
– l’espace Hs est complet ;
– l’espace Hs est dense dans L2 (n’importe quelle fonction de L2 peut eˆtre approche´e
par une suite de fonctions de Hs).
Notons que l’on peut aussi de´finir les espaces de Sobolev pour n’importe quel ordre s re´el.
Au cours de ce me´moire, l’on s’inte´resse a` l’espace H1. Dans le cas d ≥ 2, les fonctions
de l’espaceH1 ne sont en ge´ne´ral ni continues, ni borne´es. D’autre part, on peut de´montrer
que l’espace des fonctions re´gulie`res C∞ est dense dans H1, c’est-a`-dire que n’importe
quelle fonction de H1 peut eˆtre approche´e par une suite de fonctions re´gulie`res, sous
certaines conditions de re´gularite´ de la frontie`re.
A.4 Mesure et dimension de Hausdorff
La mesure de Lebesgue1, qui correspond aux notions classiques de longueur, d’aire et de
volume, est introduite pour ((comparer)) de manie`re quantitative des ensembles ((re´guliers))
ou, plus pre´cise´ment, rectifiables. Par exemple, on de´finit et on trouve facilement la lon-
gueur d’une courbe lisse par les me´thodes de la ge´ome´trie diffe´rentielle. En revanche, la
1Bien que cette mesure ait une signification imme´diate et a priori intuitive, sa de´finition rigoureuse
est tout a` fait non triviale. On laissera le lecteur se reporter a` la litte´rature tre`s riche en la matie`re (par
exemple, voir [136]).
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mesure de Lebesgue d’une fractale mathe´matique posse`de une valeur triviale (0 ou l’in-
fini). Pour pouvoir ((comparer)) des ensembles fractals, on doit introduire la mesure de
Hausdorff : pour deux nombres re´els p > 0 et δ > 0 donne´es, on de´finit une fonction de
mesure d’ordre p a` l’e´chelle δ d’un ensemble borne´ Ω dans Rd comme :
µp,δ(Ω) = inf
{∑
k≥1
rpk : Ω ⊂
⋃
k≥1
Brk(xk) , rk < δ
}
En d’autres termes, pour tous les recouvrements de´nombrables de l’ensemble Ω par des
boules Brk(xk) dont les rayons rk sont infe´rieurs a` δ, on calcule la somme de ces rayons en
puissance p puis on cherche l’infimum de cette somme parmi les recouvrements possibles.
On de´finit ensuite la mesure (exte´rieure) de Hausdorff d’ordre p comme :
µp(Ω) = sup
δ>0
µp,δ(Ω)
On peut ve´rifier que cette mesure posse`de les proprie´te´s d’une mesure et plusieurs autres
parmi lesquelles :
1. Si l’ensemble Ω est de´nombrable, alors :
µp(Ω) = 0
2. Si l’ensemble Ω est contenu dans un autre ensemble Ω′, alors :
µp(Ω) ≤ µp(Ω′)
3. Si l’ensemble Ω est contenu dans une union de´nombrable d’ensembles Ωk, alors :
µp(Ω) ≤
∑
k≥1
µp(Ωk)
4. Si la distance entre deux ensembles Ω et Ω′ est strictement positive, alors :
µp(Ω ∪ Ω′) = µp(Ω) + µp(Ω′)
5. Si l’ordre p est strictement infe´rieur a` la dimension d’espace d (p < d) et la mesure
de Hausdorff d’ordre p d’un ensemble Ω est finie (µp(Ω) < ∞), alors la mesure de
Lebesgue νd de cet ensemble est nulle (νd(Ω) = 0).
6. Si l’ordre p est e´gal a` la dimension d, on a l’e´quivalence suivante :
µd(Ω) = 0 ⇔ νd(Ω) = 0
7. Si l’on conside`re deux mesures de Hausdorff d’ordres p et q tels que p < q, alors :
µp(Ω) ≥ µq(Ω)
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8. Si l’on trouve une mesure de Hausdorff d’ordre p telle que 0 < µp(Ω) <∞, alors :
µq(Ω) =
{
0 , q > p
∞ , q < p
(pour la de´monstration, voir, par exemple, [90]). La dernie`re proprie´te´ permet d’introduire
la dimension de Hausdorff :
dH(Ω) = inf{ p > 0 : µp(Ω) = 0 } = sup{ p > 0 : µp(Ω) =∞ } (A.2)
Autrement dit, pour n’importe quel ensemble Ω dans Rd, il existe un seul nombre re´el
dH(Ω) pour lequel la mesure de Hausdorff est non triviale, c’est-a`-dire qu’elle n’est ni nulle
ni infinie (sauf le cas des ensembles ((ponctuels)) (de´nombrables) pour lesquels la mesure
de Hausdorff est toujours nulle et, par conse´quent, dH(Ω) = 0).
La dimension de Hausdorff des objets ge´ome´triques ((habituels)) (carre´s, sphe`res, traits
des fonctions diffe´rentiables, etc.) est e´gale a` leur dimension topologique (ou euclidienne),
c’est-a`-dire, a` un nombre entier. Cependant, il existe des ensembles dont la dimension de
Hausdorff est non entie`re. De plus, on peut de´montrer que, quelle que soit la dimension
dH (comprise entre 0 et d), il existe un ensemble de dimension dH . Par exemple, la courbe
de Weierstrass
W (t) =
∞∑
k=1
λ(p−2)k cos(piλkt) , t ∈ [0...1]
posse`de une dimension de Hausdorff dH e´gale a` p, avec 1 < p < 2 donne´ (inde´pendamment
de la valeur du parame`tre λ > 1).
Sur le plan nume´rique, le calcul de la dimension de Hausdorff est ge´ne´ralement tre`s
complexe. En effet, si l’on veut calculer la fonction de mesure µp,δ(Ω) a` l’e´chelle δ, il
faut prendre tous les recouvrements de´nombrables par des boules dont les rayons sont
infe´rieurs a` δ. La plupart des me´thodes nume´riques (par exemple, la me´thode des boˆıtes)
sont base´es sur une construction le´ge`rement modifie´e qui s’agit de conside´rer tous les
recouvrements par des boules dont les rayons sont e´gaux a` l’e´chelle δ. Cette construction
permet de de´finir la dimension de Minkowski dM . Si l’on parle de fractales re´gulie`res, la
dimension de Minkowski est e´gale a` la dimension de Hausdorff (voir la discussion plus
de´taille´e dans [77]). Au cours de ce me´moire, aucune distinction n’est faite entre ces deux
notions, et l’on utilise pour les deux le nom de dimension fractale.
A.5 Notion de fractalite´
Aujourd’hui, les concepts issus de la ge´ome´trie fractale se sont re´pandus dans de
tre`s nombreux domaines de la science et meˆme dans certains de la vie quotidienne. De
nombreux ouvrages sont consacre´s aux fractales et leurs applications [30, 46, 94, 95, 97,
119, 120]. Les frontie`res fractales jouant un roˆle important dans notre e´tude, nous allons
en souligner certains aspects spe´cifiques.
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Fractales re´gulie`res
De´finie pour tout ensemble, la dimension de Hausdorff permet de distinguer les frac-
tales comme e´tant les ensembles dont la dimension de Hausdorff est non entie`re (voir sec-
tion A.4). Les proprie´te´s de la mesure de Hausdorff montrent que ces objets ge´ome´triques
doivent avoir des proprie´te´s ((pathologiques)) en comparaison de celles des objets ((classiques))
(courbes lisses, sphe`res, triangles). En particulier, la mesure de Lebesgue d’une fractale
posse`de une valeur triviale : ze´ro ou l’infini. En d’autres termes, les notions classiques
comme longueur, aire, volume ne sont pas applicables a` ces objets. Par conse´quent,
les me´thodes classiques de la ge´ome´trie diffe´rentielle ne s’appliquent pas non plus : les
fractales sont des objets tre`s irre´guliers (par exemple, les courbes fractales ne sont pas
diffe´rentiables).
Parmi toute la varie´te´ (richesse) de ces objets irre´guliers, on peut distinguer une classe
de fractales dont la construction est obtenue de fac¸on ite´rative un ensemble re´duit de
re`gles simples. On peut mentionner les fractales autosimilaires et autoaffines (courbes
de Von Koch, ensembles de Cantor, fonction de Weierstrass), les fractales ((ale´atoires))
(front de percolation), les fractales lie´es a` la dynamique polynomiale (ensembles de Julia).
L’avantage important de ces fractales, dites re´gulie`res, est qu’elles peuvent eˆtre e´tudie´es
en utilisant des approches ((na¨ıves)) et intuitives. Les re´sultats obtenus peuvent ensuite
eˆtre justifie´s par une analyse mathe´matique plus rigoureuse [92].
Au cours de ce me´moire, on n’e´tudie que des fractales re´gulie`res, ce qui nous permet
d’utiliser l’analyse multifractale ((na¨ıve)), la me´thode des boˆıtes, etc.
Fractales et pre´fractales
La complexite´ ge´ome´trique des fractales sugge`re leur utilisation pourmode´liser l’irre´gu-
larite´ ge´ome´trique d’objets re´alistes (voir les photos de la surface d’une e´lectrode me´tallise´e
sur la figure 7.5). Notre e´tude s’attachant a` de´crire les proprie´te´s de transport aux inter-
faces irre´gulie`res, ces dernie`res sont pre´sente´es par des fractales. De plus, on se restreint a`
des fractales autosimilaires (comme les courbes ou les surfaces de Von Koch). Cependant,
lorsque l’on utilise les fractales pour mode´liser les frontie`res physiques, il faut distin-
guer ((fractales)) et ((pre´fractales)). En effet, la frontie`re physique (membrane biologique,
e´lectrode me´tallique, surface catalytique), quelque soit sa complexite´, ne peut pas eˆtre
repre´sente´e par une vraie fractale mathe´matique dont l’aire est infinie (une telle frontie`re
devrait avoir une masse infinie). Par conse´quent, les frontie`res re´alistes se mode´lisent par
des pre´fractales, ayant une longueur de coupure minimale. Si l’on parle de fractales autosi-
milaires, cela revient a` conside´rer une ge´ne´ration finie ∂Ωg au lieu de la ge´ne´ration infinie
∂Ω∞ (vraie fractale mathe´matique). Du point de vue physique, l’utilisation de ge´ne´rations
finies est tre`s raisonnable : d’une part, la ge´ome´trie reste tre`s irre´gulie`re (voir la quatrie`me
ge´ne´ration de la courbe de Von Koch sur la figure 5.4) ; d’autre part, on peut choisir une
ge´ne´ration de fac¸on a` ce que l’aire soit proche de celle de la frontie`re re´aliste. De plus,
la pre´sence d’une longueur de coupure minimale (par exemple, la longueur du plus petit
segment pour la courbe de Von Koch) correspond a` une certaine limitation physique de la
the´orie conside´re´e : en mode´lisant une frontie`re re´aliste par une pre´fractale, on ne pre´tend
pas connaˆıtre les de´tails ge´ome´triques infe´rieures a` cette longueur minimale. Dans une
telle mode´lisation, on suppose implicitement que ces de´tails ge´ome´triques plus fins ne
jouent aucun roˆle dans la description physique du phe´nome`ne conside´re´. Dans la plupart
des cas, cette hypothe`se est tout a` fait raisonnable et justifie´e. Par conse´quent, on peut
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modifier une frontie`re pre´fractale aux e´chelles plus petites que la longueur minimale sans
affecter le mode`le. Ainsi, si l’on conside`re une courbe de Von Koch, on peut arrondir les
angles afin de lisser cette courbe. Dans ce cas, notre courbe pre´sente alors a` la fois une
ge´ome´trie irre´gulie`re aux e´chelles supe´rieures a` la longueur de coupure minimale, et une
ge´ome´trie re´gulie`re (diffe´rentielle) aux e´chelles infe´rieures a` la longueur de coupure mini-
male. En particulier, cette approche est utilise´e au chapitre 4 pour de´finir correctement
l’ope´rateur de Dirichlet-Neumann pour les frontie`res pre´fractales.
Bien que les pre´fractales soient parfaitement adapte´es a` la mode´lisation de l’irre´gularite´
ge´ome´trique, ces objets appartiennent du point de vue mathe´matique a` une classe d’ob-
jets ge´ome´triques ((classiques)) dont la dimension de Hausdorff est un nombre entier. Ainsi,
quel que soit son ordre gigantesque (mais fini), une ge´ne´ration de la courbe de Von Koch
posse`de la meˆme dimension de Hausdorff (dH = 1) qu’un segment line´aire simple. Plus
ge´ne´ralement, toutes les caracte´ristiques multifractales (voir chapitre 6) sont triviales
pour une pre´fractale. Par exemple, si l’on conside`re la mesure harmonique de´finie sur
une ge´ne´ration finie d’ordre fixe´ de la courbe de Von Koch, les dimensions multifractales
Dq de cette mesure sont e´gales a` 1. Ce re´sultat tient au fait qu’une ge´ne´ration finie de-
vient re´gulie`re aux e´chelles infe´rieures a` celle de la coupure minimale. Pour autant, une
pre´fractale pre´sente des proprie´te´s multifractales non triviales aux e´chelles supe´rieures.
Pour cette raison, nous avons calcule´ les dimensions locales a` une e´chelle donne´e supe´rieure
a` la longueur de coupure minimale. Lorsque l’on fait tendre l’e´chelle vers 0, nous augmen-
tons l’ordre de ge´ne´ration (voir le chapitre 6 pour les de´tails). En re´sume´, bien qu’adapte´es
a` la mode´lisation des frontie`res re´alistes, les pre´fractales (ge´ne´rations finies) peuvent
eˆtre aussi utilise´es pour de´terminer les caracte´ristiques multifractales des vraies fractales
mathe´matiques (ge´ne´ration infinie), meˆme si cette analyse doit eˆtre mene´e avec un grand
soin.
A.6 Me´thode de relaxation
La me´thode de relaxation permet d’approcher la vraie solution du proble`me de Dirichlet-
Laplace de manie`re ite´rative. Supposons que l’on veuille re´soudre le proble`me de Dirichlet
dans un domaine borne´, ce qui consiste a` chercher l’ensemble des valeurs u(x) satisfaisant
l’e´quation de Laplace ∆u = 0 dans le domaine Ω et la condition aux limites u = f sur
la frontie`re ∂Ω, f e´tant une fonction donne´e. Prenons pour commencer la fonction u0(x),
e´gale a` f sur la frontie`re et nulle dans Ω. On applique ensuite la proce´dure suivante :
on calcule en tout point x de Ω la moyenne des valeurs u(x′) pour tous les voisins x′ du
point x. Cette ope´ration donne une fonction u1(x) qui satisfait la meˆme condition aux
limites que u0. En ite´rant cette proce´dure, on obtient ainsi une suite de fonctions un(x)
qui satisfont toujours cette meˆme condition aux limites. On peut alors de´montrer que
la suite de fonctions un(x) tend vers la solution exacte u(x) du proble`me de Dirichlet.
Chaque fonction un(x) est donc une approximation de la solution u(x), la pre´cision de
l’approximation de´pendant de l’indice n.
La me´thode de relaxation est facile a` mettre en œuvre et permet de trouver la solution
du proble`me de Dirichlet dans un domaine borne´ avec une bonne pre´cision. Cette me´thode
a e´te´ utilise´e, en particulier, dans [9, 117] afin d’e´tudier l’impe´dance de la courbe de Von
Koch de dimension fractale Df = 1,5 (voir chapitre 1).
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A.7 Fonction de Green
Les fonctions de Green ont fre´quemment e´te´ utilise´es au cours de ce me´moire : dans
la description de la double couche au chapitre 1, dans la me´thode des e´le´ments frontie`res
au chapitre 2, dans la relation avec la densite´ de la mesure harmonique au chapitre 3, etc.
Rappelons que la fonction de Green du proble`me de Laplace-Dirichlet est de´finie pour un
domaine Ω et un point x′ ∈ Ω comme la solution du proble`me suivant :
∆G(x,x′) = −δ(x− x′) (x ∈ Ω) G(x,x′) = 0 (x ∈ ∂Ω) (A.3)
Du point de vue physique, cette fonction est proportionnelle au potentiel e´lectrique cre´e´
par une charge situe´e au point x′ dans le domaine Ω dont la frontie`re ∂Ω est mise a` la
terre.
La de´finition rigoureuse de la fonction δ de Dirac faisant appel a` la the´orie des dis-
tributions [138], l’expression pre´ce´dente sugge`re de conside´rer e´galement la fonction de
Green comme une distribution. On peut alors de´finir la ((fonction)) de Green pour des
frontie`res tre`s irre´gulie`res.
La connaissance de la fonction de Green pour un domaine donne´ permet de re´soudre le
proble`me aux limites correspondant. Ainsi, la fonction de Green de´finie par (A.3) permet
de trouver la solution de l’e´quation de Laplace ∆u(x) = 0 dans le domaine Ω avec la
condition aux limites de Dirichlet u = f sur la frontie`re ∂Ω :
u(x) =
∫
∂Ω
(
∂G(x,x′)
∂n′
)
x′=s
f(s)ds
Par conse´quent, le proble`me ge´ne´ral de Laplace-Dirichlet est re´duit a` un proble`me parti-
culier (A.3).
On peut aussi faire l’ope´ration inverse : la fonction de Green g(x,x′) de tout l’espace
R
d e´tant connue, on peut toujours re´duire l’e´quation de Poisson dans (A.3) a` une e´quation
de Laplace pour une fonction G˜(x,x′) = G(x,x′)− g(x,x′) (avec x′ ∈ Ω donne´) :
∆G˜(x,x′) = 0 (x ∈ Ω) G˜(x,x′) = −g(x,x′) (x ∈ ∂Ω)
Autrement dit, la fonction de Green G(x,x′) du domaine Ω peut eˆtre de´finie comme la
solution de l’e´quation de Laplace dans le domaine Ω\{x′} qui satisfait la condition aux
limites G(x,x′) = 0 sur la frontie`re ∂Ω et qui tend vers g(x,x′) lorsque x→ x′.
Rappelons que la fonction de Green g(x,x′) de tout l’espace Rd est e´gale a` :
g(x,x′) = − 1
2pi
ln |x− x′| (d = 2) g(x,x′) = 1
(d− 2)Cd
1
|x− x′|d−2 (d > 2)
ou` Cd = 2pi
d/2/Γ(d/2) est l’aire de la sphe`re unite´ dans l’espace Rd.
A.8 Re´gression line´aire simple
Lorsque l’on parle d’une re´gression d’une se´rie de mesures {xi, yi}ni=1, on cherche
d’approcher les valeurs {yi} par une fonction f(x) d’une certaine classe (par exemple, des
polynoˆmes d’ordre donne´). Dans le cas de la re´gression line´aire,
f(x) = ax+ b (A.4)
le proble`me est particulie`rement simple, car l’on trouve les coefficients a et b de manie`re
explicite. En effet, en ne´cessitant qu’une erreur quadratique moyenne
δ[f ] =
1
n
n∑
i=1
(
yi − f(xi)
)2
soit minimale (re´gression au sens des moindres carre´s), on obtient les coefficients d’une
droite de re´gression line´aire (A.4) sous la forme :
a =
(
1
n
n∑
i=1
xiyi
)
−
(
1
n
n∑
i=1
xi
)(
1
n
n∑
i=1
yi
)
(
1
n
n∑
i=1
x2i
)
−
(
1
n
n∑
i=1
xi
)2 b =
(
1
n
n∑
i=1
yi
)
− a
(
1
n
n∑
i=1
xi
)
L’erreur de cette re´gression, e´value´e comme
√
δ[f ], peut servir pour une barre d’erreur
d’une nouvelle valeur y que l’on obtiendrait en substituant la valeur x donne´e dans l’ex-
pression (A.4).
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Annexe B
Marches ale´atoires sur divers re´seaux
Cette annexe pre´sente la description mathe´matique du calcul de la distribution de pro-
babilite´s de premier contact que nous avons utilise´e dans la section 2.3 afin de construire
l’ope´rateur d’auto-transport brownien. La technique des fonctions caracte´ristiques nous
permet de calculer cette distribution pour une surface plane en utilisant les re´seaux bi-
dimensionnels diffe´rents : carre´, hexagonal, triangulaire. Notons que le formalisme de
l’ope´rateur d’auto-transport brownien est base´ sur une repre´sentation discre´tise´e du prob-
le`me continu. Le re´seau carre´ (cubique, hypercubique) a e´te´ choisi par des raisons de sim-
plicite´. Cependant, un re´seau particulier peut induire une syme´trie dans la re´solution du
proble`me initial. Il est donc important de conside´rer diffe´rents types de re´seau.
B.1 Technique des fonctions caracte´ristiques
Rappelons la technique des fonctions caracte´ristiques qui nous permet de calculer la
distribution de probabilite´s de premier contact avec l’axe horizontal (frontie`re plane) pour
diffe´rents re´seaux.
Les marches ale´atoires simples sur un re´seau hypercubique Zd ont e´te´ de´finies au de´but
du chapitre 2. On peut e´tendre cette de´finition pour un re´seau arbitraire L caracte´rise´ par
un ensemble de nœuds et une matrice de connectivite´ dont les e´le´ments sont e´gaux a` 1
ou 0 selon la connectivite´ des nœuds correspondants. Les nœuds du re´seau forment alors
l’espace des e´tats, c’est-a`-dire l’ensemble des e´tats possibles d’un marcheur ale´atoire. La
matrice de connectivite´ permet de construire la matrice de transition, c’est-a`-dire les re`gles
de passage d’un e´tat (nœud) a` l’autre. Pour des marches ale´atoires simples, le marcheur
ale´atoire peut passer du nœud actuel a` un nœud voisin (connecte´) avec une probabilite´
e´gale a` l’inverse du nombre de nœuds voisins. Autrement dit, le marcheur choisit au hasard
un voisin de manie`re e´quiprobable. Par la suite, on s’inte´resse aux re´seaux re´guliers :
chaque nœud posse`de un nombre de voisins Nv donne´. Plus pre´cise´ment, on conside´rera
les trois re´seaux dans le plan : triangulaire (Nv = 6), carre´ (Nv = 4) et hexagonal (Nv = 3).
Dans tous ces cas, on peut indexer les nœuds par un multi-indice de deux composantes.
De plus, on e´tendra les re´sultats obtenus a` un re´seau hypercubique Zd+.
Pour un re´seau L choisi (voir ci-dessous), on introduit la probabilite´ P (x,y ; x′) que
les marches ale´atoires Xt partant du point (x,y) ∈ L contacte pour la premie`re fois la
frontie`re plane ∂L (repre´sente´e par l’axe horizontal) en un point (x′,0) :
P (x,y ; x′) = P{ XT(x,y) = (x′,0) } T(x,y) = inf{ t ∈ Z+ : Xt ∈ ∂L }
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Cette distribution de probabilite´s de premier contact posse`de les proprie´te´s suivantes :
1. La formule de Bayes (e´quivalent de l’e´quation de Laplace) :
P (x,y ; x′) =
1
Nv
∑
(x1,y1)
P (x1,y1 ; x
′)
la somme e´tant re´alise´e sur tous les voisins (x1,y1) du nœud (x,y).
2. La condition aux limites
P (x,0 ; x′) = δx,x′
exprime le fait que le temps d’arreˆt T(x,0) est nul (les marches ale´atoires issues de la
frontie`re ∂L sont arreˆte´es imme´diatement).
3. L’invariance par translation le long de l’axe horizontal :
P (x+ x1,y ; x
′ + x1) = P (x,y ; x
′)
4. La re`gle de convolution (proprie´te´ de Markov) :
P (x,y ; x′) =
∑
x1
P{ (x,y)→ (x1,y1) }P{ (x1,y1)→ (x′,0) } avec 0 < y1 < y
En effet, pour atteindre l’axe horizontal, un marcheur ale´atoire doit d’abord traver-
ser un niveau y1 a` travers un point (x1,y1). La probabilite´ P (x,y ; x
′) de premier
contact avec le point (x′,0) peut eˆtre alors repre´sente´e comme la somme de ces
probabilite´s condiotionnelles de passer a` travers le point (x1,y1). La trajectoire cor-
respondante se divise en deux parties : le mouvement avant le contact avec le point
(x1,y1) et le mouvement apre`s ce contact. La proprie´te´ de Markov, qui traduit le
fait que les marches ale´atoires simples n’ont pas de me´moire, implique que les mou-
vements avant et apre`s le contact sont inde´pendants. Par conse´quent, la probabilite´
d’atteindre le point (x′,0) en passant par le point (x1,y1) est le produit de deux
facteurs P{ (x,y) → (x1,y1) } et P{ (x1,y1) → (x′,0) }, qui sont respectivement :
la probabilite´ de contacter pour la premie`re fois un point (x1,y1) du niveau y1 en
partant de (x,y) et la probabilite´ de contacter pour la premie`re fois le point (x′,0)
en partant de (x1,y1).
Pour chaque point de de´part (x,y) ∈ L, les fonctions caracte´ristiques sont introduites
comme les se´ries de Fourier de coefficients P (x,y ; x′) :
φx,y(θ) =
∞∑
x′=−∞
P (x,y ; x′)eix
′θ
La transforme´e de Fourier inverse reconstruit la distribution P (x,y ; x′) :
P (x,y ; x′) =
pi∫
−pi
dθ
2pi
e−ix
′θφx,y(θ) (B.1)
Il est facile de re´e´crire les proprie´te´s pre´ce´dentes en termes des fonctions caracte´ristiques :
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Fig. B.1 – Re´seaux carre´s : ((classique)) (a` gauche) et tourne´ de 45◦ (a` droite).
1. La formule de Bayes :
φx,y(θ) =
1
Nv
∑
(x1,y1)
φx1,y1(θ)
2. La condition aux limites :
φx,0(θ) = e
ixθ
3. L’invariance par translation le long l’axe horizontal :
φx+m,y(θ) = e
imθφx,y(θ)
4. La re`gle de convolution :
φx,y(θ) = ϕ(θ)Φ(θ)
ou` ϕ(θ) et Φ(θ) sont les fonctions caracte´ristiques correspondant a` deux distributions
P{ (x,y)→ (x1,y1) } et P{ (x1,y1)→ (x′,0) } respectivement. Nous allons pre´ciser ces
fonctions pour chaque re´seau inde´pendamment. Normalement, ϕ(θ) est une certaine
fonction particulie`re pour un re´seau donne´, tandis que Φ(θ) est e´gale a` φx1,y1(θ) pour
certain point (x1,y1) ∈ L.
B.2 Re´seau carre´
Le re´seau carre´ Ln est de´fini comme le demi-plan supe´rieur du re´seau Z2 :
Ln = { (x,y) ∈ Z2 : y > 0 }
(Fig. B.1a). La re`gle de convolution combine´e avec l’invariance par translation conduit a` :
φx,y(θ) = e
ixθϕy(θ) avec ϕ(θ) ≡ φ0,1(θ) (B.2)
La substitution de cette relation dans la formule de Bayes donne :
φx,y(θ) =
1
4
[
φx−1,y(θ) + φx+1,y(θ) + φx,y−1(θ) + φx,y+1(θ)
]
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ce qui conduit a` une e´quation quadratique pour la fonction ϕ(θ) (si l’on prend x = 0,
y = 1) :
ϕ(θ) =
1
4
[
e−iθϕ(θ) + eiθϕ(θ) + 1 + ϕ2(θ)
]
La solution admissible1 est :
ϕ(θ) = 2− cos θ −
√
(2− cos θ)2 − 1 (B.3)
La transforme´e de Fourier inverse donne la distribution de probabilite´s de premier contact :
P (x,y ; x′) =
pi∫
−pi
dθ
2pi
ei(x−x
′)θϕy(θ) (B.4)
La distribution de probabilite´s de premier contact P (x,y ; x′) a e´te´ calcule´e pour n’im-
porte quel point (x,y) ∈ Ln et x′ ∈ Z. En utilisant cette distribution, on peut construire
l’ope´rateur d’auto-transport brownien. Comme notre frontie`re actuelle est infinie (l’indice
x′ ∈ Z), l’ope´rateur est repre´sente´ par la matrice infinie Q dont l’e´le´ment Qj,k est la
probabilite´ de premier contact avec l’axe horizontal sur le point (k,0) pour les marches
ale´atoires partant du point (j,1) :
Qj,k ≡ P (j,1 ; k) =
pi∫
−pi
dθ
2pi
ei(j−k)θϕ(θ) (B.5)
On peut maintenant reproduire l’analyse du chapitre 2 afin de de´terminer les proprie´te´s
spectrales de l’ope´rateur d’auto-transport brownien. Cette analyse e´tant tout a` fait simi-
laire (a` la diffe´rence pre`s que l’on a affaire a` une surface infinie), on ne pre´sente que les
re´sultats importants.
La structure cyclique de la matrice Q permet d’expliciter ses valeurs propres :
qθ = 2− cos θ −
√
(2− cos θ)2 − 1 θ ∈ [0,2pi)
On trouve que le spectre de l’ope´rateur Q est continu, ce qui est une conse´quence directe
de la longueur infinie de la frontie`re. Pour les frontie`res finies (borne´es) conside´re´es au
chapitre 2, le spectre de l’ope´rateur Q est toujours discret.
L’inversion de la relation pre´ce´dente donne la densite´ d’e´tats inte´gre´e :
N2(q) = 2
pi
arccos
(
1− q
2
√
q
)
Cette fonction a e´te´ utilise´e dans la section 2.3 comme une approximation de la densite´
d’e´tats inte´gre´e pour une surface plane finie. Cette approximation devient de plus en plus
pre´cise lorsque la surface plane finie se rapproche de la surface infinie. La diffe´rentiation
1L’e´quation quadratique pour la fonction ϕ(θ) posse`de deux solutions. Il faut alors choisir la solution
telle que ϕ(θ) ≤ 1.
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de N2(q) par rapport a` q conduit a` la densite´ d’e´tats diffe´rentielle :
D2(q) = 1
pi
1 + q
q
√
qmax − q
1√
q − qmin avec qmin = 3−
√
8 , qmax = 3 +
√
8
Notons le comportement de la fonction D2(q) au voisinage du poˆle qmin et du point 1 :
D2(q) ∼ 2 +
√
2
21/4pi
1√
q − qmin D2(1) =
1
pi
Nous remarquons une proprie´te´ inte´ressante du re´seau carre´ normal : les valeurs
propres de l’ope´rateur Q sont borne´es infe´rieurement par qmin = 3−
√
8, c’est-a`-dire qu’il
existe un ((gap)) entre les valeurs 0 et qmin. C’est une conse´quence directe des ine´galite´s
suivantes sur la fonction caracte´ristique ϕ(θ) :
ϕ(pi) ≤ ϕ(θ) ≤ ϕ(0)
B.3 Re´seau hypercubique
La technique des fonctions caracte´ristiques pre´sente´e ci-dessus pour le re´seau carre´
normal s’e´tend aise´ment au cas multidimensionnel. Nous conside´rons le demi-re´seau hy-
percubique
Z
d
+ = { (x1,...,xd) ∈ Zd : xd > 0 }
dont la frontie`re ∂Zd+ est un hyperplan repre´sentant la surface plane. Pour chaque point
x ∈ Zd+, on cherche la distribution P (x ; x′) de probabilite´s de premier contact avec
les points frontie`res x′ ∈ ∂Zd+. Cette probabilite´, introduite dans la section 2.1, re´sout le
proble`me de Dirichlet pour chaque x′ ∈ ∂Zd+ :
∆P (x ; x′) = 0 (x ∈ Zd+) P (x ; x′) = δx,x′ (x ∈ ∂Zd+)
L’introduction de la fonction caracte´ristique φx(θ1,...,θd−1) par la se´rie de Fourier :
φx(θ1,...,θd−1) =
∑
x′∈∂Zd+
P (x ; x′) exp
[
i
d−1∑
k=1
x′kθk
]
permet de re´e´crire le proble`me de Dirichlet pre´ce´dent comme :
∆φx(θ1,...,θd−1) = 0 (x ∈ Zd+) φx(θ1,...,θd−1) = exp
[
i
d−1∑
k=1
xkθk
]
(x ∈ ∂Zd+)
La premie`re relation correspond a` la formule de Bayes, la deuxie`me est la condition aux
limites. Afin d’obtenir une solution sous une forme explicite, on introduit la re`gle de
convolution :
P (x ; x′) =
∑
x′′∈Zd : x′′
d
=1
P{ x→ x′′ } P{ x′′ → x′ }
274 B Marches ale´atoires sur divers re´seaux
On somme ici sur tous les points de l’hyperplan {x′′ ∈ Zd : x′′d = 1}. Rappelons que la
trajectoire ale´atoire, qui va d’un point x ∈ Zd+ a` un point x′ ∈ ∂Zd+, peut se de´couper en
deux parties : du point x a` un point x′′ du niveau x′′d = 1 et du point x
′′ au point x′. Comme
les deux parties sont inde´pendantes (proprie´te´ de Markov), la probabilite´ d’atteindre le
point x′ en passant par x′′ est e´gale au produit des deux probabilite´s correspondantes.
L’utilisation des fonctions caracte´ristiques permet de re´e´crire cette convolution comme le
produit de deux fonction caracte´ristiques Φx(θ1,...,θd−1) et ϕd(θ1,...,θd−1). L’application
successive de cette relation conduit a` :
φx(θ1,...,θd−1) =
[
ϕd(θ1,...,θd−1)
]xd
exp
[
i
d−1∑
k=1
xkθk
]
La substitution de cette relation dans l’e´quation de Laplace discre`te (formule de Bayes)
de´bouche sur une e´quation quadratique pour la fonction ϕd :
ϕ2d − 2
(
d−
d−1∑
k=1
cos θk
)
ϕd + 1 = 0
dont la solution admissible est :
ϕd(θ1,...,θd−1) =
(
d−
d−1∑
k=1
cos θk
)
−
√√√√(d− d−1∑
k=1
cos θk
)2
− 1
On peut donc trouver la distribution de probabilite´s de premier contact par la transforme´e
de Fourier inverse :
P (x ; x′) =
pi∫
−pi
...
pi∫
−pi
dθ1...dθd−1
(2pi)d−1
exp
[
i
d−1∑
k=1
(xk − x′k)θk
] [
ϕd(θ1,...,θd−1)
]xd
Si l’on conside´rait le meˆme proble`me pour le demi-re´seau infe´rieur Zd− = {(x1,...,xd) ∈
Z
d : xd < 0}, on obtiendrait exactement la meˆme solution en remplac¸ant xd par −xd
graˆce a` la syme´trie par re´flexion. Nous utilisons donc la notation suivante :
H(x ; x′) =
pi∫
−pi
...
pi∫
−pi
dθ1...dθd−1
(2pi)d−1
exp
[
i
d−1∑
k=1
(xk − x′k)θk
] [
ϕd(θ1,...,θd−1)
]|xd|
(B.6)
B.4 Re´seau carre´ tourne´ de 45◦
Reviendrons maintenant aux re´seaux bidimensionnels et e´tudierons l’influence du choix
d’un re´seau particulier. Dans la suite, nous allons comparer les re´seaux carre´, hexagonal et
triangulaire. Nous de´buterons par un re´seau carre´ tourne´ de 45◦ (Fig. B.1b). pour lequel
chaque point frontie`re est connecte´ a` deux nœuds de re´seau (a` la diffe´rence du re´seau
carre´ classique pour lequel chaque point frontie`re est connecte´ a` un seul nœud).
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Le re´seau carre´ tourne´ de 45◦ peut eˆtre de´fini comme :
Lr = { (x,y) : (x+ y) ∈ Z, (2x) ∈ Z, (2y) ∈ Z+ }
La re`gle de convolution s’e´crit diffe´remment pour les points avec les coordonne´es entie`res
et demi-entie`res :
φm+ 1
2
,n+ 1
2
(θ) = φ 1
2
, 1
2
(θ)φm,n(θ) φm,n(θ) = φ 1
2
, 1
2
(θ)φm+ 1
2
,n− 1
2
(θ)e−iθ
m et n e´tant nombres entiers. En prenant ϕ(θ) ≡ φ 1
2
, 1
2
(θ)e−iθ/2, nous avons
φx,y(θ) = e
ixθϕ2y(θ)
pour n’importe quel point (x,y) ∈ Lr. La substitution de cette repre´sentation dans la
formule de Bayes donne :
φx,y(θ) =
1
4
[
φx− 1
2
,y− 1
2
(θ) + φx− 1
2
,y+ 1
2
(θ) + φx+ 1
2
,y− 1
2
(θ) + φx+ 1
2
,y+ 1
2
(θ)
]
ce qui conduit a` l’e´quation quadratique suivante pour la fonction ϕ(θ) (si l’on prend
x = y = 1
2
) :
ϕ2 −
(
2
cos(θ/2)
)
ϕ+ 1 = 0
La solution admissible est :
ϕ(θ) =
1− | sin(θ/2)|
cos(θ/2)
(B.7)
d’ou` l’on tire la distribution de probabilite´s de premier contact :
P (x,y ; x′) =
pi/2∫
0
2 dθ
pi
(
1− sin θ
cos θ
)2y
cos 2(x− x′)θ
Pour le re´seau carre´ tourne´ Lr, chaque point de l’axe horizontal est lie´ a` deux points
du re´seau. Par conse´quent, le marcheur ale´atoire sortant du point (m,0) peut aller vers
les points (m− 1
2
,1
2
) et (m+ 1
2
,1
2
) avec la meˆme probabilite´. L’ope´rateur d’auto-transport
brownien se de´finit donc comme :
Qm,n =
1
2
[
P (m− 12 , 12 ; n) + P (m+ 12 , 12 ; n)
]
(B.8)
d’ou` l’on tire :
Qm,n =
pi∫
−pi
dθ
2pi
ei(m−n)θ
(
1− | sin(θ/2)|
)
A partir de cette relation, nous de´terminons la densite´ d’e´tats inte´gre´e et la densite´ d’e´tats
diffe´rentielle :
N (q) = 2
pi
arccos(1− q) D(q) = 2
pi
√
2− q
1√
q
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Fig. B.2 – Re´seau hexagonal : deux types diffe´rents indexe´s respectivement 1 et 2 dans
le texte.
A la diffe´rence du re´seau carre´ classique, il n’y a pas de ((gap)) de valeurs propres. Les
comportements au voisinage du poˆle q = 0 et du point 1 sont :
D(q) ∼
√
2
pi
1√
q
D(1) = 2
pi
B.5 Re´seau hexagonal
Il existe deux types de re´seau hexagonal (repre´sente´s sur la figure B.2) que nous allons
indexer 1 et 2 :
Lh,1 = { (x,y) : (x+ 2y) ∈ Z, (2x) ∈ Z, (2y) ∈ Z+ }
Lh,2 = { (x,y) : (2x+ y) ∈ Z, (2x) ∈ Z, (2y) ∈ Z+ }
Par conse´quent, il faut conside´rer deux proble`mes diffe´rents.
La re`gle de convolution pour le re´seau Lh,1 s’e´crit :
φ(1)x,y =

φ
(1)
0, 1
2
(θ) φ
(1)
x,y− 1
2
(θ) si y /∈ Z
φ
(2)
1
2
, 1
2
(θ) φ
(1)
x+ 1
2
,y− 1
2
(θ) eiθ/2 si y ∈ Z
Si l’on introduit les deux fonctions
ϕ1(θ) ≡ φ(1)0, 1
2
(θ) ϕ2(θ) ≡ e−iθ/2φ(2)1
2
, 1
2
(θ)
l’application de la re`gle de convolution et l’utilisation de l’invariance par translation
donnent :
φ(1)x,y(θ) =
{
eixθϕ
y+ 1
2
1 ϕ
y− 1
2
2 si y /∈ Z
eixθϕy1ϕ
y
2 si y ∈ Z
Des expressions similaires s’obtiennent pour le deuxie`me re´seau Lh,2 :
φ(2)x,y(θ) =
{
eixθϕ
y+ 1
2
2 ϕ
y− 1
2
1 si y /∈ Z
eixθϕy2ϕ
y
1 si y ∈ Z
(les roˆles des fonctions ϕ1 et ϕ2 sont e´change´s). La substitution de ces relations dans la
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formule de Bayes conduit a` deux e´quations pour les fonctions ϕ1(θ) et ϕ2(θ) :
ϕ1 =
1
3
[
1 + 2 cos(θ/2)ϕ1ϕ2
]
ϕ2 =
1
3
[
2 cos(θ/2) + ϕ1ϕ2
]
Les solutions admissibles sont :
ϕ1(θ) =
1
3
[
5− 2 cos2(θ/2)− 2| sin(θ/2)|
√
4− cos2(θ/2)
]
ϕ2(θ) =
1
3
[
2 + cos2(θ/2)− | sin(θ/2)|√4− cos2(θ/2)
cos(θ/2)
]
Notons les ine´galite´s suivantes :
1
3
≤ ϕ1(θ) ≤ 1 0 ≤ ϕ2(θ) ≤ 1
Pour le premier re´seau hexagonal Lh,1, l’ope´rateur d’auto-transport brownien s’ob-
tient a` l’aide de la relation (B.5), ce qui permet de reproduire l’analyse pre´ce´dente. En
particulier, on en tire les densite´s d’e´tats inte´gre´e et diffe´rentielle (avec qmin = 1/3) :
N (1)(q) = 2
pi
arcsin
√
10q − 3q2 − 3
4q
D(1)(q) = 1
pi
1 + q
q
√
3− q
1√
q − qmin
Dans ce cas, il existe un ((gap)) de valeurs propres. Les comportements au voisinage du
poˆle qmin et au point q = 1 sont :
D(1)(q) ∼
√
6
pi
1√
q − qmin D
(1)(1) =
√
3
pi
Pour le deuxie`me re´seau hexagonal Lh,2, l’ope´rateur d’auto-transport brownien peut
s’obtenir par la relation (B.8) :
Qm,n =
pi∫
−pi
dθ
2pi
ei(m−n)θ cos(θ/2)ϕ2(θ)
Les densite´s d’e´tats inte´gre´e et diffe´rentielle sont alors :
N (2)(q) = 2
pi
arccos
[
1− q√
1− 2q/3
]
D(2)(q) = 2
pi
2− q
(3− 2q)√4/3− q 1√q
On trouve qu’il n’y pas de ((gap)) et que les comportements au voisinage du poˆle q = 0 et
au point q = 1 sont :
D(2)(q) ∼ 2
pi
√
3
1√
q
D(2)(1) = 2
√
3
pi
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Fig. B.3 – Re´seau triangulaire.
B.6 Re´seau triangulaire
En utilisant la meˆme technique, nous e´crivons la re`gle de convolution pour le re´seau
triangulaire Lt comme :
φ0,y(θ) = φ 1
2
, 1
2
(θ) φ 1
2
,y− 1
2
(θ) e−iθ φ 1
2
,y− 1
2
(θ) = φ 1
2
, 1
2
(θ) φ0,y−1(θ)
L’introduction de ϕ(θ) ≡ φ 1
2
, 1
2
(θ)e−iθ/2 permet d’en de´duire :
φx,y(θ) = e
ixθϕ2y
La substitution de cette expression dans la formule de Bayes conduit a` :
φ 1
2
, 1
2
=
1
6
[
1 + eiθ + φ− 1
2
, 1
2
+ φ 3
2
, 1
2
+ φ0,1 + φ1,1
]
ce qui donne pour la fonction ϕ(θ) :
6ϕ = 2 cos(θ/2) + 2 cos(θ/2)ϕ2 + 2 cos θϕ
d’ou` l’on tire :
ϕ(θ) =
1 + sin2(θ/2)− | sin(θ/2)|
√
3 + sin2(θ/2)
cos(θ/2)
(B.9)
Nous de´finissons l’ope´rateur d’auto-transport brownien par la relation (B.8). Les den-
site´s d’e´tats inte´gre´e et diffe´rentielle sont :
N (q) = 2
pi
arccos
[
1− q√
1 + 2q
]
D(q) = 2
pi
2 + q
(1 + 2q)
√
4− q
1√
q
Dans ce cas, il n’y pas de ((gap)), les comportements au voisinage du poˆle q = 0 et au point
q = 1 sont :
D(q) ∼ 2
pi
1√
q
D(1) = 2
pi
√
3
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B.7 Marches ale´atoires ge´ne´ralise´es sur le re´seau
hexagonal
Dans cette section, nous allons le´ge`rement ge´ne´raliser la description pre´ce´dente des
marches ale´atoires sur un re´seau hexagonal. En effet, on peut conside´rer la formule de
Bayes comme une e´quation de Laplace ge´ne´ralise´e :
φx,y(θ) =
{
(1− p)φx,y− 1
2
(θ) + p
2
φx− 1
2
,y+ 1
2
(θ) + p
2
φx+ 1
2
,y+ 1
2
(θ)
(1− p)φx,y+ 1
2
(θ) + p
2
φx− 1
2
,y− 1
2
(θ) + p
2
φx+ 1
2
,y− 1
2
(θ)
(B.10)
p e´tant un nombre re´el donne´. Lorsque p est compris entre 0 et 1, ce nombre a le sens
d’une probabilite´ : (1− p) est la probabilite´ du marcheur ale´atoire de choisir un segment
vertical (Fig. B.2), p/2 la probabilite´ de choisir l’un des segments diagonaux. La valeur
p = 2/3 correspond aux marches ale´atoires simples sur le re´seau hexagonal.
La substitution de (B.10) dans la formule de Bayes permet d’obtenir un syste`me
d’e´quations pour les fonctions ϕ1,2(θ) :
ϕ1 = (1− p) + p cos(θ/2)ϕ1ϕ2
ϕ2 = (1− p)ϕ1ϕ2 + p cos(θ/2)
dont les solutions sont :
ϕ1(θ) =


√
1 +
(
p sin(θ/2)
2
√
1− p
)2
− |p sin(θ/2)|
2
√
1− p

2 (B.11)
ϕ2(θ) =
2− p sin2(θ/2)− | sin(θ/2)|
√
4− 4p+ p2 sin2(θ/2)
2 cos(θ/2)
(B.12)
Comme pre´ce´demment, on calcule les densite´s d’e´tats des valeurs propres de l’ope´rateur
d’auto-transport brownien construit par ces marches ale´atoires ge´ne´ralise´es :
N (1)(q) = 2
pi
arcsin
√
1− (1− p)
p2
(1− q)2
q
D(1)(q) = 1
pi
1 + q
q
√
(qmax − q)(q − qmin)
avec qmin = 1− p, qmax = (1− p)−1
La densite´ diffe´rentielle D(1)(q) posse`de un poˆle a` q = 1−p > 0, autrement dit il existe un
((gap)) de valeurs propres. Notons qu’en faisant varier p, on peut obtenir n’importe quelle
valeur de ce ((gap)) qmin comprise entre 0 et 1. En particulier, lorsque p tend vers 0, toutes
les valeurs propres se concentrent pre`s de 1. Ces valeurs de p correspondent aux marches
ale´atoires qui essaient d’atteindre l’axe horizontal rapidement et qui par conse´quent ne
vont pas loin. Les comportements au voisinage du poˆle et au point 1 sont :
D(1)(q) ∼ 1
pi
√
2− p
p(1− p)
1√
q − qmin D
(1)(1) =
2
√
1− p
pip
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Si l’on conside`re maintenant le deuxie`me re´seau hexagonal, l’inversion de l’expression
pour ϕ2(θ) donne :
N (2)(q) = 2
pi
arcsin
√
q
2− p− q
1− pq D
(2)(q) =
1
pi
2− p− pq√
2− p− q(1− pq)
1√
q
Le poˆle de la densite´ D(2)(q) est toujours situe´ en qmin = 0 inde´pendamment de p. Les
comportements au voisinage de ce poˆle et au point q = 1 sont :
D(2)(q) ∼
√
2− p
pi
1√
q
D(2)(1) = 2
pi
√
1− p
Relations avec autres re´seaux
Lorsque la valeur de p est positive (0 < p < 1), on peut attribuer un sens probabi-
liste aux marches ale´atoires ge´ne´ralise´es. Cependant, en examinant les expressions (B.11)
et (B.12) plus attentivement, on peut trouver certaines relations e´tonnantes entre ces
marches ge´ne´ralise´es et les marches ale´atoires simples sur d’autres re´seaux.
• La valeur p = 2/3 correspond aux marches simples sur le re´seau hexagonal.
• La substitution de p = 1− (3−√8) dans (B.11) conduit a` l’expression :
ϕ1(θ) =
(√
1 + sin2(θ/2)− | sin(θ/2)|
)2
qui co¨ıncide avec l’expression (B.3) pour les marches ale´atoires simples sur le re´seau
carre´ classique. Par conse´quent, les ope´rateurs d’auto-transport brownien corres-
pondant a` ces deux processus pourtant diffe´rents seraient donc identiques.
• La correspondance la plus surprenante s’obtient pour (B.12) en prenant p = 0 :
ϕ2(θ) =
1− | sin(θ/2)|
cos(θ/2)
autrement dit, ce processus correspond aux marches ale´atoires sur le re´seau carre´
tourne´ de 45◦. Notons que p = 0 signifie formellement qu’un marcheur ale´atoire n’a
pas aucune possibilite´ d’atteindre l’axe horizontal.
• Finalement, la substitution d’une valeur a priori absurde, p = −2, dans (B.12)
conduit a` :
ϕ2(θ) =
1 + sin2(θ/2)− | sin(θ/2)|
√
3 + sin2(θ/2)
cos(θ/2)
qui correspond aux marches ale´atoires simples sur le re´seau triangulaire.
Notons que les deux dernie`res relations sont uniquement alge´briques, les marches ale´atoires
ge´ne´ralise´es avec p ≤ 0 n’ayant pas de sens probabiliste. Ne´anmoins, elles peuvent eˆtre
utiles pour des calculs. De plus, les expressions (B.11) et (B.12) correspondent aux marches
ale´atoires ge´ne´ralise´es qui reproduisent les marches simples sur des re´seaux diffe´rents pour
des valeurs particulie`res de p.
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Fig. B.4 – Re´seau hexagonal de´forme´.
Interpre´tation physique
Les marches ale´atoires ge´ne´ralise´es peuvent eˆtre interpre´te´es sur le plan physique. En
effet, si la probabilite´ p/2 de choisir l’un des segments diagonaux est petite, le de´placement
dans cette direction doit eˆtre lent. Par conse´quent, on peut remplacer ce mouvement sur
un re´seau hexagonal par des marches ale´atoires simples (avec choix e´quiprobable) sur un
re´seau de´forme´ ou` les segments verticaux sont plus courts que les segments diagonaux
(Fig. B.4). Cette interpre´tation explique le fait que les marches ale´atoires ge´ne´ralise´es
sur un re´seau hexagonal tendent vers les marches ale´toires simples sur un re´seau carre´
tourne´ de 45◦ lorsque le parame`tre p tend vers 0. Physiquement, la diffe´rence entre les
probabilite´s de choisir les diffe´rentes directions peut se comprendre aussi comme une
diffe´rence en vitesse de de´placement dans chaque direction : les plus grandes probabilite´s
correspondent aux plus grandes vitesses. On peut imaginer une application pratique de
ces marches ale´atoires ge´ne´ralise´es dans le cas de phe´nome`nes pour lesquels la diffusion
est anisotrope (milieu inhomoge`ne).
Analyse des distributions de probabilite´s de premier contact
Nous commenc¸ons par l’analyse de la distribution de probabilite´s de premier contact,
base´e sur la fonction ϕ1(θ) :
P (x) =
pi∫
−pi
dθ
2pi
eixθϕ1(θ) (B.13)
Les e´le´ments de l’ope´rateur d’auto-transport brownien sont : Qm,n = P (m− n).
• La limite p→ 0 :
ϕ1(θ) = 1 ⇒ P (x) = δx,0
on obtient donc la distribution δ car la valeur p = 0 ((interdit)) le mouvement du
point (0,1
2
) sauf le retour au point (0,0).
• La limite p→ 1 :
P (x)→ 0 pour tout x
Plus pre´cise´ment, dans cette limite, les probabilite´s P (x) deviennent de plus en plus
e´quidistribue´es. Lorsque p = 1, le marcheur ale´atoire ne peut pas rencontrer l’axe
horizontal, et les marches se de´placent le long de l’axe horizontal.
Comme la valeur ((aberrante)) p = −2 correspond a` des marches ale´atoires re´elles sur
un re´seau triangulaire, il peut eˆtre inte´ressant de conside´rer d’autres valeurs ne´gatives
de p (les valeurs p supe´rieures a` 1 sont interdites car elles conduisent a` une fonction ϕ1
282 B Marches ale´atoires sur divers re´seaux
complexe ce qui est impossible dans notre proble`me). La ve´rification directe montre que :
ϕ1(θ ; p) = ϕ1(θ ; p
′) avec 0 < p′ =
p
p− 1 < 1
Une valeur ne´gative p donne donc la meˆme fonction caracte´ristique que la valeur ((duale))
p′ = p/(p − 1) comprise entre 0 et 1. Cette dualite´ implique que les valeurs ne´gatives de
p ne peuvent pas conduire a` une nouvelle distribution pour le premier re´seau hexagonal.
En revanche, les valeurs ne´gatives de p correspondent a` de nouvelles distributions pour le
deuxie`me re´seau hexagonal (fonction ϕ2(θ)).
Comportement asymptotique
De´terminons le comportement asymptotique de la distribution P (x) pour les grandes
valeurs de x. Tout d’abord, repre´sentons la fonction ϕ1(θ) comme :
ϕ(θ) =
[√
1 + α2 sin2(θ/2)− |α sin(θ/2)|
]2
avec α2 =
p2
4(1− p) (B.14)
(on omet l’indice 1 dans la description suivante). Il est facile de calculer les de´rive´es de la
fonction ϕ(θ) aux points 0 et pi :
θ ϕ ϕ′ ϕ′′ ϕ′′′
0 1 −α α2 α(1− 3α2)/4
pi qmin 0 qminα(1 + α
2)/2 0
L’inte´gration de l’expression (B.13) par parties conduit a` :
P (x) ' α
pix2
+O(x−4)
ce que l’on re´e´crire sous une forme le´ge`rement modifie´e en supposant que xÀ α :
P (x) ' α
pi(α2 + x2)
+O(x−4)
On obtient donc la distribution de Cauchy : P (x)dx est la probabilite´ que le mouvement
brownien atteigne l’intervalle [x,x + dx] de l’axe horizontal en partant du point (0,α).
Notons que les marches ale´atoires conside´re´es partent en fait du point (0,1
2
). Cela signifie
qu’en changeant le parame`tre p (ou α), on peut rapprocher les mouvements issus de points
diffe´rents. En se souvenant que la densite´ de la mesure harmonique e´tale´e ωx,Λ(s) pre´sente
le meˆme comportement asymptotique lorsque s est suffisamment grand (voir chapitre 3),
on peut formellement relier deux parame`tres :
Λ = α− 1
Cette analogie formelle permet d’utiliser les marches ale´atoires ge´ne´ralise´es sur le re´seau
hexagonal pour mode´liser le mouvement brownien partiellement re´fle´chi. On obtient ainsi
la correspondance suivante :
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Proble`me Λ p
Dirichlet 0
√
8− 2
Neumann ∞ 1
Fourier 0 < Λ <∞ √8− 2 < p < 1
B.8 Marches ale´atoires ge´ne´ralise´es sur le re´seau
carre´
Comme pour le re´seau hexagonal, on peut ge´ne´raliser les marches ale´atoires pour
n’importe quel re´seau re´gulier. Or, dans notre e´tude, le re´seau carre´ occupe une place tre`s
importante. Soit p/2 la probabilite´ que le marcheur ale´atoire choisisse l’un des segments
horizontaux, et (1− p)/2 la probabilite´ qu’il choisisse l’un des segments verticaux. Dans
ce cas, la formule de Bayes (e´quivalent de l’e´quation de Laplace) s’e´crit :
φx,y(θ) =
p
2
(
φx+1,y(θ) + φx−1,y(θ)
)
+
1− p
2
(
φx,y+1(θ) + φx,y−1(θ)
)
La substitution de l’expression (B.2) dans cette relation conduit a` l’expression de ϕ(θ) :
ϕ(θ) =
[√
1 + α2 sin2(θ/2)− |α sin(θ/2)|
]2
avec α2 =
p
1− p (B.15)
Notons que cette expression co¨ıncide exactement avec (B.14). Par conse´quent, les marches
ale´atoires ge´ne´ralise´es sur le re´seau carre´ et sur le premier re´seau hexagonal ont les meˆmes
proprie´te´s. En particulier, on peut utiliser le re´seau carre´ pour mode´liser des marches
simples sur le re´seau hexagonal, et vice versa. Les densite´s d’e´tats sont :
N (q) = 2
pi
arccos
(
1− q
2α
√
q
)
D(q) = 1
pi
1 + q
q
√
qmax − q
1√
q − qmin
qmin = (
√
1 + α2 − α)2 qmax = (
√
1 + α2 + α)2
Les comportements au voisinage du poˆle qmin et au point 1 sont :
D(q) ∼ 1
pi
1− α√1 + α2 + α2
(
√
1 + α2 − α)2√α(1 + α2)1/4
1√
q − qmin D(1) =
1
piα
En conclusion, on peut faire les deux observations suivantes :
1. Les re´seaux conside´re´s ci-dessus peuvent eˆtre se´pare´s en deux groupes : ceux connec-
te´s aux points frontie`res par une seule liaison (re´seau carre´, re´seau hexagonal de
premier type) et ceux connecte´s par plusieurs liaisons (re´seau carre´ tourne´ de 45◦,
re´seau hexagonal de deuxie`me type, re´seau triangulaire). Selon le groupe, les va-
leurs propres de l’ope´rateur d’auto-transport brownien de´fini sur la frontie`re de ces
re´seaux font ou ne font pas apparaˆıtre de ((gap)). En d’autres termes, pour le premier
groupe, les valeurs propres sont borne´s infe´rieurement par une constante qmin stric-
tement positive tandis que, pour le deuxie`me groupe, cette constante est toujours
nulle. Notons que cette diffe´rence ne joue pas de roˆle particulier lorsque l’on passe
a` la limite continue.
2. L’e´tude des marches ale´atoires ge´ne´ralise´es montre que les diffe´rents types de re´seau
peuvent eˆtre pris en compte au travers d’un parame`tre p (ou α). La variation de ce
parame`tre ne modifiant pas les proprie´te´s de l’ope´rateur d’auto-transport brownien
de manie`re drastique, on peut en conclure que l’utilisation du re´seau carre´ pour
discre´tiser le proble`me continu n’introduit pas d’effets tre`s spe´cifiques lie´s a` ce re´seau
particulier. Autrement dit, si l’on prenait d’autres re´seaux re´guliers, on devrait
obtenir qualitativement les meˆmes re´sultats. Ce re´sultat justifie donc l’utilisation
d’un seul re´seau, et dans notre cas, du re´seau carre´.
Annexe C
Quelques de´monstrations
C.1 Anneau circulaire
De´terminons le spectre de l’ope´rateur de Dirichlet-Neumann dans un anneau circulaire
Ω = {x ∈ R2 : r1 < |x| < r2 } compris entre deux cercles concentriques de rayons r1 et
r2 (Fig. C.1).
La frontie`re inte´rieure ∂Ω1 = {x ∈ R2 : |x| = r1 } repre´sente la surface de travail,
tandis que la frontie`re exte´rieure ∂Ω2 = {x ∈ R2 : |x| = r2 } correspond a` la source.
L’ope´rateur de Dirichlet-Neumann est associe´ au proble`me de Dirichlet suivant :
∆u = 0 (x ∈ Ω), u = f (x ∈ ∂Ω1), u = 0 (x ∈ ∂Ω2)
pour une fonction donne´e f : (∂Ω1) → R. En raison de la syme´trie par rotation, les
fonctions propres de l’ope´rateur M sont toujours des harmoniques de Fourier eimϕ. Il
suffit donc de conside´rer le proble`me re´duit :
∆u = 0 (x ∈ Ω), u(r1,ϕ) = eimϕ, u(r2,ϕ) = 0
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r1
r2u = e
imϕ
u = 0
∆u = 0
Fig. C.1 – Proble`me de Dirichlet re´duit pour un anneau circulaire entre deux cercles
concentriques de rayons r1 et r2.
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En utilisant la repre´sentation (4.37), on trouve une solution de ce proble`me re´duit :
u(r,ϕ) =
(
Amr
m +Bmr
−m
)
eimϕ
avec deux conditions aux limites :
Amr
m
1 +Bmr
−m
1 = 1 Amr
m
2 +Bmr
−m
2 = 0
d’ou` l’on tire aise´ment :
Am =
−r−m1
(r2/r1)2m − 1 Bm =
r2m2 r
−m
1
(r2/r1)2m − 1
La solution est donc :
u(r,ϕ) = −(r/r1)
m − (r22/rr1)m
(r2/r1)2m − 1 e
imϕ
La de´rive´e normale prise sur la frontie`re ∂Ω1 est e´gale a` :(
∂u
∂n
)
∂Ω1
= −
(
∂u
∂r
)
r=r1
=
m
r1
(r2/r1)
2m + 1
(r2/r1)2m − 1 e
imϕ
L’action de l’ope´rateur M sur la fonction eimϕ s’e´crit :
[Meimϕ] = µmeimϕ µm = m
r1
(r2/r1)
2m + 1
(r2/r1)2m − 1 (m ∈ Z+)
En raison de syme´trie, on a µ−m = µm, c’est-a`-dire que les valeurs propres µm sont deux
fois de´ge´ne´re´es. Lorsque la source tend vers l’infini (r2 → ∞), on retrouve le re´sultat
pre´ce´dent (4.38) :
µm =
|m|
r1
(m ∈ Z)
Pour le mode m = 0, la solution est :
u0(r,ϕ) =
ln(r/r2)
ln(r1/r2)
En prenant la de´rive´e normale sur le cercle ∂Ω1, on trouve la valeur propre minimale :
µ0 =
1
r1
1
ln(r2/r1)
Lorsque r2 tend vers l’infini, cette valeur tend vers 0 comme on l’a vu au chapitre 4.
C.2 Couche sphe´rique
Conside`rons un anneau tridimensionnel (couche sphe´rique) Ω = {x ∈ R3 : r1 <
|x| < r2 } dont la frontie`re repre´sente la surface de travail (sphe`re de rayon r1) et
la source (sphe`re de rayon r2). En raison de la syme´trie sphe´rique, les harmoniques
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sphe´riques Yl,m(θ,ϕ) sont les fonctions propres de l’ope´rateur de Dirichlet-Neumann (voir
sous-section 4.7.2). Conside´rons le proble`me re´duit :
∆u = 0 (x ∈ Ω), u(r1,θ,ϕ) = Yl,m(θ,ϕ) u(r2,θ,ϕ) = 0
D’apre`s la repre´sentation ge´ne´rale (4.40), la solution de ce proble`me est :
u(r,θ,ϕ) =
(
r−l−1 r−l1 r
2l+1
2
(r2/r1)2l+1 − 1 −
rl r−l1
(r2/r1)2l+1 − 1
)
Yl,m(θ,ϕ)
En prenant la de´rive´e normale sur la sphe`re ∂Ω1, on trouve :(
∂u
∂n
)
∂Ω1
= −
(
∂u
∂r
)
r=r1
=
1
r1
l + (l + 1)(r2/r1)
2l+1
(r2/r1)2l+1 − 1 Yl,m(θ,ϕ)
On en conclut que les valeurs propres de l’ope´rateur de Dirichlet-Neumann sont :
µl,m =
1
r1
(l + 1) + l(r1/r2)
2l+1
1− (r1/r2)2l+1
On voit par ailleurs que ces valeurs propres sont (2l + 1) fois de´ge´ne´re´es. A la limite
r2 →∞, on retrouve le re´sultat (4.42) :
lim
r2→∞
µl,m =
l + 1
r1
Le proble`me avec la source a` l’inte´rieur se re´sout de manie`re identique :
u(r,θ,ϕ) =
(
rl r−l2
1− (r1/r2)2l+1 −
r−l−1 r2l+11 r
−l
2
1− (r1/r2)2l+1
)
Yl,m(θ,ϕ)
En prenant la de´rive´e normale sur la sphe`re ∂Ω2, on trouve les valeurs propres de l’ope´rateur
de Dirichlet-Neumann :
µl,m =
1
r2
l + (l + 1)(r1/r2)
2l+1
1− (r1/r2)2l+1
A la limite r1 → 0, on retrouve le re´sultat (4.41) :
lim
r1→0
µl,m =
l
r2
C.3 Ope´rateur de Dirichlet-Neumann dans une boule
d-dimensionnelle
Dans cette annexe, nous de´duisons1 les valeurs propres de l’ope´rateur de Dirichlet-Neu-
mann pour une boule B = {x ∈ Rd : |x| < 1} de rayon 1 dans l’espace d-dimensionnel
(d ≥ 3). L’avantage essentiel de la boule est tient a` ce que la de´rive´e normale co¨ıncide
1L’ide´e de cette de´monstration a e´te´ propose´e par S. Shadchin. Bien que ce re´sultat doive eˆtre classique,
nous n’avons pu le trouver dans la litte´rature.
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avec la de´rive´e par rapport a` la coordonne´e radiale. En effet, l’ope´rateur de Laplace s’e´crit
en coordonne´es sphe´riques comme :
∆ =
1
rd−1
∂
∂r
rd−1
∂
∂r
+
1
r2
∆ang
∆ang e´tant l’ope´rateur de Laplace angulaire. La syme´trie par rotation permet de se´parer
les coordonne´es angulaires et la coordonne´e radiale r. Autrement dit, la repre´sentation
u(r,~n) = R(r)Φ(~n) permet de re´duire l’e´quation de Laplace ∆u = 0 aux deux e´quations
suivantes :
1
rd−3
∂
∂r
rd−1
∂R(r)
∂r
= λR(r) −∆angΦ(~n) = λΦ(~n) (C.1)
~n e´tant la direction vers le point sur la sphe`re ∂B = {x ∈ Rd : |x| = 1}, et λ une
constante. La substitution de R(r) = rα dans la premie`re e´quation conduit a` la relation
λ = α(α + d− 2). Dans la suite, nous allons conside´rer la deuxie`me e´quation.
Ope´rateur de Laplace angulaire
Nous utilisons le fait que le spectre de l’ope´rateur de Laplace angulaire ∆ang est discret,
ses fonctions propres, de´note´es comme Y
(d)
l,m (~n), formant une base comple`te de l’espace
L2(∂B) (par exemple, dans le cas tridimensionnel, les fonctions propres Y
(3)
l,m (~n) sont les
harmoniques sphe´riques Yl,m(θ,ϕ)). La comple´tude de leur base peut eˆtre exprime´e par
une repre´sentation de la fonction δ de Dirac sur la sphe`re :
δ(~n1 − ~n2) =
∑
l,m
Y
(d)
l,m (~n1) Y
(d)∗
l,m (~n2) (C.2)
Afin de de´terminer le spectre de l’ope´rateur de Laplace angulaire (deuxie`me relation dans
(C.1)), nous allons trouver une autre repre´sentation pour cette fonction δ en termes de
polynoˆmes ne de´pendant que de l’angle entre deux vecteurs ~n1 et ~n2.
Nous utilisons la fonction de Green2 pour l’espace d-dimensionnel :
g(x1,x2) =
1
|x1 − x2|d−2
qui satisfait a` l’e´quaiton de Poisson suivante :
∆g(x1,x2) = −(d− 2)Cd δ(x1 − x2) (C.3)
La constante Cd repre´sente l’aire de la sphe`re ∂B de rayon 1 : Cd = 2pi
d/2/Γ(d/2). On
peut repre´senter la distance entre deux point x1 et x2 comme :
|x1 − x2| =
(
r21 − 2r1r2 cos θ + r22
)1/2
2Pour alle´ger les expressions, nous avons fait passer le facteur de normalisation (d−2)Cd vers la partie
droite de l’e´quation de Poisson.
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ou` ri (i = 1,2) est la distance entre le point xi et l’origine O, θ est l’angle entre les deux
direction Ox1 et Ox2. Supposons que r1 < r2. La fonction de Green e´tant re´gulie`re pour
x1 6= x2, on peut la de´velopper en se´rie :
g(x1,x2) =
1(
r21 − 2r1r2 cos θ + r22
)(d−2)/2 = 1rd−22
∞∑
l=0
(
r1
r2
)l
P
(d)
l (cos θ) (C.4)
P
(d)
l (z) e´tant les polynoˆmes de Gegenbauer [47] (par exemple, P
(3)
l (z) sont les polynoˆmes
de Legendre). Une repre´sentation similaire peut eˆtre obtenue pour r1 > r2. De fac¸on
ge´ne´rale, on e´crit :
g(x1,x2) = Θ(r1 − r2)
[
1
rd−21
∞∑
l=0
(
r2
r1
)l
P
(d)
l (cos θ)
]
+ Θ(r2 − r1)
[
1
rd−22
∞∑
l=0
(
r1
r2
)l
P
(d)
l (cos θ)
]
(C.5)
Θ(x) e´tant la fonction de Heaviside3.
On peut maintenant appliquer la partie radiale de l’ope´rateur de Laplace a` la fonction
g(x1,x2) sous la forme (C.5). D’une part, on a :
∂g(x1,x2)
∂r1
=
δ(r1 − r2)
[
1
rd−21
∞∑
l=0
(
r2
r1
)l
P
(d)
l (cos θ)
]
−Θ(r1 − r2)
[
1
rd−21
∞∑
l=0
(l + d− 2)
(
r2
r1
)l
P
(d)
l (cos θ)
]
− δ(r2 − r1)
[
1
rd−22
∞∑
l=0
(
r1
r2
)l
P
(d)
l (cos θ)
]
+Θ(r2 − r1)
[
1
rd−22
∞∑
l=0
l
(
r1
r2
)l−1
P
(d)
l (cos θ)
]
Le premier et le troisie`me termes se compensent. On peut donc e´crire :
1
rd−11
∂
∂r1
rd−11
∂
∂r1
g(x1,x2) =
− δ(r1 − r2)
rd−11
[
∞∑
l=0
(2l + d− 2)P (d)l (cos θ)
]
+Θ(r1 − r2)
[
1
rd1
∞∑
l=0
l(l + d− 2)
(
r2
r1
)l
P
(d)
l (cos θ)
]
+Θ(r2 − r1)
[
1
r21r
d−2
2
∞∑
l=0
l(l + d− 2)
(
r1
r2
)l
P
(d)
l (cos θ)
]
D’autre part, l’application de l’ope´rateur de Laplace ∆ a` la fonction de Green g(x1,x2)
donne la fonction de Dirac δ(x1−x2) qui peut eˆtre repre´sente´e en coordonne´es sphe´riques.
On a alors :
1
rd−11
∂
∂r1
rd−11
∂
∂r1
g(x1,x2) +
1
r21
∆ang g(x1,x2) = −(d− 2)Cd
rd−11
δ(r1 − r2) δ(~n1 − ~n2)
3Formellement, cette fonction est de´finie par :
Θ(x) =
{
1, si x > 0
0, si x < 0
Comme pour la fonction de Dirac δ, il faut la comprendre au sens des distributions [137].
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~ni (i = 1,2) repre´sentant toujours les vecteurs directeurs de Oxi. En comparant les deux
dernie`res expressions, on aboutit a` deux relations importantes :
(d− 2)Cd δ(~n1 − ~n2) =
∞∑
l=0
(2l + d− 2)P (d)l (cos θ) (C.6)
−∆angP (d)l (cos θ) = l(l + d− 2)P (d)l (cos θ) (C.7)
La premie`re relation correspond a` une repre´sentation alternative de la fonction δ(~n1−~n2).
En la comparant avec (C.2), on obtient une re`gle de sommation :
P
(d)
l (cos θ) =
(d− 2)Cd
2l + d− 2
∑
m
Y
(d)
l,m (~n1) Y
(d)∗
l,m (~n2) (C.8)
La substitution de cette expression dans la deuxie`me relation (C.7) conduit imme´diatement
aux valeurs propres λl,m de l’ope´rateur de Laplace angulaire :
λl,m = l(l + d− 2)
On voit que ces valeurs propres ne de´pendent pas de l’indice m ce qui refle`te leur
de´ge´ne´rescence. On trouve cette de´ge´ne´rescence facilement si l’on prend ~n1 = ~n2 = ~n
dans la relation (C.8) et que l’on inte´gre sur la sphe`re. L’inte´gration d’une constante
P
(d)
l (1) (partie gauche) donne l’aire de la sphe`re Cd. Pour inte´grer la partie droite, on
utilise la normalisation des fonctions propres Y
(d)
l,m :∫
∂B
Y
(d)
l,m (~n) Y
(d)∗
l,m (~n)d~n = 1
Apre`s inte´gration, la somme sur l’indice m est donc e´gale au nombre de fonctions propres
d’indice l donne´, c’est-a`-dire a` la de´ge´ne´rescence nl de la valeur propre λl. On trouve
donc :
P
(d)
l (1)Cd =
(d− 2)Cd
2l + d− 2 nl
Il nous reste a` trouver la valeur particulie`re P
(d)
l (1). La substitution r1 = r et r2 = 1 (avec
r < 1) et θ = 0 (cos θ = 1) dans le de´veloppement (C.4) conduit a` :
1(
1− 2r + r2)(d−2)/2 =
∞∑
l=0
rlP
(d)
l (1)
D’autre part, on connaˆıt le de´veloppement de la fonction a` gauche :
1
(1− r)d−2 =
∞∑
l=0
(l + d− 3)!
(d− 3)! l! r
l
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En comparant ces deux se´ries, on obtient :
P
(d)
l (1) =
(l + d− 3)!
(d− 3)! l!
Finalement, on trouve la de´ge´ne´rescence nl de la l-ie`me valeur propre :
nl =
2l + d− 2
d− 2
(l + d− 3)!
(d− 3)! l! = 2C
l−1
l+d−3 + C
l
l+d−3 (C.9)
ou` Ckn sont les coefficients binominaux. Lorsque l tend vers l’infini, on obtient le compor-
tement asymptotique :
nl ∼ 2
(d− 2)! l
d−2 (l→∞)
En utilisant cette relation, on peut calculer la densite´ d’e´tats inte´gre´e Nd(µ), c’est-a`-dire,
le nombre de valeurs propres infe´rieures a` µ (en tenant compte de leur de´ge´ne´rescence) :
Nµ =
[µ]∑
l=0
nl '
µ∫
0
2 ld−2
(d− 2)! dl =
2
(d− 1)! µ
d−1
ou` [µ] est la partie entie`re de µ.
Ope´rateur de Dirichlet-Neumann
D’apre`s l’analyse du spectre de l’ope´rateur de Laplace angulaire, on de´duit la forme
ge´ne´rale d’une solution re´gulie`re4 de l’e´quation de Laplace dans une boule d-dimensionnelle :
u(r,~n) =
∑
l,m
ul,m r
l Y
(d)
l,m (~n)
les coefficients ul,m restant a` de´terminer par la condition aux limites. Si l’on utilise la
condition de Dirichlet u = f , on peut de´composer la fonction f sur la base des fonctions
propres Y
(d)
l,m : les ul,m deviennent les coefficients de cette de´composition. L’application de
la de´rive´e normale a` cette solution conduit a` :
[Mf ](~n) =
(
∂
∂n
u(x)
)
x∈∂B
=
(
∂
∂r
u(x)
)
r=1
=
∞∑
l=0
ul,m l Y
(d)
l,m (~n)
On a donc trouve´ le re´sultat de l’application de l’ope´rateur de Dirichlet-NeumannM a` une
fonction f donne´e. Par conse´quent, on peut voir que les fonctions propres de cet ope´rateur
co¨ıncident avec les fonctions propres Y
(d)
l,m (~n) de l’ope´rateur de Laplace angulaire :
M Y (d)l,m (~n) = µl Y (d)l,m (~n), µl = l l ∈ {0,1,2,...}
4On ne conside`re pas les solutions r−l−d+2 qui sont singulie`res a` l’origine.
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Comme la base de ces fonctions est comple`te, nous avons de´termine´ l’inte´gralite´ du spectre
de l’ope´rateur de Dirichlet-Neumann. Bien e´videmment, les valeurs propres µl pre´sentent
la meˆme de´ge´ne´rescence nl que les valeurs propres λl,m de l’ope´rateur de Laplace angulaire
(voir l’expression (C.9)).
C.4 Potentiel du demi-re´seau
Dans cette annexe, nous montrerons que la fonction g0(x,x
′) de´finie au chapitre 2 est
le potentiel du demi-re´seau Zd+. Rappelons la de´finition de cette fonction : si xd · x′d > 0,
on a :
g0(x1,...,xd ; x
′
1,...,x
′
d) =
min{|xd|,|x
′
d
|}∑
j=1
Hd
(
x1,...,xd−1,|xd − x′d|+ 2j − 1 ; x′1,...,x′d−1,0
)
(C.10)
et sinon, g0(x,x
′) = 0.
La probabilite´ Hd(x,x
′) de premier contact avec le point frontie`re x′ en partant du
point x a e´te´ calcule´e dans l’annexe B.3. Par de´finition, le potentiel g0(x,x
′) est invariant
par translation le long de l’hyperplan xd = 0 (la frontie`re du demi-re´seau). Il est donc
commode de repre´senter chaque point x ∈ Zd sur la forme x = (x⊥,xd) en se´parant la
dernie`re coordonne´e.
On peut maintenant ve´rifier que la fonction g0(x,x
′) est un vrai potentiel, solution du
proble`me (2.12) :
∆g0(x,x
′) = −δx,x′ (x ∈ Zd+), g0(x,x′) = 0 (x ∈ ∂Zd+)
La condition aux limites s’obtient par de´finition : g0(x,x
′) = 0 si xd = 0.
Dans le domaine Zd+, il faut montrer que l’application de l’ope´rateur de Laplace dis-
cret a` la fonction g0(x,x
′) donne la fonction −δx,x′ . Cette de´monstration, base´e sur une
ve´rification directe, est assez technique et fastidieuse.
En supposant que xd > 0 et x
′
d > 0, on conside`re les trois cas suivants :
• Si xd > x′d, la somme dans (C.10) est limite´e par x′d (la valeur de min{|xd|,|x′d|}), et
donc la sommation ne de´pend pas du point x. On peut alors e´changer la sommation et
l’ope´rateur de Laplace discret ∆ :
∆g0(x,x
′) =
x′
d∑
j=1
∆Hd
(
x⊥,xd − x′d + 2j − 1 ; x′⊥,0
)
= 0
car la fonction Hd(x,x
′) obe´it a` l’e´quation de Laplace discre`te (voir annexe B.3).
• Si xd < x′d, on repre´sente l’ope´rateur de Laplace discret en se´parant la dernie`re
coordonne´e xd :
∆ = ∆⊥ +∆xd
ou` le premier ope´rateur agit sur les coordonne´es x1,..., xd−1, tandis que le deuxie`me
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ope´rateur agit sur la coordonne´e xd. On calcule d’abord :
∆⊥g0(x,x
′) =
d−1∑
i=1
(
g0(x+ ei ; x
′) + g0(x− ei ; x′)− 2g0(x ; x′)
)
(les ei sont les vecteurs unitaires des directions du re´seau Z
d). Comme ∆⊥ n’agit pas sur
la coordonne´e xd, on peut e´changer cet ope´rateur et la sommation sur j dans la de´finition
de la fonction g0 :
∆⊥g0(x,x
′) =
xd∑
j=1
d−1∑
i=1
(
Hd(x⊥+ei,x
′
d−xd+2j−1 ; x′⊥,0)+Hd(x⊥−ei,x′d−xd+2j−1 ; x′)
−2Hd(x⊥,x′d − xd + 2j − 1 ; x′⊥,0)
)
La fonction Hd(x,x
′) obe´issant a` l’e´quation de Laplace, on peut re´e´crire la deuxie`me
somme :
∆⊥g0(x,x
′) = −
xd∑
j=1
∆xdHd(x⊥,x
′
d − xd + 2j − 1 ; x′⊥,0) (C.11)
On passe maintenant a` l’autre terme ∆xdg0(x,x
′) :
∆xdg0(x,x
′) = g0(x⊥,xd + 1 ; x
′) + g0(x⊥,xd − 1 ; x′)− 2g0(x⊥,xd ; x′) =
xd+1∑
j=1
Hd(x⊥,x
′
d − (xd + 1) + 2j − 1 ; x′⊥,0) +
xd−1∑
j=1
Hd(x⊥,x
′
d − (xd − 1) + 2j − 1 ; x′⊥,0)−
2
xd∑
j=1
Hd(x⊥,x
′
d − xd + 2j − 1 ; x′⊥,0)
Les termes dans ces sommes se regroupent donc ainsi :
∆xdg0(x,x
′) =
xd∑
j=1
∆xdHd(x⊥,x
′
d − xd + 2j − 1 ; x′⊥,0) (C.12)
En tenant compte de la relation (C.11), on trouve enfin :
∆g0(x,x
′) = 0
• Si xd = x′d, on doit le´ge`rement modifier le calcul de ∆xdg0(x,x′). En effet, comme
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min{xd + 1,xd} = xd, on obtient :
∆xdg0(x,x
′) = g0(x⊥,xd + 1 ; x
′) + g0(x⊥,xd − 1 ; x′)− 2g0(x⊥,xd ; x′) =
xd∑
j=1
Hd(x⊥,x
′
d − (xd + 1) + 2j − 1 ; x′⊥,0) +
xd−1∑
j=1
Hd(x⊥,x
′
d − (xd − 1) + 2j − 1 ; x′⊥,0)−
2
xd∑
j=1
Hd(x⊥,x
′
d − xd + 2j − 1 ; x′⊥,0)
Dans cette expression, la premie`re somme par rapport a` j est prise entre j = 1 et j = xd
(au lieu d’aller jusqu’a` j = xd + 1 comme dans le cas pre´ce´dent). Par conse´quent, les
termes se regroupent de la meˆme fac¸on que dans (C.12), mais avec un terme manquant :
∆xdg0(x,x
′) =
(
xd∑
j=1
∆xdHd(x⊥,x
′
d − xd + 2j − 1 ; x′⊥,0)
)
−Hd(x⊥,0 ; x′⊥,0)
La somme compense alors celle de la relation (C.11), tandis que le dernier terme est e´gal a`
δx⊥,x′⊥ graˆce a` la condition aux limites sur la fonction Hd(x,x
′). En ajoutant la condition
xd = x
′
d sous la forme d’un symbole δxd,x′d , on trouve finalement :
∆g0(x,x
′) = −δx,x′
Nous avons donc de´montre´ que g0(x,x
′) est un potentiel de demi-re´seau.
C.5 Potentiel de la bande infinie
L’introduction d’une source plane au chapitre 2 ne´cessite le calcul du potentiel d’une
bande infinie de largeur h borne´e par deux hyperplans paralle`les :
Ωh = {(x1,...,xd) ∈ Zd : 0 < xd < h }
Nous rappelons que l’un de ces hyperplans est la frontie`re du demi-re´seau Zd+, tandis que
l’autre repre´sente la source plane a` distance h.
La de´monstration du fait que la fonction g0(x,x
′) introduite par la relation (2.38) au
chapitre 2 est le potentiel de cette bande infinie est presque identique a` celle de l’an-
nexe C.4 (pour le potentiel du demi-re´seau). Comme pre´ce´demment, cette de´monstration
est base´e sur la ve´rification directe que la fonction g(x,x′) re´sout le proble`me suivant :
∆g0(x,x
′) = −δx,x′ (x ∈ Ωh), g0(x,x′) = 0 (x ∈ ∂Ωh)
Comme cette ve´rification est tre`s technique mais relativement simple, on n’en pre´sente
qu’une description sche´matique par e´tapes :
1. Par de´finition, la condition aux limites g0(x,x
′) = 0 est satisfaite lorsque xd = 0.
2. La condition aux limites sur l’autre hyperplan (source) s’obtient en substituant la
hauteur h a` la coordonne´e xd dans l’expression (2.38). Il est facile de ve´rifier que
la fonction H(x1,...,xd ; x
′
1,...,x
′
d−1,h), introduite par la relation (2.39), est toujours
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nulle (voir l’expression (2.41)).
3. On de´montre que la fonction H(x,x′) obe´it a` l’e´quation de Laplace dans le demi-
re´seau Zd+ (par conse´quent, dans la bande infinie Ωh).
4. On ve´rifie que la fonction g0(x,x
′) satisfait a` l’e´quation de Laplace lorsque xd < x
′
d
ou xd > x
′
d, tandis que dans le cas xd = x
′
d, l’application de l’ope´rateur de Laplace
donne la fonction −δx,x′ . Cette ve´rification s’effectue de la meˆme fac¸on que dans
l’annexe C.4.
On peut donc constater que la fonction g0(x,x
′) est le potentiel de la bande infinie Ωh.
C.6 Proble`me de syme´trie de l’ope´rateur d’auto-
transport brownien
Dans la sous-section 2.1.3, nous avons discute´ la construction de l’ope´rateur d’auto-
transport brownien Q a` partir de la distribution de probabilite´s de premier contact
P∂Ω(x ; x
′) dans un domaine Ω. En introduisant la connectivite´ au re´seau q(x) comme
e´tant le nombre de plus proches voisins (dans Ω) du point frontie`re x, nous avons de´fini
la matrice Q par :
Qj,k =
1
q(xj)
∑
x∈Ω : |x−xj |=1
P∂Ω(x ; xk) (C.13)
Nous avons ensuite constate´ que cette de´finition n’est pas satisfaisante car la matrice
n’est plus syme´trique. Cette proprie´te´ e´tant importante pour l’analyse spectrale, nous
discutons le proble`me de la syme´trie dans cette annexe. En particulier, nous allons montrer
la relation suivante :
q(xj)Qj,k = q(xk)Qk,j (C.14)
Cette ((quasi-syme´trie)) de la matrice Q contredit la syme´trie Qj,k = Qk,j s’il existe une
paire des points frontie`res pour lesquels q(xj) 6= q(xk). Or, a` l’exception du cas plane,
toute frontie`re discre`te posse`de de tels points.
La de´monstration de la relation (C.14) peut eˆtre base´e sur la repre´sentation des pro-
babilite´s Qj,k au sens combinatoire. En effet, la probabilite´ P∂Ω(x ; x
′) qu’une marche
ale´atoire Xt partant du point x ∈ Ω rencontre la frontie`re ∂Ω au point x′ pour la premie`re
fois peut eˆtre repre´sente´e comme la somme suivante :
P∂Ω(x ; x
′) =
∞∑
t=1
P{XT = x′ : T = t }
T e´tant le temps d’arreˆt sur la frontie`re : T = inf{ t ≥ 0 : Xt ∈ ∂Ω }. Chaque terme
P{XT = x′ : T = t } est la probabilite´ de contacter le point x′ en faisant exactement t pas
ale´atoires. Cette probabilite´ correspond a` une fraction du nombre Nt(x ; x
′) de ((bonnes))
trajectoires (passant du point x au point x′ en t pas sans rencontrer la surface durant la
marche) par rapport au nombre (2d)t de toutes les trajectoires en t pas (a` chaque pas, on
choisit au hasard une parmi 2d directions) :
P{XT = x′ : T = t } = Nt(x ; x
′)
(2d)t
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En utilisant la relation (C.13), on peut exprimer la probabilite´ Qj,k comme :
Qj,k =
1
q(xj)
∞∑
t=1
Nt(j,k)
(2d)t
ou` Nt(j,k) est le nombre de ((bonnes)) trajectoires entre les points frontie`res j et k ayant
t+1 pas (un pas supple´mentaire est ne´cessaire pour quitter le point frontie`re j). Comme
le nombre Nt(j,k) compte les trajectoires entre deux points sans souci de leur direction,
ce nombre est syme´trique vis-a`-vis de la permutation de j et k : Nt(j,k) = Nt(k,j). On
obtient donc :
q(xj)Qj,k =
∞∑
t=1
Nt(j,k)
(2d)t
=
∞∑
t=1
Nt(k,j)
(2d)t
= q(xk)Qk,j
La relation (C.14) est alors de´montre´e. Notons que la de´monstration n’est presque pas
modifie´e si l’on se trouve en pre´sence d’une source. Dans ce cas, la condition sur les
((bonnes)) trajectoires est qu’elles ne doivent rencontrer ni la frontie`re, ni la source durant
la marche.
C.7 Calcul direct du noyau de l’ope´rateur d’e´talement
Au chapitre 3, nous avons mentionne´ le calcul direct du noyau de l’ope´rateur d’e´tale-
ment continu TΛ. Ce calcul a e´te´ utilise´ pour la premie`re fois comme une justification du
passage a` la limite continue. L’approche par le mouvement brownien partiellement re´fle´chi
a e´te´ ensuite de´veloppe´e. Bien que ce calcul direct ne joue pas de roˆle important, il est
inte´ressant car il ne fait pas appel a` tout le formalisme associe´ aux processus stochas-
tiques. Dans cette annexe, nous allons pre´senter ce calcul direct (mais sans de´monstration
mathe´matique des passages ((de´licats))).
Nous rappelons qu’un e´le´ment (Tε)jk de l’ope´rateur d’e´talement (discret) est la proba-
bilite´ que la marche ale´atoire partant du site j et subissant des re´flexions sur la frontie`re
avec la probabilite´ ε soit finalement absorbe´e sur le site k. On peut utiliser la repre´sentation
inte´grale des e´le´ments de l’ope´rateur Tε obtenue au chapitre 2 pour le cas plane :
(Tε)j,k = (1− ε)
pi∫
0
dθ
pi
cos[(j − k)θ]
1− εϕ2(θ) (C.15)
Pour une surface continue, on ne cherche pas la probabilite´ d’eˆtre absorbe´ en un point
(c’est un e´ve´nement ponctuel dont la probabilite´ est nulle), mais plutoˆt la probabilite´
d’eˆtre absorbe´ dans un intervalle infinite´simal ds. Autrement dit, on cherche la densite´ de
probabilite´ TΛ(s0,s) que le marcheur ale´atoire partant du point s0 soit finalement absorbe´
sur l’intervalle (s,s + ds). Nous avons introduit ici deux coordonne´es continues s0 = ja
et s = ka, ou` le parame`tre de discre´tisation a est tre`s petit (a` la fin, a → 0). Dans
l’hypothe`se ou` la longueur ds de l’intervalle est fixe´e et bien supe´rieure a` a, on calcule la
probabilite´ d’eˆtre absorbe´ sur l’intervalle (s,s+ ds) en sommant les valeurs de (Tε)jk par
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rapport a` l’indice k entre s/a et s/a+ ds/a :
TΛ(s0,s)ds =
[ds/a]∑
n=0
(
Tε
)
s0
a
, s
a
+n
ou` [ds/a] de´signe la partie entie`re de ds/a. En utilisant la repre´sentation inte´grale ci-
dessus, on trouve :
TΛ(s0,s)ds =
pi∫
0
dθ
pi
[
1 + Λ
(
1− ϕ2(θ)
a
)]−1 [ds/a]∑
n=0
cos
(
s− s0
a
+ n
)
θ
La somme des cosinus peut eˆtre explicite´e a` l’aide des relations trigonome´triques :
n∑
k=1
sin kθ =
cos θ/2− cos(2n+ 1)θ/2
2 sin θ/2
n∑
k=1
cos kθ =
sin(2n+ 1)θ/2− sin θ/2
2 sin θ/2
De plus, il est utile de faire le changement de variable k = θ/a, d’ou` l’on tire :
TΛ(s0,s)ds =
pi/a∫
0
a dk
pi
[
1 + Λ
(
1− ϕ2(ka)
a
)]−1
×
(
cos(s− s0)k
sin(2[ds
a
] + 1)ka
2
− sin ka
2
2 sin ka
2
− sin(s− s0)k
cos ka
2
− cos(2[ds
a
] + 1)ka
2
2 sin ka
2
)
En utilisant le fait que a est tre`s petit, on remplace la fonction ϕ2(ka) par son de´veloppe-
ment au voisinage de 0 : ϕ2(ka) ' 1− ka. L’application de la meˆme ope´ration aux sinus
et aux cosinus re´duit les fractions correspondantes a` [ds/a] et ka[([ds/a] + 1/2)2 − 1]/2
respectivement. Le deuxie`me terme, d’ordre de a, est ne´gligeable dans la limite a → 0.
On obtient donc :
TΛ(s0,s)ds '
pi/a∫
0
a[ds/a] dk
pi
cos k(s− s0)
1 + Λk
Lorsque a→ 0, la limite supe´rieure d’inte´gration tend vers l’infini, d’ou` l’on tire :
TΛ(s0,s) =
∞∫
0
dk
pi
cos k(s− s0)
1 + Λk
Cette technique se ge´ne´ralise aise´ment dans deux directions. Premie`rement, on peut
calculer le noyau de l’ope´rateur d’e´talement pour un hyperplan dans l’espace multidimen-
sionnel Rd. La forme inte´grale (C.15) repre´sentant les e´le´ments de l’ope´rateur d’e´talement
discret Tε comme les coefficients de Fourier de la fonction (1−ε)/(1−εϕ2(θ)) se ge´ne´ralise
de fac¸on triviale. En effet, il suffit de remplacer la fonction ϕ2(θ) par son analogue multidi-
mensionnel ϕd(θ1,...,θd−1) et l’inte´gration par rapport a` θ par l’inte´gration par rapport aux
θ1,...,θd−1, avec les facteurs exponentiels correspondants (voir chapitre 2 et annexe B). On
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reproduit ensuite le calcul pre´ce´dent pour chaque direction. En particulier, dans la limite
a→ 0, on utilise le de´veloppement suivant : ϕd(ak1,...,akd−1) ' 1− a(k21 + ... + k2d−1)1/2.
Enfin, on obtient le noyau de l’ope´rateur d’e´talement TΛ :
TΛ(s,s
′) =
∞∫
0
...
∞∫
0
dk1...dkd−1
(pi)d−1
cos k1(s1 − s′1) ... cos kd−1(sd−1 − s′d−1)
1 + Λ
(
k21 + ...+ k
2
d−1
)1/2
Deuxie`mement, on peut faire les meˆmes calculs en pre´sence d’une source a` distance
finie5. En effet, l’ope´rateur d’auto-transport brownien Q a e´te´ calcule´ au chapitre 2 pour
une bande infinie de largeur N , Ω = {(x1,x2) ∈ Z2 : 0 < x2 < N}. En particulier, la
forme inte´grale (C.15) s’applique a` l’ope´rateur d’e´talement discret Tε si l’on remplace la
fonction ϕ2(θ) par la fonction plus complexe ϕ2(θ)ψ
(0)
N,1(θ) (voir section 2.2.7), ou` :
ψ
(0)
N,1(θ) =
1− ϕ2N−22 (θ)
1− ϕ2N2 (θ)
Comme l’on s’inte´resse a` la limite continue (a → 0), il faut fixer la hauteur h de la
source par la condition h = Na. On peut maintenant reproduire les calculs pre´ce´dents ou`
nous avons remplace´ la variable d’inte´gration θ par ka et de´veloppe´ la fonction ϕ2(ka)
en se´rie pour a → 0 : ϕ2(ka) ' 1 − ka. Dans notre cas, il faut de´velopper la fonction
ϕ2(ka)ψ
(0)
h/a,1(ka) en tenant compte du fait que h/a tend vers l’infini lorsque a tend vers
0 :
ϕ2(ka)ψ
(0)
h/a,1(ka) ' 1− ak
1 + e−2hk
1− e−2hk
L’utilisation de cette expression dans le calcul pre´ce´dent (au lieu de ϕ2(ka) ' 1 − ak)
permet d’obtenir le noyau suivant :
T
(h)
Λ (s0,s) =
∞∫
0
dk
pi
cos k(s− s0)
1 + Λk coth[hk]
Il est parfois plus commode de remplacer cos k(s−s0) par e−ik(s−s0) en effectuant l’inte´gra-
tion sur tout l’axe re´el :
T
(h)
Λ (s0,s) =
∞∫
−∞
dk
2pi
e−ik(s−s0)
1 + Λk coth[hk]
(C.16)
5Comme pre´ce´demment, le noyau de l’ope´rateur d’e´talement peut eˆtre obtenu par l’analyse probabiliste
du mouvement brownien partiellement re´fle´chi. Notons que ce type de calcul est bien plus fastidieux (du
point de vue technique) en pre´sence d’une source a` distance finie. Pour cette raison, nous ne les avons
pas pre´sente´ au chapitre 3.
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L’extension pour le cas multidimensionnel s’obtient directement :
T
(h)
Λ (s,s
′) =
∞∫
−∞
...
∞∫
−∞
dk1...dkd−1
(2pi)d−1
e−i[k1(s1−s
′
1)+...+kd−1(sd−1−s
′
d−1)]
1 + Λ|k| coth(h|k|) |k| =
√
k21 + ...+ k
2
d−1
(C.17)
Nous rappelons le sens probabiliste de cette quantite´ (voir chapitre 3) : T
(h)
Λ (s,s
′)ds′ est
la probabilite´ que le mouvement brownien partiellement re´fle´chi issu du point frontie`re s
soit finalement arreˆte´ (absorbe´) au voisinage infinite´simal ds′ du point frontie`re s′, sans
avoir rencontre´ la source (hyperplan {x ∈ Rd : xd = h}) durant la marche.
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