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THESIS 
T 
In this work the conditions and re~1irements 
that lead to a randomly phased angular spectrum of 
pl<:me waves are investigated. An experimental tech-
nique is developed from which the complex spatial 
correlation of the electromagnetic fields at two 
spaced antennas may be obtained. It is shown that 
the complex correlation of these electromagnetic 
fields is strongly influenced by the amount of 
angular correlation within the spectrum of plane 
waves. From this theoretical devel6pment emerge 
criteria that may be used to test the hypothes 
that a spectrum of plane waves was randomly phased. 
Experimental results from a multiple baseline field 
correlation experiment are presented. In this pro-
gram the primary intent was to obtain data from 
D-region altitudes between 70 l;:m and 90 l::rn. The 
data from the E-region are primarily for comparison 
purposes. 
It is shown that the angular spectrum due to 
scattering in the ionospheric D-region is probably 
not randomly phased. In comparison, the results 
obtained from E-region scatter appear to support 
the validity of the randomly phased angular spectrum 
approxim<ttion. 
It is further shown that the angular power 
spectrum due to scattering in t D-re on contains 
a plane undiffracted wav~ component which accounts 
approximately 25% of the received power. 
ensive effort was devoted to iclentifi-
cation of region echo amplitudes with a Rice 
probability density distribution. It is shown that 
the maJority of the amplitude distribu ons analyzed 
were leigh distributed. 
The concept and c ibility of the "o set 11 
eigh distribution are investi ed and a theoret-
ical interpretation of the observed facts is presented. 
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The investigation of the ionospheric D-reg on by 
means of· ground~based radar teo quos a rela-
tive short history when compared to other ionospheric 
research work. Although the existence and some of 
the characte sties of the region have been well 
known for some time, it.was probably not until Gard-
ner and Pawsey's worh: (1953), that ens ground-
based gion experiments were conducted by other 
· investigators. 
Soon ter the experiment 
was repo ed by Gardner and Pawsey, F'e,jer (1955) 
published his findings from a Wave Interaction experi-
ment. These two radar techniques, with few exceptions 
(Parthasarathy et al. 1963) appear to be the most 
successful methods yet devised for a ground-based 
assessment of the D-region electron density concen-
tration. While the accuracy and individual merits 
of these two techniques is a highly debatable subject, 
there seems to be little doubt that the electron 
density profiles obtained from either technique are 
representative of the true variation of e electrons 
with altitude in the D-region. From the point of 
view of relative simplicity of instrumentation and 
interpretation of resulting data, it further appears 
that the partial rcflection-differenti absorption 
technique has been favored among the various investi-
gators. Whether or not this assumption is truly 
representative of the status quo, for the purpose 
of introducing the subject matter of this work, the 
discussion will henceforth be confined to some of the 
problem areas that plague the Gardner Pawsey, or 
"D.A." experiment, even though some of the following 
comments may be apropos to a large portion of 
ionospheric investi ions~ 
In their publication, Gardner and Pawsey (1953) 
postulate a partial reflection mechanism which, when 
viewed in its essentials, is one of reflection from 
discontinuities in the mean refractive index of the 
medium. While much has been written on the subject 
since 1953, probably the most comprehensive review and 
implementation of the D.A. experiment was published 
by Belrose and Burl{e (1964). These authors conclude 
that poor experimental results in the past were due 
to insufficient transmitted power and poor magneto-
ionic mode discrimination upon reception. They recog-
nized, as did Gardner and Pawsey, that backscatter 
from the D-region is probably caused by a mechanism 
of far greater complexity than the simple Fresnel 
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process pos tnla ted. B elros e and Burlce at tempted to 
generalize the scat tor cross -section by means of 
"Booker (1959) scattering". This tempt was incon-
elusive because the calculations did not Jude the 
effects ·of absorption in the scattering volume. 
From 1965 to 1968, this author, at Cornell Aero-
nautical L~Joratory, Buffalo, New York, conducted a 
series of D.A. experiments and reported his findings. 
(von Biel 1965, 1966). The experiments were designed 
to overcome most of the objections to experimental 
technique which were pointed out by Belrose and 
Burke. In addition, and with the help of his col-
leagues (W.A. Flood and II.G. Camnitz), the data 
analysis technique was altered so as to include the 
effects of differential absorption in the scattering 
volume. From this work evolved the "D-Region Volume 
Scatter Theory" as reported by Flood (1968) and the 
"Partial Reflection Differential Phase Technique" as 
reported by von Biel, Flood, and Camnitz (1970). 
There appears to be little doubt in the minds of 
most investigators that the D.A. experiment is the 
most accurate and reliable ground-based experiment 
available today for the determination of D-region 
electron density. While this statement may be re-
garded as an expression of confidence in an experi-
•) 
v 
mental technique, it must also be accompanied by at 
least two or three clarifying remarks: 
(a) The electron density derived from this 
experiment will probably be somewhere 
near plus or minus 100 per cent from the 
true electron density in the D-region if 
(1) the analysis is restricted to an 
altitude interval between 70 lcm 
and 90 km, and 
(2) the experimental data are carefully 
screened and all "contaminating" 
data are rejected. 
(b) Within the limits of accuracy claimed 
for this experiment (i.e. a factor of 2), 
the experimental results are surprisingly 
immune to rather large errors in the 
(assumed) collisional frequency prOfile, 
and to attempts on the part of the investi-
gator to refine the underlying theoretical 
fonnula tion. 
A few words of explanation in support of (b) 
seem appropriate at this time. Gardner and Pawsey 
made use of the classical magneto-ionic theory in 
which the expression for the complex refractive index 
is due to Appleton and Hartree. In this theory, 
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no lowance was made for the veloci distribution 
of free electrons in the medium under investi ion. 
1960 Sen and Wyller proposed the generalized 
magneto-ionic theory in which the velo6ity dis 
bution is assumed to be Maxwellian. There can be 
no doubt that recognition of, and due allowance for, 
the velocity distribution in the ionosphere has im-
proved the theoretical formulation of the magneto-
ionic theory. However, modification of data analysis 
procedures from the traditional theory to the Sen-
Wyllcr theory has not improved the confidence limits 
of results from the D.A. experiment. In fact, modern 
results appear to be about the same as those given 
by Gardner and Pawsey. Again, Flood's (1968) "Hevised 
r11 heory ••• " when applied as a refinement of D.A. data 
analysis does not appear to change the electron 
density results in a practical significant manner. 
At any rate, the confidence in the results remains 
within a factor of two. 
After many unhappy hours devoted to the seeming-
ly impossible task of improving the accuracy and 
reliability of results from the D .. A. experiment, 
this author concluded that some, if not all, .of the 
assumptions made.about D-region scattering are based 
on wishful thinking rather than fact. To illustrate, 
consider one of the primary assu~ptions made; 
namely, that the cone of back-scattered radiation 
from the D-region is narrow and centered on the 
vertical direction. Under these circumstances 
one would expect echoes from the vertic direction 
only; and yet, a common explanation for data 11 con-
·tamination" is the reception of 11 obliquen echoes. 
In fact, when this author conducted experiments in 
which a carefully controlled circularily polarized 
signal was transmitted, much too frequently was 
the returned signal linearily polarized (von Biel. 
1966). This observation is clearly not consistent 
with mode-coupling (Budden 1961). One would expect 
the ratio of the two magneto-ionic cio~ponents to·be 
of the order of 100 to 1 or greater, but certainly 
not 1 to 1. One must conclude, in a purely quali-
tative fashion, that the cone angle of arrival might 
in reality be neither narrow nor centered on the 
vertical direction. 
In persuing this point, an attempt was made to 
obtain an estimate of the scale sizes of scatterers 
in the D-region. A review of the available litera-
ture on this subject soon revealed that the only 
extensive measurements were those by Briggs and 
Philips (1950) and these were primarily concerned 
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with the E and F re ons. Furthermore, the experi-
mental technique employed was that of"findi the 
correlation of amplitudes at two spatially separated 
antennas. The usefulness of this technique requires 
that two assumptions be made; first, that the ampli-
tudes are either Raylei distributed or else that 
they are 11 displaced 11 gaussian distri1Juted, and second, 
that the angular spectrum is randomly phased. Only 
under these circumstances may the spatial correlation 
of the complex fields be associated with the spatial 
correlation of the amplitudes (Bramley 1950, Booker. 
et al. 1950). 
From an experimental point of view, there is 
little difficulty in ascertaining how the ampl 
tudes are distributed. However, this author is not 
aware of any experimental methods that have been used 
to substantiate the premise that the angular spec-
trum was, in fact, randomly phased. To quote Rat-
cliffe (1956): 
"In much of the work on the ionosphere it 
has been assumed without sufficient proof 
that the angular spectrum was randomly 
phased. There are no established methods 
for testing this assumption, without exam-
ining in detail the distribution of ampli-
7 
tude and phase in f( , and that is often 
prohibitively difficult. It is important 
that methdds should be devised for ter-
mining when a spectrum is randomly p ed." 
It now appears that one is forced to stilistantiate 
two additional assumptions of a far more basic nature 
in order to substantiate the assumption made for the 
D.A. experiment. The obvious conclusion to be 
) 
reached from the state of things \Vas to abandon the 
art of "model making 11 for the D-region. Instead, it 
was decided to perform some basic measurements 
which, hopefully, might lead to a deeper insight 
to the intricacies of this elusive portion of 
the earth's ionosphere. Specifically, an experiment 
was designed and constructed from which the correla-
tion of the complex field distribution could be de-
duced. The primary ai1il of the experiment was to ob-
tain estimates of the correlation "length" and of 
the angular spectrum in a way that would avoid re-
course to the assumption that the angular spec~r~m 
is randomly phased. In addition to this primary 
task, an extensive investigation was made of the 
statistical distribution of received echo amplitudes. 
Much of the theoretical effort for this program was 
directed toward the derivation of an expression for 
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the complex field correlation on the assumption 
that the an ar spectrum is not. randomly phased. 
As will be shown later, under these circumstances 
the spatial field correlation will be complex and 
dependent on the specific location of the experi-
ment in the field pattern. 
The overall goal of this project is to supply 
some basic answers with regard to the complex field 
distribution of echoes partially reflected from the 
D-region. It is not to be expected that these 
materials alone will cure the ills of the D.A. 
experiment, but certain of the results are indi-
cative of past misconceptions about D-region 
scattering. 
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In the sections that follow, an attempt will 
be made to examine the theoretical for~1l ions 
that lead to the concept of a spatial correlation 
function of two electromagnetic fields. It will 
be shown that if certain assumptions can be made 
with regard to the statistical relationship between 
the phases of individual waves within a spectrum 
of plane waves, then the resulting expression for 
the spatial corr~lation of two electromagnetic 
fields is simply the Fourier transform of the power 
spectrum of plane ·waves that gave rise to those 
fields. Furthermore, it will be shown that under 
these circumstances, the spatial cortelation of the 
two fields is dependent only on the physical separa-
tion of two points at which the eJ.ds are defined, 
and is independent of the absolute position of these 
points within the field pattern. 
The effects upon the formulation of the complex 
spatial field correlation under conditions when the 
above simplifying assumptions do not apply will next 
be examined. It will be.shown (in section II-2) that 
a .non-zero correlation within a spectrum of plane 
waves will manifest itself in the form of an "angular 
10 
filter function 11 which acts on the angular power 
spectrum of plane waves. It will be shown that 
under these circumstances the Fourier transform 
of the spatial field correlation is not equal to 
the angular power spectrum, but rather to the a-
duct of the angular power spectrum and t.his "angular 
filter function 11 • 
11 
Much of ionospheric research work c ted 
today has been made possible through a clear under-
standing of the stochastic processes that are in-
herent to elect cal "noise 11 and other randomly 
fluctuating quantities. Thus, Dooker 1 Ratcliffe, 
and Shin"(1950) were able to associate statistical 
theory with experimentally observable processes in 
the ionosphere on the basis of the fundamental work 
done by Rice (19 , 1945) and Uhlenbeck (1945). 
Probably the chi contribution of this worlc to 
an understanding of the upper atmosphere was their 
realization that a complex distribution of electro-
magnetic energy could be synthesized into a spectrum 
of plane waves and that the resulting angular spec-
trum was the Fourier transform the naperture 
distribution" that gave.rise to it. Because their 
theo~y is general, it must hold true in any situ-
ation, and consequently it must be equally applica-
ble for a situation in which the field distribution 
that gives rise to an angular spectrum can only be 
described in a statistical sense. It is at this 
po that the notion of the complex field corre-
lation is introduced into their work, and it is 
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shown that the Fourier transform of this complex 
correlation of the electromagnetic fields is 
equivalent to the angular power spectrum of plane 
waves. 
Many different diffracting screens may he 
postulated to exist in a medium such as the iono-
sphere. However, the one screen which appears to 
lend itself most readily to mathematical analysis 
and manipulation is assumed to consist of a con-
tinuum of uncorrelated scatterers. These scatterers 
are assumed to be related to one another only from 
the point of view that their 11 sizes 11 are the same. 
If such a screen were illuminated by a plane wave 
and the resulting field pattern were investigated 
by means of two antennas spaced from one another by 
some distance (r) at a large distance from the screen, 
how can the correlation of the voltages induced 
in the antennas be related to the characteristics of 
the screen itself? The answer to this question is 
most eioquently given by Bramley (1950)o 
Consider that the screen modifies the incident 
plane wave so that the result is a spectrum of n 
plane waves' each of which makes an angle f- en 
with the line joining the two antennaso The voltage 
induced into antenna 1 will be E1 so that 
13 
7[/z. 
c, ~ fl1(8)cos{t.xt ,_ ~~r si,1G t·'f'(O 
- )7_~""'> 
,. o~-.~ 
Likewise, the voltage induced into antenna 2 is 
E and 2 
... 
' / 
'lj ( ()- ) ( 
j 
(1) 
( 2) 
In the above equations A(8) represents the ampli-
tude of a wave arriving at some angle EJ, while cp(eJ 
is assumed to be the phase of that wave upon emer-
gence from the screen. The total power collected 
by each of the two antennas is proportional to the 
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mean squared value of E1 or E2 so that ;:~1- 77/.) 
I£, I' ~IE,;>~ f ;mn [ ffi f~J II re)* ~( ;;/<fMJ-<j(&~+ f r( :;; ne-s !l!ojd&J&j 
-~._-if'~ (3) 
Assume next that the ~(e)~ are uniformly distributed 
betvveen -11 and ·f JT and further assume that eft f)) is 
statistically independent from any other cj(e~. For 
these conditions the only contribution to the integral 
in (3) occurs when 6):::. e' . Thus: 
ii!l-/£;/z~ /Czl' ~ ;f REI'!'-! 1 /1{$)• d G 1 
-w~ 
(4) 
The co-variance E1E2 can be obtained in a similar 
manner: 
Again, when the conditions that lead to (4) are 
assumed, one obtains: 
/!I! 
f?E,1L! r:r· ----E.; .,.,.. :::: 
- ry._ 
;:, co;; [ c:~ . / ;7 
L ..., . 
Now, by definition, the spatial fie)d correlation 
f(r) is given by: 
w~. 
l REflL! f.f!(G(/ cos v: r:S!n8} of. 
- lT/ ... 
. 
t '/!Ef!L lf ;;(CJ)' d J 
'v~ 
(6) 
(7) 
It will next be 
WL 
-w-- ( 
convenient to replace iR£/!L/ ;_;fB)a6j 
-t'j,. 
and rewrite (7) so that by [?reJ cJ. e 
~ w .. 
Wv . J Pro) cas [ 2'j r s 1 n e J d t9 
-/Vv (8) 
ry~-f_ Pf&J c!e 
-llj._,. 
To reiterate the assumptions that have lead 
to (8): it was assumed that for the postulated 
angular spectrum of plane waves, the phase of every 
individual component was uniformly distributed 
between - TT and .,.. 11 , and that the phase of each 
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individual plane wave was statistically ependent 
of the phases of other waves in the spectrum. When 
the angular spectrum satisfies both of these assump-
tions, the angular spectrum is considered to be 
randomli phased. Also, if the amplitudes at antennas 
1 and 2 are Rayleigh distributed, then Bramley (1950) 
has shown that the correlation of amplitudes from 
antennas 1 and 2 is approximately proportional to the 
square of the complex field correlation. On the 
othe~ hand, if the distribution of amplitudes is 
nearly gaussian and the angular spectrum is random-
ly phased, then the correlation of amplitudes is 
equal to the complex field correlation. No defini-
tive statement may be made about the relationship 
between the amplitude correlation and the field 
correlation if the above conditions are not satisf~ed. 
Having arrived at a concise understanding 
regarding .the requirements of the randomly phased 
angular spectrum (which henceforth will be abbrev-
iated RPAS) one is next lead to investigate the 
consequences and implications of this concept. We 
shall assume that the field due to a spectrum of 
plane waves is given by 
..,s.;J 
E(x) ~ j Grs).£irz./-&.sxjds 
- ....::> 
(9) 
16 
where s ::: sine 
::?77 k :::;;:: 
and (x) is a li~ear dimension in a plane parallel to 
the scattering screen. 
It next follows that the field at a point (x+r) 
is given by 
~ 
rx-rr)" j Gf5)J!.1fi {PSrx+rJjdS (1o) 
The covariance is E(x)E(x+r)~, so that: 
"""' .,0 
rxJ E(xrr}" ~ j /Gr.r)G(S~".-eytif.R.xr.s-s:j.trt·tfkrsjdsrJ.r' 
-<:N~QO . (11) 
In order to satisfy the conditions stated earlier 
for RPAS we conclude that G(S)G(S')* = P(S')J(s-s•) 
and find that 
"'""' -<) 
rxJErxrrJ"'"-J Jns~Jr.r-s~A--fL f!.x (.r-sJftrt·Z/hfjd.rds' 
_..., -~ ( 12a) 
~ 
E{X)CWr) ~ j Pfs:JA-f·i{f<S'rj r;t ' (12b) 
The right hand member of (12b) ·is seen to b~ of 
the same form as was the right hand member of (6), and 
consequently both satisfy the RPAS conditions. Fur-
.thermore, the right hand member of (12b) is .seen to 
be independent of posi ti'on (,2S). We must conclude 
that E(x)E(x+r)~ must therefore also be independent 
t7 
of (x) so that the RPAS conditions are satis edG 
Some further thought devoted to this situation will 
-reveal that when !( r) = E x_E_• (_x+r /~ is independent 
jE (X)/~ 
of (x), then it constitutes brith a necessary and 
sufficient condition that the angular spectrum is 
randomly phased. 
From the foregoing discussion it is reasonable 
to conclude that a fairly straightforward experiment 
could be conducted in order to test the hypothesis 
that the angular spectrum is randomly phased. To 
perform such a test it would be necessary to operate 
simultaneously two field-correlation experiments 
separated by some distance from each other. If the 
results from these two stations are identical to 
within experimental error, then the RPAS conditions 
are satisfied. While this is an appealing thought, 
the overall experiment would yield only a qualitative 
answer to the problem. Furthermore, the cost of. 
constructing and operating two identical stations 
was considered prohibitive in view of the possible 
benefits to be derivedo 
Instead, it was decided to investigate another 
aspect of the problem: how would the spatial 
correlatibn be influenced if the angular spectrum 
18 
were not randomly phased? The theoretical derivation 
and results of this problem are presented in the 
next section. 
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II(2). THE COMPLEX FIELD CORRELATION 
In the previous section the randomly phased 
angular spectrum (RPAS) was defined. It was also 
shown that a necessary and sufficient condition 
for the angular spectrum to be randomly phased is 
that the spatial field correlation be independent of 
positiori in a plane parallel to the scattering 
screen. In this section the spatial field correlation 
will be derived on the assumption that the angular 
spectrum is not randomly phased.(!) Specifically, 
it will be assumed that the angular correlation 
within the spectrum of the plane Yvaves is a ~aussian 
function rather than the delta function stipulated 
earlier. 
For the purposes of this problem we shall 
assume a two-dimensional geometry so that a trans-
rnitter on the surface of the earth is located at 
x=O and z=-II0 • The scattering screen is assumed to 
be large and illuminated by the transmitter from 
-L0 ::'x:::i'+L0 • Before proceeding, it will prove helpful 
to normalize all linear dimensions to the operating 
(1)o This approach to the problem was suggested by 
W. A. Flood in 1967_ 
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wavelength ~ • We shall d ine all un-normalized 
linear dimensions by a subscript "0 11 • 
The electromagnetic field at (x) and (z), back-
scattered from a screen at will, in general, be 
given by 
-o 
(x->-"> • JrrsJ.e<Pi[tlT()(5rsC)jds (13) 
_.,a 
In (13) F(S) is the angular spectrum function, 
S=SIN , C=COS<9, and 6 is an angle measured from 
the positive z direction. Since F(S) and E(x,O) 
are Fourier transform pairs, it follows that: 
"'"0 
P(S) ·I E(xjO) e.j::llxs] x (14) 
-....0 
The field due to the scattering screen at a point 
(x+r) is given by 
r ;r1r_, :t)· fFrsJAPif.urjs(:or)+uj]ds (15) 
.,..D 
The covariance of these two fields will be given by 
(I) where .L = E.(x.)~) E(>t-tfj-?.) (16a) 
. v:\ <Xl 
I~ j j HS.Tr-r s 'J* .Rrf'·"/;,i!fx ( s ·s') f Cf c-c')- r sj }d sd 5 1 
-d' - .,/;J ( 16b ) 
In equation (16) the asterisk is used to indicate 
the complex conjugate of a quantity, while the overbar 
indicates an ensemble averageo 
If in equation (16b), S or S' are much smaller 
21 
2.. 
than one, then C may be replaced by/- and C 1 by 
1- ~.'Y. A further useful substitution is to let 
?-> 
v- = S-St . We now obtain 
C-c' ,;,. ... (17) 
The above assumption will cause an error of less than 
1% in C-C i when /f)/ 1:::. .3Z 0 , We shall next identify 
the average value F(S)F(S')* with the product of 
the mean squared value lF(S' )/z and the angular 
correlation within the spectrum of plane waves, f (CJ). 
f!1hus: 
Frs)Frs')* == r(U.t.S'),Fr.s') c ,rra-)/rfS:Jj'~ (18) 
After rewriting (16b) one obtains: 
~ 
= f F(S'J/' .-erf'-l/.Zilr'S'j I, dS 1 (19a) 
-...0 
where 
: /!rcrJ-e-rP-zj;7ca-'JLVn/;;Jlvf )(-.s~)_jdu (19b) 
-~ 
Inspection of (19a) reveals immediately that the 
RPAS conditions would be satisfied.ff I 1 = 1.0. 
Also, (19b) would be equal to 1.0 iff(<:S)= cf'( '). 
Evidently therefore, equation (19) is consist~nt 
with our conclusions from the previous section. 
Let us next look at the angular spectrum 
function F(S). In equation (14) we defined F(S) 
so that 
22 
F(~<l) X (14) 
Likewise: 
.,...:> 
rf.S'J, J C (X~ O)J-rp- cj.?!Tx'sj (20) 
- """"' 
the covariance F(S)F(S' will ~hen be r 2 : 
...., ,.., 
~ f /Yx) E( X trY -Cr I' C:/Mrsj Aj'- i /JIIY ( .S-S ~~eLY c! r 
-DO>- e>l> ( 21) 
where x' = x+r. We shall next let 
E ( x) £ ( X·fi'') ,.,_.-
/E(x)/ 
Substitution into (21) yields the result 
- ....::... 
. Jf E(X)/ /'rr)A'FljJTirsjdr -<-rt-ZJ;;!fvxj dx ( 22a) 
-.,...~.o 
or: 
= 1 Frs'J/ ·Y,~:()() ;z .--l-Vf'- tj,t,IT<Tx J dx ( 22b) 
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Equation (22b) follows directly ~rom (22a) since· 
(f r) and the "angular power spectrum" /F ( S 1 )/ z. 
are Fourier transforms of one another. Likewise, 
r(cr-) and /E(x)/ ~ are Fourier t.ransform pairs so 
that (22b) reduces to 
I.~- = 1 tcr) I F{s')J:.. (18) 
23 
and 
(23) 
In order to make any further progress in this 
derivation we are forced to make an assumption with 
regard to either r(CJ") or the aperture power 
distribution /E(x)/~ Since the choice of a delta 
function for r(cr-) was earlier shown to satisfy the 
RPAS requirements, we shall now choose f{Cf') to be 
a gaussian function, namely: 
1(\J) == I .£/~ - J_ f..![_ ('-{ZII/> '--) ~l.. .z L ~ J (24) 
In (24) we associate with p the angular 11 width" 
of correlation within the spectrum of plane waves. 
(Note: (3 is th.: sine of some angle.) Now: 
I E{x' )/, ~ I !((r) .J'.->fZ/ 2/I<TXj d (/ (25a) 
- o'·, 
or: 
/E(x)l~ =: ~r;- i { f j 2- ( 25b) 
The quantity (L) in (25b) is a measure of the "size" 
of the illuminated portion of the scattering screen 
and is related to /3 by 
I 
L =- zilji 
Consequently, 
.2.1Tf i-o 
(26a) 
( 26b) 
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where Lo is in meters. 
We shall next substitute the assumed functional 
value for 1/Jrv) into equation ( 19b) and obtain: 
.,.... 
- J f I ~~~- J • f "( • l ·-r ( .- 1 ) (' l--It n -- I ,[Jf. ;:.: 1 l. J Lr'fJ>- G 5 /T::: Cf -<..rP t ./ 2l;'u' ,\'-~ 73 ! (>~ v 
( :· IT J 1.)/). L F I ( - I ' .) ( ) r'"/o --"' 2 7 
Equation (27) can next be reduced to the form: 
I ( 7 ·'[·/ s'..,7)z.) ~ - !?t.-- -.1{ .::."';!::· 1\- ;::·~. ( 
-Lt- /-f'P z. t 
r lfJ/!7if32-2)k 1 ( 1 -r~lTijJ ~-.-c ) j (28) 
It should be noted that when j3 = 0, then r 1 = 1.0. 
Since this condition also existed when /{o-) =cf(s~·!;').:; 
(28) is not inconsistent with the traditional 
treatment of th~ problem. 
One should furthermore note that equation 
(28) is complex. It is interesting at this point 
to estimate an upper bound for L 0 so that the 
imaginary part of (28) can be neglected. Thus, for 
require that 2~L'L <<.I Consequently, 
As an example, assume that A = 125 
meters and that Z0 = 80 kilometers. Then the 
inequality requires that L.,>> 1. 26 lcm. This condition 
can be met in D-region when 1 0 is of the order of 
5 km. to 10 km. While it appears feasible to neglect 
the imaginary part of (28) there is no apparent 
merit in doing so at this time. Instead, we shall let 
cz.:: ( 1-f .ZlTlf ... ~) (29a) 
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so that equation (28) becomes 
( 29b) 
Our next step will be to compute the covariance 
E ( x , z ) E ( x + r , z )* as given by e quat i on ( 1 9 a ) • In s o 
doing, one is once again forced to make an assump-
tion with regard to a mathematical model for the 
angular power spectrum IF(S')I 2 • We shall choose 
a gaussian function for the sake of mathematical 
convenience only. Thus we shall assume that: 
where S0 is a measure of the "width" of the power 
. spectrum, and A is the sine of some angle (90 at 
which the magnitude of the power spectrum maximizes. 
Also, we shall define the correlation "distance" __,! 
of the various scatterers within the screen so that 
/ 
.L= 2/T.So (31) 
From equation (29b) and (19b) we now obtain: 
....:) 
I-:: Po , f£( _.J.!s:'- r:~Jz~r- J..[.Zll;g rx-~'c)!~r-i.{zil~~Yjd s' c[2nstJr~. f.z .So z. c J (32) 
- .,.tJ 
The evaluation of (32) is straightforward but 
requires a considerable amount of subcalculation. 
Suffice it to say that the equation can be reduced 
to the form: 
26 
f ( 33) 
where M, N, K, and Dare independent of S 1 • The 
integral in (33) has a well known solution. In 
the final evaluation of I, use is made of the 
definition for,.L in (31). The result can then be 
shown to be: 
The quantity Q in (34) is given by 
where c is complex and defined in (29a). Since 
(34) is a relationship for the covariance of E(x,z) 
and E(x+r,z), the mean squared value of E(x,z) 
may be directly evaluated from (34) by letting 
r = 0. Thus: 
We can now define the spatial field correlation as 
e(X.)i:) (X-+ 'G i!:) 
/.G"(X.y?)j?.. 
= R .£rf-Z ¢ 
(37) 
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where: 
(38a) 
and 
(38b) 
It is evident from the definition for Q that when 
f = 0,. Q = 0. Under these circumstances, and because 
of the particular model chosen for /F(S')/~, the 
spatial correlation is seen to be a gaussian func-
tion and dependent on the separation (r) only. 
Similarly 1 the phase angle cf will under these 
circumstances reduce to 211 to .sin eo ' where eo is the 
A 
mean "geometrical 11 angle of arrival. It was shown 
earlier that, for variables appropriate to the 
ionospheric D-region, the factor c as defined by 
(29a) will probably be real and equal to one. Under 
these circumstances, Q will be real and equal to 
f- 1- -:1. l. • r If, in addition, one can assume that Q is LL 
much smaller than one, then 
y<. 
R-= ~/-.z.et- (39a) 
and 
c) ~ 217 r ( fJ + Q) (39b) 
From (39) it is now evident that the major effect 
of a non-zero j9 will be that of influencing the 
argument of the complex spatial correlation function. 
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One should further recognize that when Q is 
complex and when c is not equal to unity, then both 
R and fin (38) will be complex. This assumption 
would yield an R' (say) which would depend on r z.- and 
I 
on r; arid lilcewis e, a cf that would vary non-linearily 
with r. 
In summary, one may conclude the following 
properties of Q from the magnitude and argument of 
the complex correlation when x I 0: 
(a) When f does not appreciably depart from the 
geometrical value (i.e. c/~ z.i/10 SIIIOo )., then 
-~ 
Q must be negligible and the RJ?AS require-
ments are satisfied. 
(b) When ~ is a linear function of r but exhibits 
a value that is larger than that predicted 
from purely geometrical considerations, thep 
Q is finite and real and the angular spectrum 
is .not randomly phased. If, in addition, Q is 
small, then the value of 1~ 11 deduced will be 
representative of the 11 size 11 of the scattering 
irregularities. 
(c) When 1 is a non-linear function of r, then 
Q is non-zero and complex and the angular 
spectrum is not randomly phased. The value 
of the scale size of irregularities deduced 
29 
from R will be in serious error. 
Once more, we wish to point out the assumptions 
made to arrive at the above conclusions: 
1. The back-scattered energy is contained within 
a cone for which the cone angle does not 
exceed 64° . 
2. The angular correlation within the spectrum 
of plane waves is a gaussian function, rather 
than a delta function. 
3. The angular power spectrum is of a gaussian 
form centered on A =SIN~ • 
Within the limitations imposed by these 
assumptions, a, b, and c above are proposed as 
valid tests for the determination of a randomly 
phased angular spectrum. 
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II( 3). THE r.li\GNITUDE OF THE 
--
COTvfPLEX FIELD COH.RELArl'ION 
In the preceeding sections we have defined the 
properties of a randomly phased angular spectrum and 
have given certain criieria for the complex field 
correlation which must be satisfied if the angular 
spectrum were randomly phased. 
In arriving at the conclusions in the previous 
section, we were forced to assume a fu~ctional form 
for the angular power spectrum IF(S 1 )l:z... It was 
pointed out that the choice of a gaussian function 
was purely arbitrary and was made for mathematical 
convenience only. Because of this choice, the 
magnitude of the complex field correlation, R, is a 
gaussian function of separation (r). However, in 
view of the model stipulated for the scattering 
screen, it does not appear to be physically unreal-
istic to expect the angular power spectrum to be 
"gauss-like". Even though the specific shape of the 
power spectrum is irrelevant to the conclusions of 
the last section, it is nevertheless of interest to 
pursue the point a few steps further and to examine 
the implications of the assumed shape. 
It has been pointed out by Ratcliffe (1956) 
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and others that scattering screens may either · 
influence the amplitude only, or the ~hase only, or 
cause a combination of the two. Thus, nature being 
what it is, one must consider the third possibility; 
namely, that the scattering screen introduces amplitude 
"modulation" as well as phase "modulation" upon the 
incident wave field. 
In evolving a model of the scattering screen, it 
appears appropriate to identify the characteristics 
to be associated with a "pure" amplitude screen and 
a "pure" phase screen. Whale and Gardiner (1966) 
define an amplitude scattering screen as one that 
gives rise to scattered components only, and a 
phase scattering screen as one that gives rise .to 
scattered waves as well as to a plane'· undiffracted 
wave. It now stands to reason (depending on the 
"depth" of phase modulation introduced) that the 
emerging wave from the composite screen will exhibit 
a spectrum of scattered plane waves in addition to 
a steady, undiffracted plane wave. In general, one 
cannot predict how much of the power in the spectrum 
of plane waves is due to "phase-screen" scattering 
and how much is due to "amplitude-screen" scattering. 
In an effort to circumvent this dilemma, Whale 
and Gardiner (1966) postulated two hypothetical 
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uncorrelated scattering screens. rrhe first of these 
is an amplitude screen and it is assumed to be the 
cause of all of the scattered waves. The second 
screen is assumed to be a "zero order" phase screen 
which causes no scattered waves and gives rise to 
a plane undiffracted wave. Since these two screens 
are totally uncorrelated, Whale and Gardiner predict 
a spatial field correlation so that 
j(r) = D+R(r) 
B+1 
(40) B is defined as the ratio of the power in 
the undiffracted plane wave to the total power in 
the spectrum of scattered plane waves. R(r) will 
then be the spatial correlation function of the 
hypothetical amplitude screen which causes the 
observed spectrum of scattered. plane waves. By 
(40) 
a somewhat different argument; Bramley (1950) arrives 
at the same functional form forf(r) as is given in 
equation ( 40). 
While equation (40) appears to be generally 
acceptable as a representation of the spatial field 
correlation, Whale and Gardiner (1966) and Bramley 
(1950) proceed beyond this point with great caution. 
It is not the purpose of this section to compare the 
various theoretical models in the literature; 
suffice it to say that all three authors specifically 
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assume that tl1e spectrum of plane wo.ves is randomly 
phased and. tlle subsequent conc.lusions are true 
when this condition can be satisfied. 
It is worth noting at this time that Bramley 
(1954) developed another expression for the complex 
· field correlation in which he based his computations 
on the assumption that scattering was due to a phase 
scattering screen. His result is somewhat similar 
to ( 40): 
f ( r) .,. A!.-Y f - [ f/ [1 - R ( r) j j ( 41 ) 
( ) ~oz. In 41  represents the mean squared phase 
fluctuation caused lJy the screen, and R(r) is the 
spatial correlation of scatterers in the screen. 
By including the effects of absorption within the 
scattering volume, Bramley (1954) shows that the 
value of fa\. is modified by a factor ( 11- ~) where 
...0 is the mean collisional frequency of the medium. 
It will be observed that both (40) and (41) 
have a value of 1.0 when R(r) = 1, and both approach 
some constant value when R(r) = 0. If one assumed, 
34 
yl. 
as was done in the previous section, that R(r) = exp- 2 gt. 
then equation (40) will be recognized as a "gaussian on 
·a pedestal 11 , while equation (41) reduces to a very complex 
function of r and ~~~. In addition, one is forced to 
observe that the various formulas for D-region 
lmckscatter [Flood (1968), Delrose and Burke (1964)] 
indicate that both the phase and the amplitude of · 
incident radiation is altered upon reflection. 
Consequently, it is felt that the relation for /(Y) 
in (41) is inappropriate for D-region scattering. 
Consider next the functional relatioriship 
R(r) ~ B + .. eyp- [z.e-~(lrGV) (42) 
(B fl J 
The stipulation of a non-zero value for the undi 
fracted wave now introduces certain complications as 
regards the assumed form for the angular power 
spectrum !F(s)lt- in equa.tion (30). Thus, the 
non-zero value for (B) in (42) implies that there 
exists a line in the angular power spectrum of 
B 
relative· strength £3+-l , and that this line does not 
coincide with S = A unless the angular spectrum is 
randomly phased. Specifically, if one were to assume 
that 
(37b) 
and then substitute the values for R and 1 as given 
in (42) and (38b) respectively, then the angular 
power spectrum IF(S) 
so that 
will contain a delta function 
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Equation (4,3) it:Iplics that IF(s)J'- is not symmetrical 
about the value S=A unless Q=O. The seriousness of 
this implication of course, depends on the power in 
the· undiffracted plane wave) the value of Q, and 
on the credibility of the assumed form for~(r,x,z). 
One is tempted at this point to investigate 
the consequences on the complex correlation f(r1 xyz) 
if a symmetrical angular power spectrum at z=O were 
assumed. Thus, let 
Under these circumstances it can be shown that 
;:J { r: X 2:) = [ 8 ;up 6 .~cjJ 1· Rj7 ....C!(- c>+~ 
I .J ; /3-rl ' 
(45) 
where n and q5 are defined in equation ( 38) and where 
~ • - !!) r_g } D I = 41/ r / 7 f Q + 7 (46) 
Since the quantity (Bh"fZ6cp+R) is complex, it will 
be convenient to let 
(47a) 
and 
( 47b) 
One then obtains: 
R':: f::~J[;- 'fR/3 ~In). .c..cfjY~, 
I_ I (8 t- R) ). 2 (48a) 
and 
+ ·'[ B SIIJ Dcj~ J <.. Cl.-n ... 
/3 cos b. .:.b f- R. 
• 
( 48b) 
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. I ( The phase angle ~ as given in 48b) is &eon 
to be· dependent on the separation (r) ·as well as on 
the magnitudes of D and Ho This angle will there-
fore exhibit a non-linear variation with r and will 
cause the argument of f·(r,x,z) also to change in a 
non-linear fashion. One must conclude therefore, 
that when the angular power spectrum at z=O is 
assumed ·to contain a delta function and is symmetrical 
about this line, then the phase of the complex 
spatial eld correlation will be a non-linear 
function of (r) unless the angular spectrum is 
randomly phased. 
It will be shown later that experimentally 
determined values for ;o(r,x,z) exhibit magnitudes 
that can be well fitted by the functional relation-
ship 
· [ r 2 1 13 ·f .e:rp - -zz. J 
·f·l 
Furthermore, it will be shown that the phase of 
((r;x,z) is linearily dependent on (r), and that 
it has a slope which is generally greater than 
predicted from geometrical considerations. These 
observations are indicative of an asymmetrical 
angular power spectrum at z=O, which in addition, 
is not randomly phased. 
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III. EXPEllli\'!ENTAL 
The results obtained from the previous sec-
tions suggest that an experiment be performed 
from which the c?rnplex field correlationf(r,x,z) · 
might be derived. Such an experiment was de-
signed and operated and the des ed cbmplex 
field correlation was computed from the data. 
The purpose of the following sections is to 
discuss the philosophy of this experiment and 
to describe the experimental technique~ instru-
mentation, and data analysis employed. 
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III(1). PHILOSOPHY 
The conclusions from section II(2) are best 
summarized in equation (38) which relates the mag-
nitude of the compl~x field correlation to a 
gaussian function for which the variance is given 
;_ 
by J (1+Q). Likewise, in (38b) the argument of 
the complex field correlation was shown to be 
dependent on x, so that: 
)( 
- 0? C • I 
J 
(38b) 
From (38b) and from the .definitions in section II(2) 
of x and z, the ratio x will be recognized as: 
z 
X ::: 
z (49) 
where ()0 was previously defined as the mean 
"geometrical" angle of arrival. 
It i~·now evident from equation (38a) that 
the correlation 11 length"...,e can be computed only 
when the value of Q is known. Also, from (38b) 
Q can only be assessed when 80 is not equal to 
zero. In other words, to obtain an estimate of Q, 
an experiment must be conducted some distance x 
from the reference point, which was given in II(2) 
as the location of the transmitter. 
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In section II(3) it was pointed out that no 
a priori assumptions can be made r~garding the 
functional form of the complex field correlation. 
While it is not unreasonable to suspect a "gauss-
like" shape for tlle variation of the spatial 
correlation with distance, one is forced to con-
sider the possibility of a plane undiffracted wave 
in the angular spectrum of waves reaching the an-
tennas. Since the magnitude of the spatial field 
correlation is, in general, a function of the 
parameters B and L~ = 2_..{z.( Q+1), it was deemed 
necessary to sample the field pattern for at 
least three different values of separation r. 
Furthermore, it was shown in section II(2) and 
II(3) that there exists a possibility that the 
variation of phase difference'might not be linear-
ily related to the antenna separation r. Again, 
this possibility requires that the phase difference 
be assessed for several different baseline lengths. 
Consequently there emerged three basic requirements 
that had to be satisfied by the contemplated 
experiment. These are: 
(1). The experiment must be conducted at a 
considerable distance from the transmitter. 
(2). The experiment must be capable of yielding 
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data for several different antenna 
separations. 
(3). The experimental instrumentation must be 
capable of yielding data from which the 
be computed. 
While requirements (1) and (2) could be satis-
fied rather easily, requirement (3) presented a 
challenge in concept and in instrumentation. It 
is precisely for this reason that so much theoretical 
effort has been devoted in the past (Dramley 1950, 
Docker, Ratcliffe and Shin 1950) toward relating 
the magnitude of the complex field correlation to 
the spatial correlation of the magnitude of the 
fields. As was pointed out earlier, this process 
requires that assumptions be made which have not yet 
been adequately defended. 
Consequently, a large portion of the total 
effort in this program was devoted toward the 
development of an experimental technique for the 
determination of the complex field correlation. 
The method that was finally developed resembles 
in concept the "mono-pulse" technique used in 
high resolution radars, and is discussed in the 
following section. 
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III ( 2). EXP:ERii\fENTAL TECTINIQUR 
A chief requirement of the experiment was that 
it yield data from which the cross-correlation and 
ph~se difference between two time varying vector 
fields could be computed. While some techniques 
·exist that wbuld accomplish this goal, the final 
choice of method resulted from a consideration of 
the statistical properties of the quantities to 
be measured. To be specific, the time varying 
quantities under consideration were the voltages 
from two antennas, separated by a distance (r) from 
·one another, and positioned on a line that joined 
the receiving station with the transmitting station. 
Illumination of the ionospheric D-region with 
pulsed electromagnetic energy will cause a scattered 
field to exist at each of the receiving antennas. 
The scattering process is believed to be caused by 
stochastic fluctuations of the complex refractive 
index about its mean value at some height (h) 
within the medium under consideration. Consequently, 
the instantaneous field at each of the receiving 
antennas may be synthesized from a spectrum of 
plane waves that arrive within a (narrow) cone of 
angles. The antenna terminal voltage is directly 
related to the instantaneous value of the scattered 
fi~ld, and in general, fluctuates in magnitude over 
a range of approximately 13 db. In addition to 
this fading range, ionospheric echoes from the 
D-region exhibit fading rates of the order of secondsG 
It is therefore clear that if the "rearranging" 
process of the individual scattering elements is 
of a statistical nature, then the resulting field 
distribution can only be treated in a statistical 
sense. 
In view of the fading time and fading range 
that characterize ionospheric echoes, a direct 
phase comparison technique between antenna voltages 
was rejected. The primary reason for this verdict 
was the anticipated difficulty in constructing 
two receivers with identical linear phase character-
istics over the required bandwidth and dynamic 
amplitude range. Other reasons against a "phase-
meter" technique were found in the interpretations 
of eventual data, which because of their stochastic 
character, would make data analysis extremely 
difficult. 
In an effort to circumvent some of these 
proble~s, it ~as decided to measure the phase 
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difference and cross-correlation by means of a 
technique which involves pred cation linear 
vector addition. For such a system one requires 
only one receiver, or more accurately, a sensitive 
linear io frequency voltmeter. 
Upon reception, the phase of one of the 
(vector) antenna voltages is altered by some known 
angle (~) and the resulting voltage is added, 
vectorial , to the other antenna voltage. A 
quantity proportional to the resulting vector 
magnitude will then appear at the output of the 
receiver. 
To gain more insight into this technique, 
assume that an antenna voltage v1 is due to a 
field E(x}'at antenna (1). Antenna voltage v2 
will then be caused by a similar field E(x+r) at 
antenna (2). 
Assume next that the phase of v2 is altered 
by an amount (<X.) so that v2 ' == v 2 exp ic:<. The sum 
of v1 and v2
1 will then be given by 
v(~) = v1 + v2 ' == v1 + v 2 exp i~= c[E(x) + E(x+r)exp i«J 
(49) 
where C is a proportionality constant which relates 
the antenna voltages to their respective fieldso 
The output from the receiver is assumed to 
be linearily proportiona-l to the magnitude of 
v(c<) so that 
v to:lv(«) I ou 
and coniequently 
2 
vout 
2 
= K lv(«)l 
(50a) 
(50b) 
It now remains to derive a relationship between 
the receiver output voltage (a video quantity) and 
the antenna voltages (radio frequency quantities). 
The required relationship is given by 
jv(o<)lz = !v1 j;:, + 1v2jz + v1v2'f- exp(-ic<~ + v 2v/exp(iD() 
(51). 
The asterisk signifies the complex conjugate of 
a quantity. 
It now follows that the mean squared value of 
vout is proportional to 
+ v 1 v; exp( -ic<) + v 2 v t' exp( i<><.) 
Note that in (52) the quantities !v1 j.?..and 1v2 1 
are proportional to the average power received at 
(x) and (x+r) while v1 v{" is the unnormalized 
covariance of the fields at (x) and (x+r) and is 
proportional to E(x)E(x+r)w. Now the spatial 
correlation between E(x) and E(x+r) is, in general, 
given by 
(52) 
? (x,r) = (53) 
Equation (53), in terms of the antenna voltages v1 
::md v2 , may be written as 
= 
where f< r) . and ~ (r) are the magnitude and argument 
of f(x,r). 
Rewriting of equation (52) in terms of the 
spatial correlation yields 
Equation (55) relates the mean squared value of the 
receiver output voltage, as a function of~ , to 
the magnitude and the phase of the spatial field 
correlation at (x) and (x+r). 
During the execution of the experiment, the 
value of output voltage was sequentially recorded 
for a fixed echo height (h) and for four values of 
o< from 0 ° to 270 o. Letting o( 1 and c<2 be 0 ° and 
180° respectively, one obtains 
(54) 
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I v i~J /a( r) cos/jl( r )) 
. (56a) 
- 2 ? l.v 1 I'~ i;;"IZJ? f ( r ) cos [ /3 ( r ) } . \.. ;~ (56b) 
It then follows that 
lv(c(1)1~- lv(o<2 )! 4 
1'! = -======---======--
lv( c(1) I e + !v( o(2 )1?. 
= 
Likewise, for t{ 3 = 90° and o{ = 270" 4 
N = 
I v(o<3) I - I v(cx'4 )( 
I v(o(3) 12 + I v(o<4) 12 
In the above equations~ the values of 1vf and 
N may be directly evaluated from the appropriate 
receiver output voltage since the same receiver 
is used to produce all four quantities, and since 
receiver linearity was specifically stated as a 
requirement. 
At this point it is worth mentioning that 
the valu~s of I v1 1z m:d !v21 are, for all practical 
purposes, identical. Under these circumstances, 
the ratio 
cos[/~(r 
(57) 
IIowever, since two separate antennas were employed, 
along with their associated instrumentation (such as 
balun transformers and coaxial cables) the possibility 
existed that 1v1 1~ might not be identical to 1v2 1~ 
It is, therefore, fortunate that the ratio 
2 [ \V TV;Tz J 'h 
·lv1l 2 + 1v21.:~.. 
is very nearly equal to unity for a fairly large 
departure oflvi !~from unity. To illustrate this 
-· IV;P' 
point, assume that 1 v 1 1 z differed from 1 v 2 ( by 
as much as 3 db. Evaluation of the ratio 
will.then yield 0.945 instead of 1.0. Thus, under 
these extreme circumstances, the error would only 
be 6. 57~ if one arbitrarily set N equal to f( r) sin j3( r) 
and M equal to f ( r) cos r ( r) • It should be noted 
that in the actual experiment three separate antennas 
were used to yield three values of separation (r)~ 
It was possible, therefore, to calculate the value of 
48 
2 
for each baseline length and to apply 
the appropriate correction to the value of M and N. 
This refinement in data evaluation proved to be 
superfluous in view of the fact that the correction 
factor only very rarely exceeded one or two per c 
Returning once more to equations (57) and (58) 
it is clear that the ratio N/M is equal to the tangent 
of the argument ( r), 
(measured or assumed) 
becomes bothersome only for phase differences that 
0 
exceed 360 • 
On the assumption that 
r-- --)'/? .. 
2 ~ l v 12. 1 v 1 ~ ~ (. 11 2 J 
\V1Iz+ 1v21...;; = 1 ~ it is 
now possible to solve for the magnitude of the 
spatial correlation by substitution of the argument 
P<r) into either (57) or (58)~ A third possibility 
is to compute the square root of the sum of the 
squares of 111 and N. This particular method was 
used to evaluate~(r). 
The experimental approach outlined in this 
section is in inany respects similar to that of a 
"phase swept", or "phase switched 11 interferometer 
system. It differs, however, from these systems in 
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t four preselected phases are used in conjunction 
th an averag process. S e the individual 
voltages v(~) are used only in form of their 
mean squared value, there is no need to record 
simultaneously the four configurations that give 
rise to v(~). In fact, if the time is in-
dicative of the decorrelation time the medium 
under investigation, data recorded at time intervals 
that are shorter than the decorrelation time are 
redundant bits of information because they are not 
statistically i~d ent of one another. In 
this experiment, as will be shown er, indivi 
data points were obtained every s seconds, which 
at D-region altitudes, represents a time interval 
equal to about 3 " correlation times". 
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III( 3). INST11UMENTATIOI'·J 
There appear~ to be little doubt that the quality 
and interpretation of experimental results is contin-
gent on the characteristics of the instrumentation 
used in an investigative program. Consequently, 
a large portion of the total technical effort was 
devoted toward experimental technique and the 
design, construction, and testing of the required 
apparatus. 
While a detailed description of individual 
pieces of equipment is frequently necessary in order 
to assess the validity of certain conclusions from 
experimental results, it is felt that a brief descrip-
tion of the overall system and its capabilities is 
generally quite satisfactory. For this reason 
only the highlights of the experimental app~ratu~ 
will be discussed in this section. Specific details, 
including circuit diagrams of the various components, 
will be found in Appendix A. 
The transmitter for this experiment was located 
at Birdlings Flat (lat: 43°49.6 1 S; long. 172°41.2' E). 
It was operated at a frequency of 2.4 mc/s and had 
a peak pulse power capability of 100 ldlowatts for 
a pulse repetition frequency of 50 per second, and 
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a pulse width of 20 microseconds. The transmitti 
antenna consisted of a linearily polarized array 
of 8 dipoles that were arranged a colinear and 
broadside configuration. 
The receiving site was located at Rolleston, 
". t f 31 4 l t 1 . -"> 315° a ens ·ance o · . nn on a rue JearJ.ng 0.1 
from Birdlings Flat (see figure 1). Three half-wave 
dipole antennas were located on the line joining 
the transmitting site with the receiving site. 
These receiving antennas were spaced so that antenna 
separations of one, two, and three wave lengths 
were available. The antennas were connected to 
the remaining instrumentation by three identic 
lengths of RG 58/U coaxial cable, each approximately 
1000 feet long. (The cable was generously made 
available to this experiment by Cornell Aeronautical 
Laboratory in Buffalo, New York.) The details of 
balun transformers used to con~ert the balanced 
antenna impedance to an unbalanced impedance of 
50 ohms, will be found in Appendix A. 
Because of the 30 km separation between the 
transmitter and receiver sites, a problem arose in 
connection with pulse synchronization between the 
two stations. This problem ~as solved through 
the use of a 69 mc/s telemetry link between 
Birdlings Flat and Rolleston. The transmitter 
in this link consisted of a World \Yar II raclar 
transmitter for which the peale pulse power was about 
100 ldlow;::ttts, ·and 1vh.:i ch was located the 
Ilolleston Field Station. The output from this 
transmitter was directed towards Dirdlings Flat 
. through the use of a 9 element yagi antenna. A 
folded dipole antenna was used for reception at 
Birdlings l"lat. 
Upon reception of the 69 rnc/s signal, the video 
output from the receiver was approp ate shaped 
by a monostable nmltivibrator and was then used 
to trigger the modulator section of the 2.4 mc/s 
transmitter. Thus, except for a fixed time delay, 
corresponding to the 31.4 km station separation, 
the 69 mc/s pulse at Rolleston was coherent with 
the transmitted 2.4 mc/s pulse at Birc1lings Flat. 
An additional benefit was realized from this arrange-
ment in that the 69 mc/s signal received at Birdlings 
Flat was used to ene~gize the 2.4 mc/s transmitter 
power supplies. This latter feature resulted in 
a savings of approximately 120 miles of travel 
every time the experiment was conducted. 
The specific instrumentation requirements 
at the receiving site emerged earlier from the dis-
cussion of the experimental technique. In review, 
the primary requirement was for a sensitive 
receiver, for which the output voltage is linearily 
proportional to the tude of the input signal. 
Secondly, some means had to be provided for summing 
the appro iate receiving antenna voltages, and to 
introduce the predetermined phase differences (~). 
Thirdly, a time reference had to be established 
for transmission and reception to facilitate the 
sampling of ionospheric echoes from the desired 
scattering height. Finally, some means had to be 
provided for recording the four different measure-
ments required for each of the three erferometer 
configurations. A bri description of each of 
these system components follows. 
1. Receiver 
The receiver for this experiment was fully 
transistorized and operated on the superheterodyne 
principle. Its predetection band width was 
approximately 100 kc/s, for which the threshold 
sensitivity was -120 dbm. Two uniqtie features of 
the receiver were its linearity and the inclusion 
of a pulse-comruandable 11 track and hold" circuit. 
A detector linearity of approximately 56 db 
was accomplished by means of a "perfect diode" 
circuit which consisted of a silicon diode in the 
feedbacl{ element of an operational amplifier. The 
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operational gain of the device was unity. 
The track and hold feature of the receiver 
was made possible through th~ use of a silicon 
FET which served to change the post detection 
time constant from 15 microseconds in the "traclc" 
mode to approximately 5 minutes in the "hold" 
mode. A modified "Darlington" circuit configuration 
was used to isolate the recording instrumentation 
from the video filter capacitor. The Darlington 
circuit, which utilized a silicon FET and a sili-
con transistor, exhibited an input impedance in 
I~ 
excess of 10 ohms. This resulted in a drift free 
11 hold time" of well over 5 seconcls. The power gain 
of the circuit was such that a maximum output 
voltage of 5 volts could be developed across a 
2000 ohm load resistance. 
Figure 3 shows the sensitivity, linearity, 
and impulse response for the overall receiver. 
It should be mentioned at this time that 
considerable attention was given to the receiver 
input impedance, which as will be seen shortly, 
had to exhibit a purely resistive value of 100 ~ 
at 2.4 mc/s. This requirement was satisfied over 
a bandwidth of about 200 kc/s. 
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The problem of combining the tlYO enna vo 
tages and of introduc the required phase shi 
between them was solved by m~ans of two different 
configurations of hybrid combiner circuits. 
The hybrid combiner circuit is prohal}ly best 
known in ·wave guide technology as a 11 f..Iagic T" or 
as a "Series-Shunt T11 • Irrespective of its physical 
manifestation, it is a four terminal device that 
contains pure reactances in a variety of possible 
series and shunt configurations. 
To demonstrate the operation and properties of 
such a device, assume that three quarter-wave sec-
tions of transmission line, having characteristic 
impedance Z:::::.V2Z , are joined end to end. A fourth 
0 
section of transmission line, three quarter wave-
lengths long, is then 
added and connected in 
such a way that a ring 
of circumference equal 
to 1.5 wave lengths re-
sults. This connection 
is demonstrated in the 
sketch. Assume next 
that terminals 2 and 4 
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are conhected to resistive loads of irnnedance Z • 
. 0, 
and that a generator with internal impedance Z0 is 
connected to terminal 3. It now follows that the 
generator will deliver equal power to the two load 
impedances, and that the voltages at 2 and 4 are 
0 in phase and lag behind the voltage at 3 by 90 • 
It will furthermore be recognized that the voltage 
at terminal 1 is identically zero for the conditions 
stated here. It has been shown, therefore, that 
terminals 1 and 3 are independent of one another. 
Let the generator next be connected to ter-
minal 1. Then, the power will again be shared 
equally by the two loads at 2 and 4, but the voltages 
at these two terminals will now differ by 180°. 
Also, the voltage at 3, due to a voltage at 1, will 
be zero. If finally, a source of voltage vi is 
connected to terminal i, and a source of voltage v 3 
is connected to terminal 3, then the voltage at 2 
will be vi + v 3 and the voltage at 4 will be 
v 3 - v 1 • In other words, v 4 = v 3 + v 1 exp (i ~), 
and likewise, v 2 = v 3 + vi exp (i2 77). \Yithout 
going into details, it should be noted that this 
hybrid (ring) has a considerable bandwidth. That 
is to say, while the actual phase at terminals 
2 and 4 varies linearily with frequency, the 
phase difference between voltages at 2 and 4 
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r canst over ne one octave (for the 
transmission line hybrid). 
A device that has these characteristics 
satisfies one of the requirements imposed by the 
experimental tee que. If the antenna voltages 
are introduced at terminals 1 3, then v(o<1 ) 
will appear at terminal 2 v(c()) appear 
w 
terminal 4, where « 1 and «2 are 0° and 180° respec-
tively. shall refer to this hybrid ring as 
"cosine hybrid!!. 
It should be evidept this icular 
configuration cannot introduce phase differences of 
0 0 90 and 270 , as is re 
tunately, there sts ano version will do 
exactly this. The tch shOi'I1S its configuration, 
terms of quarter-
wave transmission line 
sections, and on the 
assumption that ter-
minals 1 and 2 are 
terminated in resis-
tive loads of z0 • 
From a consideration of 
elementary circuit theory, it can be shown that 
v 2 = i v 3 - v 4 = i [ v 3 + v 4 exp ( i T! j 2) ] 
and that 
61 
( . 311)-l v 1 = i v 4 - v 3 = - [ v 3 + v 4 exp 1 2 J 
Also, as in the case of the 3d\ transmission line 
. ring, the input t~rminals (in this case 3 and 4) 
are independent of one another, .9:§_ long as term~nals 
1:. and _g_ ~ terminated in ~0 • We shall refer to 
this configuration as the "sine hybrid" because of 
its ability to produce the phase angles o( 
3 
and c:X, 4 
of 90° and 270° respectively. 
While transmission lines were specified for 
purposes of discussion, they would obviously be 
impractical at a frequency of 2.4 mc/s, where one 
wave length (in vacuum) equals 125 meters. 
A convenient method for constructing the two 
different hybrid configurations presents itself 
when constant-K or m-derived delay lines are sub-
stituted for the quarter-wave sections of trans-
mission line. Suffice it to say that constant-K. 
sections were used to construct three cosine-hybrids 
and three sine-hybrids (see. figures 4 and 5) •. The 
characteristic impedance for all of these hybrid 
circuits was chosen to be 100 ohms, a chbice which 
permitted the input terminals of the sine- and 
cosine-hybrid to be con~ected in parallel so that 
the combination presented itself as a 50 ohm 
resistive load to the 50 ohm transmission lines from 
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• 
the antennas. 
The performance of these hybrid c iners has 
been most gratifying. Their bandwidth is pro:Ki-
mately 1 mc/s, centered on 2.4 mc/s, and the phase 
error was measured to be less than 1.5° r.m.s. The 
amplitude balance between the tv10 output ports 
was within 98% when identical signals were present 
at the input terminals. 
In view of the relative simplicity of these 
circuits, it was decided to use a "cosine type 
hybrid" as an antenna transformer to .match the 
(balanced) feedpoint impedance of the halfwave 
dipoles to the 50 ohm coaxial cable. In this 
application the hybrid circuit was again most 
sa·tisfactory. 
Figure 5 represents the functional block dia-
gram for the hybrid combiners and the associated 
switch arrangement. The logic circuitry used to 
(sequentially) energize the relays has been omitted 
here since it is an integral part of the digital 
data recording system to be scussed later. 
It will be noted that the output ports of 
both hybrids are terminated by 100 ohm resistive 
loads. It is primarily because of careful attention 
given to the termination requi:rements of these 
hybrid circuits that the phase and bandwidth 
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characteristics were achievable. 
~s was mentioned earlier, the input 
the receiver, which acts as a load imp 
the hybrid circuits, had to be a close 
100 ohm resistance. 
this reason, 
edance of 
e to 
ch to a 
In the physical manifestation of the sequential 
sampling svli tch (figure 6) , three banl:s of four 
re each were connected in parallel to ilitate 
the simultaneous sampling of corresponding functions 
for three different antenna separations. This mode 
of operation requi 
recorders. Because 
data reduction from 
three rec anc1 e c 
the iculty experienced 
er recording charts, the 
recording system was subsequently altered to permit 
analog-to-c1igi tal data 11 readout 11 • this mode 
corresponding channels for the three separate base-
line lengths were sequentially srunpled, thus giving 
twelve different measured quantities per data cycle. 
Even though the individual relays in the sampling 
tch were located as closely as physically possible 
to one another, measurements have shown that a 
minimum of 43 db isolation was achieved between 
1 of the twelve channels. This figure was judged 
adequate for the purposes of this experiment. 
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3. Timing and Pulse Synchronization 
The master time reference for this experiment 
was a crystal oscillator, phase looked to the 
power line frequency of 50 cps. This oscillator, 
in conjunction with various pulse shaping circuits, 
furnished the pulse repetition frequency for the 
69 mc/s telemetry transmitter at Rolleston. 
Th~ only specific timing requirement for 
the receiving instrumentation -was a "track and hold" 
pulse to facilitate reception of signals from a 
predetermined height. The pulse generator con-
structed for this purpose is shown in figure 7. 
Provisions were made, in the nature of a nnange 
Delay" circuit, to compensate for the time difference 
between the pulse leaving llolleston (at 69 mc/s) 
and the time at which the 2.4 mc/s pulse was trans-
mitted from Birdlings Flat. 
The time at which the receiver was commanded 
to switch from a "track" function to a "hold" 
function was set by the "Range Gate" control. 
Both the .Range Delay and the Range Gate consisted 
of mono stable multi-vibrator circu.i ts. A convenienc.e 
feature was added in the form of a meter calibrated 
for a PRF of 50 per second. This meter indicated 
the echo height that corresponded to the time rit 
which the "hold" function commenced. The meter 
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scale in figure 7 should be multipl-ied by 2 to 
obtain the equivalent echo height (in ldlomete'rs). 
The output pulse from the pulse ~enerator 
changed from minus 6 volts to plus 12 volts at 
the instant the 2.4 mc/s transmitter at Dirdlings 
Flat was pulsed. The pulse amplitude then remained 
at plus 12 volts for the duration of the receiver 
"track" time, and changed to minus 6 volts for the 
11 hold 11 time interval. 
Because of the fast rise time of this command 
pulse, in conjunction with the response time in-
herent to field effect transistors, the receiver 
mode changed from "track 11 to "hold" in less than 
0.1 microseconds. The use of high quality poly-
styrene capacitors served to reduce time "jitter" 
in the monostable multivibrators to a negligible 
value. Consequently, the selected echo height was 
maintained constant to well within one kilometer. 
·4. Analog-to-Digital Re6ording System 
It was mentioned earlier that the originally 
planned (and used) method of recording amplitude 
data on paper recording charts was subsequently 
changed to a digital recording system. It was 
indeed fortunate that an IBM paper-tape punch and 
associated driving circuitry, as well as a Solartron 
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digi :voltmeter, were tc1:1porari ly lable 
to this ject. voltmeter proved be ideal 
for the contemplated A to D reo system 
that BCD information, as well as an external ttreac1 11 
command, Yt~ere available at a terminal board. All 
remained to be done was to design and construct 
the necessary 11 crface 11 circuitry for the tem. 
Without going into details, a bri 
the overall system follows: 
description 
The command to convert .the og data voltage 
from the receiver o BCD was given by the Sequential 
Sampler to the DVM. Approximately 180 milliseconds 
· 1vere required for this conversion. Buffering cir-
cuits then directed the di tal data to the paper 
punch where they were printed as a 12 t word. In 
addition, the appropriate channel identification 
number, corresponding to channels 1 to 12, and 
also generated by the sequential sampler, was 
punched on the paper tape. At the completion of 
printi , the paper punch furnished a "punch com-
plete11 signal. 11 l1is signal, when combined with 
the sample-and-hold pu;tse, caused the cycle to be 
repe ed. 
Because of the slow action of the paper punch 
and the long conversion time required by the DVM, 
the time to digitize one data point was 0.5 seconds. 
One complete cla ta cycle of 1: · ,\0 ints, therefore, 
required six seconds. Vlhile this performance is 
slow in comparison with modern A to D converters, 
it was entirely adequate for this program. In fact, 
the slow sampling rate of the system guaranteed 
that each data point would be statistically inde-
pendent of its predecessor. 
Figures 8 and 9 show a composite of the re-
ceiving station instrumentation. As mentioned 
earlier, details and circuit diagrams are to be 
found in Appendix A. 
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III ( 4). D/tTA COLLECTION AND ;\?.Tfd:'{SIS 
From the discussion of experimental instrumen-
tation it will be recognized that the receiving 
station reauired little operator attention during data 
collection. A routine was established, however, 
and was strictly adhered to during the time interval 
when data wert collected (i.e. ~{ay 1969 to December 
1969).' 
Prior to commencement of data callection, ~ach 
of the three antenna feed lines was tested for proper 
insulation and continuity. rrhis precaution was 
necessary in view of the fact that the antenna cables 
traversed areas where pigs and sheep were grazing, 
and since occasionally some inquisitive porker would 
chew on a section of cable. 
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In order to test the correct functioning of all the 
equipment, a standard data run was made each day in 
which the ground wave from the 2.4 mc/s transmitter at 
Birdlings Flat was recorded. The results were used 
for calibration purposes of subsequent data from the 
D-region. 
Data from a preselected scattering height were 
recorded for eight minutes during a normal data run. 
In addition, one minute before and one minute after 
ionosnheric data Tiere collected, t e 2.4 mc/s trans-
mitter was turned off, and the noise due to the re-
ceiver and the back was recorded. It was men-
tioned earlier t the di,o~i tal recordin system 
required 0,5 seconds to record one data value. Con-
seouently, during a normal d a run, 240 noise values 
were sampled, as well as 60 cornnlete data sets (4 data 
values per set) r each of the three different an-
tenna configurations, The ormation was stored 
digit form on punched papertape for subseouent 
analysis by the C erbury University Computer 
Sys tern ( rmr 360/44). 
The general procedure for data analysis was 
outlined in section III(2). A few modifications and 
refinements were added, however, to the analysis 
program. 'rhus, the raw data were first 11 stored" for 
repeated references to individual values. Then e 
average, mean s d, and variance values were com-
puted for each of the 12 dati channels and for the 
noise data. The mean square and ance values of 
the noise data were next subtracted from the corres-
ponding quantities in each of the 12 data channels, 
and the ave value of the noise was subtracted 
from each individual data point stored in the computer 
memory. The object of adjusting each individual data 
point by the mean value of the noise was to facilitate 
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statistical studies of e anpli e in t :1.2 data 
channeJs, It is reco zed that removal of the 
"noise data" mean from the ind i "COHlfJOSite 11 
data noints does not entirely render these data 
points noise-free. It does, however, serve to re-
move sy$tematic errors that could be artificially 
introduced by a D.C. offset in t 
and in the di tal voltmeter. 
receiver output 
Beyond this preliminary 11 data co.ndi tioning 11 
routine, the analysis program 0as split into two 
distinct phases. the first of these phases the 
computations as outlined in section III(2) were 
carried out. Thus, e output from this portion of 
the analysis routine were the magnitude and the 
argument 6f the spatial correlation, evaluated for 
antenna separations of one, two, and three wave 
lengths. 
During the design of this analysis phase, it 
was recognized that if one could assume that the 
various v(o\) ·were members of the same s ta tis tical 
parent distribution (a Rice distribution was specifi-
cally assumed) then the values of rvf and N computed 
from the variance values should agree with those 
computed from the mean squared values~ 
To test this hypothesis,. the magnitudes and 
arguments of the spatial field correlation were 
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computed for both the mean s · d va es and· 
variance values. The agreement betwien corresponding 
results was generally very good. 
The second phase of the analysis program had as 
its primary go the identification of each of the 12 
amplitude distributions with a Rice parameter 11 a" 
between 0 and ·L 0. H.ice ( 1945) defines az as the 
ratio of power of a sinusoidal signal to the total 
pmver of random noise. The parameter "au therefore 
relates the signal voltage to r.rn.s. noise voltage. 
By definition, the Rayleigh amplitude distribution 
is one for which a=O. In essence, the program 
performed a sorting function in which the individual 
data from each of the 12 channels were compiled into 
amplitude distribution histograms. ~hese histograms 
were computed for five amplitude cells, each of which 
corresponded to one standard deviation of the data in 
the appropriate channel. Dy means of a chi-square 
test each of the resulting histograms was compared 
with pre-computed histograms that would be expected 
for Rice .distributions of parameter 11 a 11 between o.o 
and 4.0. In this cofuparison routine, the parameter 
11 an was successively incremented by 0.1 and the value 
of 11 a 11 , for which the agreement between the theoretical 
and the experimental histograms was greatest, was then 
chosen as the identifying parameter. An experimental 
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histogram for vvl1icil the best fit resulted in ")( z 
lilrger than 6. 7 5 1vas rej acted as 11 unt'i ttable". 
(See section III(5) for a further discussion of 
this point.) rrwo examples of histograms for \Vhich 
X2 was exactly equal to·6.75 are shown in figure (10). 
It is estimated that less tha~ 20% of all of the 
histograms processed was discarded as unfit-table 
( X 2 = 6:75, with four degrees of freedom, corresponds 
to a "confidence" of O.:l5). 
The computed values for the magnitude and phase 
of the spatial field correlation,as well as the Rice 
parameters, were returned by tl.1e computer on ;nmched 
cards. In addition, the computer printout contained a 
variety of other related facts about the part~cular 
data run. Among these were such items as the signal 
to noise ratio, inc1ividual histograms, tile baseline 
corrections (see discussion in section III(2), and 
other data of interest to the experimenter. 
The discussion of data analysis has thus far 
been concerned with the day to day processing of the 
raw exper~mental data. It was not until the overall 
experiment had been completed that the final analysi:;> 
program was executed. At that time, the correlation 
and statistical data were sorted on the basis of 
scattering height an~ baseline length. A cursory 
examination of the results revealed that the magnitude 
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o:f the spatial field correlatton did not decrease 
to zero for large antenna separations. Instead, 
it appenred to approach some constant value. This 
finding, of conrse, is in accord with the c.onclusions 
reached in section II(3) where the correlation 
magnitude was assumed to be of the form 
r ·rz,J 
B + exp- l-z- z, 
B + 1 
To fit the data to this assumed functional form, a non-
linear least squares fit routine was required. ~ithout 
going into the details of the resulting computer pro-
gram, suffice it to say that the value of exp-( 1ft:e-) 
was determined by means of the Newton-Raphson 
iterative technique (Golden 1965). The output from 
this program were the values of B and L. 
The fit routine was used for e~ch individual 
set of correlation magnitude data, whether computed 
on the basis of mean squared values or variance values. 
In addition a fit was made to the average values of 
all the experimental data points for a given antenna 
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separation and scattering height. Also, where possible, 
those points representing the average plus or minus 
one standard deviation were fitted by this routine. 
One should recognize that simultaneous values for B 
and L may be obtained from a least squares routine 
only when three or more data points are used. In 
this experiment only three po ts were availai.1le $ 
and t se points were obtained in a way that made 
any one potnt statistically independent of the re-
maining two points. It is therefore hot surprising 
that occasionally a po , or even-two points, in a 
set of three was in obvious error. A situation such 
as this crm 1Je lained on the basis of noise 
pulses, or interference, that could conceivably 
ect only one of the 12 independent data channels. 
Consequently, it was sometimes not possible to fit a 
set of three data points wi the assumed functional 
relationship. Even though a hypothetical fit might 
be possible, the resulting values of B and L would 
be in serious error. For this reason a set of thiee 
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data points was deemed "unfittable" the r.m.s. error 
of fit exceeded 0.1. Thus, the values of B and L 
derived from the individual fits are those for which 
the r.m.s. deviation of the data points from the 
curve 1vas smaller tt1<em this tolerance lind t. In 
fitting the average data, this problem did not arise 
since the 11 bacl 11 points were__/deemphasized by the much 
greater num1Jer of 11 gooc1 11 data points. 
In c?mparison with the non-linear fit routine 
just described, analysis of the 11 phase 11 data was 
considerably easier. A least squares, polynomial 
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fit routine was used on each set of three phase 
values. It was subsequently found that the r.m.s. 
error of fit was not ap ci0.bly affected the 
quadratic term ·was omitted. For tLds reason it was 
concluded that the phase varied linearily with an-
tenna separation. Since the e di erence for an 
antenna spac of zero also had to be zero, and 
because each of the three phase values was obtained 
independently of the remaining two, it was decided 
to co~pute a mean phase slope from the three points 
rather than fitting them to a straight line by the 
method of least squares. As it turned out, the 
difference in phase slope obtained by these two 
methods was negligibly small. 
Before proceeding to the next section, it is 
worthwhile to mention the results obtained from 
certain system calibration experiments. It was 
stated earlier that a normal data run was made for 
the 11 ground pulsett signal every day the experiment 
was conducted. The result from 32 such experiments 
was that the correlation for each of the three 
+ antenna configurations was 0,99 .01 and that the 
+ 0 + 0. ·+ 0 phases were +14.1 - 3.8 , -21.8 3~3 and -7.6 ~ 3.5 
fo~ the one, two, and three wave lengths.spacing 
respectively. While the correlation values are to 
be expected from a coherent signal, the phase values 
were interprated as errors tl1e basel lengtl1s. 
Thus the baselines we in ity 1.04A, 1.94A, anQ 
2.98A long. s cone ion was sequently verified 
to within !5 feet. 
apply to a steady signal and to a large si to-noise 
ratio. A second series of system tests was therefore 
conducted in which random noise was used as the si 
source. Specifically, two nominally identical amplifiers 
were constructed. The of these a1:1plifiers vvas 
about 30 db, and their frequency response was "flat" 
from 0 to '10 me/ s. \':'i th no input signal to these 
amplifiers, their output voltage was a band 1 ted 
"tvhi te noise signal. When these t1vo amplifiers were 
substituted for any two of the three antennas, the 
..L. 
resulting correlation was 0.03 ~ 0.02. The phase 
difference obtained from this test had a mean value 
of 357° and an r.m.s. deviation of !58°. Six such 
tests were conducted. In an effort to ascertain the 
response of the system to a coherent noise signal 
the above test vvas repeated, but the output from one 
of the noise sources was divided into two equal 
channels. (The second amplifier was not used.) The 
result from this test was a correlation value of 
+ + 0.996 - 0.003 and a phase of 359.48 - 0.75. Again, six 
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such tests were conducted. The test rest1lts sp~ak 
for themselves and are icative of t capability 
of the experimental instrumentation. 
IIJ(5). THE "OFF-SET" RAYLEIGH DISTlUTmrriON 
It was state~ earlier that certain experimentally 
obtained an1plitude distributions could not he satis-
factorily fitted to any ilice distribution between 
a=O and a=4.0. It was also pointed out that distri-
butions for which the smallest value of )( 2 exceed 
an arbitrarily chosen value of 6.75 were rejected 
as "unfittable". Upon further examination of these 
"unfittable" distributions a rather curious fact 
emerged; namely, that while none of them could be 
properly fitted to a Rayle!gh distribution or to a 
Rice distribution, the majority could be fitted to 
the function 
P(V) = {_v-Cl [(V-C )"J u a exp- 2 ()'- (59) 
In equation (59) C is a constant, and P(V) is zero 
for negative (V-C). 
This particular functional dependence was first 
. reported by von Biel (1965) and again in (1966). That 
certain amplitude distributions obtained from iono-
spheric experiments do not conform to either Rayleigh 
or Rice distributions was also recognized by Whitehead 
(1962) who tried to explain the phenomenon in terms 
of a focussing mechanism. More recently, Austin and 
86 
. Thorpe· (1969) have addressed themselves to the prob-
lem of unusual amplitude distributions. Their approach 
was similar to that of Whitehead (1962) and is based 
on geometrical optics arguments. These authors also 
point out that their mechanism is probably not 
applicable to D-region echoes. 
Before proceeding with the development and dis-
cussion of a process which, it is felt, is responsible 
for the experimentally observed distributions, a few 
words in defense of the functional relation given by 
equation (59) seem appropriate. Consider the histo-
gram in figure (11a) which represents a plot of 
frequency of occurrence in successive amplitude 
intervals of one data standard deviation. This 
particular histogram was obtained on September 21, 
1969, for a scattering height of 75 km. It is typical 
of an 11 unfittable" distribution and was chosen for 
that reason only. 
Probably the least controversial treatment of 
amplitude distribution data is to compute the cumula-
tive probability as a function of amplitude. Thus, 
for each value of amplitude, it is possible to compute 
the probability that the amplitude will be smaller than 
this value. At the same time, one may compute a 
value of R in a Rayleigh distribution ~(R) = R exp-·~J 
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which would represent the same cumulative probability 
as was computed for a given amplitude (V) from the 
experiment. Next, if the values of R were plotted 
as a function of the experimental amplitudes V (the 
cumulative probability being the same for both R and 
V), then the points obtained will fall on a straight 
line which passes through zero if the experim~ntally 
obtained values of V were Rayleigh distributed. 
Under these circumstances the value of C in equation 
(59) would be zero, and the slope of the straight 
1 line would equal ~· On the other hand, if the 
points fall on a straight line which does not pass 
through the origin, the amplitude distribution can 
be fitt~d with the function in equation (59) for 
which~ is the slope of the line, and C is the inter-
cept with the R-axis divided by the slope. Since it 
is not likely that all of the points will fall on a 
straight line, a compromise is to fit the best straight 
line to points for which the cumulative probability is 
between 10% and 90%. This range, again, is a purely 
arbitrary one. The process is illustrated in 
figure (11b). 
The dotted lines in figure (11a) show the ex-
pected frequency of occurrence for each of the ampli-
tude intervals when the histogram is assumed to be an 
"offset Rayleigh'' distribution. It will be observed 
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that the fit is remarkably good. Further substanti-
ations. for the II g00dnes S II Of fit iS that )(<C = 4 • 65 
in constrast to Xi ~ 10 when the same histogram was 
fitted to the "best" Rice distribution. 
It should be evident that the "offset" Rayleigh 
distribution is a purely empirical relationship that 
cannot be explained in terms of any physical ~rocesses. 
At the same time, it must be recognized that ampiitude 
data from ionospheric experiments ~requently exhibit 
a noticeable departure from distributions that can 
be physically justified. Consequently, one is 
forced to look for a realistic reason for the observed 
facts. Since the experimental data under discussion 
here we~e derived from the ionospheric D-region, one 
is hesitant to stipulate a focussing process as the 
cause for the observed distributions. Thus, the 
explanations advanced by Whitehead (1962) and Austin 
and Thorpe (1969) might well apply to the E and F· 
regions but are not likely to be valid for the 
D-region where scattering is assumed to be caused by 
under-dense irregularities. 
Instead, consider the fac~ that ionospheric 
echoes exhibit decorrelation times of the order of 
seconds. This fact is equivalent to saying that the 
noise band width of ionospheric signals is extremely 
small: a fraction of one cycle per second. Since 
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in most back scatter experiments height resolution 
is usually important, the receiving equipment is de-
signed for band widths comparable to the reciprocal 
of the pulse resolution time. D-region experiments, 
for example, would require a receiver band width 
of about 100 kc/s. Thus, the output from the receiver 
I.F. amplifier consists of band limited white noise 
having a band width of the order of 100 kc/s, plus 
the ionospheric echo signal which has·a band width of 
a fraction of one cycle per second. If this composite 
signal is sampled at the usual pulse repetition rate 
of about 20 samples per second then the output from 
the detector will be Rice distributed; that is to say, 
the ionospheric echo amplitude will change very little 
over several sample intervals but the band limited 
noise signal will be a random component added to this· 
pseudo-steady signal. 
Next assume that the detector output is filtered 
and recorded. The filtering process may simply be 
the mechanical response of a chart recorder which 
normally is of the order of one or two cycles per 
second. Alternatively, filtering might be accomplished 
by means of a low-pass video filter. The net result 
will be the same for either method of filtering: the 
voltage recorded is the average value of the composite 
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voltage at the detector output. Naturally, this 
averaging process will be primarily determined by 
the band width of the post detection filter. For 
purposes of discussion, it will be assumed that the 
band width of the filter is comparable to the noise 
band width of the ionospheric signal, but is much 
narrower than the predetection band width of·the 
receiver. This assumption will yield a "worst casen 
situation, and in the following discussion this fact 
should be periodically recalled. 
Assume next that the amplitude Vs of the iono-
spheric signal is Rayleigh distributed so that its 
r.m.s. value is 12~. Likewise, it is assumed that 
the band limited noise signal amplitude is Rayleigh 
distributed and has an r.m.s. value of V2 o;;. In 
view of the vast difference in band wi~th of these 
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two signals, the detector output over several sample 
intervals will be Rice distributed, and its mean value(i) 
(the voltage recorded on the chart) is given by Rice 
(60) 
' 
In equation (60) 1F1 is the confluent hypergeometric 
(1). This approach to a "limiting case" filter was 
suggested by R. G. T. Bennett. 
function of the arguments and may be replaced by 
1F1 (- ~;1';-z) = e·'?2~1+z)r0 (~) + zi1 (~~ (61) 
y2 
In equation (61), z = 2 ~~, and 10 and r1 are the 
Bessel functions of imaginary argument. Rewriting 
( 60) in terms of ( 61) one obtains:: 
Now: 
and 
P(V )dV = P(z)dz = P(V)dV 
s s 
Differentiation of V with respect to z yields: 
dV 
dz 
And, from the definition of z one obtains 
= 
Consequently: 
(63a) 
(63b) 
(64) 
( 65) 
P(V) = P(V r 2{2J z ~ i z z~ (66) 8 ~2J1z exp-( 2} 1o(2)+I1 (2) 
Recalling that Vs was assumed to be Rayleigh distri-
buted (an assumption which is not necessary to the 
results shown in equation 66) one obtains: 
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(67) 
Next, define the signal-to-noise ratio so that 
v 2. 
d f tl 1 t s d z bx an ur 1er e x = - an y = 2 = (:f). Then: 
as 
P(V) 
x" P(V)dV = x exp-(2)dx 
Equation (68a) gives the probability density 
distribution for the recorded voltage V. Both P(V) 
(68a) 
(68b) 
(68c) 
and V are seen to be functions of the signal-to-noise 
ratio b and of the normalized ionospheric signal 
v 
amplitude x = 2 . Thus, when x=O, it follows that ~ 
P(V) = 
V2Ttbv 
68. fiT 
and V = l:iV'2 • . In other words, . the 
s 
. ();(ff 
probability of finding V smaller than :vi is 
identically :zl'ero. As b becomes large, P(V)_.P(x) 
and v--x. 
The distribution given in equation (68) is 
obviously not a Rayleigh, but in the limit as b 
becomes large, converges to the Rayleigh process. 
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The extent to which the process in (68) resembles 
an "offset" Rayleigh distribution is shown for various 
signal-to-noise ratios in the following 10 figures. 
(Note: the S/N in db is equal to 20log10b). In 
computing these distributions, c;- was first assumed 
s 
to be equal to 1.,0. Then the resulting histogram 
was treated in the same way as was the experimentally 
derived histogram for the "offset" Rayleigh stri-
bution. This process was explained earlier, and does 
not require repeated explanation. All of the curves 
and histograms shown enclose a unit area. One should 
recall at this time that the curves presented here 
are for a "worst case" situation. A realistic 
assessment would require that the actual video 
band width be taken into consideration. Even a casual 
attempt to accomplish such a task will reveal the mag-
nitude of the job. It was therefore decided to be 
satisfied with the identification of this very 
likely process that gives rise to 11 offset 11 ' amplitude 
distributions. The obvious conclusion must be that 
a substantial signal-to-noise ratio is required 
before a distribution can positively be identified 
with the Rayleigh process. It has also been shown 
that when a distribution can be associated with an 
"offset" Rayleigh, then it is not inconceivable that 
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the distribution of t!1e echo amplitude was, in fact, 
Rayleigh distributed~ 
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The theoretical development presented ier 
led to cer predictions with regard to the mani-
festation of the experimental results. It should 
prove helpful at this time to review briefly these 
conclusions and to state once more their implications. 
In section II(2) it was shown that the argument 
of the complex field correlation would, in general, 
be greater t expected from geometrical consider-
ations, unless the angular ~peotrum was randomly 
phased. In section II(3) it was pointed out that 
the presence of an undiffracted plane wave in the 
angular spectrum could conceivably lead to a non-
linear dependence of the correlation phase on antenna 
separation. Under these circumstances, the implication 
was that the angular spectrum should be symmetrical 
and not randomly phased. On the other hand, a 
linear phase dependence on antenna separation,. in 
addition to a plane wave, would irnply.an unsymmetrical 
angular spectrum at the scattering height. The extent 
of this dissymmetry was shown to depend on the magni-
tude of a factor Q which relates to the amount of 
angular correlation within the spectrum of plane waves. 
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For all the cases discussed in sections 11(2) 
and II(3) it was shown that a non-randomly phased 
angular spectrum would give se to a non-zero value 
of Q. Consequently, .the value of the correlation 
length deduced from the magnitude of the spatial 
eld correlati6n would be error 1 unless the 
randomly phased angular spectrum requirements could 
be satisfied. 
In the following sections, the experimental 
results from the program will be presented. It 
will be shown that these results are in accord with 
the theoretic predictions, and that they may be 
interpreted in terms of the theoretical model 
stipulated. 
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Th~ method data collection and analysis was 
soussed in section III(4). Figures (22) to (27) 
show the results ol)tained from the "phase analysis 
program". In each of these figures, the 11 geometrical" 
slope was evaluated from the ·relationship 
D SG = 180 H (degrees/wave length) 
Here D=31.4 km and represents the stance betvveen 
the transmitter and the receiving antennas. II is 
the nominal scattering height appropriate to the 
particular figure, and corresponds to one-half the 
product of time difference between transmission and 
reception and the velocity of light in vacuum.. The 
value D 2H will be recognized as the sine of the mean 
ometrical zenith angle of arrival~ 
.Calculation of the mean 11 experimental 11 slope 
was discussed in sectio~ III(4). The value shown 
represents the average of the phase difference per 
wave length for the six points in each figure. 
The phase di erences indicated by the error bars in 
each figure represent the average value plus or 
minus one standard deviation of the combined (mean 
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squared and variance) data. 
It is clear from an inspection of the curves 
that the phase difference is a linear function of 
the ant~nna separation. Note also that this linear 
dependence seems to extend to the limits of confi-
dence indicated by the error bars. One concludes that 
although the apparent angle of arrival shows consider-
able fluctuations on a day-to-day basis, the phase 
difference for each experiment was proportional to 
antenna spacing. 
It is comparatively easy to envision the cause 
for the large day-to-day fluctuations in the phase 
slope. As an example, one might postulate "tilts" 
(Bramley 1953) or gravity waves (Hines 1963) in the 
ionospheric D-region. Under these circumstances, 
and in view of the large number of individual experi-
ments performed, one would expect the.mean phase~ 
slope to coincide with the geometri?al phase-slope. 
This conclusion is, in general, not substantiated 
by the phase data given in figures (22) to (27). A 
possible exception to this generalization can be found 
in figure (27) which shows the results from E-region 
(over-de?se) reflections. 
There can be little doubt that the mean experi-. 
mental phase slope is consistently larger than the 
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expected geometrical phase slope. This result is, 
of course, in agreement with the theoretical pre-
dictions from equation (38b) in which the argument 
of the complex field correlation was shown to be 
,.n _ 21Tr [s in8" + 2Q tan8ol 
't' - 'A l i+Q J (38b) 
Thus, on the assumption that the day-to-day 
phase-slope fluctuations due to gravity waves or 
tilts would average out to be the mean experimental 
slope, it is possible to compute a value for Q from 
equation (38b). The results are listed on the 
appropriate graph sheets. 
From theoretical considerations, a non-zero 
value of Q is evidence that the angular spectrum 
was not randomly phased. Before the experimental 
results were interpreted in this light, it was 
deemed prudent to investigate two additional features 
of the experiment that might conceivably lead to a 
non-zero value for Q. First, consider that the 
experimental technique (section III-2) was developed 
on the assumption that a single magneto-ionic wave 
component is returned from the scattering volume. 
In reality, both magneto-ionic wave components will 
be present in the received signal. In Appendix B 
it is shown that neither the spatial field correlation 
117 
magnitude nor its phase is influenced by the simul-
taneous presence of the two magneto-ionic components. 
A second possibility for .obtaining a non-zero 
Q exists when the received electromagnetic energy is 
re-radiated by power lines, fences, or other struc-
tures in the vicinity of the antennas. To test 
this hypothesis, a simple experiment was conducted 
in whic~ an additional dipole antenna was erected 
midway between the 2~ spaced antennas. (See figure 28). 
This new antenna configuration yielded three different 
1~ spacings and 2 different 2~ spacings. The phase 
difference results obtained from four consecutive 
8-minute experiments ar~ presented in figure (28). 
No effort was made to fit these data points to a 
straight line; the only purpose of this illustration 
is to show the extent to which the data points agree 
with one another when different baseline configura-
tions were used. Similar results were obtained from 
tests for the other scattering heights. 
From the space diversity tests and from the 
results of Appendix B one may conclude that the 
observed non-zero value of Q was not due to "sighting 11 
errors nor to the simultaneous presence of both 
magneto-ionic modes. The only remaining explanation 
is that the magnitude of angular correlation in the 
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spectrum of plane waves was not zero, However, it 
might be advantageous to adopt at this time a more 
qualitative criterion for determining whether the 
angular spectrum was randomly phased. One could argue 
that if the mean experimental phase slope agreed 
"reasonably" well with the geometrical phase slope, 
then there would be cause to assume that the angular 
spectrum was randomly phased. On this basis, the 
results from 70 km, 80 km, and 120 km suggest that, 
on the average, the angular spectrum might have been 
randomly phased. For echoes from 75 km, 85 km, and 
particularly 90 krn, there is evidence to show that, 
on the average, the angular spectrum was not randomly 
phased. 
The results from the correlation fit routine 
are presented in figures (29) to (34). It will be 
noted that each of these figures contains two 
separate graphs: the first of these shows the 
distribution of the correlation "length" L from 
individual curve fits, while in the second graph the 
fit to the average (mean squared and variance) data 
is presented. The error bars indicate the combined 
data standard deviation from the mean value. 
It is evident from the data shown in figures 
(29) to (34) that the magnitude of the spatial field 
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correlation contains the constant component which was 
predicted from the discussion in section II(3). It 
also appears from the 11 mean fit" and the average 
of individual fits, that the value of n is approxi-
mately the same for all of the D-region heights 
considered here. A general conclusion from these 
results is that there exists a plane 11ndiffraqted 
wave in the angular spectrum of D-region echoes, and 
that approximately 25% of the total power returned from 
a given scattering height must be associated with 
this plane wave. The remainder of the total power is 
contained in a continuous angular spectrum of plane 
waves. 
It was shown earlier that the argument of the 
spatial field correlation was proportional to the 
antenna separation. Consequently, the angular 
power spectrum as received by the three antennas 
was symmetrical about some angle of arrival. It 
is, therefore, possible to compute the cone angle in 
which the scattered power, as well as the power due to 
the undiffracted wave, must be contained. This 
computation was carried out, an.d the results are 
plotted in figure (35). Also shown in figure (35) 
is a table which is intended to summarize the overall 
results from the correlation experiment. The differ-
ence between L and ~ should be noted in particular: 
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ANGULAR PO'tVER DISTH.IBUTION 
FOR 
D-REGION PARTIAL REFLECTIO:NS 
PLOT OF: 
WHERE: 
H 
B + ERF ( S /!2 S0) 2 e B + 1 VS • 
S = SIN e 
So= (Aj/2 77 L) 
Q = (H,B/e/· 
)\ = 125 METERS 
L Q .e (KM) (METERS) (I'dETERS) 
. -
70 199 0.045 138 
75 148 0.569 83 
80 . 168 0.156 110 
85 163 0.531 93 
90 138 3.270 48 
120 269 0.012 189 
(3 
(m-HAD) 
---
0.425 
0.856 
0.554 
0.810 
0.960 
0.174 
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(AVERAGE VALUES FROM INDIVIDUAL CURVE FITS) 
COt~ ANGLE OF ARRIVAL - DEGREES 
o o~-;---+--~--~---+---r--4---+---r--4-~~~---+--~-
0 0 10 20 30 40 50 60 70 
L is the spatial separation of antennas which will 
cause the ntagni tude of the correlation (of tho 
) -1 0 scattered waves to decrease to e , while ~ is the 
correlation "size" of the irregularities in the 
scattering screen. If Q were identically equal to 
L . ,lc) 
zero, then2 would be equal to v2. 
An attempt was made to compare the results 
from the field correlation experiment with results 
obtained from a separately conducted amplitude 
correlation experiment. Unfortunately, it was not 
possible to obtain "zero time-1ag 11 correlation data 
with the existing experimental equipment. Consequent-
Jy, these values had to be inferred from four poiitive 
time-Jags and four negative t.ime-lags for each 1 of the 
three available antenna spacings. Three such 
experiments were conducted for each of the scattering 
heights treated earlier. In an effort to deduce the 
zero time-lag amplitude correlation as well as to 
gain some insight into the general trend of the 
amplitude correl~tion as a function of lag-time, the 
8 data points for each baseline were fitted with a 
fourth order polynomial. Since the auto-correlation 
function has to be symmetrical about the zero time-
lag position,the 8 auto-correlation points were 
,..._2. 
fitted with a fourth order polyn9mial in ~ , where ~ 
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is the lag time. (Data for the auto-correlation 
were obtained to a maximum lag-time of 4 seconds). 
Alth6ugh it is recognized that a least squares poly-· 
nomial fit has some rather undesirable features, 
in this application as a "data filter", the results 
were quite satisfactory. However, -not all of the 
data obtained could be fitted by this process. Those 
curves for which the r.m.s. departure of data points 
from the fit was less than 0.1 are presented in the 
following figures. 
It will be noted that in many instances no 
sensible zero time-lag correlation could be obtained 
when data from all three baseline lengths are con-
sidered sinwltaneously. By using only the 1X and 
2X baseline data, it appears that the zero time-lag 
correlation decreases exponentially with antenna 
separation for D-region scattering heights. The 
results for 120 km, on the other hand, suggest that 
the decrease with antenna separation is gaussian. 
This finding appears to be in agreement with the 
results of Fraser and Vincent (1968). However, the 
results of three experiments for each height can 
hardly be considered as conclusive evidence in 
support of. their results. 
It is interesting to note that the magnitudes 
of the spatial correlation distance from the amplitude 
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correlation experiments of Fraser and Vincent (1968) 
are of approximately the same value as arc the correl-
ation distances L from the spatial field correlation 
experiment. Nevertheless, there appears to be a 
fundamental difference between the results from 
these two experimental techniques. Bramley (1950) 
has shown that when the angular spectrum is randomly 
phased and when the distribution of amplitudes is 
near Rayleigh, then the spatial field correlation 
due to the scattered waves should be approximately 
equal to the square root of the spatial amplitude 
correlation. Thus, if the angular spectrum were 
randomly phased, then the results of Fraser and 
Vincent (1968) would predict that the spatial field 
r 
correlation should be proportional to exp- 2L" In 
actual fact, what is observed is that the spatial 
. r 2 
field correlation decreases in accordance with exp-( 1 ). 
The difference between these two forms is substantial, 
and one is again forced to conclude that the angular 
spectrum at D-region heights is probably not randomly 
phased. 
From the table in figure (35), it is evident 
that at 120 km, Q as well as j3 are both considerably 
smaller than for the remaining heights. One would 
therefore expect that the spatial field correlation 
148 
reBults bear a certain correspondence to the spatial 
amplitude correlation results for this scattering 
height. 
This agreement is evidenced in the correlation 
length results obtained by Briggs and Philips (1950), 
who give this value as 200 meters, and by Feinstein 
(1954) who finds a best fit to his data for L = 250 
meters. The experimental data in both cases were 
fitted to the square of a pseudo-gaussian correlation 
function. It appears from the preceding discussion 
that the results from the spatial field correlation 
experiment, as well as the implication of these 
results, are consistent with the findings of other 
workers. 
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IV(2~. DRIFT EXPERI~mNT 
Even though the ''drift" experiment was pri-
marily intended to give a basis of comparison be-
tween the field correlation and the zero-lag am-
plitude.correlation, some rather interesting fea-
tures are apparent in figures (36) to (52). The 
first thing to note is the periodicity which is 
frequently exhibited by the auto-correlation fun6tion. 
One could 7 of course, argue that this periodicity 
was artificially introduced by virtue of the poly-
nomial fit. This argument, however, is valid only 
within the limits imposed by the r.m.s. departure 
of data points from the smooth curve, which as was 
stated earlier, was always less than 0.1 and typi-
cally not larger than 0.05. Thus, an extreme ex-
ample of this periodicity is shown in figure (41) 
which represents the results from an 80 ]on drift 
experiment conducted on September 12, 1969~i) in. 
this particular instance, the r.m.s. departure of 
data points from the fit was 0.057, and data points 
(1). It should be noted·that in figures (36) to (52) 
the date is written so that the first number represents 
the month, and the second the day of the month. 
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obtains: 
~ ( r)«:[ff(s, t)j 2 (70) 
Results from the field correlation eriment have 
already been shown to he in dis eement th the 
proportionality in (70). Furthermore, equation (69) 
odic that 
dependence as 
Ji(r,!) should have the same functional 
does ~(r,o). The only difference 
should be a time shift between them and possibly a 
difference in the maximum value due to random 
decorrelation in time. Even a sup i.cial pee-
tion of the curves in figures (36) to (52) will 
reveal that the zero lag-time correlat bears 
little if any resemblance to the shape of the indi-
vidual drift curves. In several instances, however, 
the shape of the .auto-correlation curve j(O,/) 
appears to be similar to the curves for f(r, T). The 
curve in figure (40) for 80 km on 6th September, 1969, 
is an example of this. 
If /(~,7) is of the same functional form as is 
/(~,T), then an intersection oft curves represent-
these two correiations is possible either if 
their arguments are equal or they are multiple 
valued functions of the argument. The first of 
these alternatives can obviously not be s isfied 
for two distinct values of antenna separation r. 
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Consequently, one is left with t choice that the 
same functional form is not maintained for j(~,T) 
and j( , T) or else the function has more than 
one root. That these functions could conceivably 
have a certain amount of periodicity is suggested 
by the form of the auto-correlation curves. 
an effort to gain some qualitative appreci-
ation of this dilemma, recall the developments of 
section II(2) where it was shown that 
E(x)E(x+r)* = I~(S)I~exp-i{27Trs} I 1 dS (19a) 
On the basis of a gaussian angular correlation j(o') 
within the spectrum of plane waves, I 1 was shown to be 
= (29b) 
where f is a measure of the correlation within the 
angular spectrum, and c = 1.0. 
It should be noted that 11 represents nothing 
more than a filter function to the angular power 
spectrum IF(S)Ia: when j3= 0, then r1 = 1.0, and 
when f3 becomes large, tl1en only a portion of .,.--IF-'(_S_)..,..,I i
ers into the integration of (19a). The situation 
becomes far more complex when the angular power 
spectrum and the "location11 x are time dependent. 
Under these conditions, x in (29b) should be replaced 
by x0-vt where x0 is the position of the observer, 
1 
~nd v is the veloci of the scatterers in the 
screen. Likewise, \F(S) in (19a) must now be 
replaced by 
-----------~----------~--------~ 
F(S, t)F(S', t' (exp-i ~7/(S-S') 
virtue of a non-zero value for t, quantity 
(S-S') =~is otice more in evidence so that the 
results obtained (19a) and (29b) are no longer 
valid. Instead, a very complicated tion 1vill 
result for I which for non-zero ~ will be de-1 . 
pendent on time as well as on position. On the 
other hand, if p s o, then the onal relation-
ship for will be obtained. Couse-
quently, unless it can l)e shown that ;8 := 0, there 
can be no justi cation for assum that the 
functional form fA. (r1 ,7) is equal to that for 
~\ (r2 , 1). 
Although it is not the purpose of this work 
to argue the virtues or disadvantages of ionospheric 
drift experiments, it should be clear that the results 
obtained in this program cast considerable doubt 
on the interpretation of data from amplitude corre-
lation experiments. The burden of proof is there-
fore shifted to the experimenter who must satisfy 
himself that the angular spectrum was indeed ran-
domly phased before proceeding with analysis tech-
niques that requ this assumption, 
i 
The results from the chi-square test for l1icc 
parameter (a) are presented in gure (53). There 
can be little doubt that the amplitudes for D-region 
echoes from scattering heights below 85 km are 
rnarily Rayleigh distributed. This observation is 
not surprising if a volume scattering process is 
assumed to be the cause of the partial reflections 
(Flood 1969). It is to be noted, however, that the 
probability of observing non-Raylei amplitude 
· distributions appears to increase systematically 
with scattering height. This result implies that 
there exists a steady signal component in the par-
tially reflected echoes from the D-region. Apparent-
ly, the scattering process, especially above 80 km, 
cannot be due to volume scatter alone. In addition, 
one· is forced to stipulate that the scattering of 
waves in the D-region is at least partially caused 
by some coherent process. Such a prociess would 
necessitate the existence of large-scale horizontal 
irregularities which exhibit substantial departures 
from the mean refractive index. Unfortunately, 
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ants in electron density of the tude 
requi:.ced to 1 the olJserved re ts in figure 
( ) have never been noticed in the from 
rocket experiments. This is s view 
of the fact 8 5 lnn an c1 at 
90 km, more than one-half of the power in the edho 
is due to a steady sinusoidal component. Another 
inter~sting feature of the results en in figure 
(53) is tlle pronounced minimum in probability 
that the Rice parameter is between 0.5 and 1.0. 
These results imply that the distributions were 
either random or else the power in the steady sig-
nal was at least as large as the total power of the 
random components. A possible expl ion for this 
behaviour is ven by Austin (1967) who postulates 
e existence of a sinusoidal (coherent) reflection 
screen. Such a screen might conceivably be due to 
a gravity wave. While Austin's derivation was 
specifically based on a backsc~tter geometry, his 
results may readily be generalized for a bistatic 
forward scatter geometry. Thus, when w, k, and A 
are the radian-frequency, the wave number, and the 
amplitude (in meters), respectively, of a gravity 
wave, then it can be shown that 
cos (c.;t-kx) = - 2A;\:h ~X-~ 
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is the condition .for a specular reflection from a 
point on the screen at height h and distance x from 
tl1e receiver. (The transmitter and receiver are 
assumed to he separated by a distance d}. It is 
evident that when -;~ is larger than or ecJ.ual to, AKh ? 
1.0 then only one value of x can satisfy the above 
relationship. This condition corresponds to a 
single specular reflection. On the other hand, if 
is smaller than 1.0, three or more values for 
x will simultaneously satisfy the specular reflection 
conditioris. Under these circumstances Austin (1967) 
shovvs that "l1ayleigh-lilcen shallow fading is produced 
by the combination of the simultaneous reflections. 
This conclusion is qualitatively verified by Slack 
(1946) who showed that five independent scatter c~m-
ponents produce an amplitude distribution that is 
similar to a Rayleigh distribution. Although the 
postulated mechanism explains the min~mum in the 
frequency of occurrence of distributions with Rice 
parameter between 0.5 and 1.0, it is contrary to the 
observed altitude dependence of distributions of 
large Rice p~rameter. If such a height dependence. 
could be deduced from the specular reflection con-
ditions, then it would stand to reason that the 
probability of several simultaneous reflections 
:1 ~n • <JO 
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should be enhanced large values for h. Since this 
prediction is certainly not subs iatcd by the data 
figure (53), one must conclude that yet another 
mechanism is c ting to the 1 scatteri 
process in the on. 
The principle of the program described in 
the proceeding sections was to gain a better under-
s ing of partially reflected si s from the 
ionospheric gion. As was mentioned repeat~dly 
during the development of this work, much of the 
currently used theoretical formulation with regard 
to ionospheric scatter is based on the assumption 
that the spectrum of bacl~scattered plane waves is 
randomly phased and that the amplitude of the re-
ceived signals is Rayleigh distributed. This 
statement applies to a variety of ionospheric 
experiments and particular to the Gardner-
Pawsey differential absorption experiment and to 
the various ft experiments. 
section II of this workj an attempt is made 
to give a physic explanation of the "randomly 
phased angular spectrum". means of mathematically 
simple correlation functions the effects due to a 
"not randomly phased angular sp~ctrum 11 were isolated. 
This e ct was shown to manifest itself as a !!fil-
ter tion" (equation 29b) which acts on the angular 
power spectrum IF(S The complex spatial field 
correlation was then shown to be the Fourier transform 
lGO 
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of the product of IF(s)l and this filter function 
i i 
result indi cd that the s i field corre 
ion would be dependent on the enna separation (r) 
also on the s cific location of the experi 
the field pat 
necessary and ient condition the angular 
s ctrum to be randomly phased is to show that t 
spat field corre ion is independent of the 
absolute position of the antennas. Under these 
circumstances, and if the amplitude of the field 
is eigh dis ed, one can lly assoc 
e magnitude of the spatial field correlation 
wi the spatial amplitude correlation. 
The experim portion of t s program yiel 
a from which these two crite a could be assessed. 
Thus it was shown that the majority of amplitude 
analyzed were, in fact, Raylei distributed., 
It was further shown that those data which gave rise 
to an 11 'off-set 11 nayleigh distribution could conceiv-
ably be associated with a truly random process. 
However, the question of how to explain the relatively 
l number of Rice distributed data remains un-
answered. 
There can be little doubt that the D-region 
complex field carrel ion results are indicative of 
a si ficant angular correlation within the spectrum. 
of plane waves, This st oment plies particul 
to the so tering hei s of 75 Inn, 85 km~ and 90 Jon~ 
and to a lesser ent to 70 li:m and 80 1cm. con-
t, the results obtained from J:Z;O lcm ear to 
satisfy e randomly ed angular spectrum re ire-
ments. 
In section IV some of the implications of the 
experimental results from is pro vmre dis-
cussed. This discussion was res cted to the su1)-
ject of D-re on drift ts and it was pointed 
out that current interpret ions mi be in s ous 
error. view of the popularity of ionospheric 
ft experiments it would prudent to sub-
stantiate findings from this pro 'l'wo courses 
of ac on seem to be indicated. first of t se 
sL1ould involve a multiple station combination experi-
ment in which the spatial amplitude correlation is 
obtained simultaneously with the complex field 
co ation. such an experiment several impor-
tant facts should emerge: 
1. Is the spatial correlation (amplitude or 
complex field) dependent on absolute position? 
2. Is the amplitude correlation simply rel~ted to 
the magnitude of the field correlation? 
3. Is the angular correlation ~ithin the spec--
trum of plane waves dependent on absolute 
location? 
Answers to those stions should serve ade ely 
to substanti e or to repudiate the results from 
the pilot .discussed in this work. 
The second course of action is of a theoretic 
nature ancl of an immerise magni e. Specifically, 
computations should be carried out an effort to 
relate the magnitude of t complex field correlation 
the angular correlation within the spectrum of plane 
waves is small but finite. The results from sach 
a study should then be extended to include any 
possible foots 
experiments. 
0 ''1 J.. the interpretation of drift 
While this author woqld gladly undertake the 
experimental program suggested earlier and in all 
1 lihood will do so in the future, he has no 
tentions of competing with anyone brave enough to. 
attempt the second suggested course of action. 
:l.G3 
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DERIVATION OF THE SPATIAL FIELD COllRELA'l'ION 
\VHEN DOTH H.I\GNETO-IONIC JviODES Al1E PHESENT 
The experimental technique described in section 
III(2) was based on the assumption that a simple plane 
wave is received by the antennas on the ground. It 
will be shown in this appendix that the technique 
employed in the experiment is also applicable when the 
received electromagnetic energy is elliptically polar-
ized. 
-Assume that a wave field E consists of the 
vector sum of two magneto-ionic wave components. 
-These components are E0 and Ex' designating the elec~ 
trio field of the ordinary wave and the extraordinary 
wave, respectively. In a plane of constant phase, 
these two fields are defined so that 
E = A(x' + iy') (D-1a) 0 
- n(x' iy 1 ) exp (if) (B-ib) E 
- -X 
(D-1) "' " In equation )~' and Y' represent orthogonal unit 
vectors, and ~ is the total phase difference between 
the magneto-ionic components. 
Assume next that two antennas are located in the 
x-y plane and that these are spaced a distance (r) 
from one another along the y-axis. Assume further that 
J72 
1 
the x 1 -y 1 plane and x-y plan6 are inclined to one 
another by an e e and , :f' o r s imp 1 i c i , t h at l e 
The voltages induced in the two cnnas 1vi ll be 
desig·nated V and V so that 1 2 1 
v1 = (A+B exp ifl)cosJ -i(A-Dexp ij3)sinJ (B-2a) 
V2 = [A 1 +B'exp ift)cosJ -i(A 1 -B 1 exp ifo)sinJ]exp-i.¢ 
. (B-2b) 
In equation ( B-2) d' is the angle between the x 1 s 
. rf... 27Tr . 
ana the x ax1s ~ and 'f/ = T s1n e. 
As was suggested in III(2), v2 will next be 
modified by changing its phase by some angle ct, and 
the resulting voltage will be added to v1 • Thus: 
S(o<) = (V:t. + v2exp io<) (B-3) 
As before 1 the receiver output is assumed to be 
proportional to th~ magnitude of s(~). 
The actual evaluation of the mean squared value 
of S(«) in terms of the parameters in (B-2) is strai~ht-
forward but extremely tedious. In order to simplify 
the r~sul ting expression for IS (d)\~ several as sump-
tions were made. To begin with, it was assumed that 
IAI'2 =!A'I4 and that IB!~=\H'Ia. In addition, it is 
assumed that the complex spatial correlation;(~) is. 
not dependent on the particul~r magneto-ionic mode. 
Thus: 
j(r) = 
ID 
BB 1;." . (B-4) 
In the derivation for IS(o:)J:?.. allowance was also 
made for the possibili that the magneto-ionic modes 
are not fully correlated. This possibility was 
pointed out by von Biel, Flood 1 and Camnitz (1970). 
Accordingly, the correlation between the x-wave and 
a-wave will be defined as 
fxo = I~ Jexp !AliBI (B-5a) 
and 
(B-5b) 
Finally, the following identities were assumed: 
( ) AB'~« f·. fr ---xo . - -~-
" . IAI Bl 
f* D(r)* = n~A* 
xo I ~~lin! 
DA 'X" 
-,-;~-
/ xof(r)*' =--IAIIDI ' 
(B-6a) 
(B-6b) 
(B-6c) 
(B-6d) 
thin the limitations of these assumptions, it can 
11e shown that 
1711 
\S(o() = ·2~A(+ jBj2+2R 7 I AliBI cos(f~2d'~[1+R(r)cos(¢ 1 -c<Y ~ xo . ~ ~(B-7) 
·where R(r) =IJ(r)\ and ¢' = f+ arg[P(r~ • Equation (B-7) 
is of tlle same form as the corresponding.equations 
in III ( 2) derived for I V(o<)l z. Consequently 1 it has 
been shown that the magnitude and argum of tl1e 
spatial field correlation, as derived from this 
experiment, is not dependent on the s iinul tane.ous 
presence of the magneto-ionic modesi 
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