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RESUMEN
Las transformaciones lineales en las variables que intervienen en los
modelos uniecuacionales se justifican en la medida que tengan algún signi-
ficado económico o por el simple hecho de facilitar los cálculos.
Se analiza el efecto de estos cambios de medida en la especificación de
los modelos, en la estimación de los parámetros, en las pruebas de signifi-
cabilidad y en los contrastes de hipótesis.
Pulabrus clu^^e: Cambio de medida, transformaciones lineales, coeficientes
de nue va estructura, sensi bilidad de los contrastes.
l. INTRODUCCION
Es muy frecuente, ya sea para facilitar los cálculos operativos o para mejor aproxi-
marnos a la realidad que queramos modelizar, que los valores de todas o de algunas de
las variables que entran en juego en las relaciones funcionales, sean transformaciones
de unos datos originales; buenos ejemplos de ello lo constituyen: las magnitudes
deflactadas, los cambios de origen en el tiempo, el empleo de otra unidad monetaria, la
utilización de magnitudes per cápita, el manejo de proporciones, pudiendo así continuar
un largo etcétera de supuestos que justifican la importancia de este planteamiento.
ESTAUiSTICA ESF'AÑt)1..A
EI empleo rnás claro, sohre tudo con la l^rec^,encia q^le sc emplea, e^ It^ presentación
de los valores de Ids variahles centrad^^s respecto a la media, simrlit^icando de tal modo
las c^peraciones a efectuar; a:^í, recogiendo uno de los ejemplus citados, podemoti centrar
una serie de datos en determinacio año (t I, que seru para nosotros el origen del tiemro,
siendo la nue^^a variable:
T - t - ^
donde t es la serie primitiva de años, t puecie ser la media aritmética y T la nueva
sucesión de años.
O incluso para un número par de años podria plantearse
T = 2(t -- ^)
empleando así sólo valores enteroti para 1a nue^^a ^^ariable.
Otro caso válido que no cahe encontrar entre los que se han menciondc;o, poeíría
resultar de un cambio de suelcf^s en una empresa después de un convenio colectivo,
que mejora lineal y proporcionalmente las remuneraciones antiguas. Podría escribirse
W' =k +y^ W
con q, tasa proporcional de aumento sobre los sueldos anteriores W, para determinar
con k incremento lineal de nuevas percepciones W'.
Como ya se ha dicho, son muchos m^is los ejemplos a tener en cuenta, pero en
cualquier caso vamos a ceñirnos a:
1) Funciones deterministas, evitando así relaciones estocdsticas en la transforma-
ción (por ejemplo, W' = k+ qW + componente aleatoria), puesto que estos aspectos
se encuadrañan rnejor en atro contexto: el de los modelos multiecuacionales que ya
están suficientemente desarrollados, al menos en la simplicidad que nos proponemos.
2) Y también a cambios lineales que al fin y al cabo son los que casi exclusiva-
mente tienen sentido ( í,qué interpretación cabria dar a T= 2(t - t)2 ?).
Ciñiéndonos, pues, a la idea primitiva veamos hasta qué punto y, en su caso, de qué
modo pueden alterarse los parámetros más característicos del m^^delo lineal.
II. EN TORNO AL MODE1.0
Sea en su forma original la relación
Y;=x +^31X1r+^i2X^,.+ + ak ^ki + ^ ^
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y sea la nueva ecuación con ^ ariahles transt^^^rm^id^^, y, pe^r su rue^to, cun n^^e^^u^
parámetros
Y* = x* + ^3i x^, + ^^*X^, + .., + ^i^ X,^ ^ F;*
indicándonos las variables con asterisco ( I* 1, cambio^ lineales en las origin^iles ( L),
siendo Z cualquier exógena o la misma endúgena de moda que con
I * - ti + ,^ I
podrán establecerse las igualdades
1* - ^i + ,fL
Var ( I* 1= ^,^ ` var ( LI
DS ( I* 1 = US (11
Siendo, además, igual el grado de dependencia lineal existente entre dos variables
originales que la que presentan las dos nuevas variahles resultantes de 5endas combina-
ciones lineales de aquéllas; ello es evidente si tenemos en cuenta que el coeficiente de
correlación de Pearson es insensible ante cambios de medida, al rnenos en valor
absoluto.
Por otro lado, al margen de todo esto, t^ácilmente se intuye que la endúgena niieva
no pierde su carácter aleatorio y que, por supuesto, las ahora exógenas sig^,en siendo
regresores fijos en la medida que lo fuesen los primitivos y de modo que la posible
otorgonalidad, o quizá multicolinealidad, no puede haberse alterado por los simples
cambios lineales. En definitiva, el modelo mantiene en relaciún a las variables todas sus
características, queda, pues, ahora contigurado ei modo:
(d^ + Y^Y;) _ ^o + R*(a, + ,^,X,;) + ^*(^, + -^,X^,^) + ... -}- ^k(^^ + '^kXk^) + F*
que para buscar semejanza con el modelo primitivo se transtorma en
y1 ^
^^ + a*ó , + a*d ^ + ... + ^3^ ^k - ^j^ ► + R* ^' X . +I,
^li ► 't, ►
*, *, *
2 ^= X + ^k ^k X + ^^
Z k^
^^ i i ,t^ u ^i n
de modo que entre los coeficientes habrá de existir la relación:
* _ ^l u
ak _ ^^ k
^r ^
con ^ = I , 2, . . . , k
* . _ ^ k ^k^ o = (á ^ + r^, x ) ^^, ^, , ^k
k= 1 ^k
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y e^ r^^r lu yue I<< ^:un^t^^n^i^r ^ie 1^^^ e^?et'ieiente^ ^le I^i nriev^^ e^,trr.rctrira ^e m^r<nitndr^^
^^^r^^ t^^(.i^)^► I^^^, el^.^ mc.•nt(^ti m^lc^^tr^ ► le^ c^n I^i me^iicia yrie ^iee^tem^^^ e^ta hi^x>tttii^ rar^t la
etitr r^^trlr^i t^ri^;in^^l y yue h^^y^ifYl(lti tija^fe^ I^^^ r;^r^imetr^^^ r^e) e^imhi^^.
1't^r I^in, l^i^ ^tyrtur^hii^ll^r^e^ n^^ h^ihr^ín ^Itc^raclu ^u^ ^ar^i^ierí^ti^ati inici^rleti, ^^^i cc^mc^
I^i^ ^remi^^i^ h^rhitu^ll^.^ ^ r;.ira:
s;,
^uee^e atirm^ir^ti ytle tamhi^ n
E:(s: * i ^ {)
E',It:^*t;^ ^
^.^I valur mtdic^ cie la perturh^aión e^ O
' • ^x ` t^i
.
., . - .^ hc^muce^i^wt ic; i^l^i^1 ^^ i
tl bi ^ f in^le^^cnclencí^^
s: *^.- NI U. ^^,^; ^^,` ) r^c^rm.il icl^^l,
Tv^ic^ ellu, ^ur ^u^^ut^titu, ^i(:e^ ►t^indu el c^^njunt^^ ^ie hi^cítt^si^ v^ilidu ^ara l^ ^erturh^-
cic^n c^el m^?^1t^1^^ inieial.
Ill. F:N "I"OIZNt) r^ I,A 1~^"^lMAC'ION
FI mu^iel^^ ce^n varitihle^ tr^in,f'c^rmad^is ^r^ec^e ^resentarse en cie^vi^icic^ne^ del mc^do
^• * _ _ ^i * • .r * + s; *
^^
1.* ^ ^,*




^( ^ 1( r-^( *. Xki
- Y^^
!^ ^1 ^}^I^ - X^ ^ 'f ^( XZ - X,^ : Yk(Xki ___ Xk)
c u n -,+ =
^^ ^ U ...
^) ^^ , ...
^„ • t:;
C) t) . . . ,,^ ^
- ^^„ • s: ^3 * _
^*k
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Ncíte^e que al tr^ihajv►r en de^viacic^ne^+ ^e ha excluieic^ el términc^ indc^penciiente, pc^r
lu que pre^cindienciu c^e él la etitimación p^^r MCO nc^^, cunciucirá ^^
,^ ^.r*.r*1 ,^^*^^,*
,rk
-^ ^ ► '
;i
'I r'.c-1 '.r 'r^ _- -^^^ . .r ^^^
mientra^ yue para el términca correspc^nciiente tenc^remu^
^




i - I ^r
relacione^ tanto para los coeficiente^ cit reKre^icín cc^rnc^ p^^ra el p^^rumetrc^ ineiepen-
diente qcie ^on la:^ yue cabria esperdr de acuercic^ cc^n I^^ti ^^htc.^niclati ^i nivel p^^hiacic^nal.
La matriz c^e varianzas y covarianzas c^e lu^ parámetros t^uncic^n^ilc^^ ^er: ► ahura
Var(^3*) = ^^;.r*'_r*)_ ^= Y ^^ ' ^^`( Y ^-^ '-r '! > ' --- ^^;; ,^ ^ V ar ( (i 1 ^^
^ ^ 2Y^^
Var ( ^^^) ^^^ Cuv (^i^^i^) ... ^^ ► Cc^v (^3^^^k)
(; '^ i,^ z Y i Y,^
z ^Y^^ -^^^ ,
Var (^,) ... (_ov (^_,^^k)
^^` ^ Y^^rk
ti
,^ 1) V^ir (^^)
,
Resultacios lógicoti a la vista de la relación existente entre los parámetros.
E ST^+^DISTIC.A FSPAÑf)l.A
[ ^^f e^tim^tc^ icírl ^iz I^ ^ ari^^nl^^ ^1e1 términc^ cie perturh^rciún hahr^i vari^du en propor-
^:i^^n ^rl cu^tc^r,iei^^ ^c.^l p^^r^+metru 1^unciunal en el c^^mhic^ lineal ^fe la enciúgena, ya que
r' s.- • t- * ^. * ^,. * __ ^^ * t. * ^ `. *
!'v __ t1^ ^ l ) i^i - ( Ĵ^  + 1 i
^ ^ ^ - ^ .1 ,^
, "N - (^ + ^ ^
^ I
_ -iti^^ ; ',^'.i ' . -^^ ► ' ,'
^ _`_ ( Íi -^ ^ )
y pc^r fiin, tl cc^eticiente ^1e cieterminaciún nc^ ^► e h<ihra altera^u
^'^i r 1.^ * ► ^^ *.t * • ^. *




* ^. • ^.
p^^r ^u l^^le^tc^, t^^m^ucc^ el ^^)rregiciu cie ^r^i^iu^, ^ie lihert^^^í l^*' _= Ft^.
Iti'. F.N TORNO :^ L.,aS F'RL'FBAS DE SIG^11F1CABILIDAD
Se intr,ye tátilmente que tcxi^)s Ic>> estacií^ticos emplea^ios en los cc^ntrastes de la
c^^licia^í ^iel m^^^ielu y ^ic^ ^u^ variahles exúgenas nu se habrán alterac^^^; estu es, que las
cc^nclu^i^^ne^ ^ieriva^t^i^ c^el rnodelc^ inici^^l ^;eguirán sienc^o válicias para el mudelo cun
tran^ti^rm^ici^^nes lineales en las variahles.
+C'^)m^^ y^^ he ^íich^^, el re^ultacio es c^l lúgicc^ si tenemos en cuenta que las variables
h^in ^iú^^ me^^iit^ic^^^ia^ rne^iiante relaciones ^1e tipo determinista que en ningún mado
^ue^en hacer ^^ariar ^ti c:apacieiaci explicativa ní, pur supuesto, !a del modelo, veamos
t
^^:
n st ^; ^
^3 r
DS(^i, )
R* =t N-- K- 1) R^t N- K- 1)
E; * --- - _ = E
t 1 - R*' ► • K 1 1 - R=^ ^ K
Yruel^^.i e^t^^ últím^^ yue puecie cúmc^ci^rmente ^er entenciida, no sólo para el mudelo
c^^mu un tc^eic^, ^;in^^ ^^^r^r ^rr^ix^^ cie v^iri.ihle^ p^^r separacií^ y para el estudiu de la
ca^^^ci^i^i^l e xplic^itiv^i ^ie é^tas c^ ^ie I<^ re le^^^rn^ i.^ ^ie I^^ infc^rmaciún percii^ía pcar el grupo
^ie variahle^ r)miti^i<«.
Fn ^iet•initiv^i, unu ^^ez m^ís, ^ues, tantc^ lu^; cuntrastes c^e hipótesis nulas para los
cc^eficientes cumv el análisis c^e la varianza cunjuntamente u pur separacio, nu verán
mc)ci it^ícadas sus cc^nc lutiiones c^e un modelu respectu a otro.
CAMBIO DE MEDIDA DE I.AS VARUBLES
V. EN TORNO A LOS CONTRASTES UF L:^S H1['OTl~'.SIS
Los distintos tests aplicables p^ira corruhurrar Ie^^ pre^upue^t^^^ h^^^iev, de ^^^rti^1^^ cn
el modelo de regresión o, en su casu, detectar ^u in^ umplimient^^, nu mu^lit^íc^^n el
estadístico a emptear, puesto que cumo ya indic.:^bamu^ nu se ^^en ^tlttra^ia^ yu^ c^^nclu-
siones en relación al modelo primitivu, pur lo menuti en lu^ euntr^atites yue ahura
probaremos; asi, entre los mrís cunuc idc^s cabe plantearse :
-- El test de Earrar y Glauber, para l^r multicolinealidad en el que la matriz de
coeficientes de currelación entre las exógenas (R.rl sería la únic;a expresiún ^uspech^>^a
de cambi^, al haber alterado las variables independientes del mudelo, n^^ ^^hstante.
como ya he indicado anteriormente, el coeficiente de currelaciún 5imple es insensible
ante cambios de medida en las variables; o cuan^iu menus, su v^ilur absulutu, y^^c: ts I^^
que importa, no se altera. Es pur ellu p^^r lu que fiácilmente se curnp; ueba yue el
determinante de aquella matriz n^^ se ve mc^diticadu
^ R*_x ^_ ^ R,r I_
r,^ r, ^ ... rr^




en consecuencia, tampoco se habrá alterado el estadisticc^ ^r =, válido par^^ el c:untra^te.
---- La fórmula de Spearman para medir la correl^iciún entre lus r^ingus ^ie cada un^i
de las exógenas y el del valor absc^luto del errur, si hien puede camhiar de resulta^íu en
cuanto al signo, puesto que según sea la ordenación de la variable explicativa camhia su
sentido, no altera para nada tiu valor absoluto, que comu he dichu es lu má^ relevante
y, en consecuencia, tampuco se ve modificada la prueba t para la currelac:iún, para la
heterocedasticidad en nuestru casu.
- EI contraste de Guldtield y Quandt también v^ílidu. ^ólu cun gr^^ncle^ mr^estra^
para probar la cunstancia de la varianza del términu de perturhaciún, anúlu^;^rmente
seguirá proporcionando las mismas cunclusiunes, puestc^ que de la particiún et^ctuadu
en la muestra, las regresiones resultantes en las cius submuestras extrem^^ti eic: i^u^il
tamaño nos prupc^rciunan un^i relación entre vari^iciunes re^;i^iualt^ yue n^^ c^imbiar^í al
manejar cualqrrier^^ de los cius bluques de exúgena^ de que dispc^ntmc^s, así en la rnedic^a
que el cuciente no sea int^eriur a unc^, tenciremc^^
Ni^íX ^^E' lt• ^^^`t) ^1^íX ^^-(' *^, ^-^^*`)
Mín (^ c^ it • ^:^, zt) Mín (^ ^^ *`, ^ E^ *=)
^r ^r
f:Sl'^ADISTfC'A ^:SPAÑt)LA
H:^tu e^, la prueba ^^ para la heterci►ceciasticidad ^igue mantenienclca ^u resultadu pese
al c^imhit^ h4^hí^1t^ en I^^.^ vuritehle,.
---- E:1 e^tadí^;tico de [)urhin y Wr^t^un, iciéntic^mt^nte ^i I^^ rarun^^ci^) para It^ti utrt^^
te^+t^, mantiene el resultadu en cualquiera tje la^ ► dus c^peciticaciunes alternativati yue
venimuti empleandta.
r.! ►^ ^ .-_-
w ;
^;(e, - ^.r.. f ► z r1f:* - ^:, __ ^)^
1,.^ irtdt•p^^n^lc^n^í:l ^^ ^iutt^urrelación que pueda pretientar 1^^ pertllrhaciún r:, en el
prímc:f^ m^^delt^ ^i^;^fe e^i^^ndu pre^ ►ente en la perturhaciún ^:* del mudelu irantiti^rmado.
I)eten^rímt^n^^^ aquí en el estudio de la ^ensihilidad de lus contrastes de hipútesis,
^lunyut^ ^^íl^ti ^e.^ Ex^r nc^ ^il^^r^;arl^^ inútilmente t^ pur haher rarunadu ^implemente lu4
te^t^ m^í^ emple^^^lu^ en la pr^ictíc.^a. Ralc^nablemr:nte, la rigicie! yue manitie^tan la^
pruehati e^tudíaciu^ nt^ in^int^an la E^c^^ibilidad ^ie que ^e manteng^^n para c^tru^ c:ontras-
teti, pe^e a^er máti sut'ititicácíus, en c^ialyuier casu una generalización en mis aprecia-
c iune ^, nu puc:tle tie r e nte nd id a.^ m^.í^; y ^ie anal izandu c umo se ha hec ho e n estus ca^os
utr^^^ décimas pard revalidar la^ hipótesi5 cfel modelo general.
Nu ubstante, y a la vista de la^ prueba^ efectuadas, podemo^ concluir que las
pruehas derív^ad^^^► de la estimación por MCO cie la estructura original, ^un exactamente
1as mismati que lus de la nueva estructura, al mantenerse o rechalarse a la par para
aquélldti lati hipcítesis cte eumplimientc^ general en el modelo.
SUMMARY
l.inear Transformations in variables, ocurring in uniequational models,
are justitied pruvided that they are somehow economically ^ignit^cant ur
simplify calc ^^lations.
The effect ot' these changed meausures is analysed in the specification
ot` the model, estimation of paramenterS, significability test^ and checkingS
uf hípatheses.
K^v N^c^rc^s: Changed measures, linear transformatiuns, new structure cuet=
t'icients, sensitivity of checkings.
AMS, 1970, subject cla^ification. 52J05.
