Let U − q be the negative part of the quantum enveloping algebra U q (g) associated to a simply laced Kac-Moody algebra g. Let g σ be the fixed point subalgebra of g obtained from a diagram automorphism σ, and put U q = U q (g σ ). Let B (resp. B) be the canonical basis of U − q (resp. U − q ). Let B σ be the set of σ-fixed elements in B. Lusztig proved that there exists a natural bijection B σ ≃ B based on his construction of canonical bases through the geometric theory of quivers. In this paper, we prove (the signed bases version of) this fact, in the case where g is finite or affine type, in an elementary way, in the sense that we don't appeal to the geometric theory of canonical bases nor Kashiwara's theory of crystal bases. We also discuss the correspondence between PBW-bases of U − q and of U − q , by using a new type of PBW-bases of U − q obtained by Muthiah-Tingley, which is a generalization of the PBW-bases constructed by Beck-Nakanjima.
Introduction
Let X be a symply laced Cartan datum, and g the Kac-Moody algebra associated to X. Let U − q be the negative part of the quantized enveloping algebra U q (g) over Q(q) associated to g, where q is an indeterminate. Let A = Z[q, q −1 ] be the subalgebra of Q(q), and A U − q Lusztig's integral form of U − q , which is an Asubalgebra of U − q . Let σ : g → g be the automprhism of g obtained from a diagram automorphism σ on X. The fixed point subalgebra g σ of g by σ is the Kac-Moody algebra associated to the Cartan datum X. σ induces the algebra automorphism σ : U − q → U − q . Let U − q be the negative part of the quantized enveloping algebra U q (g σ ). In [L3] , Lusztig constructed the canonical basis B of U − q and B of U − q . B (resp. B) gives an A-basis of A U − q (resp. A U − q ). σ acts on B as a permutation, and we denote by B σ the set of σ-fixed elements in B. Assume that σ is admissible (see 2.1 for the definition). Lusztig proved in [L3, Theorem 14.4.9 ] that there exists a canonical bijection B ∼ − → B σ . The rough idea of his proof is as follows; let Q be a quiver whose ambient graph is associated to X. Lusztig constructed a certain set P Q of simple perverse sheaves on various representation spaces of Q, and defined a category Q Q , whose objects consist of complexes of the form A,i A[i], where A[i] is the degree shift by i ∈ Z for A ∈ P Q . He proved in [L1] , [L2] that the Grothendieck group K(Q Q ) has a structure of A-algebra, and is isomorphic to A U − q . Under this isomorphism, the set P Q gives the canonical basis B. On the other hand, we consider σ : X → X, and choose an orientation of Q compatible with σ. Then σ induces a functor σ * : Q Q → Q Q , and one can consider the category Q Q , whose objects are the pairs (A, φ), where A ∈ Q Q and φ : σ * A ∼ − → A satisfies certain conditions. He proved in [L3, Theorem 13.2.11 ] that the Grothendieck group K( Q Q ) is isomorphic to A U − q . Then the set of pairs (A, φ) for A ∈ P Q gives the signed canonical basis B = B ⊔ −B of U − q . By considering the forgetful functor (A, φ) → A, one obtains a map B → B, which induces a bijection B ∼ − → B σ (here B is the signed canonical basis of B). The ambiguity of the sign is removed by applying the theory of Kashiwara operators, the discussion in this part is purely algebraic.
On the other hand, it is known by [GL] that Lusztig's canonical bases coincide with Kashiwara's global crystal bases ([K1] ). The approach from the crystal bases theory for the proof B ∼ − → B σ was done by Naito-Sagaki [NS] and Savage [S] . As is seen from the above, the proof B ∼ − → B σ heavily depends on the geometric realization of quantized enveloping algebras in terms of the theory of perverse sheaves associated to quivers. In this paper, in the case where X is affine type or finite type, we give an elementary proof for B ∼ − → B σ , in the sense that we don't appeal to the geometric theory of quivers, nor Kashiwara's theory of crystal bases. The main ingredient is the algebra V q introduced in [SZ] . Let A ′ = (Z/εZ)[q, q −1 ], where ε is the order of σ (here we assume that ε = 2 or 3). V q is a quotient algebra of
is the subalgebra of U − q consisting of σ-fixed elements. By using the PBW-bases H h of U − q constructed in [BN] , one can define the signed canonical basis B of U − q (note that this does not work for the non-simply laced case, see 1.9). By making use of B and PBW-bases X h on U − q , we can prove that V q ≃ A ′ U − q (Theorem 2.4). Then one can construct the signed canonical basis B of U − q from those PBW-bases of U − q . The above isomorphism induces a surjective homomorphism φ :
It is proved that B coincides with the image of B σ under φ, and that it gives the required bijection (Theorem 3.18 ).
In the case where X is finite type or affine type with twisted X, it was proved in [SZ] that for a given PBW-basis X h of U − q , one can find a PBW-basis X h of U − q satisfying the property that σ acts on X h as a permutation, and the set of σ-fixed elements X σ h in X h corresponds bijectively to X h through φ, which is compatible with the bijection B σ ≃ B. This fact no longer holds for the affine case with untwistd X. In this case, the PBW-bases X h given by [BN] does not fit well to our setting. Instead of those bases, by applying the theory of PBW-bases associated to convex orders due to Muthiah-Tingley [MT] , we construct a new type of PBW-basis X ≺ of U − q , starting from the PBW-basis X h of U − q . We can show that, even though σ does not preserve X ≺ , the set X σ ≺ of σ-fixed elements in X ≺ is in bijection with X h through φ, which is compatible with the bijection B σ ≃ B (Theorem 6.15).
The algebra V q can be defined for the Kac- Moody type X in general. In that case, the PBW-bases of U − q are not known. But as noticed in Remark 2.14, if we assume the existence of the canonical basis of U − q and of U − q (this certainly holds by Lusztig's result), one can prove that V q ≃ A ′ U q . In this way, the bijection B σ ≃ B can be realized through an algebra homomorphism.
1. Preliminaries 1.1. Let X = (I, ( , )) be a Cartan datum, where ( , ) is a symmetric bilinear form on i∈I Qα i (a finite dimensional vector space over Q with the basis {α i } indexed by the vertex set I) such that (α i , α j ) ∈ Z, satisfying the property • (α i , α i ) ∈ 2Z >0 for any i ∈ I, • 2(α i ,α j ) (α i ,α i ) ∈ Z ≤0 for any i = j in I. The Cartan datum X is called simply laced if (α i , α j ) ∈ {0, −1} for any i = j in I, and (α i , α i ) = 2 for any i ∈ I. The Cartan datum X determines a graph with the vertex set I. Put a ij = 2(α i , α j )/(α i , α i ) for any i, j ∈ I. The matrix A = (a ij ) is called the Cartan matrix. If X is simply laced, then A is a symmetric matrix. Let Q = i∈I Zα i be the root lattice, and put Q + = i∈I Nα i .
1.2.
In the rest of this paper, we assume that X is of finite type or affine type. However, the discussion for the finite case is easily obtained from that for the affine case by a suitable modification, we mainly consider the affine case, namely, the case where the associated graph of X is a Euclidean diagram. Let g be the affine Kac-Moody algebra corresponding to the vertex set I = {0, 1, . . . , n}, and g 0 the subalgebra of g of finite type corresponding to I 0 = I − {0}. (Here we assume that X is irreducible, and not of the type A
(2) 2n . In this case, the vertex 0 is determined uniquely, up to the Diagram automorphism.) Let ∆ be the affine root system for g, and ∆ 0 the root system of g 0 . Let ∆ + be the set of positive roots in ∆, and ∆ + 0 the set of positive roots in ∆ 0 . We also denote by Π = {α i | i ∈ I} the set of simple roots in ∆ + , Π 0 = {α i | i ∈ I 0 } the set of simple roots in ∆ + 0 . Let ∆ re,+ be the set of positive real roots, and ∆ im,+ the set of positive imaginary roots. Then we have ∆ re,+ = ∆ re,+ > ⊔ ∆ re,+ < , and ∆ im,+ = Z >0 δ. If X is irreducible of type X (r) n in the notation of Kac [Ka] , ∆ re,+ > and ∆ re,+ < are given by
(1.2.1)
where δ is the minimal imaginary positive root, and (∆ + 0 ) s (resp. (∆ + 0 ) l ) is the set of positive short roots (resp. positive long roots) in ∆ + 0 . Let W be the Weyl group of g generated by simple reflections {s i | i ∈ I}, and W 0 the Weyl group of g 0 generated by {s i | i ∈ I 0 }.
1.3. Let q be an indeterminate, and for an integer n, a positive integer m, put
[i] q , [0]! q = 1.
For each i ∈ I, put q i = q (α i ,α i )/2 , and consider [n] q i , etc. by replacing q by q i in the above formulas. Let U − q be the negative part of the quantum enveloping algebra U q = U q (g) associated to g. Hence U − q is an associative algebra over Q(q) with generators f i (i ∈ I) satisfying the fundamental relations
for i ∈ I and n ∈ N.
We define a Q-algebra involutive automorphism :
turns out to be an associative algebra with respect to this product. One can define a homomorphism r :
It is known that there exists a unique bilinear form ( , ) on U − q satisfying the following properties;
(1.4.1)
. This bilinear form is symmetric and non-degenerate.
1.5.
Let h = (. . . , i −1 , i 0 , i 1 , . . . ) be a doubly infinite sequence defined in [BN, 3.1] obtained from the element ξ = ω 1 + · · · + ω n ∈ P ∨ cl , where P ∨ cl is the Langlands dual of the weight lattice of g 0 , and ω i are fundamental coweights in P ∨ cl . The sequence h satisfies the property that s ip s i p+1 · · · s iq is a reduced expression in W for any p, q ∈ Z such that p < q. We define β k ∈ ∆ + for k ∈ Z by
Then, as in [BN, 3.1] , β k are all distinct, and
In the case where p = 0, we simply write c +p ,
if g is twisted.
Put d i = d α i for i ∈ I 0 . By comparing it with (1.2.1), we see that α + mδ ∈ ∆ re,+ if and only if d i | m. For k > 0, i ∈ I 0 , put
It is known that ψ i,kd i (i ∈ I 0 , k ∈ Z >0 ) are mutually commuting. For each i ∈ I 0 , k ∈ Z >0 , we define P i,kd i ∈ U − q by the following recursive identity;
(1.5.7)
For a fixed i ∈ I 0 , regarding P i,k (k ∈ Z >0 ) as elementary symmetric polynomials, we define Schur polynomials by making use of the determinant formula; for each partition ρ (i) , put
is the dual partition of ρ (i) . For an I 0 -tuple of partitions c 0 = (ρ (i) ) i∈I 0 , we define S c 0 by (1.5.9)
It is known by [D, 6.3 .2] (and [Be] for the untwisted case) that
(1.5.10)
We denote by C the set of triples
Note that, by definition, L(c, p − 1) = T −1 ip L(c, p) if p ≤ 0 and c p = 0, (1.5.12) L(c, p + 1) = T i p+1 L(c, p) if p > 0 and c p+1 = 0.
The following results are known.
Theorem 1.6 ( [BN] ). We fix h and p as before. L(c, p) are almost orthonormal with respect to the bilinear form given in 1.4, namely,
In particular, for a fixed h, p,
In fact, (i) was proved in Proposition 3.16, (ii) in Theorem 3.13 (i), and (iii) in Lemma 3.39 in [BN] . We write X h,p = {L(c, p) | c ∈ C }, and simply write as
1.7. For each p ∈ Z, we define a partial order ≤ p on C by the condition; for
and one of these are strict, where both ≤ are the lexicographic order from left to right, e.g., (c p , c p−1 , . . . ) ≤ (c ′ p , c ′ p−1 , . . . ) if there exists k such that c p = c ′ p , . . . , c p−k+1 = c ′ p−k+1 and that c p−k < c ′ p−k . We have the following result.
Proposition 1.8 ( [BN, Prop. 3.36] ). Let c ∈ C and p ∈ Z. Then
where a c,d ∈ Q(q).
1.9. Now assume that g is simply laced. Then by Theorem 1.5 (iii), X h,p gives an A-basis of A U − q , hence the coefficients a c,d appeared in (1.8.1) are contained in A. Then one can construct the canonical basis B h,p = {b(c, p) | c ∈ C } of U − q , which is characterized by the following properties;
(1.9.2) By the upper triangularity (1.9.2), B h,p gives rise to an A-basis of A U − q , and they are almost orthonormal.
The following results are known (the discussion in the proof of [L3, Theorem 14.2 .3] cn be applied).
Proposition 1.11. Let U − q be as in 1.9. We define L (∞) as
q such that x = x and that (x, x) −1 ∈ qA 0 . Then there exists c ∈ C such that x ≡ ±L(c, p) mod qL (∞). In particular, B h,p ⊔ −B h,p is independent of the choice of h and p, which is called the signed canonical basis, and is denoted by B. (iii) By (ii), * preserves B.
1.12. We assume that U − q is of general type. Recall the map r :
where x is a homogeneous element, and · · · denotes the terms y ⊗ U − q in the first formula, and the terms U − q ⊗ z in the second formula, where y, z are homogeneous elements with weight not equal to −α i . It follows from the definition that
The following lemma holds.
Lemma 1.13. i∈I Ker i r = Q(q)1, i∈I Ker r i = Q(q)1. The following results are proved by Lusztig.
Theorem 1.14 ([L3, Prop. 38.1.6] ). For any i ∈ I, put
1.15. We return to the case where g is simply laced. For b ∈ B and i ∈ I,
. We fix h as in 1.5. Then by (1.5.2), i ∈ I appears in the sequence h. It follows from the construction in [BN] , the infinite sequence h is periodic. Thus one can choose p ∈ Z ≤0 so that i = i p . We can find
if d ′ p = 0 by (1.5.12) and (1.14.1). Then by using Theorem 1.14 (ii), we see that (1.15.2) Let b = ±b(c, p). Assume that i = i p for p ≤ 0. Then ε i (b) = c p .
The following results are known by Lusztig [L3, Theorem. 14.3.2] , where he proved them for U − q of Kac-Moody type, by applying the geometric theory of quivers. We obtain those results directly from (1.15.2), by applying the theory of PBW-bases.
Theorem 1.16. Let i ∈ I and a ∈ N.
(i) {b ∈ B | ε i (b) ≥ a} gives a signed basis of the Q(q)-vector space f a i U − q , and a signed basis of the A-module a ′ ≥a f
Then
x can be written as a linear combination of L(c, p) ∈ X h,p with coefficients in A, where we may assume that i = i p for p ≤ 0. Then c i ≥ a by the discussion in 1.15. Hence x is contained in the right hand side of (1.17.1). The opposite inclusion is obvious. Thus (1.17.1) holds. Now by using (1.17.1), the condition (1.16.1) can be rewritten as the condition
1.18. By using the bijection (1.16.2), we define a map F i as a composite of the bijections
In the case where ε i (b) > 0, we define E i as the inverse of the map F i , and put 
Proof. Take b ∈ B. We may assume that b = ±1. Then by Lemma 1.13, there exists i ∈ I such that b / ∈ Ker i r. By Theorem 1.14
. This implies that ε i (b) > 0 by Theorem 1 14 (ii). Then b ′ = E i (b) satisfies the condition that ε(b ′ ) > ε(b). Thus the theorem follows by induction on the weight of b.
1.20. For any i ∈ I, a ∈ N, put B i;a = {b ∈ B | ε i (b) = a}. Following Lusztig [L3, 14.4] , we shall construct the canonical basis B of U − q . By the induction on the partial order on the weights ν ∈ −Q + , we define B(ν) as follows;
(1.20.1)
Theorem 1.21 (Lusztig [L3, Thm. 14.4.3] ). B satisfies the following properties.
Remark 1.22 (i) follows from Theorem 1.19. The essential difficulty in the proof is to show that B ∩ −B = ∅. This fact was proved by applying the theory of Kashiwara operators discussed in [L3, Part III] . Note that this theory is purely algebraic, and independent from his geometric theory. But the results are essentially due to Kashiwara [K1] . Lusztig reconstructed Kashiwara's theory, assuming the existence of the signed canonical basis at the starting point. So this theory fits to our situation, but strictly speaking, the proof of B ∩ −B = ∅ uses Kashiwara's theory. B coincides with Kashiwara's global crystal basis.
1.23.
Since B = B ⊔ −B, for each L(c, p) ∈ X h,p , there exists a unique b ∈ B such that b ≡ ±L(c, p) mod qL Z (∞). It was shown that this signature is always 1, by [L4, Proposition 8.2] if L(c, p) does not contain imaginary root vectors, and by [BN, Theorem 3.13] in general. They determined the signature for the root vectors corresponding to S c 0 by using the theory of extremal weight modules due to Kashiwara [K2] .
2. The algebra V q 2.1. Let X = (I, ( , )) be a simply laced Cartan datum, and let σ : I → I be a permutation such that (σ(α i ), σ(α j )) = (α i , α j ) for any i, j ∈ I. Such a σ is called a diagram automorphism. Let I be the set of orbits of σ on I. We assume that σ is admissible, namely for each orbit η ∈ I, (α i , α j ) = 0 for any i = j in η.
We define a symmetric bilinear form ( , ) 1 on η∈I Qα η by
Then X = (I, ( , ) 1 ) defines a Cartan datum. Let Q = η∈I Zα η be the root lattice, and put Q + = η∈I Nα η . Let U q be the quantum affine algebra associated to X as in 1.3. Since X is simply laced, [n] q i = [n] q for any i ∈ I. σ induces an algebra automorphism σ :
q consisting of σ-fixed elements. Let U q the quantum affine algebra associated to X, and U − q its negative part, namely, U − q is the Q(q)-algebra generated by f η with η ∈ I satisfying a similar relation as in (1.3.1).
2.2
Let ε be the order of σ. We assume that ε = 2 or 3 (note that if X is irreducible, then ε = 2, 3 or 4. We exclude the case where ε = 4), and F = Z/εZ be the finite field of ε-elements. Put A ′ = F[q, q −1 ], and consider the A ′ -algebra
In the case where a = 1, we put f
Since the anti-algebra automorphism * commutes with σ, * preserves A U −,σ q , and acts on A ′ U −,σ q , which induces an anti-algebra automorphism * on V q . Note that f (a) η is * -invariant since f i and f j commute for any i, j ∈ η. Thus g (a) η is * -invariant for any η.
Recall that A ′ U − q is generated by (the image of) f (a) η for η ∈ I and a ∈ N. The anti-algebra automorphism * on A ′ U − q is inherited from * on U − q . We prove the following result.
gives rise to an isomorphism Φ :
Remark 2.5. The algebra V q was introduced in [SZ] . The theorem was proved in [SZ] in the case where X is finite type or affine type subject to the condition that σ preserves I 0 (this condition is equivalent to that X is twisted type), through the precise study of PBW-bases of U − q and of U − q . In the present proof, we basically use the canonical basis of U − q , and does not use a precise informtion on PBW-bases. The discussion here works for any σ : X → X, including the case where X is finite type.
Note that the correspondence for PBW-bases of U − q and that of U − q under the map Φ was described in [SZ] in the case where σ preserves I 0 . But this becomes much more complicated if σ does not preserve I 0 . We will discuss this case later in Section 6, by applying Theorem 2.4.
The rest of this section is devoted to the proof of the theorem. First we note that
Proof. The statement in the theorem is also formulated in the case where X is of finite type, and the proof of the proposition is reduced to a similar property for the case where X is of finite type with rank 2. In [SZ, Proposition 1.10] , this was proved in the case where X is of finite type. Thus the proportion holds.
Let B be the signed canonical bases of U − q . By Proposition 1.11 (ii), σ permutes B. We denote by B σ the set of σ-fixed elements in B. Since B gives an A-basis of
Since B is almost orthonormal, the image of B σ on V q is also almost orthonormal, namely satisfies the relation similar to (1.6.1), but by replacing qZ
In particular, they are linearly independent, and B σ gives a (signed) A ′ -basis of V q . We show
and those elements are almost orthonormal over F(q). In particular, the bilinear form ( , ) on F(q) U − q is non-degenerate. Now (ii) follows from (i). We show (i). Let r :
be the map induced from the map r defined in 1.4. We define an action of σ on U − q ⊗U − q by σ(x⊗y) = σ(x)⊗σ(y), which preserves the algebra structure, and so (
q can be written, uniquely, as an A-linear combination of monomials of the form
We prove (2.8.1) by induction on k. We assume that ε = 2, and let η 1 = {i, i ′ }. By noticing that (α i , α i ′ ) = 0, we have
Since
. By induction, we may assume that r( y) ≡ r(y) mod J 1 . Since J 1 is a two-sided ideal, we have
Thus (2.8.1) holds. The case where ε = 3 is similar. Next we show (2.8.3) For any sequence η 1 , . . . , η s , η ′ 1 , . . . , η ′ t in I, we have the identity on F(q),
r(x) is written as a linear combination of the form f ξ 1 · · · f ξ k ⊗ f ζ 1 · · · f ζm . Thus (x, y) is written as a linear combination of
By induction on t, we have
in F(q). By comparing (2.8.4) with (2.8.6), together with (2.8.5) and (2.8.7), we obtain (2.8.3) if t ≥ 2.
Since the form ( , ) is symmetric, the proof of (2.8.3) is reduced to the case where s = t = 1. In this case, assuming that ε = 2, put η = {i, i ′ } and η ′ = {j, j ′ }.
A similar computation works also for the case where ε = 3. Hence we have
On the other hand, by (1.4.1) for U − q , we have
Hence the assertion (i) follows from (2.8.3). The proposition is proved.
2.9. Next we shall show that Φ is surjective. For this, we need some prelimi-
. Moreover, E i and E j commute each other for i, j ∈ η, and similarly for F i and F j . Hence we can define, for η ∈ I, the Kashiwara operator E η on U − q as the product of
Thus by using the bijection (1.16.2), we obtain a bijection
Then ε j (b ′ ) = 0 for any j ∈ η. Moreover b ′ ∈ B σ by (2.9.1). By applying the formula in (1.17.2) (note that f i are mutually commuting for i ∈ η), we see that
Here Z η;>a is σ-stable, and Theorem 1.16 (i) implies that,
gives an A-bases of Z η;>a . In particular, σ gives a permutation of B η;>a .
We can now prove Proposition 2.10. The map Φ :
Proof. We know that the image of B σ gives a (signed) bases of V q . Thus it is enough to show, for each b ∈ B σ , that
If ν = 0, b = 1 and (2.10.1) certainly holds. So, assume that ν = 0, and by induction, we may assume that
Hence by induction hypothesis, π(b ′′ ) ∈ Im Φ. It follows that π(z) ∈ Im Φ, and we conclude that π(b) ∈ Im Φ. (Note that if there does not exist b ′ such that ν(b ′ ) = ν and that ε i (ν) > a, then z = 0, and b satisfies (2.10.1). Thus the induction argument works.) The proposition is proved.
2.11. Theorem 2.4 now follows from Propositions 2.6, 2.8 and 2.10. Note the compatiblity with * -operation is clear since
Thus the following holds. 3. Canonical basis for U − q 3.1. We keep the notation in Section 2. We fix a doubly infinite sequence h = (. . . , η −1 , η 0 , η 1 , . . . ) of I as in 1.5. By applying the discussion in 1.5 to U − q , we can construct the PBW-basis
In the discussion below, by applying the isomorphism
we shall prove that this certainly holds for any (h, p). As discussed in Proposition 2.8, we have a bilinear form ( , ) on F(q) U − q with values in F(q), and the elements in X • h,p are almost orthonormal, namely
Since B is almost orthonormal, and the bilinear forms on V q and A ′ U − q are compatible with Φ by Proposition 2.8, we see that (3.1.2) B ′ is almost orthonormal, and bar-invariant.
We show the following.
. By Proposition 1.8, x can be written as x = x + z, where z is a linear combination of various L • (d, p) for c < p d, with coefficients in F(q). Hence
and we have y−y = z. In particular, z ∈ A ′ U − q , and y is uniquely determined from z,
We fix a weight ν ∈ Q, and consider the set
We fix a total order on B ′ (ν) compatible with this partition, and consider the transition matrix T between B ′ (ν) and X • (ν) with respect to this order. We regard T as a block matrix with respect to this partition. Then (3.2.1) shows that T is an upper triangular block matrix with coefficients in F[q], where the diagonal blocks are matrices with coefficients in F. In particular, det T ∈ F. Here B ′ (ν) and X (ν) • are both F(q)-basis of ( F(q) U − q ) ν , the matrix T is non-singular. Thus det T ∈ F * , and the inverse matrix T −1 is a matrix with coefficients in F[q]. This shows that X • h,p gives an A ′ -basis of A ′ U − q . The lemma is proved.
As a corollary to Lemma 3.2, we can prove the following result.
Theorem 3.3. The set X h,p = {L(c, p) | c ∈ C } gives an A-basis of A U q .
Proof. The proof is given in a similar way as in [SZ, Cor.1.21] 3.5. We shall consider the relationship between π( B σ ) and Φ( B). For this, we need some preliminary. By Theorem 1.14, we have an orthogonal decomposition
The following results are a σ-version of this decomposition. First we consider the case where ε = 2.
Lemma 3.6. Assume that η = {i, j}. Then we have an orthogonal decomposition (3.6.1)
Proof. First we note that there exists an orthogonal decomposition
(3.6.2) follows from this. It follows from (3.6.2) that we have orthogonal decompositions
The second formula is obtained from the first by applying σ. By comparing two orthogonal decompositions in (3.6.3), we have
We show that (3.6.5)
Consider the orthogonal decompositions
. Then we have orthogonal decompositions
By (3.6.4), this implies that
, and we have
The other inclusion is obvious, hence (3.6.5) holds. Now (3.6.1) follows from (3.6.3) and (3.6.5). The lemma is proved.
As a corollary, the following generalization is obtained easily.
Lemma 3.7. Let η = {i, j}. For any integer a ≥ 0, we have
3.8. We shall consider the integral version of (3.7.1). For any subspace Z of
The following formula holds.
In fact, such a decomposition holds on Q(q) by Theorem 1.14. By (1.17.1) and Theorem 1. 
Hence (3.8.1) holds.
By making use of (3.8.1), we obtain the A-version of the formula (3.6.1).
Lemma 3.9. Let η = {i, j}. For any integer a ≥ 0, we have
3.10. Next we consider the case of ε = 3. Assume that η = {i, j, k} with σ : i → j → k → i. By a similar discussion as in the case where ε = 2, we have an orthogonal decomposition
Thus as in Lemma 3.7 and Lemma 3.9, we have Lemma 3.11. Assume that η = {i, j, k} as above. Then for any integer a ≥ 0, we have
Moreover, the A-version of (3.11.1) also holds for
3.12. Assume that η = {i, j}. Then (3.9.1) induces a formula
If we consider the image of this formula by π : A ′ U −,σ q → V q , the second term of the right hand side vanishes. Similarly, if we assume that η = {i, j, k}, in the A ′ -version of (3.11.), the second term and the third term of the right hand side vanish. Now for any η ∈ I, we define V q [η] as the image of
and put
A
Then by (3.12.1) and by the corresponding formula obtained from (3.11.1), we have
If we consider U − q , we have a similar decomposition (3.12.4)
By comparing (3.12.3) and (3.12.4), we have the following.
Lemma 3.13. The isomorphism Φ :
We consider the decomposition
Then b ′ is written as b ′ = ±b(c, p) for some p ≤ 0 with i = i p such that c p = a. We write b(c, p) = L(c, p) + c<pd a d L(d, p) with a d ∈ qZ[q]. By Theorem 1.16, b(c, p) ∈ A (f a i U − q ). It is easy to see that (d, p) . 
3.15. We consider a generalization of (3.14.2) to the σ-setup. For each η ∈ I, we define an A-submodule of A U − q by
where f η = i∈η f i . We consider the decomposition of A-modules
obtained from (3.9.1) and (3.11.1), For each x ∈ A ( f a η U − q ), we denote by x [η] the projection of x onto the first factor in (3.15.2).
Take b ∈ B σ such that ε i (b) = 0 for any i ∈ η, and put b ′ = F a η b ∈ B σ . Then by (2.9.1), ε i (b ′ ) = a for any i ∈ η. We also consider f [η] . We have the following lemma.
Proof. We prove the lemma in the case where ε = 2. A similar argument works also for the case where ε = 3. Assume that η = {i, j}. Take b ∈ B σ such that
In turn, f
). This implies, by using the decomposition in Lemma 3.9 and (3.16.1), that
On the other hand, we choose p ′ ≤ 0 such that i p ′ = j, and consider the PBWbasis {L(c, p ′ ) | c ∈ C }. x can be written as x = c a c L(c, p ′ ) with a c ∈ qZ [q] . We have
The former part of the right hand side of (3.16.3) is contained in f a j U − q [j], and the latter part is contained in f a+1
Summing up the above computation, we have
Thus by (3.16.1), we see that b ′ ≡ ( f (a) η b) [η] mod qL Z (∞), and b ′ satisfies th condition (i) and (ii). It is clear that the condition (i) and (ii) determines b ′ uniquely. The lemma is proved.
Recall the definition of Kashiwara operators
q for η ∈ I in 2.9. Those operators induce the operators on π( B σ ) → π( B σ ) ∪ {0}, which we denote by the same symbol. On the other hand, the Kashiwara operators E η , F η on U − q defined in 3.4 induce operators Φ( B) → Φ( B) ∪ {0}, which we denote by the same symbol. We are now ready to prove the following result.
Theorem 3.18.
(i) Φ( B) = π( B σ ). In particular, the natural map
The bijection φ is compatible with * -operation, up to sign.
Proof. Take b ∈ B σ such that ε i (b) = 0 for i ∈ η, and consider b ′ = F a η b ∈ B σ . We assume that there exists b ∈ B such that Φ(b) = π(b). Put b ′ = F a η b ∈ B. By Theorem 1.19, in order to prove (i), it is enough to see that Φ(b ′ ) = π(b ′ ). Since Φ commutes with the action of f (a) η and that of f
Then by using the isomorphisms in Lemma 3.13, we see that
Now b ′ satisfies the properties given in Lemma 3.16. Then π(b ′ ) also satisfies the corresponding properties in V q , namely
, which is also the F[q]-submodule spanned by {Φ(L(c, p))}. By applying (3.14.2) to the case A ′ U − q , b ′ satisfies similar properties, hence by applying Φ, Φ(b ′ ) satisfies the properties,
Now the uniqueness property in Lemma 3.16 also holds for V q by replacing qL Z (∞) by qL Z (∞). Thus by (3.18.1), we conclude that π(b ′ ) = Φ(b ′ ). This proves (i). (ii) also follows from this argument. By Theorem 2.4, Φ is compatible with * -operation. (iii) follows from this. The theorem is proved. 4. PBW-bases associated to convex orders 4.1. Let U − q be the quantum affine algebra of general type. In Section 1, we have discussed the PBW-basis X h,p = {L(c, p) | c ∈ C } constructed in [BN] , associated to h and p. Note that in the case where U − q is of finite type, the PBWbasis can be constructed for any choice of a reduced expression of the longest element in the corresponding Weyl group. In view of this fact, the choice of h in the affine case seems to be rather special, where a reduced expression of an infinite length of W is fixed. In [MT] , Muthiah and Tingley constructed the PBW-basis associated to any convex order of the affine root system, which includes X h,p of [BN] as a special case. In this section, we review the results in [MT] .
4.2 We follow the notation in Section 1. For any real root β = α + mδ ∈ ∆ re , we denote by β = α ∈ ∆ 0 . Put ∆ min + = ∆ re,+ ⊔ {δ}. For any subset X of ∆ min + , we define a total order α ≺ β on X, called a convex order, by the following two conditions (cf. [I2, Definition 3.3]);
(4.2.1) If α, β ∈ X with α + β ∈ X, then α + β is in between α and β.
(4.2.2) If α ∈ X, β ∈ ∆ min + − X with α + β ∈ X, then α ≺ α + β.
We define a reverse convex order ≺ on X by the condition that (4.2.1) and (4.2.2 ′ ), where (4.2.2 ′ ) If α ∈ X, β ∈ ∆ min + − X with α + β ∈ X, then α + β ≺ α. The following gives a typical example of the convex order. The proof is standard.
Lemma 4.3. Let w = s i 1 · · · s i N be a reduced expression of w ∈ W . Define β 1 , . . . , β N ∈ ∆ re,+ by β k = s i 1 · · · s i k−1 (α i k ) for k = 1, . . . N. Put X = {β 1 , β 2 , . . . , β N }, with the order β 1 ≺ β 2 ≺ · · · ≺ β N . Then the order ≺ is a convex order on X.
4.4.
We consider an infinite sequence h = (. . . , i −2 , i −1 , i 0 , i 1 , i 2 , . . . ) of I such that any finite segment i k , . . . , i ℓ gives a reduced expression s i k · · · s i ℓ . In that case, we say that h is an infinite reduced word. The infinite reduced word is a generalization of h in 1.5. We define, for any k ∈ Z, β k ∈ ∆ re,+ by
We choose h as in [BN] (see 1.5). Then by (1.5.2), {β k | k ∈ Z} ⊔ {δ} = ∆ min + , and by Lemma 4.3, we see that (4.4.2) The total order on ∆ min + defined by β 0 ≺ β −1 ≺ · · · ≺ δ ≺ · · · ≺ β 2 ≺ β 1 gives a convex order, which we denote by ≺ 0 . .
4.5.
A convex order ≺ on ∆ min + is called a one-row order if every positive real root is finitely far from one end or the order. The total order ≺ 0 in (4.4.2) is a one-row order. The following result, which is in some sense the converse of (4.4.2), is known by [MT] .
Proposition 4.6 ([ MT, Prop. 2.3] , [I2] ). For a given one-row order ≺ on ∆ min + , there exists an infinite reduced word h = (. . . , i −1 , i 0 , i 1 , . . . ) satisfying the following. For any k ∈ Z, define β k ∈ ∆ re,+ by (4.4.1). Then the order ≺ on ∆ min + is given by
4.7.
Let ≺ be a convex order on ∆ min + such that β 0 is minimal, i.e., β 0 ≺ β −1 ≺ β i − 2 · · · . We assume further that β 0 = α i is a simple root, Let s i = s α i be the simple reflection. Then we can define a new convex order ≺ s i on ∆ min
where β 0 is maximal in ≺ s i . Similarly, if β 1 = α i is maximal in ∆ min + , i.e., · · · ≺ β 2 ≺ β 1 , we can define a new convex order ≺ s i in a similar way, by moving β 1 to the left end. If β 0 ≺ · · · ≺ δ ≺ · · · ≺ β 1 is a one-row order associated the reduced word h = (. . . , i −1 , i 0 , i 1 , . . . ), then β 0 = α i 0 , β 1 = α i 1 , and for w = s i 0 s i −1 · · · s i k , ≺ w = (· · · ((≺ s i 0 ) s i −1 ) · · · ) s i k defines a convex order on ∆ min + . Similar definition also works for w = s i 1 s i 2 · · · s i k .
4.8.
We fix a convex order ≺ on ∆ min + . (Note that in this case, the condition (4.2.2) is unnecessary.
In the former case, we have
In the latter case, we have
Thus for any β ∈ ∆ min + such that β ≺ δ, the condition whether β ∈ ∆ + 0 or β ∈ −∆ + 0 does not depend on the expression β = mδ + β. We define a subset Z of ∆ 0 by (4.8.1)
Then we have ∆ 0 = Z ⊔ −Z. Moreover, Z is a convex set in the sense that if α, β ∈ Z with α + β ∈ ∆ 0 , then we must have α + β ∈ Z. It follows that there exists a unique w ∈ W 0 such that Z = w(∆ + 0 ). The coarse type of the convex order is defined by this w ∈ W 0 . If w = e , the identity element in W 0 , this coarse type is called the standard type.
Let ≺ be a convex order of standard type. Take w ∈ W 0 . Then w acts on the set ∆ min + , and we can define a total order ≺ w on ∆ min + by the condition β ≺ β ′ if and only if w(β) ≺ w w(β ′ ). Then ≺ w is a convex order with coarse type w.
4.9.
For a fixed one-row order on ∆ min + , we choose an infinite reduced word h = (. . . , i −1 , i 0 , i 1 , . . . ) as in Proposition 4.6. We define root vectors f
In the case where c = 1, we simply write them as f β k . By the following remark, f β k does not depend on the choice of h for a given one-row order (note that h may not be unique for a given one-row order). Lemma 4.11 ([MT, Lemma 2.8] ). Assume given a convex order ≺ on ∆ min + . Then for any finite collection β 1 , . . . , β N in ∆ min + , there exists a one-row order on ∆ min + such that its restriction to {β 1 , · · · , β N } coincides with ≺ on it.
4.12.
Fix a convex order ≺ on ∆ min + . For a given real root β ∈ ∆ + , let M β be as before. Note that |M β | < ∞. Thus by Lemma 4.11, one can find a one-row order on ∆ min + whose restriction to all the pairs in M β coincides with ≺. We define a root vector f (c) β as in (4.9.1) by using this one-row order. By Proposition 4.10, f (c) β does not depend on the choice of the one-row order, is determined uniquely by the given convex order ≺. We write this root vector f β as f ≺ β . If α i is a simple root, α i cannot be written as a sum of two positive roots. Thus for defining f ≺ α i , we can find a one-row order such that α i is minimal or maximal (for example, the infinite reduced word h in [BN] contains the term i = i p for some p ≤ 0. Let ≺ be the one-row order associated to h. Then ≺ w for w = s i 0 · · · s ip is the one-row order whose minimal element is α i ). As a corollary to Proposition 4.10, we have Corollary 4.13 ( [MT, Cor. 4.3] ). For any simple root α i and for any choice of the convex order ≺, f ≺ α i = f i .
4.14.
We consider a convex order ≺ on ∆ min + with a coarse type w ∈ W 0 . Thus w(∆ + 0 ) is a positive system in ∆ 0 . Take β ∈ ∆ +,re of the form β = nδ ± α, where n ≥ 0 and α ∈ ∆ 0 is a simple root in the positive system w(∆ + 0 ). If β can be written as β = β 1 + β 2 with β 1 , β 2 ∈ ∆ +,re , then
. Thus those two cases are completely determined by the coarse type. In particular, the restriction of M β of ≺ is independent of the choice of the convex order as far as the coarse type is fixed. Thus by Proposition 4.10, we have Corollary 4.15 ( [MT, Cor. 4.6] ). Let α ∈ ∆ 0 be a simple root in the positive system w(∆ + 0 ) ⊂ ∆ 0 . Then for any n ≥ 0, f ≺ nδ±α does not depend on the choice of ≺ with given coarse type w.
Remark 4.16. If h is an infinite reduced word given in [BN] , then {β k | k ≤ 0} = ∆ re,+ > and {β k | k > 0} = ∆ re,+ < (see (1.5.2)). Thus the coarse type of the convex order ≺ 0 is e ∈ W 0 , namely ≺ 0 has the standard coarse type. If ≺ has the standard coarse type, by Corollary 4.15, f ≺ nδ±α i coincides with f nδ±α i defined in 1.5. 4.17. We fix a convex order ≺ with coarse type w ∈ W 0 . For each i ∈ I 0 , let γ i = wα i be the simple root in the positive system w(∆ + 0 ), and define γ i ∈ ∆ + by
(Hence γ i is the minimal affine root such that its projection to ∆ 0 is γ i .) Then f ≺ kδ±γ i does not depend on ≺, only depends on the coarse type w by Corollary 4.13, which we denote by f w kδ±γ i . Put (4.17.1)
By Remark 4.16, Ψ e i,kd i coincides with ψ i,kd i defined in (1.5.6). Note that Ψ w i,kd i are mutually commuting by the theorem below. Thus P w i,kd i is defined similarly to (1.5.7) by replacing ψ i,kd i by Ψ w i,kd i . We denote by S w ρ (i) the function corresponding to S ρ (i) in (1.5.8), and define S w c 0 similarly to (1.5.9). We put S ≺ c 0 = S w c 0 . Thus in the case where w = e, namely, ≺ is of standard type, S ≺ c 0 = S c 0 .
Theorem 4.18 ( [MT, Thm. 4.13] ). Let ≺ be a convex order with coarse type w.
4.19. Let c = (c + , c 0 , c − ) ∈ C be as in 1.5. For a convex order ≺ and c ∈ C , we define an element
where c + = (c β ), c − = (c γ ), and β 1 ≺ · · · ≺ β N ≺ δ ≺ γ M ≺ · · · ≺ γ 1 are the real roots β, γ for which c β , c γ = 0. It is shown in a similar way as in the proof of Theorem 1.6 (ii) that {L(c, ≺) | c ∈ C } is almost orthonormal. This implies that X ≺ = {L(c, ≺) | c ∈ C } gives a basis of U − q for any convex order ≺, which is called the P BW -basis associated to ≺.
In the case of the convex order ≺ 0 , L(c, ≺ 0 ) coincides with L(c, 0) with p = 0 in (1.5.11), and more generally, L(c, p) in (1.5.11) coincides with L(c,
The followings are known. with a c,c ′ ∈ Q(q), where c < c ′ is the total order c < p c ′ on C for p = 0.
4.22.
We now assume that g is simply laced. In this case, there exists the signed canonical basis B of U − q . Then we have the following. Proposition 4.23. Assume that g is simply laced. Then
Proof. Since X ≺ is a Q(q)-basis of U − q , b can be written as a Q(q)-linear combination of elements in X ≺ . By the upper triangularity of the bar involution for X ≺ (Proposition 4.21) , b must be written as
for some c ∈ C , where a c , a c ′ ∈ Q(q) with a c = a c , a c = 0. In particular, the transition matrix between B and X ≺ is upper triangular. Since B is an A-basis of A U − q and L(c, ≺) ∈ A U − q for any c by Proposition 4.20, one can written as
Since B and X ≺ satisfy the almost orthonormal property, we see that
, and by (4.23.1), we have t = 0. It follows that
In particular, the transition matrix between B and X ≺ is upper triangular, where the diagonal entries are ±1, and off-diagonal entries are contained in qZ [q] . The proposition follows from this. 4.24. Under the notation in Proposition 4.23, for each c
In a similar way as in the proof of [BN, Thm. 3.13] , it is shown that B ≺ coincides with B (see 1.23).
σ-action on root systems
5.1. Let X = (I, ( , )) and X be as in 2.1. The case where σ preserves I 0 , namely the case where X is twisted type, was discussed in [SZ] . So in this section, we consider the case where σ(I 0 ) = I 0 . As is seen below, this covers all the cases where X is untwisted type. Assume that X is irreducible. Then the pairs (X, X) are given as follows;
(
2 . The order ε of σ is 2 in the cases (1) ∼ (3), ε = 3 in the case (4), and ε = 4 in the cases (5), (6). As in 2.2, we exclude the case where ε = 4, hence we only consider the cases (1) ∼ (4).
5.2.
Let η 0 be the σ-orbit in I containing 0. Put I ′ 0 = I − η 0 and let ∆ ′ 0 be the subsystem of ∆ 0 obtained from I ′ 0 . Then I ′ 0 and ∆ ′ 0 are σ-stable. Let I ′ 0 be the set of σ-orbits in I ′ 0 . Then we have I = I ′ 0 ⊔ {η 0 }, and I ′ 0 corresponds to the Cartan datum X 0 of finite type. For each β ∈ I let O(β) = β + σ(β) + · · · ∈ Q σ be the orbit sum of β, and put ∆ 0 = {O(β) | β ∈ ∆ ′ 0 }, which we consider as a subset of Q under the identification Q σ ≃ Q. Then it is known that ∆ 0 gives a root system of
Let ∆ ⊂ Q be the root system for X, and ∆ re,+ the set of positive real roots in ∆. Then ∆ re,+ can be identified with the subset of Q σ as follows; ∆ re,+ = ∆ re,+
Note that X is untwisted by 5.1, and so r = 1 in the notation of (1.2.1).
Recall that α 0 = δ − θ, where θ is the highest root in ∆ + 0 . Let θ be the highest root in ∆ + 0 , and regard it as an element in Q. We consider O(α 0 ) ∈ Q. The following relation can be verified by the case by case computation for the cases (1) ∼ (4).
(5.2.1) is equivalent to the formula
We determine the set Σ + 0 explicitly for the cases (1) ∼ (4). Take α = i∈I 0 c i α i ∈ ∆ + 0 . Write θ = i∈I 0 a i α i . First assume that ε = 2 and that σ : 0 ↔ i 1 for η 0 = {0, i 1 }. We have σ(α i 1 ) = α 0 = δ −θ, and
One can check, from the explicit information of the root system D (1) n , E
(1) 7 , that a i 1 = 1 and c i 1 = 1 or 0. Hence in this case Σ + 0 = {α ∈ ∆ + 0 | O(α) = δ}, and the condition α ∈ Σ + 0 is given by
Next assume that ε = 3, hence X is of type E
(1) 6 . Here σ : 0 → i 1 → i 2 → 0 with η 0 = {0, i 1 , i 2 }. In this case, a i 1 = a i 2 = 1. Thus c i 1 , c i 2 ∈ {0, 1}. We have
It follows from (5.3.2) that the condition α ∈ Σ + 0 is given by
and in that case, α + σ(α) + σ 2 (α) = (c i 1 + c i 2 )δ. We now consider each case separately. We fix a root system ∆ 0 of type D n with vertex set
Here α 1 = ε 1 − ε 2 , . . . , α n−1 = ε n−1 − ε n , α n = ε n−1 + ε n gives the set of simple roots. We have θ = α 1 + 2(α 2 + · · · + α n−2 ) + α n−1 + α n Case (1) : X is of type D
(1) 2n and X is of type B
(1)
. . , n} and ∆ 0 is of type B n with α n short root, and θ = α 1 +2α 2 +· · ·+2α n . The condition (5.3.1) implies that c i +c σ(i) = 2 for i = 2, . . . , n−1, and c n = 1, c 2n = 1. Thus we have (5.3.4)
In particular Σ + 0 gives a positive subsystem of ∆ + 0 of type nA 1 .
Case (2) : X is of type D
(1) n and X is of type C
(1) n−2 . σ : 0 ↔ 1, n − 1 ↔ n, and σ(i) = i otherwise. Thus η 0 = {0, 1}, I ′ 0 = {2, 3, . . . , n} and ∆ ′ 0 is of type D n−1 . Moreover, I ′ 0 = {2, . . . , n − 2, n − 1} and ∆ 0 is of type C n−2 with α n−1 long root. We have θ = 2α 2 + · · · + 2α n−2 + α n−1 . (5.3.1) implies that c i = c σ(i) = 1 for i = 2, . . . , n − 2 and (c n−1 , c n ) = (1, 0) or (0, 1). Thus we have (5.3.5)
In particular Σ + 0 gives a positive subsystem of type 2A 1 .
Case(3) : X is of type E
(1) 7 , and X is of type F
4 . I 0 is of type E 7 , and we fix I 0 = {1, 2, . . . , 7} as in the table of Kac [Ka, p.53 ]. Here σ : I → I is given by i ↔ 6 − i for i = 0, . . . , 6, and σ(7) = 7. Then η 0 = {0, 6}, and I ′ 0 = {1, 2, . . . , 5, 7}. ∆ ′ 0 is of type E 6 . θ = 2α 1 +3α 2 +4α 3 +3α 4 +2α 5 +α 6 +2α 7 . Moreover, I ′ 0 = {1, 2, 3, 7}, and ∆ 0 is of type F 4 with α 1 long root. Here θ = 2α 1 + 3α 2 + 4α 3 + 2α 7 . In this case, i 1 = 6 and (5.3.1) implies that
Thus by using the explicit description of positive roots in E 7 in [Bo] , we have (5.3.6)
Under the notation in [Bo] , one can write as
In particular, (β i , β j ) = 0 for i = j. Thus Σ + 0 is a positive subsystem of ∆ + 0 of type 3A 1 .
Case(4) : X is of type E
(1) 6 and X is of type G (1) 2 . I 0 is of type E 6 , and we fix I 0 = {1, 2, . . . , 6} as in the table of [K, p.53 ]. Here σ : I → I is given by 0 → 5 → 1 → 0, 6 → 4 → 2 → 6, and σ(3) = 3. Then η 0 = {0, 1, 5}, and In particular, c 3 = c 1 +c 5 . We must have c 1 +c 5 > 0. Thus (c 1 , c 5 ) = (1, 0), (0, 1), (1, 1). Let A 1 , A 2 , A 3 be the set of α ∈ ∆ + 0 satisfying (5.3.7) for (c 1 , c 5 ) = (1, 0), (0, 1) or (1, 1), respectively. By using the explicit description of the root system of type E 6 in [Bo] , We have
Summing up the above, we have
Then if we put X 1 = {β 1 , β 4 , β 6 }, X 2 = {β 2 , β 3 , β 5 }, we have (β, β ′ ) = 0 for β ∈ X 1 , β ′ ∈ X 2 , and β 1 + β 4 = β 6 , β 2 + β 3 = β 5 . Thus Σ + 0 = X 1 ⊔ X 2 gives a positive subsystem of type 2A 2 of ∆ + 0 . 5.4. Let ∆ 0,l (resp. ∆ 0,s ) be the set of long roots (resp. short roots) in ∆ 0 . We denote by ∆ + 0,l , ∆ + 0,s the corresponding positive roots. Put
(Σ + 0 is already defined in 5.3.) We also put
Note that Σ + l ′′ and Σ l ′′ are empty sets if ε = 2. Also note that Σ + s and Σ + l are σ-stable, and σ acts trivially on Σ + s . Let W 0 be the Weyl group associated to ∆ 0 . Then W 0 is a subgroup of W , and under the identification W ≃ W σ , W 0 is regarded as a subgroup of W . We define a subset E of ∆ 0 as follows; in the case where ε = 2, E is the W 0 -orbit of σ(α 0 ) in ∆ 0 (note that σ(α 0 ) ∈ ∆ 0 ), while in the case where ε = 3, E is the union of W 0 -orbit of σ(α 0 ) and of θ. We put E + = E ∩ ∆ + 0 . The following lemma holds.
Lemma 5.5. Under the notation above,
We know O(α 0 ) = δ − θ by (5.2.1) , and O(θ) = 2δ + θ (for the case ε = 3) by (5.2.2). Since any long root in ∆ 0 is conjugate to θ under W 0 , we see that, for any α ∈ E + , O(α) can be written as δ − β or 2δ + β, where β ∈ ∆ 0,l . Hence α ∈ Σ l ′ ⊔ Σ l ′′ . On the other hand, in the case ε = 2, if α ∈ ∆ + 0 satisfies the condition that O(α) = δ − β with β ∈ ∆ 0,l , then the coefficient of σ(α 0 ) in α is non-zero, while in the case ε = 3, if O(α) = δ − β or O(α) = 2δ + β for some β ∈ ∆ 0 , then the coefficient of σ(α 0 ) or σ 2 (α 0 ) is non-zero. It follows that α ∈ ∆ + 0 − (∆ ′ 0 ) + . Hence we have (5.5.1)
Assume that ε = 2. By (5.2.1), for each β ∈ ∆ 0,l one can find a unique α ∈ E + such that O(α) = δ − β. Hence |E + | = |∆ 0,l |. On the other hand, assume that ε = 3. By (5.2.1) and (5.2.2), for each β, one can find two α ∈ E + such that O(α) = δ − β, and a unique α ∈ E + such that O(α) = 2δ + β. Hence |E + | = 3|∆ 0,l |. It follows that
where c = 1 (resp. c = 3) if ε = 2 (resp. ε = 3). We note that (5.5.
3) The equality holds for (5.5.2).
This assertion can be verified by the case by case computation as follows.
Case (1) : ∆ 0 : type D 2n , ∆ ′ 0 : type A 2n−1 , and ∆ 0 : type B n . Hence, |∆ + 0 | = 2n(2n − 1), |(∆ ′ 0 ) + | = n(2n − 1) and |∆ 0,l | = 2n(n − 1). By (5.3.4), |Σ + 0 | = n. Thus the equality holds.
Case (2) : ∆ 0 : type D n , ∆ ′ 0 : type D n−1 , ∆ 0 : type C n−2 . Hence |∆ + 0 | = n(n−1), |(∆ ′ 0 ) + | = (n − 1)(n − 2), and |∆ 0,l | = 2(n − 2). By (5.3.5), |Σ + 0 | = 2. Thus the equality holds. 
(i) follows from this. Since (∆ ′ 0 ) + = Σ + l ⊔ Σ + s , (ii) also follows. The lemma is proved.
5.6.
For each m ≥ 0, and for x ∈ {s, l, l ′ , l ′′ }, we define subsets Σ
(Here and below, we assume m ≥ 1 for Σ ′ x (m) or Σ ′ x (m).) We denote by Σ x (m) the set of σ-orbits in Σ x (m), and define Σ ′ x (m) similarly. For x = 0 and m ≥ 0, we put
In the case where ε = 2, we have σ(Σ 0 (m)) = Σ ′ 0 (m + 1). While in the case where ε = 3, the following holds. Recall that Σ + 0 = A 1 ⊔ A 2 ⊔ A 3 in the notation of (5.3.8).
We have the following result.
Proof. For the proof of (i), it is enough to check this for β ∈ ∆ + 0 . But this is clear from Lemma 5.5 (ii). (ii) and (iii) also follow from Lemma 5.5. In the following, we only consider the case Σ x (m). The case Σ ′ x (m) is similar. The assertion is clear for Σ s (m) = Σ s (m). Now assume that ε = 2. If β = 2mδ + α ∈ Σ l (2m), then
gives an orbit in Σ l ′ (m). Next assume that ε = 3.
. This gives the required bijection.
6. The correspondence for PBW-bases 6.1. Let X h be the PBW-basis of U − q associated to h, and X h the PBW -basis of U − q associated to h as given in Section 1. In the case where σ preserves I 0 it was shown in [SZ] that σ acts on X h as a permutation, and the subset of σfixed elements in X h is in bijection with X h through the surjective homomorphism φ :
We want to extend this result to the case where σ does not preserve I 0 . However, in this case, the PBW-basis X h does not fit well with respect to the σ-action. In this section, we shall construct a new type of PBW-basis X ≺ of U − q associated to a certain convex order ≺ on ∆ min + by applying the discussion in Section 4, and consider the relationship between its σ-fixed part and a PBW-basis X h of U − q . 6.2. We consider the doubly infinite sequence h = (. . . , η −1 , η 0 , η 1 , . . . ) for W associated to ξ ∈ P cl as defined in 1.5, applied for U − q . We define a sequence h ′ = (. . . , i −1 , i 0 , i 1 , . . . ) by replacing η = η i by the corresponding subset {j 1 , . . . , j |η| } of I, namely,
For any k < ℓ, w = s η k · · · s η ℓ is a reduced expression for w ∈ W . We define w ∈ W by
In view of Proposition 5.7, we see that
It follows that (6.2.2) is a reduced expression of w ∈ W , and h ′ gives an infinite reduced word for W as in 4.4. Note that β k ∈ ∆ + is defined as in (1.5.1) by using h. We define β k ∈ ∆ + for k ∈ Z as in 4.4 by using h ′ . By (1.5.2), we know that
Recall Σ x (m), Σ ′ x (m) and Σ 0 (m), Σ ′ 0 (m) in (5.6.1) and (5.6.2). We define ∆
Also put (6.2.5) ∆
Then ∆
> and ∆
< are σ-stable, and in the case where ε = 2, σ permutes ∆
By Proposition 5.7, we have
< . 6.3. We define a total order ≺ on ∆ (0) > by β 0 ≺ β −1 ≺ β −2 · · · , and a total order ≺ on ∆ < . This implies that (6.3.1) ∆
< satisfies the condition (4.2.1). We shall define a total order on ∆ (1) > and ∆ (1) < . First assume that ε = 2. We write Σ + 0 as {γ 1 , . . . , γ t } in any order. We define a total order on ∆
> by the condition that mδ + γ i ≺ mδ + γ j for i < j, and mδ + γ i ≺ m ′ δ + γ j for m < m ′ and for any i, j. Similarly, we define a total order on ∆ (1) < by the condition that mδ − γ i ≺ mδ − γ j for i > j, and mδ − γ i ≺ m ′ δ − γ j for m > m ′ and for any i, j.
Next assume that ε = 3. Then Σ + 0 is given by (5.3.8). Σ + 0 = X 1 ⊔ X 2 in the notation there. We write them as
, and they give positive system of type A 2 . Let ∆ (1) be the subsystem of ∆ spanned by γ 1 , γ 2 , γ 0 = δ − θ 1 , and γ
are the highest roots in X 1 , X 2 . Thus ∆ (1) is the affine root system of type A (1) 2 × A (1) 2 . We denote by W 1 the Weyl group of ∆ (1) . We consider the infinite reduced word h (1) = (. . . , i −1 , i 0 , i 1 , . . . ) of W 1 defined by [BN] as in 1.5, and define β ′ k ∈ (∆ (1) ) re,+ for k ∈ Z as in (1.5.1). Then one can check that
We define a total order on ∆ (1)
, and a total order on ∆ (1) < by · · · ≺ β ′ 2 ≺ β ′ 1 . For the case either ε = 2 or ε = 3, we have
< satisfies the condition (4.2.1). In fact, in the case ε = 3, (6.3.3) follows from Lemma 4.3. The definition of the orders on ∆ (1)
< as in the case where ε = 3 is also available for the case ε = 2. Thus (6.3.3) holds also for ε = 2. (In the case where ε = 2, this can be checked directly as follows. It follows from the result in 5.3 that (γ i , γ j ) = 0 for i = j. Since ∆ 0 is simply laced, γ i + γ j / ∈ ∆ 0 for any i = j. This implies that β + β ′ is not contained in ∆ re for any β, β ′ ∈ ∆ (1) 
Lemma 6.4. ≺ gives a convex order of the standard type on ∆ min + . Proof. We show that ≺ gives a convex order on Σ min + . Then it is clear from (6.3.4) that it is of the standard type. Take β ∈ ∆ (0)
< , and assume that γ = β +β ′ ∈ ∆ + . We show that γ ∈ ∆ (0) > and β ≺ γ (resp. γ ∈ ∆ (0) < and γ ≺ β). In fact take β ∈ ∆ (0) > . If ε = 2, we have γ +σ(γ) = (β +σ(β))+(β ′ +σ(β ′ )) / ∈ Z >0 δ since (β + σ(β)) / ∈ Z >0 δ, (β ′ + σ(β ′ )) ∈ Z >0 δ. Thus γ ∈ ∆ (0) ⊔ ∆
< . This is shown also for the case where ε = 3, by using a similar argument as above. If β ′ ∈ ∆ < . We can write as β = mδ + α, β ′ = m ′ δ − α ′ and β + β ′ = m ′′ δ − α ′′ , where α, α ′′ ∈ Σ +
x with x = 0, and α ′ ∈ Σ + 0 . Then we have α + α ′′ = α ′ . This contradicts to α ′ ∈ Σ + 0 . Hence γ ∈ ∆ (0) > and β ≺ γ. The case where β ∈ ∆ (0) < is proved similarly. The lemma now follows from (6.3.1) and (6.3.3).
Remark 6.5. The convex order on ∆ min + defined above is the two-rows convex order in the terminology of [I2] . 6.6. From now on we fix the convex order ≺ on ∆ min + given in Lemma 6.4. We consider the PBW-basis X ≺ = {L(c, ≺) | c ∈ C } of U − q associated to ≺ as defined in (4.19.1). Note that since ≺ is standard type, S ≺ c 0 coincides with S c 0 . For each real root β ∈ ∆ + , we denote by f ≺ β the corresponding root vector. Now assume that β ∈ ∆ (0) < or β ∈ ∆ (0) > . We define a root vector f h ′ β by a similar formula as (4.9.1) for the infinite reduced word h ′ given in (6.2.1). (But note that here we consider the total order ∆ Proof. Assume that β ∈ ∆
> . Let β 0 be the minimal element for the order ≺. Since β is finitely far from β 0 , the order ≺ is given by β 0 ≺ · · · ≺ β N = β ≺ · · · for β 0 , . . . , β N ∈ ∆ (0) > . Thus one can find a finite set M containing β 0 , . . . , β N and containing γ, γ ′ such that γ + γ ′ = β i for all i. We can find a one-row convex order whose restriction on M coincides with ≺, and define f ≺ β by using this one-row order. Thus f ≺ β coincides with f h ′ β . The case where β ∈ ∆
< is similar.
6.8 We consider the action of σ on root vectors. Recall that σ preserves ∆ 
< are not necessarily σ-stable. In fact, in the case where ε = 2, σ permutes the sets ∆ (1) > and ∆ (1) < . We have the following result. Corollary 6.9. Assume that β ∈ ∆ (0)
> . Let h ′ be as in (6.2.1) obtained from h. . Then σ(h ′ ) also corresponds to h, and σ(h ′ ) is obtained from h ′ by the permutations of each factor η k in (6.2.1). We see that σ
> . This holds also for β ∈ ∆ (0) < . The corollary then follows from Lemma 6.8.
6.10.
We consider the action of σ on S c 0 . Since I 0 is not σ-stable, S c 0 is not σ-stable. But if we consider the subset I ′ 0 of I 0 , then I ′ 0 is σ-stable. It is clear from the discussion in 1.5 that σ( P i,k ) = P σ(i),k for i ∈ I ′ 0 , where P i,k is defined in (1.5.7). Note that since U − q is untwisted, d i = 1 in this case. Recall the I 0 -tuple of partitions c 0 = (ρ (i) ) i∈I 0 as in 1.5. We regard the I ′ 0 -tuple of partitions c 0 = (ρ (i) ) i∈I ′ 0 as I 0 -tuple of partitions by putting ρ (i) empty partition for i / ∈ I ′ 0 . Then σ acts on the set of I ′ 0 -tuple of partitions by σ(c 0 ) = c ′ 0 , where c ′ 0 = (ρ (σ(i)) ) i∈I ′ 0 . The following is immediate from the definition. Lemma 6.11. Assume that c 0 is an I ′ 0 -tuple of partitions. Then we have σ(S c 0 ) = S c ′ 0 , where c ′ 0 = σ(c 0 ) is defined as above.
6.12. We now consider the action of σ on the PBW-basis X ≺ . Although σ does not preserve X ≺ , we can determine the subset X σ ≺ of σ-fixed elements in X ≺ . Take c = (c + , c 0 , c − ) ∈ C with c + = (c β ) β≺δ , c − = (c γ ) δ≺γ . Let C + be the set of c + such that c β = 0 for β ∈ ∆ (1) > , and C − the set of c − such that c γ = 0 for γ ∈ ∆ (1) < . Then σ acts on C + , and on C − as permutations, and we denote by C σ + , C σ − the subset of σ-fixed elements. We also denote by C 0 the set of I ′ 0 -tuple of partitions as in 6.10, and C σ 0 the set of σ-fixed elements in C 0 . We define a subset C σ as the set of c = (c + , c 0 , c − ) ∈ C such that c + ∈ C σ + , c 0 ∈ C σ 0 , c − ∈ C σ − . We also consider the set X h = {L(c, 0) | c ∈ C } of PBW-basis of U − q (the case where p = 0). Then as in [SZ] , we have a natural bijection C σ ≃ C . We have the following result.
Theorem 6.13. X σ ≺ = {L(c, ≺) | c ∈ C σ }. Proof. By Corollary 6.9 and Lemma 6.11, we see that {L(c, ≺) | c ∈ C σ } is contained in X σ ≺ . We show the equality holds. Let b(c, ≺) the canonical basis associated to L(c, ≺). We first note that (6.13.1) If L(c, ≺) is σ-invariant, then b(c, ≺) is also σ-invariant.
In fact, assume that L(c, ≺) is σ-invariant. This implies that b(c, ≺) − σ(b(c, ≺)) is a linear combination of b(c ′ , ≺) − σ(b(c ′ , ≺)) with coefficients a c,c ′ ∈ qZ [q] . Since σ commutes with the bar-involution, this implies that a c,c ′ = 0 for any c ′ . Thus (6.13.1) holds.
For ν ∈ Q σ we consider the subset B σ (ν) of B as in 2.11. We can also define a subset X σ ≺ (ν) of X ≺ consisting of σ-fixed elements with weight ν. Then (6.13.1) implies that (6.13.2) |X σ ≺ (ν)| ≤ | B σ (ν)|/2.
Let X h (ν) be the subset of X h consisting of elements with weight ν ∈ Q. It is known that |X h (ν)| = dim(U − q ) ν . By Proposition 2.12, under the identification Q σ = Q, ν ↔ ν, we have | B σ (ν)|/2 = dim(U − q ) ν . Hence (6.13.3) |X h (ν)| = | B σ (ν)|/2
On the other hand, by a similar discussion in [SZ] , we see that (6.13.4) ♯{L(c, ≺) ∈ (U − q ) ν | c ∈ C σ } = |X h (ν)|.
Combining (6.13.2), (6.13.3) and (6.13.4), we have, for any ν ∈ Q σ , (6.13.5)
The theorem follows from (6.13.5).
6.14. Each L(c, ≺) ∈ X σ ≺ gives an element in A ′ U −,σ q , hence we can consider the image π(L(c, ≺)) ∈ V q . On the other hand, for any L(c, 0) ∈ X h , we can consider the image Φ(L(c, 0)) ∈ V q . The following result is a generalization of [SZ, Theorem 2.10, (i)], and is proved in a similar way by using [SZ, Lemma 1.13 ].
Theorem 6.15. Φ(L(c, 0)) = π(L(c, ≺)) under the correspondence C ≃ C σ , c ↔ c.
By making use of the parametrization of canonical basis in terms of the PBWbasis, the bijection B σ ≃ B can be described explicitly as follows. Theorem 6.16. We have B σ = {±b(c, ≺) | c ∈ C σ } and B = {±b(c, 0) | c ∈ C }. The correspondence φ : B σ ∼ − → B in Theorem 3.18 is given by the bijection C σ ∼ − → C , c → c.
The following result is a generalization of [SZ, Theorem 0.10] , and is proved by using Theorem 2.4, Theorem 6.15 and Theorem 6.16. (Note that in [SZ] , the expansion of canonical bases in terms of PBW-bases was considered. However, such a formula does not hold in the general setting since σ permutes B, but does not permute X ≺ .) Corollary 6.17. Let L(c, 0) be the PBW-basis of U − q , and L(c, ≺) be the corresponding σ-stable PBW-basis of U − q with c ∈ C σ , c ∈ C under the bijection in Theorem 6.15. We write them as ≺) is the σ-stable canonical basis of U − q corresponding to d, then we have a ′ d ′ ≡ a d (mod ε).
