A microscopic definition of the thermodynamic entropy in an isolated quantum system must satisfy (i) additivity, (ii) extensivity and (iii) the second law of thermodynamics. We show that the diagonal entropy, which is the Shannon entropy in the energy eigenbasis at each instant of time, meets the first two requirements and that the third requirement is satisfied if an arbitrary external operation is performed at typical times. In terms of the diagonal entropy, thermodynamic irreversibility follows from the facts that the Hamiltonian dynamics restricts quantum trajectories under unitary evolution and that the external operation is performed without referring to any particular information about the microscopic state of the system.
I. INTRODUCTION
. Entropy is a concept in thermodynamics consistent with all empirical facts on a macroscopic scale, satisfying (i) additivity, (ii) extensivity, and (iii) the second law of thermodynamics. Here (iii) dictates that, upon an external operation on an isolated system, entropy stays constant if the operation is quasi-static and otherwise increases [1] . However, a quantum-mechanical definition of the thermodynamic entropy which satisfies all the three requirements has not been established [2] . For example, the von Neumann entropy (vN-entropy) S vN (ρ) ≡ −tr(ρ lnρ), whereρ is the density operator of the system (the Boltzmann constant is set to unity in this paper), does not satisfy (iii) because the vNentropy stays constant under any unitary evolution including non-quasi-static external operations [3] . Now that isolated quantum systems have experimentally been realized, for example, in ultracold atomic systems [4] [5] [6] , it seems urgent to seek for a microscopic definition of the thermodynamic entropy.
The difficulty in deriving the second law from quantum mechanics lies in the fact that the former asserts irreversibility while the latter presupposes unitary evolution, which is reversible. For essentially the same reason, it is also nontrivial how thermalization occurs in an isolated quantum system. The notion of "typicality" has recently advanced the understanding for the latter problem [7, 8] . A great majority of pure states in a microcanonical energy shell, or typical pure states, have been shown to represent thermal equilibrium [9] [10] [11] [12] . Furthermore, it has also been shown that, during a long-time unitary evolution with a time-independent HamiltonianĤ, a stationary state is seen at almost every time, or typical times, under proper assumptions (see Assumptions 1 and 2 below) [13] [14] [15] [16] [17] [18] [19] . The reason why the stationary state is seen at typical times is because recurrences occur repeatedly in unitary evolution, which is reversible [20] . However, since the recurrence time grows exponentially with the degrees of freedom of the system, we rarely, if ever, encounter them. We note that all the information about the stationary state is encoded only in the diagonal elements of a statê ρ in the eigenbasis ofĤ because the off-diagonal elements oscillate at different frequencies and are averaged out [14, 15] .
The diagonal entropy (d-entropy) [21] describes the thermodynamic entropy of the stationary state and is defined by
where ρ nn are the diagonal elements ofρ in the energy eigenbasis at each instant of time. The d-entropy consists only of the diagonal elements because they retain the information about the stationary state. In particular, ifρ is a diagonal operator such as the canonical ensemble, the d-entropy coincides with the vN-entropy. We note that the d-entropy has been shown to possess (i) additivity and (ii) extensivity [21] . The d-entropy stays constant during unitary evolution with a time-independent Hamiltonian because the stationary state does not change. In this paper we do not discuss the entropy for non-stationary states, which is believed to monotonically increase as the system approaches the stationary state; however, it still remains unclear if such entropy can be defined locally in time [22] . Nevertheless, the d-entropy does not contradict Boltzmann's H-theorem because the sum of d-entropies of subsystems grows in time as the system approaches a stationary state [21] .
In this paper we show that the d-entropy satisfies (iii) if an arbitrary unitary operation is performed at typical times. Considering that a stationary state is achieved at typical times as mentioned above, it seems sufficient that (iii) holds for typical operation times because (equilibrium) thermodynamics assigns entropy only to equilib-rium states and the second law refers to an external operation which changes one equilibrium state to another. Furthermore, no function is known to satisfy (iii) for anŷ ρ and unitary operationV . This is because because, if V , which changesρ intoρ ′ =VρV † , increases S, then the inverse operationV † decreases S when applied toρ ′ . Thus, we believe that the d-entropy is, at this moment, the best microscopic definition of the thermodynamic entropy regarding (i), (ii), and (iii).
II. SETUP
. Let the dimension of the Hilbert space H be D, which is either finite or countably infinite. At time t = 0 the state of the system is represented by the density matrixρ 0 , which is either pure or mixed. From t = 0 to τ , the evolution is governed by a time-independent HamiltonianĤ. At t = τ we perform an external operation represented by an arbitrary unitary operatorV [23] . The state immediately after the operation is given bŷ
After the operation the evolution is governed by a time-independent HamiltonianĤ ′ . The operation is either cyclic (
be the eigenstates of the HamiltoniansĤ andĤ ′ , respectively. Namely, it follows thatĤ |E n = E n ketE n and
D}).
We make the following assumption on the energy spectra {E n } Assumption 1(B), which implies that all spacings between two different eigenenergies are different, is believed to hold in systems of interacting particles and known as a necessary condition for a stationary state to be reached in isolated quantum systems [13, 14, 17, 24] .
To show the second law in this setup, we denote the d-entropies before the operation as S 0 and after it as S ′ (τ ). Introducing ρ
kl with U mn ≡ E ′ m |V |E n denoting the transition amplitude between |E n and |E ′ m caused by the operation.
III. RIGOROUS LOWER BOUNDS FOR THE D-ENTROPY AFTER THE OPERATION
. Before discussing the general initial state including pure states, we note that the second law holds if the initial state of the system is diagonal in the energy eigenbasis:ρ
The initial d-entropy is S 0 since the diagonal elements of ρ 0 andρ DE are equal. The state immediately after the operation isρ
mm , the d-entropy after the operation is given by S ′ DE ≡ − n µ n ln µ n , which satisfies
from Jensen's inequality and the doubly stochastic prop-
. Although the above argument ensures the second law if the initial state is diagonal in the energy eigenbasis [25, 26] , it is not applicable to a sequence of operations since the final state is not always diagonal. To resolve this problem, we discuss an arbitrary initial statê ρ 0 whose off-diagonal elements are not necessarily zero due to superpositions of the energy eigenstates. Our first result is that the off-diagonal elements make a negligibly small contribution, which is less than 1 in the long-time average of the d-entropy (see Supplemental Material for the proof).
where
We note that the d-entropy, unlike any other observable, is a non-linear function of the density matrix and therefore S ′ (τ ) is not equal to the d-entropy ofρ ′ (τ ) = ρ ′ DE . Theorem 1 asserts that the difference between them caused by the nonlinearity is less than 1.
As discussed later, Theorem 1 together with (3) leads to the second law for S ′ (τ ) when the entropies are extensive, and therefore 1 on the right-hand side of (4) can be ignored.
Our second result is the following theorem, which gives the probability of τ with which S ′ (τ ) is larger than a certain value (see Supplemental Material for the proof).
Theorem 2.
. (5) where R ≡ m,n ν mn ln µ m ln µ n and ν mn ≡
a uniform distribution of τ over τ ≥ 0 [13, 14] .
As discussed later, Theorem 2 ensures the second law with unit probability in the thermodynamic limit, where S 2/3 0 is negligible compared with S 0 .
IV. EXTENSIVITY OF THE D-ENTROPY AND TWO SECOND LAWS IN LATTICE SYSTEMS
. To derive the second law of thermodynamics, we consider a lattice system with the number of sites N , which is a large but finite positive integer. We assume that the total Hilbert space H is the direct product of every Hilbert space at site i:
We also assume that each local Hilbert space H i has the same dimension d(≥ 2). We note D = dim H = d N . The extensivity of the d-entropy is guaranteed by the following assumption onρ 0 .
Assumption 2. An effective dimension, D eff , is exponentially large in the number of sites N :
Since we can derive ln Assumption 2 ensures that the initial state, which is non-stationary in general, reaches a stationary state during unitary time evolution [14, 16, 24] . This is consistent with the fundamental requirement of thermodynamics that a system reaches thermal equilibrium when left alone for a long period of time. We note that Assumption 2 holds unless an extremely small number of energy eigenstates are involved inρ 0 . This is because D eff represents an effective number of the populated energy eigenstates and the number of energy eigenstates in a given energy shell is of the order of e O(N ) . To describe the two second laws, we define and ∼ respectively as ≤ and = with sub-leading terms in N ignored. First, Theorem 1 and (3) lead to S 0 − 1 ≤ S ′ (τ ). Thus, we obtain Corollary 1 below. Second, Theorem 2, together with R = e −O(N ) (see Supplemental Information for details), leads to Corollary 2 below.
Corollary 1 (The second law for the time-averaged d-entropy).
Corollary 2 (The second law for typical operation times).
We note that the inequality S 0 ≤ S ′ (τ ), which is stronger than (7), does not hold in general. If the initial state is, for example, at the infinite temperature, or ρ 0 nn = 1/D (n = 1, 2, . . . , D) and not every ρ 0 mn is zero for m = n, the d-entropy decreases upon an external operation. However, our results show that the decrease is subextensive and thus negligible for almost all τ . Namely, once the state reaches the infinite temperature, the dentropy saturates within sub-extensive fluctuations. We also note that Corollary 2 does not contradict the inverse process mentioned at the end of the introduction. Here we fix τ = τ 1 and suppose S 0 < S ′ (τ 1 ). Letρ ′ (τ 1 ) evolves withĤ ′ for a period of time τ 2 and
′ τ2/ be the final state of the forward process. We define the inverse process such that the initial state isρ This argument accentuates the need for choosing properly not only what operation to perform but also when to do it to decrease the d-entropy. In particular, unless we know the timing to do it based on information about the microscopic state of the system, the increase of the d-entropy is unavoidable.
V. GEOMETRICAL INTERPRETATION OF THE ASYMMETRY BETWEEN ENTROPY INCREASE AND DECREASE
. To understand the physical origin of the asymmetry between entropy increase and decrease, let us consider a qubit, where D = 2 and two energy eigenstates are |0 and |1 . Each quantum state, which is described by a 2 × 2 density matrixρ, is represented by a point on or inside a unit sphere called the Bloch sphere [27] (see Fig. 1a ). Here the x-, y-, and z-coordinates are given by tr[ρσ a ] (a = x, y, z), where σ a 's are the Pauli matrices. The d-entropy of each state depends only on its z-component and monotonically increases from the poles to the equatorial plane (see Fig. 1b) .
During the unitary evolution with the time-independent Hamiltonian, a pure state traces a circle around the z-axis which we call a quantum trajectory. The corresponding diagonal ensembleρ DE lies at the center of the trajectory (see Fig. 1c) . A unitary external operation, together with a change in the energy eigenbasis, causes a unitary transformation on the quantum trajectory, which is represented by a rotation on the Bloch sphere. Thus, the quantum trajectory tilts withρ DE changing intoρ ′ DE (see Fig. 1d ). Sinceρ ′ DE is closer to the equatorial plane thanρ DE , the d-entropy is more likely to increase than decrease for the states on the trajectory (see Fig. 1d ). Thus, S 0 < S ′ (τ ) holds with more than 50% probability [28] . We note that Corollary 2 asserts that, as D increases, this asymmetry is enhanced and the probability that the d-entropy decreases becomes vanishingly small.
The asymmetry in the entropy change originates from the fact that the quantum trajectory is restricted to a circle around the z-axis, which breaks the invariance of the Hilbert space under an arbitrary unitary transformation. No matter how complex the system might be, a welldefined Hamiltonian specifies a preferred basis, thereby restricting possible quantum trajectories.
VI. UNIVERSAL SUB-EXTENSIVE CORRECTION IN THE D-ENTROPY CHANGE
. Sub-extensive corrections in the d-entropy can be observed in the systems having D not more than 10 5 . We conjecture that S ′ DE − S ′ (τ ) is actually bounded by the following inequality, which is tighter than (4).
Conjecture.

≤ S
where γ = 0.5772 . . . is Euler's constant. The equality on the right-hand side of (9) holds no matter what the initial state and the operation are, as long as the initial state is pure and the operation causes numerous transitions between energy eigenstates.
The conjecture is obtained as follows. We can easily show ρ ′ nn (τ ) = µ n and ρ ′ nn (τ ) 2 ≤ 2µ 2 n , from which we
where Γ(x) is the gamma function. This leads to the right inequality in (9) in the limit ǫ → 0 since Γ ′ (2) = 1 − γ. We give numerical evidence for the conjecture. We consider 5 hard-core bosons on a two-dimensional lattice of twenty sites, which are arranged in a 4 × 5 rectangle with free boundaries. The coordinates at site i are denoted by (x i , y i ) where x i = 0, 1, 2, 3 and y i = 0, 1, 2. The total Hamiltonian is the sum of the kinetic energŷ We note that this universal constant was also found numerically in the analysis of the d-entropy in periodically driven systems [29] .
For a pure state and a unitary external operation which causes numerous transitions between energy eigenstates, we can analytically derive the universal constant 1 − γ by the replica trick [30] or from the fact that each ρ ′ nn (τ ) obeys an exponential distribution whose mean is µ n [31] .
The constant 1 − γ can be a signature for the state to be pure if we can measure the eigenenergies of the system or D diagonal elements of the density matrix. Since we usually have to know D 2 elements of the density matrix including the off-diagonal elements to measure the purity of the state [32] , the above criterion of judging the purity of the state is expected to have a practical advantage.
VII. CONCLUSION
. In this paper we have shown that the d-entropy satisfies the second law for typical operation times (Corollary 2) under two assumptions, which ensures that a stationary state is reached in an isolated quantum system. This result implies that the d-entropy is, at this moment, the best microscopic definition of the thermodynamic entropy regarding additivity, extensivity, and the second law. In terms of the diagonal entropy, irreversibil-ity occurs because the Hamiltonian dynamics restricts the physically allowed quantum states and the operation is performed without referring to any information about the microscopic state of the system. We have also shown that the entropy change caused by a unitary external operation includes the universal sub-extensive correction 1 − γ.
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IX. NOTE ADDED
. We became aware of independent work by Tasaki and coworkes [33, 34] . While they also discuss the second law in isolated quantum systems with the operation times uniformly distributed, they only address cyclic operations (Ĥ =Ĥ ′ ) in which case only the total energy is needed for discussion.
contribute to the d-entropy as shown below, where
To justify the assumption µ n > 0, we note 
we obtain ρ ′ nn (τ ) = 0 for all τ and n such that µ n = 0. Thus, ρ ′ nn (τ ) such that µ n = 0 does not contribute to the d-entropy after the operation which is given by
Appendix A: Lemmas to prove Theorem 1, 2 and 3
To prove Theorems 1 and 2 in the manuscript and Theorem 3 given in Section D below, we begin by showing two useful lemmas. Lemma 1 gives the long-time averages of ρ ′ nn (τ ) and that of its correlation over τ and Lemma 2 gives its property.
Proof. The left-hand sides of Eqs. (A1) and (A2) are
Assumption 1 in the manuscript leads to
Substituting Eq (A6) in Eq. (A4), we obtain Eq. (A1). Similarly, with Eq (A7) substituted in Eq. (A5), the first term on the right-hand side of Eq. (A7) gives µ m µ n and the second and third terms give ν mn . Thus, we obtain Eq. (A2).
Lemma 2.
Proof. First, the inequality ν mn ≤ν mn follows from
Second, we prove the inequalityν mn ≤ µ m µ n . We notẽ
Here we also note
which follows from |U mk U nl − U ml U nk | 2 ≥ 0. From (A10) and (A11), we obtaiñ
where we used (11) to obtain (A13).
Taking the long-time averages of each side of (C8), we obtain (C6).
Proof of Theorem 2. From Lemma 4 and Lemma 5 with
Then, we obtain
where we used S 0 ≤ S ′ DE to obtain the last inequality.
Appendix D: the exponential smallness of R
In this section, we show that R is exponentially small in the number of sites of a lattice system, N , under Assumption 2, which states that an effective dimension is exponentially large in N :
This result is due to the following theorem.
Theorem 3.
holds for any integer D (≥ 2).
Theorem 3 ensures that R is exponentially small in N from Eq. (D1) and D = d N .
Proof. Since Lemma 2 leads to
it is sufficient to prove Theorem 3 forR instead of R. We separateR into two parts as R = 
where the last equality follows from m U mk U * ml = δ kl . Multiplying (D16) by D 1/2 eft , we obtain (D15). Second, noting that −µ n ln µ n ≤ 2D −2 ln D since µ n < D −2 ≤ 4, we havẽ 
Here, the last inequality holds because (m,n)∈A µ m = D.
Finally, as we did forR 2 , we havẽ
Here, the last inequality follows from (m,n)∈A 1 = D 2 .
Combining (D3) (D13), (D14), (D17), and (D18), we obtain (D2).
