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The proximity-induced couplings in graphene due to the vicinity of a ferromagnetic insulator are analyzed.
We combine general symmetry principles and simple tight-binding descriptions to consider different orientations
of the magnetization. We find that, in addition to a simple exchange field, a number of other terms arise. Some
of these terms act as magnetic orbital couplings, and others are proximity-induced spin-orbit interactions. The
couplings are of similar order of magnitude, and depend on the orientation of the magnetization. A variety of
phases, and anomalous Hall effect regimes, are possible.
Introduction. Electrons in graphene placed in proximity
to a ferromagnet experience an induced exchange field that
modifies spin-transport properties. The exchange field results
from virtual electrons hopping between the graphene layer
and the ferromagnet. For instance, on an yttrium-iron garnet
(YIG) substrate, this leads to magnetoresistance, spin-current-
to-charge-current conversion [1], and spin precession from in-
duced ferromagnetism [1–3]. Furthermore, in addition to in-
duced ferromagnetism, we can also expect induced spin-orbit
coupling (SOC) in graphene because atoms in the YIG sub-
strate have non-negligible SOC [1]. The YIG ferromagnetism
breaks time-reversal symmetry and thus gives rise to orbital
couplings in the graphene layer which are not invariant under
time inversion. We can expect similar effects on graphene in
proximity to an EuO ferromagnet [4–7]. Heavy atoms near
a graphene layer can, in general, induce non-trivial spin-orbit
couplings [8], and these effects have been experimentally con-
firmed [9–12]. With such experimental platforms now avail-
able, we can attempt to engineer proximity-induced interac-
tions in graphene for spintronics applications [13–15].
In the present work, we analyze the general interactions in-
duced in a graphene layer by proximity to a ferromagnetic in-
sulator with a significant SOC. We give a classification of the
possible terms allowed by lattice symmetries, and present sim-
ple models which allow us to determine the relative strengths
of the various terms. The resulting electronic structure of
graphene depends sensitively on the balance between these
couplings, and can exhibit a number of interesting topological
features. We discuss the main features of the different possi-
ble phases.
The model. For simplicity, we consider the interaction be-
tween a graphene sheet and the top layer of a magnetic sub-
strate. While this approach does not allow us to make quan-
titative numerical predictions for the strength of the induced
couplings in graphene, this is sufficient for a general analysis
of the type of perturbations and their relative strengths. It is
worth noting that the couplings between graphene and a sub-
strate depend exponentially on the distance between the two
systems, so that a quantitative theoretical study is, in any case,
extremely challenging. We further assume that the magnetic
atoms form a lattice commensurate with the graphene layer,
and neglect the effects of disorder. This approximation im-
plies that the allowed couplings satisfy translational symme-
try. As an average translational symmetry over long scales can
be defined for any substrate orientation, this approximation
will capture the leading couplings. In the absence of the sym-
metries considered here, other terms are possible, although it
can be expected that they will be of smaller magnitudes. Fi-
nally, we neglect the coupling between magnetic atoms. Such
couplings will lead to dispersive bands in the graphene layer.
Our goal is to define effective couplings in the graphene layer
at the K and K ′ points of the Brillouin zone. Thus, in princi-
ple, we need only consider the states at these high symmetry
points in the bands of the magnetic layer. The neglect of dis-
persion in the magnetic bands does not change the symmetry
of the required states, and the hopping between graphene and
the magnetic layer does not depend on the hopping within the
magnetic layer. Hence, this approximation is sufficient to cap-
ture the general properties of the effective couplings in which
we are interested. The geometry of the model is sketched in
Fig. 1a.
The spin-orbit coupling splits the electronic levels of the
magnetic layer into multiplets defined by the total angular mo-
mentum J = L + S. We expand the couplings induced in the
graphene layer in powers of momenta around the K and K ′
points. The leading terms are momentum-independent. The
effective Hamiltonian at the K and K ′ points is characterized
by three variables which can take two values each: sublattice,
valley, and spin [16]. Hence, the effective Hamiltonian can be
written as an 8 × 8 matrix. This matrix can be expressed in
terms of 2×2 Pauli matrices in the sublattice, valley, and spin
subspaces, σµ, τµ, and sµ, with µ ∈ [0, 1, 2, 3]. The unper-
turbed Hamiltonian is then H0 = Dτ0 ⊗ σ0 ⊗ s0, where D
is the Dirac energy, which we choose as the zero of energy.
Here. we define matrices with µ = 0 as identity matrices,
which henceforth will be left implicit.
Results. We now consider the effect of a ferromagnetic
layer. Since the atoms on this layer are magnetized, we only
consider the lowest-energy orbital for a given total angular
momentum for each magnetic atom; since it is magnetized, its
angular momentum projection is fixed as well. This approx-
imation holds when other orbitals lie at energies much fur-
ther away from the Dirac energy of graphene, or, alternatively,
when the hopping to graphene from these magnetic orbitals is
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Figure 1. (a) Lattice of graphene-ferromagnet bilayer. The A sub-
lattice of graphene is shown in red, while the B sublattice is shown
in orange. The yellow dots represent the ferromagnetic atoms placed
on top of graphene at the center of each hexagon. (b) The phases of
the Bloch wavefunction of graphene for each sublattice at the K and
K′ points. (c)-(d) Mirror reflection symmetry of in-plane magneti-
zation. The green arrows indicate the projection direction of angular
momentum, which behave as pseudovectors under reflection.
suppressed. In this limit, we only allow the graphene electrons
to hop to the lowest-energy magnetic orbitals on the nearest-
neighbor magnetic atoms. This modifies the low-energy band
structure of graphene. In principle, these proximity-induced
interaction terms can, to lowest order, be written as linear
combinations of τµ⊗σν⊗sυ that respect the underlying sym-
metries of the lattice. When the magnetization is out-of-plane,
i.e., in the z-direction, the relevant symmetries of the Bloch
wavefunctions at the K and K ′ points are 2D inversion, I,
and 120◦ rotation,R 2pi
3
:
I = τx ⊗ σx ⊗ isz,
R 2pi
3
=
(
1
2
+ i
√
3
2
τz ⊗ σz
)
⊗
(
1
2
+ i
√
3
2
sz
)
.
(1)
All the terms which respect these two symmetries are listed
in Table I (see the appendix for additional details). Through-
out this work, we neglect terms which contain K-K ′ mixing
elements, since intervalley scattering is negligible unless the
bilayer system forms a superlattice of at least three graphene
unit cells. We further classify the remaining terms according
to their transformation under time reversal, defined by
T = τx ⊗ isyK, (2)
where K is the complex conjugation operator.
When the magnetization is aligned in the plane of the sub-
strate, we break rotational and inversion symmetries. How-
ever, when the magnetization points to a graphene carbon
Magnetization T -symmetric T -antisymmetric
Out-of-plane, z τz ⊗ σz ⊗ sz
σy ⊗ sx − τz ⊗ σx ⊗ sy
sz
τz ⊗ σz
In-plane, x
σx
σy ⊗ sz
τz ⊗ sx
τz ⊗ σx ⊗ sx
τz ⊗ σz ⊗ sy
sx
σx ⊗ sx
σz ⊗ sz
τz
τz ⊗ σx
τz ⊗ σy ⊗ sz
In-plane, y
σx
σz
σy ⊗ sy
τz ⊗ sz
τz ⊗ σx ⊗ sz
τz ⊗ σz ⊗ sx
sy
σy
σx ⊗ sy
σz ⊗ sy
τz ⊗ σy ⊗ sz
Table I. Classification of possible proximity-induced interaction
terms based on symmetries. The left column lists the direction of the
magnetization, and each row lists all the terms which are consistent
with the symmetries imposed by that magnetization direction. Terms
in the middle column are even under time-inversion, and terms in
the right column are odd. We have omitted terms which are related
to each other by a 90o-rotation in the spin Hilbert space about the
magnetization axis.
atom (e.g. along the x-direction) or points to the midpoint
of the line joining two nearest-neighbor carbon atoms (e.g.
along the y-direction), we still have mirror reflection symme-
try in the plane perpendicular to the magnetization direction,
as shown in Fig. 1c and d. In these two special orientations,
the number of allowed terms is restricted by reflection sym-
metry. For instance, if the magnetization is aligned along the
x-direction, then the lattice is invariant under reflection over
the y-z plane, and the corresponding Hamiltonian commutes
with the mirror operator
My = σx ⊗ isx. (3)
Similarly, if the magnetization is in the y-direction, then the
lattice is invariant under reflection over the x-z plane, and the
corresponding Hamiltonian commutes with the mirror opera-
tor
Mx = τx ⊗ isy. (4)
All the terms which are consistent with these reflection sym-
metries are listed in Table I.
Based only on symmetry considerations, we have arrived at
a set of possible proximity-induced interaction terms for three
independent magnetization directions. We now construct sim-
ple microscopic tight-binding models that give us magnitude
estimates of these terms. We consider a magnetic d-orbital
with magnetization in a particular direction. The hopping be-
tween the graphene orbitals and the magnetic orbitals can be
approximated by the Slater-Koster method [17] in terms of
3two-center integrals Vpdσ and Vpdpi that are exponentially sup-
pressed by increasing distance between the centers of the or-
bitals. In the limit of weak coupling between the magnetic
ions and the graphene carbon atoms, we can consider the ef-
fect of hopping between the two layers as a small perturba-
tion on the wavefunction of graphene at the Dirac points. The
first-order correction to the graphene wavefunction is found
by summing the hopping orbitals over a graphene hexagon
|δψG〉 =
∑
τ,σ,s,j
tjs
M
∣∣ψjτ,σ,s〉 , (5)
where τ , σ, s, denote the valley, sublattice, and spin indices
at the lattice site j around the hexagon. The coefficient tjs is
the strength of the hopping from the carbon atom at site j with
spin s to the magnetic orbital, M is the energy of the magnetic
orbital, and
∣∣ψjτ,σ,s〉 is the graphene orbital with the appropri-
ate phase as defined in Fig. 1b. The effective Hamiltonian is
found by projecting the full Hamiltonian onto the basis of the
perturbed wavefunctions.
In the case of magnetization in the out-of-plane direction,
we find the following effective Hamiltonian
Heff = λZsz + λQHτz ⊗ σz + λQSHτz ⊗ σz ⊗ sz
+ λSO (τz ⊗ σx ⊗ sy − σy ⊗ sx) .
(6)
Here, the sz term is a Zeeman exchange, the τz ⊗ σz term is
the Haldane quantum orbital Hall effect [18], the τz⊗σz⊗ sz
term is the Kane-Mele quantum spin Hall effect [19], and the
(τz ⊗ σx ⊗ sy − σy ⊗ sx) term is the Rashba spin-orbit cou-
pling [20]. From this simple tight-binding model, we have
found all four possible physically-distinct couplings that are
allowed by symmetry. Separately, these terms have been stud-
ied and classified topologically. The Haldane term leads to
the quantum anomalous Hall effect in the absence of external
magnetic fields. The Kane-Mele term, in a system with time-
reversal symmetry, gives rise to symmetry-protected topologi-
cal edge states. The exchange term and the Rashba term inde-
pendently do not give rise to gaps near the Dirac points. How-
ever, a combination of these two terms also leads to the quan-
tum anomalous Hall effect [21, 22]. Our perturbative micro-
scopic model suggests that all of these terms will be present
with the same order of magnitude as all of them are due to the
same hopping processes from graphene to magnetic orbitals
and back. Therefore, they must be considered simultaneously.
For instance, for a fully spin-polarized magnetic orbital with
j = 5/2 and jz = 5/2, the Rashba coupling term is extremely
small, and all the other terms are approximately equal in mag-
nitude. This is because the Rashba term describes spin-flip
processes that are prohibited by having a spin-polarized or-
bital. To obtain the Rashba coupling, we should instead con-
sider a magnetic orbital with non-maximal spin projection,
such as a state with j = 5/2 and jz = 3/2. In this case,
the tight-binding approach predicts that the Rashba term is of
the same order of magnitude as the other three terms.
These terms in combination give rise to a rich tapestry
of topological features [23–27]. For a spin-polarized or-
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Figure 2. (a) Phase diagram from proximity-induced interactions due
to a spin-polarized magnetic orbital in the out-of-plane direction. (b)-
(e) Representative band structures around the K point for the half-
metallic, semi-metallic, quantum Hall, and quantum spin Hall phases
respectively. The coupling constants are given in triplets of the form
(λZ, λQH, λQSH) in units of meV. Blue bands belong to up-spins, and
red bands belong to down-spins.
bital in the z-direction, we can induce a Zeeman splitting,
a Haldane orbital-hopping, and a Kane-Mele spin-orbit cou-
pling. When the Zeeman term dominates, |λZ| > |λQH| and
|λZ| > |λQSH|, we have a half-metal, meaning that if the Fermi
energy is in the bulk band gap for one spin species, it lies in-
side the conduction band or the valence band of the other spin
species. Consequently, electrons at the Fermi surface are spin-
polarized, and can be harnessed for spintronic applications.
Different spin species can be selected by adjusting the Fermi
level or by changing the sign of λZ. Increasing the strength
of the Haldane and the Kane-Mele terms, we enter the insu-
lating phase where there is a common bulk gap for both spin
species. Assuming the Fermi energy is in the gap, this phase
can be classified according to the Chern numbers Cτ,s for the
valence bands of spins s at the τ valleys
Cτ,s = 1
2pi
∫
d2k(Ωτ,s)z, (7)
where the Berry curvature is given by
Ωτ,s = i 〈∇kψτ,s| × |∇kψτ,s〉 , (8)
and |ψτ,s〉 are valence-band eigenstates of the low-energy
Hamiltonian around the τ valley. When an insulator has a non-
zero Chern number, C = ∑τ (Cτ,↑ + Cτ,↓), we have a Chern
insulator that hosts the quantum Hall effect with Hall conduc-
tance C = e2C/h. This occurs when the Haldane term domi-
nates the Kane-Mele term, |λQSH| < |λQH|. Where the Chern
number vanishes, we can define a different topological invari-
ant called the spin Chern number 2Cs =
∑
τ (Cτ,↑ − Cτ,↓).
When Cs = ±1, this phase supports the quantum spin Hall
effect where there are spin-polarized edge states. However,
unlike in a time-reversal-invariant topological insulator, these
edge states are not symmetry-protected, and can backscatter
[23]. This phase occurs when the Kane-Mele term domi-
nates over the Haldane term, |λQH| < |λQSH|. The cross-over
4boundary between the insulating phases and the half-metallic
phases hosts a semi-metallic phase. Our tight-binding model
suggests that the strengths of all three terms are similar when
we have a spin-polarized orbital for the magnetic atoms. This
means all four phases of the diagram in Fig. 2 are accessible
via slight adjustments of the three coupling constants. As dis-
cussed below, the value of the gap can be in the order of a few
meV, so that extremely clean samples may be required to ob-
serve quantized edge conductances. On the other hand, each
type of electronic structure gives rise to different distributions
of Berry curvature in the Brillouin zone, and will modify in
a different way the anomalous Hall effect [28] in the metallic
regime.
When the magnetization is in-plane, many more coupling
terms are allowed, since this configuration breaks both 2D in-
version and rotation symmetries. However, at the two spe-
cial alignments noted above, the Hamiltonian retains a mir-
ror symmetry that restricts the number of possible terms. See
the appendix for a detailed analysis of all terms. As an ex-
ample, when the magnetization is in the x-direction, we have
eleven possible distinct couplings. Seven of these coupling
terms commute with sx, and thus conserve spin. These terms
do not open gaps in the energy spectrum, but instead describe
exchange interactions and pseudo-gauge potentials. As illus-
tration, terms containing σx, e.g., σx, σx⊗sx and τz⊗σx, shift
the Dirac points along the kx-direction. On the other hand,
terms containing sx such as sx, τz ⊗ sx and τz ⊗ σx ⊗ sx lift
the spin degeneracy in the x-direction, acting as exchange in-
teractions. When the magnetic orbital is not of maximal pro-
jection, spin-flip processes give rise to spin-projection non-
conserving terms such as σz ⊗ sy , σy ⊗ sz , τz ⊗ σz ⊗ sy , and
τz ⊗ σy ⊗ sz . Some of these terms open gaps in the energy
spectrum. A similar structure can be found when the mag-
netization is aligned along the y-direction. As in the case of
out-of-plane magnetization, we expect all of these coupling
terms to be of similar order of magnitude. However, in addi-
tion to gap-opening and exchange terms, in the in-plane case,
we also find pseudo-gauge potentials which can further mod-
ify spin-transport properties in graphene [29, 30].
Discussion and conclusions. We have presented an analy-
sis of the general properties of the spin-dependent couplings
induced in graphene by proximity to a ferromagnetic insu-
lator. A more quantitative analysis requires the knowledge
of the band structure of the insulator, the alignment of the
graphene layer with respect to the insulator, and, more cru-
cially, the hopping between graphene and substrate orbitals.
The last parameter is still poorly understood. The effective
couplings within the graphene layer depend quadratically on
this parameter. Theoretical estimates, mostly based on DFT
calculations, for related systems give values in the 10−1−101
meV range [10, 31–36]. Experimental values for these cou-
plings also show a significant variety, although they tend to
be smaller than the the theoretical predictions, . 0.1 meV
[2, 3, 6, 10–12, 37–40]. The reason for this discrepancy is
likely to be the uncertainty on the graphene-substrate distance,
and the degree of commensurability between graphene and the
substrate. The existance of levels in the magnetic substrate
close to the Dirac energy of graphene may enhance signifi-
cantly these couplings. We have analyzed here a few high
symmetry orientations of the magnetization of the substrate,
which we expect to be representative of the rich variety of
regimes possible.
Irrespective of the imprecision in the value of the graphene-
substrate couplings, our results lead to four main conclusions:
i) The coupling of graphene to a magnetic substrate gives
rise to a number of effective interactions beyond a simple ex-
change term. Some of them break time-reversal symmetry,
and depend on the substrate’s magnetization, and some others
do not break time-reversal symmetry, and describe spin-orbit
coupling terms.
ii) A large fraction of the interactions mentioned above are
of the same order of magnitude, as all of them are propor-
tional to the square of the hopping between graphene and the
substrate, divided by the energy difference between the states
involved.
iii) The precise value of the couplings depends, among
other factors, on the orientation of the magnetization of the
substrate, leading to the possibility of modifying these inter-
actions by changing the direction of the magnetization.
iv) The interactions can open gaps at the Dirac energy of
graphene. A rich phase diagram, which includes topological
insulator and anomalous Hall insulator phases, emerges.
The above features lead to a rich number of regimes in the
anomalous Hall effect typical of a ferromagnetic system. The
three main contributions, intrinsic, skew scattering, and side
jump [28], are expected to depend on the various electronic
structures described here, which also depend on the orienta-
tion of the magnetization. These topics will be discussed else-
where.
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6Tight-Binding Model
In this section, we give details of the tight-binding model used in the main text. As mentioned there, we consider a bilayer
system with a graphene bottom layer and a triangular-lattice ferromagnetic top layer, as shown in Fig. 1 in the main text. Each
carbon atom in the graphene layer has a free pz orbital onto which electrons can hop. We use a simple nearest-neighbor hopping
model inside the graphene layer, where each carbon atom has three nearest neighbors at a distance a, to which its electron
can hop. We shall concentrate on the low-energy properties, which are dominated by the inequivalent K and K ′ points in
the Brillouin zone. Here the electronic wavefunction is a combination of the localized orbital wavefunctions on the A and B
sublattices with different spins. We can write the graphene wavefunction |ψG〉 in this basis as
|ψG〉 =
(
ψK,A,s ψK,A,s′ ψK,B,s ψK,B,s′ ψK′,A,s ψK′,A,s′ ψK′,B,s ψK′,B,s′
)
. (A1)
Here K and K ′ label the valley degree of freedom, A and B label the two sublattices, and s and s′ are the spin projections. The
unperturbed Hamiltonian at these Dirac points is
H0 = Dτ0 ⊗ σ0 ⊗ s0, (A2)
where D is the Dirac energy, which we henceforth choose as zero. The τµ, σµ, and sµ Pauli matrices act on the valley, sublattice,
and spin spaces respectively, and µ ∈ [0, 1, 2, 3], where Pauli matrices with a zero index are the 2× 2 identity matrix.
In considering the ferromagnetic layer, we only include one energetically-favorable magnetized orbital per magnetic atom.
We model this layer as a flat-band structure, ignoring the interactions inside the substrate that would allow electrons to hop in the
magnetic material. Thus, electrons can only move by hopping to graphene atoms. We assume that the graphene electrons hop
to nearest-neighbor magnetic orbitals only. In the limit of weak hopping, we can use lowest-order non-vanishing perturbation
theory to find the effective Hamiltonian describing the change to the Dirac spectrum.
To illustrate the procedure, we consider the case where the magnetization is in the z-direction, perpendicular to the substrate.
The simplest case is to assume a fully spin-polarized atomic orbital in the magnet. We consider a d orbital with orbital angular
momentum l = 2 and projection lz = 2, and total angular momentum j = 5/2 and projection jz = 5/2. The wavefunction of
the magnetic orbital can then be written as ∣∣∣ψjz=5/2M 〉 = ∣∣ψx2−y2,↑〉+ i |ψxy,↑〉 , (A3)
where ψx2−y2,↑ and ψxy,↑ are real atomic d orbitals with spatial symmetry indicated by the coordinate subscripts and spin
indicated by ↑. In the absence of spin-orbit coupling, the orbital defined in Eq. (A3) is degenerate with an orbital defined
similarly but with the spins flipped. In what follows, we assume that there is strong spin-orbit coupling inside the magnetic ion
that lifts this degeneracy.
With the lattice cell defined in Fig. 1, each unit cell consists of three atoms, two graphene carbon atoms and one magnetic
ion. This corresponds to three orbitals per unit cell, two pz orbitals from the carbon atoms, and one d orbital from the magnetic
ion. Without loss of generality, we set the energy of the pz orbitals to zero at the Dirac points, and denote the energy of the d
orbital as M . We only consider nearest-neighbor couplings. This means that an electron in a d orbital can hop to six possible pz
graphene orbitals, while an electron from a graphene orbital can hop to any of the three neighboring graphene orbitals or to any
of the three neighboring magnetic orbitals. Therefore, there are nine, (3× 6)/2 = 9, possible hopping coefficients per unit cell.
The hopping between graphene orbitals and magnetic orbitals can be approximated by the Slater-Koster (SK) method [17] in
terms of two-center integrals that depend on the distance between centers of the orbitals. The coupling terms also depend on
the relative orientation of the orbitals. Let us place the magnetic atom at rM = (0, 0, dM ), where dM is the vertical distance
between the graphene plane and the substrate, and the six surrounding graphene atoms are at rjG = a(cos[jpi/3], sin[jpi/3], 0),
where j = 0, 1, ..., 5, and a is the distance between adjacent graphene atoms. The relevant SK parameters in this case are
Ejz,x2−y2 =
√
3
2
nj(l
2
j −m2j )Vpdσ − nj(l2j −m2j )Vpdpi,
Ejz,xy =
√
3ljmjnjVpdσ − 2ljmjnjVpdpi,
(A4)
where Vpdσ and Vpdpi are the two-center integrals, and lj , mj and nj are direction cosines of rM − rjG defined by
lj =
√
1− n2 cos
(
pij
3
)
,
mj =
√
1− n2 sin
(
pij
3
)
,
nj = n =
dM√
a2 + d2M
.
(A5)
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Figure A1. Electron wavefunction of the graphene lattice at the K and K′ Dirac points with different phases around the hexagon. |ψK,A〉,
|ψK,B〉, |ψK′,A〉, and |ψK′,B〉 are the orbital wavefunctions of the A and B sublattices.
Since the magnetic orbital is spin-polarized, only spin-up graphene electrons are allowed to hop into this d orbital. Putting in the
spin index, the hoppings terms are just
tjM,s =
{
Ejz,x2−y2 + iE
j
z,xy =
(
n− n3) (√32 Vpdσ − Vpdpi) e 2pii3 j = tMe 2pii3 j s =↑
0 s =↓
. (A6)
In essence, we can now augment the graphene tight-binding model to include the d orbitals of the magnetic atoms with on-site
energy M and nearest-neighbor hoppings defined by Eq. (A6).
In the limit of weak hopping between the magnetic atoms and the graphene atoms, t2M  tGM , where tG is the hopping
magnitude between carbon orbitals, we can consider the effect of hopping between the two layers as a small perturbation on the
wavefunction of graphene at the Dirac points. To first order, the correction to the graphene wavefunction is
|δψG〉 =
∑
τ∈{K,K′},s∈{↑,↓},j
tjM,s
M,s
|φjτ,s〉, (A7)
where φjσ,τ is the atomic orbital of graphene at site j in the τ ∈ {K,K ′} point of the Brillouin zone with spin s ∈ {↑, ↓} with the
appropriate phase shown in Fig. A1. Summing over the atomic orbitals with the correct phases, we find that the phases interfere
destructively among the B graphene orbitals and constructively among the A graphene orbitals in the K point. Conversely, the
graphene orbitals interfere destructively among the A graphene orbitals and constructively among the B graphene orbitals in the
K ′ point. That is, the perturbed wavefunction is
|δψG〉 = 3tM
M
(|φK,A,↑〉+ |φK′,B,↑〉) . (A8)
Neglecting intervalley terms, the effective Hamiltonian is
Heff = 9t
2
M
M
(
c†K,A,↑cK,A,↑ + c
†
K′,B,↑cK′,B,↑
)
, (A9)
where c†τ,σ,s and cτ,σ,s are creation and annihilation operators that create or destroy an orbital at the τ valley, σ sublattice, and
with spin s. Writing Eq. (A9) in the basis of Pauli matrices, we have
Heff = 9t
2
M
4M
(1+ τz ⊗ σz) (1+ sz) = 9t
2
M
4M
(1+ sz + τz ⊗ σz + τz ⊗ σz ⊗ sz) . (A10)
In considering just a d orbital with maximal perpendicular angular momentum, we find that several coupling terms are possible.
These terms modify the low-energy spectrum near the Dirac points of graphene.
We can consider the effect of coupling to orbitals which are not fully spin-polarized. The relative strengths of the four
operators on the right-hand side of Eq. (A10) will no longer be equal. Furthermore, new terms may also be possible. Orbitals
8which do not have maximal angular momentum projection combine wavefunctions with up and down spins, and can give these
new effects. For instance, we consider the same d orbital as before, with j = 5/2 but now take jz = 3/2 with wavefunction∣∣∣ψjz=3/2M 〉 = 1√
5
(∣∣ψx2−y2,↓〉+ i |ψxy,↓〉)+ 2√
5
(|ψxz,↑〉+ i |ψyz,↑〉) . (A11)
As we can see from Eq. (A11), the spin-orbit coupling combines wavefunctions with opposite spins and different orbital angular
momenta. In addition to the SK parameters in Eq. (A4), there are two more relevant parameters
Ejz,xz =
√
3ljn
2
jVpdσ + lj(1− 2n2j )Vpdpi,
Ejz,yz =
√
3mjn
2
jVpdσ +mj(1− 2n2j )Vpdpi.
(A12)
The hopping coefficients are then
tjM,s =
{
tM,↑e
pii
3 j s =↑
tM,↓e
2pii
3 j s =↓ , (A13)
where the magnitudes are given by
tM,↓ =
n− n3√
5
(√
3
2
Vpdσ − Vpdpi
)
,
tM,↑ =
2√
5
√
1− n2
(
n2
(√
3Vpdσ − 2Vpdpi
)
+ Vpdpi
)
.
(A14)
The perturbed wavefunction is
|δψG〉 = 3tM,↓
M
(|φK,A,↓〉+ |φK′,B,↓〉) + 3tM,↑
M
(|φK′,A,↑〉 − |φK,B,↑〉) . (A15)
The effective Hamiltonian is
Heff =
9t2M,↓
M
(
c†K,A,↓cK,A,↓ + c
†
K′,B,↓cK′,B,↓
)
+
9t2M,↑
M
(
c†K′,A,↑cK′,A,↑ + c
†
K,B,↑cK,B,↑
)
+
9tM,↓tM,↑
M
(
c†K′,B,↓cK′,A,↑ + c
†
K′,A,↑cK′,B,↓ − c†K,B,↑cK,A,↓ − c†K,A,↓cK,B,↑
)
.
(A16)
In terms of Pauli matrices, the effective Hamiltonian is
Heff = λ1 (1− τz ⊗ σz ⊗ sz) + λ2 (sz − τz ⊗ σz)− λ3 (σy ⊗ sy + τz ⊗ σx ⊗ sx) , (A17)
where
λ1 =
9
(
t2M,↓ + t
2
M,↑
)
4M
, λ2 =
9
(
t2M,↑ − t2M,↓
)
4M
, and λ3 =
9tM,↓tM,↑
2M
. (A18)
The last term in Eq. (A17), upon a 90o-rotation in spin space about the z-axis, is just the Rashba coupling, τz⊗σx⊗sy−σy⊗sx.
In this more familiar notation, the Hamiltonian is
Heff = λ1 (1− τz ⊗ σz ⊗ sz) + λ2 (sz − τz ⊗ σz) + λ3 (τz ⊗ σx ⊗ sy − σy ⊗ sx) . (A19)
The terms in Eq. (A19) are all the terms that are consistent with the spatial symmetries of the lattice. With this simple microscopic
model, we can estimate the relative contributions of the different terms.
The procedure above can likewise be used to find the coupling terms when the magnetization is in-plane. In general, we can
write the effective Hamiltonian when the magnetization is in the x-direction as
Heff = ξ1σx + ξ2sx + ξ3σx ⊗ sx + ξ4τz + ξ5τz ⊗ σx + ξ6τz ⊗ sx + ξ7τz ⊗ σx ⊗ sx
+ ξ8σz ⊗ sy + ξ9σy ⊗ sz + ξ10τz ⊗ σz ⊗ sy + ξ11τz ⊗ σy ⊗ sz,
(A20)
where ξi are coupling constants, for i = 1, ..., 11. The first seven terms commute with sx, and therefore conserve spin in the
x-direction. When we have spin polarization, only these seven terms are allowed. The remaining four terms mix the spins, and
9therefore, can only exist if we consider orbitals with non-maximal spin projection. We analyze these terms one-by-one. For
the seven spin-conserving terms, we have exchange effects and pseudo-gauge potentials, which may be valley-dependent and
spin-dependent. These terms shift the position of the Dirac points at the K and K ′ points and break the degeneracy of the right
and left spins. Of the four terms that mix the spins, two terms behave as pseudo-gauge fields, and two terms open gaps in the
energy spectrum. This is summarized in Table AI.
We now study the case where the magnetization is in the y-direction. In general, the Hamiltonian is
Heff = χ1σx + χ2σy + χ3σz + χ4sy + χ5σx ⊗ sy + χ6σy ⊗ sy + χ7σz ⊗ sy
+ χ8τz ⊗ sz + χ9τz ⊗ σx ⊗ sz + χ10τz ⊗ σy ⊗ sz + χ11τz ⊗ σz ⊗ sx,
(A21)
where χi are coupling constants, for i = 1, ..., 11. The first seven terms exist when we have spin polarization. The remaining four
terms involve spin-flip processes, and can only be non-zero if we include non-maximally-magnetized orbitals. Furthermore, in
our tight-binding model, χ3 = χ7 = 0 because these terms correspond to staggered potentials that require sublattice-symmetry
breaking. Let us now analyze these terms one-by-one as before. Only terms which contain σz open gaps in the energy spectrum.
The other terms correspond to either exchange terms or pseudo-gauge potentials, which can dependent on spin and valley. If we
ignore the staggered potentials, then the only remaining term that can open a gap is τz ⊗ σz ⊗ sx. The complete list of terms is
summarized in Table AII.
Table AI. Effect of coupling terms on the spectrum of graphene when the magnetization is in the x-direction. We denote the unperturbed
spectrum (k) = vF k, and the valley index τ = ±1. When the Hamiltonian conserves sx, we label the spectrum by the right and left spins→
and←. Otherwise, we label the states as (1) and (2). Of the eleven terms, only two terms open gaps in the energy spectrum.
Term Spectrum Description
ξ1σx E±, = ±vF
√
k2y + (τkx + ξ1/vF )
2 Pseudo-gauge potential that shifts the Dirac point along the kx-axis in
opposite directions for the two valleys. This does not open a gap.
ξ2sx
E±,→ = ξ2 ± (k)
E±,← = −ξ2 ± (k)
Exchange potential that breaks the degeneracy between the right and
left spins. This does not open a gap.
ξ3σx ⊗ sx
E±,→ = ±vF
√
k2y + (τkx − ξ3/vF )2
E±,← = ±vF
√
k2y + (τkx + ξ3/vF )
2
Spin-dependent pseudo-gauge potential that shifts the Dirac point along
the kx-axis in opposite directions for the two valleys. This does not
open a gap.
ξ4τz E±, = τξ4 ± (k) Valley exchange term that breaks the degeneracy between the K and
K′ points. This does not open a gap.
ξ5τz ⊗ σx E±, = ±vF
√
k2y + (kx + ξ5/vF )
2 Pseudo-gauge potential that shifts the Dirac point along the kx-axis in
same direction for the two valleys. This does not open a gap.
ξ6τz ⊗ sx E±,→ = τξ6 ± (k)
E±,← = −τξ6 ± (k)
Valley-dependent exchange potential that breaks the degeneracy be-
tween the right and left spins. This does not open a gap.
ξ7τz ⊗ σx ⊗ sx
E±,→ = ±vF
√
k2y + (kx − ξ7/vF )2
E±,← = ±vF
√
k2y + (kx + ξ7/vF )
2
Spin-dependent pseudo-gauge potential that shifts the Dirac point along
the kx-axis in the same direction for the two valleys. This does not open
a gap.
ξ8σz ⊗ sy E±,(1,2) = ±
√
ξ28 + (k)
2 Sublattice-symmetry-breaking term that opens a gap of magnitude
2|ξ8|.
ξ9σy ⊗ sz E±,(1) = ±vF
√
(ky + ξ9/vF )2 + k2x
E±,(2) = ±vF
√
(ky − ξ9/vF )2 + k2x
Pseudo-gauge potential that shifts the Dirac point along the ky-axis in
the same direction for the two valleys, and also mixes the spins. This
does not open a gap.
ξ10τz ⊗ σz ⊗ sy E±,(1,2) = ±
√
ξ210 + (k)
2 Valley-dependent sublattice-symmetry-breaking term that opens a gap
of magnitude 2|ξ10|.
ξ11τz ⊗ σy ⊗ sz
E±,(1) = ±vF
√
k2x + (τky + ξ11/vF )
2
E±,(2) = ±vF
√
k2x + (τky − ξ11/vF )2
Pseudo-gauge potential that shifts the Dirac point along the ky-axis in
opposite directions for the two valleys. This does not open a gap.
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Table AII. Effect of the induced couplings on the spectrum of graphene when the magnetization is in the y-direction. We denote the unperturbed
spectrum (k) = vF k, and the valley index τ = ±1. When the Hamiltonian conserves sy , we label the spectrum by the spin-eigenstates
denoted as↗ and↙. Otherwise, we label the spectrum by (1) and (2). Of the eleven terms, three terms open gaps in the energy spectrum.
Term Spectrum Description
χ1σx E±,↗↙ = ±vF
√
k2y + (τkx + χ1/vF )
2 Pseudo-gauge potential that shifts the Dirac point along the kx-axis in
opposite directions for the two valleys. This does not open a gap.
χ2σy E±,↗↙ = ±vF
√
k2x + (ky + χ2/vF )
2 Pseudo-gauge potential that shifts the Dirac point along the ky-axis in
the same direction for the two valleys. This does not open a gap.
χ3σz E±,↗↙ = ±
√
(k)2 + χ23 Mass term that breaks sublattice symmetry, and opens a gap of magni-
tude 2|χ3|.
χ4sy
E±,↗ = χ4 ± (k)
E±,↙ = −χ4 ± (k)
Exchange potential that breaks the degeneracy between the in and out
spins. This does not open a gap.
χ5σx ⊗ sy
E±,↗ = ±
√
k2y + (τkx − χ5/vF )2
E±,↙ = ±
√
k2y + (τkx + χ5/vF )
2
Spin-dependent pseudo-gauge potential that shifts the Dirac point along
the kx-axis in opposite directions for the two valleys. This does not
open a gap.
χ6σy ⊗ sy
E±,↗ = ±
√
k2x + (ky − χ6/vF )2
E±,↙ = ±
√
k2c + (ky + χ6/vF )
2
Spin-dependent pseudo-gauge potential that shifts the Dirac point along
the ky-axis in the same direction for the two valleys. This does not open
a gap.
χ7σz ⊗ sy E±,↗↙ = ±
√
(k)2 + χ27 Spin-dependent term that breaks sublattice symmetry, and opens a gap
of magnitude 2|χ7|.
χ8τz ⊗ sz E±,(1) = τχ8 ± (k)
E±,(2) = −τχ8 ± (k)
Valley-dependent exchange-like potential that breaks the degeneracy
between the in and out spins. This does not open a gap.
χ9τz ⊗ σx ⊗ sz E±,(1) = ±vF
√
(kx + χ9/vF )2 + k2y
E±,(2) = ±vF
√
(kx − χ9/vF )2 + k2y
Pseudo-gauge potential that shifts the Dirac point along the kx-axis in
the same direction for the two valleys. This does not open a gap.
χ10τz ⊗ σy ⊗ sz E±,(1) = ±vF
√
(τky + χ10/vF )2 + k2x
E±,(2) = ±vF
√
(τky − χ10/vF )2 + k2x
Pseudo-gauge potential that shifts the Dirac point along the ky-axis in
opposite directions for the two valleys. This does not open a gap.
χ11τz ⊗ σz ⊗ sx E±,↗↙ = ±
√
(k)2 + χ211 This term opens a gap of magnitude 2|χ11|.
