The paper deals with synthesis of sequential circuits defined by their algorithmic state machine notation. Such circuits have a number of specific properties which enable efficient design of the circuits by utilizing so-called linearization techniques. A typical linearization technique includes calculation of autocorrelation values for a system of logic functions corresponding to the circuit. For the mentioned sequential circuits, the calculations which usually require massive computational recourses may be significantly reduced and thus low-overhead implementations of the circuits can be obtained relatively easy. The paper introduces a novel architecture of so-called linearized sequential circuits, and a piece-wise linearization approach for synthesis of sequential circuits. Results are evaluated both analytically and by using a number of standard benchmarks.
Introduction
Linearization is known as one of efficient means for optimizing the logic design. Extraction of a maximally possible linear portion from an initial logic function or from a system of logic functions allows reducing the implementation complexity in many cases in practice. Calculations of autocorrelation values that are required for the linearization are of high complexity, which makes the linearization of functions of a large number of input variables almost inapplicable. Numerous researches were made, providing reductions of the complexity of linearization [1] [2] [3] [4] [5] . One of the ways to reduce the complexity of the calculations is using the disjoint cubes representation of logic functions. Calculations over disjoint cubes are much simpler than in the general case. There are two objections which prevent considering the disjoint cubes representation as a "panacea" in performing the linearization:
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2. An arbitrary disjoint cube representation usually comprises a great number of cubes and thus may become impractical.
In [2] , the Authors proposed an analytical method for calculation of the autocorrelation function for functions represented by disjoint cubes; the first of the above objections may therefore be withdrawn since it was caused by the algorithmic character of other methods. The second objection seems more problematic since it is connected with the nature of logic functions. Fortunately, there are at least two ways to overcome the second objection. These ways are:
1. Using decomposition techniques. Indeed, it is possible to reduce the complexity of the function's representation by partitioning the function into a number of sub-functions each having a smaller number of disjoint cubes. Such an approach was examined in [6] where the initial function was presented as a superposition of a number of so-called "trapeze" functions comprising disjoint cubes of a smaller rank.
2. Applying the methods based on disjoint cubes to a specific class of logic functions for which the disjoint cubes representation is "natural". In most cases we deal with logic functions which are not "randomly generated" but developed by humans [7] . Since that, an enormously wide class of logic functions comprises the functions which somehow reflect cognitive abilities of humans in creating a description of the technological environment. Such a description usually has the algorithmic style and, consequently, the corresponding logic functions reflect this algorithmic nature [8] . In turn, the algorithmic nature is basically the desired property of disjointness. One of the well known examples of such a kind of descriptions is an Algorithmic State Machine (ASM) chart description. Development of the ASM chart requires thinking in a form of the ASM paths, each corresponding to a specific disjoint cube.
Other examples of the disjoint cubes representations are Binary Decision Diagrams (BDDs) [9] and multi-terminal BDDs (MTBDDs) [10] . BDD and MTBDD are data structures that are widely used in logic synthesis and verification. Description of such diagrams can actually be used as a universal concept on different conceptual levels of systems representation. Indeed, the MTBDD may be considered as a form of systems' specification, as a form of representation of a logic function and even as a certain model of the system's implementation. The present work has been triggered by the visual and cognitive closeness of the above two concepts (ASM and MTBDD), as well as by their direct relations with the sequential circuits. It looks indeed reasonable and interesting to study techniques of linearization on a class of functions, which seem suitable for linearization in advance, by their nature.
One of the well known tasks in synthesis of sequential circuit is a task of states assignments. The states assignment versus the efficient linearization was deeply studied in [11] . However, the most popular state assignment being a so-called 1-hot encoding was never examined from the point of its implementability would a linearization technique be applied. We pay a specific attention to this issue in the paper. Specifically, we propose and examine the 1-hot assignment for linearized, ASM based sequential circuits SC. We describe a decomposition approach for implementing such SC. The approach is evaluated on a number of benchmarks.
The paper is organized as follows. Section 2 recalls the basics of the linearization techniques, as well as the Algorithmic State Machines base notation and their connection to sequential circuits. Section 3 introduces a newly proposed concept of a Linearized ASM and describes a corresponding architecture of a Linearized SC. Section 4 introduces a piece-wise decomposition of ASM based sequential circuits. Experimental results of the piecewise linearization of benchmark sequential circuits are presented in Section 5. The summary of the research is given in Section 6.
Definitions and Related Works
Two main fields form the background of the present study: Linearization Techniques and Synthesis of SC based on the Algorithmic State Machine notation. In this section we will recall some concepts from both of these fields.
Linearization of logic functions
Analysis and synthesis methods based on the properties of the Walsh spectrum of a Boolean function and/or on its autocorrelation function are referred to as spectral techniques. In this paper, we consider spectral techniques for performing linear decomposition of a system of Boolean functions (multiple-output function). The initial multiple-output function is presented as a superposition of a linear function and a nonlinear multiple-output function f σ where f (x) = f σ (σ x). The linear function σ is determined by using the autocorrelation values of the initial function so that the linearly transformed function f σ minimizes a certain cost (complexity) function. As in many works related to minimization of Binary Decision Diagrams (BDDs), the cost functions considered hereby are expressed by the number of nodes in the BDD, the number of paths and the Average Path Length (APL) of the BDD.
The cost functions reflect the required memory size, the testing complexity and average time of the logic simulations [12] .
The linearization requires computation of the autocorrelation values of a Boolean function. The computation of the autocorrelation values can be performed either by a straightforward technique based on the definition of the autocorrelation function, or by using the Wiener-Khinchin theorem with complexity O(N2 N ) where N is the number of input variables. For functions of a large number of inputs (> 20) these approaches may be impractical. Nevertheless, for most of the applications, e.g. for FSMs derived from ASMs, the combinational part may be represented as a set of M disjoint cubes of small sizes M ≪ 2 M . In these cases the autocorrelation function for the linearization can be calculated by using the algorithms presented in [2, 3] , with the computational complexity proportional to M 2 . A different approach to the problem of linearization of large systems represented by a set of non-disjoint cubes is a parallel decomposition of the function into subfunctions, combined with the linearization of each sub-function [6] . Preliminary results demonstrating the potential of this approach were presented in [13] .
Specification of sequential circuits by algorithmic state machine chart
Consider a system that comprises a control unit and an operational unit (a datapath). The operational unit contains a number of computing elements, while the control unit produces vectors of control binary signals forming the set Y = {y 1 , . . . , y N } and forcing execution of operations in the operational unit. These control signals constitute Boolean functions of input variables X = {x 1 , . . . , x L } which arrive from the operational unit, and of so-called state variables Z = {z 1 , . . . , z U } of internal states of the control unit. Interaction between the control unit and the operational unit may be described algorithmically and expressed graphically in a form of an Algorithmic State Machine chart.
An ASM is a directed connected graph containing an initial vertex, a final vertex, a finite set of operator vertices and conditional vertices. Each conditional vertex contains a single logical condition from the set X = {x 1 , . . . , x L }. Each operator vertex contains a specific output vector. Let {Y 0 . . . ,Y Q−1 } be the set of such vectors, Y 0 = (0, . . . , 0) is the "empty" of "null" vector.
One of the important features of an ASM chart is its equivalence to a finite state machine (FSM). Both ASM and FSM representations are convenient forms for description of sequential circuits (SC). We say that an FSM implements a corresponding ASM. We mean that the ASM chart is an initial specification of a system, while the FSM is a mathematical model of the system and can be transformed to a certain hardware description (netlist, VHDL etc.). A simple procedure allows transforming any ASM into the FSM form by associating so-called paths of the ASM with transitions of the corresponding FSM [8, 14] . The paths, in turn, are defined by using so-called marks on the ASM. Each of the marks corresponds to a certain state of the FSM. An example of the marked ASM with logical conditions X = {x 1 , . . . , x 4 }, control signals Y = {y 1 , . . . , y 8 }, output vectors {Y 0 , . . . ,Y 7 } and marks (FSM states) {a 0 , . . . , a 4 } is shown in Figure 1 . After performing a state assignment, a structural table of the FSM may be constructed. The structural table is presented in Table 1 , in the form of a list of the disjoint cubes.
Columns of the table relate to: an input portion of the FSM ("Input variables" and "State variables" columns) and to an output portion of the FSM ("Next state" and "Output functions" columns). Each row of the table corresponds to a specific transition of the FSM or to a certain path within the ASM from Figure 1 . The structural table of the FSM represents a system of logic functions or a multiple- Output variables Multiple-output functions, derived from the ASM-based SC, form a specific class of functions. This class can be characterized by the following properties:
1. The multiple-output functions are defined by a set of disjoint cubes since all transitions of the ASM based SC are pair-wise disjointed.
2. The function is defined on cubes of a small rank (large cubes) since the majority of the SC transitions depend on a limited subset of input variables
3. The multiple-output function has a limited number of different output vectors. The set of these vectors is known in advance.
This specific class of functions is in the focus of our study. Such functions correspond to a wide class of controllers that are used both in microprocessors and in many other applications. We utilize the above properties for reducing the compu-tational complexity of the linearization, as well as for decomposing the system for its optimization.
Architecture of Linearized Sequential Circuit
The conventional SC having W states consists of two parts: a set of U , (U ≥ ⌈log 2 W ⌉) memory elements and a combinatorial part implementing a multipleoutput Boolean functions of L + U input variables and of N + U output variables, where L is the number of inputs variables {x 1 , . . . , x L }, N is the number of output variables {y 1 , . . . , y N } and U is the number of next state variables {d 1 , . . . , d U } which equals to the number of bits of the encoded state {z 1 , . . . , z U } variables to be stored in the memory.
We propose a new architecture, called a linearized SC (LSC), for sequential circuits derived from ASMs. The block diagram of the linearized SC is shown in Figure 2 . The task of synthesis of the LSC is to define a linearized BDD representing the combinatorial part of the SC. This task comprises three sub-tasks: a) a state assignment; b) an optimized linear transformation; c) an optimized synthesis of a BDD of the combinational part for minimization of the implementation cost of the overall system.
We do not deal with the problem of the state assignment for optimal linearization. This problem was deeply investigated in [15] . Nevertheless, we do apply a number of different states assignments to examine efficiency of spectral techniques for optimizing multiple-output functions derived from the ASM-based SC description. Particularly, we are interested in the minimal length assignment, as well as in the 1-hot states assignment. The next section deals with the 1-hot states encoded FSMs.
The problem of selecting an optimized σ is strongly connected with a form of representation of the initial system of logic functions. Since the system is defined by disjoint cubes the procedure of selecting an appropriate σ has a complexity M 2 (M -the number of cubes).
In this paper, we propose a method for synthesis of an optimized BDD by using a decomposition technique. We call this technique a piece-wise linearization of sequential circuits. This technique is especially suitable for implementation of the 1-hot encoded FSM. The next section is devoted to the piece-wise linearization technique.
Parallel Decomposition and Piece-wise Linearization of Sequential Circuits
Presently, the 1-hot assignment is the most popular state assignment in the SC design. A multiple-output function corresponding to the 1-hot encoded SC is defined on a set of non-disjoint cubes. Since that, conventional techniques for transforming such functions into their BDD form are ineffective. It is correct both for the linearization based techniques, and for other techniques. In this paper, we propose a specific decomposition technique that allows optimizing the transformation of multiple-output functions corresponding to the 1-hot encoded SCs into their MTBDD form.
Piece-wise linearization of multiple-output functions
In [6] , a piece-wise linearization technique was proposed. This technique comprises a step of parallel decomposition of the initial set of cubes into a number of components (subsets of cubes), followed by a step of independent linearization of the components. The resulting piece-wise linearized network is directly mapable onto a special type of a binary graph called Parallel Multi-Terminal BDD (PMTBDD). The PMTBDD is constructed by combining component MTBDDs using: a serial operation (i.e. replacing one terminal node of an MTBDD with another MTBDD), and a parallel operation (i.e. connecting roots of two or more MTBDDs). An efficient algorithm for construction of an optimized PMTBDD was proposed in [13] . The decomposition algorithm includes partitioning of the set of cubes of the function into a number of components. The partitioning is followed by a recursive decomposition of the components into a common header and a set of fragments. The efficiency of the decomposition algorithm, in terms of the number of MTBDD nodes, was demonstrated on a number of benchmarks. The aim of the parallel decomposition step is creating a PMTBDD for an arbitrary multiple-output function. The decomposition algorithm is started with the partitioning of the set of cubes representing the ON-set of the function, into a set of logic blocks. It is followed by the hierarchical separation of the blocks for a common header and a set of block fragments. The separation is accomplished by extracting a set of common factors (so-called prefixes) from a subset of the original set of cubes.
Let us formulate a number of definitions necessary for explaining the decomposition procedure.
We will call a prefix any part of a cube. A subset of cubes comprising prefixes with at least one common variable form a block. The cubes of the original set, not included in the block, are called a remainder.
A set of the prefixes of the block defines a block header. A set of cubes having exactly the same (common) prefix is called ıfamily. A set of cubes obtained by extracting the common prefix from a family forms a tail.
The block header is selected in such a way as to provide minimization of the resulting PMTBDD. We select the block header using the following criteria: 1) maximal increase of density (minimizing the percentage of "dont cares" in the block); 2) maximal suitability for further linearization of the block.
By is nature, the block header is a logic function, ON-set of which is a superset of ON-sets of the block. The block will be implemented as an MTBDD whose internal nodes are associated with the prefix variables. The terminal nodes of the MTBDD represent the tails, each to be implemented as a separate MTBDD. Each of the tails and the remainder will be each recursively decomposed in the same above described way, until no further decomposition is possible. A detailed formal algorithm of a single iteration of the decomposition is presented in the Appendix.
An important feature of the decomposition method is its ability to benefit from any other optimization method the user may wish to apply -Sifting, K-Procedure, etc [1, 4] . These can be applied to the component MTBDDs, and may further reduce the total diagram's size. A PMTBDD with the linearized blocks is denoted LPMTBDD.
The following example illustrates how the decomposition works.
Example 1: Let a Multiple-output function is defined by the set cubes presented in Table 2 . BDD, LTBDD, PMTBDD and LPMTBDD for the example are presented in Figures 3-6 correspondingly.
Terminal nodes of MTBDDs in Figures 3-6 are marked by decimal numbers of the corresponding outputs. A standard implementation of the MTBDD of our example, in the form of an ordered MTBDD, is presented in Figure 3 . Figure 4 shows a linearized MTBDD corresponding to the Example. A PMTBDD obtained by the Table 2 . The list of cubes of the example. proposed decomposition method, is shown in Figure 5 . The PMTBDD comprises two portions the block (left) and the remainder (right). The portions are assembled by the newly introduced parallel connection of MTBDDs. Figure 6 shows the piece-wise linarized MTBDD. Notice that sets of terminal nodes in the PMTBDD and in the standard MTBDD are not the same. It is a result of the concatenation operation between the original terminal nodes. The concatenation is calculated as the OR function between corresponding output vectors [6] . For example, terminal node 7 in the MTBDD (Figure 3 ) corresponds to two terminal nodes 3 and 6 in the PMTBDD ( Figure 5 ). Such cases reflect the non-disjoint property, as in cubes 1 and 2 from Table 2 .
The Example demonstrates the significant reduction of the number of MTBDD nodes. Indeed, the standard MTBDD has 17 non-terminal nodes (NTNs), after the linearization this number is reduced to 12 nodes (and 2 XOR gates). The PMTBDD has 8 NTNs, the linearization further reduces that number to 6 NTNs (and 2 XOR gates).
Piece-Wise Linearization of 1-hot Hncoded FSMs
The computational complexity of the above method [13] makes it impractical for arbitrary functions of a large number of variables. Nevertheless, a class of 1-hot encoded FSMs should be considered a special class of FSMs from the point of our task. Such FSMs seem extremely suitable for the piece-wise linearization, since the cubes of the corresponding multiple-output functions are non-disjoint, while the cubes corresponding to a single FSM state are disjoint. The FSMs may be presented in a form of Shared MTBDDs (SMTBDDs) comprising a number of parallel MTBDDs each corresponding to a certain FSMs state. Although such a representation is much better than the straightforward classical MTBDD representation, it may be even improved by using the piece-wise decomposition. Specifically, we propose a method for decomposition of a multiple-output function corresponding to a 1-hot encoded FSM.
Let Table 2 defines a benchmark of a 1-hot encoded FSM. It is seen in the table that there are a lot of non-disjoint pairs of cubes in this function (for example the first and the fifth cubes are non-disjoint, as well as many other pairs). This fact prevents efficient transforming the benchmark to its MTBDD form by using conventional methods. However, the above-described piece-wise linearization gives an elegant solution presented in Figure 7 .
The optimized parallel MTBDD corresponding to the function from Table 2 is shown in Figure 7 . For the sake of simplicity, only the ON-sets of the output function and of the next state function are marked within the terminal nodes. Symbol stands for the empty output vector comprising zeros only.
The standard MTBDD implementation for the example requires 212 nonterminal nodes; the proposed piece-wise linearized solution (comprising a number of parallel MTBDDs corresponding to the FSMs states) requires 23 nonterminal nodes. However, the method enables obtaining the structure of the parallel MTBDD, shown in Figure 7 , which has only 13 non-terminal nodes. This impressive result shows how MTBDDs can be improved by using specific properties of Table 3 . Table 3 . Structural table (multiple-output function) with 1-hot state encoding.
Input variables State variables
Next state var. Output functions 
Experimental Results
In this section we present experimental results obtained on a number of industrial benchmarks provided by different high-tech companies. In most cases these benchmarks describe micro-controllers as an embedded part of various computer systems. Experiments were carried out by using our especially developed software. The results of the experiments are presented in Tables 4-6 . For some benchmarks, the calculations required were too huge and results were not obtained. Such cases are highlighted in the tables. First six columns of Table 4 comprise titles of benchmarks and their parameters. The 7-th, 8-th, and 9-th columns indicate the number of MTBDD nodes in the conventional, decomposed and piece-linearized realizations respectively. The last col- Table 4 indicates that linearization of the benchmark function gives the reduction of about 30MTBDD nodes. Table 5 reflects experiments related to the Linearization of MTBDDs of the same benchmarks, where an optimized minimal length state assignment is applied. The last column indicates the number of nodes in MTBDDs corresponding to the linearized benchmark functions. All MTBDDs of Table 5 were constructed by using a conventional technique (without decomposition). The table illustrates the high sensitivity of the number of MTBDD nodes to different state encodings. Indeed, even applying the minimal length state encoding results in the significant reduction of the number of nodes of the obtained MTBDD. Table 5 . Benchmark results for the optimal minimal length state assignment Table 6 . Benchmark results for the 1-hot state assignment Results of the 1-hot state assignment experiments are presented in Table 6 . Columns of this table are similar to those of Table 4 . The last column indicates the reduction, achieved by the piece-wise linearization in comparison with the parallel decomposition: Ω = (1 − P/C)100%. The conventional MTBDDs in most of the cases appeared too big, and even could not be constructed in a reasonable time period. However, for all cases of Table 6 , the both proposed decomposition methods provide very good solutions. The last column of the table shows the reduction in the number of nodes, provided by the piece-wise linearization in comparison with the parallel decomposition, which is of about 10%.
Conclusions
The paper describes an approach for synthesis of sequential circuits (SCs) described by their Algorithmic State Machine (ASM) chart. Such SCs may be synthesized efficiently since their corresponding logic functions are defined by disjoint cubes. Moreover, the ASM form of the SC representation is close to the BDD form. We consider that the optimal MTBDD representation as the criterion of the SC optimization. We propose a method for transformation of an initial multiple-output function, derived from ASM, into an optimized Multi-Terminal BDD. The method is based on a newly introduced concept of the Linearized SC and comprises the following steps: a) transforming an initial ASM chart into a corresponding multipleoutput function, followed by a specific states assignment; b) either linearization of the function or decomposition of the function followed by linearization of its components.
Experimental results, carried out on a set of benchmarks, allow concluding the following:
• We have discovered a wide class of multiple-output functions on which linearization techniques work extremely efficiently. This class comprises, inter alia, so-called "human-produced" functions having the algorithmic structure.
• We have opened a new way to linearize functions of a large number of input variables for the above-specified class of the multiple-output functions. It has become possible since the functions of that class are derived from an ASM and, consequently, are defined by disjoint cubes of a small rank.
• Representations of the initial ASM-based functions in the MTBDD form are very sensitive to the states encoding, which requires a special attention of researchers.
• The proposed decomposition technique, as well as the piece-wise linearization has proven to be very efficient in the case of 1-hot states assignment, while conventional techniques have failed on the same benchmarks due to their high complexity.
The Authors believe that it is highly desirable to recognize the class of the functions to be synthesized and to utilize specific properties of the recognized class for optimization of the synthesis. Our study of the ASM-derived functions has allowed extending the plurality of functions that can be efficiently linearized.
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