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Resumen y Abstract  IX 
 
Resumen 
El objeto de estudio del presente trabajo final de maestría es la programación de 
producción en plantas con configuración Flexible Job Shop en condiciones de 
incertidumbre. El problema de investigación se seleccionó  debido los requerimientos 
actuales de muchas empresas manufactureras, que producen una alta cantidad de 
productos, con rutas de procesamiento diferentes y  con ciclos de vidas muy cortos, que 
hace complejo en muchas ocasiones determinar tiempos de alistamiento y 
procesamiento con certidumbre. Consecuente con lo anterior, se diseñó una metodología 
basada en un algoritmo genético  para programar los trabajos en un sistema Flexible Job 
Shop, con tiempos de alistamiento dependiente de la secuencia difusos, tiempos de 
procesamiento difusos y ventanas de tiempo en las entregas, con el fin de minimizar la 
tardanza ponderada y la prontitud ponderada. A partir de la experimentación, se 
evidencia un alto rendimiento del algoritmo desarrollado  en cuanto a las soluciones 
encontradas y al rendimiento al compararse con otros algoritmos. 
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This thesis aims to present a production-scheduling model in plants with Flexible Job 
Shop configuration under uncertainty. The research problem was selected due to the 
current requirements of many manufacturing companies, which produce a high number of 
products, with different processing routes and very short life cycles, making difficult to 
determine setup and processing times. Consequently, a methodology based on a genetic 
algorithm is proposed to schedule jobs in a Flexible Job Shop system considering 
sequence-dependent fuzzy setup times, fuzzy processing times and due date time 
windows in order to minimize weighted tardiness and weighted earliness. From the 
experimentation, the proposed algorithm provide a high performance in terms of solution 
quality when compared with other scheduling algorithms. 
 
Keywords: Genetic algorithms, flexible job shop, production-scheduling, 
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En la actualidad la mayoría de empresas se ha enfocado en escuchar atentamente las 
necesidades  y los deseos de sus clientes, aumentando el nivel de personalización de los 
productos Thomke & Hippel, 2012). Para dar cumplimiento a estos requerimientos de los 
clientes es necesario que todos los procesos logísticos estén coordinados y que cumplan 
los objetivos  establecidos dentro de su función. Dentro de los procesos logísticos que 
más impacta la satisfacción de las necesidades del clientes están los procesos de 
fabricación, ya que no sólo deben asegurar que los productos cumplan con las 
especificaciones técnicas deseadas, sino también los tiempos de entrega estipulados, 
con las cantidades requeridas, por lo que es de suma importancia planificar tanto los 
requerimientos de materias primas y de insumos, como la asignación de trabajos en los 
recursos. Proporcionar estas personalizaciones en los productos es una forma importante 
de atraer clientes, pero a la vez puede aumentar la complejidad de los procesos de 
planificación y programación de los sistemas de producción, especialmente en la 
asignación de los recursos operativos de las empresas (Staeblein & Aoki, 2015). 
 
El problema  asignación de trabajos en los recursos de producción en la mayoría de 
empresas manufactureras es complejo, más aun en las plantas tipo Flexible Job shop 
(FJSSP), donde el problema de programación de las operaciones pertenece a la clase de 
problemas denominados de NP-Hard, para los cuales aún no se dispone de algoritmos 
de solución óptima que se ejecuten en tiempos computacionales razonables, sobre todo 
para plantas de procesamiento grandes y/o complejas. Cuando se habla de un Flexible 
Job Shop se cambia el concepto de un número específico de máquinas en serie, para 
hablar de una serie de centros de trabajo, y cada uno de estos centros de trabajo, con un 
número de máquinas paralelo que pueden ser consideraras idénticas en algunos casos 
pero no siempre. Cada trabajo tiene su ruta por seguir, y requiere procesamiento en cada 




Para iniciar el proceso de asignación de trabajos a los recursos de la planta de 
producción es necesario conocer y/o determinar varios parámetros, los cuales en algunos 
casos presentan incertidumbre en sus valores como los tiempos de procesamiento y 
tiempos de alistamiento, esta incertidumbre es debida a la falta de conocimiento y 
experiencia, subjetividad en la asignación de valores y fallos de funcionamiento en los 
procesos (Wang & Li, 2013). Adicionalmente se encuentra el hecho de que nunca antes 
se ha hecho la misma operación por lo cual no hay una estimación de su  tiempo de 
ejecución. También es necesario conocer y/o establecer las fechas de entrega requeridas 
de los trabajos, donde en algunos casos cada trabajo tiene una ventana de tiempo en la 
cual puede entregarse al cliente interno o externo  sin ningún castigo o penalización 
(Yan, Chu, Hsiao, & Huang, 2015). 
 
Sin embargo muchos de los modelos propuestos hasta hoy presentan suposiciones que 
se alejan cada vez más de la realidad como que no existe recirculación en los centros  de 
trabajos o máquinas de procesamiento y que además existen certidumbre en todos los 
parámetros necesarios para realizar la programación de producción de una planta tipo 
Flexible Job Shop, y los pocos estudios realizados donde se tiene en cuenta la 
incertidumbre de estos parámetros no incluyen el estudio de variables muy importantes 
como los tiempos de alistamiento y montajes dependientes de la secuencia de las 
operaciones. Por otro lado muchos de estos modelos propuestos son complejos de 
aplicar en la industria debido al poco detalle mostrado en los artículos científicos 
disponibles. 
 
Esto conlleva  a la necesidad de desarrollar una metodología y aplicativo informático que 
pueda aplicarse en las empresas manufactureras actuales donde los productos pueden 
recircular una o varias veces por los mismos centros de trabajo o máquinas, que además 
permita manejar la incertidumbre presente en los tiempos de procesamiento, alistamiento 
y montajes, cumpliendo con las ventanas de tiempo en la entrega establecidas por el 
cliente. 
 
Por otro lado la complejidad del problema hace necesario utilizar técnicas que 
proporcionen soluciones en tiempos computacionales razonables. Dentro de las técnicas 
más utilizadas y que se han comprobado su eficacia están las técnicas de inteligencia 
artificial, las cuales son diversas y han tenido su aparición y desarrollo desde hace cuatro 
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décadas (Ruiz S., 2015). En lo que respecta al Scheduling, Castrillón et al. (2009; 2010) 
establecieron que el programa de secuenciación de pedidos en un sistema Job Shop se 
puede lograr con la aplicación de técnicas de inteligencia artificial (aleatorios, búsqueda 
tabú, minería de datos, algoritmos evolutivos, enjambres y agentes inteligentes). Dichas 
técnicas son eficaces para encontrar el tiempo total de proceso, que en la literatura se 
conoce con el nombre de “makespan”. Las técnicas de inteligencia artificial también 
pueden asumir otros objetivos, tales como reducir los tiempos de entrega, minimizar las 
tardanzas  y minimizar los costos de los recursos. Castrillón et al. (2010) afirmaron que 
las técnicas de inteligencia artificial son eficaces para la optimización de sistemas 
complejos. 
 
Teniendo en cuenta lo anterior, y como propósito de este trabajo final, se tomó la 
decisión de abordar el problema de programar la producción en un sistema de 
producción tipo flexible Job shop con tiempos de procesamiento y alistamiento difusos, y 
ventanas de tiempos en las entregas  mediante un algoritmo genético ya que es la 
técnica evolutiva más aceptada entre los investigadores (Ruiz S., 2015).  
 
En consecuencia la Formulación del Problema de Investigación General fue la siguiente: 
 
¿Cómo se debe estructurar y diseñar una metodología basada en un algoritmo 
genético para programar un sistema productivo con configuración Flexible Job 
Shop, con tiempos de alistamiento y procesamiento difusos, y ventanas de tiempo 
en las entregas que mejore los niveles de desempeño en la prontitud y tardanza  




Para que las empresas puedan ofrecer una mejor respuesta a los cambios constantes del 
mercado y colocar a disposición de los clientes una gran variedad de productos y 
servicios en los tiempos entrega establecidos, y a la vez optimizando la utilización de los 
recursos operativos con el fin de disminuir costos e incrementar los niveles de producción 
es necesario contar con metodologías, modelos y  herramientas informáticas que ayuden 
a planificar la adquisición de insumos y programar la ordenes de producción en los 
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diferentes recursos(Heizer & Render, Operation Management - Flexible Edition. 10th 
edition, 2012). 
 
La programación es una herramienta importante para un sistema de producción o 
fabricación, teniendo un gran impacto en la productividad de un proceso de 
transformación de materiales. En los sistemas de producción, el propósito de la 
programación es minimizar el tiempo de producción y costes, mediante la asignación de 
una instalación de producción, determinando el cuándo hacer, con que  personal, y sobre 
el cual equipo. La programación de la producción tiene como objetivo maximizar la 
eficiencia de las operaciones y reducir los costos asociados a esta (Mitsuo, 2012). Pero 
la programación de producción es un proceso complejo debido a la que se debe asignar 
los recursos que se utilizaran para procesar los trabajos o lotes, y además asignar la 
secuencia de estos trabajos en dichos recursos, y en la mayoría de los casos es 
imposible realizarla adecuadamente de forma manual y/o empírica, por tal motivo las 
empresas deben buscar herramientas que les permita programar la producción de una 
forma rápida y confiable, que genere resultados en tiempos computacionales cortos. 
 
Las empresas que no cuentan con modelos y herramientas informáticas adecuadas para 
realizar una correcta programación de producción, en especial las que tienen plantas de 
producción tipo Flexible Job Shop pueden incurrir en subutilización de los recursos, 
incumplimiento en los tiempos de entrega y en muchos casos se generan altos 
sobrecostos de producción.  
 
La falta o inadecuada programación de trabajos en las plantas de producción no solo 
afecta los recursos de las áreas de producción, sino también las áreas con que tiene 
relación directa e indirecta (Pinedo, 2012). Entre las funciones empresariales  más 
afectadas están las de almacenamiento tanto de materia prima, producto en proceso y 
terminado, distribución, despachos y gestión comercial. 
 
Uno de los sistemas más complejos para realizar programaciones son los de fabricación 
tipo taller (Job Shop) donde los trabajos pueden tener distintas secuencias o rutas y cada 
operación debe hacerse en un centro de trabajo o máquina establecida. Los sistemas 
productivos tipo Job Shop que se caracterizan por la producción de trabajos o lotes 
relativamente pequeños de una amplia variedad de productos, los cuales por lo general 
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tiene muy poco grado de estandarización (Osorio & Motoa, 2008), haciendo que no se 
tenga certidumbre en los valores de los parámetros en problemas reales en las 
empresas. Pero existen ambientes productivos donde los trabajos o lotes  que se deben 
procesar pueden asignarse a cualquier máquina de un conjunto de máquinas 
establecido, donde los tiempos de operación y/o costos asociados al trabajo en las 
máquinas pueden ser diferentes, estos sistemas de fabricación sería del tipo Flexible job 
shop, el cual es una variante del job shop. 
 
Todas las investigaciones actuales para dar solución al problema de programación de 
producción en plantas Flexible Job shop bajo con parámetros con incertidumbre,  diseñan 
y estructuran los modelos y algoritmos teniendo en cuenta solo dos parámetros de 
producción, los tiempos de procesamientos y las fechas de entregas, asumiendo que los 
tiempos de alistamiento y transporte no son relevantes en los sistemas de producción 
Estas consideraciones en muchas ocasiones hacen que estos algoritmos no puedan 
aplicarse en muchas empresas, debido al dinamismo que presenta el mercado que hace 
que cada vez los productos sean más personalizados a las necesidades de los 
clientes(Koufteros, et al., 2014), aumentando el número de referencias de productos y 
disminuyendo el tamaño de los lotes de producción(Rezapour, Hassani, & Farahahi, 
2015), por lo que se necesitan realizar un mayor número de alistamientos y montajes en 
los centros de trabajo, y además el tiempo necesario para realizar estos alistamiento 
puede variar dependiendo la secuencia seleccionada; además si consideramos que los 
trabajos deben entregarse a los clientes dentro de plazos de entrega conocidos que 
pueden estar definidos mediante intervalos o ventanas de tiempo dentro de los cuales se 
está cumpliendo con las necesidades de los clientes, pero si un trabajo se termina antes 
del límite inferior de la ventana de tiempo se puede incurrir en costos adicionales por 
almacenamiento y además de causar traumatismo, pero si el trabajo se termina después 
del límite superior de la ventana de tiempo se incurren en penalizaciones por 
incumplimiento por parte del cliente(Zhang, Collart-Dutilleul, & Mesghouni, 2015); estas 
restricciones adicionales aumentan el grado de complejidad de los sistemas de 
producción, por lo que se tienen que diseñar modelos , algoritmos y herramientas más 
robustas, que atienda las necesidades reales de la industria, pero que sigan 







Estructura del Trabajo final de maestría 
 
El presente trabajo final de maestría se conforma de 4 capítulos, cuyo contenido se 
resume a continuación: 
 
Capítulo 1. Marco teórico y referencial de la investigación. Se estudia los diferentes 
conceptos de  la planificación de producción, los tipos de planificación según su horizonte 
de tiempo y características, como también la relevancia de los planes a la hora de tomar 
decisiones estratégicas y tácticas. Además se detalla en profundidad la planificación se 
producción a corto en especial su función principal que es la programación, estudiando 
los diferentes sistemas productivos, con un enfoque principal en los sistemas tipo Flexible 
Job Shop por ser uno de los sistemas más complejos e importantes que se presentan en 
las empresas manufactureras. También se  desarrolla un estudio  de las diferentes 
metaheurísticas más utilizadas para resolver el problema de programación de producción 
en plantas tipo Flexible Job Shop. Finalmente se investiga el manejo de la incertidumbre 
en la programación de producción con el fin de observar la tendencia metodológica para 
abordar problemas de programación de producción con datos bajo incertidumbre.  
 
Capítulo 2. Metodología propuesta. Inicialmente se exponen las principales 
características del problema de programar una planta tipo flexible Job Shop bajo 
incertidumbre en los parámetros de tiempo de procesamiento y tiempo de alistamiento, al 
buscar entregar los trabajos dentro de las ventas de tiempos establecidas, con el fin de 
minimizar las penalizaciones por tardanza y prontitud. También se desarrolla el modelo 
matemático que permite resolver este problema, pero debido a que el problema es NP-
Hard hace que este modelo matemático sea ineficiente al aplicarlo en las industrias por 
su alto requerimiento computacional. Finalmente se presenta la metodología propuesta 
para resolver este problema basada en algoritmos genéticos y lógica difusa, en donde se 
describe el paso a paso de esta metodología. 
 
Capítulo 3. Experimentación y Resultados. Se desarrollan experimentos con el fin de 
revisar y validar el algoritmo genético propuesto en dos casos de programación en una 
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empresa del sector textil. Inicialmente se realizan experimentos con el fin de ajustar los 
parámetros del algoritmo y luego se comparan los resultados con diferentes heurísticos. 
 
Capítulo 4. Se presentan las conclusiones generales de cada capítulo central y 
conclusiones globales del trabajo final de maestría, al igual que las recomendaciones 
para futuras investigaciones y aplicaciones de las teorías y metodologías propuestas en 
el presente trabajo. 
 
Finalmente se presenta la bibliografía que conforma la fuente de información para la 































A continuación, se presenta el objetivo general y objetivos específicos a desarrollar en el 




Desarrollar una metodología de programación de producción en plantas tipo Flexible Job 
Shop con ventanas de tiempo en las entregas, que permita gestionar la incertidumbre en 
los tiempos de procesamiento y alistamiento(dependiente de la secuencia); que se pueda 
adaptar a las necesidades particulares de las empresas  pequeñas, medianas y grandes 




Analizar estado del arte del uso de metodologías  dar solución al problema de asignación 
de trabajos en plantas tipo flexible Job Shop con ventanas de tiempo, y en particular en 
los casos donde se gestione la incertidumbre de diferentes parámetros y variables. 
 
Identificar, seleccionar y evaluar las metodologías y modelos existentes para gestionar la 
incertidumbre de diferentes parámetros y variables en la programación de operaciones 
de plantas tipo Flexible Job Shop. 
Construir un modelo que permita programar las operaciones en una planta tipo Flexible 
Job Shop con ventanas de tiempo, que presenta tanto variables y parámetros 
determinista y con incertidumbre. 
 
Validar y verificar el modelo desarrollado en  una empresa de sector textil y confección de 
la ciudad de Medellín, mediante un diseño experimental donde se adecue la metodología 





1. Capítulo 1 - Marco teórico y referencial de 
la investigación 
El contexto teórico y referencial del presente trabajo aborda ocho tópicos: el primero 
expone la importancia de la planificación de la producción y los diferentes tipos de 
planificación según su horizonte de tiempo ; el segundo expone los conceptos más 
importantes de la programación de producción, además se explica los sistemas 
productivos básicos, las medidas de desempeño y funciones objetivos más utilizadas 
para gestionar estos sistemas productivos ; el tercero se describe el sistemas de 
producción tipo Flexible Job Shop, la importancia de este sistemas y los antecedentes del 
problema de secuenciar este tipo de sistema; en el cuarto se  presenta la inteligencia 
artificial como principal técnica para resolver el problema de programación y las 
principales Metaheurísticas utilizadas en la actualidad; el quinto expone las ventajas y 
antecedentes de la utilización de los algoritmos genéticos para solucionar problemas de 
programación de producción; en el sexto se expone los conceptos, teorías y operaciones 
de la lógica difusa; finalmente en el séptimo y octavo tópico se expone el manejo de la 
incertidumbre en la programación de producción y los antecedentes de este tipo de 
problemas. 
1.1 Planificación de la producción. 
 
Anteriormente las organizaciones empresariales pensaban que las operaciones no eran 
una ventaja competitiva en el mercado, los objetivos y funciones operacionales se 
limitaban a reducir costos y maximizar la productividad. Pero con el aumento de las 
especificaciones de calidad de los productos a bajos niveles de costos por parte de 
algunas empresas japonesas empezó a dar importancia a la planificación de las 
operaciones de las empresas para minimizar los riesgos por calidad en todos sus niveles 
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(Cantidad de producto, cumplimiento de especificaciones técnicas, tiempo de entrega, 
lugar adecuado) y costos de operación (Miranda, Rubio, Chamorro, & Bañegil, 2006). 
 
La planificación de la producción consiste en definir el volumen y el momento de 
fabricación de los productos, estableciendo un equilibrio entre la producción y la 
capacidad de los distintos niveles empresariales, en busca de la competitividad deseada, 
además de la determinación de los objetivos de producción cuantificables y la 
determinación de pasos y recursos para lograrlos (Blackstone, Fogarty, & Hoffmann, 
1991). La planificación de la producción se divide en planificación estratégica, 
planificación agregada, plan maestro de producción, planeación de requerimientos de 
materiales y la planificación a muy corto plazo. A continuación se presenta la jerarquía y 
los horizontes de planificación para cada división (Ver Figura 1.1 y 1.2) 
 
 
Figura 1.1: Jerarquía de la planificación en la producción 
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Figura 1.2: Horizontes de planificación 
  
Fuente: Elaboración propia 
1.1.1 Planificación Estratégica o A Largo Plazo  
 
Se desarrolla la estrategia empresarial, se conecta la misión actual de la organización y 
sus condiciones ambientales, estableciendo una guía para la decisión y los objetivos 
planteados (Domínguez, 1995). Se planifica con un horizonte temporal de varios años y 
que abarca el conjunto de todas las líneas de productos de la empresa. La planificación 
estratégica tiene como objetivos: 
 
 Determinar capacidad instalada (Proveedores, Instalaciones, Procesos 
Productivos). 
 Realizar la función del plan de ventas a largo plazo (Depende de los pronósticos 
de demanda). 
 Determinar la producción en cifras trimestrales, semestrales o anuales muy 
agregadas (Por familia de producto).  
 Estrategias de crecimiento y desarrollo (Nuevos productos, adquisición de 
tecnologías, cambios en los procesos, adquisición de nuevas instalaciones, 
alianzas con clientes y proveedores, políticas internas)  
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1.1.2 Planificación agregada de producción 
 
Se establecen los objetivos a alcanzar en un periodo de tiempo que suele estar entre 6 y 
18 meses aproximadamente, es específica para cada línea de producto (Miranda, Rubio, 
Chamorro, & Bañegil, 2006). El propósito fundamental de la planificación agregada es  
determinar las tasas de producción de cada línea, mano de obra y niveles de inventarios, 
que minimiza costos  y logra satisfacer la demanda establecida (Arango, Vergara, & 
Gaviria, 2010). Para ello se debe conseguir los siguientes objetivos: 
 
 Minimizar el coste y maximizar los beneficios. 
 Maximizar el servicio al cliente. 
 Minimizar la inversión en inventario. 
 Minimizar los cambios en el ritmo de producción. 
 Minimizar las variaciones en la plantilla. 
 Maximizar la utilización de la capacidad instalada. 
 
1.1.3 Plan maestro de producción (MPS) 
Se determina las cantidades que se deben fabricar de cada producto o referencia, esta 
programación puede por  semanas o meses (Miranda, Rubio, Chamorro, & Bañegil, 
2006). Además este plan proporciona los requerimientos de insumos  del  nivel superior y 
fechas estimadas que se deben finalizar o entregar los productos con el fin de generar 
los requerimientos por periodo para componentes, piezas y materias primas. Los 
objetivos principales del plan maestro de producción son: 
 Concretar el plan agregado tanto en unidades como en tiempo. 
 Facilitar con su desagregación la obtención de un plan aproximado de capacidad. 
 Agrupamiento de la demanda con el fin de determinar tamaños de lotes. 
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1.1.4 Planificación de requerimiento de materiales (MRP) 
 
Se determina las cantidades que se deben fabricar de cada producto o referencia, esta 
programación puede por  semanas o meses (Miranda, Rubio, Chamorro, & Bañegil, 
2006). Además este plan proporciona los requerimientos de insumos  del  nivel superior y 
fechas estimadas que se deben finalizar o entregar los productos con el fin de generar 
los requerimientos por periodo para componentes, piezas y materias primas. Los 
objetivos principales del plan maestro de producción son: 
1.1.5 Planificación a corto plazo 
 
Determina los objetivos de producción semanales o diarias, tiene un horizonte de 
planificación menor a tres meses (Miranda, Rubio, Chamorro, & Bañegil, 2006),  
encargándose de programar, controlar y evaluar las operaciones de producción a muy 
corto plazo, para dar cumplimiento al plan maestro de producción, utilizando la capacidad 
disponible y con la mayor eficiencia posible. (Arango, Vergara, & Gaviria, 2010).  Las 
principales funciones de la planificación de corto plazo son (Heizer & Render, 2009): 
 
 Evaluar y controlar los pedidos a fabricar. 
 Establecer las prioridades entre los  pedidos  o trabajos  a realizar, ordenándolos  
por centro de trabajo y asignándoselos a cada uno de ellos (programación de la 
producción). 
 Rastrear la evolución de los pedidos en curso. 
 Controlar el desarrollo de las operaciones. 
 Controlar y determinar constantemente la capacidad de cada centro de trabajo. 
 Proporcionar realimentación al sistema de planificación y control de capacidad.   
 
Finalmente se puede observar que la programación de producción es la función principal 
de la planificación a corto plazo ya que es la encargada de controlar el tiempo y 
secuenciación de las operaciones en bienes y servicios, y los programas a corto plazo 
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resultantes se traducen en las decisiones de capacidad, planeación intermedia y las 
asignaciones. 
1.2 Programación de la producción. 
 
Cuando en las organizaciones empresariales se aprueban o crean los lotes de 
producción, pedidos  o  trabajos, a estos se les asocia unas fechas de entrega previstas 
para cumplir con los requerimientos del mercado. Pero estos trabajos deben ser 
procesados por una serie de máquinas o centros de trabajos en rutas operacionales 
establecidas la mayoría de las  ocasiones (Pinedo, 2012). Este problema de 
asignaciones puede llegar a ser un proceso de programación muy complejo debido a que 
se tiene que secuenciar un conjunto de trabajos o lotes en un conjunto de máquinas o 
centros de trabajo, respetando las restricciones, pero a la vez maximizando el 
cumplimiento de los objetivos planteados. Por lo que esta programación se vuelve 
estratégica para la empresa ya que, al realizar esta actividad con eficiencia, las empresas 
emplean sus activos de forma más eficaz y generan una mayor capacidad de producción 
por cada peso invertido, lo que su vez reduce el costo; Esta mayor capacidad de 
producción y flexibilidad suponen una entrega más rápida a los clientes, por lo tanto, un 
mejor servicio al consumidor lo que puede generar una ventaja competitiva. Para realizar 
una adecuada programación de producción se tiene que conocer los conceptos básicos y 
los principales sistemas productivos que se presentan empresas, esto permite determinar 
las características de estos sistemas y establecer la mejor forma de aborda el problema 
de programación. 
1.2.1 Conceptos básicos de la programación de operaciones  
Los conceptos básicos en la programación de producción u operaciones permiten 
identificar los datos básicos que se deben conocer de los sistemas para poder 
gestionarlo eficientemente (Pinedo, 2012), cumpliendo con los objetivos empresariales 
(Ruiz, 2015), en la Tabla 1.1 (Conceptos básicos de la programación de operaciones) se 
detallan estos conceptos. 
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Tabla 1.1: Conceptos básicos de la programación de operaciones. 
Conceptos Principales Definición 
Trabajos (j) 
Lotes de producción, los cuales están compuestos por una cantidad determinada 
de unidades que requieren ser procesadas. 
Recursos (i). 
Son las máquinas, centros de trabajo, personas, herramientas o estaciones que 
realizaran las operaciones a los trabajos o lotes. 
Tiempos de 
procesamiento (pji) Es el tiempo requerido de operación de un trabajo j en el recurso i 
Fecha de ingreso al 
sistema (rj) 
Es la fecha en que el trabajo j ingresa al sistema disponible para ser procesado 
(cumple con los requisitos previos) 
Fecha de entrega (dj) 
Es la fecha de vencimiento o fecha en que el trabajo j debe terminar todas las 
operaciones, generalmente por un compromiso preestablecido con un cliente 
externo y/o interno. (Pinedo, 2012) 
Ventana de tiempo de 
entrega (dlj , duj) 
Es el intervalo que define cuando un trabajo j debe terminar todas las operaciones 
(Zhang, Collart-Dutilleul, & Mesghouni, 2015) Si un trabajo termina dentro de este 
intervalo no será penalizado por entrega temprana (extra costos de 
almacenamiento, control y limitaciones de espacios) o entregar tardes 
(Incumplimiento de compromisos de entregas) 
Peso o importancia 
relativa de la operación 
(wj) 
Es el factor prioritario del trabajo j, el cual representar la importancia del trabajo 
con respecto a los otros trabajos. (Pinedo, 2012) 
Ruta(j,i) Es el orden de operaciones establecido en el trabajo j debe procesarse en la 
máquina i 
Tiempo de inicio (Sji) Es el momento en el que se comienza la ejecución del trabajo j en la máquina i. Si 
el trabajo sólo tiene una operación, se denota mediante Sj 
Fecha de terminación del 
trabajo (Cj). 
Es el tiempo en el que el trabajo j termina la última operación. (según lo 
programado) 
Tiempo de alistamiento y 
montaje (j,i,k) 
Es el tiempo que se requiere para que la máquina i y el trabajo j estén listo para 
iniciar el procesamiento, después que la máquina i termino de procesar el trabajo 
k. Generalmente entre trabajos de la misma familia este tiempo es igual a cero. 
Recirculación Se presenta cuando un trabajo  puede visitar un centro de trabajo o  máquina más 
de una vez. (Pinedo, 2012) 
Fuente: Elaboración propia. 
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1.2.2 Sistemas productivos básicos 
 
Los centros de fabricación, talleres de trabajos, centros de servicio, y en generan todos 
los sistemas de transformación, se agrupan en configuraciones productivas o sistemas 
productivos (Nahmias, 2007). Estas agrupaciones dependen de las secuencias de las 
operaciones, número y tipo de máquinas, entre otras características similares en los 
recursos, procesos y metodologías de transformación de bienes y prestación de 
servicios. A continuación, en la tabla 1.2 se describen estas agrupaciones de sistemas 
productivos. 
Tabla 1.2: Sistemas productivos básicos. 
Sistemas productivos Definición 
Una sola Máquina (1) 
El caso de una sola máquina  o centro de trabajo es el más simple de todos los posibles 




Hay m máquinas idénticas en paralelo. El trabajo j requiere una sola operación y puede ser 
procesada en cualquiera de las m máquinas. El tiempo de procesamiento (Pji) de cada 
trabajo j es el mismo en cualquiera de las m máquina. 
Máquinas Paralelas con 
distintas velocidades  o 
tasas de producción (Qm) 
Hay m máquinas en paralelo con diferentes velocidades. La velocidad de la máquina i se 
denota por Vi. El tiempo de procesamiento Pji de ese trabajo j gasta en la máquina i es 
igual a pj / vi (suponiendo trabajo j recibe todo su procesamiento de la máquina i). Si todas 
las máquinas tienen la misma velocidad, es decir, Vi = 1 para todo i y Pji = Pj, sería en 
mismo sistema máquinas paralelas idénticas. 
Flow shop (Fm) 
Hay m máquinas en serie. Cada trabajo j tiene que ser procesado en cada una de las 
máquinas m. Todos los trabajos tienen que seguir la misma ruta, es decir, tienen que ser 
procesados primero en la máquina 1, a continuación, en la máquina 2, y así sucesivamente. 
Después de terminar en una máquina de un trabajo se une a la cola en la siguiente 
máquina. Por lo general, todas las colas se supone que funcionará bajo la disciplina First In-
First Out (FIFO), es decir, un trabajo no puede pasar al otro mientras espera en una cola.  
Flexible flow shop (FFc) 
Un taller tipo Flexible flow shop es una generalización del taller tipo Flow shop. En lugar de 
m máquinas en serie hay etapas c en serie con en cada etapa una serie de máquinas 
idénticas en paralelo. Cada trabajo tiene que ser procesado primero en la etapa 1, a 
continuación, en la etapa 2, y así sucesivamente. Una etapa funciona como un banco de 
máquinas paralelas; en cada etapa el trabajo j requiere un procesamiento en una sola 
máquina y cualquier máquina lo puede hacer. Las colas entre las diversas etapas pueden o 
no funcionar de acuerdo a la disciplina por orden de llegada (FCFS). 
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Tabla 1.2: (Continuación) 
Sistemas productivos Definición 
Job shop (Jm) 
En un taller de trabajo con máquinas m cada trabajo tiene su propia ruta predeterminada a 
seguir. Se hace una distinción entre los talleres de trabajo en el que cada trabajo visita cada 
máquina como máximo una vez y talleres de trabajo en los que un trabajo puede visitar 
cada máquina más de una vez. En el último caso, se dice que existe recirculación. 
Flexible job shop (FJc) 
Un taller de trabajo flexible es una generalización del taller de trabajo (Job shop) y los 
entornos de máquinas paralelas. En lugar de m máquinas en serie existen c centros de 
trabajo, con en cada centro de trabajo una serie de máquinas idénticas en paralelo. Cada 
trabajo tiene su propia ruta a seguir a través del taller; trabajo j requiere procesamiento en 
cada centro de trabajo en una sola máquina y cualquier máquina lo puede hacer. Si un 
trabajo en su ruta puede visitar un centro de trabajo más de una vez, entonces se dice que 
existe recirculación. 
Open shop (Om) 
Hay m máquinas. Cada trabajo tiene que ser procesado en cada una de las máquinas m. 
Sin embargo, algunos de estos tiempos de procesamiento pueden ser cero. No hay 
restricciones en cuanto a la ruta de cada trabajo j a través del entorno de las máquinas. Se 
permite que el planificador para determinar una ruta para cada trabajo j. 
Fuente: Tomado de Pinedo (2012) 
1.2.3 Medidas de desempeño 
Para poder establecer la eficiencia de un sistema productivo existes varias medidas de 
desempeño, los cuales a su vez sirven para establecer la función objetivo para resolver el 
problema de programación de producción (Druker, 2007). Las principales medidas de 
desempeño son: 
 Tiempo de flujo de trabajo j (𝐹𝑗): Tiempo que transcurre desde el trabajo j entra al 
sistema hasta que sale de este; 𝐹𝑗 = 𝐶𝑗 − 𝑟𝑗  
 Demora del trabajo j (𝐿𝑗): Diferencia entre el tiempo de terminación del trabajo j y 
tiempo de entrega del trabajo j; 𝐿𝑗 = 𝐶𝑗 − 𝑑𝑗  
 Adelanto del trabajo j (𝐸𝑗): Se define como el máximo entre la diferencia entre el 
tiempo de entrega del trabajo j y el tiempo de terminación de terminación del 
trabajo j, y cero ; 𝐸𝑗 =  𝑀𝑎𝑥( 0 , 𝑑𝑗 − 𝐶𝑗 ) 
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 Tardanza del trabajo j (𝑇𝑗): Se define como el máximo entre cero y la diferencia 
entre el tiempo de terminación de terminación del trabajo j y tiempo de entrega del 
trabajo j; 𝑇𝑗 =  𝑀𝑎𝑥( 0 , 𝐶𝑗 − 𝑑𝑗  ) 
 Desviación absoluta del trabajo j (𝐷𝑗): se define como el valor absoluto de la 
diferencia entre el tiempo de terminación de terminación del trabajo j y tiempo de 
entrega del trabajo j; 𝐷𝑗 = |𝐶𝑗 − 𝑑𝑗|  
 Penalidad unitaria del trabajo j (𝑈𝑗): Cuando el trabajo j es completado después de 
la fecha limite (tiempo de terminación es mayor al tiempo entrega) este es 
penalizado y la variable 𝑈𝑗  toma el valor de 1, en caso contrario tomará el valor de 
cero; 𝑈𝑗 = ( 0 𝑠𝑖 𝐶𝑗 ≤ 𝑑𝑗  |1 𝑠𝑖 𝐶𝑗 > 𝑑𝑗)   
1.2.4 Funciones objetivos 
Con las medidas de desempeño se pueden establecer la(s) función(es) objetivo(s) de 
acuerdo con las necesidades de la empresa; las funciones objetivo por lo general son de 
minimización de una de las medidas de desempeño global del sistema de producción 
trabajado. Las funciones objetivo más comunes son las de minimización de: 
 Máximo tiempo de terminación (𝐶𝑚𝑎𝑥): también conocido como Makespan. Para 
determinarlo se debe comparar todos los tiempos de terminación de los trabajos j, 
y seleccionar el de mayor valor;  𝐶𝑚𝑎𝑥 =  𝑀𝑎𝑥( 𝐶1, 𝐶2, 𝐶3, … . , 𝐶𝑛  ) siendo n el 
número total de trabajos. 
 Tiempo total de flujo (∑𝐹𝑗): ∑𝐹𝑗 = 𝐹1 + 𝐹2 + 𝐹3 +⋯+ 𝐹𝑛  
 Tiempo total de flujo ponderado (∑𝐹𝑗 𝑤𝑗): ∑𝐹𝑗𝑤𝑗 = 𝐹1𝑤1 + 𝐹2𝑤2 + 𝐹3𝑤3+. . . +𝐹𝑛𝑤𝑛  
 Tardanza total (∑𝑇𝑗): ∑𝑇𝑗 = 𝑇1 + 𝑇2 + 𝑇3 +⋯+ 𝑇𝑛  
 Tardanza total ponderada (∑𝑇𝑗 𝑤𝑗): ∑𝑇𝑗𝑤𝑗 = 𝑇1𝑤1 + 𝑇2𝑤2 + 𝑇3𝑤3+. . . +𝑇𝑛𝑤𝑛 
 Tardanza máxima (𝑇𝑚𝑎𝑥); 𝑇𝑚𝑎𝑥 =  𝑀𝑎𝑥( 𝑇1, 𝑇2, 𝑇3, … . , 𝑇𝑛  ) 
 Demora máxima (𝐿𝑚𝑎𝑥); 𝐿𝑚𝑎𝑥 =  𝑀𝑎𝑥( 𝐿1, 𝐿2, 𝐿3, … . , 𝐿𝑛  ) 
 Total de trabajos penalizados (∑𝑈𝑗): ∑𝑈𝑗 = 𝑈1 + 𝑈2 + 𝑈3 +⋯+ 𝑈𝑛 
 Total de trabajos penalizados ponderados (∑𝑈𝑗 𝑤𝑗): ∑𝑈𝑗𝑤𝑗 = 𝑈1𝑤1 +𝑈2𝑤2 +
𝑈3𝑤3+. . . +𝑈𝑛𝑤𝑛 
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1.3 Flexible Job Shop 
 
Uno de los sistemas de producción más complejo en programar son los tipos Flexible Job 
Shop (FJSP). Este tipo de problemas son considerados NP-Hard (Non polynomial-Hard) 
ya que no existe un algoritmo que puede hallar una solución óptima en un tiempo 
computacional razonable para las empresas, es válido recordar que la programación de 
producción es un tipo de planificación de producción a corto plazo, por lo que se requiere 
que las asignaciones y secuencias adecuadas sean encontradas en tiempos 
computacionales cortos. 
1.3.1 Descripción del problema de programación del sistema 
Flexible Job Shop 
 
El problema de programación de producción en plantas tipo Flexible job shop se 
compone de dos sub-problemas: El primero es la asignación de máquina adecuada y el 
segundo es determinar la secuencia en que se realizará la operación (Lei, 2012). Este 
problema se compone de n trabajos j (j = 1, 2,..., n) y m máquinas o puestos de trabajos i 
(i = 1, 2,..., m). Cada trabajo j necesita una serie de operaciones hk (Ruta de proceso) 
donde hk es el número total de operaciones de trabajo j. Operación Ojk indica la 
operación k de trabajo j y puede ser procesado en más de una máquina. El tiempo de 
procesamiento de la Ojk en la máquina Mi es representado Pjki (Wang & Li, 2013).  Es de 
aclarar que no todos los trabajos necesitarán las misma cantidad de operaciones y en 
algunos casos una máquina puede realizar varias operaciones en un trabajo (Jamrus T, 
Chien , Gen , & Sethanan, 2017) . 
En la figura 3 se muestra la representación de un taller de producción tipo Flexible job 
shop (FJSP), donde existen n trabajos o pedidos, existen 3 centros de procesamiento y 
cada centro cuenta con un número diferente de máquinas; el centro C1 tiene tres 
máquinas (pueden tener velocidades de procesamiento diferente), el centro C2 tiene una 
máquina, y el centro C3 tiene dos máquinas. Además de que existen tres rutas para cada 
familia de producto, los pedidos pertenecientes a la familia A deben pasar primero por el 
centro C1, luego por el C3 y finalizan en el C2 (es de aclarar que para este ejemplo 
cualquiera de las máquinas de cada centro puede realizar la operación); los trabajos o 
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pedidos pertenecientes a la familia C solo requieren dos operaciones, la primera es en 
centro C2 y la segunda en el centro C3. 
Figura 1.3: Representación un sistema de producción tipo Flexible Job Shop. 
 
Fuente: Elaboración propia 
1.3.2 Antecedentes del Problema de secuenciar sistemas tipo 
Flexible Job Shop 
 
Debido a la importancia de planificar el sistema productivo y secuenciar las tareas dentro 
de  las plantas y centros de transformación, muchos autores han investigado el problema 
FJSS, y dado la naturaleza compleja de este sistema (problema de optimización 
combinatorio), ha sido  necesario recurrir a métodos de solución alternativos a los 
métodos analísticos que resultan complejos o muy extensos (Yves, 2010), por lo que se 
han propuestos soluciones basadas en heurísticos y metaheurísticos; uno de los 
primeros fue Brandimarte (1993) quien además de describir la complejidad de programar 
y secuenciar este tipo de configuración, también planteo una metodología utilizando 
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búsqueda Tabú. Jianzhong y Zhiming(1995) desarrollaron un algoritmo heurístico basado 
en la técnica de relación de LaGranje. 
En los últimos años este tipo de problemas se ha masificado la utilización de métodos 
metaheurísticos, según Glover y Kochenberger (2003)“los metaheurísticos, en su 
definición original, son soluciones a métodos que orquestan una interacción entre 
procedimientos de mejoramiento local y estrategias de alto nivel para crear un proceso 
capaz de escapar de un óptimo local y desempeñarse como un buscador robusto de un 
espacio de soluciones”. 
Los metaheurísticos suministran la información necesaria para diseñar y desarrollar 
algoritmos híbridos, combinando diferentes conceptos de campos como la genética, la 
biología, la inteligencia artificial, las matemáticas, la física y la neurología, entre otras. 
Además, los metaheurísticos son ampliamente reconocidos como una de las mejores 
aproximaciones para atacar los problemas de optimización combinatoria. 
Ya  que los algoritmos adaptativos para la programación de producción, como los 
algoritmos genéticos han entregado buenos resultados en las investigaciones realizadas 
y han arrojado excelentes soluciones (Correa Espinal, Rodríguez Velázquez, & Londoño 
Restrepo, 2008), se han convertido en uno de los metaheurísticos más utilizados para 
desarrollar procedimientos que permitan generar secuencias de trabajos en sistemas de 
producción tipo Flexible Job Shop en tiempos computacionales razonables. La utilización 
de estos metaheurísticos también ha permitido poder realizarle variaciones al modelo 
básico del problema Flexible Job shop, integrando incertidumbre a las variables (Wang, 
Gao, & Zhang, 2012), ventanas de tiempos en las entregas y en algunos casos buscando 
cumplir varios objetivos a la vez. Todas estas variaciones aumentan la complejidad del 
problema, pero siguen resolviéndose en tiempos computacionales razonables debido a la 
utilización de los metaheurísticos (Wang, Tian, Ji, & Wang, 2017). 
1.4 Metaheurísticos utilizados en la programación de 
producción 
 
Debido a que la mayoría de problemas en la programación de producción son problemas 
difíciles  de optimización combinatoria, se utilizan diferentes métodos metaheurísticos 
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para la solución de estos (Tavares & Godinho, 2013).  Según Osman & Kelly  (1995) “Los 
procedimientos Metaheurísticos son una clase de métodos aproximados que están 
diseñados para resolver problemas difíciles de optimización combinatoria, en los que los 
heurísticos clásicos no son ni efectivos ni eficientes”. Los Metaheurísticos proporcionan 
una referencia crear nuevos algoritmos híbridos combinando diferentes conceptos 
derivados de: inteligencia artificial, evolución biológica y mecanismos estadísticos. 
Los métodos de aproximación como los metaheurísticos, a diferencia de los métodos 
exactos como la programación lineal entera, no garantizan hallar la solución óptima de 
estos problemas, pero si ofrecen soluciones que cumplen con los objetivos y 
restricciones propuestas, en tiempos computacionales adecuados, y tienen en cuenta un 
gran número de variables y restricciones (Castrillón Gómez, Giraldo García, & Sarache 
Castro, 2010). 
Las metaheurísticas más conocidas y aplicadas a la solución de problemas de 
programación de producción, y en especial a configuraciones tipo Job Shop y Flexible 
Job Shop se presenta a continuación. 
1.4.1 Recocido simulado 
Hace uso de conceptos de termodinámica, usando un símil de un proceso para el 
enfriamiento de sólidos con el fin de llevarlos al estado de mínima energía (Mahdavi, 
Komaki, & Kayvanfar, 2011)  ) planteado por Kirkpatrick et al.  (1983) y Kirkpatrick  
(1984). El recocido simulado (SA - Simulated Annealing) es una técnica de búsqueda 
aleatoria local basada en la trayectoria para la optimización global. Simula el proceso de 
recocido en el procesamiento de materiales, cuando un metal se enfría y se congela en 
un estado cristalino con una energía mínima y tamaños de cristal más grandes para 
reducir los defectos en las estructuras metálicas. El proceso de recocido implica el control 
cuidadoso de la temperatura y su programa de enfriamiento. SA se ha aplicado con éxito 
en muchas áreas (Yang, 2010). 
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1.4.2 Búsqueda Tabú TS 
 
El origen de la Búsqueda Tabú (Tabú Search) data de finales de los años 70. 
Oficialmente el nombre y la metodología fueron introducidos por Fred Glover (1989) 
(1990). La búsqueda tabú toma de la Inteligencia Artificial el concepto de la memoria y lo 
implementa mediante estructuras simples, con el objetivo de dirigir la búsqueda teniendo 
en cuenta la historia de ésta, por lo que el procedimiento trata de extraer información de 
lo sucedido y actuar en consecuencia, que en cierta forma hay un aprendizaje constante. 
La búsqueda tabú permite trasladarse de una solución a otra, aunque no sea tan buena 
como la actual, de modo que se pueda escapar de óptimos locales y continuar de forma 
estratégica la búsqueda de soluciones aún mejores (Diaz Velarde, González Fernández, 
& Glover, 1996). 
 
Ha sido aplicada en la programación de horarios, secuencias y rutas de trabajos u 
operaciones. En algunos problemas complejos, se combina con otras metaheurísticos 
obteniendo excelente resultados (Cortés, Goméz-Montoya, Muñuzuri, & Correa-Espinal, 
2017). 
1.4.3 Algoritmos genéticos GA 
 
El algoritmo genético (GA), desarrollado por John Holland en los años 60 y 70 (Serifoglu 
& Ulusoy, 2004), es un modelo o abstracción de la evolución biológica basada en la 
teoría de la selección natural de Charles Darwin (Yang, 2010). 
Los algoritmos genéticos son quizás los algoritmos evolutivos más populares en términos 
de la diversidad de sus aplicaciones científicos e industriales (Bertel & Billaut, 2004). Una 
gran mayoría de los problemas de optimización bien conocidos han sido probados por 
algoritmos genéticos (Feng, Lu, & Li, 2009). Además, los algoritmos genéticos se basan 
en la población y muchos algoritmos evolutivos modernos se basan directamente en 
algoritmos genéticos o tienen algunas similitudes importantes. Los algoritmos genéticos 
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se han logrado posicionar como una de las técnicas más utilizadas en la solución de los 
problemas de programación de operaciones (Chen, Wu, Chen, & Chen, 2012). 
1.4.4 Colonia de Hormigas ACO 
 
Dorigo et al. (1996) Propuso el metaheurístico Colonia de hormiga (ant colony 
optimization), un algoritmo de inteligencia de enjambre poblacional. Está inspirado en el 
comportamiento de alimentación de hormigas reales en busca de nidos de comida. Las 
hormigas excretan feromonas (material perfumado) en su camino y pueden comunicarse 
a través de esta sustancia para la toma de decisiones. Entre mayor sea es el número de 
hormigas que siguen el mismo camino, más feromonas en ese camino inspirarán a otras 
hormigas a seguir el mismo camino. Sin embargo, con el paso del tiempo, la 
concentración de feromonas disminuye gradualmente debido a la evaporación. Además, 
las hormigas usan su sentido común (información heurística) para explorar los nuevos 
caminos (Goel & Maini, 2018). El algoritmo se ha utilizado para resolver problemas en 
muchas áreas industriales, desde investigación medicas hasta programación recursos 
operacionales (Husheng, Li, Renbin, & Liu, 2018). 
1.4.5 Optimización por enjambre de partículas (PSO) 
 
En primer lugar, la optimización del enjambre de partículas (Particle swarm optimization - 
PSO) se propuso a partir de los comportamientos inteligentes del agrupamiento de aves 
(Kennedy & Eberhart, 1995). El comportamiento de un enjambre se puede modelar con 
reglas y variables sencillas. Los enjambres de peces (banco, cardumen) y de pájaros 
(bandadas, parvadas) se pueden modelar con estos modelos simples. Aun si las reglas 
de comportamiento de cada individuo (agente) son simples, el comportamiento del 
enjambre puede ser complicado (Cortés-Aburto & Rojas-Rodríguez,, 2010).  
Como es un algoritmo de optimización estocástica basada en la población, PSO ha 
atraído mucha atención en los investigadores alrededor del mundo (Gang & Guosong, 
2018) , resultando en un gran número de variantes del algoritmo básico, además que las 
Capítulo 1-Marco teórico y referencial de la investigación 25 
 
investigaciones realizadas han demostrado su efectividad encontrado soluciones a 
diversos tipos de problemas (Banks, Vincent, & Anyakoha, 2007) (Alrashidi & EI-Hawary, 
2009). Hoy en día, ha sido reconocido como un método eficiente de búsqueda y 
optimización inteligente. 
1.4.6 Algoritmo colonia artificial de abejas 
 
El algoritmo de colonia artificial de abejas (ABC) es una metaheurística relativamente 
nueva basada en poblaciones, que se inspira en el comportamiento de los enjambres de 
abejas cuando buscan comida. Fue propuesta por Karaboga & Basturk (2007) basado en 
el comportamiento de forrajeo de las abejas, y diseñado originalmente para problemas de 
optimización numérica sin restricciones, aunque ha sido utilizado para resolver problemas 
de combinatoria. 
El algoritmo se basa en modelo biológico que consta de tres elementos, la fuente de 
alimentos, las abejas recolectoras empleadas, y las abejas recolectoras desempleadas 
(Gao, NagaratnamSuganthan, Quan Ke, Tasgetiren, & Sadollah, 2016). Estos tres 
elementos básicos del comportamiento de forrajeo interaccionan de la siguiente forma: 
las abejas empleadas comunican la información (fitness) de la fuente de alimento que 
están explotando a las abejas observadoras, donde las fuentes de alimento más 
rentables y más probables a ser elegidas por las abejas observadoras. Una vez que las 
fuentes de alimento han sido agotadas (ya sea por las abejas empleadas u 
observadoras) son abandonadas y reemplazadas por nuevas fuentes encontradas por las 
abejas exploradoras. 
1.5 Algoritmos Genéticos en la programación de 
producción 
 
Los Algoritmos genéticos se han utilizados para solucionar una gran cantidad de 
problemas complejos de la ingeniería (Layed & Saidouni, 2014) llegando a ser una 
metodología poderosa y exitosa para la resolución de problemas NP-Hard, demostrando 
el poder de los principios evolutivos (Abu-Arqub, Abo-Hammour, & Momani, 2014)  
(Gonzales Palacio, 2013). El algoritmo genético como algoritmo evolutivo tiene entre sus 
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ventajas la de ser relativamente fácil de comprender y aplicar, rápido, tolerante a las 
fallas y con una ventaja única en criptoanálisis (Sonmez & Bettemir, 2012) . Aunque se 
ha comprobado que esta metaheurística resuelve de forma eficiente problemas 
complejos de optimización, se deben seleccionar de forma cuidadosa los valores de los 
parámetros de esta metodología requiere, de tal forma que se evite convergencias 
prematuras, y también para hallar soluciones globales y no locales (Gogna & Tayal, 
2013) (Gonzales Palacio, 2013). 
En la actualidad es la metaheurística más utilizada en la programación de problemas de 
programación de producción en general, debido a su alta velocidad computacional y a 
que se obtienen mejores solución es con respecto a otras técnicas  (Wang , Tian , Ji, & 
Wang, 2017)(Ruiz & Vázquez Rodríguez,, 2010). 
A continuación en la tabla 1.3 se detallan las principales investigaciones donde se han 
adoptado los algoritmos genéticos para resolver el problema de Flexible Job 
Shop Scheduling (FJSSP) y los objetivos buscados. 
Tabla 1.3: Modelos de plantas tipo Flexible Job Shop mediante algoritmos genéticos. 
Autores Objetivo/Criterio Descripción 
Lehmann y 
otros (1999) 
      
Makespan 
La representación del problema por cromosomas consta de dos partes. 
La primera parte define la política de enrutamiento y la segunda parte la 
secuencia de las operaciones en cada máquina.  




El modelo propuesto considera planes de procesos alternativos para tipos 




& Rajendran   
(2003) 
Minimizar el 
costo total de 
penalización y 
maximizar la 
utilización de las 
maquinas 
En este trabajo, se diseña un mecanismo de programación apropiado 
para generar un cronograma más cercano al óptimo usando el Algoritmo 
Genético (GA) con dos Esquemas de Codificación de GA diferentes. Dos 
objetivos contradictorios del sistema se lograron simultáneamente por el 
mecanismo de programación.  
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Tabla 1.3: (Continuación) 
Autores Objetivo/Criterio Descripción 
Gao, Gen, & 





En este modelo existen restricciones de disponibilidad. Las restricciones 
de disponibilidad no son fijas ya que el tiempo de finalización de las 
tareas de mantenimiento no es fijo y debe determinarse durante el 
procedimiento de programación. Se proponemos un algoritmo genético 
híbrido para resolver el problema de programación de taller de trabajo 






En esta investigación se presenta un algoritmo genético paralelo  para 
resolver un problema de transmisión de lotes. Se considera la flexibilidad 
de enrutamiento, las configuraciones dependientes de la secuencia, la 
naturaleza adjunta o separada de las configuraciones, las fechas de 








Esta aplicación aborda el problema de encontrar soluciones robustas y 
estables cuando se presenta averías de máquinas. Lo se busca es 
minimizar el impacto d estas averías al azar en el tiempo de terminación 
de los trabajos.  






En este trabajo propone un algoritmo híbrido entre un algoritmo genético 
(GA) y la búsqueda tabú (TS) con el objetivo de minimizar el makespan. 
El algoritmo genético que tiene una potente capacidad de búsqueda 
global, se utiliza para realizar exploraciones, y la búsqueda tabú, que 
tiene una buena capacidad de búsqueda local, se aplica para realizar la 
explotación. Por lo tanto, el algoritmo hibrido  propuesto tiene muy buena 





Maximizar nivel de 
cumplimiento 
Este modelo aborda un problema de programación con características 
especiales (días de trabajo flexibles, anticipación y superposición de 
operaciones), donde el objetivo es maximizar un criterio de satisfacción 
definido a través de la programación de objetivos.  





Esta investigación propone una nueva representación cromosómica y 
desarrolla un algoritmo genético para resolver el problema DFJS 
(distributed flexible job shop scheduling) diciéndose a una fábrica que 
involucra varias celdas de manufactura, comparando el efecto del uso de 
varias representaciones de cromosomas 




emisión de carbón 
y costos de 
procesamiento 
Se propone un algoritmo genético multiobjetivo basado en un diseño de 
celosía simplex para resolver este modelo de programación de enteros 
mixtos de manera efectiva. Este modelo de programación se centra en la 
reducción del consumo de energía y la contaminación ambiental a nivel 
de taller 
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Tabla 1.3: (Continuación) 
Autores Objetivo/Criterio Descripción 
Piroozfard  y 
otros (2018) 
Minimizar la 
emisión de carbón 
y los trabajos total 
tardíos  
Con el fin de resolver el problema presentado de manera efectiva, se 
propone un algoritmo genético multiobjetivo mejorado para obtener 
esquemas no dominados de alta calidad.  
Fuente: Elaboración propia 
1.6 Lógica Difusa (Fuzzy Logic) 
 
La lógica difusa tiene gran utilidad porque permite tratar problemas demasiado 
complejos, mal definidos, con poca información o conocimiento, o para los cuales no 
existen modelos matemáticos precisos. Debido a este tipo de lógica se ha permitido 
desarrollar modelos y resolver situaciones consideradas intratables desde el punto de 
vista de la lógica clásica. En la lógica difusa se presentan conceptos propios de la 
realidad, definiendo grados de pertenencia y siguiendo patrones de razonamiento 
similares a los del pensamiento, ya que las proposiciones se pueden representar con 
grados de pertenencia, es decir, grados de certeza o falsedad (Medina & Manco, 2007) 
Desde que Zadeh (1965) introdujo la noción de conjunto difuso, la teoría de optimización 
difusa basada en conjuntos difusos se ha desarrollado rápidamente y de forma 
significativa, y se han realizado grandes esfuerzos en el razonamiento difuso, uno de los 
fundamentos teóricos de la teoría de optimización difusa (Elkan, 1994) (1994) 
Especialmente, Zadeh (1973) propuso el método de la regla de inferencia compositiva 
(CRI)  que aceleró el desarrollo de la teoría del razonamiento difuso. 
Más tarde el Británico Ebrahim Mamdani (1974),  aplica la lógica difusa a un sistema de 
control de vapor, que a partir de la década de los 80 se empezaron a construir 
aplicaciones reales y productos que funcionan basados en lógica difusa. La primera 
implantación real de un controlador de este tipo fue realizada en 1980 por F.L. Smidth 
que aplica esta técnica al control de hornos rotativos en una cementera en Dinamarca. La 
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importancia a la lógica difusa creció cuando  Japón empezó a llegar información sobre 
numerosas aplicaciones práctica. 
En 1985 Takagi y Sugeno  aportan a la teoría del control difuso un nuevo método llamado 
Takagi-Sugeno-Kang (TSK), como alternativa del método Mamdani (Altrock, 1995) . La 
unión de los conceptos de lógica difusa desarrollados por Zadeh y el área de control de 
procesos encuentra numerosas aplicaciones en la industria, medicina, aeronáutica, 
electrónica (Guzmán & Castaño, 2006) 
En los últimos años la lógica difusa se ha utilizado la construcción de modelos tanto para 
el desarrollo  de equipos electrónicos de uso doméstico y de entretenimiento, el diseño 
de dispositivos artificiales de deducción automática, el diseño de sistemas de diagnóstico 
y de control de complejos procesos industriales, predicción y optimización, así como para 
investigaciones en diferentes área de la ciencia e industria (Camargo Moreno, 2013). 
1.6.1 Teoría de los conjuntos difusos 
 
La lógica difusa o borrosa imita como las personas toman decisiones basadas en 
información imprecisa vaga, ambigua, imprecisa, con ruido o incompleta. Algunas 
características importantes en la lógica difusa son la flexibilidad, la tolerancia con la 
imprecisión, la capacidad para moldear problemas lineales y no-lineales, y su 
fundamento en el lenguaje de sentido común (Camargo Moreno R. , 2013). 
En los conjuntos deterministas algo está incluido completamente en él o no lo está en 
absoluto por lo que son  definido por una función de pertenencia bivariada (o función de 
membrecía). Esta situación puede describirse asignado un 1 a todos los elementos 
incluidos en el conjunto y un 0 a los no incluidos (Personas altas, 1 si lo son, 0 si no lo 
son). A la función que asigna estos valores se denomina función de inclusión o 
pertenencia (Martin del Rio, 2007). Los conjuntos difusos permiten describir el grado de 
pertenencia o inclusión de un objeto (o el valor de una variable) al concepto dado por la 
etiqueta que le da el nombre y lo más importante, que pueda evaluar si ese grado de 
pertenencia es elevado (cercano a 1) o en cambio es despreciable (cercano a 0). Así, un 
conjunto difuso proporciona una transición suave entre los límites de lo que sería un 
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conjunto determinista. El espacio de puntos se define como todos los posibles valores 
que puede tomar una determinada variable. 
 
Se puede definir que un conjunto difuso es un conjunto con un grado continuo de 
pertenencia (Zadeh, 1965). Sea U un espacio de puntos u objetos, con un elemento 
genérico de U denotado por x. Un conjunto difuso ?̃? en U  se caracteriza por una función 
de pertenencia que asocia a cada elemento x de U un número 𝜇𝐴(𝑥) del intervalo [0,1], 
que representa el grado de pertenencia de x al conjunto difuso ?̃?  (Reznik, 1997). 
𝜇𝐴(𝑥): 𝑈 →   [0 , 1] 
La notación habitual para los conjuntos difusos es la definida por  Zadeh (1965), que es 
la siguiente: sea ?̃?  un conjunto difuso definido sobre el universo U:  
?̃? = {(𝑥 , 𝜇𝐴(𝑥)) / 𝑥 ∈  𝑈} 
1.6.2 Funciones de pertenencia 
 
Las funciones de pertenencia nos permiten representar matemáticamente y gráficamente 
un conjunto difuso. En el eje x se representa el espacio de puntos, mientras que en el eje 
y (ordenadas) se sitúan los grados de pertenencia en el intervalo [0,1]. 
Aunque en general cualquier función podría definir conjuntos difusos, en los problemas 
reales hay ciertas funciones típicas que siempre se suelen usar, tanto por la facilidad de 
computación que su uso conlleva como por su estructura lógica para definir su valor 
lingüístico asociado. Las funciones más comunes son: 
 Función Triangular 
Los conjuntos triangulares difusos son altamente utilizados en la solución de problemas 
bajo incertidumbre debido a que pueden ser representados fácilmente y manipulados 
usando métodos sencillos (Arango , Serna, & Alvarez, 2009) . La función de pertenencia 
triangular está definida mediante el límite inferior a, el superior b y el valor modal m, tal 
que a<m<b. La función no tiene porqué ser simétrica. 








0                  𝑠𝑖 𝑥 ≤ 𝑎        
𝑥 − 𝑎
𝑚 − 𝑎
         𝑠𝑖 𝑎 < 𝑥 ≤ 𝑚
𝑏 − 𝑥
𝑏 −𝑚
         𝑠𝑖 𝑚 < 𝑥 < 𝑏
0               𝑠𝑖 𝑥 ≥ 𝑏       
 
 
Figura 1.4: Representación gráfica de un conjunto difuso triangular 
 
Fuente: Elaboración propia 
 Función Trapezoidal 
 
A pesar que  este tipo de conjuntos  puede abarcar de forma eficiente la 
incertidumbre en diferentes problemas, requieren tratamientos matemáticos más 
complejo que el de los números triangulares (Correa, 2004). . La función de 
pertenencia trapezoidal está definida por sus límites inferior a, superior d, y los 
límites de soporte inferior b y superior c, tal que a<b<c<d. En este caso, si los 
valores de b y c son iguales, se obtiene una función triangular.   
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0                  𝑠𝑖 𝑥 ≤ 𝑎       
𝑥 − 𝑎
𝑏 − 𝑎
         𝑠𝑖 𝑎 < 𝑥 ≤ 𝑏
1                  𝑠𝑖 𝑏 < 𝑥 ≤ 𝑐
𝑑 − 𝑥
𝑑 − 𝑐
         𝑠𝑖 𝑐 < 𝑥 ≤ 𝑑




Figura 1.5: Representación gráfica de un conjunto difuso trapezoidal 
 
Fuente: Elaboración propia 
 
También existen dos funciones trapezoidales especiales, llamadas función trapezoidal R 
y L. En el caso de la función trapezoidal R  𝑎 = 𝑏 = − ∞ , y el caso de la función 
trapezoidal L 𝑐 = 𝑑 =  + ∞.  Estas funciones se utilizan cuando todos los valores antes o 
después de un determinado valor tienen una pertenencia de 1, es decir si existe un 
conjunto difuso que defina las personas altas, se podría decir que todos los las personas 
después de 1.85 metros tienen una pertenencia de 1. 
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1                  𝑠𝑖 𝑥 ≤ 𝑐       
𝑑 − 𝑥
𝑑 − 𝑐
         𝑠𝑖 𝑐 < 𝑥 ≤ 𝑑
0                𝑠𝑖 𝑥 > 𝑑        
 
 
Figura 1.6: Representación gráfica de un conjunto difuso trapezoidal R 
 Fuente: Elaboración propia 
 
Para la función de pertenencia trapezoidal L la ecuación y grafica se muestran a 
continuación: 
𝜇𝐴(𝑥) = {
0                  𝑠𝑖 𝑥 ≤ 𝑎       
𝑥 − 𝑎
𝑏 − 𝑎
         𝑠𝑖 𝑎 < 𝑥 ≤ 𝑏
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Figura 1.7: Representación gráfica de un conjunto difuso trapezoidal L 
  
Fuente: Elaboración propia 
 
 Función Gaussiana 
 
Definida por su valor medio m y el parámetro k>0.  Esta función es la típica campana de 
Gauss y cuanto mayor es el valor de k, más estrecha es dicha campana. La función 
Gaussiana difusa convierte los valores originales en una distribución normal. El punto 
medio de la distribución normal determina la definición ideal para el conjunto, a la que se 
asigna un valor de 1; la pertenencia del resto de los valores de entrada disminuye a 
medida que se alejan del punto medio, tanto en la dirección positiva como en la negativa 
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Figura 1.8: Representación gráfica de un conjunto difuso Gaussiano 
 
Fuente: Elaboración propia 
 Otras funciones de pertenencia de Conjuntos difusos. 
 
Las funciones de pertenencia triangular, trapezoidal y gaussiana son las más utilizadas 
en los modelos difusos debido a su fácil manipulación y construcción. Pero existen otras 
funciones utilizadas en casos especiales, dentro de estas funciones las más importantes 
son:  
 Generalizada de Bell  
 Sigmoidea  
 Función S  
 Función Gamma  
1.6.3 Operaciones básicas de los conjuntos difusos 
 
Las operaciones básicas en conjuntos clásicos o determinísticos que son la igualdad, 
complemento, intersección y unión, pueden generalizarse a los conjuntos difusos en más 
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de una manera. Sin embargo, una generalización particular que es de interés es la que 
produce las llamadas operaciones difusas estándar (Medina Hurtado, Zuluaga Laserna, 
López Pedroza, & Granda Mazo, 2010), que se definen a continuación: 
 Igualdad. 
Dos conjuntos difusos ?̃? y ?̃?, son iguales (?̃? =  ?̃?)  , si y solo si  𝜇𝐴(𝑥) =  𝜇𝐵(𝑥) para todo 
x en X. Un conjunto difuso es vacío si y solo si su función de pertenencia es idéntica a 
Cero en X. 
 Intersección. 
Es la probabilidad de la ocurrencia simultánea de dos eventos. La intersección está muy 
ligada al concepto de probabilidad condicional. 
𝜇𝐴∩𝐵(𝑥) = min (𝜇𝐴(𝑥) , 𝜇𝐵(𝑥)) 
 Unión 
Describe la probabilidad de que ocurra uno u otro evento es la probabilidad de uno, más 
la probabilidad del otro, menos la probabilidad de que ocurran ambos eventos. 
𝜇𝐴∪𝐵(𝑥) = max (𝜇𝐴(𝑥) , 𝜇𝐵(𝑥)) 
 Complemento 
El complemento de ?̃?  está formado por los elementos del universo X que no están en él 
?̃?, la unión de dos conjuntos la forman los elementos que están en uno o en otro conjunto 
y la intersección la conforman los elementos en ambos conjuntos. 
𝜇?̃?(𝑥) = 1 − 𝜇𝐴(𝑥) 
1.6.4 Operaciones aritméticas de los conjuntos difusos 
 
Las operaciones aritméticas con datos bajo incertidumbre  tienen diferencias de las que 
tienen lugar con datos reales – nítidos o también llamados clásicos (Cano Arenas, 2011). 
A continuación en la Tabla 1.4 se muestran las operaciones de suma, resta, producto y 
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cociente entre dos conjuntos difusos ?̃? y ?̃?, cuando las funciones de pertenencia son 
triangular y trapezoidal (las funciones más utilizadas). 




?̃? = (𝑎1, 𝑎2, 𝑎3)   
 ?̃? = (𝑏1, 𝑏2, 𝑏3)   
?̃? = (𝑎1, 𝑎2, 𝑎3, 𝑎4)  
?̃? = (𝑏1, 𝑏2, 𝑏3, 𝑏4)   
Suma ?̃? +  ?̃? (𝑎1 + 𝑏1, 𝑎2 + 𝑏2, 𝑎3 + 𝑏3) (𝑎1 + 𝑏1, 𝑎2 + 𝑏2, 𝑎3 + 𝑏3, 𝑎4 + 𝑏4) 
Resta ?̃? −  ?̃? (𝑎1 − 𝑏3, 𝑎2 − 𝑏2, 𝑎3 − 𝑏1) (𝑎1 − 𝑏4, 𝑎2 − 𝑏3, 𝑎3 − 𝑏2, 𝑎4 − 𝑏1) 
Producto ?̃? ∗  ?̃? (𝑎1 ∗  𝑏1, 𝑎2 ∗  𝑏2, 𝑎3 ∗  𝑏3) (𝑎1 ∗  𝑏1, 𝑎2 ∗  𝑏2, 𝑎3 ∗  𝑏3, 𝑎4 ∗  𝑏4) 
Cociente ?̃? ÷  ?̃? (𝑎1 ÷ 𝑏3, 𝑎2 ÷ 𝑏2, 𝑎3 ÷ 𝑏1) (𝑎1 ÷ 𝑏4, 𝑎2 ÷ 𝑏3, 𝑎3 ÷ 𝑏2, 𝑎4 ÷ 𝑏1) 
Fuente: Elaboración propia 
1.6.5 Números difusos 
 
Son los conjuntos difusos de importancia especial que se definen en el conjunto R de 
números reales. Como este conjunto es infinito, el conjunto difuso tendrá por lo tanto 
infinitos miembros. Además, como en todo conjunto difuso, a cada número real le 
corresponderá un valor de pertenencia que es asignado por una función de pertenencia.  
Por lo que se puede definir a  un número difuso como un conjunto normalizado y convexo 
𝐴 ̃ ∈ ℝ  , cuya función de pertenencia es al menos, continua a trazos y tiene el valor 
funcional 𝜇𝐴(𝑥) = 1 justo para un elemento. 
En muchos problemas de la vida real, existe dificultades para representar un número 
determinístico o nítido, y por lo que se recure a expresarlo en forma difusa. La función de 
pertenencia que representa a un número difuso toma diferentes formas, dentro de las 
cuales las más comunes y utilizadas son las funciones de pertenencia triangular y  
trapezoidal (Arango , Serna, & Alvarez, 2009). Estas dos formas de conjuntos difusos se 
definieron previamente. 
Uno de los casos más comunes es determinar el tiempo de ejecución de una tarea, de la 
cual no se tiene información suficiente para determinar con exactitud el valor.  Por 
experiencia se podría determinar un valor aproximado, supongamos que este valor es 
140 minutos, pero este valor puede varias entre 136 minutos y 150 minutos  debido a 
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variaciones dentro del proceso.  Con esta información podríamos representar 
gráficamente el número real, y el número difuso, que en este caso se representará 
mediante una función de pertenencia triangular (también se puede representar por 
cualquier función de pertenencia difusa, esto va depender de las características del 
número y la información que se tenga). En la figura 6 se muestra gráficamente el número 
real para el tiempo de procesamiento A, y el número difusos para el tiempo de 
procesamiento 𝐴 ̃. 
 
Figura 1.9: Representación gráfica de un número clásico y un número difuso triangular. 
 Fuente: Elaboración propia 
1.6.6 Defusificación 
La defusificación (defuzzyfication) es un proceso matemático usado para convertir un 
conjunto difuso en un número real o nítido. Las diferentes operaciones básicas y 
aritméticas entre conjuntos difusos dan como resultados conjuntos difusos (Martin del rio 
& Sanz Molina, 2002).  Este conjunto difuso que representa el resultado de las 
operaciones se debe convertir a datos reales para poder tomar decisiones y comparar 
resultados de distintos sistemas, es por eso que existen diferentes métodos de 
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defusificación y arrojan resultados distintos. A continuación se muestran los principales 
métodos de defusificación: 
 Defusificación por centro de gravedad (Centroide) 
 
Es el método más común y ampliamente usado, pero requiere una carga computacional 
importante, por lo que es ocasiones se tiene que recurrir a otros métodos más sencillos 
con menor carga computacional. Con el método de defusificación del centroide se 
transforma la salida o resultado difuso en un número real el cual es la coordenada equis 
(x) del centro de gravedad de tal conjunto difuso de salida. A continuación se muestra la 












Donde 𝜇𝐴(𝑥) es la función de pertenencia del conjunto difuso de salida 𝐴 ̃, cuya variable 
de salida es x y S en rango del conjunto difuso.  
 
 Defusificación por centro de área 
 
Uno de los defusificadores más usados y también llamado de altura, el centro de área es 
aproximado por el centro de gravedad de un arreglo de masas puntuales, las cuales son 
el centro de gravedad de cada conjunto de resultado correspondiente a cada regla, con 
masa igual al grado de pertenencia en ese punto de su centro de gravedad. A 
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Donde 𝑥𝑙 al centro de gravedad del conjunto difuso de salida 𝐴𝑙  ̃ de la l-ésima regla, y R 
es el número de reglas. Este método es utilizado cuando el conjunto difuso resultante es 
compuesto por varias funciones de pertenencia. 
 
 Otros métodos de defusificación. 
 
Existen otros métodos con menor carga computacional que el centro de gravedad y 
dependiente de necesidades de los tomadores de decisiones se elegirá entre uno y otro. 
A continuación se presenta estos métodos: 
 Criterio de máximo (MC): El valor defusificado es aquel para la cual la función de 
pertenencia del conjunto de salida alcanza su máximo valor. 
 
𝑥𝑐 = {𝑥|max (𝜇𝐴(𝑥)) } 
 
 El método de la media de máximo (MOM, middle of maximum): El valor 
defusificado es el valor medio de los valores cuyas funciones de membresía 
alcanzan el valor máximo.  
  𝑥𝑐 = 




 El método del máximo más pequeño (SOM, smallest of maximum). El valor 
defusificado es el mínimo valor de todos aquellos que generan el valor más alto 
de la función de pertenencia.       
 𝑥𝑐 = {𝑥| min [max (𝜇𝐴(𝑥))]} 
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 El método del máximo más grande (LOM, largest of maximum). El valor 
defusificado es el máximo valor de todos aquellos que generan el valor más alto 
de la función de pertenencia. 
 𝑥𝑐 = {𝑥|max[max(𝜇𝐴(𝑥))]} 
1.7 Manejo de la incertidumbre en la programación de 
producción 
 
En las organizaciones manufactureras y de servicios, hay muchas formas de 
incertidumbre que pueden influir a la planificación y programación de procesos 
productivos, como la demanda del mercado, capacidades y tiempos de fabricación, 
disponibilidad de inventarios, tiempos de alistamientos, entre otras. La incertidumbre 
puede estar presente como aleatoriedad, la imprecisión y / o la falta de conocimiento o 
incertidumbre epistémica (Mula, Poler, & Garcia-Sabater, 2007). 
Sobre el manejo de la incertidumbre en sistemas de planificación de la producción y en 
específico en la programación de la producción se encontró varias investigaciones. Mula 
et al. (2006) Realizaron una revisión de la literatura existente sobre planeación de 
producción bajo incertidumbre y  fijan un punto de partida sobre el modelamiento de la 
incertidumbre en problemas de planificación de producción por medio de un estudio de 
87 de trabajos realizados entre 1983 y 2004, ofreciendo un  esquema de clasificación 
para los modelos de planificación de producción  bajo incertidumbre el cual presenta en 
la Tabla 1.5. 
Tabla 1.5. Esquema de clasificación para modelos de planificación de la producción bajo 
incertidumbre. 
Tema de investigación Modelos Propuestos 
Planificación Agregada 
Modelos de Inteligencia Artificial 
Modelos de simulación 
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Tabla 1.5. (Continuación) 
Tema de investigación Modelos Propuestos 
Programación de la producción 
Modelos analíticos 
Modelos de Inteligencia Artificial 
Planificación de Requerimiento 
de Materiales (MRP) 
Modelos Conceptuales 
Modelos analíticos 
Modelos de Inteligencia Artificial 
Modelos de simulación 
Planificación de la Capacidad 
Modelos analíticos 
Modelos de simulación 
Planificación de Recursos de 
Manufactura (MRP II) 
Modelos analíticos 
Modelos de Inteligencia Artificial 
Modelos de simulación 
Gestión de Inventarios 
Modelos analíticos 
Modelos de Inteligencia Artificial 
Planificación de la Cadena de 
Suministro 
Modelos analíticos 
Modelos de Inteligencia Artificial 
Modelos Conceptuales 
Fuente:Mula et al. (2006). 
Aunque desde los años noventa se estaban desarrollando investigaciones  sobre 
programación de producción en ambientes con incertidumbre, no fue sino hasta el año 
2000 que se dio  uno de las primeros acercamientos a la solución del problema de 
programación de producción en plantas tipo Job shop bajo un ambiente de incertidumbre 
fue hecha por  Sakawa y Kubota (2000), los cuales desarrollaron un algoritmo genético 
para una planta Job Shop con tiempos de procesamiento y fechas de entregas difusas; 
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los conjuntos difusos que se utilizaron estimar los parámetros fueron conjuntos difusos 
triangulares. En la mayoría de los modelos los parámetros difusos son el tiempo de 
procesamiento y las fechas de entrega de los trabajos. 
1.7.1 Incertidumbre en sistemas productivos de una sola 
máquina (Single machine) y máquinas en paralelo 
 
En el caso de sistemas productivos de una sola máquina y máquinas en paralelo  la  
mayoría de modelos contempla como parámetros con incertidumbre al tiempo de 
procesamiento  y la fecha de entrega de los trabajos (Xie & Lin Lin, 2009) (Feng , Wu, 
Liu, & Mao, 2012) (Raich, Rai, & Hooda, 2018), otros modelos además incorporan otros 
parámetros con incertidumbre como el tiempo de llegada de los trabajos, el tiempo de 
alistamiento, hasta la relación critica entre los trabajos (Paul, 2013) (Toksan & Ank, 2017) 
. También existen modelos multi-objetivos como el planteado por saidi y Pahlavani   
(2009) que busca minimizar la tardanza promedio y el número de trabajos tardíos, pero 
en la mayoría de las investigaciones se busca minimizar el makespan y la tardanza total 
(Gen, Lin, & Zhang, 2015) (Arik & Toksari, 2017)  
 
1.7.2 Incertidumbre en sistemas productivos Flow Shop y 
Flexible Flow Shop 
 
Al igual que en los sistemas de una sola máquina y máquinas en paralelo, las principales 
variables con incertidumbre manejadas en los modelos desarrollados son el tiempo de 
procesamiento y la fecha de entrega de los trabajos (Niu & Gu, 2008) (Liu, Zhou, & Yang, 
2017), también se incorporan otras variables como la fecha de entrada o lanzamiento de 
los trabajos (Ahmadizar & Zarei, 2013) (González-Neira, Montoya-Torres, & Barrera, 
2017), en otros modelos se trabajan variables difusas como el tiempo de preparación 
(Bennis , Amghar, Sbiti, & Elouadi, 2014) (Gholami-Zanjani, Hakimifar, Nazemi, & Jolai, 
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2017) y en algunas casos los objetivos son los difusos (Rahmani, Ramezanian, & Saidi-
Mehrabad, 2014). 
1.7.3 Incertidumbre en sistemas productivos Job Shop  
 
En la mayoría de los modelos las variables que presentan incertidumbre es el tiempo de 
procesamiento y las fechas de entrega (Lei, 2008) (Hu, Yin, & Li, 2011) (Ahmadizar & 
Zarei, 2013) (Behnamian, 2016) (Ahmadizar, Rabanimotlagh, & Arkat, 2017).Uno de los 
artículos más citados, desarrollado por Kacem y otros (2002) utiliza la  teoría de la logia 
difusa para crear un hibrido con los algoritmos genéticos, esto con el fin de minimizar el 
tiempo total de finalización. 
1.7.4 Incertidumbre en Programación de Proyectos 
 
En el problema de programación de los  recursos en proyectos Ke y Liu (2010) 
desarrollaron un modelo basado en tres distintos conjuntos difusos, donde el tiempo de 
duración de la operaciones es incierta, y el objetivo era determinar el cronograma de 
asignación de recursos para equilibrar el costo total y el tiempo de finalización, el 
algoritmo utilizado para resolver este problema fue una hibrido entre un algoritmo 
genético y la técnica de simulación difusa. Otro modelo desarrollado para planificar y 
programar proyectos fue el desarrollado por Yousefli (2017) donde los proyectos tenían 
recursos limitados y el tiempo de ejecución de las tareas es totalmente difuso.  
Roghanian y otros (2018) también proponen una metodología para programar proyectos 
adoptando un modelo de problema de planificación de proyectos 
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1.8 Antecedentes de programación de producción de 
sistemas Flexible Job Shop bajo condiciones de 
incertidumbre 
 
Uno de los primeros artículos que generaron gran impacto en la programación de 
producción de plantas tipo flexible job shop bajo ambientes de incertidumbre fue el 
desarrollado por  Kacem, Hammadi y Borne (2002), donde  presentan un enfoque de 
Pareto-óptimo basado en el diseño uniforme y algoritmos evolutivos difusos, este 
enfoque hace posible la construcción de un conjunto de soluciones satisfactorias para 
proporcionar flexibilidad para la toma de decisiones, que aunque no trabaja en ambiente 
bajo incertidumbre, si le da la posibilidad de tener ventanas o rangos de valores 
aceptables por los decisores.  
Yuan,  Zhu,  y Sun (2006) proponen un modelo para resolver el problema de 
programación en plantas tipo flexible job shop en un ambiente con incertidumbre por 
medio de la utilización de algoritmos genéticos evolutivos, teniendo como objetivo 
principal la minimización del tiempo total de procesamiento (Makespan), con el fin de 
mejorar la velocidad de ejecución del modelo se desarrolla un cruce especial para 
minimizar la entropía del proceso de ejecución. 
Con respecto al tiempo de entrega difuso  Gu, Chen, y Lu (2006) desarrollaron modelo de 
programación de taller de trabajo flexible en el entorno de producción difusa, luego 
presentan la mejor solución basada en un algoritmo genético de acuerdo con la función 
objetivo del makespan mínimo. De acuerdo con la característica de flexibilidad de 
programación taller de trabajo, el método del código se basa en una  secuencia de 
operación, asignación de la máquina y el cruce correspondiente, además se usa un 
diseño de mutación. 
Lei (2010) Propone un algoritmo genético de descomposición-integración con el fin de 
reducir el máximo  tiempo de procesamiento difuso, dicho algoritmo mostro su gran 
efectividad al compararlo  con otros algoritmos desarrollados hasta ese momento; en ese 
mismo año Liuet al. (2010) Presentan un algoritmo genético mejorado para la 
optimización de la programación de producción en plantas tipo flexible Job shop con 
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tiempos de procesamiento difusos y fechas de vencimiento difusas, que se utiliza para 
investigar las complejidades y las esencias de este problema, los objetivos son 
maximizar el índice medio de acuerdo, y minimizar el máximo de tiempo de finalización 
borrosa (Makespan) y la carga de trabajo de la máquina. 
Cuando se tienen varios objetivos es decir se plantea un problema multi-objetivo, Weiet 
al. (2011) Construyeron un modelo que optimiza la programación en talleres de trabajo 
flexible con  múltiples objetivos, El costo, la calidad y el tiempo se toman como los 
objetivos de optimización. Una mejora del algoritmo genético evolutivo se presentó para 
optimizar el modelo de optimización multi-objetivo. El algoritmo utiliza un nuevo modelo 
del algoritmo genético multi-objetivo que incluye un cruce más eficaz y podría obtener 
diversas soluciones. Luego amplio el modelo para trabajar en ambientes con 
incertidumbre mediante lógica difusa. 
Una de las pocas investigaciones que combina plantas tipo flexible job shop, parámetros 
difusos y ventanas de tiempos fue desarrollada por Liu, Yang, Xing y Lu  (2011), en la 
cual plantean un problema de programación multi-objetivo con ventanas de tiempo 
difusas; para resolver este problema se propuso un algoritmo genético multi-grupo. 
Wang at al. (2013) Plantean un modelo con base algoritmo de distribución (EDA) para 
resolver el problema de programación de trabajos en sistemas tipo flexible job shop, con 
tiempos de procesamiento difusos. Además presentan un  modelo de probabilidad se 
para describir la distribución del espacio de soluciones, proporcionando un mecanismo 
para actualizar el modelo de probabilidad con los individuos de élite. Por otra parte. 
También se utilizan en  algunas operaciones números difusos para calcular la 
programación de valor objetivo. 
Aunque  generalmente este tipo de problemas es estudiado en ambientes de 
manufactura Lee y Yih (2014) desarrollaron un algoritmo genético para asignar el orden y 
tiempo de inicio de la cirugías en un centro médico donde el tiempo de servicio es difuso, 
la evaluación de los resultados arrojados por el algoritmo es realizado mediante 
simulación Monte-Carlo. Una de las últimas investigaciones en tratar este problema de 
asignación de trabajos fue realiza por Liu, Jiao, Ning y Liang (2015), los cuales 
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desarrollaron un algoritmo genético cuántico basado en un coeficiente de penalización en 
el tiempo de entrega tanto tempranas como tardes. 
Zhang, Collart-dutilleul y Mesghouni (2015) desarrollaron un modelo que permite 
incorporar restricciones de ventanas de tiempo y limitaciones en los recursos en 
capacidad y espacio, y transferencias limitadas. Para dar solución a este problema se 
utiliza programación entera mixta, permitiendo dar un límite adecuado a las actividades 
cíclicas.  
La mayoría de modelos desarrollados utilizan algoritmos genéticos para solucionar el 
problema de asignación de trabajos, pero Xu, Wang, Wang, y Liu (2015) proponen un 
algoritmo de optimización basada en la enseñanza-aprendizaje eficaz (TLBO) para 
resolver el problema de taller de trabajo flexible, con tiempos de procesamiento difusos. 
El cual generó resultados eficaces pero el tiempo de ejecución del modelo no mejoraron 
con respecto a  otros modelos ya desarrollados con algoritmos genéticos evolutivos. 
Aunque otros autores han desarrollado híbridos de heurísticos y metaheurísticos s 
propios para resolver problemas puntuales de tal forma que se minimice el uso de la 
memoria computacional necesaria (Huang, Tian, Wang, & Ji, 2016) 
Por otra parte Gao y otros (2016) insertaron a su modelo un operador de reprogramación, 
el cual se ejecuta cuando se insertan un cierto número de trabajos n al problema, por lo 
que este modelo no solo permite manejar la incertidumbre en el tiempo de 
procesamiento, sino también actualizar la programación a medida que van ejecutando los 
trabajos, el algoritmo utilizado está basado en el algoritmo colonia artificial de abejas. 
Otros que insertaron restricciones adicionales a los modelos fueron Ma y otros  (2016) 
que además de los tiempos de procesamiento eran difusos, también lo eran los pesos 
relativos de los trabajos, además incorporaron un método de regla de despacho 
combinado con un algoritmo genéticos. 
Recientemente no solo se les ha agregado restricciones a los modelos para adaptarlos 
más a los problemas reales, sino que también buscan cumplir  varios objetivos, por lo 
que han desarrollados metodologías para resolver el problemas de programación de 
plantas tipo flexible job shop bajo ambientes de incertidumbre con múltiples objetivos 
(Wang, Tian, Ji, & Wang, 2017) (Jafarzadeh, Moradinasab, & Gerami, 2017). Una de los 
últimos artículos fue desarrollado por Jamrus y otros (2018) en el cual se plantea un  
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modelo donde el tiempo de procesamiento puede ser exacto o difuso según los datos 
que se tengan del trabajo, este problema se soluciona desarrollado un algoritmo hibrido 
entre un algoritmo genético y el algoritmo de optimización de enjambre de partículas. 
De las investigaciones encontradas que plantean modelos para resolver el problema de 
programación de la planta flexible Job shop en ambientes difusos se puede observar que 
cada vez tratan de adaptarse más a la realidad de la industria, pero aún falta incorporar 
restricciones que se presentan en las empresas como: 
 Los tiempos de alistamiento dependientes de la secuencia difusa. Ya que la 
realidad del mercado hace que cada vez las empresas tengan que producir lotes 
más pequeños y mayor número de referencias, lo que lleva a tener que realizar 
un mayor número de montajes y alistamientos, convirtiendo el tiempo de 
alistamiento en una variable vital a la hora de programar algunas plantas. 
 
 Cumplimiento de entregas en ventanas de tiempos. Este intervalo es muy 
importante en algunas organizaciones ya que es establecido para determinar el 
rango de tiempo donde un trabajo debe ser entregado sin que genere costos 
excesivos por retrasos o de entregas tempranas (costo de inventarios, riesgo de 
obsolescencia). 
 
 Costos (pesos) por retrasos y entregas tempranas. No se incorporan en los 
modelos a nivel de costos, lo que es vital para las empresas ya que es la forma 
de evaluar en las consecuencias de una programación establecida. 
 
 Posibilidad de ocurrencia. Cuando existe incertidumbre en los datos de entrada 
también va a existir en los datos de salida, por lo que a la hora de tomar 
decisiones es importante tener en cuenta la posibilidad de ocurrencia de eventos, 
es decir un trabajo puede tener tanto posibilidad de entregar con anticipación, 





2. Capítulo 2 – Metodología propuesta 
El objetivo del presente capítulo es desarrollar una metodología basada en los algoritmos 
genéticos y lógica difusa, para programar un sistema de producción Flexible Job Shop 
que permita maximizar el desempeño o eficiencia global del sistema cuando los tiempos 
de procesamiento  y los tiempos de alistamientos tienen incertidumbre, y además las 
fechas de entregas de los trabajos están dados en intervalos de tiempos (ventanas de 
tiempo).  
2.1 Descripción del problema 
El problema de programación de producción en un sistema Flexible Job Shop consiste en 
asignar y secuenciar n trabajos en m centros de procesamiento, y cada centro de 
procesamiento puede tener un número diferente de máquinas o recursos (Chen, Wu, & 
Chen, 2012).  Para poder realizar esta programación de forma adecuada primero se tiene 
que establecer la manera de medir el desempeño de un sistema  así como las 
restricciones y características que este debe cumplir. 
2.1.1 Incertidumbre en sistemas productivos Job Shop  
La metodología propuesta permite modelar una serie de supuestos y restricciones 
propias de ciertos sectores industriales, a continuación se describen estos supuestos y 
restricciones: 
 Al principio del horizonte de programación todas las máquinas están disponibles y 
pueden trabajar en un trabajo a la vez. 
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 Ningún trabajo puede iniciar una operación sin haber terminado la operación 
anterior o hasta que haya máquinas disponibles para realizar dicha operación, es 
decir, que no se pueden ejecutar más de una operación de un trabajo al tiempo  
 
 Los tiempo de procesamiento son números difusos, y se modelan por medio de 
funciones de pertenecía triangular. 
 
 
 Una vez iniciada una operación de un trabajo en una máquina, esta no se 
interrumpirá hasta finalizar el total de unidades de dicho trabajo. 
 
 Cada trabajo tienen un peso o importancia que se debe tener en cuenta cuando 
se mida el desempeño del sistema. 
 
 Siempre hay personal disponible para realizar cada operación y además no existe 
paros de emergencias, o tiempos muertos por mantenimiento o reparaciones en 
el horizonte de planificación. 
 
 Existen tiempos de alistamiento dependiente de la secuencia, es decir que para 
iniciar un trabajo j en una máquina o recurso, primero se tiene que realizar las 
adecuaciones pertinentes para que se pueda desarrollar la operación con 
normalidad. Para este problema los tiempos de alistamientos son difusos y su 
comportamiento se modela mediante funciones de pertenecía triangular difusa. 
 
 Puede existir recirculación, debido a que una máquina puede realizar varios 
procesos (No a la vez) por lo que un trabajo j puede pasar varias veces por una 
misma máquina. 
 
 El tiempo de entrega previsto para cada trabajo j, está dado mediante una 
ventana de tiempo (intervalo en el que se considera que el trabajo j se terminó a 
tiempo).  
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2.1.2 Medidas de desempeño 
Para poder establecer el eficiencia de un sistema productivo existes varias medidas de 
desempeño, los cuales a su vez sirven para establecer la función objetivo para resolver el 
problema de programación de producción(Druker, 2007). Para el problema de 
programación  actual que se quiere calcular las siguientes medidas de desempeño. 
 
 Adelanto del trabajo 𝑗 (𝐸𝑗): Se define como el máximo entre la diferencia entre el 
tiempo de entrega del trabajo 𝑗 y el tiempo de terminación de terminación del 
trabajo 𝑗, y cero 𝐸𝑗 =  𝑀𝑎𝑥( 0 , 𝑑𝑗 − 𝐶𝑗 ). Para este caso el tiempo de terminación 
es el límite inferior de la ventana de tiempo. 
 
 Tardanza del trabajo 𝑗 (𝑇𝑗): Se define como el máximo entre cero y  la diferencia 
entre el tiempo de terminación de terminación del trabajo 𝑗 y tiempo de entrega 
del trabajo 𝑗 𝑇𝑗 =  𝑀𝑎𝑥( 0 , 𝐶𝑗 − 𝑑𝑗 ). Para este caso el tiempo de terminación es el 
límite Superior de la ventana de tiempo. 
 
Aunque se trabaja con dos medidas de desempeño, la metodología propuesta se basa 
en una sola función objetivo, la cual las relaciona a ambas mediante el peso o 
importancia que tienen.  Decir lo anterior implica  que para un problema específico la 
Tardanza puede ser más o menos importante que el Adelanto.  A esta medida de 
desempeño se le llamará la Penalización Total en el capítulo de Experimentación y 
Resultados de este trabajo final. 
 
2.2 Modelo matemático determinístico 
El modelo matemático planteado está basado en el propuesto por Ortiz  (2016) y Demir e 
Isleyen  (2013), en el cual las funciones objetivos son minimizar el número de trabajos 
52 Modelo de programación de producción en planta tipo Flexible Job Shop (FJSS) con tiempos difusos de 
procesamiento y alistamiento dependiente de la secuencia, y ventanas de tiempo en las entregas, mediante 
algoritmos genéticos 
 
tardíos y el Makespan respectivamente, las fechas de entrega no son en intervalos de 
tiempo, sino una fecha exacta, y además no existe tiempo de alistamiento dependiente 
de la secuencia; por lo cual fue necesario realizarle adecuaciones al modelo matemático. 
A continuación en la tabla 2.1, 2.2 y 2.3 se muestran los índices utilizados, los 
parámetros y las variables de decisión del modelo matemático, también se describen las 
18 ecuaciones donde se establece la función objetivo y las restricciones del modelo. 
 
Tabla 2.1. Índices del modelo matemático. 
𝑖 Índices de trabajos 
𝑗 Índices de las operaciones 
𝑘 Índices de las Máquinas 
𝑙 Índices de las Posiciones 
Fuente: Elaboración propia 
 
Tabla 2.2. Parámetros del modelo matemático. 
𝑛 Número total de trabajos (lotes) 
𝑚 Número total de Máquinas 
𝐴𝑘𝑖𝑗 Parámetro binario que indica las máquinas habilitadas para realizar de la 
operación 𝑂𝑖𝑗 en la máquina  𝑘 
𝑃𝑘𝑖𝑗 Tiempo de procesamiento de la operación 𝑂𝑖𝑗  en la máquina 𝑘 
𝑆𝑘𝑖ℎ Tiempo de alistamiento en la máquina 𝑘 si se va a empezar el trabajo 𝑖 
después de realizado el trabajo ℎ 
𝑀 Número muy grande (utilizado para hacer cumplir las restricciones) 
𝑑𝑖𝐴 Límite inferior de la ventana de tiempo del trabajo 𝑖 
𝑑𝑖𝐵 Límite superior de la ventana de tiempo del trabajo 𝑖 
𝑤𝑖 Peso o importancia del trabajo 𝑖 
𝑤𝑇 Peso o importancia de la Tardanza en la función objetivo 
𝑤𝐸 Peso o importancia de la Prontitud en la función objetivo 
Fuente: Elaboración propia 




Tabla 2.3. Variables de Decisión del modelo matemático. 
𝑋𝑖𝑗𝑘𝑙 Variable binaria que determina la decisión de secuenciar operación 𝑂𝑖𝑗 en la 
máquina 𝑘 en la posición 𝑙 
𝑉𝑖𝑗𝑘𝑙 Variable binaria que determina la decisión de asignar operación 𝑂𝑖𝑗 en la 
máquina 𝑘 
𝑇𝑀𝑘𝑙 Tiempo de inicio de la máquina 𝑘 en la posición 𝑙 
𝑃𝑆𝑖𝑗 Tiempo de proceso total (proceso más alistamiento) de la operación 𝑂𝑖𝑗  una 
vez seleccionada la máquina 
𝑇𝐼𝑖𝑗 Tiempo de inicio de la operación 𝑂𝑖𝑗 
𝐶𝑖 Tiempo final de terminación del trabajo 𝑖 
𝑇𝑖 Tardanza del trabajo 𝑖 
𝐸𝑖 Prontitud del trabajo 𝑖 
Fuente: Elaboración propia 
Función objetivo. Con las medidas de desempeño seleccionadas anteriormente se 
establece la siguiente función objetivo: 
 
𝑀𝑖𝑛     𝑍 = ∑𝑊𝑖(𝑇𝑖 𝑊𝑇 + 𝐸𝑖𝑊𝐸)                                                                       (1)     
                                                                                            
Restricciones. Las restricciones que permiten que el modelo cumpla los supuestos son: 
𝐶𝑖 ≥ 𝑇𝐼𝑖𝑗 + 𝑃𝑆𝑖𝑗    , ∀ 𝑖  (2) 
𝑇𝑖 ≥ 𝐶𝑖 − 𝑑𝑖𝐵      , ∀ 𝑖 (3) 
𝐸𝑖 ≥ 𝑑𝑖𝐴 − 𝐶𝑖       , ∀ 𝑖 (4) 
∑(𝑃𝑘𝑖𝑗 + 𝑆𝑘𝑖ℎ)  ∗ 𝑉𝑖𝑗𝑘
𝑘
= 𝑃𝑆𝑖𝑗       , ∀ 𝑖, 𝑗, ℎ 
(5) 
𝑇𝐼𝑖𝑗 + 𝑃𝑆𝑖𝑗  ≤ 𝑇𝐼𝑖𝑗+1   , ∀ 𝑖, ∀ 𝑗 = 1. . 𝑖 − 1 (6)  
𝑇𝑀𝑘𝑙 + 𝑃𝑆𝑖𝑗 ∗ 𝑋𝑖𝑗𝑘𝑙 ≤ 𝑇𝑀𝑘𝑙+1  , ∀ 𝑖, 𝑗, 𝑘, ∀ 𝑙 = 1. . 𝑘 − 1 (7) 
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𝑇𝑀𝑘𝑙 ≤ 𝑇𝐼𝑖𝑗 (1 − 𝑋𝑖𝑗𝑘𝑙) ∗ 𝑀  , ∀ 𝑖, 𝑗, 𝑘, 𝑙 (8) 
𝑇𝑀𝑘𝑙 ≤ 𝑇𝑀𝑘𝑙(1 − 𝑋𝑖𝑗𝑘𝑙) ∗ 𝑀  , ∀ 𝑖, 𝑗, 𝑘, 𝑙 (9) 
𝑉𝑖𝑗𝑘 ≤ 𝐴𝑘𝑖𝑗    , ∀  𝑖, 𝑗, 𝑘 (10) 
∑∑𝑋𝑖𝑗𝑗𝑙
𝑗𝑖
= 1      , ∀ 𝑘, 𝑙 (11) 
∑𝑉𝑖𝑗𝑘
𝑘
= 1       , ∀ 𝑖, 𝑗 (12) 
∑ 𝑋𝑖𝑗𝑗𝑙𝑙 = 𝑉𝑖𝑗𝑘  , ∀ 𝑖, 𝑗, 𝑘 (13) 
𝑇𝐼𝑖𝑗, 𝑃𝑆𝑖𝑗   ≥ 0      , ∀ 𝑖, 𝑗  (14) 
𝑇𝑀𝑘𝑙  ≥ 0  , ∀ 𝑘, 𝑙  (15) 
𝑇𝑖 , 𝐸𝑖  ≥ 0  , ∀ 𝑖 (16) 
𝑋𝑖𝑗𝑗𝑙  ∈  {0,1}  ∀ 𝑖, 𝑗, 𝑘, 𝑙 (17) 
𝑉𝑖𝑗𝑘   ∈  {0,1}  ∀ 𝑖, 𝑗, 𝑘,  (18) 
 
Donde: 
 EC(1): Función objetivo: Minimizar la penalización total ponderada de los 
trabajos, dada por la Tardanza y la Prontitud. 
 EC(2): Ecuación que calcula el Tiempo de finalización de todas las 
operaciones del trabajo 𝑖 
 EC(3): Ecuación que calcula la Tardanza del trabajo 𝑖 
 EC(4): Ecuación que calcula la Prontitud del trabajo 𝑖 
 EC(5): Ecuación que calcula el tiempo de procesamiento total trabajo 𝑖, en la 
máquina 𝑘, al realizar la operación 𝑗 (tiempo de procesamiento más el tiempo 
de alistamiento dependiente de la secuencia) 
 EC(6): Ecuación que restringe al modelo para el cumplimiento procedencia de 
las operaciones en los diferentes trabajos 
 EC(7): Las máquinas solo pueden realizar una operación a la vez. 
 EC(8) y EC(9) : Una operación no puede iniciarse hasta que la máquina esté 
disponible y la operación anterior hay sido terminada 
 EC(10): Relación entre las máquinas asignadas y las permitidas para cada 
operación. 
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 EC(11): Asignación de la máquina y posición de una operación determinada. 
 EC(12) y EC(13) : Cada operación se procesa en una máquina y posición que 
fue asignada. 
 EC(14) , EC(15) y EC(16)  : Restricciones de no negatividad para los tiempos 
de inicio de cada trabajo, los tiempo de inicio de cada máquina, los tiempos de 
procesamiento total de cada operación, y la tardanza y prontitud de cada 
trabajo. 
 EC(17) y EC(18) : asignar valor binarios tanto a la variables responsables de 
la secuenciar, como a la variables encargadas de asignar. 
 
2.3 Metodología propuesta basada en algoritmos 
genéticos y lógica difusa 
 
Para resolver este tipo de problemas (problema de optimización combinatorio) que no 
existe un algoritmo eficiente que dé una solución óptima en un tiempo computacional 
corto, es necesario recurrir a métodos de solución alternativos a los métodos analísticos 
que resultan complejos o muy extensos (Yves, 2010). El modelo planteado por Ortiz 
(2015) y Demir e Isleyen (2013)  solo obtuvo soluciones óptimas en tiempos 
computacionales razonables para instancias muy pequeñas, siendo estas soluciones 
infactibles para problemas más grandes, por lo que para este tipo de problemas se 
utilizan metaheurísticas para encontrar soluciones factibles en tiempos computacionales 
razonables. 
 
Ya  que los algoritmos adaptativos para la programación de producción en ambientes 
difusos, como los algoritmos genéticos han entregado buenos resultados en las 
investigaciones realizadas y han arrojado excelentes soluciones(Correa Espinal, 
Rodríguez Velázquez, & Londoño Restrepo, 2008), (Wang & Li,2013) (Jamrus T, Chien , 
Gen , & Sethanan, 2017) (Roghanian, Alipour, & Rezaei, 2018), se han convertido en uno 
de los metaheurísticos más utilizados para desarrollar procedimientos que permitan 
generar secuencias de trabajos en sistemas de producción tipo Flexible Job shop en 
tiempos computacionales razonables. 
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La metodología propuesta que constituye un algoritmo genético con lógica difusa, 
funciona de la siguiente manera o pasos globales:  
1. Ingresar la información al modelo. 
2. Generar población inicial de forma aleatoria (cromosomas alfa iniciales).  
3. Calcular para cada cromosoma alfa inicial el cromosoma beta inicial. 
4. Evaluar la aptitud de cada cromosoma beta inicial. 
5. Elegir los mejores cromosomas beta de la población actual, y pasarlos a la población 
futura  que será evaluada (según el porcentaje de elitismo seleccionado) 
6. Aplicar operaciones de selección para el cruce y mutación. Esto se realiza a los 
cromosomas alfa de la población actual para calcular los cromosomas alfa restantes de 
la población futura. En este paso se completa la población de la próxima iteración. 
7. Reparar Cromosomas alfa si es necesario. 
8. Calcular para cada cromosoma alfa el cromosoma beta 
9. Evaluar la aptitud de cada cromosoma beta. 
10. Volver al paso 5 hasta que se realicen el número de iteraciones programadas.  
11. seleccionar el mejor cromosoma beta de la última iteración. 
 
 
Figura 2.1: Pasos del algoritmo genético con lógica difusa 
 
Fuente: Elaboración propia 
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2.3.1 Ingresar información al modelo 
Para poder establecer el eficiencia de un sistema productivo existes varias medidas de 
desempeño, los cuales a su vez sirven para establecer la función objetivo para resolver el 
problema de programación de producción(Druker, 2007). Para el problema de 
programación  actual que se quiere calcular las siguientes medidas de desempeño. 
 
 Pesos relativo de cada trabajo j y tiempo de entrega. 
 
Para cada trabajo se debe digitar la ventana de tiempo en el cual debe entregarse, 
además el peso o importancia que tiene este dentro de la programación, este peso puede 
estar dado en valor de 0 a 1, o en valor monetarios.  A continuación en la tabla 2.4 se 
muestra un ejemplo de la información necesaria sobre tiempos de entrega y pesos 
relativos de 5 trabajos. 
Tabla 2.4. Ejemplo de ingreso de ventana de tiempo y peso para 5 trabajos. 
  Ventana de tiempo de entrega en horas 
Peso relativo de cada trabajo 
(𝑊𝑗) Trabajo 
j 
Límite inferior  
𝑑𝑖𝑗 
Límite superior  
𝑑𝑠𝑗 
1 25 35 0,2 
2 36 42 0,7 
3 18 24 0,7 
4 42 49 0,9 
5 14 21 0,5 
Fuente: Elaboración propia 
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 Rutas de procesamiento, máquinas habilitadas, tiempos de 
procesamiento y tiempos de alistamiento dependiente de la 
secuencia. 
 
Para cada trabajo se debe ingresar la ruta de procesamiento que sigue entre las 
diferentes operaciones que se realizan en la planta de producción, además de las 
máquinas habilitadas para realizar cada operación, los tiempos de procesamiento difuso 
triangular para cada operación y máquina, y también los tiempos de montaje o 
alistamiento en una máquina que pueden variar dependiendo del cambio de trabajo a 
realizar. A continuación en la tabla 2.5 se muestra un ejemplo de la matriz de rutas para 
una empresa que tiene que 5 trabajos, en una planta que se realizan 4 procesos, en los 
que los trabajos pueden tener distintos orden en los procesos y algunos no pasan por 
todas los procesos. También se muestra en la tabla 2.6 y 2.7 las máquinas habilitas para 
realizar cada proceso y trabajo, como también los tiempos de procesamiento difusos 
triangulares, y finalmente en la tabla 2.8 se muestra los tiempos de alistamiento difusos 
triangulares si en una máquina pasa de realizar un trabajo  a otro trabajo. 
 
Tabla 2.5. Ejemplo de ingreso rutas de procesamiento para 5 trabajos. 
  Secuencia por Operación 
Trabajo j Proceso 1 Proceso 2 Proceso 3 Proceso 4 
1 1 2 3 4 
2 1 2 3 4 
3 1 2 3 0 
4 2 3 1 0 
5 2 3 1 0 
Fuente: Elaboración propia 
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En la tabla 2.5 se puede observar que para el trabajo 1 y 2  la primera operación se debe 
realizarse en el proceso 1, luego en el proceso 2, después en el 3 y finalmente en el 
proceso 4; en cambio para el trabajo e tiene la misma secuencia para las primeras tres 
operaciones, pero no se realiza el proceso 4; finalmente para el trabajo 4 y 5, la primera 
operación es realizada en el proceso 3, luego en proceso 1 y finalmente en el proceso 2, 
y no se requiere el proceso 4. 
 
Tabla 2.6. Ejemplo de ingreso máquinas disponibles y habilitadas. 
  Proceso 1 Proceso 2 Proceso 3 Proceso 4 
          Máquina 
 
Trabajo j 
M1 M2 M3 M4 M5 M6 M7 M8 M9 M1 M2 
1 1 1 1 1 1 1 0 1 1 1 1 
2 1 1 1 1 1 1 0 1 1 1 1 
3 1 1 1 1 0 1 1 1 0 0 0 
4 1 1 0 1 1 1 1 1 0 0 0 
5 1 1 0 1 1 1 1 1 0 0 0 
Fuente: Elaboración propia 
 
En la tabla 2.6 se puede observar que en total existen 9 máquinas disponibles para todos 
los procesos, de las cuales las máquinas  M1, M2 y M3 pueden realizar el proceso 1, M4 
y M5 pueden realizar el proceso 2, M6, M7 y M8 están disponibles para realizar el 
proceso 3,  y M9, M1y M2 pueden realizar el proceso 4 (Para el proceso 4 se puede 
observar que existe recirculación ya que un trabajo puede ser procesado dos veces por 
las máquinas M1 y M2).  
También se puede observar en la tabla 2.6 que para el trabajo 1, 2 y 3 la operación que 
se realiza en el proceso 1 tiene habilitadas las 3 máquinas disponibles (M1, M2 y M3), 
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pero para el trabajo 4 y 5 la operación que se realiza en el proceso 1 solo tiene habilitada 




Tabla 2.7. Ejemplo de ingreso tiempos de procesamiento difuso triangular (horas) para 




Máquina M1 M2 M3 
             Tiempo  
Trabajo j 
TI TM TS TI TM TS TI TM TS 
1 8 8,5 9,5 8 8,5 9,5 7,5 7,8 8 
2 11 12,5 13 11 12,5 13 10 10,6 11 
3 7,4 8,4 9 7,4 8,4 9 7 7,2 7,4 
4 4,5 5,2 6 4,5 5,2 6       
5 9,8 10,5 11,5 9,8 10,5 11,5       
Fuente: Elaboración propia 
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En la tabla 2.7 se puede observar que si para el trabajo 1 se selecciona la máquina M1 
para realizar la operación en el proceso M1, el tiempo de procesamiento difuso triangular 
tendrá un tiempo inferior TI de 8 horas un tiempo modal de 8,5 horas y un tiempo 




Tabla 2.8. Ejemplo de ingreso de los tiempos de alistamiento difusos triangulares (horas) 
en la máquina 1 después de realizar el trabajo i y se inicia el trabajo j. 
Tiempos de alistamiento en la Máquina 1 (Horas) 
Trabajo j 1 2 3 4 5 
          Tiempo 
  
Trabajo i 
TI TM TS TI TM TS TI TM TS TI TM TS TI TM TS 
1 0 0 0 1,1 1,3 1,4 3 3,1 3,2 3 3,2 3,2 0,9 1,1 1,4 
2 1,5 2 2,5 0 0 0 1,2 1,3 1,5 2,1 2,2 2,3 1 1 1 
3 0,7 0,8 1 2,1 2,2 2,4 0 0 0 1,4 1,4 1,8 0 0 0 
4 0,3 0,6 0,7 1,1 1,5 2 0,4 0,5 0,9 0 0 0 0,1 0,2 0,3 
5 0,4 0,6 0,8 2 2 2 0,5 0,6 0,8 1,7 1,8 2 0 0 0 
Fuente: Elaboración propia 
 Peso de la tardanza y prontitud en modelo. 
 
Para calcular el desempeño o aptitud de una solución es necesario definir qué tan 
importante es la tardanza y la prontitud, esto con el fin relacionar estas dos medidas de 
desempeño. En la mayoría de sistemas se evita terminar los trabajos con retrasos por la 
posibilidad de la cancelación de estos, o la pérdida de clientes, pero en otros sistemas 
también es importante la prontitud debido a los costos generados por almacenamiento y 
riesgo de obsolescencia de los productos fabricados. Estos pesos pueden estar dado por 
un valor entre 0 y 1, pero también se pueden dar en valores monetarios. Para la 
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metodología propuesta los llamaremos 𝑤𝑇 (peso de la tardanza) y 𝑤𝐸 (peso de la 
prontitud) 
 
 Parámetros del algoritmo genético  
 
Para dar solución al problema de programación de producción mediante algoritmos 
genéticos es necesario definir los parámetros con que este hallara la solución. 
Determinar el valor de estos parámetros es esencial para que la solución sea robustas, 
se encuentre en un tiempo computacional razonable. Para el algoritmo propuesto en esta 
metodología los para metros a determinar se definen en la tabla 2.9. 
 
Tabla 2.9. Parámetros del algoritmo genético 
Parámetro Definición 
Población (PB) Cantidad de cromosomas que se generaran en cada iteración 
Iteraciones (N) Cantidad de iteraciones en la cuales se realizarán los cruzamiento y mutaciones 
Elitismo (ET) 
Cantidad de cromosomas con mejor aptitud que pasarán de una iteración a otra, 
sin ser modificados. Este valor esta dado en porcentaje 
Cruzamiento (CZ) 
Punto en el cual los cromosomas padres son divididos para formar los 
cromosomas hijos. Este valor esta dado en porcentaje 
Probabilidad de 
cruce (PC) 
Probabilidad de que dos padres seleccionados aleatoriamente se crucen. Este 
valor esta dado en porcentaje 
Mutación (M) 
Probabilidad de un cromosoma hijo se le realice una mutación. Este valor esta 
dado en porcentaje 
Fuente: Elaboración propia 
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2.3.2 Generar población inicial de forma aleatoria 
 
Para generar la población inicial (número de cromosomas) es necesario establecer el 
parámetro PB que determina el tamaño de la población, luego calcular el número total de 
operaciones que se requieren para terminar todos los trabajos programados. En la tabla 
2.10 se muestra un ejemplo construido a partir de la tabla 9, donde se muestra las 
operaciones necesarias para terminar 5 trabajos. 
Tabla 2.10. Ejemplo de rutas de procesamiento  y total de operaciones para 5 trabajos 
  Secuencia por Operación 
 
Trabajo j Proceso 1 Proceso 2 Proceso 3 Proceso 4 
Número 
operaciones 
1 1 2 3 4 4 
2 1 2 3 4 4 
3 1 2 3 0 3 
4 2 3 1 0 3 
5 2 3 1 0 3 
  Total operaciones 17 
Fuente: Elaboración propia 
De la tabla 2.10 se puede observar que el total de operaciones a realizar son 17 para 
terminar los 5 trabajos, este valor determina la longitud  o número de genes de los 
cromosomas a generar y a calcular.  En este paso de la metodología se generarán 
aleatoriamente PB cromosomas que son llamados cromosomas alfa. Cada cromosoma 
alfa representa una solución al problema de programación de producción planteado. 
 
 Construcción de un cromosoma alfa  
 
Cada gen del cromosoma tendrá dos entradas, en la primera entrada se seleccionará 
aleatoriamente un trabajo que establecerá la secuencia a realizar las operaciones y en la 
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segunda un almacenará un número aleatorio entre 0 y 1 que más adelante servirá para 
asignar la máquina que realizará la operación. A continuación  en la figura 2.2 se muestra 
la representación de un cromosoma alfa para el ejemplo planteado en la tabla 2.10. 
Figura 2.2: Ejemplo cromosoma alfa. 
Fuente: Elaboración propia 
 
Como se puede observar el cromosoma alfa consta de 17 genes (número total de 
operaciones necesarias para terminar todos los trabajos) también se ver que en las 
entradas 1 aparece 4 veces el trabajo 1 (gen 2, gen 9, gen 14 y gen 15) esto corresponde 
al número de operaciones que requiere el trabajo 1. Además se puede concluir que la 
entrada 1 del gen 1 establece que primero debe programarse la operación 1 del trabajo 
3, luego la entrada 1 del gen 2 establece que después debe programarse la operación 1 
del trabajo 1, luego la entrada 1 del gen 3 no dice que en tercer lugar debe programarse 
la operación 2 del trabajo3, y así sucesivamente con todos los genes. 
Cabe resaltar que se tienen dos tipos de cromosomas debido a que el cromosoma alfa 
sirve para hacer los procesos de cruzamiento y mutación, y el cromosoma beta es 
utilizado para la evaluación de la función objetivo. Esto facilita que al cruzar los 
cromosomas alfa  padres los hijos nos den factibles en la asignación de máquinas y solo 
nos preocupemos por reparar cromosomas por el número de operaciones por trabajo. 
2.3.3 Calcular para cada cromosoma alfa inicial el cromosoma 
beta 
 
Los cromosomas betas son calculados a partir de los cromosomas alfa, y se construyen 
para asignar en la entrada 2 a cada gen  la máquina que realizará la operación al trabajo 
asignado en la entrada 1, por lo que los cromosomas betas tienen las misma cantidad de 
genes que los cromosomas alfa, y dos entrada por gen.  
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La entrada 1 de cada gen del cromosoma beta será igual a la entrada 1 del 
correspondiente gen del cromosoma alfa. Para determinar la entrada 2 de cada gen es 
necesario establecer la operación a realizar del trabajo asignado en la entrada 1 del gen, 
es decir si quisiéramos calcular la entrada 2  del gen 13  cromosoma beta tomando como 
referencia la figura 2.2, lo primero que determinaríamos que el trabajo asignado es el 5, y 
la operación a realizar es la 2 (ya que es la segunda vez que aparece asignado el trabajo 
5, debido a que hasta el gen 13 solo había aparecido en el gen 4), luego de determinar el 
trabajo y la operación,  se busca en la matriz de máquinas habilitadas para realizar esta 
operación y se selecciona con base al aleatorio que aparece en la entrada 2 del 
cromosoma alfa.  
Siguiendo el ejemplo de completar el gen 13 del cromosoma beta a partir del cromosoma 
alfa que aparece en la figura 2.2  y tomado como matrices de datos las tablas 2.5 y 2.6, 
donde se observa que la operación 2 del trabajo 5 es realizada en el proceso 1, y que las 
máquinas habilitadas para el trabajo 5 en el proceso 1 son las M1 y M2, entonces con 
base al valor 0.44 de la entrada 2 del gen 13 del cromosoma alfa, se determina que la 
máquina M1 realizará la operación 2 del trabajo 5 (este asignación se determinó 
distribuyendo la misma probabilidad de selección a todas las máquinas habilitadas para 
realizar la operación y comparando con el aleatorio almacenado en la entrada 2 del 
cromosoma alfa).  A continuación en la figura 2.3 se muestra el cromosoma beta 
calculado a partir del cromosoma alfa de la figura 2.2 y las tablas 2.5 y 2.6.  
Figura 2.3: Ejemplo cromosoma beta. 
 
Fuente: Elaboración propia 
 
A partir del cromosoma beta de la figura 2.3 se puede construir un diagrama de 
operaciones y máquinas sin la escala de tiempo, tal como lo muestras la figura 2.4. 
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Figura 2.4: Diagrama de asignación de operaciones de trabajos a máquinas. 
 
Fuente: Elaboración propia 
 
Los cálculos planteados para los cromosomas beta sirven tanto para el paso 3 y 6 de la 
metodología propuesta. 
2.3.4 Evaluar la aptitud de cada cromosoma beta 
 
Como se había dicho anteriormente el cromosoma beta una solución factible al problema 
de programación que se plantea, por lo que es necesario evaluar el desempeño o aptitud 
de esta solución. Para este proceso de evaluación es necesario realizar dos pasos, el 
primero es hallar el tiempo de terminación difuso triangular para cada trabajo 𝑗  𝐶?̃?. En el 
segundo paso se debe comparar el tiempo de terminación difuso de cada trabajo 𝑗 𝐶𝑗  
con  el intervalo de tiempo de entrega de cada trabajo 𝑗 (𝑑𝑖𝑗  , 𝑑𝑠𝑗) para hallar la tardanza 
difusa y la prontitud difusa y luego realizar el proceso de defuzzificación de los resultados 
obtenidos y se calcula la aptitud del cromosoma beta. 
 Tiempos de terminación difuso triangular par cada trabajo 𝒋. 
 
Para calcular el tiempo de terminación difuso 𝐶?̃? es necesario recorrer cada gen del 
cromosoma beta evaluado, seleccionar el trabajo 𝑗 que esta secuenciado en la entrada 1 
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y seleccionar la máquina 𝑖 que está en la entrada 2, y determinar qué operación se está 
programando en el gen.  Para calcular el tiempo de terminación hasta el gen 
seleccionado se debe sumar el tiempo de inicio de la operación (mayor entre en tiempo 
disponible de la máquina 𝑇𝑀𝑖̃  y el tiempo de terminación acumulado hasta el gen 
evaluado 𝐶𝑗  ̃), el tiempo de alistamiento en la máquina 𝐴𝑖𝑙?̃?  y el tiempo de procesamiento 
𝑃𝑗𝑖?̃?. Tal como se muestra a continuación. 
 
𝐶?̃? = max(𝐶𝑗  ̃, 𝑇𝑀𝑖̃ ) + 𝑃𝑗𝑖?̃? + 𝐴𝑖𝑙?̃?  
Donde: 
 𝐶𝑗  ̃: Es el tiempo de terminación difuso triangular del trabajo 𝑗 hasta el gen 
evaluado 
 𝑇𝑀𝑖̃ : Es el tiempo de terminación  difuso triangular de la última operación en la 
máquina 𝑖 
 𝑃𝑗𝑖?̃?: Es el tiempo de procesamiento difuso triangular del trabajo 𝑗 en la máquina 𝑖 
al realizar la operación 𝑜. 
 𝐴𝑖𝑙?̃?:Tiempo de alistamiento difuso triangular  en la maquina 𝑖 cuando va a realizar 
el trabajo 𝑗 después del trabajo 𝑙. 
 
Como la metodología planteada los conjuntos difusos utilizados tiene funciones de 
pertenencia triangulares, se procede a sumar cada los valores inferiores, modas y 
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Luego se actualiza el tiempo de terminación difuso triangular de la última operación en la 
máquina 𝑖, y el último trabajo procesado en la máquina 𝑖, tal como se presenta a 
continuación: 
 𝑇𝑀𝑖̃ = 𝐶?̃?  
 𝑀𝑖 = 𝑗 
 
 Hallar la tardanza difusa y la prontitud difusa de cada trabajo j,  
defusificar  y hallar aptitud de cada cromosoma beta. 
 
Para hallar la aptitud de cada cromosoma es necesario hallar la tardanza difusa y la 
prontitud difusa de cada trabajo, luego defusificar estos conjuntos y hallar la penalización 
total ponderada de cada trabajo sumando estos valores defusificados por los respectivo 
pesos de cada medida de desempeño (𝑤𝑇 y 𝑤𝐸). Para hallar la tardanza difusa y la 
prontitud difusa es necesario es necesario comparar el tiempo de terminación difuso de 
cada trabajo con los conjuntos complementarios de la ventana de tiempo, es decir que la  
tardanza difusa se determina por medio de la intercepción del tiempo de terminación 
difuso de cada trabajo 𝑗 con el intervalo de retraso ( este intervalo de retraso inicia en el 
valor superior (𝑑𝑗𝐵) de la ventana de tiempo y no está acotado por un valor superior +∞ ), 
y para determinar la prontitud difusa de cada trabajo 𝑗 se intercepta el tiempo de 
terminación difuso de cada trabajo 𝑗 con el intervalo de prontitud, este intervalo de 
prontitud inicia en cero y finaliza con el valor inferior (𝑑𝑗𝐴) de la ventana de tiempo.  Si 𝐶?̃? 
es el tiempo de terminación difuso del trabajo 𝑗, 𝑑𝑖𝐴 el valor inferior de la ventana de 
tiempo de entrega del trabajo 𝑗 y 𝑑𝑗𝐵 el valor superior de la ventana de tiempo, entonces 
a continuación se muestra los intervalos de prontitud y retraso del trabajo 𝑗, y las 
ecuaciones para calcular la tardanza difusa y la prontitud difusa: 
 
 𝐼𝐸𝑗 = (0 , 𝑑𝑗𝐴)  ,  Intervalo de adelanto del trabajo 𝑗  
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 𝐼𝑇𝑗 = ( 𝑑𝑗𝐵 , + ∞)  ,  Intervalo de retraso del trabajo 𝑗 
 𝐸?̃? = 𝐶?̃?  ∩  𝐼𝐸𝑗  , prontitud difusa del trabajo 𝑗  
 𝑇?̃? = 𝐶?̃?  ∩  𝐼𝑇𝑗  , tardanza difusa del trabajo 𝑗 
 
A continuación en la figura 2.5 se presenta los diferentes casos que se puede presentar 
para hallar la tardanza difusa y la prontitud difusa. Es de aclarar que los tiempos de 
terminación difusa tienen funciones de pertenencia triangulares en esta metodología ya 
que los parámetros difusos también tienen este tipo de funciones de pertenencia. 
 
Figura 2.5: Casos posibles de tardanza difusa y prontitud difusa para cada trabajo 𝑗. 
 
Fuente: Elaboración propia 
 
Los casos posibles que se pueden presentar al tratar de determinar la tardanza difusa y 
la prontitud difusa son 4, tal como se muestra en la figura 2.5. A continuación se describe 
cada caso: 
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 Caso 1: En este caso existe posibilidad que se entregue el trabajo 𝑗 con adelanto 
(prontitud) o con retraso (tardanza), pero también existe posibilidad que el trabajo 
𝑗 dentro de la ventana de tiempo. 
 Caso 2: No existe posibilidad que se entregue el trabajo 𝑗 con adelanto (prontitud) 
o con retraso (tardanza), por lo que puede asegurar con un 100% de posibilidad 
que el  trabajo 𝑗 a pesar de la incertidumbre se entregará dentro de la ventana de 
tiempo. 
 Caso 3: No existe posibilidad que se entregue el trabajo 𝑗 con retraso (tardanza), 
pero existe posibilidad que el trabajo 𝑗  se entregue con adelanto (prontitud), pero 
cuando 𝐶𝑗
𝑠𝑢𝑝
≤ 𝑑𝑗𝐴 se puede concluir existe un 100% de posibilidad que el trabajo 
𝑗 se entregará adelantado. 
 Caso 4: No existe posibilidad que se entregue el trabajo 𝑗 con adelanto 
(Prontitud), pero existe posibilidad que el trabajo 𝑗 se entregue con retraso 
(tardanza), pero cuando 𝐶𝑗
𝑖𝑛𝑓
≥ 𝑑𝑗𝐵 se puede concluir existe un 100% de 
posibilidad que el trabajo 𝑗 se entregará retrasado. 
 
Como se ve en algunos casos no se puede asegurar con certeza que un trabajo 𝑗 se 
terminará con adelanto o retraso, y en algunas ocasiones esta posibilidad puede ser muy 
alta o muy baja, por lo que al hora de encontrar la penalización total ponderada de un 
trabajo 𝑗 se tendrá en cuenta la posibilidad de ocurrencia de un retraso o un adelanto, 
donde 𝑃𝑗
𝐸 es la posibilidad que exista adelanto en el trabajo 𝑗 y 𝑃𝑗
𝑇 es la posibilidad que 
exista retraso en el trabajo 𝑗. Para la prontitud como valor real (defusificado) y la tardanza 
como valor real (defusificado)  a partir de la prontitud difusa y la tardanza difusa 
respectivamente. A continuación se muestra la función de pertenencia del tiempo de 
terminación difusa 𝐶?̃?, la ecuación del método del centroide para defusificar la prontitud 
difusa y la tardanza difusa, y la ecuación para hallar la posibilidad de ocurrencia de la 
prontitud o la tardanza. 
Función de pertenencia 𝜇𝐶𝑗(𝑥) de tiempo de terminación difuso del trabajo 𝑗 𝐶?̃?: 
 











 0                  𝑠𝑖 𝑥 ≤ 𝐶𝑗
𝑖𝑛𝑓






         𝑠𝑖 𝐶𝑗
𝑖𝑛𝑓









         𝑠𝑖 𝐶𝑗
𝑚𝑜𝑑 < 𝑥 < 𝐶𝑗
𝑠𝑢𝑝
0               𝑠𝑖 𝑥 ≥ 𝐶𝑗
𝑠𝑢𝑝
      
 
Las ecuaciones de defusificación para la prontitud difusa del trabajo 𝑗  𝐸?̃? con el método 
del centroide,  para el calcula de la posibilidad de adelanto y para hallar la magnitud en 




































𝐸𝑗 = (𝑑𝑗𝐴 − 𝐸𝑗





∗: Valor de la defusificación de la prontitud difusa 𝑗 de (conjunto difuso 𝐸?̃? 
representado anteriormente en la figura 13), este valor aun no representa el 
tiempo de adelanto en número real del trabajo 𝑗 debido a que aún falta hallar la 
distancia a la venta de tiempo y además aplicarle el valor de la posibilidad de 
ocurrencia de la prontitud. 
 𝑥𝜇𝐸𝑗(𝑥):  es la función de pertenencia de la prontitud difusa del trabajo 𝑗 que esta 
en el espacio 𝑆𝐸, el cual es esta dado por la intercepción entre el tiempo de 
terminación del trabajo 𝑗 y el intervalo de adelanto del trabajo 𝑗 
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 Podemos reemplazar en las ecuaciones anteriores la función de pertenencia de la 
prontitud del trabajo 𝑗 por  la función de pertenencia del tiempo de terminación del 
trabajo 𝑗, debido a que este solo se defusificará dentro del espacio 𝑆𝐸. 
 𝑃𝑗
𝐸: Posibilidad de que el trabajo 𝑗 se entregue con adelanto. 
 𝐸𝑗: Prontitud del trabajo 𝑗 (valor clásico o real). se le resta al intervalo inferior de la 
ventana de entrega el valor defusificado de la prontitud difusa, ya que se requiere 
es la distancia entre el valor que podría entregarse el trabajo y la ventana de 
tiempo y se multiplica por 𝑃𝑗
𝐸. 
 El numerador de la ecuación de posibilidad de prontitud representa el área bajo 
de la curva de la función de pertenencia de la prontitud difusa y en denominador 
representa el área bajo la curva de la función de pertenencia del tiempo de 
terminación. Además 𝑆 es el espacio de toda la función de pertenencia del tiempo 
de terminación  y 𝑆𝐸 solo es el espacio de la región donde se interceptan el 
tiempo de terminación difuso y el intervalo de adelanto. 
 
Las ecuaciones de defusificación para la tardanza difusa del trabajo 𝑗  𝑇?̃? con el método 
del centroide,  para el calcula de la posibilidad de retraso y para hallar la magnitud en 





































∗ − 𝑑𝑗𝐵) ∗  𝑃𝑗
𝑇 
Donde: 
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 𝑇𝑗
∗: Valor de la defusificación de la tardanza difusa 𝑗 de (conjunto difuso 𝑇?̃? 
representado anteriormente en la figura 13), este valor aun no representa el 
tiempo de tardanza en número real del trabajo 𝑗 debido a que aún falta hallar la 
distancia a la venta de tiempo y además aplicarle el valor de la posibilidad de 
ocurrencia de la tardanza. 
 𝑥𝜇𝑇𝑗(𝑥):  es la función de pertenencia de la tardanza difusa del trabajo 𝑗 que esta 
en el espacio 𝑆𝑇, el cual es esta dado por la intercepción entre el tiempo de 
terminación del trabajo 𝑗 y el intervalo de retraso del trabajo 𝑗 
 Podemos reemplazar en las ecuaciones anteriores la función de pertenencia de la 
tardanza del trabajo 𝑗 por  la función de pertenencia del tiempo de terminación del 
trabajo 𝑗, debido a que este solo se defusificará dentro del espacio 𝑆𝑇. 
 𝑃𝑗
𝑇: Posibilidad de que el trabajo 𝑗 se entregue con retraso. 
 𝑇𝑗: Tardanza del trabajo 𝑗 (valor clásico o real). se le resta el intervalo superior de 
la ventana de entrega el valor defusificado de la tardanza difusa, ya que se 
requiere es la distancia entre el valor que podría entregarse el trabajo y la ventana 
de tiempo y se multiplica por 𝑃𝑗
𝑇. 
 El numerador de la ecuación de posibilidad de tardanza representa el área bajo 
de la curva de la función de pertenencia de la tardanza difusa y en denominador 
representa el área bajo la curva de la función de pertenencia del tiempo de 
terminación. Además 𝑆 es el espacio de toda la función de pertenencia del tiempo 
de terminación  y 𝑆𝑇 solo es el espacio de la región donde se interceptan el 
tiempo de terminación difuso y el intervalo de retraso. 
 
 
Para poder desarrollar y calcular los valores de las ecuaciones de defusificación de la 
prontitud difusa y la tardanza difusa, hay que tener en cuenta que la función de 
pertenencia del tiempo de terminación difuso para cada trabajo es una función por tramos 
(triangular) por lo que es conveniente tener en cuenta los punto de intercepción de los 
límites de la ventana de tiempo con los tiempos de terminación difusa. 
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 Hallar la prontitud como valor real o clásico (defusificado) 
 
Un trabajo 𝑗 tendrá prontitud siempre y cuando  𝐶𝑗
𝑖𝑛𝑓
< 𝑑𝑗𝐴  (como se muestra en el caso 
1 y 3 de la figura 2.5 presentada anteriormente), de lo contrario se puede concluir que  la 
prontitud 𝑗 tiene un valor  igual a cero (𝐸𝑗 = 0) (como se muestra en el caso 2 y 4 de la 
figura 2.5 presentada anteriormente). Como se explicó anteriormente la función de 
pertenencia del tiempo de terminación es una función triangular la cual es definida por 
dos tramos, lo cual hace que dependiendo de la ubicación del límite inferior de la ventana 
de tiempo (𝑑𝑗𝐴) con respecto al valor moda del tiempo de terminación difusa (𝐶𝑗
𝑚𝑜𝑑) y al 
valor superior del tiempo de terminación difusa (𝐶𝑗
𝑠𝑢𝑝
), la prontitud difusa tenga pueda 
tener tres formas diferentes en la gráfica de su función de pertenencia tal como se 
muestra en la figura 2.6. 
Figura 2.6: Casos posibles para la prontitud difusa para cada trabajo 𝑗 (𝐸?̃?).
 
Fuente: Elaboración propia 
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De la figura 2.6 se puede observar que existen 3 casos, el primero es cuando  𝐶𝑗
𝑚𝑜𝑑  ≥
  𝑑𝑗𝐴, el segundo caso se presenta cuando    𝑑𝑗𝐴  > 𝐶𝑗
𝑚𝑜𝑑 y 𝑑𝑗𝐴  < 𝐶𝑗
𝑠𝑢𝑝
, y el tercer caso se 
presenta cuando 𝑑𝑗𝐴  ≥ 𝐶𝑗
𝑠𝑢𝑝
. A continuación se presenta las ecuaciones a utilizar para 
hallar la prontitud (siempre y cuando la halla) dependiendo de los tres casos plateados y 
tomando como base las ecuaciones de la función de pertenencia triangular: 
Si 𝐶𝑗












































































𝐸𝑗 = (𝑑𝑗𝐴 − 𝐸𝑗
∗) ∗  𝑃𝑗
𝐸 
 
Si 𝑑𝑗𝐴  > 𝐶𝑗
𝑚𝑜𝑑 y 𝑑𝑗𝐴  < 𝐶𝑗
𝑠𝑢𝑝
  , entonces las ecuaciones para calcular la prontitud del 
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𝐸𝑗 = (𝑑𝑗𝐴 − 𝐸𝑗
∗) ∗  𝑃𝑗
𝐸 
 
Si 𝑑𝑗𝐴  ≥ 𝐶𝑗
𝑠𝑢𝑝












































𝐸 = 1 
𝐸𝑗 = (𝑑𝑗𝐴 − 𝐸𝑗
∗) 
 
 Hallar la tardanza como valor real o clásico (defusificado) 
 
Un trabajo 𝑗 tendrá tardanza siempre y cuando  𝐶𝑗
𝑠𝑢𝑝
> 𝑑𝑗𝐵  (como se muestra en el caso 
1 y 4 de la figura 2.5 presentada anteriormente), de lo contrario se puede concluir que  la 
tardanza 𝑗 tiene un valor  igual a cero (𝑇𝑗 = 0) (como se muestra en el caso 2 y 3 de la 
figura 2.5 presentada anteriormente). Como se explicó anteriormente la función de 
pertenencia del tiempo de terminación es una función triangular la cual es definida por 
dos tramos, lo cual hace que dependiendo de la ubicación del límite superior de la 
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ventana de tiempo (𝑑𝑗𝐵) con respecto al valor moda del tiempo de terminación difusa 
(𝐶𝑗
𝑚𝑜𝑑) y al valor inferior del tiempo de terminación difusa (𝐶𝑗
𝑖𝑛𝑓
), la tardanza difusa tenga 
pueda tener tres formas diferentes en la gráfica de su función de pertenencia tal como se 
muestra en la figura 2.7. 
 
 
Figura 2.7: Casos posibles para la tardanza difusa para cada trabajo 𝑗 (𝑇?̃?). 
 
Fuente: Elaboración propia 
 
De la figura 2.7 se puede observar que existen 3 casos, el primero es cuando  𝐶𝑗
𝑚𝑜𝑑  ≤
  𝑑𝑗𝐵, el segundo caso se presenta cuando    𝑑𝑗𝐵  < 𝐶𝑗
𝑚𝑜𝑑 y 𝑑𝑗𝐵  > 𝐶𝑗
𝑖𝑛𝑓
, y el tercer caso se 
presenta cuando 𝑑𝑗𝐵  ≤ 𝐶𝑗
𝑖𝑛𝑓
. A continuación se presenta las ecuaciones a utilizar para 
hallar la tardanza (siempre y cuando la halla) dependiendo de los tres casos plateados y 
tomando como base las ecuaciones de la función de pertenencia triangular: 
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𝑚𝑜𝑑  >   𝑑𝑗𝐵  y 𝐶𝑗
𝑖𝑛𝑓
<  𝑑𝑗𝐵 entonces las ecuaciones para calcular la tardanza del 








































































































































































































































































































𝑇 = 1 
𝑇𝑗 = (𝑇𝑗
∗ − 𝑑𝑗𝐵) 
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 Calcular la penalización total ponderada para  el cromosoma 
beta evaluado 
 
Una vez calculado el valor de la prontitud y tardanza, se procede a calcular la 
penalización total ponderada (𝑍𝑘) del cromosoma beta evaluado, sumando la prontitud de 
cada trabajo 𝑗 (𝐸𝑗) multiplicado por peso dado a la prontitud (𝑊𝐸), con la tardanza de 
cada trabajo  𝑗  (𝑇𝑗) multiplicado por peso dado a la tardanza (𝑊𝑇), y a este resultado se 
le multiplica por el peso relativo del trabajo 𝑗 (𝑊𝑗) tal como se muestra a continuación: 
 
𝑍𝑘 = ∑ 𝑊𝑗(𝑇𝑗 𝑊𝑇 + 𝐸𝑗𝑊𝐸)
𝑛
1    
     
Donde:    
𝑛: Número de trabajos a programar 
𝑍𝑘: La aptitud o penalización total ponderada del cromosoma beta 𝑘 (el total de 
cromosomas es 𝑃𝐵)            
      
2.3.5 Seleccionar los mejores cromosomas betas (Elitismo) 
 
Al finalizar la evaluación de los diferentes cromosomas betas de la población actual se 
procede a ordenarlos según su aptitud, en este caso de menor a mayor penalización total 
ponderada, luego de acuerdo al porcentaje de elitismo elegido (𝐸𝑇)  se seleccionan los 
mejores cromosomas para conformar la población futura (se recuerda que 𝐸𝑇 es un 
porcentaje, por lo que la cantidad de cromosomas élites es igual a 𝐸𝑇 ∗ 𝑃𝐵, donde 𝑃𝐵 es 
el tamaño de la población). 
Capítulo 2– Metodología propuesta 81 
 
2.3.6 Operaciones de cruzamiento y mutación 
 
Cuando se termina de realizar el proceso de selección de los mejores cromosomas betas 
(elitismo) aún falta completar la población fututa que será evaluada. Para completar la 
población futura es necesario realizar operaciones de cruzamiento entre todos los 
integrantes o cromosomas de la población actual. 
Para realizar el proceso de cruzamiento es necesario seleccionar aleatoriamente dos 
cromosomas alfa de la población actual, los cual son llamados cromosomas alfa padres, 
luego se determina si se realiza la operación de cruzamiento de los dos cromosomas alfa 
padres seleccionados para encontrar dos cromosomas alfa hijos, o de lo contrario los 
cromosomas alfa hijos serán idénticos a los cromosomas alfa padres. 
Luego que se han formado los  cromosomas alfa hijos se procede a determinar si se les 
realizará mutación. Las operaciones de cruzamiento y mutación se deben realizar hasta 
que se complete la población futura. 
 Operaciones de cruzamiento 
 
Lo primero que se debe realizar es seleccionar aleatoriamente los dos cromosomas 
padres, es de aclarar que para la metodología propuesta todos los  cromosomas de la 
población actual tienen la misma probabilidad de ser seleccionados. En la figura 2.8 que 
se muestra a continuación se observan dos cromosomas alfa seleccionados 
aleatoriamente para ejemplo trabajado en la tabla 2.10  y figura 2.2. 
Figura 2.8: Ejemplo cromosomas alfas padres 
 
Fuente: Elaboración propia 
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Luego de seleccionar los cromosomas alfa padres se debe generar un número aleatorio 
𝑅, si este número aleatorio 𝑅  es menor a la probabilidad de cruce 𝑃𝐶 (por lo general este 
valor es un número muy cercano al 100%, para garantizar diversidad entre las diferentes 
poblaciones) se determina que los cromosomas alfa se generan por cruzamiento de lo 
contrario los cromosomas alfa hijo serán idénticos a los cromosomas alfa padres.  Si se 
determina realizar el cruzamiento, lo primero que se debe calcular es el punto de cruce, 
el cual se realiza resolviendo la siguiente ecuación: 
𝑃𝐶𝑍 = 𝐼𝑁𝑇(𝐶𝑍 ∗ 𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑔𝑒𝑛𝑒𝑠) + 1 
Donde: 
 𝐶𝑍: Es el punto de cruzamiento en porcentaje definido en los parámetros del 
algoritmo genético. Para el ejemplo, este parámetro tomará el valor de 50%. 
 𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑔𝑒𝑛𝑒𝑠: Longitud de cada cromosoma alfa, para los cromosomas del 
ejemplo, el número de genes es igual a 17. 
 
𝑃𝐶𝑍 = 𝐼𝑁𝑇(50% ∗ 17) + 1 = 9 
El cálculo anterior determina el punto que se dividirá en dos partes (parte A y parte B)  
cada cromosoma padre y lo que aportará a cada cromosoma hijo. A continuación en la 
figura 2.9 se muestra las partes en que si divide cada cromosoma padre. 
Figura 2.9: Ejemplo  punto de cruzamiento de cromosomas alfas padres 
 
Fuente: Elaboración propia 
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Después que se calculó el punto de cruzamiento se procede a formar los dos 
cromosomas alfa hijos. El primer cromosoma alfa hijo se forma con la parte A del 
cromosoma alfa padre 1, y la parte B del cromosoma alfa padre 2. El segundo 
cromosoma alfa hijo se forma con la parte B del cromosoma alfa padre 1, y la parte A del 
cromosoma alfa padre 2. A continuación en la figura 2.10 se muestra como quedan los 
dos cromosomas alfa hijos al finalizar el cruzamiento. 
Figura 2.10: Ejemplo  de cromosomas alfas hijos por cruzamiento
 
Fuente: Elaboración propia 
 
En el caso de que se determine que no se realizará cruzamiento a los cromosomas alfa 
hijos (𝑅 ≥ 𝑃𝐶), los cromosomas alfa hijos quedan formados como se ve en la figura 2.11. 
 
Figura 2.11: Ejemplo  de cromosomas alfas hijos sin cruzamiento 
 
Fuente: Elaboración propia 
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 Operaciones de mutación 
 
Después de formar los dos cromosomas alfa hijos se tiene que decidir si se les realizará 
mutación; para realizar esta operación es necesario generar un número aleatorio 𝑅𝑚 para 
cada cromosoma alfa hijo, y si este aleatorio 𝑅𝑚 es menor a la probabilidad de mutación 
𝑀 (este valor 𝑀 se define desde los parámetros del algoritmo genético) se le realizará la 
operación de mutación al cromosoma hijo, de lo contrario este cromosoma quedará con 
la misma información de secuencia y asignación. 
 
Si se determina que hay que realizar mutación al cromosoma hijo, se debe seleccionar 
aleatoriamente dos genes de dicho cromosomas e intercambiar el lugar dentro de la 
cadena del cromosoma hijo seleccionado tal como se muestra en la figura 2.12 donde 
aleatoriamente se decidió que al cromosoma hijo 2 se le realizará la mutación. 
 
Figura 2.12: Ejemplo  de mutación en cromosomas alfa 
 
Fuente: Elaboración propia 
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Como se observa en la figura 2.12 los genes seleccionados aleatoriamente para mutar 
fueron el gen 5 y el gen 14, luego intercambiaron la información tanto de la entrada 1 
como de la entrada 2. 
 
2.3.7 Reparar cromosomas alfa hijos 
 
En algunas ocasiones al realizar las operaciones de cruzamiento los cromosomas alfa 
hijos representan soluciones no factibles debido a que uno o más trabajo no tienen 
asignada el número de operaciones que requieren, es decir que un trabajo 𝑗 aparece más 
veces o menos veces en el cromosoma alfa hijo que el número de operaciones que debe 
realizarse en el trabajo para darlo como finalizado.  En la figura 2.13 se puede observar 
un ejemplo de  un cromosoma alfa hijo resultado de una operación de cruzamiento que 
tienen que repararse. 
 
Figura 2.13: Ejemplo de cromosomas alfa hijo no factible. 
 
Fuente: Elaboración propia 
 
Se puede observar de la figura 2.13 que el trabajo 3 requiere 3 operaciones, pero 
aparece en 4 genes (gen1, gen 3, gen 5, gen 12), por lo que uno de estos genes debe 
ser debe quedar vacío en la entrada 1 (la entrada 2 no es necesario ser borrada), el gen 
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debe a borrar la entrada 1 debe seleccionarse aleatoriamente entre los que tienen 
asignado el trabajo con operaciones en exceso. Luego de dejar en vacíos  los genes que 
tenían operaciones en exceso se procede a asignar a eso genes los trabajos que tienen 
menos operaciones asignadas de las requeridas. En la figura 2.14 se puede observar 
que aleatoriamente se seleccionó el gen 5 a reparar, por lo que la entrada 1 ya no tiene 
asignado el trabajo 3 sino el trabajo 4. 
 
Figura 2.14: Ejemplo de cromosomas alfa hijo reparado. 
 
Fuente: Elaboración propia 
2.3.8 Seleccionar el mejor cromosoma beta y analizar resultados 
 
Después de realizar todas las iteraciones 𝑁 establecida en los parámetros del método 
propuesto, se selecciona el mejor cromosoma beta, es decir el cromosoma con menor 
penalización total ponderada (𝑍𝑘 = ∑ 𝑊𝑗(𝑇𝑗 𝑊𝑇 + 𝐸𝑗𝑊𝐸)
𝑛
1  ) y se procede a realizar el 
diagrama de Gantt correspondiente.  Por facilidad se recomienda hacer el diagrama con 





3. Capítulo 3 –Experimentación y Resultados 
Esta sección está dedicada a revisar y validar el algoritmo genético propuesto, por lo cual  
primero se comparó los resultados generados variando los parámetros del algoritmo y 
luego se comparó los resultados del algoritmo genético propuesto con diferentes 
heurísticos. 
Con el objetivo de comprobar la eficacia en entornos reales del algoritmo genético 
propuestos se trabajó con un problema de programación en una empresa dedicada a 
prestar servicios de acabados textiles, lo cual facilitó la obtención de datos más cercanos 
a la realizada y restricciones propias del entorno empresarial. Este sistema productivo 
cuenta con 6 procesos o etapas, un total de 19 máquinas, además existen máquinas que 
pueden realizar más de un proceso (cumple con la condición de recirculación), existen 
diferentes rutas de procesamiento dependiendo las referencias y por último hay tiempos 
de alistamiento dependientes de la secuencia. A continuación en la figura 3.1 se muestra 
un esquema del sistema productivo trabajado donde se muestran los 6 procesos, las 
máquinas habilitadas por procesos y además las rutas establecidas dentro de la planta 
de producción.  
Es de resaltar que las referencias que tengan que procesarse de acuerdo a la ruta 1 
tienen que realizar 4 operaciones, mientras las referencias asociadas a las ruta 3 tiene 
que completar seis operaciones, repitiendo operación en el proceso 4. Otro factor 
importante es que las máquinas habilitadas para el proceso 1 (Prefijar) son las misma a 
realizar el proceso 4 (Termofijar), pero los tiempos de procesamiento son diferentes. 
Además se determinó que los costos por prontitud son aproximadamente el 40% de los 
costos asociados a la tardanza, por lo que el peso de la prontitud 𝑊𝑃, para el problema 
se le dio un valor de 0.4, el peso de tardanza 𝑊𝑇 se le asignó el valor de 1. 
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Figura 3.1: Sistema productivo de planta de acabados textiles. 
 
Fuente: Elaboración propia 
 
Para implementar el algoritmo genético propuesto se desarrolló un aplicativo informático 
en visual basic.net el cual se ejecutó en un computador personal con procesador core i5-
7200U y una capacidad de memoria RAM de 4 GB. 
 
El aplicativo desarrollado tiene 5 funciones principales, la primera es la creación de 
máquinas, la segunda es la creación de rutas y procesos, la tercera es la matrícula de 
referencias y tiempos de procesamiento por unidad, en la cuarta función se crean las 
ordenes de producción (trabajos) y finalmente en la quinta función se validan los 
parámetros del algoritmo y se ejecuta el código.  A continuación en la figura 3.2 y 3.3 se 
muestran las funcionalidades de matrícula de orden de producción y ejecución del 
algoritmo. 
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Figura 3.2: Interfaz de creación de órdenes de producción (Trabajos). 
 
Fuente: Elaboración propia 
Figura 3.3: Interfaz de ejecución del algoritmo genético. 
 
Fuente: Elaboración propia 
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3.1 Experimentación cambiando valores de los 
parámetros del algoritmo 
 
Para realizar la experimentación del algoritmo genético propuesto se consideró evaluarlo 
con distintos valores de los parámetros del algoritmo. Los valores de los parámetros se 
seleccionaron con base a los propuestos por Coello (2004), Teekeng & Thammano 
(2012) , y Ruiz (2015), además de las condiciones propias del sistema productivo 
trabajado. Respecto al número de trabajos por condiciones de programación en el 
sistema productivo (tiempos de procesamiento elevados por orden de producción) se 
evaluó con 20 y 30 órdenes de producción.  A continuación en la tabla 3.1 se muestra los 
valores evaluados en los parámetros. 
 
Tabla 3.1: Valores evaluados en los parámetros del algoritmo. 
Parámetro Valor 1 Valor 2 
Población 30 50 
Probabilidad de Mutación 0,03 0,1 
Probabilidad de cruce 0,8 0,9 
Iteraciones 1000 2000 
Fuente: Elaboración propia 
 
Teniendo en cuenta que se evaluó los 4 parámetros del algoritmo y cada uno puede 
tomar dos valores, y además se varió el número de trabajos en 20 y 30, se tuvo que 
realizar 32 combinaciones o experimentos, además para cada combinación se corrió el 
aplicativo 20 veces. El análisis se realizará por separado para las combinaciones de 20 y 
de 30 trabajos. 
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3.1.1 Resultados, análisis y conclusión de experimentación en 
valores de parámetros  
 
En la tabla 3.2 se presenta los resultados obtenidos al ejecutar el algoritmo genético para 
programar la producción con 20 órdenes de producción (trabajos) y las diferentes 
combinaciones de los parámetros de algoritmo propuesto. 
Tabla 3.2: Resultados variando parámetros para 20 trabajos. 
Combinación 





Cruce Mejor Media Desviación % desviación 
1 30 1000 0,03 0,80 537,76 566,31 19,05 3,36% 
2 30 1000 0,03 0,90 487,24 501,45 10,76 2,15% 
3 30 1000 0,10 0,80 520,21 536,97 12,69 2,36% 
4 30 1000 0,10 0,90 464,23 480,22 12,11 2,52% 
5 30 2000 0,03 0,80 529,59 541,68 9,16 1,69% 
6 30 2000 0,03 0,90 476,55 498,33 16,49 3,31% 
7 30 2000 0,10 0,80 512,72 523,09 9,43 1,80% 
8 30 2000 0,10 0,90 446,07 464,80 19,24 4,14% 
9 50 1000 0,03 0,80 545,21 572,81 20,90 3,65% 
10 50 1000 0,03 0,90 499,87 527,69 21,07 3,99% 
11 50 1000 0,10 0,80 510,98 519,78 6,66 1,28% 
12 50 1000 0,10 0,90 469,36 488,56 14,54 2,98% 
13 50 2000 0,03 0,80 528,64 536,56 11,03 2,06% 
14 50 2000 0,03 0,90 487,45 510,41 11,03 2,16% 
15 50 2000 0,10 0,80 505,78 530,10 11,03 2,08% 
16 50 2000 0,10 0,90 442,94 457,01 11,04 2,42% 
Fuente: Elaboración propia 
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De la tabla 3.2 se puede observar que la mínima penalización total ponderada (𝑍)  se da 
cuando la población es igual a 50, el número de iteraciones es 2000, la probabilidad de 
mutación en de 0.1 y la probabilidad de cruce es de 0.9, para esta combinación la mejor 
penalización total ponderada (𝑍)  es de 442.94 y la media entre los 20 experimentos con 
esta combinación es de 457.01 (Para ver los tiempos de terminación de cada trabajo 
para esta combinación, ver tabla 3.3).  Además se puede observar que las desviaciones 
de los 20 experimentos  en las diferentes combinaciones en la mayoría de los casos no 
superan el 2%, lo que quiere decir que al elegir los parámetros no hay necesidad de 
ejecutar varias veces el algoritmo propuesto.  
Para determinar la influencia de los parámetros en la programación de estos 20 trabajos 
(ordenes de producción) se implementó un diseñó factorial 2𝑘, que para el problema 
planteando es evaluar 4 factores (Población, iteración, probabilidad de mutación y 
probabilidad de cruce). En la figura 3.4 se muestra la ANOVA arrojada por el software 
estadístico Statgraphics. 
Figura 3.4: ANOVA – 20 trabajos 
 
Fuente: software estadístico Statgraphics 
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De acuerdo con el ANOVA mostrado en la figura 3.4, y con un nivel de significancia del 
95% se evidencia un efecto en los factores Iteración, Mutación y Cruce en la variabilidad 
de la Penalización. Adicionalmente, no se evidencian efectos significativos de los factor 
tamaño de población. En relación con el R cuadrado ajustado, el 97.0488% de la 
variabilidad en la penalización total ponderada (𝑍) es explicada por cambios en el en los 
factores que tienen efecto en la variable de salida. 
 
Figura 3.5: Diagrama de Pareto estandarizada para la penalización total ponderada (𝑍) 
para 20 trabajos. 
Fuente: software estadístico Statgraphics 
Complementando el análisis de la figura 3.4 “ANOVA para 20 trabajos”, la figura 3.5 
muestra que el factor (parámetro) más tiene efecto en el valor de la penalización total 
ponderada (𝑍) es la probabilidad de cruce, esto quiere decir que aumentar de 0.8 a 0.9 
esta probabilidad va a disminuir significativamente la variable de salida (penalización total 
ponderada 𝑍 ). El segundo factor (parámetro) más influyente es la probabilidad de 
mutación y en tercer  lugar se encuentra el número de iteraciones.  
A continuación en la tabla 3.3 se muestra el tiempo de terminación de cada uno de los 20 
trabajos para la mejor solución obtenida. 
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Tabla 3.3: Tiempo de terminación para los 20 trabajos programados 
  Ventana 
Tiempo de terminación 
(Horas) 
JOB Inferior Superior Esperado Ci Cm Cs 
1 64 72 55,6 51,3 55,4 60,1 
2 78 102 97,2 90,9 96,7 104,1 
3 58 72 61,0 56,4 60,9 65,6 
4 50 62 32,6 30,3 32,4 35,1 
5 98 110 99,1 91,8 98,5 107,0 
6 80 92 63,0 58,2 62,9 67,8 
7 106 116 103,6 97,1 103,1 110,8 
8 200 216 165,5 152,6 164,7 179,1 
9 128 136 119,1 111,0 118,4 127,9 
10 224 232 117,7 109,8 117,0 126,3 
11 193 215 120,7 112,5 120,0 129,6 
12 267 287 122,6 114,2 121,9 131,7 
13 272 288 163,9 151,2 163,1 177,3 
14 296 312 129,4 119,9 128,6 139,6 
15 192 208 146,5 135,8 145,8 157,9 
16 360 376 162,8 150,3 162,1 176,1 
17 288 304 140,9 130,9 140,3 151,6 
18 260 272 156,4 144,4 155,7 169,2 
19 318 328 159,6 147,3 158,9 172,7 
20 198 209 99,6 93,1 99,1 106,6 
Fuente: Elaboración propia 
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Para el caso de la programación de 30 trabajos en la tabla 3.4  se muestran los 
resultados obtenidos al ejecutar el algoritmo genético para programar la producción y las 
diferentes combinaciones de los parámetros de algoritmo propuesto. 
 
Tabla 3.4: Resultados variando parámetros para 30 trabajos. 
Combinación 





Cruce Mejor Media Desviación % desviación 
1 30 1000 0,03 0,80 1313,69 1345,51 37,30 2,77% 
2 30 1000 0,03 0,90 1150,37 1179,65 29,56 2,51% 
3 30 1000 0,10 0,80 1240,02 1285,40 47,05 3,66% 
4 30 1000 0,10 0,90 1156,30 1194,55 38,12 3,19% 
5 30 2000 0,03 0,80 1260,96 1318,64 55,17 4,18% 
6 30 2000 0,03 0,90 1134,36 1166,34 31,65 2,71% 
7 30 2000 0,10 0,80 1240,29 1274,56 37,17 2,92% 
8 30 2000 0,10 0,90 1102,19 1123,99 25,60 2,28% 
9 50 1000 0,03 0,80 1356,76 1400,50 41,82 2,99% 
10 50 1000 0,03 0,90 1266,62 1304,24 33,78 2,59% 
11 50 1000 0,10 0,80 1283,50 1315,71 29,90 2,27% 
12 50 1000 0,10 0,90 1187,61 1220,06 38,31 3,14% 
13 50 2000 0,03 0,80 1327,07 1382,22 54,04 3,91% 
14 50 2000 0,03 0,90 1161,64 1190,42 28,45 2,39% 
15 50 2000 0,10 0,80 1216,68 1249,04 35,40 2,83% 
16 50 2000 0,10 0,90 980,95 1003,98 24,60 2,45% 
Fuente: Elaboración propia 
De la tabla 3.4 se puede observar que nuevamente la mínima penalización total 
ponderada (𝑍) se da cuando la población es igual a 50, el número de iteraciones es 
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2000, la probabilidad de mutación en de 0.1 y la probabilidad de cruce es de 0.9, para 
esta combinación la mejor penalización total ponderada (𝑍) es de 980.95 y la media entre 
los 20 experimentos con esta combinación es de 1003.98 (Para ver los tiempos de 
terminación de cada trabajo para esta combinación, ver tabla 3.5).  Además se puede 
observar que las desviaciones de los 20 experimentos en las diferentes combinaciones 
en la mayoría de los casos son mayores a aquellas presentadas para los experimentos 
con el problema de 20 trabajos, esto es esperado, debido al aumento en la complejidad 
del problema, que hace que se den resultados más variables.  Aun así, las desviaciones 
no superan en su mayoría el valor de 3%, lo que quiere decir que al elegir los parámetros 
no hay necesidad de ejecutar varias veces el algoritmo propuesto. 
Para determinar la influencia de los parámetros en la programación de estos 30 trabajos 
(ordenes de producción) se volvió a implementar un diseñó factorial 2𝑘, que para el 
problema planteando es evaluar 4 factores (Población, iteración, probabilidad de 
mutación y probabilidad de cruce). En la figura 3.6 se muestra el ANOVA arrojado por el 
software estadístico Statgraphics. 
Figura 3.6: ANOVA – 30 trabajos 
 
Fuente: software estadístico Statgraphics 
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De acuerdo con el ANOVA mostrado en la figura 3.6,  con un nivel de significancia del 
95%, se evidencia que, a diferencia de la ANOVA para 20 trabajos, todos los factores 
(parámetros) tiene efecto significativo en el resultado de la penalización total ponderada 
(𝑍) obtenida, esto era de esperarse ya que al aumentar los trabajos se aumenta la 
complejidad del problema y necesariamente se requiere una población mayor para 
obtener un mejor resultado. En relación con el R cuadrado ajustado, el 95.088% de la 
variabilidad en la penalización total ponderada (𝑍) es explicada por cambios en el en los 
factores (parámetros). 
 
Figura 3.7: Diagrama de Pareto estandarizada para la penalización total ponderada (𝑍) 
para 30 trabajos.
Fuente: software estadístico Statgraphics 
 
Complementando el análisis de la figura 3.6 “ANOVA para 30 trabajos”, la figura 3.7  
muestra que el factor (parámetro) que más tiene efecto en el valor de la penalización total 
ponderada (𝑍) es la probabilidad de cruce, esto quiere decir que aumentar de 0.8 a 0.9 
esta probabilidad va a disminuir significativamente la penalización. El segundo factor 
(parámetro) más influyente es la probabilidad de mutación, en tercer  lugar se encuentra 
el número de iteraciones y en cuarto lugar está el tamaño de la población. 
98 Modelo de programación de producción en planta tipo Flexible Job Shop (FJSS) con tiempos difusos de 
procesamiento y alistamiento dependiente de la secuencia, y ventanas de tiempo en las entregas, mediante 
algoritmos genéticos 
 
A continuación en la tabla 3.5 se muestra el tiempo de terminación de cada uno de los 30 
trabajos para la mejor solución obtenida. 
Tabla 3.5: Tiempo de terminación para los 30 trabajos programados 
  Ventana Tiempo de terminación 
JOB Inferior Superior Esperado Ci Cm Cs 
1 64 72 34,5 32,1 34,4 36,9 
2 78 102 100,7 93,1 100,4 108,5 
3 58 72 99,4 91,9 99,0 107,1 
4 50 62 107,5 99,1 107,1 116,2 
5 98 110 114,9 105,5 114,5 124,5 
6 80 92 29,2 27,4 29,0 31,1 
7 106 116 135,7 125,6 135,3 146,2 
8 200 216 138,0 127,8 137,6 148,6 
9 128 136 121,8 112,2 121,4 131,7 
10 224 232 102,1 94,5 101,7 110,1 
11 193 215 119,8 109,9 119,3 130,0 
12 267 287 63,6 60,0 63,2 67,7 
13 272 288 161,0 148,1 160,6 174,4 
14 296 312 177,0 163,1 176,5 191,4 
15 192 208 179,8 166,3 179,3 193,9 
16 360 376 149,9 138,3 149,5 162,1 
17 288 304 161,7 149,4 161,3 174,3 
18 260 272 180,5 166,3 179,9 195,2 
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Tabla 3.5: (Continuación) 
  
Ventana Tiempo de terminación 
JOB Inferior Superior Esperado Ci Cm Cs 
19 318 328 171,3 157,8 170,8 185,2 
20 198 209 173,6 160,0 173,1 187,7 
21 312 317 160,0 147,2 159,5 173,3 
22 174 182 104,6 96,8 104,2 112,9 
23 222 230 168,0 155,5 167,6 180,9 
24 342 350 181,5 167,8 181,0 195,7 
25 400 404 163,5 150,4 163,0 177,0 
26 406 420 178,0 164,6 177,5 192,0 
27 392 400 140,6 130,1 140,1 151,4 
28 440 448 182,1 167,9 181,5 197,0 
29 296 304 183,0 169,1 182,5 197,4 
30 416 424 177,7 163,8 177,2 192,2 
 
Fuente: Elaboración propia 
Del análisis de resultados anterior se determinó que los valores a asignar a los 
parámetros son de 0.9 a la probabilidad de cruce, 0.1 a la probabilidad de mutación, 2000 
el número de iteraciones y 50 al tamaño de la población (aunque este parámetro no 
causa un efecto grande en la solución). 
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3.2 Experimentación comparando el algoritmo propuesto 
con heurísticos 
 
Para evaluar la eficacia de la metodología propuesta se procedió a comparar con 4 
heurísticos, para solucionar el problema de programación de producción. Los heurísticos 
seleccionados fueron: 
 Heurístico EDD (Earliest Due Date) 
 Heurístico CR (Razón crítica) 
 Heurístico SPT (Tiempo de procesamiento más corto) 
 Simulación Montecarlo 
 
Los heurísticos seleccionados fueron utilizados en las investigaciones realizadas por 
Salazar  &  Figueroa (2012), Wang & Li (2013) y Gonzales (2013) en problemas de 
programación de producción en sistemas productivos que, debido a la configuración 
productiva estudiada y al tamaño de problema,  son considerados NP-HARD. 
3.2.1 Heurístico EDD 
 
Secuencia conforme a la fecha de vencimiento. Esta heurística favorece los trabajos más 
prioritarios, sin embargo no aprovecha la ventaja de disminuir los tiempos de preparación 
al procesar, sucesivamente, trabajos de la misma familia (Companys & D' Armas, 2005). 
Los pasos para aplicar esta heurística al problema de programación de producción en 
sistemas flexible Job shop con tiempos de procesamientos difusos y ventanas de tiempo 
de entrega son los siguientes: 
1. Calcular el tiempo medio de entrega y ordenar los trabajos según el tiempo medio 
de entrega 
2. Secuenciar trabajos en el cromosoma los trabajos ordenados. 
3. Asignar máquina con menor tiempo de terminación de la operación. 
4. Evaluar aptitud del cromosoma. 
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 Calcular tiempo medio de entrega y ordenar trabajos. 
 
Para cada trabajo 𝑗 se debe calcular el tiempo medio de entrega 𝑑𝑗𝑀 sumando el límite 
inferior de la ventana de tiempo 𝑑𝑗𝐴 con el límite superior de la ventana de tiempo 𝑑𝑗𝐵, y a 






Luego de calcular el tiempo medio de entrega se procede a ordenar los trabajos de 
menor a mayor. 
 
 Secuenciar trabajos en el cromosoma los trabajos ordenados 
 
Luego de ordenados los trabajos 𝑗 se forma un cromosoma de secuencias de trabajos de 
igual manera que la metodología con algoritmo genético propuesta,  con la diferencia que 
se colocan todas las operaciones de cada trabajo 𝑗 en el orden que del tiempo medio de 
entrega. A continuación se en figura 3.8 se muestra el cromosoma resultante para 
secuenciar 5 trabajos (1, 2, 3,4 y 5)  los cuales tienen  4, 4, 3, 3 y 3 operaciones 
respectivamente, en donde el orden de los trabajos según su tiempo medio de entrega 
fue 3, 5, 2, 1 y 4. 
 
Figura 3.8: Ejemplo de trabajos ordenados y secuenciados según el tiempo medio de 
entrega.
Fuente: Elaboración propia 
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 Asignar máquina con menor tiempo de terminación de la 
operación 
 
Después secuenciar las operaciones de cada trabajo 𝑗, se debe seleccionar la máquina 
en la cual al asignarse la operación esta se  termine más pronto, para realizar estos 
calcular es necesario defusificar los tiempos de procesamiento de la operación en cada 
máquina y los tiempos de alistamiento dependiente de la secuencia (para las funciones 
triangulares se suman el valor inferior, el valor moda y el valor superior y se divide sobre 
3), luego sumarlos con el máximo entre el tiempo de inicio disponible de la máquina 















En la figura 3.9 se puede visualizar como queda el cromosoma después asignado las 
máquinas a cada operación. 
 
Figura 3.9: Ejemplo de operaciones secuenciadas y máquinas asignadas según el 
heurístico EDD 
Fuente: Elaboración propia 
 Evaluar aptitud del cromosoma construido con heurístico EDD 
 
Para evaluar la aptitud se aplica el mismo procedimiento planteado para evaluar un 
cromosoma beta generado por el algoritmo genético propuesto en el capítulo 2. 
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3.2.2 Heurístico CR (Razón crítica) 
 
La heurística CR construye una lista ordenando los trabajos de menor a mayor valor de la 
razón entre el tiempo restante a su compromiso de entrega y el tiempo restante de 
proceso (Salazar Hornig & Figueroa Morales, 2012). Por lo general se utiliza de manera 
estática, es decir, se determina al inicio de la programación construyendo una lista 
ordenando los trabajos de menor a mayor del ratio crítico. En el problema propuesto el 
tiempo restante al compromiso de entrega de cada trabajo 𝑗 es igual al tiempo medio de 
entrega de cada trabajo 𝑗, y el tiempo de procesamiento restante de cada trabajo 𝑗 es 
igual a la suma de los tiempos promedios de las operaciones que debe realizarse en las 
diferentes máquinas (es de aclarar que el tiempo de cada trabajo en cada máquinas debe 
estar defusificado). 
Los pasos para aplicar esta heurística al problema de programación de producción en 
sistemas flexible Job shop con tiempos de procesamientos difusos y ventanas de tiempo 
de entrega son los siguientes: 
1. Calcular el tiempo medio de entrega, el tiempo de procesamiento total, y ordenar 
los trabajos según el ratio crítico. 
2. Secuenciar trabajos en el cromosoma los trabajos ordenados. 
3. Asignar máquina con menor tiempo de terminación de la operación. 
4. Evaluar aptitud del cromosoma. 
 
 Calcular tiempo medio de entrega, el tiempo de procesamiento 
total y ordenar trabajos. 
 
Para cada trabajo 𝑗 se debe calcular el  tiempo medio de entrega 𝑑𝑗𝑀, sumando el límite 
inferior de la ventana de tiempo  𝑑𝑗𝐴 con el límite superior de la ventana de tiempo 𝑑𝑗𝐵, y 
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Luego se debe calcular el tiempo total de procesamiento esperado 𝑃𝑗
𝑡𝑜𝑡𝑎𝑙 , sumando los 
promedios de tiempo de procesamiento de cada operación del trabajo 𝑗. Para calcular los 
tiempos promedios de procesamiento en  operación 𝑜 del trabajo 𝑗 (𝑃𝑗𝑜
𝑝𝑟𝑜𝑚
) es necesario 






















Donde 𝑋𝑗𝑜𝑚 es una variable binaria que toma el valor de 1 cuando la maquina 𝑚 está 
habilitada para realizar la operación 𝑜 del trabajo 𝑗. 
Luego de calcular para cada trabajo 𝑗 se debe en tiempo medio de entrega 𝑑𝑗𝑀 y el 
tiempo total de procesamiento esperado 𝑃𝑗
𝑡𝑜𝑡𝑎𝑙, se procede a determinar el la razón o 





 Pasos 2, 3 y 4 del heurístico CR 
 
Luego de ordenados los trabajos 𝑗 según el ratio crítico, se procede a aplicar los pasos 2, 
3 y 4 de igual manera que se aplican los pasos 2, 3 y 4 del heurístico EDD, y así obtener 
la secuencia y asignación para el problema de programación de producción planteada. 
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3.2.3 Heurístico SPT 
 
El método “Tiempo más corto de Proceso”, SPT por sus siglas en inglés, indica que se 
deben realizar primero los trabajos con un tiempo de procesamiento más corto (Nahmias, 
2007).  Para utilizar este heurístico se calcula el tiempo total de procesamiento del 
trabajo 𝑗. Los pasos a seguir son los siguientes: 
 
1. Calcular el tiempo de procesamiento total, y ordenar los trabajos según este 
tiempo total, de menor a mayor valor. 
2. Secuenciar trabajos en el cromosoma los trabajos ordenados. 
3. Asignar máquina con menor tiempo de terminación de la operación. 
4. Evaluar aptitud del cromosoma. 
 
 Calcular el tiempo de procesamiento total y ordenar trabajos 
 
Para cada trabajo 𝑗 se debe el calcular el tiempo total de procesamiento esperado 𝑃𝑗
𝑡𝑜𝑡𝑎𝑙 , 
sumando los promedios de tiempo de procesamiento de cada operación del trabajo 𝑗. 
Para calcular los tiempos promedios de procesamiento en  operación 𝑜 del trabajo 𝑗 
(𝑃𝑗𝑜
𝑝𝑟𝑜𝑚
) es necesario calcular el tiempo defusificado del tiempo de procesamiento del 



















Donde 𝑋𝑗𝑜𝑚 es una variable binaria que toma el valor de 1 cuando la maquina 𝑚 está 
habilitada para realizar la operación 𝑜 del trabajo 𝑗. 
Luego de calcular el tiempo total de procesamiento esperado 𝑃𝑗
𝑡𝑜𝑡𝑎𝑙, se procede a y 
ordenar los trabajos de menor a mayo tiempo de procesamiento total. 
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 Pasos 2, 3 y 4 del heurístico SPT 
 
Luego de ordenados los trabajos 𝑗 según el tiempo total de procesamiento, se procede a 
aplicar los pasos 2, 3 y 4 de igual manera que se aplican los pasos 2, 3 y 4 del heurístico 
EDD, y así obtener la secuencia y asignación para el problema de programación de 
producción planteada. 
3.2.4 Simulación Montecarlo 
 
La simulación Montecarlo genera aleatoriamente N soluciones o programaciones de 
planta, de las cuales se selecciona la que solución o programación que tenga mejor 
resultado al calcular la función objetivo.  Los pasos para aplicar simulación Montecarlo 
son los siguientes: 
1. Secuenciar aleatoriamente los trabajos en el cromosoma. 
2. Asignar máquina con menor tiempo de terminación de la operación para cada 
cromosoma. 
3. Evaluar aptitud de cada cromosoma y seleccionar mejor cromosoma. 
 
 Secuenciar aleatoriamente los trabajos en el cromosoma 
 
En cada iteración se debe construir un  cromosoma en el cual se seleccionará 
aleatoriamente un trabajo que establecerá la secuencia a realizar las operaciones. A 
continuación se en figura 3.10 se muestra el cromosoma resultante para secuenciar 5 
trabajos (1, 2, 3,4 y 5)  los cuales tienen  4, 4, 3, 3 y 3 operaciones respectivamente, en 
donde la secuencia fue determinada aleatoriamente. 
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Figura 3.10: Ejemplo de operaciones secuenciadas aleatoriamente. 
Fuente: Elaboración propia 
 Pasos 2,  3 y 4 de la simulación Montecarlo 
 
Luego de secuencias las operaciones de cada trabajo 𝑗, en los N cromosomas 
construidos se procede a desarrollar el paso 2 de simulación Montecarlo tal cual cómo se 
desarrolla el paso 3 del heurístico EDD con la diferencia que hay que realizarlo para cada 
cromosoma. De la misma forma el paso 3 de la simulación Montecarlo se realiza de igual 
que el paso 4 del heurístico EDD. Finalmente para realizar el paso 4 se selecciona el 
cromosoma con mejor aptitud. 
3.2.5 Resultados y análisis del algoritmo genético propuesto y de 
los heurísticos seleccionados  
 
Al ejecutar los diferentes heurísticos seleccionados y compararlos con el algoritmo 
genético propuesto tanto para el caso de 20 trabajos como el caso de 30 trabajos se 
obtuvieron los siguientes resultados mostrados en la tabla 3.6  
Tabla 3.6: penalización total ponderada (𝑍) de los diferentes métodos utilizados. 
 
penalización total ponderada (𝑍) 
  20 Trabajos 30 Trabajos 
Algoritmo genético 442,94 980,95 
Heurístico EDD 672,33 1420,79 
Heurístico SPT 788,25 1596,87 




Fuente: Elaboración propia 
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En la tabla 3.7 se muestra el análisis de mejora porcentual del algoritmo propuesto con 
los parámetros establecidos probabilidad de cruce de 0.9, probabilidad de mutación de 
0,1, 2000 iteraciones y tamaño de población  de 50, versus los heurísticos seleccionados. 
 
Tabla 3.7: Mejora del resultado al comparar el algoritmo genético propuesto con 
heurísticos. 





Heurístico EDD 34,12% 30,96% 
Heurístico SPT 43,81% 38,57% 
Heurístico CR 29,26% 31,09% 
Simulación Montecarlo 
(1000 iteraciones) 33,59% 35,06% 
Fuente: Elaboración propia 
Como se puede observar en la tabla 3.6 el algoritmo genético propuesto supera la 
solución encontrada por lo demás heurísticos en un 34.56% en promedio. Además se 
evidencia que el heurístico que más se acerca al resultado del algoritmo genético 
propuesto es el heurístico CR (ratio crítico). 
 
3.3 Análisis de algoritmo genético propuesto  
 
A continuación se presentan algunas figuras y tablas donde se muestra la evolución de la 
penalización total ponderada (𝑍)  a medida que van desarrollando las iteraciones y 
también se muestra el tiempo de procesamiento en minutos de la ejecución del algoritmo 
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propuesto tanto para para cada combinación de parámetros, como para los casos de 20 
y 30 trabajos. 
 
En las figuras 3.11 y 3.12 se muestra la evolución del mejor cromosoma de cada 
iteración tanto para 20 y 30 trabajos. 
 
Figura 3.11: penalización total ponderada (𝑍)   vs iteraciones (generaciones) del 
algoritmo genético para 20 trabajos 
Fuente: Elaboración propia 
 
A partir de la figura anterior se puede observar una tendencia de mejora del valor de la 
penalización total ponderada (𝑍)   a medida que se van realizando las iteraciones, es de 
resaltar que después de 1700 iteraciones las mejoras son cada vez más pequeñas 
debido a que para el tamaño de este problema (20 trabajos) es suficiente con este 
número de iteraciones para encontrar una secuencia que cumplan con las condiciones 
del sistema. 
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Figura 3.12: penalización total ponderada (𝑍)   vs iteraciones (generaciones) del 
algoritmo genético para 30 trabajos 
Fuente: Elaboración propia 
 
A partir de la figura anterior se puede observar una tendencia de mejora del valor de la 
penalización total ponderada (𝑍)   a medida que se van realizando las iteraciones, es de 
resaltar que después que aún después de 2000 iteraciones las mejoras siguen siendo 
importantes, esto es debido a que el problema es mucho mayor al anterior, ya que este 
se tienen que programar 30 trabajos, por lo que encontrar una solución con buen 
desempeño en cuanto al  valor de la función objetivo (penalización total ponderada 𝑍 ) y 
tiempo de ejecución, va a necesitar un mayor número de iteraciones. 
También la tabla 3.8 y 3.9 se muestra el tiempo requerido en minutos para ejecutar el 
algoritmo genético propuesto. Es de aclarar que el tiempo de ejecución que se reporta es 
para un computador personal. 
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Tabla 3.8: Tiempo de ejecución para 20 trabajos. 
Combinación 





Cruce Media Desviación % desviación 
1 30 1000 0,03 0,80 21,7 0,91 4,2% 
2 30 1000 0,10 0,80 22,4 0,73 3,2% 
3 30 1000 0,03 0,90 23,1 0,95 4,1% 
4 30 1000 0,10 0,90 23,3 1,01 4,3% 
5 50 1000 0,03 0,80 26,1 0,74 2,8% 
6 50 1000 0,10 0,80 26,3 0,84 3,2% 
7 50 1000 0,03 0,90 26,6 0,95 3,6% 
8 50 1000 0,10 0,90 27,3 0,95 3,5% 
9 30 2000 0,03 0,80 31,0 0,64 2,0% 
10 30 2000 0,10 0,80 32,8 0,76 2,4% 
11 30 2000 0,03 0,90 32,4 0,83 2,5% 
12 30 2000 0,10 0,90 33,1 0,86 2,6% 
13 50 2000 0,03 0,80 36,6 0,98 2,6% 
14 50 2000 0,10 0,80 37,5 0,85 2,4% 
15 50 2000 0,03 0,90 37,7 0,82 1,7% 
16 50 2000 0,10 0,90 37,9 0,90 1,9% 
Fuente: Elaboración propia 
 
De la tabla anterior se puede observar los parámetros tamaño de población y número de 
iteraciones son los que tienen un impacto importante en el tiempo de ejecución del 
algoritmo genético propuesto, ya que en todos los casos al pasar de 1000 iteraciones a 
2000 iteraciones el aumento promedio en tiempo fue de aproximadamente de 10 
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minutos, además el aumento de 30 a 50 en el tamaño de la población causa un aumento 
promedio de 3 minutos. También se puede observar que el porcentaje de desviación 
estándar disminuye al realizar más iteraciones. 
 
Tabla 3.9: Tiempo de ejecución para 30 trabajos. 
Combinación 





Cruce Media Desviación % desviación 
1 30 1000 0,03 0,80 34,8 1,57 4,6% 
2 30 1000 0,10 0,80 36,3 1,37 3,9% 
3 30 1000 0,03 0,90 35,8 1,64 4,7% 
4 30 1000 0,10 0,90 37,0 1,80 5,0% 
5 50 1000 0,03 0,80 40,4 1,25 3,2% 
6 50 1000 0,10 0,80 40,4 1,32 3,4% 
7 50 1000 0,03 0,90 41,5 1,49 3,7% 
8 50 1000 0,10 0,90 41,5 1,80 4,4% 
9 30 2000 0,03 0,80 53,8 1,35 2,5% 
10 30 2000 0,10 0,80 54,1 1,40 2,6% 
11 30 2000 0,03 0,90 54,8 1,56 2,8% 
12 30 2000 0,10 0,90 58,3 1,66 2,9% 
13 50 2000 0,03 0,80 60,8 1,51 2,6% 
14 50 2000 0,10 0,80 62,1 1,22 2,1% 
15 50 2000 0,03 0,90 62,4 1,43 2,4% 
16 50 2000 0,10 0,90 63,2 1,52 2,5% 
Fuente: Elaboración propia 
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De la tabla anterior se puede observar los parámetros tamaño de población y número de 
iteraciones al igual que el caso de 20 trabajos, son los que causan un efecto en el tiempo 
de ejecución del algoritmo genético propuesto, ya que en todos los casos al pasar de 
1000 iteraciones a 2000 iteraciones el aumento promedio en tiempo fue de 
aproximadamente de 12 minutos, además el aumento de 30 a 50 en el tamaño de la 
población causa un aumento promedio de 4 minutos. También se puede observar que el 
porcentaje de desviación estándar disminuye al realizar más iteraciones.  
Al comprar el tiempo de ejecución para programar 20 trabajos contra el tiempo de 
ejecución para programar 30 trabajos, se evidencia que el aumento promedio en tiempo 
fue casi un 70%, pero el aumento del número de trabajo fue del 50% (20 a 30) lo que 
deja ver el carácter NP-hard del problema estudiado -Flexible Job Shop con tiempos de 
preparación secuencialmente dependientes.  
 
3.4 Implementación en empresa textil de la ciudad de 
Medellín 
 
Después de verificar y validar la propuesta metodológica en la planta de acabados de 
una mediana empresa textil de la ciudad de Medellín (ver numeral 3.1, 3.2 y 3.3) se 
decidió junto a la gerencia implementar la metodología propuesta en este trabajo final  y 
adaptar el aplicativo informático a las condiciones propias del sistema productivo de la 
empresa.  A continuación se enumeran las fases del plan de implementación: 
 
1. Levantamiento de información. 
2. Adecuación de aplicativo informático a las condiciones propias de la empresa. 
3. Ajustes de parámetros del algoritmo genético. 
4. Pruebas pilotos 
5. Programación de producción de planta 
6. Seguimiento y mejora 
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3.4.1 Levantamiento de información 
 
En esta fase del proyecto de implementación se definieron claramente las condiciones  
propias de la empresa, las referencias de tela, familias, procesos, rutas, máquinas y 
tiempos de procesamiento y alistamiento. 
Las condiciones más relevantes, propias de la empresa, que se encontraron, son las 
siguientes: 
 La planta de acabados se divide en centros de procesamiento. En un centro de 
procesamiento se puede realizar uno o varios procesos, además un centro de 
procesamiento está compuesto por máquinas heterogéneas, y en algunos casos, 
estos  no pueden procesar todas las referencias. 
 
 Las referencias de tela se agrupan en familias, las cuales tienen características 
iguales o similares, por lo que los tiempos de alistamiento y procesamiento, así 
como las rutas se programan por familia. 
 
 Para calcular el tiempo de procesamiento  difuso de un trabajo (Lote) es 
necesario sumar el tiempo fijo de procesamiento más el tiempo variable de 
procesamiento, es decir el tiempo que sin importar la cantidad de unidades (kilos) 
a procesar demora la operación, un ejemplo de esto consiste en que, 
independientemente de los kilos a procesar en las máquinas de tintura, hay un 
tiempo establecido por familia de tela, mientras que el tiempo variable es 
representado por las tareas que dependen de la cantidad de kilos a procesar, 
como las labores de  cargue y descargue, lavado de tela, entre otras tareas 
realizadas  en las máquinas de tintura. 
 
 No todas las familias de tela tienen tiempos de procesamiento y alistamiento 
difusos, ya que hay familias de producción constante, en las cuales los tiempos 
los tiempos se conocen con certidumbre, por lo que en estas familias los valores 
inferior, moda y superior de los conjuntos difusos triangulares son iguales. 
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 El horizonte de tiempo de la programación de producción es de una semana, en 
la cual se labora durante 6 días, 24 horas al día. 
 
 No todos los procesos tienen tiempos de alistamiento dependientes de la 
secuencia. 
 
 Los tiempos de entrega de los trabajos (lotes) se establecen de acuerdo con los 
requerimientos del centro de distribución. 
 
Luego de establecer las condiciones propias, se empezó a levantar la información 
referente a: 
 Centros de Procesamiento: la planta cuenta con 5 centros de procesamiento 
(Tintura, secado, termofijado, estampado y revisión) 
 
 Grupos de máquinas: la planta cuenta con 9 grupos de máquinas, que a su 
vez se asocian a los centros de procesamiento (ver tabla 3.10). Cada grupo 




 Procesos: Los procesos son las operaciones que se realizan en los diferentes 
grupos de máquinas ( la empresa cuenta con 6 procesos productivos, ver 
tabla 3.11) 
 
 Rutas: son los procesos que debe realizar las referencias de tela ( se 
establecieron 5 rutas de procesamiento) 
 
 
 Para establecer los tiempos de procesamiento y alistamiento, primero se 
agruparon las familias en dos grupos, grupo moda y grupo línea, donde las 
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familias del grupo moda tienen tiempos de procesamiento y alistamiento 
difusos, mientras las familias del grupo línea tienen tiempos de procesamiento 
y alistamiento conocidos. 
 
 Finalmente se le asignó una familia a cada referencia de tela trabajada por la 
planta de acabados. 
 
 
Tabla 3.10: Máquinas por grupos y centro de procesamiento. 




















Ramas 6 Campo 
R4 
R5 





Revisadoras manual V3 
Fuente: Elaboración propia 
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Tabla 3.11: Máquinas por grupos y centro de procesamiento. 
Procesos Grupo de máquinas 




Secar Secadoras R 
Termofijar 
Ramas  6 Campos 





Fuente: Elaboración propia 
3.4.2 Adecuación de aplicativo informático a las condiciones 
propias de la empresa 
 
La segunda fase de la implementación fue ajustar el aplicativo informático desarrollado 
en Visual Basic.Net para la metodología propuesta en el presente trabajo final.  Los 
ajustes se clasificaron en dos tipos, los ajustes de software y los ajustes de hardware. La 
descripción de cada ajuste se muestra a continuación: 
 Ajustes software: Los ajustes de software principalmente fueron enfocados al 
diseño de las interfaces y captura de información (ver figura 3.13), y también se 
desarrolló una conexión con Microsoft-Excel para reportar la programación de 
producción. 
 
 Ajustes al Hardware: Como la metodología propuesta exige un alto rendimiento 
computacional se decidió adquirir un computador Procesador Intel Xeon (4-Core) 
E3-1220v5 - 3.0GHz con memoria RAM de 16 GB, en promedio el tiempo corrida 
o ejecución se redujo un 70% con respecto al experimento presentado en el 
numeral 3.3 del presente trabajo final de maestría. 
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Figura 3.13: Aplicativo informático adaptado. 
 
Fuente: Elaboración propia 
En la figura 3.13 se puede observar que para ingresar los tiempos  de procesamiento por 
referencia se tienen que ingresar las horas requeridas de tiempo fijo sin importar la 
cantidad a producir, y también se ve el tiempo por unidad donde se especifica que tiempo 
variable se requiere para procesar cada kilo de tela de esa referencia. 
3.4.3 Ajustes de parámetros del algoritmo genético 
 
Los parámetros seleccionados se tomaron a partir del experimento mostrado en el 
numeral 3.1 del presente trabajo final,  ya que el ejemplo resuelto fue un caso 
presentado a partir de los datos de esta planta de producción.  Los parámetros 
seleccionados para el algoritmo fueron los siguientes: 
 Probabilidad de cruce: 90% 
 Probabilidad de mutación: 10% 
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 Población: 50 cromosomas 
 Número de iteraciones: 2000 
3.4.4 Pruebas pilotos 
 
Las pruebas pilotos se realizaron por 8 semanas donde se comparó el algoritmo genético 
con datos difusos propuesto con la metodología aplicada hasta ese momento en la 
empresa. Las medidas desempeño que se seleccionaron fueron: 
 Tiempo de ejecución de la programación 
 Penalización total real (Valor de Función Objetivo) 
 Cambios en el transcurso del horizonte de planificación 
 
A continuación, en la tabla 3.12, se muestran los resultados de las pruebas pilotos con un 
peso de tardanza de 1 y un peso de prontitud de 0.4. 
Tabla 3.12: Prueba Piloto 
Semana 












total real  
(Horas) 
Cambios 
1 19 47,5 11 70 90,2 14 
2 19 56,6 9 75 75,6 22 
3 18 47,5 12 60 87,4 14 
4 17 44,4 13 55 101,1 12 
5 19 50,5 12 65 64,4 21 
6 20 54,5 13 70 98,4 14 
7 18 56,6 9 60 74,1 13 
8 18 56,6 12 65 62,4 16 
Fuente: Elaboración propia 
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Cabe resaltar  que la metodología que se aplicaba en  la empresa era totalmente 
empírica, ya que dependía en su totalidad por la experiencia del jefe de producción y 
además para realizar esta programación había un tiempo de demora adicional,  debido a 
que se tenía que realizar una programación máquina a máquina buscando principalmente 
aumentar el porcentaje de ocupación de las máquinas. 
De los resultados de la prueba piloto mostrados en la tabla 3.12 se puede observar que 
los tiempos  de ejecución del aplicativo informático son menores  a los tiempos de 
ejecución con la metodología empírica. En promedio el tiempo de generación del reporte 
de programación de planta por trabajos y máquina a máquina demora 18.5 minutos 
cuando es realizado por el aplicativo informático, mientras que por la metodología 
empírica se puede tardar alrededor de 65 minutos.  Esta diferencia es debida 
principalmente al tiempo de generación de reportes, ya que el aplicativo lo realiza 
automáticamente, y en la  forma empírica hay que hacerlo manualmente. 
 
También, de los resultados de la prueba piloto (tabla 3.12) se visualiza que con el 
algoritmo genético el resultado real de penalizaciones totales es mejor semana a semana 
que con la metodología empírica utilizada. En promedio la penalización total en horas por 
tardanza y prontitud es de 51.8 para el algoritmo genético y de 81.7 para la metodología 
empírica. 
 
Para la medida de desempeño Cambios en el Horizonte de Planificación se puede 
observar que con el aplicativo informático (basado en la metodología propuesta)  se 
tienen que realizar menos ajustes a la programación semanal  debido a que la 
metodología propuesta tiene en cuenta la incertidumbre en los tiempos de alistamiento y 
procesamiento. Esto  permite visualizar los diferentes escenarios posibles y escoger el 
que más se adapte a las necesidades de la empresa. 
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3.4.5 Programación de producción de planta, seguimiento y 
mejora  
 
Las fases 5 y 6, aún se están implementando en la planta de acabados textiles, pero la 
finalidad de estas dos fases son: 
 
 La finalidad de la fase 5 es recopilar información durante 6 meses de los 
resultados de la metodología propuesta donde se evalúa el porcentaje de 
cumplimiento de la programación semanal,  la facilidad de ejecución del aplicativo 
informático, los ahorros en costos por almacenamiento , la utilización de 
máquinas, y el porcentaje de cumplimiento de entrega.  
 La finalidad de la fase 6 es analizar los resultados de la fase 5 e ir generando 
requisitos de cambios al aplicativo informático. 
 
3.4.6 Principales dificultades experimentadas  
 
La principal dificultad presentada al aplicar el modelo de programación de producción con 
algoritmos genéticos, y tiempos de alistamiento y procesamiento difusos  fue la 
desconfianza e incredulidad presentada por el personal táctico y operativo de la planta de 
producción de acabados textiles, debido a los paradigmas que el personal tenía acerca 
de la variabilidad del negocio. 
La segunda principal dificultad fue la recopilación de los tiempos de alistamiento y 
procesamiento, ya que no se tenía histórico en muchos casos de familias de línea y la 
información estaba dispersa por todo el personal directo de la planta de producción. 
La tercera principal dificultad fue la adaptar el aplicativo informático a las condiciones 
propias de la empresa, ya que se requería que en el aplicativo fuese fácil ingresar la 
información debido a la constante entrada de nuevas referencias. Una de las soluciones 
fue crear una interfaz para crear nuevas referencias a partir de otras referencias ya 
creadas con datos iguales o parecidos.  
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4. Conclusiones y recomendaciones 
El presente trabajo final desarrolló en su totalidad tres capítulos: un marco teórico y 
referencial, un diseño y descripción de la metodología propuesta, y finalmente la 
experimentación con los resultados encontrados; lo cual establecer unas conclusiones de 
la revisión bibliográfica y la metodología propuesta y recomendaciones para futura 
investigaciones. 
4.1 Conclusiones 
El desarrollo del presente trabajo final permitió concluir: 
 
Al realizar la revisión bibliográfica para programar la secuenciación de pedidos en los 
sistemas de producción con configuración Flexible Job Shop en ambientes difusos se 
pudo observar que aunque existen investigaciones que abordan el tema, todavía falta 
profundización en restricciones propias de algunos sistemas productivos, lo que hace que 
dificulta la aplicación de tales trabajos a ambientes productivos reales. 
 
A la hora de utilizar una metodología o procedimiento para resolver un problema de 
secuenciación y asignación en sistemas complejos, es necesario determinar los 
requerimientos de tiempos de ejecución y calidad de los resultados para poder comparar 
las distintas metodologías teóricas y empíricas.  
 
Los algoritmos genéticos han demostrado su eficacia a la hora de resolver los problemas 
de programación de producción, por lo que su aplicación y adaptación para secuenciar y 
asignar trabajos en diferentes problemas de programación de producción aseguran 
soluciones cercanas a los óptimos y en tiempos computacionales relativamente cortos. 
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Las bondades de la lógica difusa para explicar y programar sistemas con incertidumbre 
permiten evaluar los diferentes escenarios probables, dándole a los tomadores de 
decisiones datos y herramientas para reducir los impactos negativos de la incertidumbre.  
 
El diseño y construcción de la metodología de programación de producción propuesta se 
realizó, teniendo en cuenta restricciones y parámetros de muchos sistemas reales, tales 
como los tiempos de alistamiento dependientes de la secuencia, las ventanas de tiempo, 
la recirculación y la ponderación de la prontitud y la tardanza , permite su aplicación en 
ambientes productivos  industriales. 
 
Antes de utilizar la metodología propuesta en un sistema productivo real se deben 
calibrar o determinar los valores de los parámetros del algoritmo genético, esto con el fin 
de obtener mejores resultados en tiempos computacionales adecuados. Para el sistema 
real evaluado se determinó que el aumento en la probabilidad de cruce y la probabilidad 
de mutación mejoran sustancialmente la función objetivo planteado. También se pudo 
establecer que  ante un aumento en el número de trabajos del problema, es mejor 
aumentar el número de iteraciones (generaciones) que aumentar el tamaño de la 
población, dado que esta opción no representa un impacto alto en el tiempo de ejecución. 
 
Al comparar los resultados del algoritmo genético propuesto con diferentes heurísticas se 
pudo comprobar que, en todos los casos, la metodología propuesta supero en más del 
30% a las heurísticas, lo que evidencia la eficacia del algoritmo propuesto. 
 
El desarrollo de aplicaciones informáticas para ejecutar metodologías complejas como la 
propuesta en el presente trabajo y que además se adapten a los requerimientos y 
ambientes  empresariales permite que el conocimiento generado en las diferentes 
investigaciones pueda ser utilizado en las empresas. 
 
El modelo desarrollado ha sido implementado en una empresa del sector textil de la 
ciudad de Medellín y la programación de la producción se hace actualmente con base la 
aplicación desarrollada para este trabajo final. Actualmente la empresa se encuentra 
realizando ajustes para adaptarlo más a las condiciones propias de la empresa. 
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4.2 Recomendaciones y Trabajos futuros 
 
El desarrollo del presente trabajo final de maestría identificó futuras líneas de 
investigación: 
 
Mejorar la metodología propuesta con el análisis de otras variables independientes 
encontradas, como cambios de velocidad de trabajo, limitaciones en transporte y 
almacenamiento, probabilidad de no disponibilidad de equipos y material por diferentes 
causas. Igualmente, adoptar variables dependientes o funciones objetivo encontradas, 
como el Makepan, costos de almacenamiento, carga de trabajo en máquinas y carga de 
trabajo en las máquinas críticas. 
Incluir en la metodología propuesta ventanas de tiempos difusas, permitiendo al tomar de 
decisiones no castigar tan rigurosamente un trabajo que se termina muy cerca a alguno 
de los límites de la ventana de tiempo. 
Expandir y experimentar con la metodología propuesta a un modelo multi-objetivo donde 
se pueda evaluar varias medidas de desempeño como el makespan, la tardanza 
ponderada, los trabajos tardíos, la demora, entre otras. 
Adicionar un metaheurístico que complemente la metodología actual, con el fin de 
mejorar localmente las asignaciones de máquinas en los cromosomas creados mediante 
el algoritmo genético propuesto, esta adición no solo busca mejorar la aptitud de los 
cromosomas sino también llevar a una disminución del número de iteraciones necesarias 







A. Anexo: Resultados obtenidos con 
el algoritmo genético con 
incertidumbre 
A continuación, se relaciona los resultados obtenidos para las corridas experimentales 
del Algoritmo de genético para 20 y 30 trabajos con una probabilidad de cruce de 0.9, 
probabilidad de mutación de 0.1, tamaño de población de 50 y 2000 iteraciones. En las 
tablas se presentan la programación de los trabajos y la programación de las máquinas. 
En las tablas presentadas a continuación las columnas TIi, Tim y TIs  muestran los tres 
valores del tiempo de Inicio difuso triangular para cada asignación, y las columnas  TFi, 
TFm y TFs  muestran los tres valores del tiempo de Fin difuso triangular para cada 
asignación.  
 
Tabla 1-A: Programación de trabajos para (20 trabajos) 





esperado TIi TIm Tis TFi TFm TFs 
1 R1 JIGGER G2 0,0 9,2 0,0 0,0 0,0 9,0 9,1 9,5 
1 R1 SECADORA 1 41,8 45,8 39,2 41,6 44,8 42,7 45,6 49,0 
1 R1 
RAMA MONTEX 
5 45,8 53,3 42,7 45,6 49,0 49,2 53,1 57,6 
1 R1 REVISADOR C 53,3 55,6 49,2 53,1 57,6 51,3 55,4 60,1 
2 R2E JIGGER L6 0,0 5,3 0,0 0,0 0,0 5,1 5,3 5,5 
2 R2E SECADORA 1 78,1 79,7 72,9 77,5 83,9 74,3 79,2 85,8 
2 R2E 
RAMA MONTEX 
2 79,7 83,7 74,3 79,2 85,8 78,1 83,2 89,9 
2 R2E ESTAMPADORA 83,7 91,1 78,1 83,2 89,9 85,3 90,5 97,6 
2 R2E 
RAMA MONTEX 
3 91,1 95,1 85,3 90,5 97,6 89,1 94,5 101,7 
2 R2E REVISADOR A 95,1 97,2 89,1 94,5 101,7 90,9 96,7 104,1 
3 RP3 
RAMA MONTEX 
4 0,0 1,7 0,0 0,0 0,0 1,6 1,7 1,9 
3 RP3 JIGGER L6 20,1 26,8 19,2 19,8 21,1 25,3 26,6 28,5 
3 RP3 
RAMA MONTEX 
4 52,2 56,2 48,1 52,2 56,3 51,9 56,1 60,5 
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3 RP3 SECADORA 3 56,2 58,9 51,9 56,1 60,5 54,5 58,8 63,4 
3 RP3 REVISADOR B 58,9 61,0 54,5 58,8 63,4 56,4 60,9 65,6 
4 R1 JIGGER L6 13,1 20,1 12,5 13,0 13,7 19,2 19,8 21,1 
4 R1 SECADORA 2 20,1 23,6 19,2 19,8 21,1 22,4 23,5 25,0 
4 R1 
RAMA MONTEX 
1 23,6 30,5 22,4 23,5 25,0 28,3 30,3 32,8 
4 R1 REVISADOR A 30,5 32,6 28,3 30,3 32,8 30,3 32,4 35,1 
5 R1 JIGGER L7 0,0 9,9 0,0 0,0 0,0 9,5 9,7 10,4 
5 R1 SECADORA 3 35,7 40,6 33,6 35,5 38,0 38,0 40,5 43,3 
5 R1 
RAMA MONTEX 
2 86,5 96,1 80,7 85,9 92,8 89,0 95,6 103,8 
5 R1 REVISADOR B 96,1 99,1 89,0 95,6 103,8 91,8 98,5 107,0 
6 R1 JIGGER L5 18,5 25,1 17,5 18,3 19,6 23,9 24,9 26,7 
6 R1 SECADORA 2 25,1 28,6 23,9 24,9 26,7 26,9 28,4 30,4 
6 R1 
RAMA MONTEX 
3 36,1 42,6 33,8 35,8 38,7 39,4 42,3 46,1 
6 R1 REVISADOR B 61,0 63,0 56,4 60,9 65,6 58,2 62,9 67,8 
7 R2E JIGGER G1 0,0 5,6 0,0 0,0 0,0 5,4 5,5 5,8 
7 R2E SECADORA 1 5,6 7,1 5,4 5,5 5,8 6,7 7,0 7,6 
7 R2E 
RAMA MONTEX 
1 30,5 34,2 28,3 30,3 32,8 31,8 34,0 36,6 
7 R2E ESTAMPADORA 91,1 98,0 85,3 90,5 97,6 91,9 97,3 104,7 
7 R2E 
RAMA MONTEX 
1 98,0 101,6 91,9 97,3 104,7 95,4 101,0 108,5 
7 R2E REVISADOR C 101,6 103,6 95,4 101,0 108,5 97,1 103,1 110,8 
8 R2E JIGGER L5 14,8 18,5 14,0 14,6 15,8 17,5 18,3 19,6 
8 R2E SECADORA 1 18,5 19,7 17,5 18,3 19,6 18,5 19,5 21,0 
8 R2E 
RAMA MONTEX 
2 83,7 86,5 78,1 83,2 89,9 80,7 85,9 92,8 
8 R2E ESTAMPADORA 98,0 103,3 91,9 97,3 104,7 97,0 102,6 110,2 
8 R2E 
RAMA MONTEX 
4 103,3 106,0 97,0 102,6 110,2 99,6 105,4 113,1 
8 R2E REVISADOR C 163,9 165,5 151,2 163,1 177,3 152,6 164,7 179,1 
9 R2E JIGGER G2 9,2 13,1 9,0 9,1 9,5 12,8 13,0 13,6 
9 R2E SECADORA 1 13,1 14,2 12,8 13,0 13,6 13,7 14,0 14,8 
9 R2E 
RAMA MONTEX 
5 53,3 55,7 49,2 53,1 57,6 51,5 55,6 60,2 
9 R2E ESTAMPADORA 103,3 108,0 97,0 102,6 110,2 101,5 107,3 115,2 
9 R2E 
RAMA MONTEX 
3 108,0 110,5 101,5 107,3 115,2 103,8 109,8 117,8 
9 R2E REVISADOR A 117,7 119,1 109,8 117,0 126,3 111,0 118,4 127,9 
10 R1 JIGGER L5 30,3 39,5 28,8 30,0 32,2 37,6 39,0 41,8 
10 R1 SECADORA 2 61,6 66,2 58,1 61,1 65,5 62,2 65,8 70,5 
10 R1 
RAMA MONTEX 
4 106,0 114,9 99,6 105,4 113,1 107,3 114,3 123,3 
10 R1 REVISADOR A 114,9 117,7 107,3 114,3 123,3 109,8 117,0 126,3 
11 R1 JIGGER L5 25,1 30,3 23,9 24,9 26,7 28,8 30,0 32,2 
11 R1 SECADORA 1 30,3 33,1 28,8 30,0 32,2 31,3 32,8 35,1 
11 R1 
RAMA MONTEX 
5 33,1 38,1 31,3 32,8 35,1 35,7 37,8 40,9 
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11 R1 REVISADOR A 119,1 120,7 111,0 118,4 127,9 112,5 120,0 129,6 
12 RP3 
RAMA MONTEX 
2 0,0 1,6 0,0 0,0 0,0 1,5 1,6 1,8 
12 RP3 JIGGER L5 39,5 45,7 37,6 39,0 41,8 43,2 45,2 48,6 
12 RP3 
RAMA MONTEX 
2 71,9 75,6 67,0 71,4 77,3 70,5 75,0 81,2 
12 RP3 SECADORA 1 75,6 78,1 70,5 75,0 81,2 72,9 77,5 83,9 
12 RP3 REVISADOR A 120,7 122,6 112,5 120,0 129,6 114,2 121,9 131,7 
13 RP3 
RAMA MONTEX 
3 0,0 1,1 0,0 0,0 0,0 1,0 1,1 1,1 
13 RP3 JIGGER L5 11,3 14,8 10,9 11,1 11,9 14,0 14,6 15,8 
13 RP3 
RAMA MONTEX 
4 14,8 16,9 14,0 14,6 15,8 16,0 16,6 17,9 
13 RP3 SECADORA 1 40,3 41,8 37,8 40,1 43,2 39,2 41,6 44,8 
13 RP3 REVISADOR C 162,8 163,9 150,3 162,1 176,1 151,2 163,1 177,3 
14 R1 JIGGER L5 0,0 11,3 0,0 0,0 0,0 10,9 11,1 11,9 
14 R1 SECADORA 3 58,9 64,5 54,5 58,8 63,4 59,5 64,6 69,5 
14 R1 
RAMA MONTEX 
4 114,9 126,0 107,3 114,3 123,3 116,8 125,3 135,9 
14 R1 REVISADOR B 126,0 129,4 116,8 125,3 135,9 119,9 128,6 139,6 
15 R1 JIGGER L6 26,8 32,6 25,3 26,6 28,5 30,9 32,3 34,7 
15 R1 SECADORA 3 32,6 35,7 30,9 32,3 34,7 33,6 35,5 38,0 
15 R1 
RAMA MONTEX 
1 139,0 144,8 129,3 138,4 149,5 134,2 144,1 156,0 
15 R1 REVISADOR B 144,8 146,5 134,2 144,1 156,0 135,8 145,8 157,9 
16 R1 JIGGER L5 45,7 56,3 43,2 45,2 48,6 53,4 55,6 59,8 
16 R1 SECADORA 2 56,3 61,6 53,4 55,6 59,8 58,1 61,1 65,5 
16 R1 
RAMA MONTEX 
2 61,6 71,9 58,1 61,1 65,5 67,0 71,4 77,3 
16 R1 REVISADOR C 159,6 162,8 147,3 158,9 172,7 150,3 162,1 176,1 
17 R2E JIGGER G2 13,1 18,3 12,8 13,0 13,6 17,8 18,1 19,0 
17 R2E SECADORA 3 64,5 65,9 59,5 64,6 69,5 60,7 66,0 71,1 
17 R2E 
RAMA MONTEX 
4 126,0 129,3 116,8 125,3 135,9 119,9 128,7 139,4 
17 R2E ESTAMPADORA 129,3 135,7 119,9 128,7 139,4 126,1 135,0 146,0 
17 R2E 
RAMA MONTEX 
1 135,7 139,0 126,1 135,0 146,0 129,3 138,4 149,5 
17 R2E REVISADOR A 139,0 140,9 129,3 138,4 149,5 130,9 140,3 151,6 
18 R1 JIGGER L7 30,0 39,1 27,9 29,8 32,2 36,7 38,8 41,9 
18 R1 SECADORA 1 79,7 84,4 74,3 79,2 85,8 78,4 83,9 90,7 
18 R1 
RAMA MONTEX 
1 144,8 153,7 134,2 144,1 156,0 141,9 152,9 166,2 
18 R1 REVISADOR C 153,7 156,4 141,9 152,9 166,2 144,4 155,7 169,2 
19 RP3 
RAMA MONTEX 
4 16,9 19,4 16,0 16,6 17,9 18,3 19,1 20,6 
19 RP3 JIGGER L7 19,4 30,0 18,3 19,1 20,6 27,9 29,8 32,2 
19 RP3 
RAMA MONTEX 
3 30,0 36,1 27,9 29,8 32,2 33,8 35,8 38,7 
19 RP3 SECADORA 1 36,1 40,3 33,8 35,8 38,7 37,8 40,1 43,2 
19 RP3 REVISADOR C 156,4 159,6 144,4 155,7 169,2 147,3 158,9 172,7 
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20 R1 JIGGER L6 5,3 13,1 5,1 5,3 5,5 12,5 13,0 13,7 
20 R1 SECADORA 3 40,6 44,6 38,0 40,5 43,3 41,6 44,6 47,6 
20 R1 
RAMA MONTEX 
4 44,6 52,2 41,6 44,6 47,6 48,1 52,2 56,3 
20 R1 REVISADOR A 97,2 99,6 90,9 96,7 104,1 93,1 99,1 106,6 
Fuente: Elaboración Propia 
 
Tabla 2-A: Programación de Máquinas para (20 trabajos) 




esperado TIi TIm Tis TFi TFm TFs 
ESTAMPADORA 2 R2E 83,7 91,1 78,1 83,2 89,9 85,3 90,5 97,6 
ESTAMPADORA 7 R2E 91,1 98,0 85,3 90,5 97,6 91,9 97,3 104,7 
ESTAMPADORA 8 R2E 98,0 103,3 91,9 97,3 104,7 97,0 102,6 110,2 
ESTAMPADORA 9 R2E 103,3 108,0 97,0 102,6 110,2 101,5 107,3 115,2 
ESTAMPADORA 17 R2E 129,3 135,7 119,9 128,7 139,4 126,1 135,0 146,0 
JIGGER G1 7 R2E 0,0 5,6 0,0 0,0 0,0 5,4 5,5 5,8 
JIGGER G2 1 R1 0,0 9,2 0,0 0,0 0,0 9,0 9,1 9,5 
JIGGER G2 9 R2E 9,2 13,1 9,0 9,1 9,5 12,8 13,0 13,6 
JIGGER G2 17 R2E 13,1 18,3 12,8 13,0 13,6 17,8 18,1 19,0 
JIGGER L5 14 R1 0,0 11,3 0,0 0,0 0,0 10,9 11,1 11,9 
JIGGER L5 13 RP3 11,3 14,8 10,9 11,1 11,9 14,0 14,6 15,8 
JIGGER L5 8 R2E 14,8 18,5 14,0 14,6 15,8 17,5 18,3 19,6 
JIGGER L5 6 R1 18,5 25,1 17,5 18,3 19,6 23,9 24,9 26,7 
JIGGER L5 11 R1 25,1 30,3 23,9 24,9 26,7 28,8 30,0 32,2 
JIGGER L5 10 R1 30,3 39,5 28,8 30,0 32,2 37,6 39,0 41,8 
JIGGER L5 12 RP3 39,5 45,7 37,6 39,0 41,8 43,2 45,2 48,6 
JIGGER L5 16 R1 45,7 56,3 43,2 45,2 48,6 53,4 55,6 59,8 
JIGGER L6 2 R2E 0,0 5,3 0,0 0,0 0,0 5,1 5,3 5,5 
JIGGER L6 20 R1 5,3 13,1 5,1 5,3 5,5 12,5 13,0 13,7 
JIGGER L6 4 R1 13,1 20,1 12,5 13,0 13,7 19,2 19,8 21,1 
JIGGER L6 3 RP3 20,1 26,8 19,2 19,8 21,1 25,3 26,6 28,5 
JIGGER L6 15 R1 26,8 32,6 25,3 26,6 28,5 30,9 32,3 34,7 
JIGGER L7 5 R1 0,0 9,9 0,0 0,0 0,0 9,5 9,7 10,4 
JIGGER L7 19 RP3 19,4 30,0 18,3 19,1 20,6 27,9 29,8 32,2 
JIGGER L7 18 R1 30,0 39,1 27,9 29,8 32,2 36,7 38,8 41,9 
RAMA MONTEX 1 4 R1 23,6 30,5 22,4 23,5 25,0 28,3 30,3 32,8 
RAMA MONTEX 1 7 R2E 30,5 34,2 28,3 30,3 32,8 31,8 34,0 36,6 
RAMA MONTEX 1 7 R2E 98,0 101,6 91,9 97,3 104,7 95,4 101,0 108,5 
RAMA MONTEX 1 17 R2E 135,7 139,0 126,1 135,0 146,0 129,3 138,4 149,5 
RAMA MONTEX 1 15 R1 139,0 144,8 129,3 138,4 149,5 134,2 144,1 156,0 
RAMA MONTEX 1 18 R1 144,8 153,7 134,2 144,1 156,0 141,9 152,9 166,2 
RAMA MONTEX 2 12 RP3 0,0 1,6 0,0 0,0 0,0 1,5 1,6 1,8 
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RAMA MONTEX 2 16 R1 61,6 71,9 58,1 61,1 65,5 67,0 71,4 77,3 
RAMA MONTEX 2 12 RP3 71,9 75,6 67,0 71,4 77,3 70,5 75,0 81,2 
RAMA MONTEX 2 2 R2E 79,7 83,7 74,3 79,2 85,8 78,1 83,2 89,9 
RAMA MONTEX 2 8 R2E 83,7 86,5 78,1 83,2 89,9 80,7 85,9 92,8 
RAMA MONTEX 2 5 R1 86,5 96,1 80,7 85,9 92,8 89,0 95,6 103,8 
RAMA MONTEX 3 13 RP3 0,0 1,1 0,0 0,0 0,0 1,0 1,1 1,1 
RAMA MONTEX 3 19 RP3 30,0 36,1 27,9 29,8 32,2 33,8 35,8 38,7 
RAMA MONTEX 3 6 R1 36,1 42,6 33,8 35,8 38,7 39,4 42,3 46,1 
RAMA MONTEX 3 2 R2E 91,1 95,1 85,3 90,5 97,6 89,1 94,5 101,7 
RAMA MONTEX 3 9 R2E 108,0 110,5 101,5 107,3 115,2 103,8 109,8 117,8 
RAMA MONTEX 4 3 RP3 0,0 1,7 0,0 0,0 0,0 1,6 1,7 1,9 
RAMA MONTEX 4 13 RP3 14,8 16,9 14,0 14,6 15,8 16,0 16,6 17,9 
RAMA MONTEX 4 19 RP3 16,9 19,4 16,0 16,6 17,9 18,3 19,1 20,6 
RAMA MONTEX 4 20 R1 44,6 52,2 41,6 44,6 47,6 48,1 52,2 56,3 
RAMA MONTEX 4 3 RP3 52,2 56,2 48,1 52,2 56,3 51,9 56,1 60,5 
RAMA MONTEX 4 8 R2E 103,3 106,0 97,0 102,6 110,2 99,6 105,4 113,1 
RAMA MONTEX 4 10 R1 106,0 114,9 99,6 105,4 113,1 107,3 114,3 123,3 
RAMA MONTEX 4 14 R1 114,9 126,0 107,3 114,3 123,3 116,8 125,3 135,9 
RAMA MONTEX 4 17 R2E 126,0 129,3 116,8 125,3 135,9 119,9 128,7 139,4 
RAMA MONTEX 5 11 R1 33,1 38,1 31,3 32,8 35,1 35,7 37,8 40,9 
RAMA MONTEX 5 1 R1 45,8 53,3 42,7 45,6 49,0 49,2 53,1 57,6 
RAMA MONTEX 5 9 R2E 53,3 55,7 49,2 53,1 57,6 51,5 55,6 60,2 
REVISADOR A 4 R1 30,5 32,6 28,3 30,3 32,8 30,3 32,4 35,1 
REVISADOR A 2 R2E 95,1 97,2 89,1 94,5 101,7 90,9 96,7 104,1 
REVISADOR A 20 R1 97,2 99,6 90,9 96,7 104,1 93,1 99,1 106,6 
REVISADOR A 10 R1 114,9 117,7 107,3 114,3 123,3 109,8 117,0 126,3 
REVISADOR A 9 R2E 117,7 119,1 109,8 117,0 126,3 111,0 118,4 127,9 
REVISADOR A 11 R1 119,1 120,7 111,0 118,4 127,9 112,5 120,0 129,6 
REVISADOR A 12 RP3 120,7 122,6 112,5 120,0 129,6 114,2 121,9 131,7 
REVISADOR A 17 R2E 139,0 140,9 129,3 138,4 149,5 130,9 140,3 151,6 
REVISADOR B 3 RP3 58,9 61,0 54,5 58,8 63,4 56,4 60,9 65,6 
REVISADOR B 6 R1 61,0 63,0 56,4 60,9 65,6 58,2 62,9 67,8 
REVISADOR B 5 R1 96,1 99,1 89,0 95,6 103,8 91,8 98,5 107,0 
REVISADOR B 14 R1 126,0 129,4 116,8 125,3 135,9 119,9 128,6 139,6 
REVISADOR B 15 R1 144,8 146,5 134,2 144,1 156,0 135,8 145,8 157,9 
REVISADOR C 1 R1 53,3 55,6 49,2 53,1 57,6 51,3 55,4 60,1 
REVISADOR C 7 R2E 101,6 103,6 95,4 101,0 108,5 97,1 103,1 110,8 
REVISADOR C 18 R1 153,7 156,4 141,9 152,9 166,2 144,4 155,7 169,2 
REVISADOR C 19 RP3 156,4 159,6 144,4 155,7 169,2 147,3 158,9 172,7 
REVISADOR C 16 R1 159,6 162,8 147,3 158,9 172,7 150,3 162,1 176,1 
REVISADOR C 13 RP3 162,8 163,9 150,3 162,1 176,1 151,2 163,1 177,3 
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REVISADOR C 8 R2E 163,9 165,5 151,2 163,1 177,3 152,6 164,7 179,1 
SECADORA 1 7 R2E 5,6 7,1 5,4 5,5 5,8 6,7 7,0 7,6 
SECADORA 1 9 R2E 13,1 14,2 12,8 13,0 13,6 13,7 14,0 14,8 
SECADORA 1 8 R2E 18,5 19,7 17,5 18,3 19,6 18,5 19,5 21,0 
SECADORA 1 11 R1 30,3 33,1 28,8 30,0 32,2 31,3 32,8 35,1 
SECADORA 1 19 RP3 36,1 40,3 33,8 35,8 38,7 37,8 40,1 43,2 
SECADORA 1 13 RP3 40,3 41,8 37,8 40,1 43,2 39,2 41,6 44,8 
SECADORA 1 1 R1 41,8 45,8 39,2 41,6 44,8 42,7 45,6 49,0 
SECADORA 1 12 RP3 75,6 78,1 70,5 75,0 81,2 72,9 77,5 83,9 
SECADORA 1 2 R2E 78,1 79,7 72,9 77,5 83,9 74,3 79,2 85,8 
SECADORA 1 18 R1 79,7 84,4 74,3 79,2 85,8 78,4 83,9 90,7 
SECADORA 2 4 R1 20,1 23,6 19,2 19,8 21,1 22,4 23,5 25,0 
SECADORA 2 6 R1 25,1 28,6 23,9 24,9 26,7 26,9 28,4 30,4 
SECADORA 2 16 R1 56,3 61,6 53,4 55,6 59,8 58,1 61,1 65,5 
SECADORA 2 10 R1 61,6 66,2 58,1 61,1 65,5 62,2 65,8 70,5 
SECADORA 3 15 R1 32,6 35,7 30,9 32,3 34,7 33,6 35,5 38,0 
SECADORA 3 5 R1 35,7 40,6 33,6 35,5 38,0 38,0 40,5 43,3 
SECADORA 3 20 R1 40,6 44,6 38,0 40,5 43,3 41,6 44,6 47,6 
SECADORA 3 3 RP3 56,2 58,9 51,9 56,1 60,5 54,5 58,8 63,4 
SECADORA 3 14 R1 58,9 64,5 54,5 58,8 63,4 59,5 64,6 69,5 
SECADORA 3 17 R2E 64,5 65,9 59,5 64,6 69,5 60,7 66,0 71,1 
Fuente: Elaboración Propia 
 
 
Tabla 3-A: Programación de Trabajos para (30 trabajos) 





esperado TIi TIm Tis TFi TFm TFs 
1 R1 JIGGER G1 0,0 9,2 0,0 0,0 0,0 9,0 9,1 9,5 
1 R1 SECADORA 2 20,7 24,6 19,9 20,6 21,5 23,4 24,6 25,8 
1 R1 RAMA MONTEX 4 24,6 32,1 23,4 24,6 25,8 29,9 32,1 34,4 
1 R1 REVISADOR C 32,1 34,5 29,9 32,1 34,4 32,1 34,4 36,9 
2 R2E JIGGER L6 7,7 13,0 7,4 7,6 8,1 12,5 12,9 13,6 
2 R2E SECADORA 1 57,5 59,2 54,5 57,1 61,0 55,9 58,7 62,9 
2 R2E RAMA MONTEX 2 78,4 82,4 72,8 78,0 84,3 76,6 82,1 88,4 
2 R2E ESTAMPADORA 82,4 89,7 76,6 82,1 88,4 83,7 89,4 96,1 
2 R2E RAMA MONTEX 2 94,6 98,5 87,5 94,2 102,0 91,3 98,2 106,1 
2 R2E REVISADOR B 98,5 100,7 91,3 98,2 106,1 93,1 100,4 108,5 
3 RP3 RAMA MONTEX 2 0,0 1,7 0,0 0,0 0,0 1,6 1,7 1,9 
3 RP3 JIGGER L7 33,8 40,6 32,3 33,4 35,7 38,5 40,2 43,1 
3 RP3 RAMA MONTEX 2 90,6 94,6 83,7 90,3 97,8 87,5 94,2 102,0 
3 RP3 SECADORA 1 94,6 97,3 87,5 94,2 102,0 90,1 96,9 104,9 
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3 RP3 REVISADOR C 97,3 99,4 90,1 96,9 104,9 91,9 99,0 107,1 
4 R1 JIGGER L7 6,3 13,3 6,0 6,2 6,6 12,7 13,1 14,0 
4 R1 SECADORA 2 37,2 40,8 36,0 37,0 38,7 39,2 40,7 42,6 
4 R1 RAMA MONTEX 2 98,5 105,4 91,3 98,2 106,1 97,2 105,0 113,9 
4 R1 REVISADOR B 105,4 107,5 97,2 105,0 113,9 99,1 107,1 116,2 
5 R1 JIGGER L5 34,3 44,2 32,0 34,2 36,8 41,5 43,9 47,2 
5 R1 SECADORA 1 97,3 102,3 90,1 96,9 104,9 94,5 102,0 110,3 
5 R1 RAMA MONTEX 5 102,3 111,9 94,5 102,0 110,3 102,8 111,6 121,3 
5 R1 REVISADOR A 111,9 114,9 102,8 111,6 121,3 105,5 114,5 124,5 
6 R1 JIGGER G4 9,3 17,3 9,1 9,2 9,6 16,9 17,1 17,8 
6 R1 SECADORA 2 17,3 20,7 16,9 17,1 17,8 19,9 20,6 21,5 
6 R1 RAMA MONTEX 2 20,7 27,2 19,9 20,6 21,5 25,5 27,0 28,9 
6 R1 REVISADOR C 27,2 29,2 25,5 27,0 28,9 27,4 29,0 31,1 
7 R2E JIGGER G2 0,0 5,6 0,0 0,0 0,0 5,4 5,5 5,8 
7 R2E SECADORA 1 102,3 103,8 94,5 102,0 110,3 95,8 103,5 112,0 
7 R2E RAMA MONTEX 4 103,8 107,5 95,8 103,5 112,0 99,3 107,2 115,8 
7 R2E ESTAMPADORA 123,2 130,0 113,7 122,7 133,0 120,3 129,5 140,2 
7 R2E RAMA MONTEX 2 130,0 133,7 120,3 129,5 140,2 123,8 133,3 144,0 
7 R2E REVISADOR C 133,7 135,7 123,8 133,3 144,0 125,6 135,3 146,2 
8 R2E JIGGER L7 40,6 44,3 38,5 40,2 43,1 42,0 43,9 47,0 
8 R2E SECADORA 1 44,3 45,5 42,0 43,9 47,0 43,0 45,1 48,4 
8 R2E RAMA MONTEX 3 45,5 48,2 43,0 45,1 48,4 45,6 47,8 51,2 
8 R2E ESTAMPADORA 117,9 123,2 108,6 117,5 127,5 113,7 122,7 133,0 
8 R2E RAMA MONTEX 2 133,7 136,4 123,8 133,3 144,0 126,4 136,0 146,8 
8 R2E REVISADOR A 136,4 138,0 126,4 136,0 146,8 127,8 137,6 148,6 
9 R2E JIGGER L7 13,3 16,6 12,7 13,1 14,0 15,9 16,4 17,5 
9 R2E SECADORA 1 49,7 50,8 46,8 49,4 53,0 47,7 50,5 54,2 
9 R2E RAMA MONTEX 2 110,7 113,1 101,8 110,3 119,9 104,1 112,7 122,5 
9 R2E ESTAMPADORA 113,1 117,9 104,1 112,7 122,5 108,6 117,5 127,5 
9 R2E RAMA MONTEX 1 117,9 120,3 108,6 117,5 127,5 110,9 119,9 130,1 
9 R2E REVISADOR B 120,3 121,8 110,9 119,9 130,1 112,2 121,4 131,7 
10 R1 JIGGER L6 22,2 31,3 21,3 21,9 23,3 30,1 30,9 33,0 
10 R1 SECADORA 1 67,4 72,0 63,3 67,0 71,7 67,4 71,8 76,7 
10 R1 RAMA MONTEX 4 72,0 80,9 67,4 71,8 76,7 75,1 80,7 86,9 
10 R1 REVISADOR C 99,4 102,1 91,9 99,0 107,1 94,5 101,7 110,1 
11 R1 JIGGER G3 16,6 23,0 16,2 16,4 17,2 22,4 22,7 23,8 
11 R1 SECADORA 2 24,6 27,3 23,4 24,6 25,8 25,9 27,4 28,7 
11 R1 RAMA MONTEX 2 113,1 118,2 104,1 112,7 122,5 108,5 117,8 128,3 
11 R1 REVISADOR B 118,2 119,8 108,5 117,8 128,3 109,9 119,3 130,0 
12 RP3 RAMA MONTEX 4 0,0 1,6 0,0 0,0 0,0 1,5 1,6 1,8 
12 RP3 JIGGER L5 1,6 7,8 1,5 1,6 1,8 7,1 7,8 8,6 
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12 RP3 RAMA MONTEX 3 48,2 51,9 45,6 47,8 51,2 49,1 51,4 55,1 
12 RP3 SECADORA 1 59,2 61,7 55,9 58,7 62,9 58,3 61,3 65,6 
12 RP3 REVISADOR B 61,7 63,6 58,3 61,3 65,6 60,0 63,2 67,7 
13 RP3 RAMA MONTEX 5 0,0 1,1 0,0 0,0 0,0 1,0 1,1 1,1 
13 RP3 JIGGER L6 31,3 34,8 30,1 30,9 33,0 33,2 34,4 36,8 
13 RP3 RAMA MONTEX 1 120,3 122,4 110,9 119,9 130,1 112,9 122,0 132,2 
13 RP3 SECADORA 3 122,4 123,9 112,9 122,0 132,2 114,3 123,5 133,8 
13 RP3 REVISADOR C 160,0 161,0 147,2 159,5 173,3 148,1 160,6 174,4 
14 R1 JIGGER L7 44,3 55,6 42,0 43,9 47,0 52,9 55,1 59,0 
14 R1 SECADORA 1 61,7 67,4 58,3 61,3 65,6 63,3 67,0 71,7 
14 R1 RAMA MONTEX 2 67,4 78,4 63,3 67,0 71,7 72,8 78,0 84,3 
14 R1 REVISADOR B 173,6 177,0 160,0 173,1 187,7 163,1 176,5 191,4 
15 R1 JIGGER L7 24,7 30,5 23,6 24,4 26,0 29,2 30,1 32,2 
15 R1 SECADORA 1 30,5 33,6 29,2 30,1 32,2 31,9 33,2 35,5 
15 R1 RAMA MONTEX 3 33,6 39,3 31,9 33,2 35,5 36,8 38,9 42,0 
15 R1 REVISADOR A 178,0 179,8 164,6 177,5 192,0 166,3 179,3 193,9 
16 R1 JIGGER G2 5,6 18,0 5,4 5,5 5,8 17,6 17,9 18,6 
16 R1 SECADORA 3 41,8 47,1 39,4 41,6 44,4 44,1 47,0 50,1 
16 R1 RAMA MONTEX 2 136,4 146,8 126,4 136,0 146,8 135,3 146,3 158,6 
16 R1 REVISADOR C 146,8 149,9 135,3 146,3 158,6 138,3 149,5 162,1 
17 R2E JIGGER G4 17,3 22,4 16,9 17,1 17,8 21,9 22,2 23,2 
17 R2E SECADORA 2 40,8 42,2 39,2 40,7 42,6 40,4 42,1 44,2 
17 R2E RAMA MONTEX 2 146,8 150,1 135,3 146,3 158,6 138,5 149,7 162,1 
17 R2E ESTAMPADORA 150,1 156,5 138,5 149,7 162,1 144,6 156,0 168,7 
17 R2E RAMA MONTEX 5 156,5 159,8 144,6 156,0 168,7 147,8 159,4 172,2 
17 R2E REVISADOR B 159,8 161,7 147,8 159,4 172,2 149,4 161,3 174,3 
18 R1 JIGGER L6 13,0 22,2 12,5 12,9 13,6 21,3 21,9 23,3 
18 R1 SECADORA 1 72,0 76,6 67,4 71,8 76,7 71,5 76,5 81,7 
18 R1 RAMA MONTEX 4 133,1 142,0 123,2 132,6 143,5 130,9 141,5 153,7 
18 R1 REVISADOR B 177,7 180,5 163,8 177,2 192,2 166,3 179,9 195,2 
19 RP3 RAMA MONTEX 4 32,1 34,6 29,9 32,1 34,4 32,2 34,6 37,1 
19 RP3 JIGGER L5 44,2 54,8 41,5 43,9 47,2 51,1 54,5 58,8 
19 RP3 RAMA MONTEX 2 157,7 163,8 145,0 157,2 170,7 150,9 163,3 177,2 
19 RP3 SECADORA 3 163,8 168,0 150,9 163,3 177,2 154,9 167,5 181,7 
19 RP3 REVISADOR B 168,0 171,3 154,9 167,5 181,7 157,8 170,8 185,2 
20 R1 JIGGER G4 0,0 9,3 0,0 0,0 0,0 9,1 9,2 9,6 
20 R1 SECADORA 1 9,3 13,2 9,1 9,2 9,6 12,6 13,2 13,9 
20 R1 RAMA MONTEX 2 28,7 36,3 26,9 28,5 30,6 33,5 36,1 39,2 
20 R1 REVISADOR B 171,3 173,6 157,8 170,8 185,2 160,0 173,1 187,7 
21 R1 JIGGER L6 0,0 7,7 0,0 0,0 0,0 7,4 7,6 8,1 
21 R1 SECADORA 3 123,9 127,8 114,3 123,5 133,8 117,8 127,5 138,1 
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21 R1 RAMA MONTEX 2 150,1 157,7 138,5 149,7 162,1 145,0 157,2 170,7 
21 R1 REVISADOR C 157,7 160,0 145,0 157,2 170,7 147,2 159,5 173,3 
22 R1 JIGGER G3 6,6 16,6 6,4 6,5 6,8 16,2 16,4 17,2 
22 R1 SECADORA 1 45,5 49,7 43,0 45,1 48,4 46,8 49,4 53,0 
22 R1 RAMA MONTEX 5 49,7 58,0 46,8 49,4 53,0 53,9 57,6 62,4 
22 R1 REVISADOR C 102,1 104,6 94,5 101,7 110,1 96,8 104,2 112,9 
23 R2E JIGGER G1 11,1 16,2 10,8 10,9 11,5 15,8 16,0 16,9 
23 R2E SECADORA 1 76,6 78,0 71,5 76,5 81,7 72,7 77,9 83,3 
23 R2E RAMA MONTEX 4 80,9 84,3 75,1 80,7 86,9 78,3 84,1 90,4 
23 R2E ESTAMPADORA 156,5 162,8 144,6 156,0 168,7 150,7 162,3 175,3 
23 R2E RAMA MONTEX 3 162,8 166,2 150,7 162,3 175,3 153,9 165,7 178,8 
23 R2E REVISADOR A 166,2 168,0 153,9 165,7 178,8 155,5 167,6 180,9 
24 RP3 RAMA MONTEX 2 27,2 28,7 25,5 27,0 28,9 26,9 28,5 30,6 
24 RP3 JIGGER L5 28,7 34,3 26,9 28,5 30,6 32,0 34,2 36,8 
24 RP3 RAMA MONTEX 3 51,9 55,2 49,1 51,4 55,1 52,3 54,7 58,5 
24 RP3 SECADORA 1 55,2 57,5 52,3 54,7 58,5 54,5 57,1 61,0 
24 RP3 REVISADOR A 179,8 181,5 166,3 179,3 193,9 167,8 181,0 195,7 
25 R1 JIGGER L7 16,6 24,7 15,9 16,4 17,5 23,6 24,4 26,0 
25 R1 SECADORA 3 34,9 39,0 33,3 34,5 36,9 36,9 38,7 41,3 
25 R1 RAMA MONTEX 3 55,2 63,1 52,3 54,7 58,5 59,1 62,6 67,5 
25 R1 REVISADOR C 161,0 163,5 148,1 160,6 174,4 150,4 163,0 177,0 
26 R1 JIGGER L7 0,0 6,3 0,0 0,0 0,0 6,0 6,2 6,6 
26 R1 SECADORA 2 42,2 45,5 40,4 42,1 44,2 43,3 45,4 47,7 
26 R1 RAMA MONTEX 1 170,0 176,1 157,6 169,5 182,9 162,9 175,6 189,9 
26 R1 REVISADOR A 176,1 178,0 162,9 175,6 189,9 164,6 177,5 192,0 
27 R1 JIGGER G3 23,0 33,0 22,4 22,7 23,8 32,2 32,6 34,1 
27 R1 SECADORA 2 33,0 37,2 32,2 32,6 34,1 36,0 37,0 38,7 
27 R1 RAMA MONTEX 2 82,4 90,6 76,6 82,1 88,4 83,7 90,3 97,8 
27 R1 REVISADOR A 138,0 140,6 127,8 137,6 148,6 130,1 140,1 151,4 
28 R1 JIGGER G3 0,0 6,6 0,0 0,0 0,0 6,4 6,5 6,8 
28 R1 SECADORA 3 39,0 41,8 36,9 38,7 41,3 39,4 41,6 44,4 
28 R1 RAMA MONTEX 2 105,4 110,7 97,2 105,0 113,9 101,8 110,3 119,9 
28 R1 REVISADOR B 180,5 182,1 166,3 179,9 195,2 167,9 181,5 197,0 
29 R2E JIGGER L7 30,5 33,8 29,2 30,1 32,2 32,3 33,4 35,7 
29 R2E SECADORA 3 33,8 34,9 32,3 33,4 35,7 33,3 34,5 36,9 
29 R2E RAMA MONTEX 1 34,9 37,3 33,3 34,5 36,9 35,5 36,9 39,5 
29 R2E ESTAMPADORA 162,8 167,6 150,7 162,3 175,3 155,3 167,1 180,3 
29 R2E RAMA MONTEX 1 167,6 170,0 155,3 167,1 180,3 157,6 169,5 182,9 
29 R2E REVISADOR A 181,5 183,0 167,8 181,0 195,7 169,1 182,5 197,4 
30 R2E JIGGER G1 9,2 11,1 9,0 9,1 9,5 10,8 10,9 11,5 
30 R2E SECADORA 3 11,1 11,5 10,8 10,9 11,5 11,2 11,4 11,9 
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30 R2E RAMA MONTEX 5 111,9 112,8 102,8 111,6 121,3 103,6 112,5 122,3 
30 R2E ESTAMPADORA 130,0 132,2 120,3 129,5 140,2 122,3 131,7 142,4 
30 R2E RAMA MONTEX 4 132,2 133,1 122,3 131,7 142,4 123,2 132,6 143,5 
30 R2E REVISADOR B 177,0 177,7 163,1 176,5 191,4 163,8 177,2 192,2 
Fuente: Elaboración Propia 
 
Tabla 4-A: Programación de Máquinas para (30 trabajos) 





esperado TIi TIm Tis TFi TFm TFs 
ESTAMPADORA 2 R2E 82,4 89,7 76,6 82,1 88,4 83,7 89,4 96,1 
ESTAMPADORA 9 R2E 113,1 117,9 104,1 112,7 122,5 108,6 117,5 127,5 
ESTAMPADORA 8 R2E 117,9 123,2 108,6 117,5 127,5 113,7 122,7 133,0 
ESTAMPADORA 7 R2E 123,2 130,0 113,7 122,7 133,0 120,3 129,5 140,2 
ESTAMPADORA 30 R2E 130,0 132,2 120,3 129,5 140,2 122,3 131,7 142,4 
ESTAMPADORA 17 R2E 150,1 156,5 138,5 149,7 162,1 144,6 156,0 168,7 
ESTAMPADORA 23 R2E 156,5 162,8 144,6 156,0 168,7 150,7 162,3 175,3 
ESTAMPADORA 29 R2E 162,8 167,6 150,7 162,3 175,3 155,3 167,1 180,3 
JIGGER G1 1 R1 0,0 9,2 0,0 0,0 0,0 9,0 9,1 9,5 
JIGGER G1 30 R2E 9,2 11,1 9,0 9,1 9,5 10,8 10,9 11,5 
JIGGER G1 23 R2E 11,1 16,2 10,8 10,9 11,5 15,8 16,0 16,9 
JIGGER G2 7 R2E 0,0 5,6 0,0 0,0 0,0 5,4 5,5 5,8 
JIGGER G2 16 R1 5,6 18,0 5,4 5,5 5,8 17,6 17,9 18,6 
JIGGER G3 28 R1 0,0 6,6 0,0 0,0 0,0 6,4 6,5 6,8 
JIGGER G3 22 R1 6,6 16,6 6,4 6,5 6,8 16,2 16,4 17,2 
JIGGER G3 11 R1 16,6 23,0 16,2 16,4 17,2 22,4 22,7 23,8 
JIGGER G3 27 R1 23,0 33,0 22,4 22,7 23,8 32,2 32,6 34,1 
JIGGER G4 20 R1 0,0 9,3 0,0 0,0 0,0 9,1 9,2 9,6 
JIGGER G4 6 R1 9,3 17,3 9,1 9,2 9,6 16,9 17,1 17,8 
JIGGER G4 17 R2E 17,3 22,4 16,9 17,1 17,8 21,9 22,2 23,2 
JIGGER L5 12 RP3 1,6 7,8 1,5 1,6 1,8 7,1 7,8 8,6 
JIGGER L5 24 RP3 28,7 34,3 26,9 28,5 30,6 32,0 34,2 36,8 
JIGGER L5 5 R1 34,3 44,2 32,0 34,2 36,8 41,5 43,9 47,2 
JIGGER L5 19 RP3 44,2 54,8 41,5 43,9 47,2 51,1 54,5 58,8 
JIGGER L6 21 R1 0,0 7,7 0,0 0,0 0,0 7,4 7,6 8,1 
JIGGER L6 2 R2E 7,7 13,0 7,4 7,6 8,1 12,5 12,9 13,6 
JIGGER L6 18 R1 13,0 22,2 12,5 12,9 13,6 21,3 21,9 23,3 
JIGGER L6 10 R1 22,2 31,3 21,3 21,9 23,3 30,1 30,9 33,0 
JIGGER L6 13 RP3 31,3 34,8 30,1 30,9 33,0 33,2 34,4 36,8 
JIGGER L7 26 R1 0,0 6,3 0,0 0,0 0,0 6,0 6,2 6,6 
JIGGER L7 4 R1 6,3 13,3 6,0 6,2 6,6 12,7 13,1 14,0 
JIGGER L7 9 R2E 13,3 16,6 12,7 13,1 14,0 15,9 16,4 17,5 
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JIGGER L7 25 R1 16,6 24,7 15,9 16,4 17,5 23,6 24,4 26,0 
JIGGER L7 15 R1 24,7 30,5 23,6 24,4 26,0 29,2 30,1 32,2 
JIGGER L7 29 R2E 30,5 33,8 29,2 30,1 32,2 32,3 33,4 35,7 
JIGGER L7 3 RP3 33,8 40,6 32,3 33,4 35,7 38,5 40,2 43,1 
JIGGER L7 8 R2E 40,6 44,3 38,5 40,2 43,1 42,0 43,9 47,0 
JIGGER L7 14 R1 44,3 55,6 42,0 43,9 47,0 52,9 55,1 59,0 
RAMA MONTEX 1 29 R2E 34,9 37,3 33,3 34,5 36,9 35,5 36,9 39,5 
RAMA MONTEX 1 9 R2E 117,9 120,3 108,6 117,5 127,5 110,9 119,9 130,1 
RAMA MONTEX 1 13 RP3 120,3 122,4 110,9 119,9 130,1 112,9 122,0 132,2 
RAMA MONTEX 1 29 R2E 167,6 170,0 155,3 167,1 180,3 157,6 169,5 182,9 
RAMA MONTEX 1 26 R1 170,0 176,1 157,6 169,5 182,9 162,9 175,6 189,9 
RAMA MONTEX 2 3 RP3 0,0 1,7 0,0 0,0 0,0 1,6 1,7 1,9 
RAMA MONTEX 2 6 R1 20,7 27,2 19,9 20,6 21,5 25,5 27,0 28,9 
RAMA MONTEX 2 24 RP3 27,2 28,7 25,5 27,0 28,9 26,9 28,5 30,6 
RAMA MONTEX 2 20 R1 28,7 36,3 26,9 28,5 30,6 33,5 36,1 39,2 
RAMA MONTEX 2 14 R1 67,4 78,4 63,3 67,0 71,7 72,8 78,0 84,3 
RAMA MONTEX 2 2 R2E 78,4 82,4 72,8 78,0 84,3 76,6 82,1 88,4 
RAMA MONTEX 2 27 R1 82,4 90,6 76,6 82,1 88,4 83,7 90,3 97,8 
RAMA MONTEX 2 3 RP3 90,6 94,6 83,7 90,3 97,8 87,5 94,2 102,0 
RAMA MONTEX 2 2 R2E 94,6 98,5 87,5 94,2 102,0 91,3 98,2 106,1 
RAMA MONTEX 2 4 R1 98,5 105,4 91,3 98,2 106,1 97,2 105,0 113,9 
RAMA MONTEX 2 28 R1 105,4 110,7 97,2 105,0 113,9 101,8 110,3 119,9 
RAMA MONTEX 2 9 R2E 110,7 113,1 101,8 110,3 119,9 104,1 112,7 122,5 
RAMA MONTEX 2 11 R1 113,1 118,2 104,1 112,7 122,5 108,5 117,8 128,3 
RAMA MONTEX 2 7 R2E 130,0 133,7 120,3 129,5 140,2 123,8 133,3 144,0 
RAMA MONTEX 2 8 R2E 133,7 136,4 123,8 133,3 144,0 126,4 136,0 146,8 
RAMA MONTEX 2 16 R1 136,4 146,8 126,4 136,0 146,8 135,3 146,3 158,6 
RAMA MONTEX 2 17 R2E 146,8 150,1 135,3 146,3 158,6 138,5 149,7 162,1 
RAMA MONTEX 2 21 R1 150,1 157,7 138,5 149,7 162,1 145,0 157,2 170,7 
RAMA MONTEX 2 19 RP3 157,7 163,8 145,0 157,2 170,7 150,9 163,3 177,2 
RAMA MONTEX 3 15 R1 33,6 39,3 31,9 33,2 35,5 36,8 38,9 42,0 
RAMA MONTEX 3 8 R2E 45,5 48,2 43,0 45,1 48,4 45,6 47,8 51,2 
RAMA MONTEX 3 12 RP3 48,2 51,9 45,6 47,8 51,2 49,1 51,4 55,1 
RAMA MONTEX 3 24 RP3 51,9 55,2 49,1 51,4 55,1 52,3 54,7 58,5 
RAMA MONTEX 3 25 R1 55,2 63,1 52,3 54,7 58,5 59,1 62,6 67,5 
RAMA MONTEX 3 23 R2E 162,8 166,2 150,7 162,3 175,3 153,9 165,7 178,8 
RAMA MONTEX 4 12 RP3 0,0 1,6 0,0 0,0 0,0 1,5 1,6 1,8 
RAMA MONTEX 4 1 R1 24,6 32,1 23,4 24,6 25,8 29,9 32,1 34,4 
RAMA MONTEX 4 19 RP3 32,1 34,6 29,9 32,1 34,4 32,2 34,6 37,1 
RAMA MONTEX 4 10 R1 72,0 80,9 67,4 71,8 76,7 75,1 80,7 86,9 
RAMA MONTEX 4 23 R2E 80,9 84,3 75,1 80,7 86,9 78,3 84,1 90,4 
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RAMA MONTEX 4 7 R2E 103,8 107,5 95,8 103,5 112,0 99,3 107,2 115,8 
RAMA MONTEX 4 30 R2E 132,2 133,1 122,3 131,7 142,4 123,2 132,6 143,5 
RAMA MONTEX 4 18 R1 133,1 142,0 123,2 132,6 143,5 130,9 141,5 153,7 
RAMA MONTEX 5 13 RP3 0,0 1,1 0,0 0,0 0,0 1,0 1,1 1,1 
RAMA MONTEX 5 22 R1 49,7 58,0 46,8 49,4 53,0 53,9 57,6 62,4 
RAMA MONTEX 5 5 R1 102,3 111,9 94,5 102,0 110,3 102,8 111,6 121,3 
RAMA MONTEX 5 30 R2E 111,9 112,8 102,8 111,6 121,3 103,6 112,5 122,3 
RAMA MONTEX 5 17 R2E 156,5 159,8 144,6 156,0 168,7 147,8 159,4 172,2 
REVISADOR A 5 R1 111,9 114,9 102,8 111,6 121,3 105,5 114,5 124,5 
REVISADOR A 8 R2E 136,4 138,0 126,4 136,0 146,8 127,8 137,6 148,6 
REVISADOR A 27 R1 138,0 140,6 127,8 137,6 148,6 130,1 140,1 151,4 
REVISADOR A 23 R2E 166,2 168,0 153,9 165,7 178,8 155,5 167,6 180,9 
REVISADOR A 26 R1 176,1 178,0 162,9 175,6 189,9 164,6 177,5 192,0 
REVISADOR A 15 R1 178,0 179,8 164,6 177,5 192,0 166,3 179,3 193,9 
REVISADOR A 24 RP3 179,8 181,5 166,3 179,3 193,9 167,8 181,0 195,7 
REVISADOR A 29 R2E 181,5 183,0 167,8 181,0 195,7 169,1 182,5 197,4 
REVISADOR B 12 RP3 61,7 63,6 58,3 61,3 65,6 60,0 63,2 67,7 
REVISADOR B 2 R2E 98,5 100,7 91,3 98,2 106,1 93,1 100,4 108,5 
REVISADOR B 4 R1 105,4 107,5 97,2 105,0 113,9 99,1 107,1 116,2 
REVISADOR B 11 R1 118,2 119,8 108,5 117,8 128,3 109,9 119,3 130,0 
REVISADOR B 9 R2E 120,3 121,8 110,9 119,9 130,1 112,2 121,4 131,7 
REVISADOR B 17 R2E 159,8 161,7 147,8 159,4 172,2 149,4 161,3 174,3 
REVISADOR B 19 RP3 168,0 171,3 154,9 167,5 181,7 157,8 170,8 185,2 
REVISADOR B 20 R1 171,3 173,6 157,8 170,8 185,2 160,0 173,1 187,7 
REVISADOR B 14 R1 173,6 177,0 160,0 173,1 187,7 163,1 176,5 191,4 
REVISADOR B 30 R2E 177,0 177,7 163,1 176,5 191,4 163,8 177,2 192,2 
REVISADOR B 18 R1 177,7 180,5 163,8 177,2 192,2 166,3 179,9 195,2 
REVISADOR B 28 R1 180,5 182,1 166,3 179,9 195,2 167,9 181,5 197,0 
REVISADOR C 6 R1 27,2 29,2 25,5 27,0 28,9 27,4 29,0 31,1 
REVISADOR C 1 R1 32,1 34,5 29,9 32,1 34,4 32,1 34,4 36,9 
REVISADOR C 3 RP3 97,3 99,4 90,1 96,9 104,9 91,9 99,0 107,1 
REVISADOR C 10 R1 99,4 102,1 91,9 99,0 107,1 94,5 101,7 110,1 
REVISADOR C 22 R1 102,1 104,6 94,5 101,7 110,1 96,8 104,2 112,9 
REVISADOR C 7 R2E 133,7 135,7 123,8 133,3 144,0 125,6 135,3 146,2 
REVISADOR C 16 R1 146,8 149,9 135,3 146,3 158,6 138,3 149,5 162,1 
REVISADOR C 21 R1 157,7 160,0 145,0 157,2 170,7 147,2 159,5 173,3 
REVISADOR C 13 RP3 160,0 161,0 147,2 159,5 173,3 148,1 160,6 174,4 
REVISADOR C 25 R1 161,0 163,5 148,1 160,6 174,4 150,4 163,0 177,0 
SECADORA 1 20 R1 9,3 13,2 9,1 9,2 9,6 12,6 13,2 13,9 
SECADORA 1 15 R1 30,5 33,6 29,2 30,1 32,2 31,9 33,2 35,5 
SECADORA 1 8 R2E 44,3 45,5 42,0 43,9 47,0 43,0 45,1 48,4 
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SECADORA 1 22 R1 45,5 49,7 43,0 45,1 48,4 46,8 49,4 53,0 
SECADORA 1 9 R2E 49,7 50,8 46,8 49,4 53,0 47,7 50,5 54,2 
SECADORA 1 24 RP3 55,2 57,5 52,3 54,7 58,5 54,5 57,1 61,0 
SECADORA 1 2 R2E 57,5 59,2 54,5 57,1 61,0 55,9 58,7 62,9 
SECADORA 1 12 RP3 59,2 61,7 55,9 58,7 62,9 58,3 61,3 65,6 
SECADORA 1 14 R1 61,7 67,4 58,3 61,3 65,6 63,3 67,0 71,7 
SECADORA 1 10 R1 67,4 72,0 63,3 67,0 71,7 67,4 71,8 76,7 
SECADORA 1 18 R1 72,0 76,6 67,4 71,8 76,7 71,5 76,5 81,7 
SECADORA 1 23 R2E 76,6 78,0 71,5 76,5 81,7 72,7 77,9 83,3 
SECADORA 1 3 RP3 94,6 97,3 87,5 94,2 102,0 90,1 96,9 104,9 
SECADORA 1 5 R1 97,3 102,3 90,1 96,9 104,9 94,5 102,0 110,3 
SECADORA 1 7 R2E 102,3 103,8 94,5 102,0 110,3 95,8 103,5 112,0 
SECADORA 2 6 R1 17,3 20,7 16,9 17,1 17,8 19,9 20,6 21,5 
SECADORA 2 1 R1 20,7 24,6 19,9 20,6 21,5 23,4 24,6 25,8 
SECADORA 2 11 R1 24,6 27,3 23,4 24,6 25,8 25,9 27,4 28,7 
SECADORA 2 27 R1 33,0 37,2 32,2 32,6 34,1 36,0 37,0 38,7 
SECADORA 2 4 R1 37,2 40,8 36,0 37,0 38,7 39,2 40,7 42,6 
SECADORA 2 17 R2E 40,8 42,2 39,2 40,7 42,6 40,4 42,1 44,2 
SECADORA 2 26 R1 42,2 45,5 40,4 42,1 44,2 43,3 45,4 47,7 
SECADORA 3 30 R2E 11,1 11,5 10,8 10,9 11,5 11,2 11,4 11,9 
SECADORA 3 29 R2E 33,8 34,9 32,3 33,4 35,7 33,3 34,5 36,9 
SECADORA 3 25 R1 34,9 39,0 33,3 34,5 36,9 36,9 38,7 41,3 
SECADORA 3 28 R1 39,0 41,8 36,9 38,7 41,3 39,4 41,6 44,4 
SECADORA 3 16 R1 41,8 47,1 39,4 41,6 44,4 44,1 47,0 50,1 
SECADORA 3 13 RP3 122,4 123,9 112,9 122,0 132,2 114,3 123,5 133,8 
SECADORA 3 21 R1 123,9 127,8 114,3 123,5 133,8 117,8 127,5 138,1 
SECADORA 3 19 RP3 163,8 168,0 150,9 163,3 177,2 154,9 167,5 181,7 
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