We give necessary and sufficient conditions for simplicity of Cuntz-Krieger algebras corresponding to infinite 0-1 matrices and of C * -algebras corresponding to countable directed graphs. We show that simple algebras within these two classes are either purely infinite or AF .
1.
Let N be a countable non-empty set and let A = [A(i, j)] i,j∈N be a matrix with entries in {0, 1} whose no row is identically zero (which we always assume in what follows). Ruy Exel and Marcelo Laca define in [5, Theorem 8.6 ] a Cuntz-Krieger algebra O A corresponding to A as the universal C * -algebra generated by a family of partial isometries {S i | i ∈ N }, subject to the following relations: I in the formulae above is the identity of the multiplier algebra. This definition generalizes the one given for finite matrices by Cuntz and Krieger [3] . For X, Y finite subsets of N we denote
Following [5, Definition 10.5] we associate with A a directed graph E A = (E 0
A , E 1 A , s, r) (cf. [10, 9] ), defined as follows:
Here we allow α or β to be empty, i.e., S α = I or S β = I.
3.
Universality of O A implies existence of the canonical gauge action γ : T → Aut(O A ), defined on the generators by γ t (S i ) = tS i , t ∈ T, i ∈ N . We denote by Γ the corresponding faithful conditional expectation of O A onto the fixed point algebra O γ A , given by integration over T with respect to the normalized Haar measure
It is not difficult to verify that for all α, β ∈ E * A and finite X ⊆ N we have
with δ the Kronecker symbol and |α| the length of α.
4.
In order to give a necessary and sufficient condition for simplicity of O A we need the concept of a hereditary and saturated subset of the index set N of A, defined as follows. For j ∈ N we define H 0 (j) as the union of {j} and the collection of all those i ∈ N for which there exists a path in E A from j to i. Then, by induction, we define H n+1 (j) as the union of H n (j) and the collection of all those i ∈ N for which there exists a finite
H n (j) and call it the hereditary and saturated subset of N generated by j.
Before giving our main result, Theorem 8 below, we need three lemmas. A tedious but routine proof of Lemma 5 is omitted, while the proof of Lemma 7 is modelled after [9, Section 2]. 
Lemma 5. If
Since i ∈ H(j) there is a t ∈ {1, . . . , n} such that α 2 t ∈ H(j). We have
Thus, we can repeat the same argument again with i replaced by α 2 t . Continuing inductively in the like manner we conclude that there exists an
This contradiction completes the proof.
Lemma 7. If A = [A(i, j)] i,j∈N is a 0 − 1 matrix with no zero rows and E A has a loop with no exits then O A contains a closed 2-sided ideal, Morita equivalent to C(T).
Proof. Let i 1 , . . . , i n ∈ N (and we also write
) is a simple loop without exits in E A , and let J be a closed 2-sided ideal of O A generated by
. From this and Lemma 5 we conclude that (S i 1 , . . . , S in ) and K * K = J we see that C * (S i 1 , . . . , S in ) and J are Morita equivalent [12] . By [11, Lemma 2.2] C * (S i 1 , . . . , S in ) is isomorphic to the C * -algebra of a directed graph F which consists of a single loop with n vertices. An easy argument as in the proof of [9, Theorem 2.4] shows that C * (F ) is isomorphic to M n ⊗ C(T). Consequently, J is Morita equivalent to C(T), as required. 
Necessity. Suppose that O
is transitive. This is of course a very special case of one direction of our Theorem 8. Furthermore, it is shown in [11, Example 2.4] that the crossed product C * -algebras corresponding to free products of cyclic groups Γ and trivial subgroups Γ Λ , as considered by Zhang and the author [13] , can be described as Cuntz-Krieger algebras with suitable infinite 0-1 matrices. Thus, for such crossed products [13, Theorem 3.1] is a consequence of our present result.
10.
It is shown in [6, Theorem 10] that up to Morita equivalence all graph C * -algebras may be realized as Cuntz-Krieger algebras in the sense of Exel and Laca. Thus, Theorem 8 implies a simplicity criterion for this important and widely investigated class of C * -algebras. For reader's convenience we recall the definition of the C * -algebra C * (E) of a directed graph E, as given in [6] . For explanations of basic terminology related to directed graphs and their path spaces we refer the reader to one of [9, 1, 11] .
Let E = (E 0 , E 1 , s, r) be a countable directed graph, with E 0 the set of vertices, E 1 the set of edges, and s, r : E 1 → E 0 the source and range functions, respectively. C * (E) is the universal C * -algebra generated by pairwise orthogonal projections {p v | v ∈ E 0 } and partial isometries {s e | e ∈ E 1 } with pairwise orthogonal ranges, subject to the following relations: 
11.
In order to formulate our simplicity criterion for graph algebras we must recall the definition of a hereditary and saturated subset of E 0 (e.g., cf. [1] ). For v ∈ E 0 we define H 0 (v) as the union of {v} and all those vertices w ∈ E 0 for which there is a path from v to w. And then, inductively, H n+1 (v) as the union of H n (v) and all those vertices w ∈ E 0 such that s −1 (w) is finite and non-empty and r(e) ∈ H n (v) for all e ∈ s −1 (w). Finally, we set H(v) = ∞ n=0 H n (v) and call it the hereditary and saturated subset of E 0 generated by v.
Theorem 12. If E is a countable directed graph then C * (E) is simple if and only if H(v)
= E 0 for all v ∈ E 0 and all loops in E have exits.
Proof. At first we assume that E contains no sinks or sources. We consider the edge matrix A E of E (cf. [10] ) with rows and columns indexed by E 1 and such that A E (e, f ) = δ r(e),s(f ) . It is shown in [6, Theorem 10] Let now E be an arbitrary countable directed graph and let E be the graph obtained from E by adding tails and heads to sinks and sources, respectively, as described in [1, Section 1], [6] , or [11, Section 1] . The algebras C * (E) and C * (E ) are Morita equivalent and, obviously, E satisfies the two conditions of our theorem if and only if E does. Therefore the general case follows from the previously considered one.
13.
The above theorem finally achieves a previously elusive goal, pursued by various authors with help of quite powerful and sophisticated tools. For example, with essential help of the groupoid machinery of Jean Renault an analogous simplicity criterion was given in [10, Corollary 6.8] for locally finite graphs satisfying a rather restrictive condition (K). For locally finite graphs without sinks or sources and satisfying a restrictive condition (I) a similar result was obtained in [8, Theorem 18 ] by means of the Pimsner bimodule approach. For arbitrary row-finite graphs a simplicity criterion was given in [1, Proposition 5.1] by more elementary methods. One should also note that in view of [4, Theorem 1] , which says that any AF -algebra is Morita equivalent to a graph algebra, Theorem 12 also includes Bratteli's characterization of simplicity of AF -algebras [2, Corollary 3.5] as a very special case.
It is shown in [11] that for an arbitrary 0- 
