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Smooth mixing transformations with loosely
Bernoulli cartesian product
Frank Trujillo
Abstract
A zero-entropy system is said to be loosely Bernoulli if it can be in-
duced from an irrational rotation of the circle. We provide a criterion
for zero-entropy systems to be loosely Bernoulli that is compatible with
mixing. Using these criteria, we show the existence of smooth mixing
zero-entropy loosely Bernoulli transformations whose cartesian product
with themselves is loosely Bernoulli.
1 Introduction
One of the main goals of ergodic theory is to describe invariants and models
which classify broad classes of systems with respect to certain equivalence rela-
tions. Some of these relations, such as metric isomorphism, may prove too re-
strictive, whereas some others, such as orbit equivalence, may prove too flexible
(recall that by Dye’s Theorem [2] any two ergodic measure preserving trans-
formations on non-atomic spaces are orbit-equivalent). Kakutani equivalence,
initially introduced by Kakutani in [15], can be thought of as an intermediate
notion of classification. Two ergodic measure preserving transformations pX,T q
and pY, Sq are said to be Kakutani equivalent if there exist positive measure sets
A Ă X, B Ă Y such that the induced maps TA, SB are metrically isomorphic.
Particularly important in the theory of Kakutani is the equivalence class
of irrational circle rotations. This class was initially considered by Katok [18]
under the name of standard or loosely Kronecker transformations, and inde-
pendently introduced by Feldman [7], who coined the term loosely Bernoulli
(LB) to denote the ergodic automorphisms that are: Kakutani-equivalent to an
irrational circle rotation in the zero entropy case, or to a Bernoulli shift in the
positive entropy case.
Most of the existing criteria for loose-Bernoullicity rely on the presence of
particular periodic approximations for the underlying transformation (a remark-
able exception to this is the horocycle flow [23]). Unfortunately, these approx-
imations do not easily coexist with mixing and some of these criteria directly
forbid it (see for example [16, Proposition 3.5]). Furthermore, the coexistence of
mixing with certain periodic approximations, such as rank one transformations,
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becomes even more difficult in the smooth setting (see [3]).
In this work we aim to provide criteria, compatible with mixing, to guarantee
the loose-Bernoullicity of a zero-entropy system and of its cartesian product with
itself. Our criteria will be based on localized periodic approximations inspired
by [4]. We then show that these criteria are verified by a class of infinitely
differentiable zero-entropy mixing transformations in T3. These systems are
obtained by modifying the class of mixing transformations introduced in [6].
1.1 Periodic approximations
Approximation of measure preserving systems by periodic transformations was
first proposed in the forties by Halmos [12] who provided a general framework
for this theory and used it to prove the genericity of several ergodic proper-
ties. Halmos [13] successfully applied his method to prove that the set of weak
mixing transformations is a Gδ dense set in the space of measure preserving
automorphisms endowed with the weak topology. Shortly after, and by similar
methods, Rokhlin [25] proved that the set of mixing transformations is of the
first category under the same weak topology.
Two decades later, the theory of periodic approximations regained strength
after the works of Katok and Stepin, [17], [19], [20], [26]. These works laid out the
bases of the so called method of approximations and introduced a different point
of view on periodic approximations which, in contrast to Halmos’ approach,
allowed the study of individual automorphisms by approximation. Katok [18]
provided periodic approximation criteria for standardicity. He proved that a
system with good cyclic approximations must be standard and that the existence
of excellent linked approximations of type (h, h + 1) for a given transformation
guarantee the standardicity of its cartesian product with itself. For definitions
and proofs of these statements we refer the interested reader to [18], [16].
1.2 Cartesian products
Several notions related to periodic approximations, such as rank one, finite rank,
local rank one and very weakly Bernoulli, are known to imply loose-Bernoullicity
(see [9], [22]). All of these properties, which attempt to capture precise aspects
of the long time behaviour of measure preserving transformations, provide im-
portant tools for classification and illustrate the richness of existing phenomena
in abstract ergodic theory.
Given a measure preserving automorphism satisfying any of the ergodic prop-
erties mentioned above, it is not necessarily true that its cartesian product with
itself verifies the same property. In fact, Ornstein, Rudolph and Weiss [22] con-
structed a rank one transformation whose product with itself is not LB. Ratner
showed that any non trivial transformation T in the horocycle flow is LB [23]
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but its cartesian product T ˆ T is not LB [24].
Examples of weak mixing, LB, zero-entropy transformations with LB carte-
sian product with themselves were first proposed by Katok (a detailed account
of his construction can be found in [10]). Katok’s example was later modified by
Gerber [10] who showed the existence of a zero-entropy LB transformation which
is mixing of all orders and whose cartesian product with itself is LB. More re-
cently, Gerber and Kunde [11] provided examples of smooth LB transformations
whose cartesian product with themselves is LB. The loose-Bernoullicity of their
examples relies on a slight modification of the aforementioned loose-Bernoullicity
criterion proved by Katok [18], namely, the existence of excellent linked approx-
imations of type ph, h ` 1q. As in Katok’s case, their criterion also guarantees
that the transformation is weak mixing but not mixing (see [11, Proposition 4.1]
for the exact statement of the criterion).
1.3 Plan of the work
This work is organized as follows. In Section 2, we introduce the notations
and basic objects we use along the paper. Proposition 2.2 is an adaption of
the loose-Bernoullicity criterion (Proposition 2.1) proven by Janvresse and de
la Rue in [14].
In Section 3, we combine Proposition 2.2 and the existence of an appro-
priate sequence of Rokhlin towers to prove a loose-Bernoullicity criterion for
ergodic zero-entropy processes (Item 3 in Proposition 3.2). We stress the fact
that although the measures of the towers in the criterion verify certain non-
summability condition, their measures are not necessarily bounded from below.
As a direct consequence of Proposition 3.2 we deduce, in Theorem 3.3, a sim-
ilar loose-Bernoullicity criterion for ergodic zero-entropy transformations. We
then adapt these criteria to obtain analogous results for the cartesian product
of weak mixing zero entropy transformations with themselves (Proposition 3.5
and Theorem 3.6).
Finally, in Section 4, we prove the existence of a family of smooth, mixing,
zero-entropy, loosely Bernoulli diffeomorphisms of T3 whose cartesian product
with themselves is loosely Bernoulli (Theorem 4.3). The Appendix contains
technical tools used in the construction of these transformations.
2 Preliminaries
Throughout this work pX,µ, Eq will denote a Lebesgue measure space and T
will denote a zero-entropy measure preserving automorphism on X . If there is
no risk of confusion we will denote pX,µ, Eq simply by X .
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2.1 Partitions and P-names.
We denote by Pf pXq the set of finite measurable partitions of X . We consider
a partition P P Pf pXq to be a collection of disjoint sets P “ tP1, . . . , Pmu with
a fixed ordering of its elements and whose union is X . Given A P E the induced
partition on A is defined as
P |A “ tPi XA | 1 ď i ď mu.
Given two partitions P “ tP1, . . . , Pmu,Q “ tQ1, . . . , Qlu of X we define its
cartesian product P ˆQ as the finite partition of X ˆX given by
P ˆQ “ tPi ˆQj | 1 ď i ď m, 1 ď j ď lu
and ordered lexicographically. We say that P refines Q if for every P P P there
exists Q P Q such that P Ă Q. We denote this relation by P ď Q. Whenever
l “ m we denote
DpP ,Qq “
mÿ
k“1
µpPk∆Qkq.
Given P P PfpXq the pair pT,Pq is called a process. For x P X we define its
P-name as the unique vector xP P Zm satisfying for all i P Z
xPi “ j if and only if T
ipxq P Pj ,
where xPi denotes the i-th coordinate of x
P . Recall that whenever P is a gen-
erating partition of E , i.e. E is the smallest T invariant σ-algebra containing P ,
the system pX,T q is equivalent (in a measure theoretic sense) to the shift over
the space of P-names of X . Given n P N we define the P-n-name associated to
x as the n-tuple
xP,n “ pxPi q0ďiăn.
For a partition with exactly m elements, the P-n-names are naturally a subset
of the space of words of length n over the finite alphabet t1, 2, . . . ,mu which we
denote by Wnm. The length of a word w is denoted by |w|. The concatenation
of two words v, w is denoted by v ¨ w. To simplify the notation we denote the
concatenation of k words v1, v2, . . . , vk by
śk
i“1 vi. We denote the Hamming
distance in the space of n-words by
dnpv, wq “
1
n
#t0 ď i ă n | vi ‰ wiu
and the modified Hamming distance or f distance by
fnpv, wq “
n´ l
n
,
where l is the maximum natural number for which there exist sequences
0 ď i1 ă i2 ă ¨ ¨ ¨ ă il ă n, 0 ď j1 ă j2 ă ¨ ¨ ¨ ă jl ă n,
4
obeying vis “ wjs for s “ 1, . . . , l. Given x, y P X we denote
dPn px, yq “ dnpx
P,n, yP,nq, f
P
n px, yq “ fnpx
P,n, yP,nq.
For any W P E denote
f
P
n pW q “ sup
x,yPW
f
P
n px, yq.
2.2 Loose-Bernoullicity
Since we will only consider zero-entropy transformations we provide a simpli-
fied definition of loose-Bernoullicity for this particular case. For a more general
definition we refer the reader to [7] or [22]. In the following, we will refer to
a zero-entropy measure preserving transformation pX,µ, E , T q equipped with a
finite measurable partition P P Pf pXq as a zero-entropy process which, as an
abuse of notation, we denote simply by pT,Pq.
A zero-entropy process pT,Pq is called loosely Bernoulli (LB) if for any ǫ ą 0
there exists n0 P N such that for all n ą n0 there exists x P X obeying
µ
´!
y P X
ˇˇˇ
f
P
n px, yq ă ǫ
)¯
ą 1´ ǫ.
A zero-entropy automorphism T is said to be loosely Bernoulli (LB) if the asso-
ciated process pT,Pq is LB for some generating partition P or, equivalently, if
there exists a refining sequence of finite measurable partitions pPnqnPN Ă Pf pXq
obeying Pn Ñ E such that pT,Pnq is LB for all n P N. Recall that Pn Ñ E
means that for any A P E there exists a sequence pAnqnPN Ă E such that An
is Pn-measurable and µpAn∆Aq Ñ 0. Let us point out that a transformation
is LB if and only if for any finite measurable partition P the process pT,Pq is
LB. For proofs of this facts and a detailed account of LB transformations see [22].
The following criterion for loose-Bernoullicity was proved by Janvresse and
de la Rue in [14].
Proposition 2.1. Let pT,Pq be a zero-entropy process. Suppose that for all
ǫ ą 0 and for µˆ µ-a.e. px, yq P X ˆX there exists lpx, yq P N such that
f
P
lpx,yqpx, yq ă ǫ,
then the process pT,Pq is loosely Bernoulli.
2.2.1 The P pP , α, δ, nq property
Given α, δ P r0, 1q and n P N we say that the transformation T verifies property
P pP , α, δ, nq or, equivalently, that the process pT,Pq verifies property P pα, δ, nq
if there exists W P E obeying
µpW q ą 1´ δ, f
P
n pW q ă 1´ α.
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With these notations, a process pT,Pq is loosely Bernoulli if and only if for every
ǫ ą 0 there exists n0 P N such that for all n ą n0 the process verifies property
P pǫ, ǫ, nq. Proposition 2.1 implies the following criterion for loose-Bernoullicity.
Proposition 2.2. Let pT,Pq be a zero-entropy process. Suppose there exist
sequences δn Œ 0, αn Õ 1, pmnqnPN Ă N such that pT,Pq verifies P pαn, δn,mnq
for all n P N. Then the process pT,Pq is loosely Bernoulli.
Proof. By hypothesis, for all n P N there exists Wn P E such that
µpWnq ą 1´ δn, f
P
mn
pWnq ă 1´ αn.
Define
E :“ lim sup
nPN
pWn ˆWnq “
8č
i“1
8ď
n“i
Wn ˆWn.
Clearly pµˆµqpEq “ 1. Suppose ǫ ą 0 and let n0 P N satisfy 1´αn0 ă ǫ. Given
px, yq P E there exists n ą n0 such that px, yq PWn ˆWn. Therefore
f
P
mn
px, yq ă 1´ αn ă ǫ.
By Proposition 2.1 the process pT,Pq is loosely Bernoulli.
2.3 Rokhlin towers
Given F P E and h P N we say that the collection
T “ T pF, hq “ tF, TF, ¨ ¨ ¨T h´1u
is a Rokhlin tower of height h if the sets F, TF, . . . , T h´1F are pairwise disjoint.
The sets T iF are called levels of the tower. The first and last elements of the
collection are known as base and roof of the tower. The union of all levels is
called the support of the tower. By an abuse of notation T will denote the
support of the tower and also the tower itself. The measure of the support is
called the size of the tower. We denote by T pXq the set of Rokhlin towers of
X . Given T P T pXq we denote its height by hT and its size by µT .
As we shall see, Rokhlin towers can be used to easily match coordinates
between two given P-names. Given two words v, w, not necessarily having the
same length, and a natural number l, we say we can match at least l coordinates
of v and w if there exist sequences
0 ď i1 ă i2 ă ¨ ¨ ¨ ă il ď |v|, 0 ď j1 ă j2 ă ¨ ¨ ¨ ă jl ď |w|,
obeying
vis “ wjs for s “ 1, . . . , l.
Whenever |v| “ n “ |w| this is equivalent to say that fnpv, wq ď
n´l
n
. To
illustrate how to use Rokhlin towers to match two P-n-names associated to
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different points, let pT,Pq be a process, T pF, hq be a Rokhlin tower and consider
the finite measurable partition Q P Pf pXq given by
Q “ T Y P |T c .
Notice that
x, y P F ùñ xQ,h “ yQ,h.
Thus, for any x, y P X , finding iterates
0 ď i1 ă i2 ă ¨ ¨ ¨ ă iL ă n, 0 ď j1 ă j2 ă ¨ ¨ ¨ ă jL ă n
for which T ilx, T jly P F , means we can match at least hL coordinates of xQ,n
and yQ,n. Such iterates can be easily found whenever the system possesses some
recurrence property. For ergodic systems the relation between P-n-names and
Q-n-names, for sufficiently large values of n (see Lemma 2.3), is determined
by how well the tower T approximates the restricted partition P |T . Given a
partition P “ tP1, . . . , Pmu P Pf pXq and a Rokhlin tower T P T pXq we say
that T is δ-monochromatic with respect to P if
∆pT ,Pq “ inf
T ďξ,
|ξ|“m
mÿ
k“1
µpξk zPkq ă δ,
where the infimum is taken over all the partitions of the support of the tower
with exactly m sets and whose elements are unions of levels of the tower. If
∆pT ,Pq “ 0,
we say that the tower is monochromatic with respect to P . Let us point out that
this is equivalent to
T ď P |T .
Notice that the infimum in the definition of ∆ is always attained but not neces-
sarily unique. We can provide an explicit expression of a minimizing partition,
and thus of ∆pT ,Pq, as follows. Given a tower T “ T pF, hq and a partition
P “ tP1, . . . , Pmu define for all 0 ă k ă h
ITP pkq “ min
"
0 ă j ď m
ˇˇˇˇ
µpT kpF q zPjq “ min
0ăiďm
µpT kpF q zPiq
*
.
If there is no risk of confusion we denote ITP pkq simply by Ipkq. Let
P Tj “
ď
Ipkq“j
T kF
for all 0 ă j ď m and define PT “ tP T1 , . . . , P
T
mu. Denote
DTP “
hď
k“1
T kpF q zPIpkq. (1)
7
The set DTP is called the difference set of T and P . By construction
∆pT ,Pq “
mÿ
k“1
µpP Tk zPkq “ µpD
T
P q.
Notice that for all x, y P X zDTP
xQ0 “ y
Q
0 ùñ x
P
0 “ y
P
0 .
By applying the pointwise ergodic Theorem to DTP we obtain the following.
Lemma 2.3. Let pT,Pq be an ergodic process. Suppose T P T pXq and denote
Q “ T Y P |T c .
Given δ ą 0 there exists n0 P N and W P E with µpW q ą 1´ δ such that
dPn px, yq ď d
Q
n px, yq ` 3∆pT ,Pq
for all n ą n0 and for all x, y PW.
Proof. If ∆pT ,Pq “ 0 then T ď P |T which yields to d
P
n px, yq “ d
Q
n px, yq for all
n P N and all x, y P X . Otherwise, assume ∆pT ,Pq ą 0. Denote by DTP the
difference set defined of T and P as defined in (1). By ergodicity, there exists
n0 P N so that the measure of the set W of points in X satisfying
#
 
0 ď i ă n | T ix P DTP
(
ď
3
2
µpDTP qn “
3
2
∆pT ,Pqn,
for all n ą n0, has measure at least 1´ δ. Hence, for all n ą n0 and all x, y PW
npdPn px, yq ´ d
Q
n px, yqq ď#
 
0 ď i ă n | xQi “ y
Q
i and x
P
i ‰ y
P
i
(
ď#
 
0 ď i ă n | T ix P DTP or T
iy P DTP
(
ď3∆pT ,Pqn
3 Loose-Bernoullicity criteria
3.1 Main Proposition
The following result is at the core of this work. It embodies the idea of using
Rokhlin towers to improve existent bounds on the f distance associated to
a given finite measurable partition. More precisely, given an ergodic process
pT,Pq, a natural number n and a positive measure set W P E , the presence of a
sufficiently high, large and monochromatic Rokhlin tower implies the existence
of a set W`, whose measure can be taken as close to one as desired, such that
f
P
mpW`q ă f
P
n pW q
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for sufficiently large m. Proposition 3.1 provides precise estimates on fmpW`q.
Recall that for any W P E we denote
f
P
n pW q “ sup
x,yPW
f
P
n px, yq
and that a process pT,Pq is said to verify property P pα, δ, nq if there exists
W P E such that
µpW q ą 1´ δ, fnpW q ă 1´ α.
The following proof is inspired on Ferenczi’s argument in [8, Proposition 1].
Proposition 3.1. Let pT,Pq be an ergodic process verifying P pα, δ,Nq for some
α ě 0, δ ą 0 and N P N. Suppose there exists a Rokhlin tower T P T pXq obeying
hT ą
2N
δ
.
Then for any δ` ą 0 there exists N` P N such that the process pT,Pq verifies
P pα`, δ`, N`q where
α` “ α`
µ2T
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p1´ αq2 ´ 6δ ´ 3∆pT ,Pq. (2)
Proof. Fix 0 ă c ă 1. Let
Tc “ T pF, rchs ´ 1q
and let us denote its size by µc. Let N0 sufficiently large so that the set W0 of
points in X satisfying
#t0 ď i ă n | T ix P Tcu ě
3
4
µcn, for all n ě N0,
has measure at least 1´ δ`
2
. Denote byW1 the set given by property P pα, δ,Nq.
We will suppose WLOG that δ` ă 4δ ă
1
10
. Let N` sufficiently large so that
N` ą max
!
N, N0
δ`
)
and the set W of points in X satisfying for all n ą N`
2
1. #t0 ď i ă n | T ix PW0u ě p1´ δ`qn,
2. #t0 ď i ă n | T ix PW1u ě p1´ 2δqn,
3. #t0 ď i ă n | T ix P F u ě 3µT
4h
n,
has measure at least 1´ δ`. Both N0 and N` are well defined by the pointwise
ergodic Theorem. Fix x, y P W, n ě N` and denote v “ x
P,n, w “ yP,n. To
prove the result it suffices to show
fnpv, wq ă 1´ α`.
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For an appropriate choice of c depending only on α (see equation (3)) the Propo-
sition will follow from the following Claims.
Using the recurrence of x and y to Tc one can prove the following:
Claim 1. There exists a natural number L and splittings v “ v1 ¨ ¨ ¨ ¨ ¨v2L`1,
w “ w1 ¨ ¨ ¨ ¨ ¨ w2L`1 such that:
1. nc
2
µ2T ď hL ď ncµ
2
T .
2. |v2k| “ h “ |w2k| for all k “ 1, . . . , L.
3. v2k0 , w
2k
0 P F for all k “ 1, . . . , L.
4.
řL
k“0
ˇˇ
|v2k`1| ´ |w2k`1|
ˇˇ
ď chL` δn.
Using the recurrence of x and y to the set W1 given by P pα, δ,Nq and the
fact that most of the odd blocks will be sufficiently big (condition (1) in Claim 1)
and have comparable size (condition (4) in Claim 1) one can prove the following:
Claim 2. There exist partial couplings between the odd blocks of the split-
tings of v, w in Claim 1 allowing to match at least
nα
ˆ
1´
Lh
n
´
1`
c
2
¯
´ 6δ
˙
coordinates of v and w.
Before proving Claims 1 and 2 let us who how they imply the result. Let
Q “ T Y P |T c .
By Lemma 2.3 we can suppose WLOG that
dPn px, yq ă d
Q
n px, yq ` 3∆pT ,Pq.
Since any two points in the floor set F of the tower define the same Q-h-name
and by conditions (2), (3) in Claim 1 we have
Lÿ
k“1
#
 
0 ď i ă h
ˇˇ
v2ki ‰ w
2k
i
(
ď 3∆pT ,Pqn.
Thus we can match at least
hL´ 3∆pT ,Pqn
coordinates of the even blocks associated to the splittings of v, w. Therefore, by
Claims 1 and 2 we can match at least
n
ˆ
α`
hL
n
´
1´ α
´
1`
c
2
¯¯
´ 6δ ´ 3∆pT ,Pq
˙
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coordinates of v and w. Hence
fnpv, wq ď 1´ α´
hL
n
´
1´ α
´
1`
c
2
¯¯
` 6δ ` 3∆pT ,Pq.
Therefore for
c “ min
"
9
10
,
1´ α
α
*
(3)
the result follows. In fact, with this definition of c and by (1) in Claim 1
hL
n
´
1´ α
´
1`
c
2
¯¯
ě
µ2T
10
p1´ αq2.
Proof of the Claim 1. Letm “ p1´2δqn and denote l “
P
3µT
4h
m
T
. By properties
(1), (3) in the definition of W there exist sequences 0 ă t1 ă ¨ ¨ ¨ ă tl ď m and
0 ă t11 ă ¨ ¨ ¨ ă t
1
l ď n obeying:
• T tk P F , T t
1
ky PW0,
• t1k ě tk,
• t1k`1 ´ t
1
k ě tk`1 ´ tk,
•
řl
k“1pt
1
k ´ tkq ă δ`n.
Thus for any 1 ď k ď l and by definition of W0 and N0
#|t0 ď j ď N0 | T
t1k`jy P Tcu| ě
3cµT
4
N0.
Hence there exists 0 ď j ď N0 such that
#|t0 ď k ď l | T t
1
k`jy P Tcu| ě
3cµT
4
l. (4)
Let L :“
P
3cµT
4
l
T
. By definition of tk, t
1
k and by (4) there exist natural numbers
0 ď i1 ă i1 ` h ă i2 ă i2 ` h ă ¨ ¨ ¨ ă iL ă iL ` h ă n,
0 ď j1 ă j1 ` h ă j2 ă j2 ` h ă ¨ ¨ ¨ ă jL ă jL ` h ă n,
(5)
such that T ikx, T jky P F for all 1 ď k ď L and
Lÿ
k“1
|ik ´ jk ´ j| ă Lch` 2δ`n.
Let us assume by simplicity that i1, j1 ą 0. Then we can use the index sequences
in (5) to split v, w as a concatenation of non empty words
v “ v1 ¨ v2 ¨ ¨ ¨ v2L`1, w “ w1 ¨ w2 ¨ ¨ ¨w2L`1.
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such that for all 1 ď k ď L
v2k0 , w
2k
0 P F, |v
2k| “ h “ |w2k|
and
Lÿ
k“0
ˇˇ
|v2k`1| ´ |w2k`1|
ˇˇ
ă chL` 2δ`n` 2N0
ă chL` δn
Proof of the Claim 2. Notice that any n-word w admits a unique decomposition
of the form
w “
hź
i“1
σi
where each σi satisfies one of the following:
1. σij RW1 for all 0 ď j ă |σ
i|.
2. σi0 PW1 and |σ
i| “ N .
3. i “ h, σh0 PW1 and |σ
h| ă N .
Let us denote
Rpωq “ N
ˇˇ
t0 ă i ď h | σi0 PW, |σ
i| “ Nu
ˇˇ
.
Define
Rk “ mintRpv
kq, Rpwkqu.
By definition of W1 for all 0 ď k ď L we can match at least αRk coordinates of
the blocks pv2k`1, w2k`1q. By definition of W at most 2δn of the first n iterates
of x and y do not belong to W1. Recall that the sum of the lengths of the odd
blocks associated to each splitting is equal to n´ Lh. Hence
Lÿ
k“0
Rpv2k`1q,
Lÿ
k“1
Rpw2k`1q ě n´ Lh´ 2δn´ LN
Notice that
Rk “
1
2
`
Rpvkq `Rpwkq ´ |Rpvkq ´Rpwkq|
˘
ě Rpvkq `Rpwkq ´
1
2
`
|vk| ` |wk| `
ˇˇ
|vk| ´ |wk|
ˇˇ˘
Thus by (4) in Claim 1 it follows that
Lÿ
k“0
R2k`1 ě n´ Lh´ LN ´
c
2
hL´ 5δn
ě n
ˆ
1´
Lh
n
´
1`
c
2
¯
´ 6δ
˙
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3.2 LB criterion for ergodic zero-entropy transformations
In this section we combine Propositions 2.2 and 3.1 to provide a new loose-
Bernoullicity criterion for ergodic zero-entropy processes (Item 3 of Proposition
3.2) which relies only on the existence of an appropriate sequence of Rokhlin
towers. As a direct consequence, we obtain a loose-Bernoullicity criterion for
ergodic zero-entropy transformations (Theorem 3.3).
By iterating Proposition 3.1 we will show the following.
Proposition 3.2. Let pT,Pq be an ergodic zero-entropy process, L P NYt`8u
and T “ tTnu1ďnăL be a collection of Rokhlin towers. Suppose Tn is δn´1-
monochromatic with respect to P for all 1 ď n ă L where
α0 “ 0, αn`1 “ αn ` δn, δn “ µ
2
Tn`1
ˆ
1´ αn
10
˙2
.
Then there exist natural numbers NnpT,P , T1, . . . , Tnq for 0 ď n ă L such that
for any 1 ď l ď L satisfying
hTn ą Nn´1 for all 1 ď n ă l,
the following holds:
1. There exist pmnq0ďnăl Ă N such that pT,Pq verifies P pαn, δn,mnq for all
0 ď n ă l.
2. If l ă `8 and there exists a Rokhlin tower T , δT -monochromatic with
respect to P where
δT “ µ
2
T
ˆ
1´ αl´1
10
˙2
obeying
hT ą Nl
then the process pT,Pq verifies P pαl´1 ` δT , δT ,mlq for some ml P N.
3. If l “ `8 and
`8ÿ
i“1
µ2Tn “ `8 (6)
then the process pT,Pq is loosely Bernoulli.
Proof. By the pointwise ergodic Theorem there exists m0 depending only on
T and P so that property P pα0, δ0,m0q is verified. In fact, given P P P with
positive measure it suffices to take m0 sufficiently large so that the set of points
x in X for which at least one of the iterates T ix with 0 ď i ă m0 belongs to P
has measure bigger than 1´ δ0. Let
N0 “
R
2m0
δ0
V
.
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We will define recursively sequences of natural numbers mn, Nn “
Q
2mn
δn
U
as
follows. Let 1 ď n ă L and suppose m0, . . . ,mn´1 (and thus N0, . . . , Nn´1)
have been defined. If
hTn ă Nn´1
we define Nk “ Nn´1, mk “ mn´1 for all n ď l ă L and the recursive process
ends. Otherwise, if
hTn ě Nn´1
we can apply Proposition 3.1 with α “ αn´1, δ “ δn, N “ Nn´1, T “ Tn,
δ` “ δn and define
mn “ N`pαn´1, δn´1, Nn´1, Tn, δnq.
Notice that in this case, for α “ αn´1, δ “ δn´1 and T “ Tn in equation (2)
α` ě αn´1 ` µ
2
Tn
p1´ αn´1q
2
ˆ
1
10
´
9
100
˙
“ αn
and thus property P pαn, δn,mnq is satisfied. By induction, there exist sequences
of natural numbers pNnq0ďnăL and pmnq0ďnăL for which the first assertion
holds. The second assertion now follows from Proposition 3.1. Finally, if l “ `8
it follows from (6) that αn Õ 1 and δn Œ 0. Therefore, the process pT,Pq is
loosely Bernoulli by Proposition 2.2.
By applying item 3 in Proposition 3.2 to a sequence of refining measurable
partitions we immediately obtain the following loose-Bernoullicity criterion.
Theorem 3.3. Let pX,T q be an ergodic zero-entropy transformation and let
tPnunPN Ă Pf pXq be a sequence of refining partitions satisfying Pn Ñ E. Sup-
pose there exists a collection of Rokhlin towers T “ tTnuně1 Ă T pXq obeying:
(i)
ř`8
n“1 µ
2
Tn
“ `8,
(ii) Tn`1 is δi,n´i-monochromatic with respect to Pi for all 0 ď i ď n ` 1,
where
αi,0 “ 0, αi,n`1 “ αi,n ` δi,n, δi,n “ µT 2
n`1`i
ˆ
1´ αi,n
10
˙2
.
There exist natural numbers MnpT,P1, . . . ,Pn, T1, . . . , Tnq such that if
hTn ąMn´1
holds for all n ě 1, then the transformation T is loosely Bernoulli.
Remark: Mn in the previous Theorem can be taken as
Mn “ max
0ďiďn
NipT,Pi, Ti, . . . , Tnq
14
with Ni as defined in Proposition 3.2.
Let us point out that the hypotheses of Theorem 3.3 are always satisfied by
local rank one systems and thus Theorem 3.3 can be seen as a generalization,
in the zero-entropy case, of Ferenczi’s result in [8, Proposition 1], which shows
that ergodic local rank one transformations are loosely Bernoulli.
Recall that a system pX,T q is said to have local rank one if there exists
a ą 0 such that for every finite measurable partition P P Pf pXq and for every
ǫ ą 0 there exists a Rokhlin tower T P T pXq, with µT ą a, and a measurable
partition of the support of the tower Q, obeying T ď Q, such that
DpQ,P |T q ă ǫ.
In a few words, local rank one property guarantees that any finite measurable
partition can be arbitrarily well approximated by towers whose size is bounded
from below by a fixed positive constant.
We stress the fact that the size of the towers in Theorem 3.3 is not necessarily
bounded from below.
3.3 LB criterion for the cartesian product
In this section we adapt Proposition 3.2 and Theorem 3.3 to obtain similar
loose-Bernoullicity criteria, compatible with mixing, for the cartesian product
of ergodic zero-entropy processes (Item 3 in Proposition 3.5) and transforma-
tions (Theorem 3.6).
Notice that any pair of Rokhlin towers T ˘ “ T pF˘, h˘q induces a tower
T “ T pF` ˆ F´,maxth`, h´uq for the cartesian product T ˆ T whose size is
given by
µT “
µT `µT ´
minth`, h´u
.
The height of this product tower can be increased, at the cost of slightly
shrinking the base, if some almost periodicity holds for the initial towers, that
is, if most of their roof’s image is contained in their base. To illustrate this let
us suppose for a moment that
T hpF˘q “ F˘. (7)
Then if h`, h´ are relatively prime T pF`ˆF´, h`h´q is a well defined Rokhlin
tower of size µT `µT ´ . Clearly, if the system is mixing equation (7) cannot hold
unless F˘ “ X . Nevertheless, this argument can be adapted provided the
precision of the towers T ˘ is sufficiently small. Recall that the precision of a
Rokhlin tower T pF, hq, which we denote by ρT , is given by
ρT “ µpF∆T
hpF qq.
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The following Lemma gives explicit relations between the towers T ˘ and its
cartesian product.
Lemma 3.4. Let pX,µ, E , T q be a finite measure preserving transformation,
P˘ P PfpXq and T
˘ “ T pF˘, h˘q P T pXq Rokhlin towers of sizes µ˘ with
h`, h´ relatively prime. If
ph¯ ´ 1qρT ˘ ă p1´ cq
µ˘
h˘
, (8)
for some 0 ă c ă 1, then there exists F Ă F` ˆ F´ such that T pF, h`h´q P
T pXˆX,T ˆT q is a well-defined Rokhlin tower of size µT ą c
2µ`µ´ satisfying
dpT ,P` ˆ P´q ď dpT `,P`qµT ´ ` dpT
´,P´qµT ` .
Proof. Let
E˘ “
h¯´1č
k“1
T´kh
˘
pF˘q.
By (8)
µpE˘q ą
cµ˘
h˘
. (9)
Let F “ E` ˆ E´. Notice that for any 0 ă i ă h`h´
F X pT ˆ T qipF q ‰ H implies h˘ | i.
Since h`, h´ are relatively prime this shows that T pF, h`h´q is a well defined
Rokhlin tower. The estimate on the size of this tower follows trivially from (9).
Denote P˘ “ tP˘1 , . . . , P
˘
N u and let “ tξ
˘
1 , . . . , ξ
˘
Nu be partitions of T
˘ such
that
T ˘ ď ξ˘, dpT ˘,P˘q “ dpξ˘,P˘q.
Denote P “ P` ˆ P´. Notice that T “ T pT ˆ T, F, h`h´q Ă T ` ˆ T ´ and
since ξ` ˆ ξ´ is a partition of T ` ˆ T ´ then ξ “ pξ` ˆ ξ´q|T is a well defined
partition of T . Furthermore T ď ξ and
∆pT ,Pq ď dpξ,P |T q
“
Nÿ
i,j“1
µppξ`i ˆ ξ
´
j X T q z pP
`
i ˆ P
´
j qq
ď
Nÿ
i,j“1
µpξ`i zP
`
i ˆ ξ
´
j q ` µpξ
`
i ˆ ξ
´
j zP
´
j q
ď dpξ`,P`qµT ´ ` dpξ
´,P´qµT `
Taking into account the previous Lemma the proof of the following result
follows the same lines than that of Proposition 3.2.
16
Proposition 3.5. Let pT,Pq be a weak mixing zero-entropy process, L P N Y
t`8u and T “ tT ˘n u1ďnăL be a collection of Rokhlin towers. Suppose hT `n , hT ´n
are relatively prime and
ρ
T
˘
n
ď
µ˘
Tn
2h`Tnh
´
Tn
for all 1 ď n ă L. Further assume that T ˘n`1 are δn-monochromatic with respect
to P for all 1 ď n ă L where
α0 “ 0, αn`1 “ αn ` δn, δn “
ˆµ
T
`
n`1
µ
T
´
n`1
2
˙2ˆ
1´ αn
10
˙2
.
Then there exist natural numbers NnpT,P , T
˘
1 , . . . , T
˘
n q for 0 ď n ă L such
that for any 1 ď l ď L satisfying
h
T
`
n
h
T
´
n
ą Nn´1 for all 1 ď n ă l (10)
the following holds:
1. There exist pmnq0ďnăl Ă N such that the process pT ˆ T,P ˆ Pq verifies
P pαn, δn,mnq for all 0 ď n ă l.
2. If l ă `8 and there exist Rokhlin towers T ˘, δT -monochromatic with
respect to P where
δT “
´µT `µT ´
2
¯2ˆ1´ αl´1
10
˙2
obeying
hT `hT ´ ą Nl
then the process pT ˆ T,P ˆ Pq verifies P pαl´1 ` δT , δT ,mlq for some
ml P N.
3. If l “ `8 and
`8ÿ
n“1
´
µ
T
`
n`1
µ
T
´
n`1
¯2
“ `8, (11)
then the process pT ˆ T,P ˆ Pq is loosely Bernoulli.
In the previous Proposition we assume the system to be weak mixing, instead
of ergodic, just to guarantee that its cartesian product is ergodic. Proposition
3.5 immediately implies the following.
Theorem 3.6. Let pX,T q be a weak mixing zero-entropy transformation and
tPnunPN Ă Pf pXq be a sequence of refining partitions satisfying Pn Ñ E. Sup-
pose there exists a collection of Rokhlin towers T “ tT ˘n uně1 Ă T pXq obeying:
(i)
ř`8
n“1
`
µ
T
`
n
µ
T
´
n
˘2
“ `8,
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(ii) ρ
T
˘
n
ď
µ˘
Tn
2h`
Tn
h´
Tn
for all n ě 1,
(iii) h
T
`
n
, h
T
´
n
are relatively prime for all n ě 1,
(iv) T ˘n`1 is δ
˘
i,n´i-monochromatic with respect to Pi for all 0 ď i ď n ` 1,
where
αi,0 “ 0, αi,n`1 “ αi,n ` δi,n,
δi,n “
ˆµ
T
`
n`1`i
µ
T
´
n`1`i
2
˙2ˆ
1´ αi,n
10
˙2
.
There exist natural numbers MnpT,P1, . . . ,Pn, T
˘
1 , . . . , T
˘
n q such that if
h
T
`
n
h
T
´
n
ąMn´1
holds for all n ě 1, then the transformation T ˆ T is loosely Bernoulli.
Remark: Mn in the previous Theorem can be taken as
Mn “ max
0ďiďn
NipT,Pi, T
˘
i , . . . , T
˘
n q
with Ni as defined in Proposition 3.5.
A similar criterion for loose-Bernoullicity of the cartesian product of a mea-
sure preserving transformation with itself was proven by Katok and Stepin in [21]
assuming the existence of excellent approximations of type pn, n ` 1q. Precise
definitions and a proof of this criterion can be found in [16, Section 3.2]. We
stress the fact that transformations within the hypotheses of Katok and Stepin’s
criterion cannot be mixing (see [16]). Also, for a given finite partition P , sys-
tems with excellent approximations of type pn, n`1q admit couples of arbitrarily
high towers whose heights differ by 1, whose size is bounded from below and
which approximate P arbitrarily well. Therefore, we can apply Theorem 3.6 to
recover Katok and Stepin’s criterion.
4 Smooth mixing transformations with LB carte-
sian product
In this section we will apply the loose-Bernoullicity criterion in Theorem 3.6 to
show the existence of zero-entropy smooth mixing loosely Bernoulli transforma-
tions on T3 whose cartesian product with themselves is loosely Bernoulli. These
systems will be obtained as the limits of the recursive procedure described in
Section 4.3 and which we summarize in Lemma 4.7.
The transformations we consider are time one maps of continuous special
flows over minimal translations of T2. As we shall see in the following, these
maps can be naturally identified with continuous homeomorphisms of T3 and
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they possess a natural invariant ergodic measure. Under some additional as-
sumptions these maps will be actually mixing with respect to this measure.
Furthermore, by Abramov’s [1] entropy formula (12) these maps will have zero
entropy.
4.1 Special Flows
Given a measure preserving transformation pX,µ, E , T q and an integrable func-
tion ϕ : X Ñ p0,`8q denote by „T,ϕ the equivalence relation on X ˆ R given
by
px, s` ϕpxqq „T,ϕ pT pxq, sq .
The special flow over T with roof function ϕ which we denote ΨtT,ϕ : Xϕ Ñ Xϕ,
where Xϕ “ X ˆ R{„T,ϕ , is defined as the identification by „T,ϕ of the action
pt, x, sq ÞÑ px, s` tq.
Using the Birkhoff sums of ϕ with respect to T and noticing that
Xϕ “ tpx, sq P X ˆ R | 0 ď s ď ϕpxqu {„T,ϕ ,
we can provide a more explicit expression of the special flow. Given px, sq P
X ˆ R obeying 0 ď s ă ϕpxq and for any t ě 0 we have
ΨtT,ϕpx, sq “
˜
T πpt,x,sqpxq, t` s´
πpt,x,sq´1ÿ
k“0
ϕpT kqpx, yq
¸
,
where
πpt, x, sq “ min
#
n P N
ˇˇˇˇ
ˇ t` s ă nÿ
k“0
ϕpT kqpxq
+
.
The special flow ΨtT,ϕ preserves the normalized product measure
λT,ϕ “
pµˆ λq |Xϕş
X
ϕdµ
,
where λ denotes the Lebesgue measure on R. We recall Abramov’s [1] entropy
formula
hλT,ϕpΨ
t
T,ϕq “ t
hµpT qş
X
ϕdµ
. (12)
4.1.1 Time one maps of special flows over T2
Let us recall that the toral translation Rω : T
2 Ñ T2, where ω P R2 denotes
the translation vector, is minimal if and only if p1, ωq is non-resonant. A vector
v P Rd is said to be non-resonant if its coordinates are rationally independent,
i.e. if the equation xv, ky “ 0 does not admit a solution k P Zdzt0u, otherwise
19
it is called resonant.
Given r P N Y t`8u let Cr`pT
2q denote the space of strictly positive Cr
functions on T2 endowed with the Cr topology. We denote C0`pT
2q simply by
C`pT
2q. To simplify the notations, for ω P R2 fixed we denote
Tω,ϕ “ Ψ
1
Rω,ϕ
, λω,ϕ “ λRω ,ϕ
for every ϕ P C`pT
2q. By (12)
hλω,ϕpTω,ϕq “ 0.
Notice that for ϕ, ψ P C`pT
2q the transformations Tω,ϕ, Tω,ψ are not necessarily
defined on the same space. To be able to compare these two mappings we first
normalize them as follows. Let ω “ pΩ,Ω1q P R2. For every ϕ P C`pT
2q let
Φω,ϕ : T
3 ÝÑ Xϕ
px, y, zq ÞÑ px ` Ω, y ` Ω1, zϕpx, yqq
.
It is easy to show that Φω,ϕ is a well defined homeomorphism. Define
Gω,ϕ “ Φ
´1
ϕ ˝ Tω,ϕ ˝ Φϕ, µω,ϕ “ Φ
˚
ϕpλω,ϕq. (13)
Thus pGω,ϕ, µω,ϕq is a well defined measure preserving homeomorphism of T
3
for any ϕ P C`pT
2q. Furthermore, the transformation Φω,ϕ (and therefore Gω,ϕ
and µω,ϕ) is as regular as the roof function ϕ.
4.2 Mixing criterion
Given ω “ pΩ,Ω1q P R2 such that p1, ωq is non-resonant we denote by qn, q
1
n the
first return times of Ω and Ω1 respectively. Recall that given α P p0, 1q irrational
and by setting q0 “ 1 the first return times of α can be defined recursively for
all n P N by
qn`1 “ min tk P N
˚ | ~kα~ ă ~qnα~u ,
where ~ ¨~ denotes the distance to the closest integer. We extend the definition
of ~ ¨ ~ to vectors in Rd by
~x~ “ min
kPZd
|k ´ x|1.
For α P R let us denote
tαu “ α´ tαu.
The following mixing criterion was proved by Fayad in [4, Proposition 3.3].
Proposition 4.1. Suppose
q1n ě e
3qn , qn`1,ě e
3q1n for all n P N. (14)
If for every n P N sufficiently large there exist two sets In, I
1
n, each one being
equal to the circle minus two intervals whose lengths converge to zero, and if
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• For any y P T, any x such that tqnxu P In, and any m P re
2qn{2, 2e2q
1
ns,
we have
|BxSmϕpx, yq| ě
m
eqn
qn
n
• For any x P T, any y such that tqnyu P I
1
n, and any m P re
2qn{2, 2e2qn`1s,
we have
|BySmϕpx, yq| ě
m
eq
1
n
q1n
n
then the special flow ΨtRω,ϕ is mixing.
Let us point out that the set of vectors verifying (14) is uncountable and
dense. For a proof of this see [27, Appendix 1].
4.3 Construction
In the following we fix a vector ω “ pΩ,Ω1q P R2 such that p1, ωq is non-resonant
and denote by qn, q
1
n the first return times of Ω and Ω
1 respectively. We further
assume that (14) holds. Let
CMix “
 
ϕ P C8` pT
2q | pGω,ϕ, µω,ϕq is mixing
(
.
Denote by ϕ0 : T
2 Ñ R the real analytic function given by
ϕ0px, yq “ 1`
`8ÿ
n“1
Xnpxq ` Ynpyq (15)
where
Xnpxq “ e
´qn cosp2πqnxq, Ynpyq “ e
´q1n cosp2πq1nyq. (16)
Applying the mixing criterion in Proposition 4.1 one can prove the following
(see [6, Theorem 1]).
Proposition 4.2. For any trigonometric polynomial P : T2 Ñ R such that
ϕ0 ` P is strictly positive
ϕ0 ` P P CMix
In particular CMix is C
8-dense in C8` pT
2q.
Our goal is to prove the following.
Theorem 4.3. There exist a set S Ă C8` pT
2q, C8-dense in"
ϕ P C8` pT
2q
ˇˇˇˇ ż
T2
ϕpθqdθ “ 1
*
such that for every ϕ P S the transformation pGω,ϕ, µω,ϕq given by (13) is
mixing and its cartesian product with itself pGω,ϕˆGω,ϕ, µω,ϕˆµω,ϕq is loosely
Bernoulli.
21
Let us give an outline of the proof. We prove Theorem 4.3 by showing that
for any trigonometric polynomial P of zero average such that ϕ0 ` P is strictly
positive the following holds: For all r P N and all ǫ ą 0 there exist an increasing
sequence of natural numbers mn and a sequence of trigonometric polynomials
Pmn : TÑ R of zero average and degree at most qmn obeying
`8ÿ
n“1
}Pmn}Cr ă ǫ,
for which, redefining ϕ0 as
ϕ0 “
`8ÿ
k“1
Xkpxq ` Ykpyq
where Xk is equal to Pmn if k “ mn for some n ě 1 or to Xk otherwise,
ψ “ ϕ0 ` P
is a well defined function in C8` pT
2q such that pGω,ψ, µω,ψq is mixing and its
cartesian product pGω,ψ ˆGω,ψ, µω,ψ ˆ µω,ψq is loosely Bernoulli. Notice that
up to take m1 sufficiently large we can suppose WLOG that
}ψ ´ pϕ0 ` P q}Cr “
›››››`8ÿ
n“1
Pmn ´Xmn
›››››
Cr
ă 2ǫ.
The sequences tmnuně1 and tPmnuně1 are defined recursively with respect
to a sequence of refining partitions Pn Ñ E set beforehand. We define mn,
Pmn by guaranteeing (Proposition 4.6), at each step, the existence of Rokhlin
towers T pGω,ψn , F
˘
n , h
˘
n q within the hypotheses of Lemma 3.4 for the processes
pGω,ψn ,Piq, for i “ 0, . . . , n, where
ψn “ ϕ0 ` P `
nÿ
k“1
pPmkpxq ´Xmkpxqq.
The towers T pGω,ψn , F
˘
n , h
˘
n q will be sufficiently monochromatic with respect to
the partitions P0, . . . ,Pn, and of size „ pn`1q
´ 1
4 . By ensuring that ψn`1 is suf-
ficiently close to ψn at each step, we can also guarantee that T pGω,ψm , F
˘
n , h
˘
n q
are well defined Rokhlin towers for all m ě n.
By carefully choosing the sequence th˘n uně1, we can guarantee that for all
1 ď n ď m the process pGω,ψm ,Pnq and the towers tT pGω,ψm , F
˘
i , h
˘
i qu1ďiďn
verify (10) with l “ n´ 1. Taking
ψ “ lim
nÑ`8
ψn,
the loose-Bernoullicity of pGω,ψ ˆGω,ψ, µω,ψ ˆ µω,ψq will follow from Theorem
3.6. By Proposition 4.1, the transformation pGω,ψ, µω,ψq will be mixing.
A precise statement of the recursive procedure described above is given in
Lemma 4.7.
22
4.4 Proof of Theorem 4.3
Let us start by noticing that, under some particular conditions on P , the prop-
erty P pP , α, δ, nq is open in the space of transformations
tpGω,ϕ, µω,ϕquϕPC`pT2q Ă HompT
3q
endowed with the C0 topology.
Proposition 4.4. Let α, δ ą 0, n P N and suppose P is a finite partition of T3
whose elements are either open or have zero Lebesgue measure. Then the set of
ϕ P C`pT
2q for which pGω,ϕ, µω,ϕq verifies P pP , α, δ, nq is open in C`pT
2q.
Proof. Let us assume δ ă 1 otherwise the result is trivial. Let ϕ P C`pT
2q such
that pGω,ϕ, µω,ϕq verifies P pP , α, δ, nq and denote by W0 the set associated to
this property. Since we consider T3 endowed with the Borel σ-algebra we can
suppose WLOG, up to slightly reduce the measure of W0, that W0 is a compact
set. Furthermore, we can assume that all the iterates of points in W0 belong
to open sets of the partition since those who do not verify this condition form
a set of zero Lebesgue measure (recall that µω,ϕ is equivalent to the Lebesgue
measure on T3). By continuity there exists ǫ ą 0 such that for any ψ P C`pT
2q
obeying
}ψ ´ ϕ}C0 ă ǫ
we have µω,ψpW q ą 1 ´ δ and for all x P W the P-n-names associated to x
with respect to pGω,ϕ, µω,ϕq and pGω,ψ, µω,ψq coincide. Therefore pGω,ψ, µω,ψq
verifies P pP , α, δ, nq.
Let us introduce the family of polynomials to be used in the recursive proce-
dure described in Section 4.3. The class we define here is a slight modification
of the one considered in [4, Proposition 3.5] by Fayad.
Proposition 4.5. Let r P N and 0 ă µ ă 1
4
. For all n P N sufficiently large
there exists
qne
´qn
2
ď ηn ď
3qne
´qn
4
and a trigonometric polynomial Pµ,n of zero average and degree at most qn`1
satisfying the following:
1. 1
ηn
P 2qnN,
2. }Pµ,n}Cr ď e
´3qn{4,
3. |Pµ,npxq ¯ ηn| ď
e3qn{4
qn`1
for |tqnxu ´
1
2
˘ 1
4
| ă 3µ,
4. ¯P 1µ,npxq ě
q2n
eqn
for |tqnxu ´
1
2
˘ 1
4
| ą 4µ.
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Furthermore, for any increasing sequence tmnunPN Ă N and any decreasing
sequence µn Œ 0 such that
ψ “ ϕ0 ` P `
`8ÿ
n“1
pPµn,mnpxq ´Xmnpxqq
is a well defined function in C8` pT
2q the transformation pGω,ψ, µω,ψq is mixing.
The proof of this Proposition is completely analogous to that of Proposition
3.5 and Theorem 3.1 in [4] so we defer it to the Appendix. Using the family of
polynomials just defined we will prove the following.
Proposition 4.6. Let P be a trigonometric polynomial with zero average such
that ϕ0 ` P is strictly positive. Suppose P is a finite partition of T
3 whose
elements are either open or have zero Lebesgue measure. For all r, n,N P N and
all 0 ă β, µ, ǫ ă 1
10
there exists m P N obeying
|qrme
´qm | ă ǫ
such that for Pµ,m as defined in Lemma 4.5
ϕpx, yq “ ϕ0px, yq ` P px, yq ` Pµ,mpxq ´Xmpxq
is a well defined function in C8` pT
2q and the transformation pGω,ϕ, µω,ϕq admits
two Rokhlin towers T ˘ with closed sets as floor sets obeying
∆pT ˘,Pnq ď β, µT ˘ ą µ, hT ´ “ hT `´2 ą N, ρT ˘ ă
µ
2phT `q2
.
Proof. Let m P N and define
Lm “
m´1ÿ
n“1
Xnpxq ` Ynpyq, Hm “ Ympyq `
ÿ
nąm
Xnpxq ` Ynpyq.
Thus we can express ϕ in the statement as
ϕ “ 1` P ` Lm `Hm ` Pµ,m. (17)
Take m sufficiently large so that
degpP q ď qm´2, q
r
me
´qm ă ǫ,
eqm
q2m
ą N.
Let
I˘ “
!
x P T
ˇˇˇ ˇˇ
x´ 1
2qm
˘ 1
4qm
ˇˇ
ď 2µ
qm
)
and define
F˘ “ I˘ ˆ Tˆ
“
qmηm
4
, 3qmηm
4
‰
, h˘ “ η´1m ˘ 1,
24
with ηm as defined in Lemma 4.5. We claim that for m sufficiently large
T
˘ “ T pF˘, h˘q
are well defined Rokhlin towers for the map pGω,ϕ, µω,ϕq satisfying the desired
conditions. We will prove this only for F´ as the proof for F` is analogous.
First, notice that h´ ą N by our initial hypothesis on m. Suppose by
contradiction that there exists 0 ă k ă h´ for which T kpF´q X F´ ‰ H. Then
there exist px, y, zq P F´ such that for n “ πpk, x, y, zq
x` nΩ P I´, 0 ď k ´ SRωn ϕpx, yq ď
qmηm
2
. (18)
Let 0 ă c ă 1 such that ϕ`P ą c. Notice that n ď hc´1 and take m sufficiently
large so that hc´1 ă qm`1. As x` nΩ P I
´ then
~nω~ ď
4µ
qm
which implies n ą qm´1. Since n ď ha
´1 ă qm`1 it follows that n “ lqm for
some l P N. By definition of ηm if follows that l ă e
qm for m sufficiently large.
Claim. For all x P I´, y P T, and 0 ă l ă eqm
|SRωlqmϕpx, yq ´ lqm ` lqmηm| ă
1
e2qm
(19)
for m sufficiently large.
Proof of the Claim. We decompose ϕ as in (17) and calculate each Birkhoff sum
separately. Since P and Lm are polynomials of degree less than qm´1, and qm
respectively, by Corollary 5.2 there exist a positive constant C0 such that
}SRωlqmP }C0 ď
lC0
qm`1
, }SRωlqmLm}C0 ď
lC0qm
qm`1
.
Given x P I´ and 0 ă l ă eqmˇˇˇˇ
tqmpx` lαqu ´
3
4
ˇˇˇˇ
ă 2µ`
l
qm`1
ă 3µ
for sufficiently large m. Thus by condition 3 of Lemma 4.5
|SRωlqmPµ,mpxq ` lqmηm| ď
le3qm{4
qm`1
.
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Notice that }Hm}C0 ď 2e
´q1m for m sufficiently large. Let x P I´, y P T and
0 ă l ă eqm . Then
|SRωlqmϕpx, yq ´ lqm ` lqmηm| ď |S
Rω
lqm
Pµ,mpx, yq ` lqmηm|
` |SRωlqmP | ` |S
Rω
lqm
Lm| ` |S
Rω
lqm
Hm|
ď
le3qm{4
qm`1
`
lC0
qm`1
`
lC0qm
qm`1
`
2lqm
eq
1
m
ă
1
e2qm
for sufficiently large m.
By (18) and the previous Claim
lqm ´ lqmηm ´ e
´2qm ă k ă lqm ´ lqmηm ` e
´2qm `
qmηm
2
(20)
Since k ď η´1m ´ 2 the LHS of the previous equation yields to
lqmηm ď 1´
ηm
1´ ηm
p1´ e´2qmq.
Thus, by applying the previous inequality in the LHS of (20) it follows that
k ą lqm ´ 1
for m sufficiently large. But the RHS of (20) implies
k ă lqm
for m sufficiently large, which is a contradiction since k is a natural number.
Therefore T ´ “ T pF´, h´q is a well defined Rokhlin tower for pGω,ϕ, µω,ϕq.
Furthermore
µT ´ “ h
´µpF´q “
1´ ηm
ηm
3ηmµ
2
ą µ.
Let px, y, zq P F´. Taking l “ pηmqmq
´1 in (19) we obtainˇˇˇ
h´ ´ SRω
h´`1ϕpx, yq
ˇˇˇ
ă
1
e2qm
.
Hence πph´, x, y, zq “ h´ ` 1 “ η´1m andˇˇˇ
Gh
´
ω,ϕpx, y, zq ´ px, y, zq
ˇˇˇ
“
´
~η´1m Ω~,~η
´1
m Ω
1~, h´ ´ SRω
h´`1ϕpx, yq
¯
.
Since ~η´1m Ω~ ď
η´1m
qm`1
it easily follows that
ρT ´ ă
µ
2ph`q2
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for sufficiently large m. It remains to show dpT ´,Pq ď β. For this consider an
open cover of T3
U “ tP˚ | P P P , P˚ ‰ Hu Y tUu
where U is an open set of µϕ0`P -measure less than
β
2
and let a be the Lebesgue
number of this cover. The existence of such cover follows directly from the
hypotheses on P . We claim that for m sufficiently large the diameter of every
level of the towers T ´ is smaller than a. By (19) for all 0 ď l ă eqm
diampGlqmω,ϕpF
´qq ď qmηm `
1
e2qm
`
3µ
qm
}ϕ1}C0
ď
2q2m
eqm
`
1
e2qm
`
6µ
qm
ď
10µ
qm
for m sufficiently large. By definition of T ´ and by Corollary 5.2, there exists
a positive constant C, such that for all 0 ă r ă qm
diampGlqm`rω,ϕ pF
´qq ď diampGlqmω,ϕpF
´qq
´
1` max
0ďiăqm
}Siϕ
1}C0
¯
ď
10µ
qm
ˆ
1` max
0ďiăqm
}SiP
1}C0 ` max
0ďiăqm
}SiL
1
m´1}C0
` qm}Xm´1 ` Ym´1 ` Pµ,m `Hm}C1
˙
ď
10µ
qm
ˆ
1` C ` Cqm´1 ` qm
ˆ
qm´1
eqm´1
`
q1m´1
e´q
1
m´1
`
q4m
eqm
`
2qm
eq
1
m
˙˙
ď a
for m sufficiently large. Therefore every level of the tower T ´ is contained in at
least one element of the open cover U . By definition of U it easily follows that
∆pT ´,Pq ă µω,ϕpUq
Since µω,P`ϕ0pUq ă
β
2
we have µω,ϕpUq ă β for m sufficiently large.
We now have all the tools to prove Theorem 4.3.
Proof of Theorem 4.3. Let ϕ P C8` pT
2q with average equal to one, r P N and
ǫ ą 0. We will define ψ P C8` pT
2q with average equal to one such that
}ϕ´ ψ}Cr ă ǫ,
pGω,ψ, µω,ψq is mixing and pGω,ψ ˆGω,ψ, µω,ψˆµω,ψq is Loosely Bernoulli. We
will obtain ψ as the limit of a recursive procedure. By Proposition 4.2 there
exists a trigonometric polynomial P0 with zero average such that ψ0 “ ϕ0`P0 P
CMix and
}ϕ´ ψ0}Cr ă
ǫ
2
.
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We define a sequence pPnqnPN of refining partitions as follows. For all n P N,
Pn is the partition of T
3 into 23n open cubes of the form`
i
2n
, i`1
2n
˘
ˆ
`
j
2n
, j`1
2n
˘
ˆ
`
k
2n
, k`1
2n
˘
,
for some i, j, k P N, together with a zero Lebesgue measure set given by the union
of the boundaries of the cubes. The order of the elements of each partition is
not relevant. Clearly Pn Ñ BpT
3q. Let µn “ pn` 1q
´ 1
4 and define
α0 “ 0, αn`1 “ αn ` δn, δn “
µ4n
4
ˆ
1´ αn
10
˙2
.
for all n P N. Propositions 4.4, 4.5, 4.6 imply the following.
Lemma 4.7. There exist closed sets tF˘n uně1 Ă E, sequences th
˘
n uně1 Ă N,
tNn,kun,kPN Ă N, tmnuně1 Ă N, tǫnunPN Ă R` with mn increasing and ǫn
decreasing, such that for all 0 ď k ă l ď n, denoting
Pl “ Pµl,ml ´Xml ,
with Pµl,ml as in Proposition 4.5, and
ψnpx, yq “ ϕ0px, yq ` P0px, yq ` P1pxq ` ¨ ¨ ¨ ` Pnpxq,
the following holds:
1. ψn P CMix.
2. }Pn}Cr`n ď ǫn´1 ď
1
2n
.
3. h`n “ h
´
n ` 2, and h
`
nh
´
n ą Nk,n´k.
4. For all ψ P CMix obeying
}ψ ´ ψn}C0 ď ǫn,
T
˘
l “ T pGω,ψ , F
˘
l , h
˘
l q are well defined Rokhlin towers, δl - monochro-
matic with respect to Pk obeying
µ˘Tl ě
1
l1{4
, ρ
T
˘
l
ă
µTl
2ph`
l
q2
.
Moreover, pGω,ψ,Pkq and T “ tTiukďiăn verify the hypotheses of Propo-
sition 3.5. For 0 ď i ď n´ k, the numbers NipGω,ψ , Pk, T
˘
k , . . . , T
˘
k`i´1q
given by Proposition 3.5 can be taken as Nk,i.
Let us assume that the Lemma has been proven and let
ψ “ lim
nÑ8
ψn,
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which is a well defined C8 function obeying
}ϕ´ ψ}Cr ă ǫ.
We can suppose WLOG that ψ P C8` pT
2q. By Proposition 4.5, ψ P CMix and
thus pGω,ψ, µω,ψq is mixing. By (4) in the Lemma, the transformation Gω,ψ and
the collection tT ˘n uně1 verify the hypotheses of Theorem 3.6. Furthermore, by
(3) and (4) in the Lemma and by the Remark in Theorem 3.6 it follows that
pGω,ψ ˆGω,ψ, µω,ψ ˆ µω,ψq is loosely Bernoulli.
Proof Lemma 4.7. We prove the Lemma by induction. Define ǫ0 “
ǫ
4
, N0,0 “ 0
and let n ě 1. Suppose Nk,i has been defined for all 0 ď k ă n, 0 ď i ă n´ k
and that the other sequences in the statement have been defined up to their
pn´ 1q-th term. For all 0 ď k ď n define
Nk,n´k “ Nn´kpGω,ψn´1 ,Pk, T pGω,ψn´1 , F
˘
k , h
˘
k q, . . . , T pGω,ψn´1 , F
˘
n´1, h
˘
n´1qq
with Nn´k as in Proposition 3.5. Applying Proposition 4.6 with
P “ P0 ` ¨ ¨ ¨ ` Pn´1, P “ Pn, β “ δn,
µ “ µn, ǫ “ ǫn´1, N “
2
δn
max
0ďkďn
Nk,n´k
there exists mn P N such that for Pn “ Pµn,mn ´Xmn
ψn “ ψn´1 ` Pn P C
8
` pT
2q, }Pn}Cr`n ă ǫn´1,
and the system pGω,ψn , µω,ψnq admits Rokhlin towers T
˘ “ T pGω,ψn , F
˘
n , h
˘
n q,
δn-monochromatic with respect to Pn, with closed floor sets such that
h`n “ h
´
n ` 2 ą N, µT ˘ ą µn, ρT ˘ ă
µn
2ph`
n
q2
.
By Proposition 4.2, ψn satisfies the first assertion. By construction the second
and third assertion also hold for Pn and h
˘
n respectively. Thus, it remains to
define ǫn such that the fourth assertion holds. Let 0 ď k ă l ď n. Since
}ψn ´ ψn´1}C0 ă ǫn´1
it follows from (4) in the Lemma that
Nk,n´k “ Nn´kpGω,ψn ,Pk, T pGω,ψn , F
˘
k , h
˘
k q, . . . , T pGω,ψn , F
˘
n´1, h
˘
n´1qq.
By (4) in the Lemma, if k ă n´ 1 the transformation pGω,ψn ,Pkq and the col-
lection T “ tT pGω,ψn , F
˘
i , h
˘
i qukďiăn verify the hypotheses of Proposition 3.5.
By construction, if k “ n´ 1 then pGω,ψn ,Pn´1q and T “ tT pGω,ψn , F
˘
n , h
˘
n qu
verify the hypotheses of Proposition 3.5. By Proposition 4.4 and by continuity,
there exist
0 ă ǫn ď
ǫ
2n`2
such that the conclusions in (4) hold for any ψ P CMix satisfying
}ψ ´ ψn} ď ǫn.
This completes the proof.
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5 Appendix
Lemma 5.1. Let ω P Rd such that p1, ωq is non-resonant. Given a trigonomet-
ric polynomial P : Td Ñ R with zero average and of degree n ě 1 there exists a
trigonometric polynomial Q of degree n such that
P “ Q ˝Rω ´Q, (21)
where Rω : T
d Ñ Td denotes the toral translation of rotation vector ω. In
particular, the Birkhoff sums of P with respect to Rω obey››SRωm P ››Cr ď min t2}Q}Cr ,~mω~}Q}Cr`1u (22)
for all m ě 1. Furthermore, there exists a constant Cpd, rq such that
}Q}Cr ď C}P }Cd`r`1 max
0ă|k|1ďn
~xk, ωy~´1.
Proof. Consider the Fourier expansion of P
P pθq “
ÿ
|k|1ďn
pke
2πik¨θ
and define
Qpθq “
ÿ
|k|1ďn
pk
e2πik¨θ ´ 1
e2πik¨θ. (23)
Then Q satisfies (21). Equation (22) is a direct consequence of (21). Recall that
given r P N there exists a constant Cpd, rq such that for any f P C8pTd,Rq with
Fourier coefficients fk we have
C´1|k|r1|fk| ď }f}Cr ď sup
kPNd
C|k|r`d`11 |fk|.
Since
|e2πik¨θ ´ 1| ě 2 sinpπ~k ¨ ω~q ě ~k ¨ ω~
the bound for the Cr norm of Q now follows from (23).
Remark: For ω P RzQ with return times pqnqnPN
qn ď max
0ă|k|1ăqn
~kω~´1 “ ~qn´1α~
´1 ď 2qn.
Corollary 5.2. Let ω P Rd such that p1, ωq is non-resonant. Given r P N there
exists a constant Cpd, rq such that for any trigonometric polynomial P : Td Ñ R
with zero average and for all m ě 1››SRωm P ››Cr ď C}P }Cr`d`1~mω~ max0ă|k|1ădegpP q~xω, ky~´1
In particular, if d “ 1, ω P RzQ with return times pqnqnPN and degpP q ă qm0
then ›››SRωqm´1P ›››
Cr
ď 2C
qm0
qm
}P }Cr`2
for all m ě 1.
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The construction in Proposition 4.5 is analogous of the polynomials families
defined in [4, Proposition 3.5] and in [5, Proposition 4]. The proof of the last
part of Proposition 4.5 is completely analogous to the proofs of [4, Theorem
3.1] and [5, Theorem 3] which rely on the mixing criterion in Proposition 4.1.
We will briefly sketch the proofs here. For more details we refer the interested
reader to [6], [4], [5].
Proof Proposition 4.5. Let r, n P N and 0 ă µ ă 1
4
. Let rξn : R Ñ R be the 1qn
periodic odd function defined by
rξnpxq “
$’’’&’’’%
x for x P
“
0, 1
4qn
´ µ
qn
‰
1´4µ
4qn
for
ˇˇ
x´ 1
4qn
ˇˇ
ă µ
qn
´x` 1
2qn
for
“
1
4qn
` µ
qn
, 1
2qn
‰ .
Fix
qne
´qn
2
ď ηn ď
3qne
´qn
4
such that 1
ηn
P 2qnN (which is always possible for n sufficiently large) and define
ξnpxq “
4qnηn
1´ 4µ
rξnpxq.
Let K : RÑ R be an even, positive, smooth bump function obeying
SupppKq Ă p´1, 1q,
ż
R
Kpxqdx “ 1.
Define Knpxq “ n
2qnKpn
2qnq. Clearly
SupppKnq Ă
ˆ
´1
n2qn
,
1
n2qn
˙
,
ż
R
Knpxqdx “ 1.
Let
X “ Kn ˚ ξn
and notice that X is a well defined 1
qn
periodic odd function. Define Pµ,n as the
truncation of the Fourier series of X “ Kn ˚ ξn to degree qn`1 ´ 1, namely
Pµ,npxq “
qn`1´1ÿ
k“´qn`1`1
pXpkqe2πikx.
Let us denote
I “
!
x P T
ˇˇˇ ˇˇ
tqnxu `
1
4
ˇˇ
ă 3µ
)
, I 1 “
!
x P T
ˇˇˇ ˇˇ
tqnxu `
3
4
ˇˇ
ă 3µ
)
,
J “
!
x P T
ˇˇˇ ˇˇ
tqnxu `
1
4
ˇˇ
ą 4µ
)
, J 1 “
!
x P T
ˇˇˇ ˇˇ
tqnxu `
3
4
ˇˇ
ą 4µ
)
.
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Notice that the sets I Y I 1 and J Y J 1 correspond to the points satisfying the
inequalities in assertions (3) and (4) respectively. We have
X |I “ ηn, X |I1 “ ´ηn,
X 1|J “
4qnηn
1´ 4µ
, X 1|J 1 “ ´
4qnηn
1´ 4µ
.
In particular ˇˇ
X 1|JYJ 1
ˇˇ
ě 2q2ne
´qn .
By definition of X
}X}Cr ď ηnpn
2qnq
r`1}K}Cr
ď n2r`1qr`2n e
´qn}K}Cr
ď e´4qn{5
for sufficiently large n. Furthermore
}X ´ Pµ,n}Cr ď
ÿ
|k|ěqn`1
p2πkqr| pXpkq|
ď
1
2π
ÿ
|k|ěqn`1
}X}Cr`1
k2
ď
e3qn{4
qn`1
for n sufficiently large. Therefore conditions (2)-(4) are verified by Pµ,n for n
sufficiently large. It remains to show that the limit function belongs to CMix. We
do this by applying the mixing criterion in Proposition 4.1. We check only the
first part of Proposition 4.1 as the second part is verified exactly as in [6], [4], [5].
We can express ψ as
ψpx, yq “ 1` P px, yq `
`8ÿ
n“1
Pnpxq ` e
´q1n cosp2πq1nyq
where Pnpxq is either equal to e
´qn cosp2πqnxq or to some polynomial Pµn,qn ,
of degree less than qn`1, given by Proposition 4.5 for some µn ą
1
n
. Define
In “
 
x P T
ˇˇ
tqnxu `
1
2
˘ 1
4
ą rn
(
where
rn “
"
5µ if Pn “ Pµn,qn ,
n´1 otherwise.
Let m P re2qn{2, 2e2q
1
ns and suppose degpP q ă qn´1. Decompose
ψ “ 1` Ln ` Pn `Hn
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in terms of order less or equal than qn´1, of degree qn, and of order bigger
or equal than qn`1 respectively. By Corollary 5.2 applied to Ln there exists a
positive constant C such that
}BxSmpψ ´ Pnq}T2 ď Cqn ` 2e
´q1n ď
m
qn
for sufficiently large n. If Pn “ e
´qn cosp2πqnxq it follows from [6] that
|BxSmPnpxq| ě 16
mqn
neqn
,
for all x P In. If Pn “ Pµn,qn , for all x P In and all 0 ď l ď 2e
q1nˇˇˇˇ
tqnpx` lΩqu `
1
2
˘
1
4
ˇˇˇˇ
ą 5µ´
l
qm`1
ą 4µ
for sufficiently large n. Thus by condition (4) of Proposition 4.5
|BxSmPnpxq| ě
mq2n
eqn
for all x P In. In both cases the first part of Proposition 4.1 is verified. Thus
ψ P CMix.
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