Abstract. We construct sense-preserving univalent harmonic mappings which map the unit disk onto a domain which is convex in the horizontal direction, but with varying dilatation. Also, we obtain minimal surfaces associated with such harmonic mappings. This solves also a recent problem of Dorff and Muir (Abstr. Appl. Anal. (2014)). In several of the cases, we illustrate mappings together with their minimal surfaces pictorially with the help of Mathematica software.
Introduction
Let D = {z ∈ C : |z| < 1} be the open unit disk in the complex plane. Shear construction of univalent harmonic mappings in D (see Theorem A) motivated by Clunie and Sheil-Small [1] is instrumental in identifying harmonic analog of the classical Koebe function which and its rotation played the role of extremal for many extremal problems in the theory of univalent analytic mappings in D. The method of shearing has been used effectively in determining several nice properties and examples of univalent harmonic mappings. Another important result for the study of surfaces using geometry and harmonic mappings is the so called Weierstrass-Enneper representation (cf. [4, p. 177-178] ). The present article is essentially deal with some application of these two results. Similar applications are obtained in [3, 5, 7, 9, 10] and thus, the present note is a continuation of these recent investigations.
Let B be the class of analytic self-maps of the unit disk D and B 0 = {ω ∈ B : ω(0) = 0}. In the recent years, the class H of all complex-valued harmonic mappings f = h + g on D, normalized by h(0) = g(0) = h (0) − 1 = 0, where h and g are analytic, attracted the attention of function theorists in many different contexts. By a result of Lewy [6] , f = h + g ∈ H is locally univalent and sense-preserving if and only if J f (z) > 0 in D, where J f (z) = |h (z)| 2 − |g (z)| 2 denotes the Jacobian of f . Positivity of the Jacobian is equivalent to the existence of complex dilatation ω ∈ B such that ω(z) = g (z)/h (z). Let S H be the class of all sense-preserving harmonic univalent mappings f ∈ H and S 0 H , the subclass of mappings f ∈ S H such that f z (0) = 0. Set S = {f = h + g ∈ S H : g(z) ≡ 0}.
We recall that a domain Ω ⊂ C is said to be convex in the horizontal direction (CHD) if its intersection with each horizontal line is connected (or empty). We follow the convention that f ∈ S H is CHD mapping if f (D) is CHD. Now it is appropriate to recall the following theorem of Clunie and Sheil-Small [1] which is crucial in the construction of minimal surfaces.
Theorem A. Let f = h+g be harmonic and locally univalent in D. Then f is univalent and its range is CHD if and only if h − g has the same properties.
An algorithmic approach of Theorem A follows. For a given CHD conformal mapping ϕ of D and a dilatation ω ∈ B 0 , the shear of ϕ(z) for the given ω(z) is defined to be the mapping f = h + g ∈ S 0
H satisfying the pair of differential equations h (z) − g (z) = ϕ (z), g (z) − ω(z)h (z) = 0.
Then a straightforward calculation gives the desired mapping f = h + g ∈ S 0 H as
This is the basic here. Construction of a harmonic mapping that can be lifted to the minimal surface by using the following version of Weierstrass-Enneper representation (cf. [4, pp. 177-178] ).
Theorem B. (Weierstrass-Enneper representation).
Let Ω ⊆ C be a simply connected domain containing the origin. If a minimal graph
is parameterized by sense-preserving isothermal parameters z = x + iy ∈ D, the projection onto its base plane defines a harmonic mapping w = u + iv = f (z) of D onto Ω whose dilatation is the square of an analytic function. Conversely, if f = h + g is a harmonic univalent mapping of D onto Ω with dilatation ω = g /h = q 2 , the square of an analytic function q, then with z = x + iy ∈ D, the parametrization
defines a minimal graph whose projection into the complex plane is f (D). Except for the choice of sign and an arbitrary additive constant in the third coordinate function, this is the only such surface.
Further information about the relationship between certain harmonic mappings and the associated minimal surfaces can be found from [2, 4, [9] [10] [11] [12] . In [7] , the authors considered for example the single slit CHD mapping, namely, the Koebe function k(z) = z/(1 − z) 2 , and derived the following result.
Theorem C. Let X be a minimal surface over the slit domain L = k(D) with the projection f = h + g ∈ S 0 H , which satisfies
and whose dilatation ω = z 2 . Then X = {(u, v, F (u, v)) : u + iv ∈ L}, where
and
As in the recent article of Dorff and Muir [3] , we consider the generalized Koebe function k c : D → C defined by
for c ∈ [0, 2], and in the case of c = 0, the function k c (z) should be interpreted as the limiting case:
H to be the harmonic mapping satisfying
where k c is given by (1.2). Then f c (D) is CHD, and as c varies from 0 to 2, f c (D) transforms from a strip mapping to a slit mapping.
In [3] , the authors also proposed that the family of harmonic mappings given in Theorem D can be generalized by changing the dilatation to ω(z) = z 2m (m ∈ N). That is, for c ∈ [0, 2] and n = 2m, let f c,n = h c,n + g c,n ∈ S 0 H , where
The case n = 2 is the basis for Theorem D. For the case n = 4 and c = 2, it appears that the resulting minimal surface is a helicoid. It would be interesting to use the shearing construction to investigate the family of mappings f c,n (z) for n ≥ 1. In most cases the dilatation is chosen to be ω(z) = z n (n ∈ N). The present article is organized as follows. Section 2 begins with a set of new examples of CHD mappings and present an application of shearing theorem to obtain a class of CHD mappings. Later in Section 3, we derive the explicit representation of f c,n (z) when c = 1, 2 and for all n ∈ N by using the partial fraction expansion method. The case c = 0 is known from the work of Greiner [5] . Also, we show that f c,n (D) is CHD, and as c varies from 0 to 2, f c,n (D) transforms continuously from the strip mapping to the wave plane and finally to the slit mapping. Recall that if the dilatation of f c,n (z) is a square of an analytic function, then we obtain harmonic mappings which can be lifted to the minimal surfaces expressed by isothermal parameters and thus, we also obtain the minimal surfaces associated with such harmonic mappings based on the Weierstrass-Enneper representation and thereby, we solves the problem proposed by Dorff and Muir [3] . Finally, we illustrate the harmonic mappings for some special cases together with their minimal surfaces pictorially with the help of Mathematica software. Throughout the discussion, the images of the corresponding harmonic mappings are shown in Figures as plots of the images of equally spaced radial segments and concentric circles of the unit disk D.
In order to represent f c,n (z) explicitly, we need to introduce the Appell hypergeometric function of two variables [8] . The Appell hypergeometric function F 1 of two variables is defined for |x| < 1, |y| < 1 by the double series:
where (q) 0 = 1 for q = 0 and for q ∈ C\{0},
is the Pochhammer symbol. Appell's F 1 can also be written as a one-dimensional Euler-type integral:
where Re γ > Re α > 0.
Harmonic mappings with the dilatation
Throughout this section, in the following examples and in Theorem 2.4, our aim is to construct a family of CHD mappings with the dilatation ω(z) = z z+a 1+az , where −1 ≤ a ≤ 1. For a = 1 and a = 0, ω(z) becomes z and z 2 , respectively. Example 2.1. Consider the identity mapping ϕ(z) = z. Then, by (1.1), the shear construction produces the harmonic mappings
The images of the unit disk D under F a for −1 ≤ a ≤ 1 are shown in Figure 1 
The images of the unit disk under F 0,a for −1 ≤ a ≤ 1 are shown in Figure 2 . In particular, the images 
In particular, for −1 < a < 1. We will now show that −∞ < Re{F 0,a (z)} < +∞ and for this, we only need to prove that
and note that the function U (x) is continuous in the interval x ∈ (−1, 1). Fixing a shows that lim
Additionally, for the cases a = −1 and a = 1, F 0,a (z) maps the unit disk onto the half-strips
respectively. This is complete the proof.
Example 2.3. Now, consider the half-plane mapping ϕ(z) = z 1−z . Then by (1.1) shear construction produces the harmonic mappings (see Figure 3 ) 
which imply that the range F 1,a (D) is symmetric about the real axis. Since
we easily find that
In particular, F 1,1 (e iθ ) is the parabola v 2 = −u + (1/4). 
where k c (z) is given by (1.2). Then F c,a (D) is convex in the horizontal direction, and as c varies from 0 to 2, F c,a (D) transforms from a strip mapping to a slit mapping.
Proof. According to Theorem A, we obtain that F c,a (D) is convex in the horizontal direction. Throughout the proof, it suffices to assume that c ∈ (0, 2]\{1}. By (2.1), we have
Solving these two equations, we obtain
Straightforward integration gives
(1 − c 2 ) and thus, we find that
In order to study the mapping properties of F c,a , we perform a change of variables using
With z = (w − 1)/(w + 1), this substitution leads to
By writing w = x + iy, x > 0 and y ∈ R, from Example 2.2, we see that F 0,a maps D onto the strip {ζ ∈ C : | Im ζ| < π/4}. If we substitute a = 2 into (2.2), then one has
Observe now that each point z = 1 on the unit circle is carried onto a point w on the imaginary axis so that x = 0 and 
Shearing Construction and Minimal Surfaces
In this section, we use Theorem A to build a family of harmonic univalent mappings with a CHD range that lifts to a family of minimal surfaces as described in Theorem B.
In 2004, Greiner [5] constructed horizontal strip harmonic mappings with dilatation ω(z) = z n by shearing
After tedious but straightforward calculation, the shear construction produces the harmonic mapping f 0,n (z) defined for n = 2m + 1 (m ∈ N) by
Moreover, if n = 2m (m ∈ N), by virtue of Theorem B, f 0,n (D) lifts to the minimal surfaces X 0,n (u, v) = (u, v, F (u, v)), where
Remark 2. For ω(z) = z, the expression for f 0,1 (z) simplifies to
The image is shown in [4, Figure 3 .4]. For ω(z) = z 2 , the expression of f 0,2 (z) is given by (see [3, Theorem 3] or [4, Figure  3 .5])
In Figure 4 , we illustrate the minimal surfaces of the harmonic mappings f 0,n (z) onto strip domains whenever ω(z) = z n with n = 4, 6, 8, 10, 12, 14.
Theorem 3.1. Let f 1,n = h 1,n + g 1,n ∈ S 0 H such that If n = 2m + 1 (m ∈ N), then we have
If n = 2m (m ∈ N), then f 1,n (D) lifts to the minimal surfaces X 1,n (u, v) = (u, v, F (u, v)), where
Proof. By assumption and (3.1), we have
which has a pole of order 3 at z = 1 and simple poles at the other n-th roots of unity when n = 2m + 1 (m ∈ N), and has a pole of order 3 at z = 1 and simple poles at z = −1 and at the other n-th roots of unity when n = 2m (m ∈ N), respectively. In view of these observations, we can decompose h 1,n (z) into partial fraction. After tedious but straightforward partial fraction expression obtained for h 1,n (z), for the case of odd values of n, we have
and the constants may be computed by using the residue theorem:
By integrating the previous expression we arrive at the expression for the case of odd values of n:
In the case of even values of n one can write (3.3) into partial fraction as
Again, using the residue theorem or otherwise, we find that
n ) 2 and we arrive at the expression h 1,n (z) = n − 1 2n
In both cases, the corresponding function g 1,n (z) may be computed using the first relation (3.1) and the above two cases. Finally, the desired harmonic mapping f 1,n (z) follows from writing f 1,n (z) as
Consequently, f 1,n (z) for the case of odd values of n is given by
and f 1,n (z) for the case of even values of n takes the form f 1,n = u + iv, where u is given by (3.2) and
In view of Theorem B, f 1,n (D) for the case of even n lifts to the minimal surfaces
, where u is given by (3.2), v = v(x, y) = Im {z/(1 − z)} and
The proof is complete.
Remark 3.
If ω(z) = z in Theorem 3.1, then the expression for f 1,1 (z) simplifies to
where k(z) = z/(1 − z) 2 and l(z) = z/(1 − z). Here we may compare f 1,1 (z) with the well known harmonic half-plane mapping L(z) defined by
For ω(z) = z 2 , the expression of f 1,2 (z) is given by
In this case, see also [3, Theorem 3] . In Figure 5 , we have drawn the harmonic mappings f 1,n (z) of the unit disk D onto wave planes with c = 1 and n = 3, 4, 5, 6. In Figure 6 , we have drawn the minimal surfaces of the harmonic mappings f 1,n (z) onto wave planes and with dilatation ω(z) = z n for n = 4, 6, 8, 10, 12, 14. Theorem 3.2. For n ∈ N, let f 2,n = h 2,n + g 2,n ∈ S 0 H such that
If n = 2m (m ∈ N), then f 2,n (D) lifts to the minimal surfaces X 2,n (u, v) = (u, v, F (u, v) ), where
Proof. By using (3.4), we have
Now, consider the case n = 2m + 1 (m ∈ N). Since h 2,n (z) has a pole of order 4 at z = 1 and simple poles at other n-th roots of unity, h 2,n (z) can be represented using partial fraction as follows:
By using the residue theorem or otherwise, one can easily see that
Using these values, we arrive at the expression
where k c (z) is given by (1.2) . Then f c,n (D) is convex in the horizontal direction, and as c varies from 0 to 2, f c,n (D) transforms from a strip mapping to a wave plane and then to a slit mapping. In particular, f c,n (D) lifts to the minimal surfaces when n is an even positive integer.
Proof. For each c ∈ [0, 2], k c ∈ S and k c (D) is a domain convex in the horizontal direction. Thus, by Theorem A, f c,n (D) is a CHD domain. What remain to be shown are the mapping properties of the function f c,n . Solving the two equations in (3.6), one can easily find that
As in the proof of earlier theorems, for the case n = 2m + 1 (m ∈ N), we may rewrite h c,n (z) as
Integrating the last equation from 0 to z and then analyzing the resulting expression carefully, one obtains
where
As before, we need to deal with the two cases. Observe that if f = u + iv = h + g and h − g = k c , then we can write f = Re{h + g} + i Im{h − g} = Re{2h(z) − k c } + i Im{k c } and as a consequence of it and (3.6), the resulting harmonic mapping f c,n (z) for the case of odd values of n has the form
Similarly, if n = 2m (m ∈ N), then from (3.7) one can easily see that
and thus, integrating it from 0 to z gives 
