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If M is a matroid on a set S and if Xis a subset of S, then there are two matroids 
on X induced by M: namely, the restriction and the contraction of M onto X. 
Necessary and sufficient conditions are obtained for two matroids on the same 
set to be of this form and an analogous result is obtained when (X, ,,.., X,> is a 
partition of S. The corresponding results when all the matroids are binary are also 
obtained. 
1. INTRODUCTION 
If M is a matroid on a set S and if X is a subset of S, then we will denote by 
M / X the restriction of M to X, and by M 1 X the contraction of M onto X. 
The main result, proved in Section 3, is the following: 
THEOREM 1. Let Xl ,..., X, be t pairwise disjoint sets and for each i let Mi 
and Mi’ be two matroids on Xi with rank functions ri and ri’. Then a necessary 
and suficient condition that there should exist a matroid M on S, which equals 
XI u .* . u X, , satisfying 
Mi = M j Xi and Mi’ = M I Xi (i = l,..., t) (1) 
is that 
(a) for each i, every circuit of Mi is a union of circuits of lb&', and 
(b) if% = r&G) - ri’(Xi) and if v,, = max(q ,..., v,), then 
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3in fact, if these conditions hold then there exists a matroid of rank r 
satisfying (1) if and only if 
Note that, if t = 2, (2) reduces to ~‘r = ~1~ and (3) to r = I-,(X,) + rz’(XJ 
(= r1Vd + r&w. 
The following corollary can also be obtained from the work of 
COROLLARY 1 .I. Let M and M’ be two matroids on the same set S. T/ze, 
a necessary and suficient condition for there to exist a matroid + on a set S+ 
contaimrlg S such that M = Mf 1 S and M’ = M’ J. S is that every circuit of 
M is a union of circuits of M’. 
In Section 2 we obtain other conditions equivalent to that in the statemenz 
of the corollary. In Section 4 we extend these ideas to binary matroids and 
prove the following: 
THEOREM 2. If the matroids in Theorem I are all binary, then there exists a 
binary matroid M satisfying (1) if and only if(b) holds andso does 
(a’) for each i, every circuit of Mi is a disjoz’nt union of circuits of 
COROLLARU 2.1 Let M and M’ be two biulary matroids on the same set S. 
Then a necessary and sufJicient condition for there to exist a binary matroid 
M+ on a set S+ containing S such that M = + I S is that 
every circuit of M is a disjoint union of circuits of M’. 
By applying Corollary 2.1 with M the matroid whose only circuit is S’, 
we immediately obtain the result, proved by the author in [I], that a binary 
matroid M’ is Eulerian if and only. if it can be obtained by contracting some 
other binary matroid M+ onto a circuit of Mf. 
2. LEMMAS 
We shall need the following three lemmas, the frrst of which is well known. 
LEMMA I. Let M be a matroid on a set S with rank function r, A azy subset 
of S, and e an element of A. Then r(A) = r(A\(e)) zyarzd onZy ifthere is a circuit 
C of A4 such that e E C C A. 
LEMMA 2. Let M and M’ be two matroids orz the same set S. Then the 
fobilowing conditions are all equivalent. 
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(a) Every circuit of M can be expressed as a union of circuits of M’. 
(b) If C is a circuit of M containing an element e, then there exists a 
circuit c’ of M satisfying e E C’ C C. 
(c) rfe E A _C S and r’(A) = r’(A\{e}) + 1, then r(A) = r(A\{e}) $ 1. 
(d) r’(B) - r’(A) < r(B) - r(A), whenever A _C B C S. 
(e) If A is any subset of S, then every maximal M-independent subset of A 
contains a maximal M-independent subset of A. 
(f) Every closed subset (flat) of M’ is also closed in M. 
(g) Every hyperplane of M’ is an intersection of hyperplanes of M. 
(h) Every cocircuit of M’ can be expressed as a union of cocircuits of M. 
Proof. (i) (a) * (b): Obvious. 
(ii) (b) * (c): This follows from Lemma 1. 
(iii) (c) + (d): Let (c) be satisfied and suppose if possible that B is a 
minimal subset such that 
r’(B) - r’(A) > r(B) - r(A) for some A C B. 
Clearly A f B, so let b E B\A. It follows from (c) that 
and so 
0) - @\@H > r’(B) - r’(B\Pl), 
r’@\@)) - r’(A) > r(B\{bH - r(A), 
which contradicts the minimality of B. The result follows. 
(iv) (d) + (e): Let X be a maximal M-independent subset of a set 
B _C S. Then r(B) = r(X) and so, by (d), r’(B) < r’(X). Since X _C B, it follows 
that r’(X) = r’(B), whence X contains a maximal M’-independent subset of B. 
(v) (e) * (c): If r(A) = r(A\(e}), theqthere is a maximal M-independent 
subset of A which does not contain e. Thus, there is a maximal M’-independent 
subset of A not containing e, whence r’(A) = r’(A\{e)). 
(vi) (c) + (f): This is clear from the definition of a closed set. 
(vii) (f) 3 (c): Let e E A _C S be such that r’(A) = r’(A\{e)) + 1, and 
let F be the minimal M’-closed subset containing A\(e). Clearly e $ F. Also 
F is closed in M, thus the minimal M-closed subset containing A\(e) does not 
contain e. Thus r(A) = r(A\{e)) + 1. 
(viii) (f) Q (g) e(h): This is immediate upon observing that every 
closed set can be expressed as the intersection of a family of hyperplanes and 
that the hyperplanes are precisely the complements of the cocircuits. 
Lemma 2 is now proved. 
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LEMMA 3. Let M and M’ be two matroids on the same set S such that every 
circuit of M is a union of circuits of M’. Then 
(a) fov each base B of M there exists a base B’ of M’ such that B’ C B; 
(b) &pbr each base B’ of M’ there exists a base B of IM such that 43’ i_c B. 
Proof. (a): Since a base is a maximal independent subset of S, this follows 
imn~ed~ately from Lemma 2 ((a) Z- (e)). 
(Is): If B’ is a base of M’, then applying Lemma 2 ((a) 3 (d)) and standard 
properties of the rank function, we have 
/ B’ 1 = r’(B’) = r’(B’) - r’(m) < r(P) - r(a) = 
Thus equaiity must hold throughout, whence B’ is M-independent and so is 
contained in a base of M, as required. 
The converse of Lemma 3 is not true in general. 
3. PROOF 0~ THEOREM 1 
We prove sufficiency first. By the definition of z:~ : we have 
This, along with (2), gives 
so there exists an integer r satisfying (3). 
Now iet S = Xl U *.a u X, , and consider the following family of subsets of 
S: 
= {B C S: I B j = r and, for each i, there are bases 4k, and Bi’ 
of Mi and Mi’, respectively, such that &’ C B n Xi C B;>. 
We shall prove that B is the collection of bases of a matroid M on the set S. 
Since the sets in B are all of the same cardinality it is immediate that no set 
in B can be properly contained in another. 
So let B, E B and let A be a set in B minus a single element e, and assume 
that e E Xj . We must prove that there is a b, E &\A such that A u (b,$ E 
There are two cases to consider. 
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First, suppose that A n Xj contains a base of Mj’. Since j A 1 < 1 B, j, 
there is an i such that 1 A n Xi 1 < ) B,, n Xi 1, and, since A n Xi and B. n Xi 
are both independent in Mi , there exists a b, E (B, n X,)\(A n Xi) such that 
(A u {b,}) n Xi is also independent in M, . Thus, A u {b,) E B, as required. 
Alternatively, suppose that A n Xj does not contain a base of M,‘. Then, 
rj’(A n Xj) + 1 = r?‘(B,, n Xj> = rj'(XJ 
Thus, by the “independent set” axioms in Mj’, there exists an element 
b, E (B, n Xj)\(A n XJ such that 
r;((A u (b,)) n Xi> = ri'(A n Xj) + 1, 
but this implies that rj'((A u {b,}) n XJ = rj’(Xj), i.e., that (A u {b,)) n Xj 
contains a base of Mj’. Also, by Lemma 2((a) Z- (c)) 
r,((A u {b,)) n XJ = r,(A n XJ + 1, 
which implies that (A U {b,}) n Xj is independent in M, , and so A u (b,} E B. 
Thus B is the set of bases of a matroid M on S. 
It remains only to show that Mi = M / Xi and Mi’ = M 1 Xi . 
If Bi' is any base of Mi’ it is, by Lemma 3, contained in some base of Mi, 
and thus there is a base of M containing Bi'. Now, from (3) we have 
and 
r 3 r,‘(X,) + ... + fLl(Xi-,) f ri(X,) + ril,,(Xi+,) + ... + rt'(Xt) 
3 r,'(X,) + ... + r,‘(XJ + ~1. + r,‘(X,). 
(5) 
Equations (4) and (5) then clearly imply that we can find a base B, of M such 
that B, n Xi = Bd'. Also, by definition of B, there is no base B,,' of M such 
that B,’ n Xi does not contain a base of Mi’. Thus M 1 Xi = Mi’. 
Similarly, it can be easily seen that M 1 Xi = Mi . 
We now prove necessity, so let M be a matroid on a set S, let (XI ,..., XJ 
be a partition of S, and put xi = S\Xi . Then, from the “independent set” 
definitions of restriction and contraction, it is not difficult to see that the 
closed sets in M / Xi are precisely the closed sets of M intersected with Xi , 
while A is closed in M 1 Xi if and only if A u xi is closed in M; (a) now 
follows by applying Lemma 2((f) G- (a)). 
To prove (b), let Bi be a base of M J, Xi , which implies that there is 
a maximal independent subset Bi of S\Xi such that & u Bi is a base of M. 
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Thus, for each j f i, Bi n Xj is independent in M / Xj , and we have 
r = 1 B, u Bi j 
This holds for each i E (I,..., t), and so 
Similarly, by considering M j Xi , we also obtain the inequality 
j=l j=l 
This holds for each i E {l,..., t), and so 
r 2 i rf(Xj) - i vj 
j=l j=l 
Combining (6) and (7) we have 
gl r&C) - hlax > i UjWJ 
j=l 
which implies xi=, vj 3 2v,,* , as required. 
Theorem 1 is now proved. 
- 
Although the matroid constructed in the above proof is in no way unique, 
the following property is of interest. Put 
r = C r&Vi) - ha9 3 
i=l 
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that is, let P be as large as possible, and let M (?) denote the matroid of rank P 
constructed as above. Then, if M is any other matroid satisfying (l), it can be 
easily shown that the collection of M-independent subsets of S are also 
MC’)-independent. 
Corollary 1.1 now follows; necessity is obvious from the theorem, and also 
sufficiency by taking, for example, MI , MI’, X, and M, , M2’, X, to be two 
copies of M, M’, S. 
COROLLARY 1.2. Let M be a matroid on a set S. Then there is another 
matroid M+ on a set S+ containing S such that M = M+ -1 S, and Mf j S is the 
k-uniform matroid, if and only if every cocircuit of M has cardinality at least 
ISI-ktl. 
PPOO~. The cocircuits of the k-uniform matroid are precisely those 
subsets of S whose cardinality is / S j - k + 1. Thus, a subset A of S is a union 
of cocircuits of the k-uniform matroid if and only if 1 A / > 1 S / - k + 1. 
The result now follows by Lemma 2((h) 3 (a)) and Corollary 1.1. 
Note that by putting k = 1 S / - 1 we obtain another result proved in 
[I]: that a matroid M can be obtained from another matroid M+ by contract- 
ing M+ onto a circuit of M+, if and only if M is coloop-free. 
4. PROOF OF THEOREM 2 
We first require some results about binary matroids. Let M be a matroid 
(not necessarily binary) on a set S, and let V be the set of all subsets of 5’. V 
can then be regarded as the vector space over GF(2) with S as basis in 
which the vector addition is Boolean sum +z , given by 
A fz B = (A u B)\(A n B). 
Define a cycle of M to be subset of S that is a Boolean sum of circuits of M; 
the cycles then form a subspace of V, called the cycle space. 
M is binary if the circuits of M are precisely the minimal nonempty 
cycles, from which it follows that every cycle is a disjoint union of circuits. 
Recall that the cycle space of a binary matroid has dimension 1 S 1 - r(S). 
Now let M be a binary matroid on a set S, let K be its cycle space and let 
Xi C S. Then, the cycles of M 1 Xi are precisely the cycles K E K such that 
KC Xi , while the cycles of M -1 Xi are precisely the sets in {K n Xi : K E K}, 
so that the cycle space of M j Xi is a subspace of the cycle space of M -1 Xi . 
This proves (a’) in the “only if” part of Theorem 2. The necessity of (b) 
follows from its necessity in Theorem 1. 
We now prove the “if” part. 
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Let X, ?..., X, be f pairwise disjoint sets with two binary matroids, 
Mi’, on each, and suppose that each circuit of Mi is a disjoint union of circuits 
of M,‘; so that, if K, is the cycle space of Mi and I&’ that of Mi’r then 
Ki !G Ki’. We also note that 
dim(K,‘) - dim(Ki) = (1 Xi i - v’(X,)) - (1 XT; i - r(X,)) 
= ui, for each i. 
Now take any basis of Ki and extend this to a basis of Ki’ by adding the 
vectors CIi,..,, Cti, say. Consider 
{Cj”: i = I,..., t; j = l,..., vi), 
and partition this family into subfamilies F, ,..., F, , for some p, subject to 
the following constraints: 
(i) Each Fi contains at least two sets; 
(ii) Pf Cki, C,j E F, then i # j. 
This we can clearly do provided that no family CI’li,,.., Ct% is bigger than all 
the others put together; i.e., provided that 
which is precisely the condition in the statement of the theorem. [Note that 
when 1 = 2, ~1~ = 11~ and we put Fi = (C,“, Ciz]; i = I ,..., Di, .] 
Now, let S = X, u ... u X, , put Fi = UFEF( d;, and let Z be the subspace 
generated by the following collection of subsets of S: 
Let C be the collection of minimal nonempty sets in 5% so that C is the set 
of circuits of a binary matroid M on S. 
It remains to prove that, for each i, 
Z be a set in Z that is contained in Xi . We shall prove that Z is a 
i . Clearly we can write Z = K iz F, where K is generated by sets 
u Kt , and F by sets in {Fi : i = l,...,p>. But, by definition of the 
sets FL , F n Xj is linearly independent of Kj , so, since (AY fz i”> n iYf is 
empty, we must have K n Xj = ,GT, and 47 n Xj = a, for each j # i. Then. 
by the construction of the families F, and the independence of the sets Chk, 
we must have F = Q; whence Z is a cycle of ! xi . 
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Now, the family (2 n Xi : Z E 2) is generated by the family 
Ki u {I$ n Xi: j = I,..., p> = Ki u (CIi ,..., Cl,>. 
Whence, {Z n Xi : Z E Z} = Ki’ and so Mi’ = M J Xi , as required. 
Theorem 2 is now proved. 
Corollary 2.1 now follows by, for example, taking two copies of S. 
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