\I'right-Patterson AFB, Ohio 45433 28th CDC Abstract Sufficient conditions for extending the Linear Quadratic Gaussian / Loop Transfer Recovery technique to a class of distributed parameter systems are presented. Two different approaches are considered in developing the conditions. The goal is to fully extend the technique to a class of infinite dimensional regulator problems which utilize a Kalman filter. It is not known whether or not the sufficient conditions are satisfied by the entire class of problems considered. The paper will discuss difficulties encountered in trying to prove that the sufficient conditions are satisfied, and will present an approximation based on the work of H.T. Banks.
Introduction
This paper will consider the LQG/LTR technique for robustness enhancement. As developed by Doyle and Stein [ I ] the technique involves adding a pseudonoise term P'BVB' to the operator QJ in the filter algebraic Ricatti equation (A.R.E.), and tuning the equation so as to recover, asymptotically, the loop transfer function of the LQ regulator. The technique was extended to a class of distributed parameter systems by Matson [2] , but not to the entire class of systems considered in this paper. Specifically, Matson extended the technique to those problems for which A' is bounded (which includes finite-dimensional problems), and those problems where R ( B ) U R ( Q j ) is contained in a finite-dimensional space spanned by a finite number of eigenfunctions of A' (see [ 
Z] Lemma 4.11).
The clam of problems addressed in this paper is the set of infinitedimensional systems of the form where the control vector U is in the input space U = L 2 { [ 0 , 00); SN) , I is an element of a Hilbert space 31, t/ is an observation vector which is an element the output space Y = W N , and U) and are white Gaussian noise terms with realizations in the spaces Y and 31 respectively. The strength of the dynamics noise term U) is described by the positive semi-definite operator Q o , and the strength of the measurement noise term 1 is described by the strictly positive operator Rj (these operators will be discussed more in Chapter 2). The operator Qj used in the Kalman filter design will be chosen so that Q j = GQ,G', where G' denotes the adjoint of G. z(f)
will be denoted simply a s z (and similarly for the other functions), and the following assumptions are made:
1.
A is the infinitesimal generator of a CO semigroup (i.e. strongly continuous) T(1) on a real separable Hilbert space (Hilbert space with a countable orthonormal basis) H [3] .
2. B is a bounded linear operator from SN to 31.
3. C is a bounded linear operator from 31 to WN.
4.
G is a bounded linear operator from the Hilbert space 31 to 31,
5.
The spectrum of A (denoted a ( A ) ) is discrete.
.
The system is exponentially stabilizable and detectable 131.
7.
The eigenvectors of A are complete.
8.
The system is minimum phase (i.e. no transmission zeros in the right-9. A satisfies the spectrum decomposition assumption [4] .
half plane).
10.
The restriction of A to the stable subspace 31. satisfies the spectrum determined growth assumption [3] and generates an exponentially stable semigroup
11. The number of inputs equals the number of outputs.
The steady state Kalman filter constant gain operator K j is given by ~j = PJc'R;'
where the covariance operator PI is the unique positive self-adjoint solution to the following A.R.E.:
(Pjh,A'k)+ ( A ' h , P J k ) + ( Q , h , k ) = (PJC'R;'CPjh,k)
for all h , k E D(A'), under the standard assumption that ( A , G ) is stabilizable and ( A , C ) is detectable. Also, note that QJ = GQ,C', where Q. is the positive semi-definite operator that describes the strength of the dynamics driving noise U).
The LQG/LTR technique modifies the noise term so that Q j = Qj. + B'BVB' where Qj,, is the nominal value of Q j that provides the best filter tuning at design conditions, p is a positive scalar, B is the system input operator, and V is any N by N positive definite matrix. This then yields a family of Kalman filter gain operators Kjp which are given by
and p@ is the solution of the algebraic Riccati equation
. , for all h , k E D(A').
(and thus the noise term Q j ) so that the following limit exists:
The objective of the LQG/LTR technique is to increase the scalar P If this limit exists, then one is able to recover the loop transfer function associated with the LQ regulator at the input to the plant (or by using the dual procedure of Kwakernaak and Sivan [5] , one can recover the loop transfer function associated with the Kalman filter at the output of the plant). Matson proved that a sufficient condition for this limit to exist is if This paper looks at conditions under which this strong convergence exists. Section 2 provides one set of sufficient conditions. Section 3 explains why many authors have not worried about strong convergence, and then a second set of sufficient conditions is provided. Since neither of the sufficient conditions developed in this paper are physically motivated, Section 4 considers how to approximate the LQG/LTR technique using the approach developed by Banks [?I.
Sufficient Condition
The following theorem gives a sufficient condition for the results of if the operator
is uniformly bounded (in the operator norm) independent of p, for p sufficiently large, and if Kp is positive semi-definite for p large.
The difficulty with this theorem is that, the conditions on Kp are not physically motivated. There is not a known class of systems which satisfy these conditions by the nature of their state space operators. To use this theorem requires one to confirm the conditions on a problem by problem basis. However, it is this author's opinion that the conditions will be satisfied for a large class of problems. The boundedness assumption on Kp is reasonable because the operator Yp is bounded independent of p. Thus, l i p appears to be uniformly bounded as well. The proof of the theorem is now presented. 
Proof
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Now, it can be shown that if Kp 2 0 and if Since strong convergence is a sufficient condition for the LQG/LTR technique to be valid, then Theorem 2.1 gives a sufficient condition for the
Q.E.D.
technique in terms of the operator Kp. Since Yp is bounded independent of p, it is reasonable to assume that Kp is also. Therefore, the only restrictive assumption wouid appear to be the assumption that h'p is positive semidefinite. Theorem 2.1 took a different approach than that found in Matson [2] , and therefore may yield insights not before available that may allow the LQG/LTR to be extended to the entire class of problems considered in this research. The next section discusses why many authors have not been concerned with strong convergence (and thus have ignored the issue), and also provides another sufficient condition for strong convergence.
Conditions for Strong Convergence
This section will consider why it is difficult to prove strong convergence exists, and why many authors have avoided the issue when dealing with algebraic Riccati equations on infinite-dimensional spaces. The results of Lukes and Russell [Ill will be applied to demonstrate that the A.R.E. of Theorem 2.1 has a bounded extension to the entire Hilbert space X , which is why most authors have considered the A.R.E. to be defined on the entire Hilbert space. A bounded extension Bf is a bounded linear operat.or that equals an operator E, the operator to be extended, on D(E), and which is defined on the entire Hilbert space 31 containing D(E).
The difficulty in proving that strong convergence exists, is the fact that 
EVE'
whe:e convergence is strong Proof: Only the case of pZYpC'R~'CYp being monotonically increasing will be considered. If P2YpC'R~'CYp is monotonically increasing, then, since the limit of Equation 
Q.E.D.
It is not known whether or not this sufficient condition can be demonstrated for the entire class of systems described in Section 1. However, it is believed that it will occur in many problems. As a designer, one must evaluate 4'YpC*RT1CYp on a problem by problem basis to determine if it is monotone, to see if the LQG/LTR technique can be used confidently. This may not be easy to do. Even if the operator is not monotone, the LQG/LTR technique may still work since this is only a sufficient condition. The next lemma gives one sufficient design condition for O'YpCR;'CSp to he monotone. In the lemma, V and RI will be chosen to be identity operators. These choices are made to simplify the details of the proof, which only requires that V and RJ be as described in Section 1. Other assumptions needed in the next lemma are that the inputs U be elements of LZ space, and that the state variable z be bounded away from zero. The assumption on U is not very restrictive for real problems. The assumption on z implies that the system has stochastic controllability so that z can be bounded away from zero by adding white noise. Two additional assumptions involve the operators E' and C . These aesumptions do not have a physical significance, but rather are chonen in order to make the proof work. 
The problem with Lemma 3.3 is that the conditions are not physically motivated. In the case where the input space is finite-dimensional, )I R;'/'u(s) )I will be bounded and stochastic controllability would imply that the states can be bounded away from zero by adding white noise. However, one cannot usually expect to satisfy the condition 1-II B.48) 112 ds 2 tim /1~(~)1I2ds (12) or to have the operator C be a unitary operator. The lemma does give some added insight into how to approach showing that P'YpCR;'CYp is a monotonically increasing operator for other clasaes of problems. For example, it may be possible to show that, for certain problems, i.e., it is uniformly bounded Vz and U. This would result in H'(p) being positive, so that (using a proof similar to that of Lemma 3.3) one can show there exists a p such that < pYpz.,flYpzo > is monotone. Also, it may be possible to prove that < CpYpz,, CflY@z0 > is monotone for arbitrary C E L(H; SN), given that < pYpzo,PYpzo > is monotone.
However, if PzYpC'R;'CYp is not monotone, then nothing can be said about whether or not the LQG/LTR technique is valid, because Lemma 3.2 only provides a sufficient condition, as opposed to necessary and sufficient. Since a set of physically meaningful conditions was not obtained to ensure the desired strong convergence, one may try to apply the procedure in an ad hoc fashion, or one may try to use another approach to achieve robustness. One alternative is to try to approximate the LQG/LTR procedure. The next section will look at using the approximation approach of Banks [7] as a way to approximate the LQG/LTR procedure.
LQG/LTR Approximation
The LQG/LTR approach to robust LQG controller design makes the robustness recovery a part of the A.R.E. In this way one "tunes" the filter in order to regain the guaranteed robustness of the LQ regulator Stein's approach [15] to recover the loop transfer function of the regulator at the plant input. If one enhances robustness at the plant output, one can use the dual procedure of Kwakernaak and Sivan [5] to recover the loop transfer function associated with the Kalman filter at the plant output. However, if one were able to apply the LQG/LTR technique validly for the clssa of systems considered in this paper, one would still have to solve an infinite-dimensional A.R.E., and then use some technique to approximate the desired "robust" compensator. The problem is, that it is not known if the LQG/LTR technique can be validly applied to the entire class of distributed systems considered in this paper.
One way to approach designing a robust compensator might be to approximate the infinite dimensional A.R.E. with a sequence of finite dimensional A.R.E.s such that the sequence of solutions converges to the infinite dimensional A R E . solution, as done in [7] . In this way, one could a p proximate the desired solution, and perform robustness enhancement on the approximation. Thus, one could possibly approximate the LQG/LTR technique for the entire class of systems.
In order to make direct use of the results of [7] , the dual robustness recovery procedure of Kwakernaak and Sivan will be considered. By duality, the type of results obtained are applicable to the robustness recovery procedure of Doyle and Stein. For that approach, one merely has to consider the dual A.R.E. and the operators associated with it. The development that follows involves the A.R.E. associated with the LQ regulator gain operator K,. One thing to note is that, this A.R.E. is actually an inner product equation. The inner product notation has been dropped in order to simplify the writing of the equations. Kwakernaak and Sivan's approach to robustne88 recovery involves modifying the state cost weighting operator Qc, by adding the additional cost term q2c'VC to Qc. Then, as q -00, one 1s able to asymptotically recover the loop transfer function associated with the Kalman filter, at the plant output. The problem with this LQG/LTR technique is that, in order to converge to the guaranteed stability robustness of the filter, one must show that
has proven the dual case (and thus this case by duality) when A' is a finite-dimensional (i.e. bounded) operator, and also when R ( B ) U R(Q,) is contained in a finite-dimensional space spanned by a finite number of eigenfunctions of A'.
Following the development of Banks [7] , the infinite-dimensional state space problem given by *--
where z E 'H, can be redefined by projecting it onto a finite-dimensional subspace of ' H (denoted x k ) by means of an orthogonal projection P' such that P' : ' H -31'. A projection P' is said to be orthogonal if its range and null space are orthogonal, if P'Pt = P', and if each h E 7-1 can be written uniquely as h = r + n where r is in the range of P t , and n is in the null space of P ' . Also, an orthogonal projection is continuous.
This projection is used to define the operators A t , B',Ct and Qf as follows: can he considered. It will also be necarsary to make the following assump Lions OR each finite-dimensional problem:
1. For each z . E Xt, there exists an admissible control U E Lz(O,oo; U) (e) Q t P k -Qcz as k -00 such that the cost functional J t is finite
3.
k -0 O generated by the operator A group generated by A'
Assumption 1 is a standard LQG assumption and is satisfied by our assumptions of stabilizability and detectability. Specifically, it is assumed that ( A , B ) and ( A , C ) are stabilizable, and ( A , C) and ( A , Q:") are detectable. Assumption 2 is made in order to use the results of [Z] and it is not very restrictive in applications. If assumption 1 holds, then the optimal control for each finite-dimensional problem is given by = -~-'~-t n t~ (25) where IIk E t ( X t ) is the unique nonnegative self-adjoint solution of the A.R.E. on 31' given by Note that, since the LQ regulator generates a stable semigroup (31, then IlS(t)zII -. 0 as f -+ 00. Thus, using this approach, one can approximate the solution of the infinite-dimensional A.R.E. with a sequence of finite-dimensional A.R.E.'s. Banks [7] demonstrates that the hypothesis of Theorem 4.1 can be satisfied by many popular approximation schemes (such as modal, spline, etc). Once the solution is approximated closely enough, then one could apply the LQG/LTR technique using the finitedimensional A.R.E. The drawback Lo this approach is that guaranteed sta-bility margins to be approached asymptotically are only with respect to the finite-dimensional model, not the infinite-dimensional model. However, models are always an approximation of reality. The idea is to choose a model that matches the real world well enough so that the compensator's robustness can tolerate the model uncertainty. One also wants robustness to deal with model perturbations for the case when a system changes during operation. Even distributed parameter system models are approximations, but they are often used because they are better approximations for some systems than finite-dimensional models. Since Banks' approach involves approximating the distributed parameter system solution by approximating the associated infinite-dimensional A.R.E. with a sequence of finite-dimensional A.R.E's., the development of this section can be viewed as an approximation of the LQG/LTR technique.
If perturbations are modeled as finite-dimensional, then this approach can be used to get a desirable compensator. If not, then this approach provides added robustness with respect to a finite-dimensional model which can be made arbitrarily close to the system under consideration. In this way one can say he is approximating the LQG/LTR technique on the infinitedimensional system. However, for syskms for which the LQG/LTR is not known to be valid, it is not clear what type of robustness is achieved in the limit as the order k of the approximation goes to CO. It is believed that the approximation technique will yield desirable results. However, the LQG/LTR technique is just one way to achieve robustness.
Summary
This paper presents sufficient conditions that allow the LQG/LTR technique to be extended to a class of problems of interest. In particular, Theorem 2.1 gives conditions based on the operator Kg = (BVB' + P-*Q, -P-2YpC*R;'Cl~). It is shown that, if Kg is uniformly bounded independent of 8, and if Kg is positive semi-definite, then the LQG/LTR technique is valid for the class of problems that satisfy the assumptions of Section 1. Theorem 2.1 is based on a different development than that found in Matson's work [2] , and may provide insight as to how to extend the LQG/LTR technique to the entire class of problems without any conditions on Iig.
Section 3 discussed the reason many people have not considered strong convergence an issue. Since the A.R.E. has a bounded extension to the entire Hilbert space 31, some have simply assumed strong convergence. It is shown in Section 3, that weak convergence does exist for the class of problems considered in this research. Section 3 also has a second set of sufficient conditions that allow the LQG/LTR technique to be extended. The conditions are not physically meaningful, but Lemma 3.3 provides ,yet another approach to solving the problem of extending the LQG/LTR technique.
Since the technique has not been extended to the entire class of problems considered in this paper, an approximation of the technique is developed, based on the work of Banks (71. Section 4 shows how to approximate the LQG/LTR technique by approximating the infinite-dimensional A.R.E. with a sequence of finite-dimensional A.R.Es. Since the LQG/LTR technique is valid for finite-dimensional systems, then one can use the finitedimensional A.R.E.'s. to approximate the technique.
