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Introduction
Avec aujourd’hui plus de 800 millions d’utilisateurs dans le monde, l’Internet a connu un succe`s
fulgurant. Ce succe`s plane´taire, obtenu en moins de dix ans, est le re´sultat d’une succession de perce´es,
a` commencer bien suˆr par le de´veloppement incroyable du World Wide Web, suivi par l’adoption par
le monde professionnel des applications Internet telles que le courrier e´lectronique et, plus re´cemment,
par le de´ploiement des logiciels de partage de fichiers pair a` pair. Le trafic Internet continue a` croıˆtre
de fac¸on tre`s importante, d’une part a` cause d’un nombre d’utilisateurs toujours plus e´leve´, et d’autre
part a` cause de la part croissante du trafic pair a` pair. Paralle`lement a` cette augmentation soutenue du
trafic lie´e aux services (( traditionnels )), l’Internet a connu plusieurs e´volutions majeures ces dernie`res
anne´es.
Evolution des re´seaux IP
La premie`re de ces e´volutions concerne sa transformation en une architecture de communication
globale supportant e´galement de nouveaux services (( temps-re´el )), tels que la voix sur IP ou la vide´o.
Ces services ayant des contraintes de qualite´ de service beaucoup plus strictes que les services tradi-
tionnels e´voque´s ci-dessus, les nouveaux re´seaux IP inte`grent un ensemble de me´canismes issus de
l’architecture DiffServ pour fournir une qualite´ de service diffe´rencie´e aux flux en fonction de leur
classe de service. Le de´veloppement attendu de ces nouveaux services (( temps-re´el )) est susceptible de
bouleverser radicalement les re´seaux actuels, en engendrant de nouveaux usages, en attirant beaucoup
plus d’utilisateurs et ainsi en accroissant de plusieurs ordres de grandeur les volumes de trafic qu’ils
doivent supporter.
Un autre fait marquant de l’e´volution des re´seaux au cours de ces dernie`res anne´es est la multiplica-
tion des re´seaux d’acce`s, filaires et surtout radios (GPRS, UMTS, WiFi, WiMAX, etc.). Cette e´volution
conduit vers une re´elle convergence des services fournis aux utilisateurs, quels que soient les modes
d’acce`s. Cette convergence va se traduire pour les utilisateurs par la possibilite´ de toujours acce´der a`
une multiplicite´ de services Internet, quel que soit le me´dia utilise´ et ou` qu’ils se trouvent. L’Internet
de demain sera ainsi une interconnexion de re´seaux d’acce`s he´te´roge`nes permettant d’acce´der, via des
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cœurs de re´seaux IP/MPLS, a` un grand nombre de services (( universels )).
Toutes ces e´volutions conduisent a` une multiplication des services offerts par le re´seau et a` une
croissance sans pre´ce´dent du nombre d’utilisateurs et des volumes de trafics qu’ils ge´ne`rent. Dans une
socie´te´ ou` l’information et la communication ont pris une telle importance, l’interruption des services
offerts par le re´seau, ou meˆme une de´gradation significative de la qualite´ de service, sont de moins
en moins acceptables. La se´curisation des re´seaux et le respect des nouvelles exigences de qualite´ de
service sont ainsi des enjeux majeurs.
Ne´cessite´ d’une nouvelle inge´nierie des re´seaux IP
Ces nouvelles exigences de qualite´ de service, l’augmentation continue du trafic Internet et les
impe´ratifs de plus en plus forts de se´curisation des re´seaux imposent aux fournisseurs d’acce`s Internet
(FAI) et aux ope´rateurs une adaptation permanente de leurs infrastructures de communication. Cepen-
dant, le contexte concurrentiel qui induit des marges be´ne´ficiaires re´duites, ne permet plus d’ame´liorer
les performances d’un re´seau par un surdimensionnement excessif des e´quipements.
Une solution consiste a` avoir un suivi plus re´gulier et plus fin du re´seau pour mettre en œuvre des
techniques d’inge´nierie de trafic. Ces techniques ont pour objectif principal d’e´viter les phe´nome`nes de
congestion du trafic et les de´gradations du service qui en re´sultent. A notre avis, une telle approche de
l’inge´nierie des re´seaux doit alors reposer sur trois axes essentiels :
• Supervision du re´seau : il est illusoire de vouloir mettre en œuvre une inge´nierie de trafic effi-
cace, sans une connaissance approfondie du re´seau et des trafics qu’il achemine. Si l’observation
par me´trologie du trafic sur les liens est pertinente, elle n’est pas suffisante. Il faut de´velopper
une vision globale de la matrice de trafic, et de son e´volution sur plusieurs e´chelles de temps.
• Planification du re´seau : les objectifs essentiels sont de dimensionner a` moindre couˆt les e´qui-
pements du re´seau et d’optimiser le routage des flux. Pour eˆtre utilise´ en situation ope´rationnelle,
un outil de planification doit permettre de re´soudre ces proble`mes en tenant compte de l’ensemble
des contraintes mate´rielles ou techniques auxquelles est confronte´ le gestionnaire d’infrastruc-
tures, mais aussi de la qualite´ de service cible et du niveau de re´silience recherche´.
• Adaptation dynamique du re´seau : Etant donne´e la forte variabilite´ du trafic Internet a` court
terme, lie´e notamment a` celle de l’activite´ des utilisateurs, il est impossible d’e´viter des de´gra-
dations ponctuelles du service offert sans mettre en œuvre des techniques de reconfiguration
dynamique des ressources. L’augmentation du degre´ d’autoadaptativite´ des re´seaux aura pour
conse´quence l’ame´lioration de la qualite´ de service, une meilleure utilisation des ressources glo-
bales et une planification beaucoup plus progressive. Les proble´matiques vise´es concernent no-
tamment le routage dynamique et la reconfiguration dynamique des LSP dans les re´seaux MPLS.
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Contributions
L’ensemble de nos contributions porte sur la supervision et la planification des re´seaux et a pour
caracte´ristiques communes de tenir compte des contraintes :
– technologiques telles que les groupes de liens a` risques partage´s (SRLG), les cartes de commu-
nication (PIC), etc. . .,
– ope´rationnelles par une vision souvent incre´mentale des solutions propose´es, et
– financie`res par l’inte´gration de mode`les e´conomiques re´alistes et utilise´s par les ope´rateurs,
et d’eˆtre inte´gre´ dans le logiciel NEST dont l’ambition est d’eˆtre l’outil de re´fe´rence de cette nouvelle
approche d’inge´nierie des re´seaux IP.
L’organisation du pre´sent me´moire est la suivante :
• Le chapitre 1 approfondit le fonctionnement, les e´volutions et les limitations des re´seaux IP de-
puis leur apparition. Une de´finition plus pre´cise d’une nouvelle approche d’inge´nierie est ensuite
propose´e.
• Le chapitre 2 traitera du proble`me d’estimation des matrices de trafics. La connaissance des vo-
lumes de trafics e´change´s sur un re´seau est un pre´alable essentiel a` son inge´nierie. Estimer les tra-
fics a` partir de mesures de charges sur les liens (SNMP [37]) est une alternative a` une me´trologie
travaillant au niveau des flots, cette dernie`re e´tant trop lourde a` supporter pour un re´seau. En
introduisant une hypothe`se sur la re´partition des trafics au cours du temps, nous proposons un
algorithme d’estimation fournissant un niveau de pre´cision acceptable pour un ope´rateur, en des
temps de calcul raisonnables.
• Nous conside´rons le proble`me d’optimisation des me´triques de routage IP dans le chapitre 3. Uti-
lisant un voisinage de taille re´duite, une nouvelle heuristique aux temps de calcul faibles permet
d’obtenir des solutions incre´mentales de bonne qualite´. Diffe´rentes extensions sont e´galement
propose´es pour permettre une solution de routage robuste et/ou de qualite´ proche du routage op-
timal.
• Le protocole MPLS [55] devenant incontournable de part son utilisation massive, nous e´tudions,
dans le chapitre 4, l’inte´reˆt d’optimiser les me´triques IP dans un cœur de re´seau IP/MPLS. Nous
montrerons que l’utilisation des ressources peut eˆtre de´grade´e par une configuration trop simple
de MPLS et que l’impact des modifications des me´triques IP sur le placement des LSP est le plus
souvent positif.
• Re´soudre le proble`me d’affectation des capacite´s aux liens dans les re´seaux permet de faire
face aux augmentations de trafic. Ce proble`me a longtemps e´te´ traite´ sans tenir compte des
e´quipements autres que les liens. Nous proposons, dans le chapitre 5, une nouvelle approche glo-
bale du dimensionnement de topologie tenant compte des contraintes mate´rielles et utilisant des
couˆts d’e´quipement re´alistes. Une me´thode exacte et une heuristique efficace aux temps de cal-
cul re´duits sont propose´es. Compare´es aux solutions affectant aux liens les capacite´s admissibles
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directement supe´rieures a` leurs charges, nos solutions ame`nent un gain e´conomique significatif.
• Nous de´taillerons enfin, dans le chapitre 6, diffe´rentes e´volutions apporte´es au logiciel NEST
de la start-up QoS Design. Elles portent principalement sur le moteur de routage, l’analyse des
pannes, et l’inte´gration des acce`s radios 2.5/3G.
CHAPITRE 1
Inge´nierie des re´seaux IP
Depuis les anne´es 90, Internet a connu un succe`s fulgurant. D’un coˆte´ un nombre d’utilisateurs et
des volumes de trafic en perpe´tuelle augmentation et de l’autre plusieurs e´volutions technologiques im-
portantes ont fait d’Internet un outil majeur dans des domaines tels que l’informatique et les te´le´commu-
nications.
Internet et les re´seaux IP en ge´ne´ral ont donc subi de nombreuses mutations tant au niveau de leur
technologie que de leur inge´nierie. Nous proposons dans ce chapitre d’exposer plus pre´cise´ment les
changements intervenus dans le fonctionnement et l’utilisation d’Internet. Nous mettrons en e´vidence
plusieurs proble`mes convergeant tous vers la ne´cessite´ d’une nouvelle approche pour l’inge´nierie des
trafics dans les re´seaux IP.
1.1 Succe`s d’Internet et de son service Best Effort
Internet est base´ sur le protocole IP (Internet Protocol [16]) permettant la mise en place du routage
et la propagation des flots de donne´es. Cette technologie simple associe´e aux re´seaux IP est parfaitement
adapte´e aux services de type (( Best Effort (BE) )) initialement fournis par Internet. Ce type de service
ne fournit aucune garantie (de´lai, pertes) aux flots e´coule´s par le re´seau. Si le protocole de transport
TCP ([17]) est utilise´, les flots ont tout de meˆme la garantie d’eˆtre transmis de manie`re inte`gre au bout
d’un certain temps.
Le routage consiste en une mise en place des routes permettant la communication entre les diffe´rents
e´le´ments composant les re´seaux IP : les routeurs. Ces derniers sont les points d’aiguillages formant l’ar-
chitecture du re´seau IP. Ils posse`dent tous une table de routage re´sumant l’information de routage sous
forme de prochain saut ((( next hop )) ), c’est a` dire qu’une entre´e de cette table associe une destination au
prochain routeur vers lequel le flot doit se diriger. De manie`re plus pre´cise, il existe sur chaque routeur
un ensemble d’interfaces permettant la communication avec les routeurs connecte´s a` ce routeur. C’est
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FIG. 1.1 – Routage IP hie´rarchique
en fait l’interface a` emprunter qui est renseigne´e dans les tables de routage.
Les re´seaux IP sont hie´rarchiques car compose´s de syste`mes autonomes (AS) inde´pendamment
ge´re´s les uns des autres comme illustre´ sur la figure 1.1. Chaque syste`me autonome imple´mente un
protocole de routage intra domaine ((( Interior Gateway Protocol (IGP) )) ) tel que OSPF ([45]), ISIS
([23]), RIP ([21]), ou EIGRP ([20]). Ce dernier met en place les routes entre les routeurs d’un meˆme
AS a` l’aide d’un algorithme calculant les plus courts chemins (Dijkstra [3], Bellman Ford [2]) au sens
des me´triques associe´es a` chaque interface. Les pseudo codes de ces deux algorithmes sont donne´s dans
les tableaux respectifs 1.1(a) et 1.1(b). Ils permettent pour une source S et pour toute destination v de
connaıˆtre la distance D(v), le nœud pre´ce´dent sur le(s) plus court(s) chemin(s) pred(v) a` partir des
me´triques c(i, j) sur les interfaces allant de i vers j.
(a) Algorithme de Dijsktra
N = {S} ou` S est le nœud source
Pour chaque nœud v
| Si v est adjacent a` S
| | Alors D(v) = c(S, v)
| | Sinon D(v) =∞
Tant que tous les nœuds ne sont pas dans N
| Trouver w /∈ N tel que D(w) est minimum
| Ajouter w a` N
| Pour tous les nœuds v /∈ N adjacents a` w
| | D(v) = min(D(v),D(w) + c(w, v))
| | pred(v) = argmin(D(v),D(w) + c(w, v))
(b) Algorithme de Bellman-Ford
Pour chaque nœud v
| Si v = S
| | Alors D(v) = 0
| | Sinon D(v) =∞
Pour i = 1 jusqu’a` (Nombre de sommets - 1 )
| Pour chaque arc (u, v) du graphe
| | si D(u) + c(u, v) < D(v) alors
| | | D(v) = D(u) + c(u, v)
| | | pred(v) = u
TAB. 1.1 – Algorithmes des plus courts chemins utilise´s par les protocoles de routage IP
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Les routes choisies sont donc comple`tement de´finies par les me´triques choisies par l’ope´rateur.
Deux heuristiques classiques existent pour le choix des me´triques :
– toutes les me´triques e´gales a` 1 pour minimiser le nombre de sauts (nombre de routeurs traverse´s)
associe´ a` chaque route, ou
– la me´trique inversement proportionnelle a` la capacite´ de l’interface pour favoriser les chemins
ayant plus de bande passante.
Le routage entre syste`mes autonomes (ou routage inter domaine) est assure´ par un (( Exterior Ga-
teway Protocol (EGP) )) dont le plus commune´ment utilise´ est BGP ([26] Border Gateway Protocol).
Il est e´galement programme´ pour calculer les plus courts chemins a` partir de me´triques. Cependant, ce
routage est totalement lie´ aux diffe´rentes politiques entre ope´rateurs.
La mise en place du routage est donc totalement distribue´e et automatise´e. Ceci simplifie d’une part
la gestion du re´seau pour les ope´rateurs et permet d’autre part son adaptation dynamique aux pannes.
Lors de la transmission d’un flux de donne´es (voir figure 1.2), celui-ci est tout d’abord de´coupe´ en
plusieurs paquets puis chaque paquet est transmis sur le re´seau apre`s que son information de routage
ai e´te´ ajoute´e sous la forme d’une enteˆte IP. Chaque routeur recevant un paquet le place dans une file
d’attente, puis le route (de´cide sur quelle interface il doit l’envoyer) en le plac¸ant dans une file d’attente
de l’interface de sortie choisie.
La capacite´ des files d’attente (le nombre maximal de paquets en attente qu’elle supporte) est un
crite`re de performance important. En effet, lorsqu’un paquet est place´ dans une file d’attente, la charge
(en nombre de paquets) de la file d’attente peut eˆtre
– tre`s faible compare´e a` la capacite´, de`s lors le temps de traitement sera peu e´leve´,
– proche de la capacite´, dans ce cas le de´lai de traitement devient plus long, ou
– e´gale a` la capacite´, ce qui entraıˆne la perte du paquet.
Ainsi, les de´lais de transmission des paquets de´pendent des de´lais de propagation des liens ainsi que
du nombre et de la charge des interfaces re´seaux traverse´es.
Le service ainsi propose´ par Internet est du type (( Best Effort )) ne garantissant au mieux que le
paquet finira par arriver un jour (pour TCP). Ce service a e´te´ pendant longtemps adapte´ aux classiques
transmissions de donne´es effectue´es sur Internet comme l’e´change de fichiers ou de mails ce qui a per-
mis la croissance rapide d’Internet. Cependant, comme nous allons le montrer juste apre`s, cela n’est
plus suffisant.
1.2 Evolutions majeures d’Internet depuis ses de´buts
Les e´volutions autour d’Internet peuvent eˆtre vues sous deux angles : celui de son utilisation et celui
de son e´volution technologique. Le premier porte principalement sur l’e´volution du nombre d’utilisa-
teurs ainsi que sur l’apparition re´gulie`re de nouveaux services. Le second, plus technique, porte sur
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FIG. 1.2 – Propagation dans re´seau IP
l’inte´gration d’un ensemble de nouvelles technologies qui est venue enrichir Internet et qui a conduit a`
une re´elle convergence des services propose´s.
1.2.1 Evolution vers une architecture de communication globale
Depuis ses premiers pas ou` de simples fichiers e´taient transmis d’un ordinateur vers un autre, l’uti-
lisation d’Internet a fait un long chemin. Internet est devenu une architecture de communication globale
supportant maintenant des applications temps re´el tels que la voix sur IP ou la vide´o a` la demande.
Ces nouvelles applications n’ont pas les meˆmes besoins en termes de Qualite´ de Service (QoS) que
les premiers services propose´s par Internet. La qualite´ de service (QoS) repre´sente des limitations fortes
sur
– la latence ou le de´lai de bout en bout : le temps entre le de´but de l’e´mission d’un flot de commu-
nication et la fin de sa re´ception,
– les probabilite´s de perte des paquets, et
– la gigue : moyenne des e´carts des latences des diffe´rents paquets appartenant a` un meˆme flot de
communication.
La voie sur IP par exemple exige des latences et gigues faibles pour pouvoir fonctionner, ainsi le
(( Best Effort )) propose´ au de´but ne suffit plus. Les nouveaux re´seaux IP inte`grent donc de nouvelles
technologies permettant d’offrir des qualite´s de service diffe´rencie´es aux flux en fonction de leur classe
de service. Parmi celles-ci, on peut citer les deux principales approches utilise´es.
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L’approche IntServ base´e sur les flots [31]
L’ide´e principale de cette approche est de controˆler l’admission des flots en s’assurant qu’un trafic
aura la QoS qu’il requiert avant de l’envoyer. Dans le cas contraire, le trafic n’est pas e´mis.
Pour cela, l’ensemble des routeurs doit permettre une e´valuation de la QoS de bout en bout et cela
impose la connaissance de la totalite´ du chemin. Ainsi, un me´canisme de ne´gociation (ge´re´ par RSVP
[39]) permet d’autoriser ou non la communication en ne´gociant les ressources ne´cessaires le long de la
route. Cependant, les routeurs doivent garder en me´moire toutes les connexions autorise´es pour pouvoir
re´pondre correctement aux requeˆtes de RSVP.
Cette forte consommation de ressources sur les routeurs est proble`matique pour des re´seaux de
grandes tailles. On parle alors de proble`me de passage a` l’e´chelle. L’approche IntServ n’a donc pas
connu de grand succe`s pour les cœurs de re´seau de taille conse´quente.
L’approche DiffServ base´e sur une diffe´renciation par classes de service [44]
Cette approche permet de distinguer chaque paquet par son type de service (ToS) ou sa classe de
service (CoS) de´pendant du service (transfert de fichiers, mail, VoIP, ToIP, etc. . .). Dans le domaine
DiffServ de´fini par un ensemble de nœuds appliquant la meˆme politique de QoS, les champs ToS des
paquets IP sont remplace´s par les champs DS qui contiennent la classe DiffServ du paquet et le statut
du paquet en terme de profilage ( (( in/out profile )) ). Cette transformation de l’enteˆte IP est effectue´e par
les routeurs a` la frontie`re du domaine DiffServ, les routeurs a` l’inte´rieur du meˆme domaine se servent
de ces nouvelles informations pour le routage.
Les routeurs frontie`res effectuent un ensemble de traitements illustre´s par la figure 1.3 lorsqu’un
paquet se pre´sente a` l’entre´e du domaine DiffServ :
– Le (( Meter )) est un organe qui permet une mesure en temps re´el des trafics. Si ces mesures
de´passent les valeurs fixe´es avec l’ope´rateur, il en informe alors certains autres organes qui se
chargeront soit de jeter (supprimer) le paquet, soit de le de´classer c’est a` dire que sa priorite´ est
diminue´e (on parle alors de paquet (( out profile )) ).
– Le (( Classifier )) permet une premie`re classification du paquet entrant en fonction des (( Service
Level Agreement )) (SLA) repre´sentant le contrat passe´ avec l’ope´rateur. Chaque classe de paquet
posse`de des garanties propres donne´es par l’ope´rateur.
– Le (( Marker )) de´termine la classification du paquet ou (( Per Hop Behaviour )) suivant les in-
formations transmises par les organes ante´rieurs. Il marque ensuite le paquet en modifiant son
enteˆte.
– Le (( Shaper )) re´gule ensuite l’e´mission des paquets et
– le (( Dropper ))permet d’effectuer cette re´gulation en supprimant ou en de´classant certains paquets
marque´s par les organes pre´ce´dents.
Lors du transit du paquet dans le domaine DiffServ, une politique d’ordonnancement et de traite-
ment de´pendant du marquage des paquets est mise en place. Ainsi, l’ensemble des priorite´s est de´fini a`
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FIG. 1.3 – Traitement d’un paquet a` l’entre´e du domaine DiffServ
l’entre´e du domaine et applique´ lors de la traverse´e de ce domaine.
Pour cela, chaque interface du cœur de re´seau DiffServ posse`de plusieurs files d’attente, chacune
e´tant associe´e a` un ensemble de classes. L’ensemble des files d’attente d’une meˆme interface est ge´re´
par un syste`me de priorite´ de´finissant un ordre de traitement : certaines files peuvent eˆtre vide´es en
premier avant de traiter les paquets se trouvant dans les autres files par exemple.
Le me´canisme DiffServ permet donc d’assurer une meilleure QoS pour certaines classes tout en
ne´gligeant celle des autres. De plus, le routage par ToS (propose´ par OSPF par exemple) permet des
routages diffe´rents selon de type de service du paquet favorisant des routes plus courtes pour les paquets
plus prioritaires. L’absence de controˆle d’admission, base´ sur une ne´gociation de QoS de bout en bout,
ne permet cependant pas de garantie de QoS de bout en bout.
MPLS
Une autre technologie importante associe´e aux re´seaux IP est MPLS (Multi Protocol Label Swit-
ching [68]) qui permet un routage par commutation de labels a` opposer au routage par prochain saut
effectue´ par IP.
La commutation de label e´tant effectue´e au niveau 2 de la couche protocolaire, elle est plus ra-
pide que le routage IP (niveau 3). Le succe`s de MPLS est donc majoritairement duˆ a` la diminution
des temps de routage, cependant, cette diffe´rence importante il y a quelques anne´es n’est plus d’actua-
lite´ depuis l’apparition de nouveaux routeurs aux capacite´s de traitement ame´liore´es. Un autre aspect
de MPLS, le (( Traffic Engineering (TE) )) , permet une gestion fine de la QoS distribue´e aux diffe´rents
flots transitant dans le cœur de re´seau, nous reviendrons plus longuement sur ce point dans le chapitre 4.
Les re´seaux actuels pourraient bien eˆtre bouleverse´s par le de´veloppement attendu de ces (( nou-
veaux )) services tant au niveau du nombre d’utilisateurs que des nouveaux usages qui pourraient leur
eˆtre associe´s.
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1.2.2 Convergence technologique
On assiste depuis une dizaine d’anne´es a` la convergence des services propose´s par Internet. Etant
de´fini comme une interconnexion de re´seaux he´te´roge`nes, il n’est pas surprenant de voir de plus en plus
de re´seaux d’acce`s de type diffe´rents permettre aux utilisateurs un acce`s a` un nombre toujours croissant
de services sur Internet. Les nouveaux acce`s filaires mais surtout radio comme le GRPS, l’UMTS, le
WiFi, ou le WiMAX fournissent maintenant a` l’ensemble des utilisateurs la possibilite´ d’acce´der en
permanence a` un ensemble de services au travers de cœurs de re´seaux IP/MPLS. La figure 1.4 illustre
bien la convergence actuelle et future.
FIG. 1.4 – Convergence technologique au travers des re´seaux IP/MPLS
Quel que soit le mode d’acce`s utilise´, un utilisateur peut donc acce´der a` un ensemble de services
(( universels )) . Cette connexion quasi permanente a` ces services pousse les utilisateurs de plus en plus
nombreux a` une utilisation de plus en plus fre´quente des re´seaux IP.
Ces deux e´volutions majeures conduisent donc a` une augmentation sans pre´ce´dent du nombre d’uti-
lisateurs et des volumes de trafic qu’ils ge´ne`rent. Internet n’est donc plus utilise´ uniquement pour les
e´changes de fichiers ou pour le mail. On se sert maintenant d’Internet pour connaıˆtre la me´te´o, ou pour
voir la dernie`re vide´o du moment par exemple et ce depuis son te´le´phone portable si on le souhaite.
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1.3 Roˆle crucial d’Internet dans de nombreux domaines
L’engouement pour les re´seaux IP a e´te´ tel qu’ils ont maintenant un roˆle central dans les activite´s
quotidiennes d’un grand nombre de gens. Ce roˆle crucial ne peut que croıˆtre e´tant donne´ les tendances
que nous venons de de´crire. Cependant, la part croissante de l’Internet dans nos activite´s quotidiennes
soule`ve de nouveaux proble`mes.
Ainsi, il existe des re´seaux IP de´die´s a` la de´fense nationale ou a` la navigation ae´rienne par exemple
dans lesquels aucune interruption de service ne peut eˆtre tole´re´e. Dans de tels re´seaux, les services vi-
taux doivent eˆtre maintenus a` tout prix aux de´pens des autres services mineurs. La notion de re´silience,
ou la capacite´ a` re´agir aux pannes, est donc un enjeu majeur que l’on associe maintenant aux re´seaux
IP, cette tendance se ge´ne´ralisant de plus en plus meˆme pour des re´seaux moins sensibles.
De meˆme, de nombreuses entreprises utilisent les re´seaux IP pour interconnecter leur sites distants
et ce de manie`re se´curise´e graˆce aux VPN ((( Virtual Private Network ))). Elles aussi utilisent de plus en
plus les nouveaux services tels que la te´le´phonie sur IP ou la vide´o confe´rence. Payant un prix souvent
plus e´leve´ que les utilisateurs classiques, elles attendent des ope´rateurs des garanties de QoS d’un ni-
veau e´leve´.
Chacun des plus de 800 millions d’utilisateurs de re´seaux IP diffe`re des autres par la QoS recherche´e
ainsi que par les volumes de trafics ge´ne´re´s. Cependant, la tendance majeure est une croissance expo-
nentielle des deux et les Fournisseurs d’Acce`s a` Internet (FAI) ou les ope´rateurs se doivent donc de
re´agir pour re´ussir a` garantir une qualite´ de service de plus en plus exigeante tout en e´coulant des vo-
lumes de trafics en perpe´tuelle augmentation.
1.4 Surdimensionnement des e´quipements
Initialement, pour faire face a` ces nouvelles exigences de QoS et a` l’augmentation soutenue du tra-
fic, les ope´rateurs ou FAI se sont tourne´s vers un surdimensionnement des e´quipements. Les principales
sources de de´gradation de la QoS e´tant les zones de congestion du re´seau, limiter les risques de conges-
tion par une augmentation conse´quente des ressources permettait d’e´couler les volumes de trafics tout
en garantissant la QoS requise.
Cependant cette de´marche n’est plus viable e´conomiquement. Le contexte concurrentiel qui induit
des marges be´ne´ficiaires re´duites ne permet plus d’ame´liorer les performances d’un re´seau IP par un
surdimensionnement excessif des e´quipements.
De plus, d’un point de vue technique, cette de´marche doit eˆtre modifie´e si l’on veut vraiment
maıˆtriser l’e´volution des re´seaux. La garantie de performances en toutes situations, y compris en cas
de panne ou de variations fortes du trafic par exemple, ne peut s’obtenir sans une nouvelle approche de
l’inge´nierie des re´seaux.
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1.5 Ne´cessite´ d’une nouvelle approche
Une nouvelle approche base´e sur un suivi plus re´gulier et plus fin du re´seau pour pouvoir mettre
en œuvre des techniques d’inge´nierie de trafics doit eˆtre e´tudie´e. Le dimensionnement de topologie,
l’optimisation du routage, la configuration des me´canismes DiffServ ou encore le placement des LSP
dans MPLS sont des exemples de ces techniques qui existent de´ja` depuis plusieurs anne´es. Cependant,
il n’existe pas encore d’approche cohe´rente autour de ces outils qui se doit de reposer sur trois points
essentiels.
• La Supervision
Aucune inge´nierie ne peut eˆtre efficace sans la connaissance approfondie du re´seau et des trafics
qu’il achemine. La connaissance du re´seau est obtenue a` partir d’informations statiques concer-
nant sa topologie telles que la capacite´ des diffe´rents e´quipements, la configuration du routage,
celle des VPN etc. . .. La connaissance des trafics est, elle, dynamique. Cependant, meˆme si l’in-
formation instantane´e ou passe´e des trafics est pertinente, elle n’est pas suffisante. Il faut eˆtre
capable de pre´dire les e´volutions des volumes des trafics par une analyse de leurs tendances (
(( traffic trends ))).
Estimer les matrices de trafics du re´seau en e´vitant de s’appuyer sur une me´trologie trop couˆteuse
est un exemple de proble`me associe´ a` la supervision qu’il est difficile mais important de re´soudre.
• La Planification
La planification des re´seaux porte autant sur le dimensionnement des e´quipements que sur l’op-
timisation du routage. Elle consiste donc a` adapter le re´seau existant aux volumes de trafics et
exigences de QoS qu’il doit supporter. Elle doit bien suˆr inte´grer les notions de re´silience pour
garantir non seulement une utilisation ade´quate des ressources dans le re´seau nominal mais aussi
des performances (( acceptables )) si le re´seau est dans un e´tat de panne. Planifier son re´seau re-
vient donc e´galement a` anticiper par la mise en place de sce´narios de secours pour chaque panne
possible du re´seau.
• Le Controˆle dynamique
Enfin, le dernier point essentiel de l’approche globale d’inge´nierie des trafics porte sur la re´activite´
du re´seau. En effet, en raison de l’ensemble des e´volutions majeures associe´es aux re´seaux IP que
nous avons de´veloppe´es plus toˆt, aucun re´seau ne peut e´viter des de´gradations ponctuelles de la
QoS du fait de la forte variabilite´ des trafics.
Seules des techniques de reconfiguration dynamique des ressources permettent au re´seau une
adaptabilite´ permanente aux phe´nome`nes variables qu’il doit supporter. Parmi les proble´matiques
classiques associe´es au controˆle dynamique, on peut trouver le routage dynamique et la reconfi-
guration dynamique des LSP.
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Avec une telle approche, les ope´rateurs et les FAI peuvent faire face aux nouvelles exigences de
leurs clients dont le nombre et l’activite´ ne cesse d’augmenter.
1.6 Contributions
C’est dans cette optique que l’ensemble de nos travaux ont e´te´ mene´s. Au sein de la start-up QoS
Design qui de´veloppe une suite logicielle d’outils pour la supervision, la planification, et la simulation
des re´seaux IP/MPLS, nous avons contribue´ a` l’ame´lioration des deux premiers points e´voque´s juste
avant
– la supervision : par l’ame´lioration des techniques d’estimation des matrices de trafics (chapitre
2),
– et la planification des re´seaux : par une contribution principale sur l’optimisation du routage IP
(chapitre 3 et 4) et une nouvelle approche pour le dimensionnement des topologies (chapitre 5).
L’ensemble de nos travaux ont un ensemble de caracte´ristiques communes portant sur des aspects
technologiques, ope´rationnels, et financiers. Ils sont tous inte´gre´s dans le logiciel NEST.
CHAPITRE 2
Estimation des Matrices de Trafic
Le chapitre pre´ce´dent a permis de mettre en avant la ne´cessite´ de techniques d’inge´nierie de trafic de
plus en plus efficaces. L’ensemble de ces techniques supposent la connaissance a priori de la demande
en trafic que le re´seau devra supporter pour pouvoir proposer des solutions visant a` utiliser au mieux les
ressources disponibles.
Connaıˆtre l’e´tat de la demande en trafic a` un instant donne´ est donc un proble`me crucial dont une
solution e´vidente est la me´trologie. Cela consiste a` mesurer les trafics circulant au travers du re´seau a`
l’aide de protocoles logiciels particuliers s’executant sur les routeurs ou encore a` l’aide de sondes. La
mesure des trafics posse`de l’avantage d’eˆtre pre´cise mais son inconve´nient majeur est qu’elle surcharge
le re´seau. Consommation de CPU sur les routeurs, ralentissement des trafics au travers des sondes et
surtout trafics de (( reporting )) ge´ne´re´s sur le re´seau sont des exemples de ces surcharges.
S’il n’est pas possible de mesurer de manie`re exacte les trafics en temps re´el, il devient alors
ine´vitable de les estimer. L’estimation consiste a` utiliser des informations indirectes pour e´valuer la
demande en trafic que le re´seau supporte a` un instant donne´.
Au dela` de la connaissance instantane´e des trafics, les techniques d’inge´nierie visant a` la planifica-
tion des re´seaux ont e´galement besoin de pre´dictions des trafics. Base´es sur des analyses de tendances
( (( traffic trends )) ) faites a` partir des trafics connus, ces pre´dictions permettent d’agir en avance sur le
re´seau. Les travaux effectue´s portent peu sur ce dernier point qui sera discute´ plus loin dans ce chapitre.
Depuis maintenant plus d’une dizaine d’anne´es, les techniques d’estimation ont e´te´ prises en conside´-
ration par de nombreux groupes de recherche. En effet, la mesure e´tait alors beaucoup trop lourde a`
supporter pour les re´seaux de l’e´poque. Beaucoup de pistes ont e´te´ e´tudie´es mais il est vrai qu’aucune
n’a re´ellement de´bouche´ sur des re´sultats indiscutables. En paralle`le de ces recherches, les techniques
de mesures et de collectes d’informations sur les re´seaux se sont ame´liore´es. Cependant, meˆme si la me-
sure s’est grandement alle´ge´e en termes de surcouˆt sur les re´seaux, la compe´tition avec les techniques
d’estimation est encore d’actualite´. Les dernie`res techniques propose´es sur ce sujet sont d’ailleurs com-
31
32 Estimation des Matrices de Trafic
FIG. 2.1 – Un outil de me´trologie : NetFlow (Cisco/IPFix)
pose´es des deux aspects.
L’outil de re´fe´rence en termes de me´trologie est NetFlow (Cisco/IPFix [93]). Comme illustre´ sur la
figure 2.1, chaque routeur sur lequel NetFlow est execute´ fournit de manie`re re´gulie`re des informations
sur les flots qu’il a traite´s. Parmi celles-ci, on trouve par exemple la source, la destination, l’application
(le port), ou la charge du flot.
Le trafic ge´ne´re´ vers le collecteur d’information est donc conse´quent et entraıˆne des surcharges sur le
re´seau. La consommation CPU sur le routeur ralentit conside´rablement leur fonction principale de rou-
tage des paquets. Cette solution n’est donc pas acceptable pour un re´seau ope´rationnel. L’ame´lioration
des techniques de me´trologie nous semble cependant eˆtre un the`me de recherche important posse´dant
des applications conse´quentes dans le monde de l’inge´nierie des re´seaux. Ne´anmoins, nos travaux ne
portant pas sur ce point, nous ne reviendrons pas sur ce sujet.
L’estimation des matrices de trafic consiste donc a` trouver les demandes des trafics supporte´s par
le re´seau a` partir d’autre donne´es mesure´es sur le re´seau. Le protocole SNMP ([37]), execute´ sur la
majorite´ des routeurs utilise´s, permet justement des mesures plus le´ge`res. Il fournit une valeur moyenne
des charges des interfaces toutes les 5 minutes. La quantite´ d’information remonte´e vers le collecteur
est donc tre`s faible compare´e a` NetFlow ce qui permet son utilisation de manie`re continue. Ne´anmoins,
les mesures fournies par SNMP ne permettent pas de distinguer les diffe´rents flots (source, destination,
application), les trafics doivent donc eˆtre estime´s.
La figure 2.2 expose la configuration de base d’un cœur de re´seau sur lequel nous cherchons a`
e´valuer les trafics. Nous conside´rerons donc un cœur de re´seau (inte´rieur du cercle pointille´ sur la fi-
gure) connu dans lequel le routage est donne´ et la plupart du temps conside´re´ comme fixe au cours du
temps. Dans ce cœur de re´seau, nous pourrons obtenir des mesures sur les charges des liens (note´es Y).
Les points d’acce`s a` ce cœur de re´seau sont les routeurs frontie`res (routeurs rouges sur la figure) et les
trafics cherche´s sont ceux circulant d’un routeur frontie`re vers un autre. On supposera e´galement que
les routeurs du cœur de re´seau ne sont ni source, ni puit de trafic. La totalite´ du trafic (( entrant ))dans le
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re´seau par les routeurs edges (ou frontie`res) devra donc (( sortir )) par ces meˆmes routeurs frontie`res.
Routeurs coeurs
Coeur du réseau
Charge des liens Y
Routeurs Frontières
Trafics à estimer
YiYk
Yj
FIG. 2.2 – Mode`le de re´seau pour l’estimation des matrices de trafic
Etant donne´ l’aspect extreˆmement attractif de ce sujet dans le monde scientifique depuis les pre-
miers travaux de Vardi en 1996 ([38]), nous consacrerons la prochaine partie de ce chapitre a` un e´tat de
l’art sur le sujet.
2.1 Etat de l’art
Les charges sur les liens Y peuvent eˆtre facilement connues a` l’aide du protocole SNMP. Il est ac-
tuellement pre´sent sur la quasi totalite´ des routeurs et permet de mesurer des moyennes de charge sur 5
minutes sur l’ensemble des liens du re´seau.
Trouver la matrice de trafic X ayant ge´ne´re´ les charges Y au travers d’un re´seau dont le routage est
connu (matrice de routage A) revient a` inverser l’e´quation de propagation :
Y = AX (2.1)
Cependant, le nombre de liens pre´sents dans le re´seau (note´ L) est la plupart du temps bien infe´rieur
au nombre de couples Origine/Destination (OD) (note´ c). Nous somme en pre´sence d’un syste`me sous-
contraint : il y a plus d’inconnues que d’e´quations. Il n’y a donc pas une seule solution a` ce syste`me
mais une infinite´ de solutions et la de´composition en valeurs singulie`res de la matrice A permet de
de´finir cet espace de solutions.
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Si nous notons r le rang de la matrice A, il est possible de trouver une base orthonorme´e (ui)1≤i≤L
de RL et une base orthonorme´e (vi)1≤i≤c de Rc tel que :
AX =
r∑
k=1
ukσk(vk
T
X) (2.2)
σk =
√
λk =
√
νk ∀k = 1..r
image(A) = vect(uk, k = 1..r) (2.3)
null(A) = vect(vk, k = r + 1..c) (2.4)
Ou` le vecteur λ de taille c (respectivement ν de taille L) contient les valeurs propres de la matrice ATA
(respectivement AAT ) ordonne´es de manie`re de´croissante.
Par conse´quent , on peut dire que
– l’image de l’application A est l’espace vectoriel ge´ne´re´ par les vecteurs (uk, k = 1..r) (e´quation
2.3)
– et que le noyau de l’application A est l’espace ge´ne´re´ par les vecteurs (vi)1≤i≤c (e´quation 2.4).
De manie`re plus pre´cise, pour tout Z s’e´crivant sous la forme Z =
∑c
k=r+1 zkvk alors AZ = 0.
Notons S l’espace des solutions du syste`me (2.1), et X1 =
∑c
k=1 x
1
kvk, et X2 =
∑c
k=1 x
2
kvk deux
vecteurs de S tel que X1 6= X2. De`s lors :
x1k = x
2
k, ∀k = 1..r
On peut donc trouver un ensemble de valeurs (zk) pour k = r+1..c tel que X1 = X2+
∑c
k=r+1 zk.
L’ensemble des solutions S peut alors eˆtre e´crit sous une autre forme :
S = {X∗}
⊕
vect(vk, k = r + 1..c)
Ou` l’ope´rateur
⊕
effectue la somme de deux espaces et X∗ est une solution du syste`me (2.1).
Soit une matrice orthogonale U de taille L×L construite a` partir des vecteurs colonnes uk place´s les
uns a` cote´ des autres, ainsi qu’une matrice orthogonale V T de taille c×c construite a` partir des vecteurs
lignes ukT place´s les uns au dessus des autres. Soit Σ la matrice de taille L× c dont les seuls e´le´ments
non nuls sont les r premie`res valeurs sur la diagonale : Σk,k = σk. Alors on retrouve la formulation
classique de la de´composition en valeurs singulie`res :
A = UΣV T (2.5)
Nous pouvons donc trouver un ensemble de solutions exactes au syste`me (2.1) mais nous n’avons
aucun moyen de savoir quelle solution est la matrice cherche´e. La figure 2.3 illustre ce proble`me avec
un re´seau de petite taille (seulement 3 nœuds). Nous ne donnons pas la matrice de routage dans cet
exemple car elle est e´vidente. Les deux vecteurs propose´s X1 et X2 ge´ne`rent les meˆmes charges sur ce
re´seau. Cependant, nous n’avons aucun moyen de savoir lequel des deux est la solution.
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y2
y3
y4
x5
x3 x6
x1 x4
x2
X1 =

2
5
5
3
1
7

X2 =

7
0
6
8
0
8

Y =

7
6
8
8

FIG. 2.3 – Exemple
Etant donne´ que les charges sur les liens ne sont pas suffisantes pour trouver de manie`re exacte
la matrice de trafic recherche´e, de l’information supple´mentaire doit eˆtre ajoute´e. Les travaux de´ja` ef-
fectue´s autour de l’estimation de trafic ont tous cherche´ a` ajouter de l’information. Les techniques
propose´es diffe`rent donc principalement sur la manie`re dont cette information est ajoute´e.
Nous ne donnerons pas trop de de´tail sur chacune des me´thodes pre´sente´es ensuite, mais nous
conseillons la lecture de [65] ou` un e´tat de l’art complet des plus anciennes me´thodes est propose´ ainsi
que celle de [84] pour des pre´cisions sur les me´thodes les plus re´centes.
2.1.1 Utilisation de la covariance de la charge des liens et d’information temporelle a
priori
L’information ajoute´e dans une premie`re ge´ne´ration de me´thodes fut la covariance de la charge des
liens. Une se´rie de mesures SNMP au cours du temps est utilise´e. C’est a` dire que nous cherchons
a` identifier les trafics au cours du temps (principalement les moyennes) a` partir de plusieurs mesures
faites dans le temps. Des relations entre la covariance des charges des liens et l’e´volution des trafics ont
permis de combler ce manque d’information dont nous parlions plus haut. Le premier auteur a` publier
une me´thode de ce type fut Vardi en 1996. De nombreux travaux ont ensuite e´te´ entrepris dans cette
direction dans les anne´es qui suivirent. Re´cemment, de nouveaux travaux utilisant cette approche, mais
avec de nouvelles hypothe`ses, ont e´te´ entrepris et ont donne´ de bons re´sultats.
L’ide´e principale est d’estimer le second moment de la distribution de charge sur les liens au cours
du temps et de le relier aux moyennes des trafics de manie`re a` augmenter le rang du syste`me que l’on
cherche a` re´soudre.
Tout d’abord, en prenant la moyenne (premier moment) de Y (note´e Y) et de X (note´e λ) a` partir
de l’e´quation (2.1), on peut e´crire l’e´quation du premier moment (2.6). Ensuite, en notant Σ(y) la ma-
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trice de covariance des charges des liens et S(y) le vecteur de dimension L(L−1)2 contenant les e´le´ments
diagonaux et du triangle supe´rieur de Σ(y), nous pouvons e´crire l’e´quation du second moment (2.7).
Ou` Bij,k = AikAkj , et S(x) repre´sente le vecteur de dimension c contenant les e´le´ments diagonaux de
la matrice de covariance des trafics Σ(x) (suppose´e eˆtre diagonale vu que les trafics sont suppose´s eˆtre
inde´pendants les uns des autres).
Y = Aλ (2.6)
S(y) = BS(x) (2.7)
Des hypothe`ses supple´mentaires doivent eˆtre ajoute´es a` cette nouvelle formulation pour qu’elle
puisse eˆtre re´solue. Suivant les hypothe`ses choisies, nous pouvons distinguer plusieurs approches.
Mode`le Poissonnien
Vardi, dans [38], suppose que les trafics suivent des distributions Poissonniennes inde´pendantes
X ∼ Poisson(λ). Son objectif premier est de prouver l’identifiabilite´ du syste`me :
∀y p(y, λ) = p(y, λ′)⇒ λ = λ′ (2.8)
Il prouve alors dans cet article que les valeurs moyennes des flots sont identifiables sous cette
hypothe`se. Cela provient en fait de l’e´galite´ entre la moyenne et la variance. Son objectif e´tait donc
d’estimer le vecteur des trafics moyens λ a` l’aide de me´thodes statistiques. Pour cela, Vardi propose
d’utiliser une me´thode de maximisation de vraisemblance avec un algorithme EM.
Plus tard, en 1998, Tebaldi et West ( [46]) supposent le meˆme mode`le de distribution a priori pour
les trafics mais ils proposent une approche de type Bayesienne pour l’analyse et l’estimation.
Cependant, comme l’hypothe`se de trafic Poissonnien n’est pas ve´rifie´e dans les re´seaux IP (voir
[74], [84] et [65] pour plus de de´tails), toutes ces me´thodes ne donnent pas de re´sultats suffisamment
pre´cis pour eˆtre utilise´es par les fournisseurs d’acce`s. L’ide´e de tenir compte des covariances des charges
des liens a e´te´ utilise´e avec d’autres hypothe`ses sur la distribution des trafics.
Mode`le Gaussien et loi de puissance
Cao et Al. conside`rent un mode`le Gaussien pour les trafics dans [52] (2000) : la distribution de
probabilite´ des trafics est suppose´e eˆtre gaussienne et les trafics sont suppose´s eˆtre inde´pendants les uns
des autres : Xt ∼ normal(λ,Σ).
Cependant, comme il n’existe plus d’e´galite´ entre la moyenne et la variance des trafics, une autre
hypothe`se doit eˆtre faite de manie`re a` rendre le syste`me observable : Cao et Al. supposent que la loi de
puissance s’applique sur les trafics e´tudie´s. Les auteurs peuvent alors e´crire la matrice de covariance en
fonction des moyennes :
Σ = Φ diag(σ2(λ1), . . . , σ2(λc)) (2.9)
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avec Φ qui est un facteur d’e´chelle et σ2 qui repre´sente la loi de puissance entre moyenne et variance
de´pendant d’une constante Kp a` de´finir :
σ2(λ) = λKp (2.10)
On remarque alors qu’en choisissant Φ = 1 et Kp = 1, on retombe sur l’approximation propose´e par
Vardi dans [38].
Les auteurs pre´sentent un certain nombre de re´sultats expe´rimentaux validant leurs hypothe`ses et
affirment alors que le mode`le associe´ a` un facteur de puissance Kp fixe´ est identifiable. L’algorithme
de´veloppe´ par Cao et Al est base´ sur une estimation du maximum de vraisemblance.
Cependant, Medina et Al ont prouve´ dans leur article [65] que l’hypothe`se Gaussienne n’est pas
tout le temps ve´rifie´e dans les re´seaux re´els. Les valeurs du mode`le peuvent changer pour diffe´rentes
heures de mesures et s’ave´rer comple`tement fausses certaines fois. Dans le meˆme article, Medina et Al.
affirment par contre que la loi de puissance est ve´rifie´e dans les re´seaux re´els.
Loi de puissance seule
Nous avons vu jusque la` que le syste`me (2.6)-(2.7) e´tait identifiable sous diffe´rentes hypothe`ses :
– distribution Poissonnienne des trafics, ou
– distribution Gaussienne des trafics et loi de puissance : la relation entre la moyenne et la variance
conduit a` l’identifiabilite´ du syste`me.
Allant plus loin, Soule et Al. dans [81] ont prouve´ que les statistiques du second ordre pour les
trafics (leurs covariances) sont identifiables a` partir des seules e´quations du second moment sur les liens
si les hypothe`ses d’inde´pendance des trafics et de routage stable sont suppose´es. De`s lors, en supposant
une relation entre variance et moyenne comme la loi de puissance, les moyennes des trafics peuvent
eˆtre trouve´es.
Plus re´cemment en 2006, Vaton et al. ont de´cide´ d’explorer cette approche dans [87]. Ils proposent
de re´soudre directement les e´quations du second moment (2.7) en utilisant la me´thode du pseudo in-
verse. Cela donne en fait une estimation au sens des moindres carre´s : S(x) = (BBT )−1BTS(y).
Ensuite, Vaton et Al. n’ont plus qu’a` estimer les moyennes (i.e. le vecteur λ de dimension c ) et pour
se faire, ils proposent deux me´thodes : une me´thode de projection et une me´thode de minimisation sous
contrainte. Les re´sultats de ces algorithmes sont relativement bons compare´s a` ceux de la technique
d’estimation du maximum de vraisemblance (Maximum Likelihood Estimation MLE) mais surtout, le
temps de calcul est grandement re´duit.
2.1.2 Utilisation d’informations spatiales ou temporelles a priori
Nous avons pre´sente´ juste avant une premie`re approche qui consiste a` supposer une loi margi-
nale pour les trafics de manie`re a` ajouter de l’information au proble`me de base (2.1). Cependant vu
les re´sultats limite´s de ces approches qui sont principalement dus a` la difficulte´ de bien repre´senter
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l’e´volution des trafics dans le temps, d’autres auteurs ont cherche´ a` introduire de l’information a priori
mais portant sur des relations soit spatiales soit temporelles.
Mode`le de gravite´
Le mode`le de gravite´ propose´ par Zhang et Al. dans [70] suppose que la matrice de trafic suit des
re`gles de gravite´ c’est a` dire que les trafics sont lie´s spatialement. Ainsi, le trafic entre deux nœuds i et j
est proportionnel au trafic entrant dans le re´seau par le nœud i et au trafic sortant du re´seau par le nœud
j :
xi,j ∝ xi,∗ × x∗,j xi,∗ =
∑
j 6=i
xi,j (2.11)
Changement de routage
Une autre manie`re pour ajouter de l’information est de faire plusieurs mesures SNMP tout en faisant
e´voluer le routage au cours de ces mesures. Ces e´volutions de routage doivent bien sur eˆtre connues.
Cela a e´te´ propose´ dans [82] comme une des techniques possibles ajoutant de l’information temporelle.
C’est a` dire qu’entre chaque mesure, on fait e´voluer la topologie de manie`re a` ajouter de l’information.
Dans [78], les auteurs proposent une heuristique pour calculer le nombre minimum de changements
de me´trique de manie`re a` obtenir un syste`me de rang plein. Mais meˆme si un nombre minimum de
changements peut eˆtre trouve´, changer le routage un certain nombre de fois de manie`re a` effectuer des
mesures semble inacceptable pour les ope´rateurs. De plus, les trafics doivent eˆtre conside´re´s comme
constants entre chaque mesure sinon, ce n’est qu’une multiplication du syste`me de base.
Nous venons de pre´senter rapidement deux techniques qui essaient d’obtenir des informations
supple´mentaires a` partir d’hypothe`ses spatiales ou temporelles sur les trafics. Cependant, meˆme si ces
techniques peuvent se re´ve´ler eˆtre efficaces dans certaines conditions d’application, qu’en est-il de leurs
re´sultats si les hypothe`ses formule´es sont fausses ?
2.1.3 Utilisation combine´e d’informations spatiales et temporelles
Pour faire face au proble`me des me´thodes pre´ce´dentes, une troisie`me ge´ne´ration de techniques tente
de repre´senter le comportement re´el des trafics. [82] dresse un e´tat de l’art de ces techniques et elles
ont toutes le meˆme principe de fonctionnement : un mode`le est construit a` partir des mesures Netflow
(calibration du mode`le) puis ce mode`le est utilise´ pour pre´dire les trafics.
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Filtre de Kalman
Le proble`me d’estimation de la matrice de trafic X a` partir des mesures Y a` l’aide de la relation
Y = AX peut se ramener a` celui d’un filtre ou` l’on cherche a` estimer les entre´es a` partir des sorties.
Soule et Al. proposent donc dans leur article [83] d’utiliser une telle approche base´e sur un filtre de
Kalman. L’ide´e de´veloppe´e est de proposer un mode`le de filtre adapte´ a` l’estimation des matrices de
trafic, de le calibrer a` l’aide de mesures Netflow puis de l’utiliser ensuite pour estimer les futurs trafics.
Les auteurs ne donnent pas d’informations dans cet article ([83]) sur l’observabilite´ du syste`me. Ce-
pendant, si la matrice C repre´sentant la dynamique de Xk+1 = CXk est diagonale, le syste`me n’est pas
observable. Or, si les trafics sont conside´re´s comme inde´pendants les uns des autres, cette matrice de-
vrait eˆtre diagonale d’ou` une non-observabilite´ du syste`me. Il semblerait donc que les mesures Netflow
permettent d’identifier quelques corre´lations entre les flots ce qui donne au syste`me son observabilite´.
Approche des fanouts
Papagiannaki et Al. ont montre´ dans ([79]) que meˆme si les trafics ne sont pas constants au cours
du temps, il existe certaines proprie´te´s temporelles au niveau des proportions e´mises a` partir d’un nœud
vers tous les autres. Plus pre´cise´ment, en notant Ei la totalite´ des trafics entrant dans le cœur de re´seau
par le nœud i et pi,j la proportion de trafic circulant entre i et j (c’est a` dire que Xi,j = Eipi,j), Papa-
giannaki et Al. de´montrent que les coefficients de proportion (les (pi,j) ), qu’ils nomment les fanouts,
ont un comportement relativement cyclique. L’ide´e propose´e est alors de mesurer les fanouts durant une
journe´e a` l’aide de Netflow puis d’utiliser ces fanouts pour donner une estimation des futurs trafics. Une
explication plus approfondie de cette hypothe`se est propose´e dans la partie suivante.
A notre avis, toutes les techniques de troisie`me ge´ne´ration permettant une estimation en temps re´el
des trafics sont a` la fois tre`s performantes et inutilisables en pratique. Tout simplement parce que l’utili-
sation d’un outil de me´trologie comme NetFlow de manie`re re´gulie`re ne peut eˆtre adapte´e aux re´seaux
ope´rationnels.
Cependant, ajouter de l’information temporelle et spatiale semble une approche prometteuse per-
mettant de s’abstraire des techniques de me´trologie fine telle que NetFlow. Nous proposons en effet une
contribution dans ce domaine permettant une estimation efficace des trafics a` partir des seules mesures
SNMP.
2.2 Approche de´veloppe´e
A notre avis, la notion de Fanouts et les hypothe`ses de faible variabilite´ mises en avant par Papa-
giannaki dans [79] nous semblent eˆtre des proprie´te´s importantes et utilise´es bien en dessous de leurs
capacite´s. En effet, les auteurs montrent e´galement dans cet article que les fanouts ont une faible varia-
bilite´ sur une dure´e d’une heure. Dans la plupart des re´seaux d’entreprise ou d’ope´rateurs, les trafics ont
des re´partitions peu changeantes. La pre´sence de serveurs, l’utilisation de point d’acce`s a` internet sont
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des exemples fre´quents qui valident ces hypothe`ses d’apre`s nous.
Nous proposons donc de partir de l’hypothe`se de faibles variations des fanouts (les pi,j) sur des
pe´riodes courtes de l’ordre d’une heure. L’hypothe`se de cyclo-stationnarite´ [79] sera utilise´e de manie`re
diffe´rente pour la pre´diction des trafics une fois ceux-ci estime´s.
Soule et Al. ont propose´ dans [82] d’utiliser la proprie´te´ de faible variabilite´ des fanouts pour
construire une me´thode de troisie`me ge´ne´ration : mesurer les Fanouts sur un jour a` l’aide de Netflow
puis les utiliser dans des e´tapes de pre´diction.
Nous pensons que la cyclo-stationnarite´ des fanouts est plus hypothe´tique. Il est e´tonnant de suppo-
ser des proportions identiques entre une utilisation du re´seau en semaine ou en week-end par exemple.
Nous proposons donc d’estimer les fanouts (donc les trafics) pour chaque pe´riode de quasi stationna-
rite´ puis d’e´tudier les tendances e´ventuelles pour permettre une pre´diction acceptable des trafics futurs.
Cette notion de pre´diction sera discute´e vers la fin de ce chapitre.
Pour estimer les fanouts (les pi,j), nous utiliserons plusieurs mesures SNMP au cours de la pe´riode
conside´re´e durant laquelle les fanouts sont suppose´s subir de faibles variations. Ces mesures seront
lie´es les unes aux autres par la proprie´te´ des fanouts. Les trafics e´tant lie´s par la de´finition de ces meˆmes
fanouts. Ainsi, partant du proble`me d’estimation des matrices de trafic tel qu’il a e´te´ pre´sente´ depuis le
de´but de ce chapitre, nous proposons d’introduire
– une relation temporelle entre les mesures via la quasi stationnarite´ des coefficients,
– et une relation spatiale entre les trafics via la notion de Fanout
L’objectif que nous cherchons a` atteindre est donc l’estimation des trafics ayant ge´ne´re´ la se´rie de
mesure SNMP, c’est a` dire l’estimation, a` chaque instant de mesure, des trafics engendrant ces mesures.
Ces trafics seront obtenus a` partir d’un fanout unique dont le calcul est explique´ plus loin.
La figure 2.4 illustre la notion de fanout ainsi que quelques notations utilise´es : le trafic total entrant
dans le cœur de re´seau par le nœud i (Ei) peut eˆtre re´cupe´re´ a` l’aide de mesures SNMP en sommant
les charges des liens partant de i, les fanouts (les variables pi,j) doivent eˆtre estime´s et les trafics Xi,j
seront directement calcule´s par la formule Xi,j = pi,jEi.
..............
i
i
Ei
j2
j1
jn−1
j1
j2
jn−1
Xi,j1
Xi,j2
Xi,jn−1
pij1 ∗ Ei
pij2 ∗ Ei
pijn−1 ∗ Ei
FIG. 2.4 – Description des fanouts
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Les inconnues seront donc les coefficients contenus dans le vecteur P de dimension c. Deux no-
tations pourront eˆtre utilise´es suivant le cas d’utilisation. En effet, par un jeu d’indice, nous noterons
indiffe´remment ces coefficients pi ou` i est un couple Origine-Destination (donc 1 ≤ i ≤ c) ou alors pi,j
ou` i sera le nœud source et j le nœud destination (donc (i, j) ∈ [|1,N |]2 avec i 6= j). Si nous re´sumons
ces premie`res notations, nous pouvons e´crire :
P =

p1,2
.
.
.
p1,N
p2,1
p2,3
.
.
.
pN,N−1

=

p1
.
.
.
pN−1
pN
pN+1
.
.
.
pc

Nous gardons les meˆmes notations que pre´ce´demment pour la matrice de routage A. De plus, nous
allons faire τ mesures SNMP et pour chaque mesure t, 1 ≤ t ≤ τ , nous aurons le vecteur Yt de
dimension L qui contiendra les mesures de charge sur les liens et le vecteur Et de dimension c qui sera
construit de la manie`re suivante : N − 1 fois la valeur du trafic entrant au nœud 1 a` l’instant t (Et1) puis
N − 1 fois la valeur du trafic entrant au nœud 2 a` l’instant t (Et2) etc . . .Nous pouvons donc e´crire ceci
sous la forme :
Ê
t
i = (E
t
i , E
t
i , . . . , E
t
i )︸ ︷︷ ︸
N−1
E
t =

(Êt1)
T
(Êt2)
T
.
.
.
(ÊtN )
T

Si nous reprenons l’e´quation de propagation (2.1) et que nous l’ e´crivons pour l’instant t avec les
notations de´finies ci-dessus, on obtient :
Y
t = APEt (2.12)
Ce syste`me est valable pour chaque instant de mesure t donc le proble`me entier revient a` estimer le
vecteur P solution du syste`me suivant :
Y
1
Y
2
.
.
.
Y
τ
 =

APE1
APE2
.
.
.
APEτ
 (2.13)
Si les fanouts sont constants, il existe une solution P unique pour τ suffisamment grand (rang plein).
En pratique, on peut supposer que les fanouts varient peu mais qu’ils ne sont pas constants. Nous allons
donc chercher la valeur des fanouts permettant de minimiser l’erreur quadratique sur les mesures de
charge.
42 Estimation des Matrices de Trafic
Minimiser
P
Γ(P )
Avec :
Γ(P ) =
τ∑
t=1
||Yt −APEt||2 =
τ∑
t=1
L∑
l=1
(
ytl −
∑c
od=1 al,od pod E
t
s(od)
ytl
)2
(2.14)
Ou` s(od) est la source du couple OD od
Sous les contraintes : 
∑
j 6=i
pi,j = 1 ∀i = 1..N
0 ≤ pi ∀i = 1..c
(2.15)
L’espace des solutions admissibles du proble`me est convexe. En effet, supposons que P1 et P2
soient deux solutions respectant les contraintes (2.15). Alors, pour tous re´el λ ∈ [0, 1], la solution
P(λ) = λP1 + (1− λ)P2 est e´galement admissible au sens des contraintes (2.15).
Le proble`me mathe´matique pose´ est la minimisation d’une fonction quadratique sur un espace
convexe de solutions. Nous pouvons donc le re´soudre a` l’aide de me´thodes ite´ratives du type direction
de descente admissible. Cependant, ces me´thodes sont parfois lentes a` converger aussi nous propose-
rons e´galement une heuristique cherchant un compromis entre la qualite´ des re´sultats propose´s et les
temps de calcul.
2.3 Me´thodes de direction de descente admissible
L’ensemble de ces me´thodes est adapte´ a` la re´solution de proble`me de minimisation de fonction couˆt
convexe sur des ensembles convexes. Les me´thodes de direction de descente admissible permettent de
former une suite de solutions admissibles convergeant vers ce minimum quelle que soit la solution ini-
tiale admissible. Nous expliquons dans la suite de cette partie comment construire une telle me´thode
ainsi que celle que nous proposons pour re´soudre le proble`me (2.14).
Notons Pk notre vecteur de solution a` l’ite´ration k, alors nous construisons la solution suivante par :
P
k+1 = Pk − βkdk(Pk) (2.16)
ou` dk(Pk) est un vecteur de dimension identique a` celle de Pk qui repre´sente la direction de descente
admissible et βk un re´el repre´sentant le pas de variation dans cette direction.
Le gradient ∇Γ(P) d’une fonction continue Γ(P) est connu pour eˆtre orthogonal aux surfaces
isocouˆts (ayant la meˆme valeur de la fonction) et pour pointer a` l’oppose´ des isocouˆts de valeurs
infe´rieures comme cela peut eˆtre illustre´ dans la figure 2.5(a). Ainsi, dk(Pk) est une direction de des-
cente (permettant une diminution du couˆt) si son produit vectoriel avec le gradient est ne´gatif. Il est
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donc fre´quent de construire la direction de descente a` partir des valeurs du gradient e´value´ sur la solu-
tion courante Pk.
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FIG. 2.5 – Directions de descente admissibles
Pour chaque ite´ration k, Pk doit eˆtre admissible au sens des contraintes (2.15). Supposons donc que
P
k le soit pour une ite´ration k donne´e. Alors nous pouvons e´crire :
∀i = 1..N ,
∑
j 6=i
pk+1i,j =
∑
j 6=i
pki,j − βk
∑
j 6=i
dki,j(P
k)
Donc ∀i = 1..N ,
∑
j 6=i
pk+1i,j = 1 ⇔
∑
j 6=i
dki,j(P
k) = 0 (2.17)
La direction dk(Pk) doit donc eˆtre judicieusement choisie pour tenir compte des contraintes (voir
figure 2.5(b). Le choix du pas βk sera contraint pour assurer que les valeurs pk+1i,j soient comprises entre
0 et 1. En effet, en supposant que ∀(i, j) 0 ≤ pki,j ≤ 1, alors :
∀(i, j) 0 ≤ pk+1i,j ≤ 1 ⇔ −pki,j ≤ −βkdki,j(Pk) ≤ 1− pki,j
⇔

βk ≤ p
k
i,j − 1
dki,j(P
k)
si dki,j(Pk) < 0
βk ≤ p
k
i,j
dki,j(P
k)
si dki,j(Pk) > 0
(2.18)
De`s lors, il existe de nombreuses variantes permettant de trouver une direction de descente ad-
missible compte tenu des parame`tres du proble`me traite´. Le gradient projete´, le gradient conjugue´, la
me´thode de (( Frank and Wolfe )) [1] sont des exemples parmi tant d’autres qui s’appuient sur le gradient
de la fonction couˆt pour calculer la direction de descente.
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Nous proposons dans la suite de cette partie de de´velopper plus en profondeur le gradient projete´ et
la me´thode de (( Franck and Wolfe )). Cela nous permettra d’expliquer leurs proble`mes de convergence
lors de la re´solution du proble`me traite´.
2.3.1 Calcul du gradient pour notre proble`me
Nous pouvons calculer les gradients a` partir de la formule du couˆt donne´e dans (2.14) pour un
couple (i, j) :
∂Γ
∂pi,j
= −2
∑
t
∑
l
al,ijE
t
i
(ytl )
2
(
ytl −
∑
od
al,odE
t
s(od)pod
)
(2.19)
Notons alors ytl la charge e´value´e sur l’interface l pour l’instant t a` partir de la solution courante
P
k
, nous pouvons e´crire :
Yt = APkEt
ytl =
c∑
ij=1
al,ijp
k
ijE
t
i (2.20)
De`s lors :
∂Γ
∂pi,j
= −2
∑
t
∑
l
al,ijE
t
i (y
t
l − ytl)
(ytl )
2
(2.21)
On remarque qu’une interface utilise´e par l’OD (i, j) dont l’estimation de charge est trop grande
va apporter une contribution positive au gradient ce qui guidera l’algorithme a` diminuer la valeur du
trafic pour cet OD. Par contre, si l’estimation de charge est trop petite, alors l’algorithme aura tendance
a` faire de´croıˆtre les trafics des couples OD passant par cette interface.
2.3.2 Gradient projete´
Le gradient projete´ effectue une projection du gradient ∇Γ(P) sur les contraintes, dans le cadre de
notre proble`me, cela revient a` former la direction dk de la manie`re suivante :
∀i = 1..N ∀j = 1..N i 6= j dki,j(Pk) =
∂Γ
∂pi,j
(Pk)− 1
N − 2
N∑
u = 1
u 6= j, u 6= i
∂Γ
∂pi,u
(Pk) (2.22)
Calcule´e de telle manie`re a` partir du gradient de la fonction, la direction dk respecte bien la
contrainte (2.17). Sans de´tailler les calculs, cela nous donne pour un couple (i, j) :
dki,j = 2
∑
t
∑
l
ytl − ytl
(ytl )
2
al,ij − 1
N − 2
∑
k 6=j
al,ik
 (2.23)
Me´thodes de direction de descente admissible 45
2.3.3 (( Frank and Wolfe ))
Si nous utilisons la me´thode de (( Frank and Wolfe )), alors le calcul de dk(Pk) est diffe´rent. Apre`s
avoir e´value´ le gradient de la fonction Γ(Pk) par rapport a` l’ensemble des variables, on construit un
point extre´mal Pk∗ ou` :
∀i = 1..N pk∗i,j =
 1 si j = Argminl 6=i
(
∂Γ
∂pi,l
(Pk)
)
0 sinon
(2.24)
La direction de descente admissible est ensuite forme´e par la diffe´rence vectorielle entre la solution
courante et la solution extre´male : dk(Pk) = (Pk−Pk∗). Il est aussi aise´ de montrer qu’ainsi construit
d
k(Pk) ve´rifie bien la contrainte (2.17).
2.3.4 Choix du pas
Le choix de βk a` chaque ite´ration a une importance conse´quente sur les performances de tels algo-
rithmes. L’heuristique commune´ment utilise´e et qui donne de bons re´sultats est la suivante :
– Initialement : β0 est e´gal au pas maximum (βmax) divise´ par 2.
– A l’ite´ration k : si βk > βmax alors βk > βmax/2.
– A la fin de l’ite´ration k :
– Si le couˆt a augmente´ : βk+1 = βk ∗ 0.8
– Sinon : βk+1 = βk ∗ 1.2
Cependant, la convergence the´orique vers la solution optimale quelle que soit la solution initiale
admissible est obtenue par un choix optimal de la valeur de β a` utiliser a` chaque ite´ration. Il est donc
difficile d’imple´menter un algorithme base´ sur l’une des techniques propose´es convergeant re´ellement
de manie`re certaine vers la solution optimale. En pratique, nous avons imple´mente´ les deux me´thodes
propose´es et sur les nombreux exemples traite´s, malgre´ le calcul du pas β permettant a` chaque ite´ration
une diminution maximale du couˆt, les algorithmes ont tendance a` se bloquer sur les contraintes (un pi,j
nul). Nous proposons donc une heuristique efficace permettant de contourner ce proble`me.
Remarque 2.1 Une e´tude approfondie des proble`mes de convergence des me´thodes pre´sente´es permet
de pointer du doigt le proble`me rencontre´. Un lien utilise´ par un petit nombre de couples OD issus de la
meˆme source (de l’ordre de 2 ou 3) et dont la charge est tre`s surestime´e aura pour conse´quence de faire
diminuer les variables de ces couples dans des quantite´s identiques. De ce fait, si l’une de ces variables
est plus petite que les autres, elle limitera la variation possible et bloquera l’algorithme qui cherche a`
faire de´croıˆtre la charge de ce lien. De manie`re plus ge´ne´rale, le couple (u, v) ayant le gradient le plus
grand peut eˆtre associe´ a` une variable puv tre`s petite et dans ce cas, l’algorithme se bloque. Pour e´viter
cela, il faudrait choisir une direction de descente guide´e par les gradients extreˆmes des couples (u, v)
associe´s a` des variables puv ni trop petites, ni trop grandes. C’est justement ce que nous proposons
dans la partie suivante.
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2.4 Algorithme de recherche locale pour re´soudre le proble`me de mini-
misation
Pour palier aux proble`mes de convergence et pour permettre une re´solution plus rapide, nous pro-
posons d’utiliser une heuristique base´e sur une technique de recherche locale. En fait, le proble`me
rencontre´ plus toˆt sur la convergence des me´thodes de descente classiques peut eˆtre contourne´ par un
calcul plus judicieux de la direction de descente. La me´thode que nous proposons doit eˆtre vue comme
une me´thode de direction de descente admissible, cependant le calcul de la direction de descente ainsi
que celui du pas peuvent eˆtre mode´lise´s par une me´thode de recherche locale.
L’heuristique propose´e forme une suite de solutions admissibles telles que pour chaque ite´ration k,
la solution Pk+1 est choisie dans le voisinage V k de la solution Pk et ve´rifie Γ(Pk+1) < Γ(Pk).
Dans les parties suivantes, nous allons donc tout d’abord de´crire la structure de voisinage que nous
utilisons et ses diffe´rentes proprie´te´s, puis nous de´taillerons l’exploration de ce voisinage. Ensuite,
nous expliquerons rapidement l’e´tape d’initialisation de l’algorithme avant d’expliquer de manie`re plus
pre´cise l’algorithme que nous proposons.
2.4.1 De´finition du voisinage
Le voisinage que nous proposons permet d’e´viter les proble`mes de convergence explique´s en partie
par la remarque 2.1. Nous notons V k le voisinage de la solution Pk, de`s lors une solution P appartient
au voisinage V k si et seulement s’il existe deux couples OD (u, v) et (u,w) diffe´rents tels que les
conditions suivantes sont ve´rifie´es :
pkuv > δ
k
pkuw < 1− δk
puw = p
k
uw + δ
k Si ij = uw
puv = p
k
uv − δk Si ij = uv
pij = p
k
ij ∀ij, ij 6= uv, ij 6= uw
(2.25)
La figure 2.6 illustre la construction d’un voisin (note´ P(u, v,w)) ou` le coefficient pu,v est diminue´
de δk et le coefficient pu,w est augmente´ de δk. Le voisin conside´re´ est donc construit en de´viant du
trafic du couple OD (u, v) vers le couple OD (u,w). Les contraintes (2.15) sont donc ve´rifie´es pour
chaque solution de V k a` partir du moment ou` Pk les ve´rifie e´galement. Il faut remarquer ici que la
quantite´ de´vie´e vaut δk, l’utilite´ et l’e´volution de ce parame`tre seront donne´es plus loin.
Si nous revenons a` la notion de gradient vue plus toˆt, le voisin P(u, v,w) ∈ V k permettant la
meilleure diminution de couˆt est tel que le triplet (u, v,w) maximise la diffe´rence de gradient donne´e
par l’e´quation (2.26) sous les contraintes puv ≥ δk et puw ≤ 1− δk . Le choix du voisin est donc totale-
ment lie´ aux gradients e´value´s pour la solution courante comme les me´thodes de direction de descente
admissible.
∂Γ
∂puw
(Pk)− ∂Γ
∂puv
(Pk) (2.26)
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v
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j
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w
j
pkui
pkuv
pkuj
pkuw
Solution P k Solution P (u, v, w) ∈ V k
puw = p
k
uw + δ
k
δk
puv = p
k
uv − δk
pui = p
k
ui
puj = p
k
uj
FIG. 2.6 – Construction du voisin P (u, v,w)
L’heuristique propose´e explore la totalite´ du voisinage ainsi construit et dont la taille est de l’ordre
de N3. Il est cependant possible de diminuer les temps de calculs ne´cessaires a` l’exploration du voisi-
nage en e´vitant un calcul complet des caracte´ristiques d’une solution (propagation des trafics, e´valuation
du couˆt). Nous proposons d’utiliser une relation simple entre le voisin e´tudie´ et la variation de couˆt
(Γ(P) − Γ(Pk)) a` la solution courante Pk.
2.4.2 Evaluation des voisins
Soit P une solution admissible, et soit Yt les charges associe´es a` cette solution pour tout instant
t (1 ≤ t ≤ τ ) (cf. e´quation (2.20)). Soit un couple OD uv, et soit Pδ la solution P modifie´e ou` le
parame`tre puv est incre´mente´ d’une quantite´ δuv. En notant ∆Γuv la variation de couˆt entre P et Pδ,
nous obtenons :
∆Γu,v = Γ(P
δ)− Γ(P) =
τ∑
t=1
[‖Yt −APδEt‖2 − ‖Yt −APEt‖2]
=
τ∑
t=1
L∑
l=1
1
(ytl )
2
(
(ytl −
c∑
od=1
al,odp
δ
odE
t
s(od))
2 − (ytl −
c∑
od=1
al,odpodE
t
s(od))
2
)
=
τ∑
t=1
L∑
l=1
(
(ytl − ytl + al,uvδuvEtu)2 − (ytl − ytl)2
(ytl )
2
)
=
τ∑
t=1
∑
l∈Luv
(
∆ytuv,l(2(y
t
l − ytl ) + ∆ytuv,l)
(ytl )
2
)
(2.27)
Avec , ∆ytuv,l = δuv al,uv Etu ∀l ∈ Luv
Ou` Luv contient les liens utilise´s pour router du trafic entre u et v c’est a` dire les liens l tels que
al,uv 6= 0. En fait, cette formule permet de calculer la variation de couˆt en identifiant les rares liens dont
la charge a change´ suite a` la modification de P.
La variation de couˆt associe´e a` un voisin P(u, v,w) ∈ V k est donc e´gale a` ∆Γu,w − ∆Γu,v avec
des variations respectives δuv = −δk et δuw = δk. En e´vitant la majorite´ des liens ou` rien ne change,
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on acce´le`re grandement les temps de calcul ce qui est ne´cessaire vu la taille du voisinage.
Si nous supposons que la variation δk est suffisamment petite, nous pouvons proposer une approxi-
mation au premier ordre de la variation de couˆt associe´e a` chaque voisin P (u, v,w) ∈ V k par :
∆Γu,w −∆Γu,v =
τ∑
t=1
∑
l∈Luw
2∆ytuw,l(y
t
l − ytl )
(ytl )
2
−
τ∑
t=1
∑
l∈Luv
2∆ytuv,l(y
t
l − ytl )
(ytl )
2
=
τ∑
t=1
L∑
l=1
2δkEtu (al,uw − al,uv)
(ytl − ytl )
(ytl )
2
= δk
(
∂Γ
∂puw
(Pk)− ∂Γ
∂puv
(Pk)
)
(2.28)
Nous sommes donc suˆr que l’algorithme a converge´ a` l’ite´ration k de`s lors qu’il n’existe aucun
triplet (u, v,w) dont la diffe´rence des gradients entre le couple (u,w) et le couple (u, v) est ne´gative.
On se rend compte que les liens communs aux deux couples OD (u, v) et (u,w) ne sont pas pris en
compte dans le calcul de la variation de couˆt (2.28). On e´vite ainsi le proble`me e´nonce´ dans la remarque
2.1 ce qui permet d’obtenir la convergence. De plus, le fait de savoir que la variable puv choisie est
supe´rieure a` δk permet d’e´viter d’autant plus les proble`mes de convergence. Lors de nos tests, cette
heuristique n’a jamais e´te´ bloque´e par les contraintes et a toujours converge´ vers le minimum global du
proble`me.
Remarque 2.2 Nous pouvons faire un paralle`le avec les me´thodes de descente. Une ite´ration de l’algo-
rithme propose´ consiste a` trouver les deux couples (u,w) et (u, v) tels que la diffe´rence entre le gradient
du premier et le gradient du second soit la plus petite possible. Ensuite, la direction de descente choisie
pour l’ite´ration est le vecteur dk tel que dkuv = −1, dkuw = 1 et dkij = 0 pour les autres couples ij.
Le pas effectue´ dans cette direction est δk et la solution suivante est donc le voisin P(u, v,w). L’heu-
ristique propose´e de´crite par des techniques de recherche locale peut donc aussi eˆtre vue comme une
me´thode de descente mieux adapte´e au proble`me traite´ que les classiques me´thodes du gradient pro-
jete´ ou de (( Frank and Wolfe )). Cependant, le fait de connaıˆtre a` l’avance le pas qui sera utilise´ permet
d’e´viter de choisir un couple (u, v) tel que sa variation le rendrait ne´gatif. Ce n’est donc pas le meilleur
triplet global qui est choisi mais le meilleur triplet permettant d’appliquer la variation demande´e.
2.4.3 Initialisation
L’efficacite´ de l’algorithme propose´ de´pend grandement de la solution initiale utilise´e. Contraire-
ment aux solutions aise´ment calculables comme une solution e´quire´partie (pij = 1N−1 ), la solution
initiale admissible propose´e ici permet une convergence rapide de l’heuristique propose´e.
La solution initiale doit eˆtre relie´e a` la formulation du voisinage utilise´. Aussi, nous proposons de
la construire en plac¸ant ite´rativement et a` moindre couˆt des fragments (quantums) de quantite´ Q sur les
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diffe´rents couples. Partant d’un vecteur solution nul, chaque ite´ration incre´mente de Q la valeur pij du
couple OD (i, j) tel que l’augmentation de couˆt soit minimum. L’algorithme 1, nomme´ Mille Feuilles,
illustre le pseudo code de la proce´dure construisant la solution initiale admissible.
algorithm 1 Mille Feuilles
1: procedure INITMILLEFEUILLE
2: ∀i = 1..c pij = 0 , ∀i = 1..N q(i) = 0 , ∆min = 0 , Γ = 0
3: while
∑
i q(i) <
N
Q do ⊲ Tant que tous les quantums ne sont pas place´s
4: for i = 1 to N do ⊲ Pour chaque origine
5: if q(i) < 1Q then
6: for j = 1 to N , j 6= i do ⊲ Pour chaque destination diffe´rentes de i
7: Evaluer ∆Γij avec δij = δij +Q
8: if ∆Γij < ∆min then
9: i∗ = i , j∗ = j , ∆min = ∆Γij
10: end if
11: end for
12: end if
13: end for
14: pi∗j∗ = pi∗j∗ +Q ⊲ Ajouter Q la` ou` cela augmente le moins le couˆt
15: q(i∗) = q(i∗) + 1 ⊲ Compte combien de quantums ont e´te´ ajoute´s a` l’origine i
16: Calculer Γ(P) ⊲ Met a` jour le couˆt
17: end while
18: end procedure
La boucle principale de l’algorithme 1 parcourt tous les couples OD (i, j) possibles (ligne 3 et ligne
5) et e´value la variation de couˆt suite a` la modification de pi,j incre´mente´ de Q. L’e´quation (2.27) uti-
lise´e avec δij = +Q permet une e´valuation rapide. Suite a` cette boucle principale, le couple OD i∗j∗
qui entraıˆne la plus petite augmentation de couˆt est retenu et applique´.
Les valeurs q(i) repre´sentant le nombre de quantums place´s sur la source i sont maintenues a` jour
et utilise´es a` la ligne 4 de l’algorithme pour e´viter de placer trop de quantums sur une meˆme origine.
De plus, la boucle principale stoppe quand la somme de tous les q(i) est e´gale a` NQ ce qui veut dire que
pour chaque origine i, q(i) = 1Q . De`s lors, en notant nij le nombre de quantum place´s sur le couple OD
ij, nous pouvons ve´rifier la contrainte de conservation des flots pour une origine i donne´e :∑
j 6=i
pij =
∑
j 6=i
(nij ×Q) = Q
∑
j 6=i
nij = Q× q(i) = 1
Cet algorithme permet donc d’obtenir une solution initiale admissible telle que la manie`re dont elle
est construite s’adapte tre`s bien a` notre voisinage. En effet, dans notre heuristique principale permettant
une re´solution du proble`me (2.14), la valeur de δk de´finissant en partie le voisinage a` l’ite´ration k sera
initialise´e a` une valeur infe´rieure a` Q. La solution initiale propose´e garantissant qu’aucune solution ne
peut eˆtre meilleure dans son voisinage si δk ≥ Q.
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2.4.4 Algorithme des Fanouts Ge´ne´ralise´s : GFO
Nous proposons dans cette partie une description pre´cise de l’algorithme base´ sur des techniques de
recherche locale que nous avons de´veloppe´. Nous l’avons nomme´ GFO pour (( Generalized FanOut )).
Le pseudo-code de cet algorithme est de´crit par l’algorithme 2.
algorithm 2 GFO
1: procedure MATRICEESTIMATION
2: P0 = MilleFeuille(Q) , Γ∗ = Γ(P0) k = 0 , δ0 =
Q
2
⊲ Initialisation
3: while not needToStop() do
4: better = false
5: for all P ∈ Vk do ⊲ Pour tous les voisins de Pk
6: Evaluate Γ(P)
7: if Γ(P) < Γ∗ then Γ∗ = Γ(P) , Pmin = P , better = true
8: end if
9: end for
10: if better then
11: Pk+1 = Pmin , δk+1 = δk
12: else
13: Pk+1 = Pk , δk+1 =
δk
2
14: end if
15: end while
16: end procedure
Une premie`re phase d’initialisation (ligne 1) permet de cre´er la solution initiale a` l’aide de l’algo-
rithme (( Mille Feuilles )) (Algorithme 1). La valeur de Q qui est utilise´e dans notre imple´mentation est
2.10−4 et ce choix provient principalement de tests effectue´s. La manie`re dont est construite la solution
initiale nous assure qu’en prenant δ0 ≥ Q, aucune solution de couˆt infe´rieur ne sera trouve´e dans le
voisinage de P 0. C’est pourquoi nous de´marrons notre recherche avec une valeur δ0 = Q2 .
Ensuite, dans la boucle principale entre les lignes 2 et 14, l’exploration du voisinage de la solution
courante est effectue´e (lignes 4 a` 8). Le boole´en better nous permet de savoir si un meilleur couˆt a e´te´
trouve´ lors de cette exploration. De`s lors, deux cas se pre´sentent (lignes 9 a` 13) :
Cas 1 : Soit better vaut vrai : dans ce cas, une solution qui diminue strictement le couˆt a e´te´ trouve´e
dans le voisinage. Cette solution est Pmin donc on choisi Pk+1 = Pmin et δk+1 = δk. En
effet, comme une meilleure solution a e´te´ trouve´e, il n’est pas ne´cessaire de diminuer le pas
d’exploration δk .
Cas 2 : Soit better vaut faux : cela veut dire qu’aucun des voisins ne permet une diminution stricte
du couˆt. Dans ce cas, nous allons garder la solution courante Pk+1 = Pk mais nous allons dimi-
nuer la valeur du pas δk+1 = δ
k
2
.
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La fonction needToStop() retournera vrai si et seulement si une des conditions suivantes est ve´rifie´e
Condition 1 : δk devient trop petit :
δk ≤ 10
−6
N − 1 (2.29)
Condition 2 : L’erreur relative maximale sur les charges est infe´rieure a` 1% :
max
1 ≤ l ≤ L
1 ≤ t ≤ τ
|ytl − ytl |
ytl
≤ 1% (2.30)
Condition 3 : Convergence absolue :
‖ ∂Γ
∂puw
(Pk)− ∂Γ
∂puv
(Pk) ‖ ≤ ǫ ∀P(u, v,w) ∈ V k (2.31)
Remarque 2.3 L’e´quation (2.28) montre que si la diffe´rence des gradients entre les couples (u,w) et
(u, v) est nulle pour tous les voisins P(u, v,w) ∈ V k alors l’algorithme a converge´. Techniquement,
cette convergence est difficile a` atteindre car elle ne´cessite des temps de calculs ne supportant pas le
passage a` l’e´chelle. Il est cependant important de tester ce crite`re de convergence car c’est le seul qui
soit exact. L’utilisation d’une valeur positive ǫ petite permet donc de rendre ce test effectif.
Cet algorithme a e´te´ de´veloppe´ et teste´ dans le logiciel NEST. Le protocole de test ainsi que les
re´sultats obtenus sont pre´sente´s juste apre`s.
2.5 Tests et Re´sultats
Des donne´es SNMP re´elles ainsi que les trafics les ayant ge´ne´re´s sont difficiles a` trouver. Nous avons
de´cide´ de tester notre approche sur des donne´es simule´es. Pour cela, nous avons simule´ des matrices
de trafic respectant notre hypothe`se principale de faible variation des fanouts sur une courte dure´e, puis
nous avons propage´ les trafics au sein d’un re´seau virtuel en utilisant NEST. Le protocole de test que
nous avons suivi peut donc se re´sumer ainsi
1. Construire un re´seau et re´cupe´rer sa matrice de routage A (outil NEST).
2. Ge´ne´rer des matrices de trafic Xt
3. Propager ces trafics et re´cupe´rer les charges des liens Yt (outil NEST).
4. Exe´cuter l’algorithme GFO avec A et Yt comme donne´es initiales
5. Comparer la solution obtenue avec l’original Xt
Nous expliquerons tout d’abord dans ce chapitre comment nous construisons des matrices de trafic
respectant une variation plus ou moins faible des fanouts, puis dans une seconde partie, nous donne-
rons les diffe´rentes caracte´ristiques des re´seaux de test, enfin nous donnerons les re´sultats nume´riques
obtenus.
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2.5.1 Ge´ne´ration des matrices de trafic originales
Pour pouvoir ge´ne´rer autant de matrices de trafic que de mesures ne´cessaires, une premie`re matrice
X0 est construite. Ensuite, pour chaque instant de mesure t, nous perturbons la matrice X0 pour obtenir
une matrice Xt. La matrice X0 ne sera donc pas utilise´e lors de nos estimations, seules les mesures
t = 1..τ seront utilise´es.
La plupart des articles portant sur l’analyse des trafics affirment que seulement 30% des flots
ge´ne`rent 80% de la charge totale sur le re´seau. De plus, il existe le plus souvent des gros flots, des
flots moyens et des petits flots. Nous avons donc de´cide´ de ge´ne´rer notre matrice de trafic initiale selon
une distribution multimodale : une somme ponde´re´e de distributions gaussiennes. En notant G(λ, σ)
une distribution gaussienne de moyenne λ et d’e´cart type σ, alors la distribution de probabilite´ des x0ij
est :
P =
∑3
k=1 pkG(λk, σk) p1 = 0.3 λ1 = 50000 σ1 = λ110 = 5000p2 = 0.2 λ2 = 10000 σ2 = λ210 = 1000
p3 = 0.5 λ3 = 500 σ3 =
λ3
10 = 50

Les gaussiennes ou lois normales G(λ, σ) ont des particularite´s bien connues : 99.7% des valeurs
sont comprises dans l’intervalle λ± 3σ, 95% des valeurs sont comprises dans l’intervalle λ± 1.96σ et
68% des valeurs sont comprises dans l’intervalle λ± σ.
50% des flots sont des petits c’est a` dire avec une demande moyenne de 500Kbps et des valeurs
proches de cette moyenne, 20% seront des flots moyens avec une demande moyenne de 10000Kbps
et des valeurs un peu plus e´tale´es autour de cette moyenne, et 30% des flots seront des gros avec une
demande moyenne de 50000Kbps et des valeurs tre`s e´tale´es.
La figure 2.7 donne une illustration de la fonction de distribution cumulative (cdf) de cette loi de
probabilite´.
A partir de cette premie`re matrice X0, on re´cupe`re des valeurs initiales pour les trafics entrant en
chaque nœud (E0) et pour les fanouts (P0) :
E0i =
∑
j 6=i
x0ij
p0ij =
E0i
x0ij
Ces valeurs seront en fait les moyennes respectives de ces parame`tres au cours du temps. Ensuite,
pour obtenir une matrice de trafic pour chaque instant t, la proce´dure suivante est exe´cute´e :
1. Evolution des trafics entrant dans le re´seau par le nœud i par l’ajout d’un bruit gaussien centre´ :
∀i = 1..N Eti = E0i +G(0,
E0i
10
)
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FIG. 2.7 – cdf de la loi de probabilite´ des trafics
Plus les trafics sont diffe´rents a` chaque mesure, plus l’information ajoute´e est grande. Avec
de telles valeurs, les variations relatives applique´es sur les trafics Eti par rapport a` E0i sont en
moyenne nulles et principalement comprises entre ± 10% (pour 65% des cas) et majoritairement
comprises entre± 30% (pour 99.7% des cas). Cette hypothe`se limite donc l’information apporte´e
par chaque mesure, des variations plus grandes seraient plus favorables mais cela ne nous semble
pas re´aliste d’augmenter ces variations.
2. Evolution des fanouts par l’ajout d’un bruit gaussien centre´ puis normalisation :
∀ij = 1..c ztij = p0ij +G(0, p0ij × pV ar)
∀ij = 1..c ptij =
ztij∑
k
ztik
L’analyse des e´carts relatifs des fanouts par rapport a` leur moyenne peut eˆtre faite de la meˆme
manie`re que pour les trafics Eti . Ainsi, ces variations seront comprises entre ± pVar pour 65%
des cas et majoritairement comprises entre ± 3pVar (pour 99.7% des cas). L’hypothe`se de faibles
variations des fanouts suppose que ces variations sont de l’ordre du pourcent. C’est pourquoi la
valeur de pVar sera souvent 1%. Nous testerons tout de meˆme notre algorithme pour des valeurs
supe´rieures.
3. Calcule de la matrice de trafic a` l’instant t avec :
∀ij = 1..c xtij = ptij × Eti
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Nous connaissons donc les trafics re´els dont sont issues les charges sur lesquelles nous travaille-
rons. Meˆme si ces trafics sont hypothe´tiques et qu’un travail sur donne´es re´elles apporterait une
meilleure validation de la me´thode et de l’hypothe`se, le fait de les connaıˆtre exactement permet
de tester l’efficacite´ et la robustesse de notre me´thode.
Suite a` cette e´tape de ge´ne´ration, τ matrices de trafic sont disponibles. Nous les propageons sur le
re´seau associe´ pour obtenir une se´rie de τ vecteurs de charges sur les liens. Ces vecteurs de charges
seront nos donne´es SNMP simule´es.
2.5.2 Re´seaux de test
Les tests effectue´s ont e´te´ faits sur des re´seaux de tailles et de topologies diffe´rentes. Ces re´seaux
sont en fait construits a` l’aide du logiciel NEST ce qui nous permet de tester notre algorithme sur n’im-
porte quel type de topologie. Six re´seaux sont utilise´s pour nos tests et ils sont illustre´s sur la figure 2.8.
Le tableau 2.1 re´sume les principales proprie´te´s de ces re´seaux. Cependant, par soucis de clarte´, nous
allons tout d’abord donner des re´sultats obtenus sur les re´seaux net4 et net5 afin de les commenter de
manie`re approfondie, puis nous exposerons l’ensemble de nos re´sultats.
Nom #Routeurs #Routeurs Frontie`res #OD #Interfaces
net1 13 8 56 40
net2 18 10 90 56
net3 20 12 132 66
net4 28 15 210 98
net5 38 20 380 142
net6 45 35 1190 166
TAB. 2.1 – Particularite´ des re´seaux teste´s
Les matrices de routage associe´es sont calcule´es a` l’aide de NEST suite a` une configuration du
protocole OSPF avec toutes les me´triques e´gales a` 1. Suite aux tests effectue´s sur les me´thodes de
descente, nous nous sommes rendu compte que l’utilisation de routes uniques e´tait l’hypothe`se la plus
de´favorable. Aussi, meˆme si un routage par partage de charge sur les plus courts chemins est celui utilise´
par de´faut dans NEST, nous avons limite´ son utilisation a` une seule route. Si l’on regarde attentivement
les rapports entre les nombres de couples OD et les nombres d’interfaces, on se rend compte que tous
les proble`mes traite´s sont extreˆmement sous-contraints avec un rapport supe´rieur a` 2 pour la plupart
d’entre eux.
2.5.3 Re´sultats nume´riques
Il existe de nombreux travaux portant sur l’estimation des matrices de trafic et dans la plupart de ces
travaux, deux crite`res principaux sont souvent utilise´s pour pouvoir e´valuer l’efficacite´ des me´thodes
propose´es
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(a) net1 (b) net2
(c) net3 (d) net4
(e) net5 (f) net6
FIG. 2.8 – Topologies de tests
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– L’erreur spatiale pour chaque couple OD uv : elle re´sume l’erreur sur le couple OD uv au cours
du temps.
errSuv =
√√√√ τ∑
t=1
(xtuv − puvEtu)2√√√√ τ∑
t=1
xtuv
2
(2.32)
– L’erreur temporelle pour chaque mesure t : elle re´sume l’erreur globale sur tous les couples OD
pour un instant t.
errTt =
√√√√ c∑
ij=1
(xtij − pijEti )2√√√√ c∑
ij=1
xtij
2
(2.33)
De notre coˆte´, e´tant donne´e l’approche choisie, nous proposons de regarder de plus pre`s l’estima-
tion de la matrice de trafic moyenne. Notons pour cela Ei la valeur moyenne au cours des mesures des
variables Eti . De la meˆme manie`re, notons pij la moyenne des pij re´els sur les mesures et xij celle des
trafics re´els xij . Il nous parait alors inte´ressant de chiffrer l’erreur faite sur les valeurs moyennes des
trafics et des fanouts puisque nous cherchons a` minimiser la moyenne des erreurs quadratiques sur les
charges.
Nous conside´rerons donc l’e´cart relatif moyen sur l’ensemble des couples OD entre les trafics
moyens re´els et les trafics moyens estime´s :
ERX =
1
c
c∑
ij=1
(1−
1
τ
τ∑
t=1
pijE
t
i
xij
) =
1
c
c∑
ij=1
(1− pijEi
xij
) (2.34)
ainsi que l’e´cart relatif moyen sur l’ensemble des couples OD entre les fanouts moyens re´els et les
fanouts estime´s :
ERP =
1
c
c∑
ij=1
(1− pij
pij
) (2.35)
Enfin, nous proposons e´galement le calcul de la moyenne sur l’ensemble des couples OD et sur
l’ensemble des mesures des e´carts relatifs entre les trafics re´els et estime´s. Nous avons note´ ER cette
erreur et nous avons donc :
ER =
τ∑
t=1
1
τ
c∑
uv=1
1
c
(xtuv − puvEtu)
xtuv
(2.36)
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Remarque 2.4 Les (( petits )) trafics sont tre`s difficiles a` estimer car leur impact est tre`s faible au ni-
veau des charges. Il est donc usuel de ne tenir compte que des plus (( gros )) flots lors de l’e´valuation
des diffe´rents crite`res propose´s. Ainsi, nous ne donnerons des re´sultats que pour les flots, trie´s par ordre
de´croissant, dont la somme des charges repre´sente 95% de la charge totale. Si nous revenons aux trafics
que nous traitons, cela veut dire qu’une partie des flots dont la moyenne est autour de 500Kbps peuvent
eˆtre mal estime´s sans que nos re´sultats n’en paˆtissent. L’impact de ces flots sur la charge des interfaces
est minime par rapport aux autres flots dont la moyenne est au moins 20 fois supe´rieure. Cependant, il
doit eˆtre note´ que cette pratique peut fausser les re´sultats si l’ensemble des flots ont a` peu pre`s la meˆme
valeur de trafic.
La me´thode de re´fe´rence dans le domaine est la tomogravite´ de Zhang et Al. [70] car celle-ci s’ap-
puie sur des hypothe`ses qui sont selon l’auteur souvent ve´rifie´es pour les re´seaux de transit. Nous pro-
posons de comparer notre algorithme a` la tomogravite´ dont les spe´cifications sont donne´es dans l’e´tat
de l’art (2.1.2), et cela meˆme si les matrices propose´es ne suivent pas forcement le mode`le propose´ par
Zhang et Al.
Pour pouvoir avoir un point de comparaison avec l’ensemble des me´thodes existantes, il est pos-
sible de se re´fe´rer a` deux articles les comparant. L’article de Soule et Al. [82] donne des re´sultats sur la
tomogravite´, la me´thode de changement de me´trique, les fanouts, PCA et Kalman. On peut e´galement
trouver dans l’article de Vaton et Al [84] de bonnes comparaisons sur toutes les me´thodes statistiques
base´es sur des algorithmes EM.
Re´sultats pour pV ar = 1%
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FIG. 2.9 – Re´sultats pour net4 avec 10 mesures
Dans les figures 2.9(a) et 2.10(a) sont illustre´es les erreurs spatiales respectives pour net4 et net5
avec τ = 10 mesures. Les erreurs obtenues sont vraiment tre`s bonnes compare´es aux re´sultats que l’on
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peut trouver dans la litte´rature. Nous n’exce´dons pas les 20% d’erreur excepte´ pour les plus petits trafics
pour net4. La figure 2.9(b) montre d’une manie`re plus visible la fonction cumulative de distribution pour
cette erreur. En ce qui concerne le second re´seau de test, les re´sultats sont un peu moins bons mais cela
est duˆ a` un trop faible nombre de mesures compte tenu de la taille du re´seau. En terme d’erreur relative,
on trouve
Sur net4 : ER = 20.5%, ERX = 0.8%, ERP = 8.3%
Sur net5 : ER = 27.5%, ERX = 1.3%, ERP = 11.8%
Cela montre que meˆme si l’erreur relative moyenne sur les mesures et les trafics reste e´leve´e, l’er-
reur sur les fanouts moyens est faible et l’erreur sur les trafics moyen l’est encore plus. L’estimation de
la matrice moyenne est donc efficace pour ces deux exemples.
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FIG. 2.10 – Re´sultats pour net5 avec 10 et 15 mesures
Si l’on regarde plus pre´cise´ment la figure 2.10(b) ou` nous n’avons trace´ que l’erreur spatiale pour
τ = 15 mesures, nous pouvons voir que les erreurs sont la plupart du temps infe´rieures a` 10%. Les
valeurs autour de 20%-30% sont atteintes pour les plus petits flots. En ayant augmente´ le nombre de
mesures, nous trouvons en terme d’erreur moyenne des valeurs plus faibles compare´es a` celles obtenues
avec 10 mesures : ER = 26.2%, ERX = 0.8%, et ERP = 11.2%. Nous nous rendons compte ici que
le nombre de mesures a une importance capitale et qu’il de´pend de la taille du re´seau. Cette dernie`re af-
firmation qui semblait e´vidente nous pousse vers une question capitale : comment de´terminer le nombre
de mesures optimal permettant d’obtenir les meilleurs re´sultats ?
Les figures 2.11(a) et 2.11(b) contiennent un trace´ de l’erreur temporelle pour τ = 10 mesures
respectivement sur net4 et net5. Nous pouvons alors nous rendre compte que GFO se comporte comme
la tomogravite´ en terme d’estimation dans le temps : aucun instant n’est mieux estime´ qu’un autre.
La courbe est relativement plate ce qui nous permet d’affirmer que nous obtenons une solution qui est
aussi bonne pour tous les instants de mesure. L’optimisation re´alise´e e´tant tre`s proche d’une interpola-
tion line´aire, ce re´sultat n’est pas e´tonnant mais me`ne a` deux commentaires importants
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◮ Les solutions propose´es par les me´thodes de troisie`me ge´ne´ration ont une erreur temporelle
croissante au cours du temps entre deux calibrations successives de leur mode`le. La solution
que nous proposons permet une erreur constante au cours du temps pour la pe´riode d’e´tude
conside´re´e.
◮ Nous avons explique´ dans la partie 2.2 que nous voulons estimer les fanouts sur une courte
pe´riode de temps sur laquelle ils sont cense´s peu varier. Cet objectif est atteint sur les exemples
traite´s car l’erreur est presque constante au cours du temps.
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FIG. 2.11 – Erreur temporelle pour 10 mesures
Autres re´sultats pour pV ar = 1%
Nous proposons ici quelques re´sultats supple´mentaires obtenus pour une valeur de pV ar e´gale a`
1% ainsi qu’un ensemble de remarques ge´ne´ralise´es a` l’ensemble des tests effectue´s.
◮ Pour des re´seaux de taille mode´re´e tels que net1, net2, et net3, nous nous rendons compte que
10 mesures sont suffisantes pour obtenir des re´sultats tout a` fait satisfaisants. Cela peut eˆtre
constate´ sur les figures 2.12(a), 2.12(b), 2.13(a) qui illustrent tre`s bien ce point. L’erreur spa-
tiale ne de´passe que tre`s rarement 5% sauf pour des petits flots pour les deux premiers sce´narios.
Pour le troisie`me, l’erreur reste toujours infe´rieure a` la limite tole´re´e par les ope´rateurs qui se
situe autour des 20%.
◮ Pour des re´seaux de taille plus conse´quente comme net6 qui contient 30 nœuds, l’erreur ne de-
vient re´ellement acceptable qu’a` partir de 30 mesures comme on peut le voir sur la figure 2.13(b).
La limitation est bien visible si l’on regarde attentivement les re´sultats obtenus pour 10 ou 20 me-
sures qui sont illustre´s sur les figures 2.14(a) et 2.14(b). La question de savoir si l’obtention de
ces 30 mesures ne joue pas sur la qualite´ meˆme de la solution peut alors eˆtre pose´e. Si les fanouts
ont trop varie´ durant l’ensemble de ces mesures, l’estimation risque d’eˆtre fausse´e. Pour re´pondre
a` cette question, il est ne´cessaire de faire plus de tests sur des donne´es re´elles pour ve´rifier que ce
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(a) Erreur spatiale sur net1 avec 10 mesures (b) Erreur spatiale sur net2 avec 10 mesures
FIG. 2.12 – Erreur spatiale pour pVar = 1%
(a) Erreur spatiale sur net3 avec 10 mesures (b) Erreur spatiale sur net6 avec 30 mesures
FIG. 2.13 – Erreur spatiale pour pVar = 1%
nombre de mesures est faisable.
Cependant, aucune contrainte ne nous force a` utiliser des mesures successives, il est donc possible
d’utiliser des mesures faites un autre jour par exemple en ajoutant l’hypothe`se que les fanouts ont
peu varie´s entre ces deux se´ries de mesures. Nous pouvons nous servir de la cyclo-stationnarite´
montre´e par Papagiannaki et Al. par exemple.
◮ Les re´sultats de gravite´ que nous avons trace´s montrent bien les limites d’une approche spatiale
comme celles de´taille´es lors de notre e´tat de l’art. Les matrices ge´ne´re´es sont purement ale´atoires
quand a` la valeur de leur demande et dans ce cas, les hypothe`ses de la tomogravite´ ne sont pas
Tests et Re´sultats 61
(a) Erreur spatiale sur net6 avec 10 mesures (b) Erreur spatiale sur net6 avec 20 mesures
FIG. 2.14 – Erreur spatiale trop e´leve´e sur net6 pour moins de mesures
ve´rifie´es. Cela ne veut pas dire que les travaux re´alise´s par Zhang sont faux. Il existe certainement
des exemples de re´seaux re´gis par les lois de la gravite´ cependant, une telle hypothe`se est trop
limitative a` nos yeux.
Re´sultats pour pV ar > 1%
Nous avons e´galement teste´ notre algorithme pour des valeurs de pV ar supe´rieur a` 1%. Comme
nous travaillons sous l’hypothe`se d’une variation faible des fanouts, nous avons limite´ la valeur de
pV ar a` 10%. Nous avons e´galement augmente´ le nombre de mesures a` τ = 15 pour obtenir un com-
portement assez surprenant sur lequel nous reviendrons ensuite.
Les figures 2.15(a) et 2.15(b) montrent les re´sultats obtenus. Le premier commentaire que nous
pouvons faire est que l’erreur spatiale augmente lorsque pV ar augmente. Cela parait logique mais il
est ne´cessaire de voir dans quelle mesure notre algorithme reste efficace lorsque les variations sur les
fanouts deviennent plus importantes. On remarque alors que jusqu’a` pV ar = 5%, les re´sultats obtenus
restent corrects. Au dela` de cette valeur, les estimations sont vraiment mauvaises.
La figure 2.15(a) montre une particularite´ inte´ressante sur les re´sultats obtenus lorsque pV ar aug-
mente. En effet, les re´sultats sur net4 e´taient relativement bons pour τ = 10 mesures, cependant, en
augmentant le nombre de mesures a` 15, nous obtenons l’effet inverse de celui espe´re´ : certains gros
trafics sont mal estime´s ce qui rend l’estimation des matrices inutilisable par les ope´rateurs. Cela doit
eˆtre duˆ a` la divergence apporte´e par une variation plus importante des fanouts au cours du temps. Plus
on utilise de mesure plus cette erreur s’accentue ce qui justifie ces re´sultats.
En s’inte´ressant plus particulie`rement aux figures 2.16(a) et 2.16(b), nous pouvons distinguer une
particularite´ e´tonnante du comportement de notre algorithme face a` des valeurs croissantes de pV ar.
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FIG. 2.15 – Re´sultats pour diffe´rentes valeurs de pV ar
En effet, ces topologies ont e´te´ choisies volontairement de part leurs faibles nombres d’OD ce qui nous
permet de mieux distinguer ce qu’il se passe de manie`re visuelle. On remarque en fait que certains
couples OD sont mal estime´s et que ce ne sont pas force´ment les plus petits. Mais surtout, lorsque
pV ar augmente, ces couples OD mal estime´s le sont de plus en plus ce qui donne une se´rie de courbe
avec des pics de plus en plus hauts. Cela est e´tonnant car plus pV ar augmente plus notre estimation
s’e´loigne d’une valeur moyenne acceptable mais cela se fait toujours pour les meˆmes couples OD. On
s’attendrait a` ce que les couples OD mal estime´s puissent e´voluer mais cela ne se produit pas. Ce dernier
point est certainement un re´sultat de notre approche qui a tendance a` favoriser certains couples OD par
rapport a` d’autres. Cela reste un point obscur a` traiter en priorite´.
(a) Erreur Spatiale sur net1 pour diffe´rentes valeurs de pV ar (b) Erreur Spatiale sur net2 pour diffe´rentes valeurs de pV ar
FIG. 2.16 – Particularite´ des erreurs quand pV ar augmente
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2.6 Conclusion
L’estimation des matrices de trafic est un sujet qui a e´te´ traite´ par de nombreux chercheurs mais qui
reste tout de meˆme un proble`me relativement jeune car les premiers travaux de Vardi datent de 1996. De
nombreuses approches ont e´te´ propose´es et nous proposons au de´but de ce chapitre un re´sume´ rapide
des techniques les plus connues.
Dans le cadre des nouvelles techniques d’estimation qui se basent sur des hypothe`ses spatiales et
temporelles sur l’e´volution des trafics, nous avons propose´ d’utiliser une proprie´te´ encore inexploite´e
du comportement des trafics sous certaines hypothe`ses. Nous avons donc suppose´ que les rapports entre
les trafics (les fanouts) sont quasi-stationnaires pour des dure´es variant de une a` deux heures. Partant de
cette hypothe`se, nous avons propose´ une nouvelle mode´lisation du proble`me ainsi qu’une heuristique
permettant de le re´soudre. Les re´sultats obtenus sont bons sous certaines re´serves et hypothe`ses.
Une comparaison des re´sultats obtenus par notre algorithme avec ceux propose´s par la tomogravite´
([70]) a montre´ une ame´lioration nette de la qualite´ de la solution. Cependant, nous pensons que ces
bons re´sultats obtenus ne sont possibles que par la nature meˆme du re´seau sur lesquels les tests ont
e´te´ effectue´s. De la meˆme manie`re, nous affirmons que notre approche du proble`me n’est pas toujours
adapte´e mais que son utilisation dans le cadre des re´seaux d’ope´rateur devrait s’ave´rer efficace.
En effet, la proprie´te´ dont nous partons pour de´velopper notre solution peut eˆtre re´sume´e ainsi : les
proportions de trafics entre deux parties communicantes varient peu. Et effectivement, dans le cadre des
re´seaux d’ope´rateur, de nombreux clients louent les services de l’ope´rateur pour e´tablir leurs communi-
cations propres. La constance des proportions e´tudie´es semble donc valide e´tant donne´ qu’un client ne
communiquera jamais avec les autres clients de l’ope´rateur. De plus, cette approche est valide´e par des
mesures et analyses effectue´es par Papagiannaki dans [79].
En terme de perspectives, nous pouvons de´gager deux axes importants dans lesquels il nous semble
inte´ressant de poursuivre.
1. Tester et analyser les re´sultats de cette approche sur des donne´es re´elles. Pour cela, il faudrait
pouvoir be´ne´ficier des mesures faites par certains ope´rateurs sur leur re´seau. Les mesures actuel-
lement disponibles ne nous permettent pas de valider ces re´sultats e´tant donne´ qu’elles sont faites
sur des re´seaux de transit permettant l’interconnexion de nombreux syste`me autonomes. Dans de
tels re´seaux, la tomogravite´ donne elle de tre`s bons re´sultats.
2. Approfondir notre e´tude pour des valeurs plus e´leve´es de pV ar. Le comportement e´tonnant de
nos indicateurs pour des valeurs de pV ar croissantes devrait pouvoir nous guider pour ame´liorer
les solutions trouve´es. Il est important a` notre avis de ve´rifier que ce comportement est le meˆme
avec d’autres techniques de re´solution ou d’optimisation.
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CHAPITRE 3
Optimisation des me´triques IP dans les
re´seaux IP/MPLS
Un concept cle´ de l’inge´nierie de trafic est celui de l’optimisation du routage, qui permet une uti-
lisation plus efficace des ressources re´seaux existantes en adaptant le routage aux trafics supporte´s par
le re´seau. L’optimisation du routage permet une ame´lioration globale des performances, en particulier
pour les re´seaux ayant une distribution de trafic non uniforme. Il est cependant bien connu que, a` cause
du principe meˆme du routage dans ces re´seaux, l’inge´nierie de trafic dans les re´seaux IP est un proble`me
complexe a` re´soudre.
Dans le chapitre 1, nous avons explique´ que le calcul des routes dans un re´seau IP s’effectue graˆce
a` des protocoles de routage. OSPF (Open Shortest Path First) et ISIS (Intermediate System to Inter-
mediate System) sont actuellement les deux protocoles de routage intra-domaine les plus utilise´s dans
l’Internet. Ces protocoles routent un flot de trafic en utilisant le(s) plus court(s) chemin(s) entre la source
et la destination, avec e´ventuellement un partage de charge e´quitable au niveau d’un nœud si plusieurs
plus courts chemins existent.
Le poids des interfaces, et par conse´quent les plus courts chemins utilise´s par le routage, peuvent eˆtre
modifie´s par l’administrateur du re´seau. Ces poids peuvent eˆtre mis a` 1 pour minimiser le sauts (nombre
de routeurs traverse´s) jusqu’a` la destination, ou bien proportionnel a` la distance physique pour mini-
miser le de´lai de propagation. Ge´ne´ralement l’objectif est de minimiser la congestion sur les interfaces
re´seau, l’heuristique standard recommande´e par Cisco consiste a` prendre ces poids inversement propor-
tionnels a` la capacite´ des interfaces de transmission. Il est cependant reconnu que de telles heuristiques
conduisent souvent a` une utilisation assez pauvre des ressources du re´seau, et qu’elles s’accommodent
mal de variations brusques de trafic ou de pannes d’e´quipements.
On a longtemps conside´re´ que des protocoles comme OSPF ou ISIS n’e´taient pas assez flexibles
pour permettre une inge´nierie de trafic efficace. C’est une des raisons de l’introduction des technologies
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de commutation d’e´tiquettes comme MPLS (Multi-Protocol Label Switching) qui permettent de de´finir
le chemin de chaque flot dans le re´seau.
Re´cemment, la communaute´ scientifique, sous l’impulsion de Fortz et Thorup en particulier, s’est
inte´resse´e de plus en plus au proble`me d’optimisation des me´triques de routage IP. On sait de´sormais
que ce proble`me, connu pour eˆtre NP-difficile, est d’une importance pratique conside´rable puisqu’on
a pu montrer qu’une affectation suffisamment intelligente des me´triques de routage permet souvent
d’obtenir un routage aussi performant que le routage MPLS sans couˆt financier supple´mentaire, parfois
meˆme avec des performances proches de celles d’un routage optimal par partage de charge. Les rela-
tions e´troites entre un IGP ((( Interior Gateway Protocol ))) et MPLS au niveau des chemins utilise´s dans
la propagation MPLS accentuent d’autant la ne´cessite´ de pouvoir controˆler le routage IP a` l’aide d’une
inge´nierie efficace.
Ainsi, depuis quelques anne´es, sont parus dans la litte´rature scientifique plusieurs algorithmes d’op-
timisation des me´triques IP. Dans la suite de ce chapitre, nous donnerons rapidement quelques informa-
tions sur le contenu scientifique des travaux re´alise´s sur ce sujet. Puis nous pre´senterons en de´tail nos
travaux et contributions. Partant des travaux de Fortz et Thorup, nous proposons un algorithme permet-
tant :
◮ d’ame´liorer les performances globales d’un re´seau IP en re´duisant la congestion des interfaces
et en minimisant les de´lais et les taux de pertes de bout-en-bout des flots,
◮ de de´gager plus de bande-passante re´siduelle sur les chemins emprunte´s par les flots pour :
• augmenter la capacite´ du re´seau a` tole´rer sans de´gradation forte du service des variations
brusques du trafic sur une courte pe´riode de temps, et
• re´duire la fre´quence des modifications du plan de routage duˆ a` des augmentations pre´visibles
de trafic,
◮ et d’augmenter la robustesse du re´seau en prenant en compte la de´faillance des e´quipements dans
le processus d’optimisation.
Les contributions apporte´es portent sur un algorithme plus efficace et sur une vision incre´mentale
des modifications de me´triques propose´es par cet algorithme. Lors de nos travaux, nous avons en perma-
nence garde´ a` l’esprit le fait que notre algorithme puisse eˆtre utilise´ par des ope´rateurs. Pour cela, nous
sommes parti du postula que changer un plan de routage complet n’e´tait pas re´alisable sur un re´seau
ope´rationnel. Une approche incre´mentale re´sultant en une suite de modifications ame´liorant l’e´tat du
re´seau a donc e´te´ de´veloppe´e.
3.1 Etat de l’art
Un des piliers de l’inge´nierie de trafics est l’utilisation optimise´e des ressources disponibles. Ainsi,
bien re´partir les volumes des trafics que le re´seau doit e´couler est une the´matique de recherche impor-
tante sur laquelle la communaute´ scientifique s’est penche´e.
Etat de l’art 67
Comme nous l’avons explique´ dans le chapitre 1, les re´seaux IP ont maintenant besoin d’eˆtre pla-
nifie´s, et cela passe par un choix judicieux des routes utilise´es. Malgre´ la mise en place de techniques
telles que IntServ ou DiffServ, aucune QoS ne peut eˆtre garantie si les ressources sont mal utilise´es.
La figure 3.1 illustre cette ne´cessite´, en effet sur cette figure, les ressources du re´seau sont largement
suffisantes e´tant donne´ que l’utilisation moyenne des interfaces est tre`s faible (moins de 6%). Avec une
interface charge´e a` plus de 70%, la seconde plus charge´e e´tant a` moins de 40%, le routage propose´
(me´triques e´gales a` 1) engendre une mauvaise utilisation de ces ressources et donc une QoS tre`s pauvre
quels que soient les me´canismes de gestion de la QoS qui sont mis en place.
(a) Visualisation graphique de l’utilisation des interfaces (b) Statistique de l’utilisation des interfaces
FIG. 3.1 – Mauvaise utilisation des ressources
La re´partition optimale des flots sur le re´seau est un proble`me bien connu sous le nom de (( Multi
Commodity Flow Problem )) . Partant d’un ensemble de flots et d’un ensemble de routes possibles pour
chacun d’entre eux, l’ide´e est de trouver le (ou les) chemin(s) sur lequel (lesquels) placer chacun des
flots. Pour ce faire, il est ne´cessaire de proposer une e´valuation des solutions traite´es et le plus souvent,
le de´lai moyen de bout en bout est le crite`re retenu. L’ensemble de ces proble`mes est connu pour eˆtre NP
difficile ([36]) aussi des techniques base´es principalement sur les me´thodes de descentes admissibles ou
sur des heuristiques permettent de les re´soudre (voire [50]). Une extension du proble`me ou` le nombre de
chemins est contraint est propose´ par Duhamel et Mahey [86]. Les lecteurs inte´resse´s pourront de re´fe´rer
aux travaux de Pioro et Al. dans [40] pour plus de de´tails sur l’ensemble des travaux re´alise´s sur ce sujet.
Ne´anmoins, mettre en place un tel routage n’est pas chose aise´e. Il n’y a aucune garantie que le
routage trouve´ pre´ce´demment puisse eˆtre mis en place a` l’aide des protocoles de routage IP qui utilisent
les plus courts chemins. Ce second proble`me est lui connu sous le nom de (( Proble`me Inverse des Plus
Courts Chemins )) . Didier Burton l’a longuement e´tudie´ lors de sa the`se [29]. Une autre formulation du
proble`me existe dans laquelle les auteurs cherchent a` maximiser le nombre de chemins pre´ce´demment
calcule´s qui sont effectivement mis en place par les me´triques choisies (voir les travaux de Pioro et Al.
dans [64] et ceux de Ameur et Al. dans [60]).
Pour contourner l’ensemble de ces proble`mes, une approche diffe´rente peut eˆtre choisie : supposons
que l’on ait de´ja` un plan de routage de´fini par un ensemble de me´triques donne´. Quelles sont alors les
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modifications de me´trique permettant d’optimiser un crite`re de performance ? Ce crite`re de performance
peut porter sur la QoS des flots et/ou sur l’utilisation des ressources du re´seau. De plus, l’optimisation
e´tant faite sur le fonctionnement nominal du re´seau, qu’en est-il en re´gime de panne ? Il faut garantir
des performances (( acceptables )) dans ce cas de figure e´galement.
On peut trouver une de´finition de ce proble`me appele´ (( Flow Allocation Problem )) (FAP) dans les
travaux de Bertsekas et Galager [13] et [15]. Bertsekas cherche l’ensemble des me´triques IP permettant
de satisfaire des contraintes d’utilisation sur les interfaces infe´rieures a` 100%. Ces travaux aboutissent
sur un proble`me line´aire qu’il prouve eˆtre NP difficile. De nombreux auteurs ont alors propose´ des heu-
ristiques permettant de re´soudre ce proble`me (recuit simule´, ajustement de me´trique). Des techniques
base´es sur la relaxation lagrangienne sont e´galement propose´es par Pioro dans [64]. L’ensemble de ces
travaux ont des re´sultats limite´s, la raison principale e´tant la difficulte´ et les temps de calculs ne´cessaires
pour relier les changements de me´triques aux e´volutions de charges sur les interfaces.
Plus tard, Fortz et Thorup ont relance´ la recherche sur ce sujet qui fut quelque peu de´laisse´e de
part l’adhe´sion mondiale a` MPLS. Ils publient alors deux articles [51] en 2000 et [62] 2 ans plus tard
proposant une me´ta-heuristique base´e sur des notions de recherche locale menant a` une solution de
bonne qualite´ et ce dans des temps de calculs relativement courts compare´s aux travaux plus anciens.
Pour cela, ils proposent une structure de voisinage, s’inspirant fortement des particularite´s du routage,
ou` un voisin est obtenu a` partir de la solution courante
– par un changement ale´atoire sur une et une seule me´trique,
– et par introduction de partage de charge.
Fortz et Thorup cre´ent ainsi un voisinage compose´ d’un coˆte´ de voisins ale´atoires permettant de sor-
tir des minimas locaux et de voisins ajoutant du partage de charge de l’autre. Comme ce voisinage est
relativement important, l’exploration est ale´atoire et porte sur 20% de ce voisinage. Les auteurs mettent
e´galement en place une recherche dite tabou permettant une sortie plus efficace des minimums locaux.
Les deux points cle´s associe´s a` l’e´valuation des voisins sont le routage et la propagation. Pour e´viter
des temps de calculs inacceptables, Fortz et Thorup proposent d’utiliser des techniques de propagation
dynamique et de reroutage cible´. L’ide´e e´tant que quelques changements de me´triques ne vont pas faire
changer tout le routage et en conse´quence toutes les charges sur le re´seau. Les deux auteurs obtiennent
alors des re´sultats convaincants montrant que dans certains cas, le routage OSPF optimise´ peut eˆtre tre`s
proche de la solution de re´partition optimale des flots.
Partant de leurs travaux, nous proposons une modification de la structure du voisinage et du fonc-
tionnement de l’algorithme menant a` deux contributions qui nous semblent inte´ressantes : une diminu-
tion des temps de calcul de part un voisinage plus petit, et une solution exploitable par les ope´rateurs de
part son aspect incre´mental.
Mode´lisation du proble`me 69
3.2 Mode´lisation du proble`me
Nous proposons dans cette partie un ensemble de notations et la mode´lisation nous permettant ainsi
de poser de manie`re claire le proble`me que nous cherchons a` re´soudre. Nous donnons e´galement une
de´finition du couˆt du re´seau.
A quelques diffe´rence pre`s que nous avons volontairement introduites pour conserver les nota-
tions pre´ce´demment utilise´es dans le chapitre 2, la mode´lisation propose´e est identique a` celle utilise´e
par Fortz et Thorup dans leurs travaux ([51] et [62]). Cette mode´lisation permet principalement une
de´finition aise´e de la propagation dynamique des flots et de la mise a` jour cible´e des routes suite a` des
modifications de me´triques.
3.2.1 Mode´lisation de la topologie
Le re´seau sera mode´lise´ sous la forme d’un graphe oriente´ dont les nœuds correspondent aux
routeurs et les arcs aux interfaces de communication des routeurs. On note N le nombre de nœuds
du graphe et L le nombre d’arcs du graphe. A chaque arc a du graphe est associe´ un poids wa qui
repre´sente la me´trique de l’interface correspondante et qui peut prendre toute valeur dans l’intervalle
Ω =
[
1, 216 − 1]. ´Etant donne´ une solution admissible w = (w1, . . . , wL), on lui associe
– Dxi (w), la distance du nœud i au nœud destination, x,
– δxi,j(w), qui vaut 1 si l’arc (i, j) est sur un plus court chemin vers la destination x et 0 sinon,
– et nxi (w) =
∑
j δ
x
i,j(w), qui repre´sente le nombre d’arcs sortants du nœud i qui sont sur un plus
court chemin vers le nœud destination x.
Ces notations permettent de repre´senter les plus courts chemins (PCC) dans un graphe. Elles sont
illustre´es sur la figure 3.2 dans laquelle la destination x est 3, et ou` les me´triques sont indique´es sur les
arcs du graphe.
FIG. 3.2 – Repre´sentation des plus courts chemins dans un graphe
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3.2.2 Mode´lisation du trafic
Le re´seau e´coule un ensemble de K flots de communication. Chaque flot k = 1, . . . ,K est ca-
racte´rise´ par sa source s(k), sa destination t(k) et sa demande en bande-passante dk. Chaque flot est
conside´re´ comme e´tant un couple Origine/Destination unique. On a donc K ≤ N2.
Remarque 3.1 Dans la pratique les re´seaux IP e´coulent ge´ne´ralement un nombre de flots tre`s supe´rieur
a` N2 si on prend en compte toutes les caracte´ristiques d’une communication : protocoles applicatifs et
de transport, ports sources et destinations, type de service, codec, parame`tres de QoS, etc. Sans perte
de ge´ne´ralite´, nous conside´rons ici l’agre´gation de tous les flots ayant meˆmes origine et destination en
un flot unique. L’origine et la destination sont en effet les seules informations impactant le routage. Les
prises en compte des me´canismes DiffServ et du routage par ToS (Type Of Service) peuvent eˆtre vues
comme des extensions de l’algorithme que nous proposons.
On notera
λxi le trafic direct e´mis au nœud i pour la destination x :
λxi =
∑
k,
s(k) = i,
t(k) = x
dk
γxi (w) le trafic rec¸u au nœud i, direct et en transit, pour la destination x. En supposant un partage
de charge e´quitable ( 1N sur chaque chemin s’il en existe N ), on a alors :
γxi (w) = λ
x
i +
∑
j 6=x
δxj,i(w)
nxj (w)
γxj (w)
La charge de l’interface (i, j) s’e´crit alors :
Yi,j(w) =
N∑
x=1
δxi,j(w)
nxi (w)
γxi (w)
Ainsi, e´tant donne´e un vecteur de me´triques w = (w1, . . . , wL), nous pouvons calculer re´cursivement
a` partir des formules pre´ce´dentes le trafic γxi (w) rec¸u au nœud i pour la destination x et la charge
Yi,j(w) sur chaque interface (i, j) a` partir des variables δxi,j(w) et nxi (w) contenant l’information sur
les plus courts chemins pour la destination x.
3.2.3 Fonctions couˆts additives
Soit un vecteur de me´triques w = (w1, . . . , wL). Pour pouvoir formuler un proble`me d’optimisa-
tion, nous devons de´finir le couˆt Φ(w) de cette solution. Classiquement, un couˆt de forme additive peut
eˆtre utilise´ :
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Φ(w) =
L∑
l=1
Φl(w)
ou` Φl(w) repre´sente la contribution de l’interface l au couˆt global. Nous proposons dans la suite
plusieurs crite`res d’optimisation pour cette forme de couˆt.
Optimisation de la QoS
Nous proposons ci-dessous deux formulations du couˆt des interfaces, toutes les deux base´es sur
des formules issues de la the´orie des files d’attente.
Couˆt base´ sur la formule M/M/1/∞
De par la formule de Little, on sait qu’il est e´quivalent de minimiser le de´lai moyen de bout en
bout des paquets et le nombre moyen de paquets dans le re´seau.
Conside´rons une interface (i, j) de capacite´ Ci,j . Pour minimiser le nombre moyen de pa-
quets sur cette interface, nous utilisons la formule M/M/1/∞ avec une pe´nalite´ permettant
d’e´valuer le couˆt pour des solutions non-admissibles au sens des capacite´s (i.e. Yi,j ≥ Ci,j).
En notant,
Y i,j = K1 Ci,j
nous pouvons de´finir le couˆt associe´ a` l’interface (i, j) :
Φi,j(Yi,j) =

Yi,j
Ci,j−Yi,j
si Yi,j ≤ Y i,j
Y i,j
Ci,j−Y i,j
+ K2
Ci,j
[Ci,j−Y i,j]
2
[
Yi,j − Y i,j
]
si Yi,j > Y i,j
(3.1)
ou` K1 ∈]0, 1[ et K2 > 1 sont deux parame`tres ajustables. On remarquera que la pe´nalite´ ap-
plique´e dans le cas Yi,j > Y i,j correspond a` la de´rive´e du nombre moyen de paquets au seuil
de charge Y i,j multiplie´e par le coefficient K2 (cf. figure 3.3).
Couˆt base´ sur la formule M/M/1/K
Un couˆt base´ sur la formule M/M/1/K ([8]) pre´sente l’avantage de permettre d’optimiser a` la
fois le de´lai moyen des paquets mais e´galement les taux de perte. Cette formule e´tant valide
quel que soit le taux d’utilisation de l’interface, nous n’avons pas a` faire intervenir une pe´nalite´
comme dans le couˆt pre´ce´dent.
En notant Ki,j la capacite´ en nombre de paquets du buffer de l’interface (i, j), nous proposons
donc de de´finir le couˆt associe´ a` cette interface par :
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Repre´sentation de Φi,j en fonction de ρi,j = Yi,jCi,j
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FIG. 3.3 – Couˆt base´ sur la formule M/M/1 avec K1 = 0.9, K2 = 1 et Ci,j = 1.
Φi,j(Yi,j) =
Ci,j
Ki,j
Wi,j + Pi,j (3.2)
ou`, en notant ρi,j = Yi,j/Ci,j :
Wi,j =
1
Ci,j − Yi,j et Pi,j = 1 −
1− ρi,jKi,j
1− ρi,jKi,j+1
Optimisation de la capacite´ re´siduelle totale
La capacite´ re´siduelle d’un re´seau est un crite`re important, qui permet notamment de mesurer
sa capacite´ a` tole´rer des variations brusques du trafic. Une capacite´ re´siduelle importante permet
e´galement d’assurer que le re´seau pourra supporter l’e´volution de la demande en trafic sur une
pe´riode de temps assez longue. Pour optimiser ce crite`re, nous proposons le couˆt suivant :
Φi,j(Yi,j) =
{
K1 Y
2
i,j si Yi,j ≤ Ci,j
K1 Y
2
i,j + K2 [Ci,j − Yi,j]2 si Yi,j > Ci,j
(3.3)
On remarquera que la pe´nalite´ applique´e dans le cas Yi,j > Ci,j permet de (( forcer )) la me´thode
d’optimisation a` converger vers une solution admissible au sens des capacite´s.
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Optimisation de l’utilisation maximale des interfaces
Nous pouvons e´galement formuler notre couˆt de manie`re non additive. Ainsi, nous proposons par
exemple de conside´rer l’utilisation maximale des interfaces sur le re´seau :
Φ(w) = max
(i,j)
Φi,j(w) = max
(i,j)
Yi,j(w)
Ci,j
(3.4)
De part les tests effectue´s sur l’ensemble des crite`res propose´s, nous nous sommes rendus compte
que l’utilisation maximale des interfaces est le crite`re le plus inte´ressant. Les couˆts de forme additive
permettent un traitement plus facile dans le cadre de l’optimisation, en effet, ils sont se´parables et sou-
vent de´rivables ce qui permet d’appliquer plusieurs techniques d’optimisation. Ne´anmoins, l’approche
retenue pour traiter notre proble`me e´tant une heuristique base´e sur des techniques de recherche locale,
la formulation de couˆt sous forme de maximum ne nous geˆnera pas. En plus, minimiser l’utilisation
maximale des interfaces permet de minimiser les sources de congestions. Dans la suite de ce chapitre,
nous parlerons donc le plus souvent de l’utilisation maximale des interfaces lorsque nous e´voquerons le
crite`re utilise´. Cependant, ce crite`re peut toujours eˆtre remplace´ sans changer de manie`re fondamentale
la re´solution du proble`me propose´.
3.2.4 Formulation mathe´matique du proble`me
Le proble`me a` re´soudre est le suivant :
Minimiser
w∈ΩL
{
Φ(w) = max
(i,j)
Yi,j(w)
Ci,j
}
avec :
Yi,j(w) =
N∑
x=1
δxi,j(w)
nxi (w)
γxi (w) ∀i, j = 1 . . . N
γxi (w) = λ
x
i +
∑
j 6=x
δxj,i(w)
nxj (w)
γxj (w) ∀i, x = 1 . . . N (3.5)
Les parame`tres δxi,j(w) et nxi (w) e´tant obtenus directement a` partir du vecteur de me´triques
w par re´solution d’un proble`me des plus courts chemins.
3.3 Re´solution du proble`me
Pour re´soudre le proble`me pre´ce´dent, nous proposons d’utiliser un algorithme base´ sur des tech-
niques de recherche locale dont l’originalite´ principale re´side dans sa structure de voisinage. Le voisi-
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nage V (w) d’une solution w = (w1, . . . , wL) est de´fini par :
V (w) =
{
w
1,w2, . . . ,wL
} (3.6)
ou` :
w
i = (w1, w2, . . . , wi +∆i, . . . , wL) (3.7)
avec :
∆i = argmin∆≥1 [Yi (w1, . . . , wi +∆, . . . , wL) < Yi(w)] (3.8)
Ainsi le voisinage d’une solution w contient exactement L solutions (e´quation 3.6). Chacune de
ces solutions est associe´e a` un interface i (e´quation 3.7). Elle est obtenue en augmentant la me´trique de
cette interface de la quantite´ minimale permettant de re´duire la charge de cette interface, c’est a` dire de
de´vier du trafic de cette interface (e´quation 3.8). On remarquera que cette structure de voisinage permet
e´galement de ge´ne´rer automatiquement les situations de partage de charge puisque si une seule interface
sortante est utilise´e, la modification minimale de me´trique permettant de de´vier du trafic est celle qui
introduit du partage de charge.
3.3.1 Ge´ne´ration du voisinage
Pour une solution w = (w1, . . . , wL), la ge´ne´ration de son voisinage consiste, pour chaque interface
i de poids wi, a` de´terminer la variation minimale ∆i de sa me´trique qui permettra de de´vier du flot de
cette interface. Notons Fi l’ensemble des flots passant par l’interface i. On peut distinguer deux cas :
1. Fi = ∅ : dans ce cas, ∆i ne peut eˆtre de´finie puisqu’on ne peut pas de´vier du flot de l’interface i.
2. Fi 6= ∅ : si l’on veut de´vier au moins un des flots de i, il faut donc que l’interface i ne fasse
plus partie des plus courts chemins (PCC) d’au moins un des flots de Fi. On proce`de de la fac¸on
suivante :
(a) On supprime l’interface i du graphe : w′ = (w1, . . . , wi−1,∞, wi+1, . . . , wL).
(b) Mise a` jour des tables de distances Dvu(w′) par un algorithme des plus courts chemins.
(c) On calcule :
dmin = min
f∈F
[
D
t(f)
s(f)(w
′)−Dt(f)s(f)(w)
]
qui correspond a` la variation minimale de distance entre la source s(f) et la destination t(f)
de chaque flot f passant par l’interface i.
(d) On de´finit ∆i de la fac¸on suivante :
∆i =

1 si dmin = 0
dmin si 0 < dmin <∞
∞ si dmin =∞
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L’ensemble de flots Fi est obtenu directement lors de la propagation des flots, ne´cessaire pour cal-
culer le couˆt d’une solution. La suppression de l’interface i est re´alise´e en lui affectant une me´trique
infinie. La mise a` jour des tables de distances, suite a` cette modification, est obtenue par un algorithme
de plus courts chemins dynamique que nous de´crivons plus tard et qui est base´ sur les travaux de Ra-
malingam et Reps [36].
Dans la solution wi = (w1, w2, . . . , wi +∆i, . . . , wL), il existera au moins un flot de Fi qui sera
de´vie´ tout ou partie de l’interface i :
– Si dmin = 0, cela signifie qu’il n’y avait pas unicite´ du plus court chemin pour au moins un des
flots de Fi (partage de charge). En posant ∆i = 1, ce flot sera inte´gralement de´vie´ de l’interface
i,
– Si 0 < dmin < ∞, la solution wi introduit du partage de charge pour au moins un des flots de
Fi,
– Si dmin = ∞, il n’existe pas d’autre chemin ne passant pas par l’interface i pour les flots de Fi.
On supprime donc cette interface de celles dont la me´trique peut eˆtre modifie´e.
3.3.2 Algorithme d’optimisation des me´triques
L’algorithme de recherche locale mis en œuvre est l’algorithme 3. Cet algorithme n’assure pas
force´ment une de´croissance monotone du couˆt pour pouvoir (( sortir )) des optima locaux. La tech-
nique mise en place n’est pas du type tabou mais simplement une exploration limite´e de solutions
plus couˆteuses.
Le test de convergence permettant de terminer l’algorithme est base´ sur 3 crite`res :
1. Nombre maximum d’ite´rations (Q1),
2. Nombre maximum d’augmentations successives du couˆt (Q2),
3. Voisinage de la solution courante vide : ∆i =∞,∀i = 1 . . . L.
L’initialisation de l’algorithme consiste a` calculer les PCC, et les parame`tres Dvu(w), δxu,v(w), nvu(w)
associe´s, pour la solution initiale w graˆce a` l’algorithme de Dijkstra. On propage ensuite les flots sur
ces PCC pour obtenir le trafic rec¸u en chaque nœud u pour chaque destination v, γvu(w), et donc le trafic
sur chaque interface (u, v), Yu,v(w). On en de´duit imme´diatement le couˆt Φ(w) de la solution initiale.
La boucle principale de l’algorithme effectue une exploration du voisinage de la solution courante
w. Pour chaque interface i, on calcule ∆i en posant wi = ∞ et en effectuant un calcul de PCC. Si
∆i 6= ∞, on e´value la solution voisine wi en de´terminant l’impact sur les PCC de la modification
wi → wi +∆i sur la me´trique de l’interface i, puis en propageant les flots sur ces PCC. On de´termine
ainsi la solution voisine wi de couˆt minimal.
De manie`re pratique, e´tant donne´ qu’il existe souvent des me´triques identiques ou des routes de
distances identiques, la valeur de ∆i que l’on trouve est souvent e´gale a` 1. Nous avons donc de´cide´
d’explorer tout d’abord le voisin correspondant a` l’interface i en appliquant ∆i = 1. Si ce changement
n’a aucun impact sur la re´partition des charges, alors nous cherchons la valeur de ∆i de´finie plus haut.
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algorithm 3 Optimisation des Me´triques
1: procedure METRICOPTIMISATION
2: Initialisation
3: Lecture de la solution initiale w = (w1, . . . , wL)
4: Calcul des plus courts chemins → Dvu(w), δxu,v(w), nvu(w) u, v, x = 1 . . . N
5: Propagation des flots sur les plus courts chemins → γvu(w), Yu,v(w) u, v = 1 . . . N
6: Calcul du couˆt Φ(w) de la solution initiale.
7: w∗ = w ⊲ Initialisation de la solution de couˆt minimum
8: Boucle Principale
9: while Convergence() = false do
10: Φmin =∞
11: for i = 1 . . . L do
12: Calcul de ∆i → wi = (w1, w2, . . . , wi +∆i, . . . , wL)
13: Calcul des plus courts chemins → Dvu(wi), δxu,v(wi), nvu(wi) u, v, x = 1 . . . N
14: Propagation des flots → γvu(wi), Yu,v(wi) u, v = 1 . . . N
15: Calcul du couˆt Φ(wi)
16: if Φ(wi) ≤ Φmin then
17: wnext = wi et Φmin = Φ(wi)
18: end if
19: end for
20: w = wnext
21: if Φ(w) < Φ(w∗) then
22: w∗ = w ⊲ Copie de la solution de couˆt minimum
23: end if
24: end while
25: end procedure
Cette modification a acce´le´re´ de manie`re significative l’algorithme (division des temps de calcul par 3
en moyenne) en e´vitant le calcul de la variation minimale un bon nombre de fois.
3.3.3 Approche incre´mentale ou globale
L’algorithme 3 propose donc un ensemble de modifications ite´ratives a` appliquer sur la solution
initiale pour ame´liorer le crite`re utilise´. Nous proposons alors de l’utiliser de deux manie`res bien dis-
tinctes :
1. Algorithme incre´mental base´ sur la topologie existante
Pour cela, nous utilisons l’algorithme incre´mental d’optimisation des me´triques propose´ pre´-
ce´demment en utilisant les me´triques de la topologie traite´e comme solution initiale. De`s lors, la
solution propose´e est directement applicable par un ope´rateur souhaitant ame´liorer le crite`re op-
timise´ et ce a` moindre couˆt car le nombre de changement de me´trique est restreint aux seules va-
riations propose´es. Cet algorithme sera note´ AINCR et nous utiliserons les parame`tres Q1 = 200
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et Q2 = 5 (ces valeurs proviennent de nombreux tests).
Toutes les modifications propose´es par l’algorithme ame´liorent ite´rativement et de manie`re stricte
le couˆt du re´seau. Ces modifications contiendront donc e´ventuellement plusieurs changements de
me´triques e´tant donne´es les augmentations de couˆts tole´re´es par l’algorithme dans certains cas
bien pre´cis.
D’un point de vue pratique, l’ope´rateur peut donc choisir le nombre de modifications qu’il sou-
haite appliquer sur son re´seau. Quel que soit ce nombre, a` partir du moment ou` l’ordre propose´
est respecte´, le couˆt du re´seau sera diminue´.
2. Algorithmes (( multi-start ))
Nous proposons e´galement deux algorithmes dont la solution propose´e est souvent de meilleure
qualite´ que celle de l’algorithme pre´ce´dent. Cependant, la solution propose´e est plus difficile a`
mettre en place pour un ope´rateur et les temps de calculs sont plus longs que pour la solution
pre´ce´dente. Les deux algorithmes (( multi-start )) propose´s sont
• AstopMS qui effectue l’algorithme incre´mental sur trois solutions initiales diffe´rentes : la solution
courante, une solution ou` toutes les me´triques sont e´gales a` 1, et une solution ou` les me´triques
sont inversement proportionnelles a` leur capacite´. Cet algorithme sera configure´ avec Q1 =
100 et Q2 = 0, et
• AminMS qui est le meˆme que AstopMS mais avec les parame`tres Q1 = 100 et Q2 = 5. C’est a` dire
que nous autorisons une recherche permettant de sortir des minimums locaux.
Les me´triques solutions propose´es par ces deux algorithmes peuvent eˆtre toutes diffe´rentes de
celles configure´es sur le re´seau initial. Dans ce cas, il est peu probable qu’un ope´rateur accepte
d’appliquer l’ensemble de ces changements de peur de de´stabiliser son re´seau. De plus, l’aspect
incre´mental des ame´liorations propose´es est perdu, il faut donc appliquer la totalite´ des change-
ments pour ame´liorer le re´seau. Ces deux solutions ne seront donc jamais utilise´es sur un re´seau
fonctionnel, cependant, leur inte´reˆt principal est associe´ a` la configuration d’un re´seau encore
inexistant.
Pour chacun de ces algorithmes, le calcul du couˆt d’une solution est imme´diat quand on connaıˆt la
charge des interfaces. Par contre, ils font fre´quemment appel a` deux ope´rations plus complexes de´crites
dans les parties suivantes :
– Le calcul de l’impact sur les PCC de l’augmentation de me´trique d’une interface, et
– la propagation des flots sur les plus courts chemins.
3.3.4 Algorithme des plus courts chemins dynamiques
La modification de la me´trique d’une seule interface n’impacte souvent qu’un petit nombre de PCC.
Des algorithmes, dits de plus courts chemins dynamiques, permettent de traiter ce type de proble`mes
plus efficacement que les algorithmes de Dijkstra ou de Bellman-Ford. Nous avons utilise´ une ame´lio-
ration de l’algorithme de Ramalingam et Reps [36], de´crite en de´tail dans [69]. La structure simple
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de notre voisinage permet de se retrouver en permanence face a` l’augmentation d’une et une seule
me´trique. C’est ce qui nous permet de simplifier d’autant plus l’algorithme des plus courts chemins
dynamiques. Ce gain de temps non ne´gligeable est une des forces de l’algorithme de´veloppe´.
On suppose que le calcul complet de toutes les tables de distance a e´te´ fait. On se place ici dans le
cas ou` la me´trique d’une interface (s, t) a augmente´ d’une valeur ∆. On note w le vecteur de me´triques
initial et w′ celui obtenu apre`s modification. Au de´but de l’algorithme, on a :
Dvu(w
′) = Dvu(w), δ
x
u,v(w
′) = δxu,v(w), n
v
u(w
′) = nvu(w) u, v, x = 1 . . . N
Pour illustrer les diffe´rentes e´tapes de l’algorithme, nous utiliserons le re´seau de la figure 3.4(a).
La destination pour laquelle on veut recalculer les PCC est le nœud F . Sur cette figure sont indique´es,
pour chaque interface (u, v), sa me´trique wuv et son utilisation vers F , δFu,v(w), ainsi que, pour chaque
nœud u, sa distance a` F : DFu (w). On suppose que l’interface modifie´e est (s, t) = (D,G) et que sa
me´trique passe de 1 a` 3 (∆ = 2).
Premie`re e´tape : propagation amont du changement.
Cette premie`re e´tape permet de remonter le long des chemins utilise´s pour joindre F et d’identifier
les nœuds et les interfaces impacte´es par la modification ws,t → ws,t +∆.
A1. On ve´rifie que ce changement fera e´voluer des distances vers F. Pour cela, il faut que : δFs,t(w) = 1
et nFs (w) = 1. Sinon, on fait δFs,t(w′) = 0 et l’algorithme est termine´. En effet :
– si δFs,t(w) = 0 alors le fait d’augmenter la me´trique entre s et t n’aura aucune conse´quence car
cette interface n’est pas sur un plus court chemin vers F, et
– si nFs (w) > 1 alors il existe au moins un autre plus court chemin de s vers F ne passant pas par
t donc seul l’utilisation de l’interface de s vers t est modifie´e par le changement de me´trique.
A2. On initialise une liste Q avec le nœud source de l’interface modifie´e : Q = {s}.
A3. Pour chaque nœud v ∈ Q et pour chaque interface (u, v) utilise´e, i.e. δFu,v(w) = 1, on fait
DFu (w
′) = DFu (w) + ∆. Si nFu (w) = 1 alors, u est ajoute´ dans Q et on fixe δFu,v(w′) = 0
(interface non utilise´e).
Sur l’exemple, on a bien une e´volution des distances vers F puisque δFD,G(w) = 1 et nFD(w) = 1.
Au de´part, Q = {D}. En remontant les PCC utilise´s, on obtient Q = {D,C,A} comme illustre´ sur la
figure 3.4(b).
Deuxie`me e´tape : mise a` jour des distances
Si ∆ = 1, vu que nFs (w) = 1 (cf. A1), on a δFs,t(w′) = 1 meˆme apre`s changement et les distances
DFu (w
′), u ∈ Q, calcule´es a` l’e´tape 1 sont exactes. En effet, les distances e´tant entie`res, le second (ou
les seconds) plus court chemin entre s et F est plus long au minimum d’une unite´ par rapport au plus
court passant par t. De`s lors, le fait d’augmenter de 1 la me´trique de l’interface entre s et t cre´e au
mieux un partage de charge entre le chemin passant par t et le(s) second(s) plus court(s) chemin(s).
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Donc, si ∆ = 1, la route entre s et F passant par t reste un plus court chemin entre s et F. Sinon,
il est possible que l’interface (s, t) ne soit plus utilise´e, auquel cas ces distances peuvent avoir e´te´
sure´value´es. Si ∆ > 1, on re´alise les ope´rations suivantes pour les ajuster :
B1. On traite le routeur source s. On va regarder s’il existe un chemin au de´part de s tel que sa distance
soit plus petite que DFs (w) + ∆. On calcule :
d = min
(s,v)
[
w′s,v + D
F
v (w)
]
Si d < DFs (w′), on pose ∆1 = d − DFs (w′). ∆1 repre´sente l’erreur sur l’augmentation de
distance qui a e´te´ propage´e a` tous les nœuds de Q. On met a` jour la distance de s a` F : DFs (w′) =
d.
B2. Pour tout nœud u ∈ Q, on corrige les distances en faisant : DFu (w′) = DFu (w′)−∆1. On calcule
alors :
d = min
(u,v)
[
w′u,v + D
F
v (w)
]
Si d < DFu (w′), on corrige la distance de u a` F en faisant DFu (w′) = d, puis on inse`re u dans
un tableau associatif H en l’associant a` la distance d.
B3. Cette dernie`re e´tape permet de re´ajuster les distances fausse´es du fait de l’ordre dans lequel les
routeurs ont e´te´ traite´s a` l’e´tape B2. Si le traitement pre´ce´dent e´tait fait dans l’ordre des distances
a` la destination, cette sous-partie serait inutile.
Tant que H 6= ∅, on retire u de H ou` u = argmin
u∈H
(DFu (w
′)).
Pour toutes les interfaces (v, u) entrantes dans u, on compare : d1 = DFv (w′) a` d2 = DFu (w′) +
w′v,u. Si v ve´rifie d1 > d2 alors, on fixe DFv (w′) = d2 et on ajoute le couple (v,DFv (w′)) dans
H .
Pour notre exemple, le re´sultat de cette partie est illustre´ sur la figure 3.4(c). On obtient ∆1 = 0 a`
l’e´tape B1. Puis on inse`re (C, 4) puis (A, 5) a` l’e´tape B2.
Troisie`me e´tape : mise en place des routes a` l’aide des nouvelles distances.
Cette e´tape permet de corriger les flags d’utilisation des interfaces δFu,v(w′), ainsi que le nombre de
PCC vers F pour chaque nœud u, nFu (w′).
Pour chaque nœud u ∈ Q, on va tester les distances sur les diffe´rentes interfaces sortantes. Pour
chaque interface (u, v) on compare : DFu (w′) a` DFv (w′) + w′u,v. Si l’e´galite´ est ve´rifie´e, on fait :
δFu,v(w
′) = 1 et nFu (w
′) = nFu (w
′) + 1
Pour notre exemple, on peut remarquer que nous n’avons modifie´ que quelques nœuds : D, C et A.
Le re´sultat final est sur la figure 3.4(d). L’algorithme de Dijkstra demanderait un couˆt calculatoire bien
plus e´leve´ pour obtenir le meˆme re´sultat.
80 Optimisation des me´triques IP dans les re´seaux IP/MPLS
A
B
C E
D
G
FD(F) = 3
D(F) = 3 D(F) = 2
D(F) = 2
D(F) = 1
D(F) = 0D(F) = 4
1 1
1
2
2
2
2
1
Vrai Vrai
Vrai
Vrai
Vrai
Vrai
Faux
Faux
3
(a) Re´seau initial
A
B
C E
D
G
FD(F) = 3
D(F) = 3 D(F) = 2
D(F) = 2
D(F) = 1
D(F) = 01
1
1
2
2
2
2
Vrai
Vrai
Vrai
Faux
Faux
Faux
FauxFaux
3
4
5
D(F) = 4 6
(b) Propagation amont du changement
A
B
C E
D
G
FD(F) = 3
D(F) = 5 D(F) = 2
D(F) = 4
D(F) = 1
D(F) = 01
1
1
2
2
2
2
Vrai
Vrai
Vrai
Faux
Faux
Faux
FauxFaux
3
D(F) = 6 5
4
(c) Modification si ∆ > 1
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FIG. 3.4 – De´roulement de l’algorithme de Ramalingam et Reps
3.3.5 La propagation dynamique
La dernie`re e´tape couˆteuse qui doit eˆtre optimise´e est la propagation des trafics qui est ne´cessaire
pour pouvoir calculer le couˆt des solutions explore´es. Nous utilisons la meˆme technique que Fortz et
Thorup dans [51] connue sous le nom de propagation dynamique des trafics.
Cette technique de propagation permet de propager les trafics une fois les PCC connus. On conside`re
ici la propagation vers un nœud destination x. Il faudra donc ite´rer cette technique pour toutes les
destinations pour calculer la charge Yi,j(w) des interfaces. La relation de base utilise´e, qui exprime la
conservation des flots, est la suivante :
Y xi,j(w) =
λxi +
∑
k 6=x
Y xk,i(w)
nxi
(3.9)
Nous distinguons deux cas : le cas statique et le cas dynamique. Le cas statique propage tous les
trafics. Le cas dynamique est utilise´ suite a` un changement de me´trique sur le re´seau. Il s’appuie sur les
charges des interfaces calcule´es lors du cas statique et ne propage que des variations de trafic pour les
nœuds impacte´s par la modification de me´trique.
Le cas statique
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Pour chaque nœud i, du plus e´loigne´ au plus proche de la destination x traite´e, on calcule le trafic
γxi (w) rec¸u pour la destination x : somme du trafic direct λxi (w) et des trafics Y xk,i(w) rec¸u sur chaque
interface entrante (k, i). Ce trafic est ensuite re´parti sur les interfaces sortantes en tenant compte du
partage de charge. L’algorithme de´taille´ est l’algorithme 4.
algorithm 4 Propagation Statique
1: procedure STATICPROPAGATION(x)
2: Q = {1, . . . ,N} − {x} ⊲ Q contient tous les nœuds sauf x
3: while Q 6= ∅ do
4: i = argmax
u∈Q
( Dxu(w) ) ⊲ i est le nœud le plus e´loigne´ de x
5: γxi = λ
x
i ⊲ Trafic direct en i vers x
6: for k tel que δxk,i(w) = 1 do
7: γxi (w) = γ
x
i (w) + Y
x
k,i(w) ⊲ Ajout du trafic des interfaces entrantes
8: end for
9: for j tel que δxi,j(w) = 1 do
10: Y xi,j(w) = γ
x
i (w)/ n
x
i ⊲ Propagation sur les interfaces sortantes
11: end for
12: Q = Q − {i}
13: end while
14: end procedure
Le cas dynamique
Suite a` une modification de me´trique, nous supposons avoir exe´cute´ la mise a` jour des PCC a` l’aide
de l’algorithme des plus courts chemins dynamique. Lors de cette exe´cution, nous construisons une liste
M contenant les nœuds affecte´s par le changement de me´trique. C’est a` dire que M contient l’ensemble
des nœuds dont le routage vers x a e´te´ modifie´ lors de la mise a` jour. Plus pre´cise´ment, nous dirons qu’un
nœud est affecte´ s’il est source ou destination d’une interface dont l’utilisation a e´te´ modifie´e suite au
changement de me´trique. L’algorithme de´taille´ est alors l’algorithme 5. Il est quasiment identique au
premier sauf que le nombre d’actions est minimise´. On ne s’occupe que des nœuds impacte´s pour la
destination x, et de ceux qui le deviennent en aval des premiers dans la direction de x.
3.3.6 Inte´gration de la re´silience
Il est important d’inte´grer la notion de panne dans tout algorithme cherchant a` ame´liorer l’utilisa-
tion des ressources sur un re´seau. Sans cette prise en compte, aucune solution ne peut re´ellement eˆtre
e´value´e car elle peut s’ave´rer eˆtre bien pire que la situation nominale en cas de panne.
Prendre en compte toute panne e´ventuelle dans le cadre de l’optimisation de me´triques risquerait de
rendre l’algorithme inefficace si cela n’est pas fait de manie`re re´fle´chie. Dans leur travaux [51] et [62],
Fortz et Thorup propose d’inte´grer dans l’e´valuation des voisins les pires pannes repe´re´es au pre´alable.
Pour se faire, un ensemble de T pannes conside´re´es comme les pires sont prises en compte au moment
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algorithm 5 Propagation Dynamique
1: procedure DYNAMICPROPAGATION(x)
2: while M 6= ∅ do
3: i = argmax
u∈M
( Dxu(w) ) ⊲ i est le nœud le plus e´loigne´ de x
4: M =M − {i}
5: Y = λxi (w) ⊲ Ajout du trafic direct en i vers x
6: for k tel que δxk,i(w) = 1 do
7: Y = Y + Y xk,i(w) ⊲ Ajout du trafic des interfaces entrantes
8: end for
9: Y = Y/nxi ⊲ Partage de charge
10: for j tel que δxi,j = 1 do
11: if Y xi,j 6= Y then
12: Y xi,j = Y ⊲ Propagation sur les interfaces sortantes
13: M =M ∪ {j} ⊲ Le trafic vers j a change´
14: end if
15: end for
16: end while
17: end procedure
de l’e´valuation des voisins. Cet ensemble e´tant mis a` jour re´gulie`rement (toutes les 20 ite´rations par
exemple).
Nous proposons tout d’abord de caracte´riser les occurrences des pannes possibles et de les relier
aux diffe´rents e´tats du re´seau. Nous caracte´riserons ensuite l’ensemble des pannes qu’un re´seau peut
supporter, puis nous inte´grerons l’ensemble au proble`me d’optimisation des me´triques.
3.3.7 Probabilite´s d’e´tats associe´s aux re´seaux IP
Chaque panne possible sur le re´seau n’a pas la meˆme probabilite´ d’occurrence. Il est possible d’as-
socier a` chaque e´quipement e du re´seau une probabilite´ qe que celui-ci soit en panne. En supposant
qu’il existe en tout P e´quipements, nous pouvons donc conside´rer un ensemble de variables ale´atoires
inde´pendantes Ye, e = 1..P valant 1 si l’e´quipement est en panne (probabilite´ qe) et 0 si celui-ci est
actif (probabilite´ 1 − qe). De`s lors, il devient inte´ressant d’e´tudier la probabilite´ qu’aucun e´le´ment ne
soit en panne, en posant X =
∑
e Ye :
p[X = 0] =
P∏
e=1
(1− qe) (3.10)
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De la meˆme manie`re, la probabilite´ qu’un et un seul e´le´ment soit en panne peut eˆtre calcule´e :
p[X = 1] = p[Y1 = 1 et Yi = 0 pour i 6= 1]
+ p[Y2 = 1 et Yi = 0 pour i 6= 2]
+ . . .
+ p[YP = 1 et Yi = 0 pour i 6= P ]
p[X = 1] =
P∑
e=1
p[Ye = 1 et Yi = 0 pour i 6= e]
=
P∑
e=1
qe
∏
i6=e
(1− qi) (3.11)
Nous posons alors l’hypothe`se qu’un seul e´quipement peut eˆtre en panne a` la fois. Cette hypothe`se
sera e´value´e et discute´e un peu plus loin dans cette partie. De`s lors, nous obtenons exactement P + 1
e´tats possibles pour le re´seau. L’e´tat nominal E0 qui correspond au re´seau ou` aucun e´quipement n’est
en panne et chaque e´tat du re´seau Ee, e 6= 0 qui correspond a` un fonctionnement nominal de chacun
des e´quipements sauf pour l’un d’eux : l’e´quipement e. De manie`re e´vidente, si nous notons pe la
probabilite´ d’eˆtre dans l’e´tat Ee alors :
p0 =
1
Q
P∏
i=1
(1− qi)
pe =
qe
Q
P∏
i = 1
i 6= e
(1− qi) (3.12)
ou` Q est une constante de normalisation repre´sentant la somme des probabilite´s non normalise´es
sur tous les e´tats conside´re´s, de manie`re plus formelle en se servant des e´quations (3.10) et (3.11) :
Q = P [X = 0] + P [X = 1]
=
P∏
i=1
(1− qi) +
P∑
e=1
qe
P∏
i = 1
i 6= e
(1− qi) (3.13)
Pour valider l’hypothe`se concernant l’unicite´ des pannes dans les e´tats conside´re´s, il est ne´cessaire
de chiffrer p = P [X > 1] = 1 − Q. Nous pouvons trouver dans [75] des valeurs mesure´es quand aux
probabilite´s de panne des diffe´rents e´quipements sur le re´seau. Se re´fe´rant a` ce livre, nous prendrons
donc qe = 10−3% si e est un routeur et qe = 0.18% si e est une interface. De`s lors, les re´sultats obtenus
et visibles dans le tableau 3.1 montrent que cette hypothe`se, souvent utilise´e, est en fait assez restrictive.
En effet, avec 200 routeurs et 600 interfaces, il y a 30% du temps au moins 2 pannes (avant dernie`re
ligne du tableau 3.1). Cependant, de part l’aspect hie´rarchique du routage et du protocole OSPF en
particulier, l’optimisation des me´triques se fera ge´ne´ralement sur des re´seaux ne de´passant pas une cen-
taine de nœuds.
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#Routeurs #Interfaces P p0
P∑
e=0
pe(%) p (%)
10 50 60 91.4 99.6 0.4
50 250 300 63.7 92.4 7.6
100 400 500 48.6 83.7 16.3
200 600 800 33.9 70.6 29.4
1000 3000 4000 0.4 2.9 97.1
TAB. 3.1 – Test sur les probabilite´s d’avoir plusieurs pannes simultane´es
3.3.8 Caracte´ristiques des e´le´ments pouvant eˆtre en panne
Nous avons jusqu’alors parle´ d’e´le´ments en panne sans jamais pre´ciser le type de ces e´le´ments.
Cisco donne des valeurs de disponibilite´ pour les routeurs et pour les interfaces IP, mais il faut bien
noter que la disponibilite´ d’une interface tient compte de nombreuses causes possibles : panne d’une
carte sur laquelle elle est branche´e, panne des e´quipements de couche infe´rieure. Nous conside´rerons
donc que les valeurs propose´es par Cisco inte`grent l’ensemble de ces causes.
D’autres types d’e´le´ments peuvent eˆtre conside´re´s parmi lesquels
Les cartes (PIC) : la panne d’une carte entraıˆne la chute de l’ensemble des interfaces qui sont
branche´es dessus. Le nombre de ports disponibles sur une carte peut varier jusqu’a` des valeurs
supe´rieures a` la dizaine. La chute d’une carte peut donc avoir des conse´quences extreˆmement
graves. Cette notion d’interfaces associe´es les unes aux autres par des risques de pannes peut eˆtre
ge´ne´ralise´e.
Les SRLG : (( Shared Risk Link Groups )) ou groupe de liens a` risques partage´s, ils repre´sentent
un ensemble de liens lie´s les uns aux autres de telle manie`re qu’ils peuvent tous eˆtre en panne en
meˆme temps. Cette liaison peut eˆtre due a` des e´quipements de niveau infe´rieur, au branchement
sur une meˆme carte etc. . .. Dans tous les cas, conside´rer ces e´le´ments peut eˆtre d’une importance
cruciale.
Les sites : compose´s d’un ensemble de routeurs, ils repre´sentent par exemple un immeuble ou une
zone ge´ographique peu e´tendue. Si un incident tel qu’une panne d’e´lectricite´, une panne de clima-
tisation, ou un incendie se produit, c’est l’ensemble des routeurs composant ce site qui tombent
en panne.
Dans l’e´tude propose´e ici, seules les pannes de nœuds et de lien IP (deux interfaces de sens op-
pose´) seront conside´re´es. Cependant, la structure meˆme de l’algorithme de´veloppe´ permet une prise en
compte aise´e de l’ensemble de ces e´le´ments.
3.3.9 Minimisation de l’espe´rance du crite`re sur l’ensemble des e´tats du re´seau
Nous proposons alors de changer le calcul du crite`re conside´re´ lors de l’optimisation des me´triques.
L’inte´gration des pannes peut eˆtre faite de telle manie`re a` e´viter les changements de me´triques entraıˆnant
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des surcouˆts trop importants en cas de panne. Mais il nous semble bien plus inte´ressant de proposer une
optimisation d’un crite`re tenant compte des pannes directement. Ainsi, le crite`re utilise´ sera l’espe´rance
du couˆt associe´ a` chaque e´tat possible. En notant Φe(w), e = 0..P la valeur du crite`re calcule´ sur le
re´seau dans l’e´tat e pour un ensemble de me´triques w, nous pouvons donc e´crire le crite`re global Φ
par :
Φ =
P∑
e=0
peΦ
e(w) (3.14)
Ou` l’e´valuation du couˆt Φe(w) se fait de la meˆme manie`re que dans la position du proble`me de
base (3.5) mais en conside´rant le re´seau dans son e´tat Ee. Nous pouvons ainsi donner une formulation
du proble`me d’optimisation des me´triques tenant compte de la re´silience :
Minimiser
w∈ΩL
P∑
e=0
peΦ
e(w)
avec (λ)e, (γ)e, (δ)e, et (n)e calcule´s a` partir du re´seau dans l’e´tat Ee et :
Φe(w) = Max
(i,j)
Y ei,j(w)
Ci,j
Y ei,j(w) =
N∑
x=1
(δxi,j(w))
e
(nxi (w))
e
(γxi (w))
e ∀i, j = 1 . . . N
(γxi (w))
e = (λxi )
e +
∑
j 6=x
(δxj,i(w))
e
(nxj (w))
e
(γxj (w))
e ∀i, x = 1 . . . N (3.15)
3.3.10 Minimisation du crite`re en situation nominale sous contraintes de re´silience
La formulation pre´ce´dente cherche donc le vecteur de me´triques permettant d’obtenir un compor-
tement moyen optimal au cours du temps tenant compte des diffe´rents e´tats possibles du re´seau. Il peut
cependant s’ave´rer tout aussi inte´ressant de chercher le vecteur de me´triques menant a` une solution
nominale optimale sous contrainte que les conse´quences des pannes ne soient pas critiques.
Ainsi, si le crite`re e´tudie´ est l’utilisation maximale des interfaces, cela revient a` minimiser l’utilisa-
tion maximale de l’e´tat nominal tout en se restreignant aux solutions telles que l’utilisation maximale
en cas de panne ne de´passe pas une borne Umax donne´e. Ce nouveau proble`me se pose aise´ment a` partir
de la de´finition du proble`me donne´ par (3.5) a` laquelle il faut ajouter la contrainte que nous venons de
pre´ciser.
Nous sommes donc en pre´sence de trois formulations bien distinctes du proble`me d’optimisation
des me´triques
1. minimisation d’un crite`re de performance,
2. minimisation d’un crite`re de performance sous contraintes d’absence de panne critique, et
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3. minimisation de l’espe´rance du crite`re de performance sur tous les e´tats possibles du re´seau.
L’heuristique de´crite plus toˆt e´tait associe´e a` la re´solution du premier proble`me, cependant son ex-
tension pour traiter les deux autres proble`mes se fait alors aise´ment c’est pourquoi nous ne donnerons
pas plus de de´tail quant a` la re´solution de ces nouveaux proble`mes.
3.4 Tests et re´sultats
Cette partie est de´die´e a` l’e´tude de l’efficacite´ et de la pertinence de nos approches et des algorithmes
associe´s. Nous proposons donc de de´buter cette partie avec un re´seau simple sur lequel nous effectuons
une minimisation de l’utilisation maximale des interfaces sans tenir compte des pannes. Puis, nous
donnerons des re´sultats sur des topologies plus complexes pour les diffe´rents proble`mes pose´s.
3.4.1 Minimisation de l’utilisation maximale des interfaces sans contrainte de re´silience
Le premier exemple que nous avons choisi a pour but d’illustrer l’inte´reˆt et l’efficacite´ des modifi-
cations de me´triques propose´es par l’algorithme. Ainsi, la figure 3.5(a) illustre la topologie de de´part ou`
toutes les me´triques sont unitaires. Les valeurs des capacite´s des interfaces sont donne´es en Kbps sur la
figure et un seul trafic, de demande 50 Kbps, est e´mis entre S et D.
De`s lors, un premier routage nous donne deux routes de S vers D (voir figure 3.5(b)). Le partage de
flot e´quitable re´partit donc 25 Kbps sur chaque route. Mais ces routes empruntent les interfaces A/D et
B/D qui ne peuvent donc pas supporter tout le trafic (leur capacite´ est de 16 Kbps). La valeur initiale du
crite`re vaut donc 156 %. Nous allons proposer une suite de modifications de me´triques permettant de
changer cette situation de surcharge.
L’ensemble des figures 3.5(c), 3.5(d), 3.5(e), et 3.5(f) montrent les modifications propose´es par
l’algorithme ainsi que les utilisations de chacune des interfaces charge´es (en %). L’utilisation maximale
e´tant e´crite en rouge pour plus de lisibilite´. Nous proposons de de´tailler les propositions de l’algorithme
une a` une
Premie`re modification (Figures 3.5(c) et 3.5(d)) : cette modification contient en fait deux chan-
gements de me´triques. En effet, l’algorithme ite´ratif que nous proposons ne donne que des solu-
tions ame´liorant le crite`re. Ainsi, la situation initiale correspond justement a` un minimum local.
Sortir de ce minimum revient a` changer les deux me´triques propose´es c’est pourquoi elles devront
eˆtre applique´es ensemble pour re´ellement ame´liorer la solution initiale. De manie`re pratique, les
deux modifications propose´es permettent un partage global sur l’ensemble des chemins possibles
diminuant l’utilisation de l’interface entre B et D et entre A et D qui e´taient trop charge´es.
Seconde modification (Figures 3.5(e) et 3.5(f)) : les deux changements composant cette modifi-
cation ont pour but de de´charger comple`tement les deux interfaces de capacite´s plus faibles.
Ainsi, le premier changement permet de de´vier la totalite´ du flot de l’interface entre A et D et le
second permet la de´viation du flot de l’interface entre B et D. Ces deux changements sont pro-
pose´s dans une meˆme modification e´tant donne´ que le couˆt ne diminue pas strictement suite au
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16
100
100
100
100
100
16
(a) Re´seau de de´part avec les capa-
cite´s en Kbps
S
A
DB
C
25%
25%
156%
156%
(b) Routage avec les me´triques
e´gales a` 1
S
A
DB
C
312%
50%
(c) Modification 1, e´tape 1/2 : +1 sur
A→ D
S
A
DB
C
12.5%
78%
25%78%
12.5%
25%
25%
(d) Modification 1, e´tape 2/2 : +1
sur B→ D
S
A
DB
C
78%
12.5%
25%
25%
25%
37.5%
(e) Modification 2, e´tape 1/2 : +1 sur
A→ D
S
A
DB
C
50%
50%
50%
(f) Modification 2, e´tape 2/2 : +1 sur
S→ B
FIG. 3.5 – De´roulement de l’optimisation
premier changement.
L’utilisateur se voit donc conseiller quatre changements de me´triques sous forme de deux modifi-
cations a` effectuer. Pour chacune d’entre elles, l’utilisation maximale des interfaces diminue passant
de 156% a` 78% tout d’abord puis de 78% a` 50% ensuite. L’ope´rateur peut donc de´cider d’appliquer le
nombre de modifications qu’il souhaite avec une garantie d’ame´lioration quel que soit ce nombre a` par-
tir du moment ou` il respecte l’ordre dans lequel elles sont propose´es. Cette approche ite´rative semble
donc parfaitement adapte´e a` un re´seau ope´rationnel ou` changer une me´trique entraıˆne une instabilite´
temporaire du re´seau de part les mises a` jour du protocole.
3.4.2 Etude globale des algorithmes propose´s pour optimiser l’e´tat nominal
sans contrainte de re´silience
Pour justifier les performances de l’algorithme propose´, nous donnons ici les re´sultats obtenus sur
un ensemble de 104 tests re´alise´s sur 13 topologies distinctes chacune associe´e a` 8 matrices de trafics
ge´ne´re´es ale´atoirement. Pour ces tests, le but de notre optimisation e´tait de minimiser le de´lai moyen de
bout en bout des paquets (sa formulation est donne´e par l’e´quation (3.1)).
Le couˆt de la solution optimale par partage de flot est calcule´ pour chaque test par un algorithme
base´ sur des techniques de direction de descente admissible de type (( Frank and Wolfe )) ([27] et
chapitre 2). Ce couˆt est de manie`re e´vidente une borne infe´rieure pour tous algorithmes d’optimisation
des me´triques IP. Nous avons e´galement calcule´ les couˆts des solutions propose´es pour les algorithmes
suivants :
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– Les deux heuristiques standard c’est a` dire les me´triques e´gales a` 1 (UNIT) et les me´triques
inversement proportionnelle a` leur capacite´ (INVCAPA),
– l’algorithme de Fortz et Thorup (FTA) comme ils l’ont de´crit dans [51], mais que nous avons
limite´ a` 200 ite´rations totales et a` 20 ite´rations conse´cutives sans e´volution de couˆt pour des
raisons de temps d’exe´cution, et
– notre algorithme incre´mental d’optimisation des me´triques AINCR, et le meˆme algorithme exe´cute´
en multi-start AminMS et A
stop
MS .
Les solutions initiales utilise´es pour FTA et AINCR sont celles ou` toutes les me´triques valent 1. Pour
chacun des tests, nous avons calcule´ l’e´cart relatif en pourcent entre la borne infe´rieur donne´e par la
solution par partage de charge optimal et le couˆt obtenu par l’algorithme teste´. Le tableau 3.2 pre´sente
la moyenne (AVG) sur les 8 matrices de trafics teste´es et l’e´cart type (STD) de ces e´carts relatifs. Le
tableau 3.2 donne e´galement le nombre de nœuds et d’interfaces pour chaque topologie.
Topologies UNIT INVCAPA AINCR AstopMS A
min
MS FTA
(#Routeurs, #Interfaces) (%) (%) (%) (%) (%) (%)
Topologie 1 AVG 33.57 31.16 14.40 7.75 6.39 17.26
(13, 48) STD 13.68 21.01 9.33 5.20 3.81 8.41
Topologie 2 AVG 186.96 3.74 4.45 0.83 0.82 4.30
(30, 122) STD 47.82 1.46 2.29 0.53 0.54 1.25
Topologie 3 AVG 27.93 2.58 1.71 1.05 1.04 2.26
(50, 148) STD 3.29 0.66 0.47 0.37 0.37 1.16
Topologie 4 AVG 20383.58 0 131.38 0 0 1800.96
(8, 22) STD 4827.45 0 38.76 0 0 2759.31
Topologie 5 AVG 11.23 1.82 1.97 1.57 1.57 4.44
(7, 16) STD 3.26 1.11 1.24 1.30 1.30 4.49
Topologie 6 AVG 6346.75 0.94 940.04 0.38 0.38 1782.46
(15, 42) STD 992.50 1.35 2016.26 0.57 0.57 2596.26
Topologie 7 AVG 31.57 1.03 3.60 0.24 0.24 4.28
(12, 46) STD 9.41 0.80 2.04 0.15 0.15 2.97
Topologie 8 AVG 74.42 1.07 4.35 0.37 0.37 4.05
(10, 28) STD 41.00 0.41 4.08 0.30 0.30 3.11
Topologie 9 AVG 9.56 2.07 3.06 1.30 1.25 3.67
(12, 38) STD 1.46 1.22 1.10 1.31 1.23 1.32
Topologie 10 AVG 14.74 0.33 0.11 0.09 0.09 0.29
(21, 46) STD 1.75 0.49 0.06 0.07 0.07 0.30
Topologie 11 AVG 32.08 2.78 1.30 0.35 0.35 2.30
(13, 38) STD 10.27 1.84 0.47 0.19 0.19 1.24
Topologie 12 AVG 4.15 0.86 1.07 0.11 0.10 1.33
(32, 94) STD 1.51 0.83 0.45 0.12 0.12 0.44
Topologie 13 AVG 23.49 21.73 3.26 3.01 3.01 3.96
(8, 24) STD 49.33 52.36 6.42 6.52 6.52 6.23
Moyenne sur AVG 2091 5.39 85.44 1.31 1.2 279.35
les topologies STD 461.75 6.42 160.22 1.28 1.17 414.35
TAB. 3.2 – Ecart relatif avec le partage optimal des flots , fonction couˆt (3.1) .
Le tableau 3.3 pre´sente les augmentations relatives des temps de calcul des algorithmes FTA et
AminMS par rapport au temps de calcul de l’algorithme A
stop
MS . Comme pre´ce´demment, les re´sultats sont
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moyenne´s sur les 8 matrices de trafic de´finies pour chaque topologie. L’algorithme d’optimisation des
me´triques incre´mental AINCR est bien e´videmment beaucoup plus rapide que l’algorithme multi-start.
Topologie FTA (%) Amin
MS
(%)
1 1511 ± 501 123 ± 47
2 961 ± 446 34 ± 22
3 2277 ± 1446 42 ± 22
4 1906 ± 1889 86 ± 53
5 2303 ± 1112 104 ± 35
6 1404 ± 1174 70 ± 90
7 843 ± 168 66 ± 29
Topologie FTA (%) Amin
MS
(%)
8 891 ± 428 78 ± 41
9 1408± 478 103 ± 58
10 4027 ± 1377 45 ± 13
11 766 ± 140 35 ± 9
12 923 ± 304 47 ± 22
13 1924± 976 87 ± 27
TAB. 3.3 – Moyenne et e´cart type de l’augmentation de temps de calcul compare´ a` AstopMS
L’ensemble de ces re´sultats montrent que les algorithmes propose´s sont toujours plus rapides que
FTA et proposent toujours de meilleures solutions. Sur les 104 tests, l’algorithme AminMS (respective-
ment AstopMS ) atteint 17 fois (resp. 17 fois) la borne infe´rieure et est 67 fois (resp. 66 fois) a` moins de
1% de cette borne infe´rieure. Il peut e´galement eˆtre note´ que l’algorithme AINCR ame´liore toujours de
manie`re significative la solution initiale (me´triques e´gales a` 1) et qu’il est relativement proche de la
borne infe´rieure pour 11 des 13 topologies.
Nous proposons maintenant la meˆme e´tude pour un autre crite`re : l’utilisation maximale des in-
terfaces. Cependant, comme ce couˆt n’est pas continu, aucune solution ne peut eˆtre trouve´e par l’al-
gorithme de de´viation des flots permettant de re´soudre le proble`me de re´partition optimale des flots.
Cependant, comme l’algorithme AminMS a toujours trouve´ une solution e´gale a` la borne infe´rieure, nous
proposons de le prendre comme re´fe´rence. Les re´sultats sont propose´s dans le tableau 3.4 qui montre
une efficacite´ certaine malgre´ le changement de crite`re.
Topologie UNIT INVCAPA AstopMS FTA AINCR
(%) (%) (%) (%) (%)
1 18.45 ± 22.19 19.67 ± 4.19 0 ± 0 2.41±4.73 0±0
2 637.25±310.87 41.59±16.36 0±0 140.47±272.71 158.12±355.28
3 129.69±32.93 36.44±7.43 1.21±3.21 32.90±28.56 25.75±18.15
4 28181±5755 17.03±14.36 0±0 6036±11643 164.27±50.33
5 33.46±9.14 59.45±20.25 0±0 8.58±15.76 0±0
6 14464±19535 40.64±123.61 0±0 8772±7392 7753±9264
7 144.68±50.25 39.55±24.92 0.10±0.25 9.89±13.82 0.92±1.97
8 169.92±98.22 28.65±17.3 11.93±21.23 36.63±35.28 18.95±19.22
9 53.17±27.33 40.18±15.58 2.28±2.84 11.21±6 2.14±2.4
10 18.24±22.7 36.31±33.35 0±0 0±0 0±0
11 75.23±20.36 32.91±18.57 0±0 20.54±10.59 13.79±8.41
12 29.30±18.33 43.89±8.68 1.27±1.48 5.84±4.64 0±0
13 13.44±19.6 14.7±19.3 0±0 0.82±1.7 31.50±77.16
TAB. 3.4 – Ecart relatif par rapport a` AminMS , couˆt utilise´ (3.4).
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3.4.3 Inte´gration de la re´silience dans l’optimisation
Les re´sultats propose´s jusqu’ici ne montrent que l’efficacite´ des algorithmes propose´s sans tenir
compte des contraintes de re´silience. Pour se faire, nous proposons dans cette partie de traiter un cas
particulier de re´seau d’ope´rateur. En effet, nous avons pu travailler avec certains ope´rateurs durant mon
doctorat et l’un d’entre eux s’est pose´ un proble`me de planification sur une topologie re´elle qu’il e´tait
en train de mettre en place. Nous utiliserons cette topologie pour tester et valider l’approche inte´grant
la re´silience dans l’optimisation des me´triques.
La topologie conside´re´e est illustre´e par la figure 3.6. C’est donc un re´seau a` l’e´chelle europe´enne
contenant 26 PE ( (( Provider Equipment Node )) ), 8 P ( (( Provider Node )) ), 4 concentrateurs VPN, 2
switchs et 5 serveurs. De plus, la topologie est associe´e a` 20 SAP ( (( Service Access Point )) ) repre´sente´s
par des points bleus et qui seront les sources des trafics conside´re´s. De manie`re plus ge´ne´rale, cette to-
pologie contient donc 45 nœuds (nous comptons les switchs comme des nœuds IP meˆme si cela n’est
pas logique car ces switchs ont e´te´ place´s pour permettre d’affiner le routage des SAP connecte´s des-
sus), et 78 liens (donc 156 interfaces IP). Les serveurs et chaque SAP sont les seuls sources et puits de
trafic.
Les me´triques propose´es initialement par l’ope´rateur sont les suivantes : 10000 sur les interfaces
associe´es aux liens secondaires (entre PE et concentrateur VPN) et 1000 sur l’ensemble des autres in-
terfaces. Les liens secondaires e´tant des liaisons de plus faible de´bit (IPSec loue´ a` un autre ope´rateur et
avec moins de garantie).
Du coup, apre`s un premier routage des trafics sur cette topologie, on trouve une utilisation maxi-
male le´ge`rement supe´rieure a` 49% et une utilisation des seuls liens primaires et du cœur de re´seau. La
visualisation graphique de l’utilisation nominale peut eˆtre vue de manie`re colore´e sur la figure 3.7 la
le´gende des couleurs e´tant affiche´e sous le nœud (( P Lyon 2 )).
Si nous exe´cutons l’algorithme AminMS sans tenir compte de la re´silience, nous obtenons une solution
qui tend a` re´partir les flots sur l’ensemble des liens qu’ils soient primaires ou secondaires. L’utilisation
maximale vaut 27.7% soit un e´cart relatif de plus de 40% avec la valeur pre´ce´dente. Cette solution est
trouve´e a` l’aide de la solution initiale ou toutes les me´triques sont e´gales a` 1.
Remarque 3.2 Les me´triques propose´es par AINCR sous les meˆmes hypothe`se me`nent a` une utilisation
maximale des interfaces valant 30.1%. Ce re´sultat est donc tre`s proche de la meilleure solution possible.
La figure 3.8 montre les utilisations des interfaces les plus charge´es pour les deux re´partitions pro-
pose´es : solution nominale propose´e par l’ope´rateur (figure 3.8(a)) et celle propose´e par notre algorithme
(figure 3.8(b)).
L’optimisation propose´e permet une diminution nette de l’utilisation maximale des interfaces par
une faible augmentation de l’utilisation moyenne qui passe de 5% a` 5.4%. Cependant, cette solution est
obtenue de part l’utilisation des liens secondaires pour le cas nominal. D’un autre coˆte´, ne pas utiliser
ces liens alors qu’ils existent nous semble eˆtre une aberration de conception. Pour information, la meˆme
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FIG. 3.6 – Topologie europe´enne de re´fe´rence
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FIG. 3.7 – Routage initial et utilisation des ressources
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(a) Solution propose´e par l’ope´rateur (b) Solution propose´e par l’algorithme AminMS
FIG. 3.8 – Utilisations des 15 interfaces les plus charge´es avant et apre`s optimisation par AminMS
topologie configure´e avec des me´triques e´gales a` 1 est au maximum charge´e a` 50.7% et sa configuration
par des me´triques Cisco inversement proportionnelles a` leur capacite´ entraıˆne un couˆt de 44.9%.
Nous proposons alors de tester les re´sultats obtenus si l’on tient compte des pannes dans le re´seau.
Un premier re´sultat relativement attendu est que si l’analyse de la re´silience n’intervient que pour vali-
der une meilleure solution nominale, de`s lors la solution propose´e est identique a` celle que nous venons
d’exposer. En effet, minimiser l’utilisation maximale des interfaces sous contrainte de ne pas empirer
les cas de panne n’a pas vraiment d’inte´reˆt dans un re´seau adapte´ aux situations de panne de part sa
biconnexite´ et son architecture.
Cependant, si nous proposons d’optimiser l’espe´rance de l’utilisation maximale des interfaces pour
tous les cas de panne possibles et ceci en utilisant les valeurs de probabilite´ de panne propose´es par
Cisco ([75]) alors la solution propose´e est diffe´rente. Ainsi, la figure 3.9 propose une visualisation de
l’utilisation des interfaces obtenues suite a` la mise en place de la solution propose´e. Nous pouvons voir
que l’utilisation maximale obtenue est proche de 30% donc la solution propose´e est moins bonne dans
le cas nominal que celle obtenue auparavant.
Il nous faut tout de meˆme noter que les temps de calcul deviennent conse´quents e´tant donne´ que
chaque e´valuation de voisin revient a` e´valuer l’ensemble des pannes possibles. Pour information, sur un
ordinateur de bureau classique muni d’un processeur cadence´ a` 3Ghz, nous avons obtenu les temps de
calcul suivants pour notre algorithme en mode multi-start :
– 1 minute pour optimiser le crite`re sans contrainte de re´silience,
– 30 minutes pour optimiser le crite`re sous contrainte de ne pas l’empirer en cas de panne, et
– 48 heures pour optimiser l’espe´rance du crite`re sur tous les e´tats de pannes possibles.
Il est possible de re´duire les temps de calcul lors de l’e´valuation des pannes possibles a` l’aide du
calcul dynamique du routage et de la propagation. L’algorithme de Ramalingam et Reps du calcul dy-
namique des routes peut eˆtre adapte´e a` la suppression d’un nœud ou d’un lien (cela revient a` fixer un
ensemble de me´triques e´gale a` l’∞). Cependant, cette dernie`re e´tape n’a pas e´te´ re´alise´e lors de nos
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FIG. 3.9 – Utilisations des interfaces avec les me´triques optimisant l’espe´rance du crite`re
travaux ce qui explique cette diffe´rence majeure dans les temps de calcul pre´sente´s.
3.5 Conclusion
Nous avons donc de´veloppe´ de nouveaux algorithmes d’optimisation des me´triques permettant
d’obtenir de bons re´sultats dans des temps de calculs raisonnables. Les contributions apporte´es portent
sur plusieurs points cle´s de l’inge´nierie des trafics :
Approche incre´mentale : nous proposons un algorithme qui fournit une solution de bonne qua-
lite´ base´e sur le configuration initiale du re´seau e´tudie´. La suite de modifications propose´e peut
eˆtre applique´e en totalite´ ou de manie`re partielle tout en conservant la garantie que le crite`re
se´lectionne´ sera ame´liore´.
Approche multi-start : nous proposons e´galement un algorithme de´die´ a` la planification des re´seaux
qui propose une solution tre`s souvent optimale que l’ope´rateur peut ensuite mettre en place dans
son re´seau avant de le rendre ope´rationnel.
L’ensemble des algorithmes propose´s ont des re´sultats proches de l’optimum dans la majorite´ des
cas teste´s. Leurs temps de calcul sont tre`s courts compare´s aux algorithmes existant, cela provient de
trois choix majeurs :
1. Une notion de voisinage de taille re´duite mais bien adapte´ au proble`me
2. L’inte´gration d’un routage dynamique suite a` un changement de me´trique
3. L’utilisation de la propagation dynamique des flots
Nous avons e´galement traite´ la re´silience des re´seau IP/MPLS en l’associant au proble`me du choix
optimal des me´triques IP. Pour cela, nous avons propose´ une mode´lisation des e´tats associe´s a` un re´seau
IP/MPLS. Partant de cette mode´lisation, nous avons propose´ d’inte´grer la re´silience dans l’optimisation
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des me´triques IP et d’adapter nos algorithmes de de´part pour les deux nouveaux mode`les :
Contraintes : la premie`re mode´lisation propose´e consiste a` e´viter la de´gradation de la re´silience
du re´seau suite aux modifications des me´triques.
Espe´rance : la seconde mode´lisation propose´e porte sur une optimisation de l’espe´rance du crite`re
sur l’ensemble des e´tats associe´s au re´seau.
A notre avis, le routage par ToS des me´canismes DiffServ inte´gre´ au proble`me d’optimisation du
routage IP est une perspective inte´re´ssante a` developper. Pour eˆtre optimale, une telle approche doit eˆtre
globale et optimiser en meˆme temps l’ensemble des me´triques du re´seau. Une extension de l’algorithme
propose´ semble possible par une multiplication du nombre d’inconnues par le nombre de ToS ainsi que
part une distinction des demandes par ToS.
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CHAPITRE 4
Multi Protocol Label Switching (MPLS)
Les limitations du routage IP ont de´ja` e´te´ e´voque´es plus toˆt dans les chapitres 1 et 3. Elles portent
principalement sur les aspects suivants :
– Garanties de QoS difficiles a` fournir.
– Inge´nierie des trafics et optmisation de l’utilisation des ressources limite´es.
– Tables de routage conse´quentes pouvant conduire a` un temps de consultation parfois trop long.
Ainsi, en 1996, Ipsilon proposait IP Switching qui avait pour but de re´duire le temps d’interrogation
des tables de routage. Plus tard, dans la meˆme anne´e, Cisco annonc¸a sa propre solution Tag Switching
pour commuter l’IP. Ces deux propositions furent a` la base de l’e´tablissement du protocole MPLS base´
sur la commutation de labels, a` opposer a` la classique commutation de paquets ayant lieu dans IP.
MPLS est un protocole se situant entre les couches 2 et 3 du mode`le OSI (Open Systems Intercon-
nection) qui interagit comple`tement avec IP, c’est pourquoi nous parlerons principalement de re´seau
IP/MPLS. Il permet ainsi un routage sur des chemins pre´e´tablis, les Label Switching Path (LSP), com-
pose´s de commutateurs. L’action ayant lieu en chaque point interme´diaire le long du chemin n’est donc
plus le maniement parfois complexe d’une table de routage mais une commutation de labels se re´ve´lant
eˆtre bien plus rapide.
L’avantage majeur de MPLS dont les RFC principales ([55]) et ([56]) ont e´te´ publie´es en janvier
2001 portait donc sur la rapidite´ associe´e a` la commutation de labels et sur ses possibilite´s d’inge´nierie
bien plus de´veloppe´es qu’avec IP. Aujourd’hui, de part l’apparition de routeurs aux capacite´s de traite-
ment de plus en plus performantes, ce sont surtout ses possibilite´s d’inge´nierie qui justifient l’adoption
massive de MPLS.
Nous proposons une description succinte de MPLS au de´but de ce chapitre, puis nous donnerons les
principaux algorithmes utilise´s pour le placement des LSP sous certaines contraintes. Nous pre´senterons
ensuite les solutions propose´es par notre e´quipe de recherche pour le placement des LSP.
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MPLS est la solution de routage utilise´e par la majorite´ des ope´rateurs pour ame´liorer les perfor-
mances de leur re´seau et qui leur permet une analyse plus aise´e de ces performances par la notion
de LSP associe´ a` une bande passante reserve´e. Cependant, le routage IP optimise´ peut s’ave´rer plus
performant que la solution MPLS si l’inge´nierie des LSP est trop simpliste. De plus, la modification
du routage IP sous-jacent entraıˆne le plus souvent des e´volutions sur les performances MPLS par une
e´volution des routes MPLS base´es sur les plus courts chemins IP. Ainsi, le but de ce chapitre est de
montrer
– que le routage IP optimise´ est compe´titif par rapport a` la solution MPLS dans de nombreux cas
de configuration,
– que l’impact de l’optimisation des me´triques sur les performances MPLS est majoritairement
positif, et
– qu’une solution tre`s proche du routage optimal peut eˆtre obtenue par MPLS a` l’aide d’un routage
explicite des LSP.
4.1 Multi Protocol Label Switching (MPLS)
Nous proposons dans cette partie un descriptif rapide des caracte´ristiques du protocole MPLS. Le
routage a` commutation de labels, l’inge´nierie des trafics, les techniques de´die´es a` la re´silience, le pla-
cement des LSP sont autant de diffe´rences majeures avec le protocole IP que nous de´taillerons ici.
4.1.1 Le routage MPLS : commutation de labels
La figure 4.1 illustre un re´seau IP/MPLS constitue´ d’un ensemble de routeurs IP (en rouge) et d’un
cœur de re´seau IP/MPLS (entoure´ en bleu) compose´ lui de LER (Label Edge Router) a` la frontie`re (en
bleu) et de LSR (Label Switched Router en noir) qui sont tous des routeurs IP/MPLS. La figure montre
e´galement un LSP (en vert) permettant d’aller d’un LER vers un autre. Les e´quipements IP permettant
la connexion au cœur de re´seau MPLS sont commune´ment appele´s des (( Customer Equipments ))(CE).
A l’entre´e du cœur de re´seau, les LER (ingress) vont marquer les paquets avec un label avant de
les propager. Le choix de ce label provient directement des informations de routage contenues dans ce
routeur. Pour cela, MPLS se sert de FEC ((( Forwarding Equivalence Class ))) qui sont des tables de cor-
respondance dont les cle´s sont des e´le´ments du paquet : adresses IP ou adresses MAC, classe de service
ou application (port), etc. . .
Une fois le label re´cupe´re´, l’ingress encapsule le paquet IP dans un paquet MPLS avec un nouvel
en-teˆte compose´ principalement de ce label. La propagation se fait alors par commutation de labels. Les
nœud MPLS posse`dent une table de commutation mise en place lors de la se´lection des chemins pour les
LSP. Ces tables de commutations ont pour cle´s : l’interface d’entre´e et le label, et pour valeurs : l’inter-
face de sortie et le nouveau label. L’en-teˆte MPLS est alors remplace´ par un nouvel en-teˆte compose´ du
nouveau label, puis le paquet est propage´ sur l’interface de sortie donne´e par la table de commutation.
Le dernier nœud le long du LSP (egress) va retirer l’en-teˆte MPLS du paquet et le propager ensuite en IP.
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Noeuds IP/MPLS (LSR)
Noeuds IP/MPLS (LER)
Noeuds IPLSP
FIG. 4.1 – Exemple de re´seau IP/MPLS
4.1.2 Les atouts de MPLS
L’avantage majeur du protocole MPLS et de permettre un routage particulier pour chacun des LSP et
donc d’associer un chemin (e´ventuellement diffe´rent du plus court chemin utilise´ par les IGP) a` chaque
groupe de flots conside´re´. La granularite´ du choix des routes est donc ame´liore´e permettant ainsi une
meilleure gestion de la QoS et surtout une inge´nierie de trafic plus aise´e.
Mais les avantages de MPLS ne s’arreˆte pas a` ces ame´liorations. Il permet aussi un grand nombre
de fonctionnalite´s tre`s pousse´es :
Une inte´gration IP/ATM : en effet, si la couche 2 est ge´re´e par le protocole ATM (ou Frame Re-
lay), MPLS permet l’utilisation de l’en-teˆte de couche 2. Cela e´vite l’ajout d’un en-teˆte supple´-
mentaire et permet donc de diminuer la taille des donne´es de signalisation.
La flexibilite´ : MPLS permet l’utilisation de n’importe quelle couche 2 car ce protocole vient se
placer entre la couche re´seau et la couche de transmission de donne´es. L’ajout d’une couche
supple´mentaire permet de coexister avec l’ensemble des protocoles existants (surtout pour la
couche 2). De plus, il est possible de de´ployer un re´seau IP/MPLS sur des infrastructures sous-
jacentes he´te´roge`nes (Ethernet, ATM, SDH, WDM, etc. . .).
La cre´ation de VPN : la notion de re´seau prive´ virtuel s’appuie comple`tement sur le paradigme de
routage interme´diaire propose´ par MPLS. Il devient ainsi facile d’inte´grer des VPN sur le cœur
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de re´seau IP/MPLS de part l’affectation de labels directement associe´s aux VPN.
Approche DiffServ : l’architecture d’un cœur de re´seau IP/MPLS forme´ de LER aux frontie`res et
de LSR dans le cœur est identique a` celle retenue dans DiffServ ne´cessitant des fonctionnalite´s
diffe´rentes aux frontie`res et dans le cœur. De plus, l’association des trafics aux FECs permet et
facilite l’affectation des diffe´rentes classes de trafics aux files d’attente de´die´es. On retrouve ainsi
dans MPLS la notion de (( Per Hop Behaviour (PHH) )) de l’approche DiffServ.
L’inge´nierie de trafic : MPLS est souvent associe´ a` son inge´nierie de trafic (Traffic Engineering :
TE) car la notion de routage explicite des LSP permet une simplification de la mise en place d’un
routage calcule´ au pre´alable. Ce point sera de´veloppe´ dans la partie suivante.
4.1.3 Inge´nierie de trafic
Dans un cœur de re´seau IP/MPLS, le placement des LSP de´finit donc comple`tement l’utilisation des
ressources de la meˆme manie`re que le choix des me´triques IP dans le cas de re´seaux IP. L’affectation
d’un chemin a` un LSP peut eˆtre faite de diffe´rentes manie`res. Elle est
– automatique et ge´re´e par un algorithme exe´cute´ sur l’ensemble des routeurs IP/MPLS,
– partielle en pre´cisant un ou plusieurs nœuds IP/MPLS par lequel (lesquels) le LSP doit passer,
le reste de la route e´tant calcule´ par un algorithme exe´cute´ sur les routeurs, ou
– explicite, c’est a` dire que l’ensemble du chemin est configure´ par l’ope´rateur.
Le routage explicite des LSP, est l’atout majeur de MPLS qui en fait un outil d’inge´nierie de tra-
fic tre`s puissant. Le protocole IP souffre de difficulte´s importantes quant a` l’inge´nierie des trafics : la
relation entre me´triques et utilisation des ressources n’est pas e´vidente (voir chapitre 3), et le routage
par destination impose des routes communes a` partir d’un routeur si la destination est la meˆme. Avec
MPLS, des chemins diffe´rents des plus courts chemins peuvent eˆtre choisis et associe´s a` un ensemble
de flots de`s lors qu’ils font partis de la meˆme FEC.
De plus, il devient possible de calculer hors ligne des chemins en tenant compte de crite`res plus
ou moins complexes. En effet, MPLS permet une gestion de la QoS en inte´grant de manie`re simple les
approches IntServ et DiffServ. Pour DiffServ par exemple, la gestion de FEC diffe´rencie´es par classe
de service permet de choisir des chemins diffe´rents pour chacune des classes amenant ainsi une gestion
plus soutenue de la QoS qu’avec le routage IP.
4.1.4 Fonctionnalite´s de´die´es a` la re´silience
Tous les LSP sont affecte´s a` des chemins primaires par une des techniques expose´es plus toˆt. Si
aucune pre´caution n’est prise, lorsqu’une panne rend ce chemin inutilisable, le routage IP est utilise´
pour joindre l’egress du LSP. Il existe cependant une caracte´ristique importante de MPLS qui concerne
ses fonctionnalite´s de´die´es a` la re´silience. Permettant une re´action rapide aux pannes, ces deux fonc-
tionnalite´s sont
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– (( Backup Path )) : un LSP peut eˆtre configure´ avec un chemin de secours disjoint du chemin
primaire. Ce chemin de (( backup )) est affecte´ par l’une des trois techniques cite´es plus toˆt. En
cas de panne sur le chemin primaire, le chemin de secours est
– calcule´ puis utilise´ pour des configurations automatiques ou partielles,
– directement utilise´ dans le cas d’une configuration explicite.
– (( Fast Reroute )) : pour chaque e´quipement prote´ge´ (lien ou routeur) le long du chemin pri-
maire du LSP, un chemin de contournement est e´tablit au pre´alable. Si un e´le´ment du chemin
primaire tombe en panne, il est contourne´ a` l’aide du chemin pre´de´fini. L’utilisation des (( Fast
Reroute )) est le plus souvent temporaire. Elle permet d’e´viter une interruption de service lors de
la mise en place du chemin de secours.
Un cœur de re´seau IP/MPLS ou chaque LSP est prote´ge´ (configuration d’un chemin de secours) et
ou` chaque e´le´ment du re´seau est associe´ a` un (ou plusieurs) (( Fast Reroute )) permet donc de garantir
un service sans interruption quel que soit l’e´tat du re´seau sauf dans les cas de pannes multiples.
4.1.5 Affectation des chemins aux LSP
Le placement automatique des LSP s’effectue par un e´change de labels entre les routeurs du re´seau
IP/MPLS. Diffe´rents protocoles existent et leurs diffe´rences principales portent sur les aspects de QoS
et de routage explicite qu’ils offrent. Cependant, il faut bien noter que tous ces protocoles s’appuient
sur le routage IGP existant. Ainsi le choix des routes IP peut grandement influencer le placement des
LSP dans certains cas. Nous de´taillons quelques protocoles et algorithmes de placement dans la suite
de cette partie.
Protocoles de placement des LSP
Label Protocol Distribution (LDP [57]) est le plus simple des protocoles effectuant la mise en place
des labels MPLS. Il permet un e´tablissement des chemins sans tenir compte d’aucune contrainte. Son
principe est le suivant : il se´lectionne un des plus courts chemins au sens de l’IGP pre´sent.
Le choix des chemins associe´s aux LSP de´finissant comple`tement l’utilisation des ressources du
cœur de re´seau, il est indispensable d’inte´grer des contraintes en terme de bande passante lors de la
se´lection des chemins si des garanties de QoS doivent eˆtre assure´es. Dans cet optique, une extension
de LDP : Constraint-based Routing Label Distribution Protocol (CR-LDP [63]), permet une inte´gration
des bandes passantes associe´es aux LSP et leurs re´servations le long du chemin du LSP.
Resource ReSerVation Protocol Traffic Engineering (RSVP-TE [58]) est e´galement un protocole
qui permet un routage des LSP en tenant compte des bandes passantes sur les chemins choisis.
La reservation de bande passante lors de la mise en place d’un nouveau LSP se fait a` l’aide d’une
ne´gociation de bout en bout en tenant compte des reservations existantes. Les LSP sont donc place´s dans
l’ordre de leur apparition (configuration par l’ope´rateur) sans jamais remettre en cause un placement
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de´ja` e´tabli. En conse´quence, certaines demandes peuvent eˆtre refuse´es a` cause de placement ante´rieurs
des autres LSP.
PCALC (Path CALCulation) de Cisco
Cisco propose une imple´mentation du protocole OSPF-TE pour la distribution des labels et l’e´ta-
blissement automatique des LSP sur le re´seau. Ce protocole, comme OSPF, est base´ sur la notion de
plus courts chemins au sens des me´triques associe´es au re´seau. Ces me´triques sont dynamiques car
elles de´pendent de la charge courante du re´seau. Cet algorithme se base sur la notion de bande passante
re´siduelle associe´e a` un chemin qui correspond au minimum des bandes passantes re´siduelles des liens
qui le composent.
L’algorithme de se´lection d’un chemin propose´ par Cisco est le suivant
1. Se´lectionner l’ensemble des plus courts chemins compte tenu de l’IGP pre´sent.
2. Se´lectionner parmi ceux-ci les chemins ayant la bande passante re´siduelle maximale.
3. Se´lectionner parmi ceux-ci ceux ayant le nombre de sauts minimum.
4. S’il reste plus d’un chemin candidat, choisir un chemin au hasard parmi ceux restants.
L’avantage principal de cet algorithme est de pouvoir fonctionner en ligne. Il est exe´cute´ sur les rou-
teurs MPLS Cisco et permet de trouver un chemin tenant compte de l’e´tat du re´seau a` chaque nouvelle
demande de LSP qu’un LER enregistre. Cependant, cette vision limite´e aux chemins partant du LER
initiant la demande ne permet pas une gestion optimale des ressources.
Etant donne´ la confiance des ope´rateurs envers Cisco ainsi que le nombre de routeurs de ce construc-
teur qui sont actifs, nous pouvons dire que c’est un algorithme tre`s re´pandu actuellement dans les
re´seaux IP/MPLS.
Remarque 4.1 Tous les protocoles et algorithmes de routage des LSP que nous venons de pre´senter
ont une particularite´ commune : ils se basent sur les plus courts chemins calcule´s par l’IGP pre´sent
dans le cœur de re´seau. Sachant que LDP et PCalc sont les deux protocoles les plus utilise´s pour le
routage des LSP, la question de l’impact des me´triques sur MPLS semble justifie´e.
ILSP-OLS-ACO
L’e´quipe de recherche dans laquelle j’ai effectue´ mon doctorat a propose´ un algorithme novateur et
performant permettant le calcul hors ligne des chemins des LSP et ceci en tenant compte d’un nombre
important de contraintes. Les lecteurs inte´resse´s par ce sujet pourront se re´fe´rer a` la the`se de Moham-
med Anouar Rachdi [88] ainsi qu’a` [72] dans laquelle il formule le proble`me de routage des LSP, et
propose les solutions que je vais re´sumer dans cette partie.
L’algorithme propose´ permet de tenir compte d’un ensemble de contraintes de QoS plus ou moins
simples. Ainsi, trois crite`res sont e´value´s :
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1. Une somme quadratique des charges des interfaces (avec pe´nalite´ si une charge de´passe la capa-
cite´ de l’interface)
2. Une somme ponde´re´e des de´lais et pertes sur les interfaces (de´lais et pertes calcule´es a` partir du
mode`le M/M/1/N)
3. S’appuyant sur un mode`le plus complexe de file d’attente (le mode`le LLQ propose´ par Cisco
[91]), l’optimisation cherche a` minimiser le premier crite`re expose´ mais sous des contraintes de
de´lais et de pertes borne´s sur chaque file (il y en a 4 en tout dans le mode`le LLQ, une prioritaire
et 3 ge´re´es par une politique (( Weighted Fair Queuing ))). Ainsi le crite`re propose´ tient compte de
la charge mais aussi des e´carts aux contraintes et ceci de manie`re quadratique et pe´nalise´e.
Le proble`me pose´ est donc de trouver un et un seul chemin pour chaque LSP (associe´ a` une de-
mande) tout en minimisant un des crite`res propose´s plus toˆt. La re´solution de ce proble`me non line´aire
et connu pour eˆtre NP difficile peut se faire a` l’aide de l’algorithme ILSP-OLS-ACO compose´ de trois
e´tapes :
1. ILSP : La premie`re partie de cet algorithme (Iterative Loading Shortest Path ILSP) ge´ne`re un
sous ensemble de chemins possibles pour chaque LSP. ILSP prend en compte les contraintes du
proble`me pour garantir qu’une solution ou` chaque LSP est route´ sur l’un des chemins du sous-
ensemble calcule´ au pre´alable est admissible.
Cette proprie´te´ fait d’ILSP la partie la plus importante de cet algorithme. En effet, il devient par
exemple aise´
– de savoir s’il existe au moins un chemin admissible pour chaque LSP,
– de trouver des couples de chemins disjoints admissibles,
– d’e´liminer certains chemins pour respecter des contraintes de couleur (routage limite´ a` un en-
semble de liens).
2. OLS : La seconde e´tape (Optimal Load Sharing OLS) de l’algorithme consiste a` trouver la (ou
les) route(s) minimisant la fonction couˆt par une re´partition optimale des demandes des LSP
sur les chemins associe´s (calcule´s au pre´alable par ILSP). Pour se faire, l’utilisation d’un gra-
dient projete´ est adapte´e et efficace. La projection se fait sur les contraintes de conservation des
demandes. La solution trouve´e peut associer un chemin unique a` chaque LSP (dans ce cas, le
proble`me est re´solu), mais il peut y avoir encore non unicite´ des chemins optimaux trouve´s. Une
dernie`re e´tape est alors ne´cessaire.
3. ACO : Si OLS ne me`ne pas a` une solution de mono routage, la troisie`me et dernie`re e´tape (Ant
Colony Optimization ACO) permet de converger vers la solution de mono routage cherche´e. C’est
une me´thode ite´rative base´ sur les techniques d’optimisation par colonies de fourmis. Ainsi, a`
chaque ite´ration, les fourmis construisent une solution consistant a` associer a` chaque LSP un et
un seul chemin. Le choix du chemin est ale´atoire et de´pend des choix pre´ce´dents et de la quantite´
de phe´romones associe´e a` cette de´cision. Nous ne donnerons pas plus de de´tail ici mais la conver-
gence est assure´e et les re´sultats fournis par cette heuristique se sont montre´s tre`s bons dans le
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cadre des proble`mes combinatoires sur le routage des paquets dans un re´seau.
A. Rachdi propose e´galement dans son me´moire [88] une e´volution de son algorithme permettant
de trouver des chemins de secours et des Fast Reroute tout en assurant le respect des contraintes sur
ces nouveaux LSP propose´s. Ainsi, la garantie de QoS que proposent ses algorithmes de placement est
assure´e meˆme en cas de panne.
Remarque 4.2 ILSP traite tous les chemins possibles entre chaque couple ingress/egress. Les plus
courts chemins calcule´s par l’IGP sont donc e´tudie´s par ILSP mais ils ne sont pas forcement retenus.
Ainsi, le routage final compose´ de chemins retenus par ILSP uniquement ne de´pend pas des me´triques
IP.
Nous avons donc montre´ dans cette partie qu’il existe des algorithmes performants permettant le
calcul (en ligne ou hors ligne) de chemins optimaux pour le placement des LSP. Nous avons aussi in-
siste´ sur le fait que la majorite´ des algorithmes de placement ne choisissent les chemins des LSP que
parmi les plus courts chemins au sens des me´triques IP. Seul l’algorithme propose´ par A. Rachdi permet
une abstraction de l’IGP pre´sent. Ainsi, MPLS se re´ve`le eˆtre un protocole extreˆmement efficace pour
l’inge´nierie de trafic, la gestion de la QoS et/ou la gestion du routage. Cependant, son efficacite´ de´pend
grandement de la configuration du protocole IP sous-jacent. Cette de´pendance peut certainement eˆtre
utilise´e dans le but d’ame´liorer le routage IP et le routage MPLS en meˆme temps.
4.2 Optimisation du routage IP
L’utilisation massive aujourd’hui du protocole MPLS nous pousse a` remettre en question l’utilite´
de l’algorithme d’optimisation des me´triques IP pre´sente´ dans le chapitre pre´ce´dent. Nous proposons
donc de comparer, sur diffe´rents re´seaux de test, la solution de l’optimisation des me´triques avec une
solution MPLS simplement configure´e.
L’inge´nierie MPLS qui peut eˆtre associe´e aux LSP posse`de de nombreuses fonctionnalite´s et se tra-
duit principalement par la de´finition de FEC. Ne´anmoins, seules quelque-unes sont re´ellement utilise´es
par la majorite´ des ope´rateurs parmi lesquelles :
– la definition d’un ensemble de destinations
– la de´finition d’un ensemble de classes de service (CoS)
Pour me´moire, une fois qu’une FEC est de´finie et associe´e a` un LSP, les trafics propage´s le long
de ce chemin (le LSP) seront ceux dont les caracte´ristiques correpondent a` la FEC. De´finir des FEC
revient donc a` aggre´ger les flots sur des chemins identiques (les LSP) entre les couples ingress / egress,
et cela peut eˆtre fait d’une manie`re plus ou moins fine.
Dans tous les exemples que nous traitons, nous supposons qu’il existe des LSP entre chaque couple
ingress / egress du re´seau, nous parlons alors de configuration (( full mesh )) de MPLS. Deux configu-
rations MPLS sont e´tudie´es dans cette partie : une FEC unique et des FEC regroupant des classes de
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service. Le placement des LSP est effectue´ de manie`re automatique par PCalc. Ces deux exemples de
configuration repre´sentent la majorite´ des configurations MPLS utilise´es de nos jours.
Les bandes passantes associe´es a` chaque LSP repre´sentent les demandes re´elles circulant sur ces
LSP. Un algorithme d’inge´nierie de trafic utilisable dans NEST nous permet en effet de pre´de´terminer
la charge de chaque LSP en fonction des FEC et du trafic ecoule´ sur le re´seau.
Le routage MPLS ne peut eˆtre de´fini que dans le cœur de re´seau IP/MPLS. Pour cette raison, l’op-
timisation des me´triques que nous re´alisons n’est pas autorise´e a` changer des me´triques en dehors de
ce cœur de re´seau. De plus, l’e´valuation des crite`res ne portera que sur les utilisations des interfaces
contenues dans ce meˆme cœur.
Le tableau de la figure 4.2(b) pre´sente les re´sultats obtenus (utilisations moyennes et maximales des
interfaces) pour les diffe´rents routages
• IP avec me´triques initiales (note´ IP),
• IP optimise´ par AINCR (note´ AINCR),
• MPLS configure´ avec une FEC unique (note´ FEC-1),
• MPLS configure´ avec plusieurs FEC regroupant des classes de services (note´ FEC-COS),
et sur diffe´rentes topologies :
• Europe 1 : la tolopologie europe´enne illustre´e dans la figure 3.6 dans le chapitre pre´ce´dent avec
une utilisation maximale proche de 50% et des me´triques IP de type Cisco,
• Europe 2 : la meˆme topologie mais avec plus de trafic menant a` une utilisation maximale initiale
supe´rieur a` 60%
• Europe 3 : toujours la meˆme topologie mais avec une utilisation maximale proche des 85%
• Multi : une topologie re´elle compose´e de multiliens et illustre´e par la figure 3.1(a) dans l’intro-
duction du chapitre pre´ce´dent (les me´triques sont e´gales a` 1), et
• Test i (#n, #i) : des topologies de tests ale´atoires ou` n est le nombre de nœuds et i le nombre
d’interfaces et ou` toutes les me´triques sont e´gales a` 1.
La figure 4.2(a) illustre graphiquement les diffe´rences obtenues sur les utilisations maximales des
interfaces pour les tests effectue´s.
On remarque alors que le routage optimise´ est toujours meilleur qu’une solution MPLS. Cependant,
dans un test (Multi) le routage MPLS avec des FEC spe´cifie´es par classe de service donne des re´sultats
proches du routage optimise´. Ne´anmoins, MPLS de´grade les performances dans les autres tests par rap-
port au routage IP original et une configuration des FEC unique donne toujours de moins bons re´sultats
qu’une configuration de FEC plus nombreuses.
Ces faibles performances de MPLS peuvent s’expliquer facilement :
1. Tout d’abord, PCalc cherche a` placer les LSP sur les plus courts chemins. L’ensemble des pos-
sibilite´s est ensuite filtre´. Cependant, aucune route autre qu’un plus court chemin ne pourra eˆtre
choisie par PCalc.
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(a) Utilisations maximales (en %)
Topologies IP AINCR FEC-1 FEC-COS
moy max moy max moy max moy max
Europe 1 5% 44.9% 5.5% 27.3% 5.4% 49.4% 5.4% 49.4%
Europe 2 6.8% 60.4% 7% 37% 6.9% 66% 6.9% 66%
Europe 3 9.6% 85.2% 9.8% 52.3% 9.7% 93.2% 9.7% 93.2%
Multi 9.6% 72.9% 10.2% 49.5% 9.5% 64.2% 9.6% 53%
Test 1 (#15, #54) 13.7% 57.3% 14.5% 52.3% 14.9% 57.7% 14.9% 57.7%
Test 2 (#24, #82) 11.8% 49.5% 12.2% 39% 13.7% 57.7% 13.7% 54.4%
Test 3 (#32, #102) 27% 83.3% 27% 78.1% 27.2% 83.9% 27.2% 83.8%
Test 4 (#53, #180) 14.6% 70.3% 14.4% 46.9% 15.1% 82.6% 15.1% 78.7%
(b) Utilisations moyennes (moy) et maximales (max)
FIG. 4.2 – Utilisations des interfaces pour diffe´rents routages
2. La pre´sence d’un en-teˆte supple´mentaire lors de la propagation MPLS est la cause principale des
diffe´rences lorsque celles-ci sont faibles.
3. L’optimisation du routage cherche a` cre´er des situations de partage de charge alors que l’utili-
sation de MPLS impose un routage le long de ses LSP. Le cas FEC-1 correspond donc a` une
situation de mono routage d’ou` ses performances plus faibles qu’en IP pour l’ensemble des si-
tuations. Le cas FEC-COS permet l’utilisation de plus de chemins mais son nombre est limite´ et
de´pend des CoS des trafics entre chaque couple ingress / egress. C’est donc ce routage impose´
sur un faible nombre de chemins qui entraıˆne des performances plus faibles que le routage IP.
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De part les tests effectue´s et une connaissance des proble`matiques lie´es au routage, on se rend bien
compte que MPLS peut eˆtre une solution redoutable si le nombre de chemins est augmente´. Cela im-
pose donc une de´finition de plus de FEC ce qui complique tout de meˆme la configuration de MPLS
par rapport a` une optimisation du routage. Cela pose e´galement un nouveau proble`me : de´terminer le
nombre et la composition des FEC pour ame´liorer les crite`res de performance.
L’optimisation du routage apparaıˆt donc comme une solution permettant de concilier de meilleures
performances du routage et une configuration simple de ce routage. Il est alors le´gitime de se demander
si une configuration simple de MPLS peut eˆtre ame´liore´e par une optimisation des me´triques IP.
4.3 Impact des me´triques IP sur le routage MPLS
Pour e´tudier l’impact de l’optimisation des me´triques IP sur les performances MPLS, nous utili-
serons les meˆmes topologies que pre´ce´demment. Pour chacune d’entre elles, nous e´tudions les perfor-
mances obtenues suite a` un routage sur les LSP place´s par PCalc avec des me´triques IP optimise´es par
AINCR.
Le tableau de la figure 4.3(b) pre´sente une comparaison entre les re´sultats obtenus pre´ce´demment
avec MPLS (dans le tableau de la figure 4.2(b)) et ceux que l’on obtient avec le routage MPLS mais
a` partir du routage IP optimise´. La meˆme comparaison est illustre´e par la figure 4.3(a) pour les utili-
sations maximales des interfaces. On s’aperc¸oit alors que pour les 4 derniers tests, nous obtenons une
ame´lioration des performances MPLS graˆce a` l’optimisation des me´triques. Dans les autres cas, les
re´sultats sont plus mitige´s mais on ne de´grade jamais les performances d’un facteur trop important.
L’optimisation des me´triques semble donc eˆtre be´ne´fique a` MPLS dans le cas du routage automa-
tique. Pour aller plus loin, nous proposons d’e´tudier plus en de´tail les possibilite´s de routage sur la
topologie europe´enne (Europe 1).
Les routages IP utilise´s sont les suivants :
– Initial : routage initial ou` des me´triques valent 1000 (liens principaux) ou 10000 (liens de backup)
– Unitaire : routage ou` toutes les me´triques sont e´gales a` 1
– Cisco : routage ou` les me´triques sont inversement proportionnelles a` leur capacite´
– OptIncr : routage optimise´ par AINCR.
– OptMS : routage optimise´ par AminMS .
Pour les routages optimise´s par les algorithmes propose´s dans le chapitre pre´ce´dent, nous avons in-
terdit des modifications de me´trique sur les interfaces hors du cœur de re´seau IP/MPLS. C’est pourquoi
les re´sultats propose´s sont diffe´rents de ceux pre´sente´s dans le chapitre pre´ce´dent.
Pour chaque routage e´tudie´, le tableau de la figure 4.4(b) pre´sente les utilisations des interfaces
moyennes et maximales obtenues pour les diffe´rents placements e´tudie´s (LDP, PCalc, ILSP) dans le cas
d’une configuration avec une seule FEC. Le tableau de la figure 4.5(b) pre´sente de son coˆte´ les re´sultats
obtenus avec la de´finition de 4 FEC. Les figures 4.4(a) et 4.5(a) illustrent les utilisations maximales des
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(a) Utilisations maximales (en %)
Me´triques IP Cisco Me´triques optimise´es par AINCR
Topologies FEC-1 FEC-COS FEC-1 FEC-COS
moy max moy max moy max moy max
Europe 1 5.4% 49.4% 5.4% 49.4% 5.5% 49.4% 5.5% 49.4%
Europe 2 6.9% 66% 6.9% 66% 7% 66% 7% 66%
Europe 3 9.7% 93.2% 9.7% 93.2% 9.8% 93.2% 9.8% 93.2%
Multi 9.5% 64.2% 9.6% 53% 10.2% 67.5% 10.1% 61.4%
Test 1 (#15, #54) 14.9% 57.7% 14.9% 57.7% 15.7% 57% 15.7% 52.5 %
Test 2 (#24, #82) 13.7% 57.7% 13.7% 54.4% 14.1% 52.5% 14.1% 52.5%
Test 3 (#32, #102) 27.2% 83.9% 27.2% 83.8% 28% 83.9% 28% 78.7%
Test 4 (#53, #180) 15.1% 82.6% 15.1% 78.7% 15.3% 66.8% 15.3% 66.8%
(b) Utilisations moyennes (moy) et maximales (max)
FIG. 4.3 – Utilisations des interfaces obtenues par MPLS pour deux configurations de me´triques IP
interfaces respectivement pour une FEC et pour 4 FEC.
Remarque 4.3 On remarque que les re´sultats propose´s par ILSP de´pendent du routage IP e´tudie´ ce qui
est contradictoire avec la de´finition d’ILSP faite dans la premie`re partie. En re´alite´, ce sont les valeurs
des trafics entre chaque couple ingress / egress qui e´voluent a` cause des modifications de me´triques IP
faites dans le cœur de re´seau.
Il pourrait eˆtre inte´ressant de proposer une optimisation des me´triques IP telle que la matrice de cœur
de re´seau ne change pas. Ainsi, les modifications du routage propose´es permettraient une ame´lioration
des performances dans le cœur de re´seau sans impacter la bande passante des LSP.
L’ensemble de ces tests, auxquels il faut ajouter de nombreux tests non e´voque´s ici, permettent de
tirer les conlusions suivantes :
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(a) Utilisations maximales (en %)
IP LDP PCalc ILSP
Me´triques IP Moy Max Moy Max Moy Max Moy Max
Initial 5.4% 49% 5.4% 49.4% 5.4% 49.4% 6.8% 40.1%
Unitaire 5.9% 50.7% 5.9% 50.9% 5.8% 50.3% 6.9% 31.2%
Cisco 5.4% 44.9% 5.4% 50.3% 5.4% 49.4% 7% 34%
OptIncr 5.4% 40.7% 5.4% 41% 5.4% 41% 6.9% 40%
OptMS 6% 27.7% 6% 50.7% 5.9% 48.7% 7% 40%
(b) Utilisations moyennes (moy) et maximales (max)
FIG. 4.4 – Utilisations des interfaces pour diffe´rentes configurations du routage IP/MPLS avec une
seule FEC
– L’optimisation des me´triques propose´s dans le chapitre pre´ce´dent apporte de nettes ame´liorations
au routage MPLS dans certains cas mais ne le de´te´riore pas dans les autres. Il est donc inte´re´ssant
de l’utiliser pour des cœurs de re´seaux IP/MPLS.
– L’utilisation du routage MPLS n’ame´liore pas l’utilisation des ressources si le placement des LSP
est automatique.
– L’utilisation de LSP de manie`re optimale (ILSP) permet une ame´lioration nette des performances.
Cependant, certains avantages majeurs non visibles dans nos exemples doivent eˆtre de´taille´s :
– Meˆme si les routeurs deviennent de plus en plus performants, les routeurs pre´sents dans la plupart
des re´seaux ne peuvent eˆtre change´s pour des raisons e´conomiques. Les temps de commutation
de label restent donc tre`s compte´titifs par rapport aux temps de routage IP.
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(a) Utilisations maximales (en %)
IP LDP PCalc ILSP
Me´triques IP Moy Max Moy Max Moy Max Moy Max
Initial 5.4% 49% 5.4% 49.4% 5.4% 49.4% 6.9% 40%
Unitaire 5.9% 50.7% 5.9% 50.9% 5.8% 50.2% 7.1% 31.2%
Cisco 5.4% 44.9% 5.4% 48.8% 5.4% 49.4% 7.1% 34.5%
OptIncr 5.4% 40.7% 5.4% 41% 5.4% 41% 7.6% 40%
OptMS 6% 27.7% 6% 46.9% 5.9% 48.7% 6.9% 40.1%
(b) Utilisations moyennes (moy) et maximales (max)
FIG. 4.5 – Utilisations des interfaces pour diffe´rentes configurations du routage IP/MPLS avec 4 FEC
– La vision sous forme de LSP est beaucoup plus pratique a` traiter pour un ope´rateur. Elle lui
permet de distinguer ses diffe´rents clients par exemple. Elle permet surtout une simplification
lors des e´tudes faites sur le re´seau.
– Nous avons vu que le routage explicite des LSP donne des re´sultats presque aussi performant
que l’optimisation des me´triques. Il peut donc eˆtre inte´re´ssant d’optimiser le routage de ses LSP
plutoˆt que le routage IP.
4.4 Inge´nierie de trafic MPLS
Nous avons utilise´ MPLS bien en dessous de ses capacite´s et ceci de manie`re volontaire car peu
d’ope´rateurs utilisent une configuration plus complexe de MPLS. Les atouts principaux de MPLS per-
mettant la mise en place d’un routage quasi-optimal et robuste sont :
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– La couleur des liens : chaque interface MPLS du re´seau peut eˆtre associe´e a` une couleur (sur 32
bits) permettant de la caracteriser. Lors de la configuration des LSP, l’ope´rateur peut spe´cifier une
affinite´ et un masque de´finissant la(les) couleur(s) des liens que le LSP pourra utiliser pour eˆtre
route´. Pour chaque lien teste´, un (( et )) binaire est re´alise´ entre la couleur du lien et le masque et
si le resultat est e´gal a` l’affinite´ alors le lien peut eˆtre utilise´.
Il est ainsi possible de choisir les routes de manie`re plus fine sans passer par le routage explicite
car les algorithmes automatiques de placement des LSP tels que CR-LDP ou PCalc permettent
l’utilisation de ces couleurs. Cette fonctionnalite´ de MPLS est plus simple a` configurer mais elle
demande plus de travail pour trouver quelles valeurs de couleurs, d’affinite´s et de masques il faut
utiliser pour obtenir le routage souhaite´.
– Le routage explicite des LSP en tenant compte de contraintes de QoS : il permet donc de faire
de l’inge´nierie de trafic avec MPLS dans des conditions optimales. Il permet surtout de trai-
ter l’ensemble des demandes en meˆme temps a` l’inverse du routage dynamique qui optimise le
placement d’un nouveau LSP par rapport aux LSP de´ja` place´s sans remettre en question leurs
placements.
L’utilisation d’un outil comme NEST associe´ a` un e´diteur de configuration peut e´galement faci-
liter la configuration des routes calcule´es hors ligne par un algorithme comme ILSP-OLS-ACO.
L’inge´nierie de trafic propose´e par MPLS peut donc s’ave´rer particulie`rement performante de
part un choix tre`s pre´cis des routes pour des ensembles de trafics choisis.
– Les chemin de secours et les (( Fast Reroute )) : l’utilisation du (( Fast Reroute )) est de courte
dure´e jusqu’a` l’e´tablissement du chemin de secours si celui-ci est calcule´e de manie`re dyna-
mique. Mais de meˆme que pour les chemins primaires, le calcul des chemins de secours et des
(( Fast Reroute )) peut eˆtre fait hors ligne pour permettre leurs configurations explicites tout en
respectant les contraintes donne´es.
Si le routage des chemins de secours et des (( Fast Reroute )) est explicite, il est alors possible
de tenir compte des groupes de liens a` risques partage´s (SRLG). Toutes les routes de secours
seront alors disjointes des routes primaires quelle que soit la panne d’un SRLG. Cela permet de
s’abstraire de chemin de secours d’apparence disjoint (lien IP) mais en re´alite´ lie´ au primaire
(circuit virtuel ATM commun par exemple).
4.5 Conclusion
Ce chapitre a pre´sente´ MPLS qui a connu un succe`s important ces dernie`res anne´es graˆce a` des
temps de commutation plus rapides que les temps de routage IP. Cependant, cette diffe´rence, significa-
tive il y a quelques anne´es, tend a` se resorber avec l’apparition des (( giga )) routeurs.
Nous avons montre´ dans ce chapitre que le routage au travers de LSP dans le cœur de re´seau MPLS
n’e´tait pas plus efficace que le routage IP si les me´triques sont optimise´es par l’algorithme propose´
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dans le chapitre pre´ce´dent. De plus, l’impact de l’optimisation du routage sur les performances MPLS
apparait positif. Mais cela n’est pas suffisant.
L’utilisation du routage explicite des LSP est la solution qui nous parait la plus efficace. Un routage
optimal se doit d’eˆtre construit a` partir de MPLS et
– d’une de´finition pre´cise de FEC,
– d’une de´finition de couleurs et d’affinite´,
– d’un calcul hors ligne
– des routes optimales pour chaque LSP,
– des chemins de secours et des (( Fast Reroute )) ,
– et de la prise en compte de contraintes multiples.
Cependant, une telles configuration du routage ne´ce´ssite des outils performants permettant la mode´li-
sation du re´seau, la connaissance des trafics, le calcul optimal des LSP et l’e´dition des configurations
des routeurs correspondantes. Ces outils commencent a` se de´velopper et le de´veloppement du logiciel
NEST est justement fait dans cette direction.
En attendant de pouvoir utiliser MPLS au maximum de ses capacite´s, l’optimisation des me´triques
reste la solution qui nous semble la plus efficace. Sa simplicite´ de configuration et ses re´sultats promet-
teurs poussent a` l’utilisation de l’algorithme de´veloppe´ dans le chapitre pre´ce´dent meˆme si le protocole
MPLS est pre´sent. De plus, son extension au routage par ToS permet e´galement une aggre´gation fine
des flots a` l’image de la de´finition des FEC.
CHAPITRE 5
Dimensionnement de Topologie
Les solutions que nous avons propose´es jusqu’ici dans les chapitres 3 et 4 avaient comme particula-
rite´ principale de permettre une ame´lioration des ressources existantes sans surcouˆt supple´mentaire. En
effet, l’attrait des techniques d’optimisation du routage est de permettre une ame´lioration de la QoS sur
le re´seau sans avoir a` modifier les e´quipements meˆme de ce re´seau.
Cependant, du fait d’une constante e´volution de la demande en trafic, il est souvent ne´cessaire de
faire e´voluer le re´seau lorsque l’optimisation du routage ne permet plus d’atteindre le niveau de perfor-
mance cible. Si les ressources ne sont pas suffisantes, aucune inge´nierie ne pourra permettre de garantir
une QoS acceptable.
Le dimensionnement de topologie connu sous le nom de (( capacity planning )) est un des proble`mes
auxquels les ope´rateurs ont a` faire face dans ce cas la`. L’objectif est d’affecter a` chaque e´quipement
du re´seau une capacite´ optimale. La litte´rature scientifique contient de nombreux travaux portant sur
le dimensionnement des re´seaux et le plus souvent, le proble`me pose´ consiste a` trouver l’allocation de
capacite´s aux liens permettant de minimiser le couˆt du re´seau tout en respectant certaines contraintes
de performances.
Dans [9], Kleinrock de´veloppe le proble`me en proposant de minimiser le de´lai moyen de bout en
bout des paquets sur le re´seau tout en ne de´passant pas un budget donne´. Cependant, minimiser le de´lai
moyen ne permet pas d’assurer un de´lai acceptable pour chaque flot. Dans les anne´es 70, Meister et
Al. proposent dans [5], et [6] la minimisation d’une somme ponde´re´e des de´lais e´leve´s a` une certaine
puissance. Cette minimisation est toujours faite sous contrainte de budget constant. Pour permettre la
distinction de classes de service dans le re´seau, Maruyama and Tang dans [10] propose en 1976 de
minimiser une somme ponde´re´e des de´lais avec des poids de´pendant de la classe des paquets.
L’ensemble de ces approches conside`re un couˆt total relativement simple forme´ par la somme des
couˆts des liens. Ce dernier de´pendant simplement de la capacite´ choisie pour le lien. Mais l’avantage
principal de ces me´thodes est la line´arite´ du couˆt utilise´. Aussi des techniques base´es sur les multiplica-
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teurs de Lagrange par exemple permettent une re´solution efficace de ces proble`mes.
Aborder le proble`me avec des fonctions couˆts plus re´alistes et avec des notions de priorite´s sur
les paquets le rend plus complexe de part la non line´arite´ ajoute´e. Dans ce cadre la`, Maruyama et Al.
proposent d’ajouter au proble`me des bornes sur le de´lai de´pendant de la classe des paquets. Ainsi une
nouvelle formulation du proble`me est propose´e dans [12]. Les auteurs cherchent a` re´soudre simul-
tane´ment le choix des capacite´s et l’affectation des priorite´s aux diffe´rentes classes. Plus re´cemment,
en 1999, Runggeratigul et Al. proposent dans [49] une fonction couˆt permettant de mieux prendre en
compte les relations entre la capacite´ et les technologies en de´finissant une fonction couˆt continue par
morceau ou chaque domaine de continuite´ correspond a` une technologie pre´cise (Fibre optique, cuivre,
etc. . .).
Le proble`me d’allocation des capacite´s a e´galement e´te´ traite´ en paralle`le du proble`me d’allo-
cation des flots. Ainsi, le proble`me CFA (Capacity and Flow Allocation) traite en meˆme temps la
re´partition des flots sur le re´seau (Multicommodity Flow Problem) et l’affectation des capacite´s en
conse´quence. Duhamel et Mahey propose justement dans [59] une re´solution de ce proble`me base´e sur
une de´composition de Benders.
L’ensemble des travaux ante´rieurs supposent un couˆt total du re´seau e´gal au seul couˆt des liens.
L’approximation consistant a` ne´gliger le couˆt des autres e´quipements e´tait jusqu’alors justifie´e. En ef-
fet, l’installation d’un lien e´tait une e´tape extreˆmement couˆteuse compare´e a` l’achat d’un routeur ou
d’une carte pour brancher le lien.
Cependant, dans le contexte actuel ou` la fibre optique est largement re´pandue et ou` la majorite´ des
liens sont loue´s a` des fournisseurs de bande passante, changer la capacite´ d’un lien peut se faire plus
simplement et consiste en
– une re´vision du contrat de location passe´ avec le fournisseur en bande passante, et
– un changement des cartes ((( Physical Interface Card (PIC) ))) sur les routeurs ou` le lien est
connecte´.
De plus, les solutions propose´es jusqu’alors ne tiennent pas compte des contraintes mate´rielles por-
tant sur les e´quipements utilise´s comme le nombre de slots sur un routeur. Il n’existe donc aucune
garantie quant a` la mise en place effective d’une telle solution.
Partant de ce constat, notre contribution au proble`me de dimensionnement de re´seaux est double :
Couˆt des e´quipements : nous proposons une nouvelle de´finition du proble`me de dimensionne-
ment qui tient compte des couˆt re´els des e´quipements qui seront choisis. Ainsi, de part une
de´finition fine des couˆts, nous proposons un dimensionnement optimise´ avec un couˆt re´aliste
(chiffre´ en K=C) tre`s proche de ce que l’ope´rateur aura a` investir pour mettre son re´seau a` niveau.
Contraintes mate´rielles : comme notre approche tient compte des PICs permettant la connexion
des liens sur les routeurs, elle permet d’inte´grer comple`tement les contraintes des e´quipements :
nombre de slots sur un routeur, nombre de ports sur une carte, capacite´ de traitement d’un rou-
teur. De part l’inte´gration de ces contraintes, les solutions que nous proposons sont directement
configurables et ceci est un aspect essentiel pour les ope´rateurs de re´seaux.
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5.1 Une nouvelle approche du dimensionnement
Nous proposons donc dans ce chapitre de poser le proble`me de dimensionnement d’une manie`re
nouvelle. Ce nouveau proble`me nomme´ par nos soins (( Capacity Assignement Problem with Hardware
Considerations (CAH) )) (ou le proble`me d’affectation de capacite´s sous contraintes mate´rielles) sera
comple`tement de´fini dans cette partie.
5.1.1 Topologie
Nous noterons N le nombre de routeurs de la topologie, et L le nombre de liens bidirectionnels
qu’elle contient. On suppose avoir E routeurs frontie`res donc c = E(E − 1) couples Origine Destina-
tion (OD). Il sera utile de pouvoir conside´rer l’ensemble des liens U(n) connecte´s au routeur n.
Pour chaque lien l, nous noterons e1(l) et e2(l) ses nœuds extre´mite´s. De plus, deux interfaces phy-
siques sont configure´es sur chaque lien l (une de e1(l) vers e2(l), et une autre en sens inverse), elles
composent alors l’ensemble i(l) = {ie1(l)→e2(l), ie1(l)→e2(l)}. Le nombre total d’interfaces sera note´ I
(I = 2L). Pour chacune des interfaces i, soient Ci sa capacite´ et Yi sa charge.
Nous supposons le routage connu et re´sume´ dans la matrice A = (ai,f ) de telle manie`re que ai,f
repre´sente la proportion du trafic associe´ au couple OD f qui est propage´e sur l’interface i.
5.1.2 Variables du proble`me
Nous notons T le nombre de mode`les de lien et pour chacun d’entre eux (note´ t), Ct sera sa capa-
cite´. Le proble`me que nous cherchons a` re´soudre peut eˆtre vu comme un proble`me de de´cision. Nous
noterons δl,t l’ensemble des variables de de´cision du proble`me :
δl,t =
{
1 Si le mode`le t est affecte´ au lien l
0 Sinon. (5.1)
La figure 5.1 illustre la manie`re dont les liens sont branche´s sur les routeurs a` l’aide des cartes
adapte´es. Chaque lien du re´seau est connecte´ a` ses deux routeurs extre´mite´s par une carte (PIC) offrant
le meˆme de´bit par port que celui du mode`le choisi pour le lien. Soit Z le nombre de cartes utilisables,
nous affirmons que Z ≥ T car il existe plusieurs cartes pour un mode`le de lien donne´. Chaque carte z
sera associe´e a`
– son nombre de ports p(z),
– son mode`le t(z), et
– son de´bit total maximal r(z).
Nous avons donc de manie`re e´vidente r(z) = p(z)Ct(z) (le de´bit de la carte est celui du mode`le
multiplie´ par le nombre de ports sur la carte).
La configuration de cartes sur un routeur, c’est a` dire le nombre de cartes de chaque mode`le,
est une variable importante qui de´pend de l’affectation δ choisie. Nous noterons donc K(δ, n) =
(k1, k2, . . . , kZ) le vecteur de dimension Z tel que kz repre´sente le nombre de cartes de mode`le z
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FIG. 5.1 – Branchement des liens sur les routeurs a` l’aide des cartes
branche´es sur le routeur n. De plus, pour pouvoir tenir compte des cartes de´ja` pre´sentes sur les rou-
teurs, nous noterons Kinit(n) la configuration de cartes initiale du routeur n.
Nous supposons qu’aucun mode`le de routeur ne sera change´. Chaque routeur est initialement as-
socie´ a` un mode`le qui ne changera pas, en conse´quence, aucun couˆt ne sera de´fini pour les routeurs et
nous connaissons de`s le de´part pour un routeur n
– son nombre de slots que nous notons S(n)
– ainsi que son de´bit maximal autorise´ que nous notons λ(n)
5.1.3 Couˆt des cartes
Comme nous avons pu l’introduire rapidement dans le de´but de ce chapitre, une de nos contribu-
tions principales porte sur l’aspect e´conomique du mode`le que nous proposons. En effet, graˆce a` nos
collaborations avec diffe´rents ope´rateurs, nous proposons une formulation re´aliste.
Le couˆt d’une carte (PIC) sera celui de son achat : nous supposons simplement qu’un ope´rateur
voulant connecter une nouvelle carte doit tout d’abord se l’approprier. Aussi nous noterons ΓCz le couˆt
d’une carte de type z.
Ainsi, nous pouvons donner le couˆt M(K,n) d’une configuration de cartes K = (k1, k2, . . . , kZ)
sur le routeur n en tenant compte de la configuration de cartes initiale sur ce routeur (Kinit(n)) car une
carte de´ja` pre´sente ne couˆte rien :
M(K,n) =
Z∑
z=1
(
max(0, kz − kinit(n)z) ΓCz
) (5.2)
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Le choix du vecteur d’affectation δ de´fini comple`tement les besoins mate´riels sur chaque routeur.
Ainsi, il est possible de trouver la configuration de cartes optimale K∗(δ, n) permettant de brancher les
liens sur le routeur n a` un couˆt M∗(δ, n) optimal. Nous revenons sur ce point dans la partie 5.2.
5.1.4 Couˆt des liens
Les ope´rateurs se tournent aujourd’hui pour la plupart vers des fournisseurs de bande passante qui
leur permettent de mettre en place des liens IP d’une capacite´ donne´e. Nous proposons une formulation
du couˆt d’un lien qui respecte pour beaucoup la re´alite´ (aux ristournes et offres promotionnelles pre`s).
Comme le couˆt que nous proposons est le pire couˆt que devra payer l’ope´rateur a` son fournisseur, nous
garantissons par contre que notre minimisation donnera une borne supe´rieure du couˆt re´el.
Ainsi, le couˆt d’un lien de mode`le t sera de´fini a` partir des e´le´ments suivants :
• ΓLt qui est le couˆt d’installation du lien. Ce couˆt ne doit eˆtre pris en compte que si le mode`le du
lien a change´.
• ΓFt qui est un couˆt fixe mensuel (de´pendant de la longueur).
• ΓDt qui est un couˆt kilome´trique mensuel (de´pendant de la longueur).
• wl(δ) qui vaut 1 si le mode`le du lien l est change´ et 0 sinon. Dans le cas ou` aucun mode`le n’e´tait
choisi au de´part, cette variable vaudra 1.
Notons Γ(δ, l) le couˆt d’un lien l dans la solution δ :
Γ(δ, l) =
T∑
t=1
δl,t ( wl(δ)Γ
L
t +Ω ( Γ
F
t + Γ
D
t D(l) ) ) (5.3)
Ou` D(l) est la longueur du lien en kilome`tre et Ω la dure´e de la pe´riode d’e´tude. Une fois Ω donne´,
cette fonction couˆt repre´sente donc le couˆt re´el en K=C qu’un ope´rateur a a` payer a` la fin de la pe´riode
de temps Ω. On remarque donc que notre fonction couˆt est non nulle meˆme si le lien l ne change pas de
mode`le.
Les couˆts de´pendant de la longueur du lien sont souvent donne´s par tranche de distance : le couˆt
sera le meˆme pour un lien de 10 ou 20 Km par exemple alors qu’il sera moins cher pour un lien de
100Km. Nous ne nous e´tendrons pas plus sur ce point mais nous pre´ciserons les seuils utilise´s lors de
nos tests.
5.1.5 Couˆt du re´seau
Le couˆt total du re´seau Γ(δ) peut donc eˆtre calcule´ a` partir de la somme des couˆts des cartes et des
liens :
Γ(δ) =
N∑
n=1
M∗(δ, n) +
L∑
l=1
Γ(δ, l) (5.4)
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5.1.6 De´lai des flots et contraintes associe´es
Pour chaque couple OD f , en notant Pf l’ensemble de ses chemins, dpathp le de´lai le long d’un
chemin p, et βp la proportion du trafic associe´ au couple OD f qui est propage´e le long du chemin p,
nous pouvons e´crire :
ai,f =
∑
p∈Pf
γpi βp
Ou` γpi = 1 si l’interface i appartient au chemin p, 0 sinon. Nous posons l’hypothe`se que le de´lai sur
l’interface i est 1Ci−Yi (nous nous re´fe´rons a` [8] pour appuyer cette hypothe`se). Nous utiliserons alors
le de´lai moyen de bout en bout pour un couple OD. Pour cela, nous ponde´rons les de´lais moyens de
chaque chemin par leurs coefficients de partage. Nous pouvons alors calculer le de´lai pour un couple
OD f :
dflowf =
∑
p∈Pf
βpd
path
p =
∑
p∈Pf
∑
i∈p
βp
Ci − Yi =
I∑
i=1
ai,f
Ci − Yi (5.5)
Nous proposons de contraindre les de´lais des flots, pour cela nous conside´rerons Q classes de ser-
vices pour l’ensemble des flots sur le re´seau. Nous supposons que chacune des classes posse`de une
borne propre sur le de´lai moyen de bout en bout de ses paquets : les de´lais des paquets de classe q ne
devront pas eˆtre supe´rieurs a` dq.
Nous notons Xq = (Xqf )0≤f≤c la matrice contenant les valeurs des demandes en Kbps circulant
entre chaque couple OD pour la classe de service q. De`s lors, pour chaque couple OD f , nous posons
une contrainte de de´lai qui peut s’e´crire :
∀ OD f
I∑
i=1
ai,f
Ci − Yi ≤ d
max(f) (5.6)
Ou` :
dmax(f) = min
q/Xq
f
6=0
dq
est le de´lai maximum autorise´ pour le couple OD f . Cette contrainte est plus lache qu’une contrainte
portant sur un de´lai maximum pour chaque chemin associe´ a` un couple. Cependant, elle permet de
contraindre le de´lai moyen tout en minimisant le nombre de contraintes et d’inconnus associe´es. Dans
notre contexte, cela permet d’e´viter d’alourdir encore plus les notations de´ja` complexes.
5.1.7 Contraintes mate´rielles
Un et un seul mode`le doit eˆtre affecte´ a` chaque lien. Par conse´quent les variables de de´cision sont
relie´es par la contrainte suivante :
∀l = 1..L
T∑
t=1
δl,t = 1 (5.7)
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Le nombre de liens connecte´s sur une carte de type z est limite´ au nombre de ports p(z) de ce mode`le
de carte comme nous l’avions illustre´ dans la figure 5.1. De plus, le nombre de cartes qui peuvent eˆtre
installe´es sur un routeur n est limite´ par le nombre de slots de ce routeur S(n). En se souvenant que
K∗(δ, n) = (k∗1 , k
∗
2 , . . . , k
∗
Z) est la configuration de cartes optimale pre´sente sur le routeur n pour la
solution δ, nous avons pour tout mode`le de lien t et pour tout routeur n :∑
l∈U(n)
δl,t ≤
∑
z/t(z)=t
K∗z p(z) (5.8)
Le terme de gauche repre´sente le nombre de ports qu’il faudrait pour brancher les liens de mode`le
t sur le routeur n et le terme de droite repre´sente lui le nombre de ports disponibles du fait des cartes
installe´es.
Les de´bits sur les routeurs sont e´galement des contraintes a` prendre en compte. Ainsi, le de´bit
total des cartes branche´es sur un routeur (terme de gauche) ne doit pas de´passer le de´bit maximal que
supporte ce routeur (terme de droite) :
Z∑
z=1
K∗z r(z) ≤ λ(n) ∀n = 1..N (5.9)
5.1.8 Allocation de capacite´ sous contraintes mate´rielles : proble`me CAH
Le proble`me que nous proposons de re´soudre est le suivant : trouver la meilleure association δ entre
les liens et les mode`les disponibles dans le but de minimiser le couˆt re´el Γ(δ) du re´seau sur une pe´riode
de temps Ω. Le tableau 5.1 expose le proble`me CAH dans sa totalite´.
Ce proble`me de minimisation qui est un proble`me combinatoire peut eˆtre re´solu de manie`re exacte
avec un algorithme base´ sur les techniques de (( branch and bound )) . Cette solution qui a l’avantage de
donner le minimum global mais qui implique des temps de calcul relativement longs sera de´veloppe´e
plus loin dans la partie 5.3.
5.2 Configuration optimale de cartes
Le calcul de la configuration de cartes optimale K∗(δ, n) et de son couˆt M∗(δ, n) sur chaque nœud
n et pour tout vecteur d’affectation δ peut eˆtre fait de manie`re inde´pendante. Nous proposons donc de
de´tailler ce calcul dans cette partie.
Soit G = (g1, g2, . . . , gT ) un vecteur de dimension T tel que gt repre´sente un nombre de liens de
mode`le t. Le vecteur G est une configuration de liens qui pourra eˆtre extraite du vecteur δ pour chaque
nœud n :
gt =
∑
l∈U(n)
δl,t ∀t = 1..T (5.10)
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Minimiser
δ
Γ(δ)
Avec :
Γ(δ) =
N∑
n=1
M∗(δ, n) +
L∑
l=1
Γ(δ, l)
Ou` M∗(δ, n) est le couˆt de la configuration de cartes optimales K∗(δ, n) = (k∗1 , k∗2 , . . . , k∗Z)
sur le routeur n, et Γ(δ, l) est le couˆt du lien l.
Sous les contraintes :
∑I
i=1
ai,f
Ci−Yi
≤ dmax(f) ∀f = 1..c
∑T
t=1 δl,t = 1 ∀l = 1..L
∑
l∈U(n) δl,t ≤
∑
z/t(z)=t k
∗
zp(z) ∀n = 1..N
∑Z
z=1 k
∗
zr(z) ≤ λ(n) ∀n = 1..N
TAB. 5.1 – Allocation de capacite´ sous contraintes mate´rielles (CAH)
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Pour toute configuration de liens G et pour tout routeur n, nous cherchons a` re´soudre le proble`me
de´fini dans le tableau 5.2 avec λ = λ(n), S = S(n), et Kinit = Kinit(n) pour trouver la configuration
optimale de cartes K∗(G,n) permettant de brancher les liens de G a` moindre couˆt sur le routeur n.
K∗(G,λ, S,Kinit) = Argmin
K
M(K,Kinit) (5.11)
Ou`M(K,Kinit) est le couˆt de la configuration de cartes K = (k1, k2, . . . , kZ) sur un routeur
dont la configuration de cartes initiale est Kinit :
M(K,Kinit) =
Z∑
z=1
max(0, kz − kinitz )ΓCz
Sous les contraintes mate´rielles :
Z∑
z=1
kz ≤ S (5.12)
gt ≤
∑
z/t(z)=t
kzp(z) ∀t = 1..T (5.13)
Z∑
z=1
kzr(z) ≤ λ (5.14)
TAB. 5.2 – Configuration de cartes optimale pour une configuration de liens G sur un routeur n
La contrainte (5.12) relate le nombre de slots limite´ et la contrainte (5.13) traite du nombre ne´cessaire
de ports pour chaque mode`le de lien t. Enfin, (5.14) permet de tenir compte de la limitation quand au
de´bit du routeur.
Ce proble`me peut ne pas avoir de solution. Dans le cas contraire, nous notons K∗(G,λ, S,Kinit)
la configuration de cartes optimale solution du proble`me et M∗(G,λ, S,Kinit) le couˆt de cette confi-
guration.
Le principe d’optimalite´ de Bellman permet de de´terminer efficacement la solution optimale de ce
proble`me. En effet, supposons que nous ayons une carte d’un mode`le z de´ja` choisie. Sur cette carte,
un maximum de p(z) liens pourront eˆtre branche´s. Une fois cela effectue´, nous devons alors trouver la
configuration de cartes optimale associe´e aux liens de G non branche´s.
Nous pouvons donc e´crire :
M∗(G,λ, S,Kinit) = min
z
(
ǫΓCz +M
∗(G− z, λ− r(z), S − 1,Kinit) ) (5.15)
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algorithm 6 Algorithme donnant la configuration de cartes optimale
1: procedure BESTCARDCONFIGURATION(Nœud n, Configuration de liens G)
2: min = −1
3: for z = 1..Z do
4: if gt(z) = 0 then ⊲ Si aucun lien de mode`le t(z)
5: continuer la boucle (( for )) principale
6: end if
7: Construire le vecteur G− z
8: Chercher en me´moire K∗(G− z) = K∗(G− z, λ(n)− r(z), S(n)− 1,Kinit(n))
9: et M∗(G− z) =M∗(G− z, λ(n) − r(z), S(n)− 1,Kinit(n))
10: if rien n’est trouve´ then
11: continuer la boucle (( for )) principale
12: else
13: if M∗(G− z) + ǫΓCz < min then
14: min =M∗(G− z) + ǫΓCz
15: K∗(G,λ(n), S(n),Kinit(n)) = K∗(G− z)
16: end if
17: end if
18: end for
19: if min > 0 then
20: M∗(G,λ(n), S(n),Kinit(n)) = min
21: Me´moriser K∗ et M∗ associe´s a` G, λ(n), S(n), et Kinit(n)
22: else
23: La configuration de liens G n’est pas admissible sur le routeur n
24: end if
25: end procedure
Ou` G− z = ((g− z)1, (g− z)2, . . . , (g− z)Z) est la configuration de liens G ou` les liens ayant pu
eˆtre affecte´s sur la carte z sont supprime´s :
(g − z)i =
{
max(0, gi − p(z)) Si i = z
gi Sinon
(5.16)
L’algorithme 6 re´sume tout ce qui vient d’eˆtre dit. Nous supposons que toutes les configurations de
cartes optimales associe´es aux configurations de liens G − z ont de´ja` e´te´ calcule´es pour le routeur n
traite´. De plus, si le vecteur G−z est le vecteur nul, alors la configuration de cartes optimale et son couˆt
sont e´galement nuls. Nous notons alors plus simplement K∗(δ, n) la configuration de cartes optimale
pour le routeur n pour le vecteur d’affectation δ et M∗(δ, n) son couˆt.
La variable ǫ permet de savoir si le couˆt de la carte ajoute´e doit eˆtre pris en compte. Elle de´pend
de la configuration optimale de cartes K∗(G − z, λ − r(z), S − 1,Kinit) = (k∗1 , k∗2 , . . . , k∗Z) et de la
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configuration de cartes initiale Kinit :
ǫ =
{
0 si k∗z < kinitz
1 sinon (5.17)
Pour chaque nœud n, en traitant les configurations de liens G possibles pour toute solution δ dans
un ordre croissant du nombre total de liens, il est alors possible de calculer les configurations de cartes
optimales associe´es. Nous construisons alors l’ensemble ∆(n) qui ne contient que les configurations de
liens G admissibles sur le routeur n e´tant donne´ que certains des sous proble`mes traite´s plus toˆt n’auront
pas de solution.
Prenons un exemple avec 2 mode`les possibles de bandes passantes respectives 10Mbps et 20 Mbps.
Pour chaque mode`le, 2 cartes sont utilisables, leurs parame`tres sont donne´s dans le tableau 5.3. Nous
cherchons les configurations de cartes optimales sur un routeur posse´dant 2 slots (S(n) = 2)et une
bande passante maximale de 60Mbps (λ(n) = 60). Nous supposerons de plus qu’aucune carte n’est
pre´sente initialement (Kinit(n) = (0, 0, 0, 0)).
Carte (z) Mode`le (t(z)) #ports (p(z)) #de´bits (r(z)) Couˆt (ΓCz )
1 1 1 10 10
2 1 2 20 15
3 2 1 20 20
4 2 2 40 25
TAB. 5.3 – Exemples de cartes utilisables
Les configurations de liens G sont des vecteurs a` deux composantes (une pour le mode`le 1 et une
autre pour le mode`le 2) et les configurations de cartes K ont 4 composantes (une par type de carte). Le
tableau 5.4 illustre, dans un des ordres possibles, le calculs des configurations de cartes pour diffe´rentes
configurations de liens. Le couˆt des configurations de cartes K propose´es est note´ M .
5.3 Re´solution exacte du proble`me CAH par des techniques de (( branch
and bound ))
Le fait de trouver le vecteur optimal δ peut eˆtre vu comme une suite de choix ou` l’ordre n’a pas
d’impact sur la qualite´ de la solution trouve´e. Le proble`me CAH peut donc eˆtre formule´ sous forme de
programmation dynamique ou` L choix doivent eˆtre faits parmi T valeurs possibles.
5.3.1 De´finition des e´tats
La programmation dynamique construit une suite d’e´tats δk convergant vers l’e´tat δL solution au
proble`me. A l’e´tape k, l’e´tat δk est de´fini ainsi :
1. Les liens l = 1..k ont un mode`le affecte´, les autres non.
124 Dimensionnement de Topologie
G K M Algorithme 6 exe´cute´ pour G
(1, 0) (1, 0, 0, 0) 10 Test z = 1 : G− z = (0, 0) donc M = Γ
C
1 +M(0, 0) = 10 *
Test z = 2 : G− z = (0, 0) donc M = ΓC2 +M(0, 0) = 15
(0, 1) (0, 0, 1, 0) 20 Test z = 3 : G− z = (0, 0) donc M = Γ
C
3 +M(0, 0) = 20 *
Test z = 4 : G− z = (0, 0) donc M = ΓC4 +M(0, 0) = 25
(1, 1) (1, 0, 1, 0) 30
Test z = 1 : G− z = (0, 1) donc M = ΓC1 +M(0, 1) = 30 *
Test z = 2 : G− z = (0, 1) donc M = ΓC2 +M(0, 1) = 35
Test z = 3 : G− z = (1, 0) donc M = ΓC3 +M(1, 0) = 30 *
Test z = 4 : G− z = (1, 0) donc M = ΓC4 +M(1, 0) = 35
(2, 0) (0, 1, 0, 0) 15 Test z = 1 : G− z = (1, 0) donc M = Γ
C
1 +M(1, 0) = 20
Test z = 2 : G− z = (0, 0) donc M = ΓC2 +M(0, 0) = 15 *
(2, 1) (0, 0, 0, 0) 35
Test z = 1 : G− z = (1, 1) d’ou` la contrainte (5.12) viole´e
Test z = 2 : G− z = (0, 1) donc M = ΓC2 +M(0, 1) = 35 *
Test z = 3 : G− z = (2, 0) donc M = ΓC3 +M(2, 0) = 35 *
Test z = 4 : G− z = (2, 0) donc M = ΓC4 +M(2, 0) = 40
TAB. 5.4 – Exemple de recherche base´e sur le principe d’optimalite´
2. Les de´lais courants pour chaque couple OD f sont connus et note´s dk(f). Le de´lai d’un lien
n’ayant pas de mode`le affecte´ est nul.
3. Les configurations de cartes optimales sont note´es K∗(δk, n) pour tout routeur n.
Pour e´voluer vers l’e´tat k + 1, une de´cision uk+1 doit eˆtre prise. Cette de´cision consiste a` choisir
l’affectation du mode`le uk+1 au lien k+1. La figure 5.2 permet d’illustrer l’e´volution dynamique de la
solution.
1 20
Set the link 2Set the link 1
δ0 δ2δ1
u1 u2
FIG. 5.2 – Evolution dynamique de δ
5.3.2 Admissibilite´ des de´cisions
Chaque e´tat δk doit eˆtre admissible. Or l’affectation d’un mode`le a` un lien k n’affecte
– que les nœuds extre´mite´s de ce lien (configurations de cartes)
– que les flots passant par ce lien (de´lais). Nous les notons F (k) = {f = 1..c/ak,f 6= 0}
Sous l’hypothe`se que δk est admissible, notons
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– ∆k(δk) ⊆ {1, 2, . . . , T} l’ensemble des de´cisions menant a` une solution δk+1 admissible par
rapport aux contraintes (5.8) et (5.9) :
uk+1 ∈ ∆k(δk) ⇔ ∃K∗(δk+1, ei(k + 1)) ∈ ∆(ei(k + 1)) pour i ∈ {1, 2} (5.18)
– Πk(δk) ⊆ {1, 2, . . . , T} l’ensemble des de´cisions menant a` une solution admissible pour les
contraintes (5.6) :
uk+1 ∈ Πk(δk) ⇔ ∀f ∈ F (k + 1) dk(f) + ak+1,f
Cuk+1 − Yk+1
≤ dmax(f) (5.19)
Remarque 5.1 Pour e´viter de surcharger les notations, nous avons fait l’amalgame entre le lien et ses
interfaces. Plus pre´cise´ment, les couples OD qui sont traite´s lors de l’affectation du lien k+1 sont ceux
passant sur l’une des deux interfaces de l’ensemble i(k + 1) (interfaces porte´es par le lien k + 1). La
notation utilise´e plus toˆt ak,f n’a effectivement aucun sens pour un indice k repre´sentant un lien, cet
indice doit eˆtre celui d’une interface. Nous conserverons cet abus de notation par la suite pour e´viter
d’alourdir encore plus les formules que nous donnons.
5.3.3 Dynamique des e´tats
En conclusion, si δk est admissible et si la commande uk+1 est choisie parmi l’ensemble des com-
mandes admissibles Ak(δk) = ∆k(δk) ∩ Πk(δk), le nouvel e´tat est admissible et de´fini par δk+1 =
f(δk, uk) avec
1. Les variables de de´cision :
δk+1l,t =

δkl,t ∀l = 1..k ∀t = 1..T
1 si l = k + 1 et t = uk+1
0 sinon
(5.20)
2. Le de´lai de bout en bout :
∀f = 1..c dk+1(f) = dk(f) + ak+1,f
Cuk+1 − Yk+1
(5.21)
3. Les configurations optimales de cartes K∗(δk+1, n) :
– Elles sont e´gales a` K∗(n, k) si n 6= e1(k + 1) et n 6= e2(k + 1)
– Elles doivent eˆtre trouve´es dans ∆(n) sinon.
5.3.4 Couˆts des de´cisions
Soit gk(δk, uk+1) le couˆt de la de´cision uk+1 dans l’e´tat δk alors nous pouvons e´crire :
gk(δk, uk+1) = Γ(k + 1, δ
k+1) +
2∑
i=1
[
M∗(δk+1, ei(k + 1))−M∗(δk, ei(k + 1))
]
(5.22)
ou` le premier terme de la somme est le couˆt d’affectation duˆ au nouveau lien k + 1, et le second donne
les diffe´rences de couˆt sur les deux nœuds extre´mite´s du lien k + 1.
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5.3.5 Re´solution dynamique du proble`me CAH
A partir de l’ensemble des de´finitions et e´quations de´finies plus toˆt dans cette partie, le proble`me
CAH expose´ dans la partie 5.1.8 peut donc eˆtre reformule´ ainsi : trouver la suite optimale de de´cisions
(uk)1≤k≤L minimisant le couˆt Γ∗ ou` :
Γ∗ = Minimum
(u1,u2,...,uL)
L−1∑
k=0
gk(δk, uk+1) (5.23)
avec δ0 qui est le vecteur nul et en suivant la dynamique δk+1 = f(δk, uk+1).
algorithm 7 Algorithme re´solvant le proble`me CAH
1: procedure B&B(k, δk , cost, upper bound)
2: if k = L+ 1 then
3: if cost < upper bound then
4: upper bound = cost
5: end if
6: return 0
7: end if
8: Calculer Λk(δk) et Πk(δk)
9: BestCost = 0
10: for uk+1 ∈ Λk(δk) ∩Πk(δk) do
11: costToGo = gk(δk, uk+1)
12: if cost + costToGo < upper bound then
13: if cost + costToGo + lower bound(k, δk , uk+1) < upper bound then
14: costToGo = costToGo + B&B(k+1, f(δk, uk+1), cost + costToGo, upper bound)
15: if costToGo < bestCost then
16: bestCost = costToGo
17: end if
18: end if
19: end if
20: end for
21: Retourner bestCost
22: end procedure
L’algorithme 7 base´ sur des techniques de (( branch and bound )) permet une re´solution exacte du
proble`me CAH reformule´ plus haut. D. Bertsekas propose dans son livre [43] une explication appro-
fondie des re´solutions base´es sur des graphes dont certaines branches sont explore´es et dont d’autres
sont coupe´es. Cela permet en fait de n’explorer qu’une partie de la combinatoire de telle manie`re que
les branches laisse´es de coˆte´ me`nent obligatoirement a` des solutions plus couˆteuses que celles de´ja` ren-
contre´es.
Ainsi, notre algorithme 7 est re´cursif et travaille sur les parame`tres suivants :
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– le lien k + 1 dont on choisit le mode`le,
– l’e´tat δk courant et son couˆt,
– une borne supe´rieure du couˆt optimal, et
– une borne infe´rieure du couˆt pour l’affectation des liens encore non choisis.
Il explore alors l’ensemble des de´cisions admissibles dans l’e´tat δk, c’est a` dire l’ensemble des
uk+1 ∈ Ak(δk) (boucle entre les lignes 10 et 20). La valeur retourne´e par cet algorithme est le couˆt
optimal de la se´rie de de´cisions (uk+1, uk+2, . . ., uL) a` partir de l’e´tat courant δk .
5.3.6 Bornes supe´rieures et infe´rieures
La borne supe´rieure est e´gale au couˆt minimum d’une solution comple`te δL de´ja` teste´e (ligne 3 et
4). De ce fait, si le couˆt de la solution courante additionne´ au couˆt de la de´cision uk+1 est supe´rieur a` la
borne supe´rieure, la de´cision uk+1 ne peut pas eˆtre optimale (ligne 12).
Il est possible d’ame´liorer les temps de calculs en chiffrant le couˆt minimum des de´cisions restantes
(uk+2, uk+3, . . ., uL). Chacun de ces liens encore non de´cide´s auront un mode`le de capacite´ supe´rieure
a` leur charge. En supposant que les couˆts (liens et cartes) augmentent en fonction de la capacite´, nous
formons la borne infe´rieure des de´cisions en associant les liens au mode`le de capacite´ directement
supe´rieure sans tenir compte des contraintes e´ventuellement viole´es.
Ainsi si le re´sultat de l’addition du couˆt courant, du couˆt de la de´cision uk+1, et de la borne infe´rieure
calcule´es pour (uk+2, uk+3, . . ., uL) est supe´rieur au meilleur couˆt de´ja` rencontre´, la de´cision uk+1 ne
peut pas eˆtre optimale et donc elle n’est pas explore´e (ligne 13).
5.3.7 Ordre des valeurs teste´es
La rapidite´ de notre algorithme de´pend grandement de l’ordre dans lequel les valeurs sont teste´es.
Nous affectons les liens dans l’ordre de leurs indices et nous testons les diffe´rents mode`les e´galement
dans l’ordre avec lequel ils sont indice´s. Aussi, bien choisir ces indices apparaıˆt comme ne´cessaire pour
permettre une efficacite´ optimale de notre algorithme.
Les de´cisions les plus couˆteuses doivent eˆtre prises en premier pour permettre le maximum de
coupes. Aussi, partant du principe que plus la capacite´ d’un mode`le de lien est e´leve´e, plus son couˆt
l’est aussi, les liens les plus charge´s devront eˆtre traite´s en premier.
Pour l’ordre dans lequel les de´cisions sont teste´es, nous faisons le contraire. En effet, nous voulons
obtenir le plus rapidement possible une solution comple`te de couˆt raisonnable de manie`re a` couper un
maximum ensuite. Donc les de´cisions les moins couˆteuses doivent eˆtre teste´es en premier.
Ainsi, les indices propose´s sont les suivants :
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∀ 1 ≤ l1 < l2 ≤ L , Yl1 ≥ Yl2 et ∀ 1 ≤ t1 < t2 ≤ T , Ct1 ≤ Ct2
Nous avons teste´ cet algorithme dans notre outil de simulation NEST ([94]) dans le but principal
d’en estimer les temps de calcul. Nous savons que les temps de calcul de ces techniques ne supportent
pas la mise a` l’e´chelle. Sur un re´seau compose´ de 50 liens et avec 6 mode`les de liens propose´s, nous
avons stoppe´ l’algorithme avant sa terminaison apre`s une semaine de calcul. Nous gardons donc cet
algorithme comme un outil nous donnant la solution exacte. Mais nous sommes oblige´s de proposer
une heuristique adapte´e pour permettre des temps de calcul raisonnables.
5.4 Heuristique base´e sur la me´thode LDS
Les techniques de re´solutions exactes ont le de´faut principal d’avoir des temps de calcul trop impor-
tants de`s que la taille du proble`me augmente. Pour re´soudre ce proble`me de passage a` l’e´chelle, il est
possible d’utiliser des me´thodes de re´solution non exactes base´es principalement sur des heuristiques.
Les techniques de recherche locale e´tant des techniques relativement efficaces de`s lors que le choix
du voisinage est bien conc¸u, nous proposons dans cette partie des les utiliser dans le but de re´soudre
le proble`me CAH pre´ce´demment de´veloppe´. Cependant, l’ensemble des contraintes que nous avons a`
prendre en compte lors de la re´solution du proble`me a tendance a` limiter l’efficacite´ d’une recherche
locale base´e sur un voisinage de taille faible.
Nous utiliserons alors la recherche a` e´carts limite´s (LDS (( Limited Discrepancy Search )) ), qui est
proche du fonctionnement du (( branch and bound )) , pour nous aider a` e´tendre le voisinage quand celui-
ci ne propose pas de meilleure solution. Nous proposons dans cette partie une description comple`te de
l’heuristique imple´mente´e.
5.4.1 De´finition de la recherche locale
La recherche locale est une technique d’optimisation que nous avons de´ja` utilise´e et pre´sente´e dans
les chapitres pre´ce´dents de ce me´moire. Les deux aspects importants a` de´finir sont le voisinage d’une
solution et la prise de de´cision faite suite a` l’exploration de celui-ci.
Cette me´thode ite´rative permet une e´volution de la solution convergeant toujours vers un optimum
local. Ainsi, a` l’ite´ration k, a` partir du vecteur solution δk associant les liens aux mode`les, nous construi-
sons un ensemble de L× (T − 1) voisins tels qu’un seul mode`le de lien diffe`re de la solution courante.
En notant V (δk) le voisinage ainsi construit, nous pouvons e´crire que :
δ(l
′
, t
′
) ∈ V (δk) ⇔ ∃(l′ , t′) tel que

δk
l
′
,t
′ = 0
δl′ ,t′ = 1
δl,t = δ
k
l,t ∀ l 6= l
′
, ∀ t 6= t′
δl′ ,t = 0 ∀ t 6= t
′
(5.24)
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L’ensemble des solutions traite´es lors des ite´rations de l’heuristique doivent eˆtre admissibles, ainsi
les contraintes (5.6), (5.8), et (5.9) doivent eˆtre respecte´es par toutes les solutions δk , k ≥ 0.
Soit δ(l′ , t′) le voisin de δk ou` le lien l′ est associe´ au mode`le t′ . Nous notons told le mode`le associe´
au meˆme lien dans la solution δk. En se souvenant que ∆(n) contient l’ensemble des configurations
de liens admissibles pour le nœud n au sens des contraintes (5.8) et (5.9), nous pouvons affirmer que
δ(l
′
, t
′
) respecte ces meˆmes contraintes si et seulement si δ(l′ , t′) ∈ (∆(e1(l′)) ∩∆(e2(l′))).
Pour la dernie`re contrainte (5.6) portant sur les de´lais, nous devons tout d’abord mettre a` jour les
de´lais des flots circulant sur le lien l′ par :
∀f ∈ F (l′) dk+1(f) = dk(f)− al
′ ,f
Ctold − Yl′
+
al′ ,f
Ct′ − Yl′
(5.25)
La mise a` jour des flots est simple : il faut diminuer le de´lai en retirant l’ancien de´lai du lien (celui
associe´ au mode`le told) puis l’augmenter en ajoutant le nouveau de´lai (celui associe´ au mode`le t′).
En supposant que la solution δ0 est admissible au sens des trois contraintes que nous traitons depuis
le de´but, alors la suite de solutions (δk)k≥0 sera admissible si elle respecte les conditions suivantes
1. δk+1 ∈ V (δk). Soient alors l′ et t′ les parame`tres de ce voisin.
2. δk+1 ∈ (∆(e1(l′)) ∩∆(e2(l′)))
3. ∀f ∈ F (l′), dk+1(f) < dmax(f) avec dk+1(f) calcule´ a` partir de l’e´quation (5.25).
La variation de couˆt ∆(Γk, l′ , t′) entre la solution voisine δ(l′ , t′) et la solution courante δk peut
eˆtre calcule´e de la manie`re suivante :
∆(Γk, l
′
, t
′
) = ∆link(δ(l
′
, t
′
), δk) +∆node(δ(l
′
, t
′
), δk) (5.26)
∆link(δ(l
′
, t
′
), δk) = Γ(δ(l
′
, t
′
), l
′
)− Γ(δk, l′) (5.27)
∆node(δ(l
′
, t
′
), δk) =
2∑
i=1
[
M∗(δ(l
′
, t
′
), ei(l
′
))−M∗(δk, ei(l′))
]
(5.28)
Avec l’e´quation (5.27) qui repre´sente la variation de couˆt due au changement du mode`le du lien l′ ,
et l’e´quation (5.28) qui est la variation de couˆt sur les deux nœuds extre´mite´s.
La de´finition propose´e permet d’obtenir des voisinages de taille faible qui s’explorent relative-
ment vite compte tenu de l’e´volution dynamique de couˆt que nous avons mis en place. Cependant,
les contraintes associe´es au nombre de ports et au nombre de slots ont tendance a` limiter e´norme´ment le
voisinage et a` faire converger trop souvent l’algorithme vers des minima locaux. De`s lors deux solutions
s’offrent a` nous : sortir de ces minima locaux a` l’aide de liste tabou par exemple ou par des techniques
statistiques d’acceptation ou de rejet des solutions plus couˆteuses, ou alors permettre un voisinage plus
grand lorsque celui-ci ne permet plus de continuer.
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Nous avons opte´ pour la seconde solution en inte´grant des techniques de recherche plus sophis-
tique´es lorsque l’algorithme semble bloque´. Ainsi, nous utiliserons une recherche a` e´carts limite´s pour
permettre un e´largissement de notre voisinage sous certaines conditions.
5.4.2 Recherche a` e´carts limite´s
Il est largement reconnu que les me´thodes de recherche locale souffrent d’un manque cruel d’effica-
cite´ dans certains cas. La rapidite´ d’exe´cution de ces techniques suppose principalement des voisinages
de taille re´duite entraıˆnant parfois la non exploration de solutions plus inte´ressantes.
Autoriser de temps en temps des voisinages plus larges dans le but de sortir de minima locaux est
un bon compromis que beaucoup d’algorithmes d’optimisation cherchent a` mettre en place. Harvey et
Ginsberg proposent en 1995 dans [35] une solution permettant justement un e´largissement controˆle´ du
voisinage par une technique dite de (( recherche a` e´carts limite´s )) (ou (( Limited Discrepancy Search
(LDS) )) en anglais). L’ide´e principale est de construire un voisinage tel que chaque voisin posse`de un
nombre limite´ de diffe´rences avec la solution courante.
Ainsi, le voisinage propose´ au de´part revient a` l’utilisation d’un LDS borne´ a` une seule diffe´rence.
Vu les limitations de cette approche, il est inte´ressant de limiter le nombre de diffe´rences avec une borne
B strictement supe´rieure a` 1 lorsqu’un minimum local est trouve´.
La construction de ce voisinage ainsi que son exploration simultane´e peut eˆtre faite a` moindre couˆt
par l’utilisation de l’algorithme 7 de´fini dans la partie 5.3. Une modification doit tout de meˆme eˆtre
apporte´e par l’ajout d’une contrainte supple´mentaire lors de la prise de de´cision : si une de´cision me`ne
a` une solution partielle trop e´loigne´e d’une solution de re´fe´rence donne´e, alors la de´cision n’est pas
explore´e et la branche est coupe´e.
L’heuristique que nous proposons est donc bien une recherche locale mais elle utilise un second voi-
sinage construit et explore´ par l’algorithme 7 modifie´ si aucune meilleure solution n’est trouve´e dans
le premier voisinage. L’algorithme se termine si aucune meilleure solution n’est trouve´e dans le second
voisinage e´galement.
En proce´dant ainsi, nous autorisons l’exploration de plus de solutions de`s qu’un minimum local est
trouve´ cependant, une question reste en suspend : comment fixer la borne B sur le nombre de diffe´rences
autorise´es ? Pour trouver un bon compromis pour cette valeur, il est ne´cessaire d’e´tudier l’e´volution de
la taille du voisinage en fonction de B.
5.4.3 Choix de la valeur limitant les e´carts autorise´s
Soit X = (x1, x2, . . . , xL) un vecteur d’entiers compris entre 1 et T . Soit Y un autre vecteur
construit selon le meˆme principe. En notant zi la variable binaire qui vaut 1 si xi 6= yi et 0 sinon, nous
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cherchons alors le nombre de vecteurs Y tels que
∑
i zi ≤ B pour une valeur B donne´e.
Soit N(k) le nombre de vecteurs Y tels que
∑
i zi = k, c’est a` dire les vecteurs Y ayant exactement
k diffe´rences avec X. Si l’on suppose que les positions des diffe´rences sont connues, alors on peut
e´crire simplement que N(k) = (T −1)k e´tant donne´ que chaque diffe´rence peut prendre T −1 valeurs.
Soit p(k) le nombre de choix possibles pour les k positions des diffe´rences parmi les L possibilite´s.
On reconnaıˆt alors la de´finition d’une combinaison donc :
p(k) = CkL =
L!
k!(L− k)! (5.29)
De`s lors, le nombre ZL,T (B) de vecteurs Y avec un maximum de B diffe´rences avec X peut eˆtre
obtenu comme suit :
ZL,T (B) =
B∑
k=0
N(k)p(k) =
B∑
k=0
L!
k!(L− k)! (T − 1)
k (5.30)
Il est e´vident que le nombre de solutions au proble`me CAH est ZL,T (L). Nous pouvons donc nous
servir de ces re´sultats de combinatoire pour e´valuer la quantite´ de solutions explore´es suite au choix de
la valeur de B. Pratiquement, si l’on suppose T = 10 mode`les de liens et L = 50 liens alors on obtient
les valeurs suivantes :
– Si B = 1 : Z50,10(1) = 451 soit 4.5e−46% de l’ensemble des solutions
– Si B = 2 : Z50,10(2) = 99676 soit 9.9e−44% de l’ensemble des solutions
– Si B = 5 : Z50,10(5) = 1.2e11 soit 1.2e−37% de l’ensemble des solutions
– Si B = 10 : Z50,10(10) = 3.6e19 soit 3.6e−29% de l’ensemble des solutions
– Si B = 20 : Z50,10(20) = 6.1e32 soit 6.1e−16% de l’ensemble des solutions
Nous proposons alors de choisir B de telle manie`re
– qu’au moins 1% du nombre total de solutions soit explore´ par l’algorithme, et
– qu’au plus 500000 voisins soient explore´s.
5.4.4 Prise en compte des pannes
Le proble`me pose´ peut eˆtre e´tendu a` l’ensemble des cas de panne possibles sur le re´seau. Nous
pouvons ainsi formuler le proble`me de dimensionnement sous des contraintes
– mate´rielles (cf. e´quation 5.9 et 5.8),
– de de´lai dans le cas nominal (cf. e´quation 5.6), et
– de performances garanties en cas de panne.
Pour traiter la nouvelle contrainte, e´tant donne´ que le routage est connu est qu’aucun lien ne sera
ajoute´ ou supprime´, nous savons que la pire charge sur chaque lien est le maximum sur tous les e´tats
possibles du re´seau. Nous conside´rerons donc que la charge Yl associe´e au lien l est la pire charge que
ce lien pourrait supporter. En divisant cette valeur par un facteur U (par exemple 70%), nous pourrons
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garantir que chaque lien est dimensionne´ de telle manie`re que son utilisation ne de´passe jamais U quel
que soit l’e´tat du re´seau en ajoutant une contrainte sur la capacite´ des liens :
T∑
t=1
δl,tCt <
Yl
U
∀l = 1..L (5.31)
Le respect de la contrainte 5.31 ou` Yl est la charge maximale que le lien peut supporter permet de
proposer des solutions robustes ou` l’utilisation des liens ne de´passe pas U%.
5.5 Tests et re´sultats
Nous avons inte´gre´ l’algorithme de´fini dans les parties pre´ce´dentes dans l’outil NEST. Nous avons
e´galement de´veloppe´ la re´solution exacte du proble`me a` l’aide de l’algorithme 7. Nous proposons donc
dans cette partie de de´crire le protocole de test utilise´ ainsi que les re´sultats obtenus. Nous donnerons
e´galement un certain nombre de commentaires sur ces re´sultats.
Pour tous les tests que nous avons effectue´s, nous nous sommes limite´s a` un ensemble de mode`les
de lien restreint. Chaque lien peut eˆtre branche´ sur 3 cartes qui diffe`rent par leur couˆt et leur nombre de
ports. Cette restriction est visible dans le tableau 5.5 (pour les liens) et 5.6 (pour les cartes). De plus, les
routeurs utilise´s ont pour caracte´ristiques : un nombre de slots limite´ a` 8 et une capacite´ de traitement
maximale e´gale a` 1e+08 Kbps.
Mode`le
de lien
Capacite´
(Kbps)
Couˆt d’
installation ΓLt
Distance
(Km)
Couˆt fixe
mensuel ΓFt
Couˆt kilome´trique
mensuel ΓDt
OC-1 50725 4500=C 1-10 2100=C/mois 0=C/Km/mois
>10 2000=C/mois 25=C/Km/mois
OC-3 152174 4500=C 1-10 2600=C/mois 0=C/Km/mois
>10 2500=C/mois 25=C/Km/mois
OC-12 608698 4500=C 1-10 5000=C/mois 0=C/Km/mois
>10 4700=C/mois 25=C/Km/mois
TAB. 5.5 – Mode`les de lien, capacite´s, et couˆts utilise´s pour nos tests
Le re´seau de´crit par la figure 5.3 est relativement simple. Avec seulement 7 nœuds et 7 liens, il est
facile et rapide de trouver la solution optimale a` partir de re´flexions simples. La figure 5.4 montre les
capacite´s et les mode`les associe´s a` la topologie initiale. La meˆme figure donne e´galement les valeurs
des trafics entre les sources et les destinations des liens, ainsi que les utilisations obtenues (le routage
est ici extreˆmement simple).
Sur cet exemple, les de´lais autorise´s sont largement de´passe´s e´tant donne´es les interfaces charge´es a`
plus de 100%. De manie`re ge´ne´rale, nous ne parlerons pas des contraintes de de´lais mais des utilisations
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Cartes Mode`le #Ports Couˆt (K=C)
1 OC-1 1 30
2 OC-1 2 40
3 OC-1 4 60
4 OC-3 1 40
5 OC-3 2 60
6 OC-3 4 80
7 OC-12 1 60
8 OC-12 2 80
9 OC-12 4 120
TAB. 5.6 – Cartes utilise´es lors des tests
FIG. 5.3 – Test 1 : Topologie
Mode`le Demandes Utilisation
de lien (Mbps) (%)
S → D 1 OC-1 20 39.4
S → D 2 OC-1 100 197.1
S → D 3 OC-1 100 197.1
S → D 4 OC-1 100 197.1
S → D 5 OC-1 100 197.1
S → D 6 OC-1 100 197.1
FIG. 5.4 – Test 1 : Valeurs initiales
des interfaces. Nous supposerons que dans les exemples traite´s, les de´lais sont respecte´s si les interfaces
sont charge´es a` moins de 80%.
La solution optimale de ce proble`me est classique car les contraintes ne sont pas viole´es par la solu-
tion consistant a` choisir un mode`le de capacite´ directement supe´rieure a` la charge. Ainsi, il faut changer
le mode`le des liens charge´s a` plus de 197% en leur affectant un mode`le OC-3 permettant de ramener
l’utilisation a` 65.7%. En termes de carte, cela revient a` ajouter une carte de mode`le OC-3 posse´dant 1
port sur l’ensemble des routeurs destinations sauf D 1. La carte initialement pre´sente sur ces routeurs
ne sera plus utilise´e, elle est donc enleve´e. De plus, une carte OC-3 a` 4 ports et une carte OC-3 a` 1 port
sont ajoute´es sur le nœud S, la carte OC-1 a` 4 ports initialement pre´sente e´tant retire´e.
L’heuristique propose´e trouve rapidement cette solution (moins de 20 secondes). La figure 5.6
montrent la solution propose´e telle qu’elle est pre´sente´e dans NEST. Les re´sultats ge´ne´raux de l’e´tude
sont illustre´s sur la figure 5.5 avec entre autre le couˆt re´el de la topologie modifie´e pour une dure´e de 3
mois. Les figures 5.6(a) et 5.6(b) montrent respectivement les modifications propose´es sur les liens et
sur les cartes.
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FIG. 5.5 – Re´sultats ge´ne´raux sur le premier test
(a) Re´sultats sur les liens
(b) Re´sultats sur les cartes
FIG. 5.6 – Re´sultat de dimensionnement sur le premier test
La solution optimale du proble`me pre´ce´dent est donc classique car elle consiste a` associer chaque
lien avec le mode`le de capacite´ directement supe´rieure a` la charge du lien. Cependant, les contraintes
mate´rielles dont nous tenons compte permettent
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– d’e´viter de telles solutions si celles-ci ne peuvent pas eˆtre mise en place par l’ope´rateur, et
– de trouver des solutions moins couˆteuses de part les e´quipements de´ja` en place.
Le premier point peut eˆtre illustrer facilement a` partir de la topologie pre´ce´dente ou` les caracte´ristiques
des routeurs sont change´es : nous limitons le nombre de slots disponibles a` 2 au lieu de 8. De`s lors, la
solution trouve´e pre´ce´demment ne convient plus car elle suppose 3 cartes sur S. Dans ce cas la`, l’algo-
rithme propose´ converge vers une solution ne ne´cessitant que 2 cartes sur S : tous les liens sont affecte´s
au mode`le OC-3. Ainsi, une carte OC-3 a` 4 ports et une carte OC-3 a` 2 ports suffisent pour brancher les
6 liens sur S.
Pour illustrer le second point, conside´rons la topologie de´crite sur la figure 5.7. Les valeurs des
mode`les et des charges de chaque lien sont donne´es dans la figure 5.8.
Dans cet exemple, le lien B → E est associe´ a` un mode`le de trop faible capacite´. De part la charge
sur ce lien (100 Mbps), le mode`le qui semble le plus adapte´ est OC-3 (capacite´ e´gale a` 152 Mbps) mais
il n’est pas choisi par notre algorithme. En effet, des cartes OC-12 a` 4 ports sont pre´sentes sur les nœuds
B et E mais seulement 3 liens sont branche´s dessus. La pre´sence de ports OC-12 non connecte´s font
que l’association du mode`le OC-12 sur le lien B → E couˆte moins cher.
Si nous reprenons les de´finitions des couˆts donne´s plus haut, sachant que le lien B → E mesure
120Km, nous pouvons e´valuer le couˆt d’affectation de ce lien pour les deux solutions e´tudie´es ci-dessus
et pour une dure´e Ω de 6 mois
Mode`le OC-3 sur le lien B → E
1. Couˆt du lien : 4500 + (2500 + 120 ∗ 25) ∗ 6 = 37500=C
2. Couˆt des cartes (une sur B et une sur E) : 2 ∗ 40000 = 80000=C
3. Couˆt total de 117.5K=C
Mode`le OC-12 sur le lien B → E
1. Couˆt du lien : 4500 + (4700 + 120 ∗ 25) ∗ 6 = 50700=C
2. Couˆt des cartes (aucune carte ne´cessaire) : 0=C
3. Couˆt total de 50.7K=C
La solution propose´e ame`ne donc un gain de 66.8K=C soit une diminution du couˆt de plus de 56%.
Cela montre l’inte´reˆt e´conomique majeur de l’inte´gration des contraintes mate´rielles dans le dimension-
nement de topologie.
Le tableau 5.7 propose d’autres re´sultats permettant une comparaison entre le couˆt Csup obtenu par
un dimensionnement fait a` l’aide du mode`le de capacite´ directement supe´rieure permettant de respecter
toutes les contraintes et le couˆt Copt donne´ par notre algorithme. Ce tableau montre sur trois exemples
diffe´rents les e´conomies conse´quentes qui peuvent eˆtre faites si l’on tient compte des cartes existantes.
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FIG. 5.7 – Test 2 : Topologie
Mode`le Demandes des Utilisation
de lien trafics (Kbps) (%)
B → E OC-1 100000 197.1
B → C OC-12 400000 65.7
B → F OC-12 400000 65.7
C → D OC-12 400000 65.7
A → D OC-12 300000 49.3
B → A OC-12 300000 49.3
E → C OC-12 400000 65.7
E → G OC-12 300000 49.3
FIG. 5.8 – Test 2 : Valeurs initiales
Tests # Nœuds # Liens Copt (K=C) Csup (K=C) Gain (K=C) Gain (%)
1 22 36 1689 2015 326 16.2
2 36 56 3223 3404 181 5.3
3 84 145 4487 5977 1490 24.9
TAB. 5.7 – Economies re´alise´es sur diffe´rentes topologies de test
5.6 Conclusion
Le changement de capacite´ d’un lien a longtemps e´te´ vu comme le remplacement de ce lien de
manie`re physique, entraıˆnant des couˆts importants tant au niveau du mate´riel installe´ que de son ins-
tallation (tranche´e etc. . .). En conse´quence, de nombreux travaux portant sur le dimensionnement de
topologie ne´gligeaient le couˆt des autres e´quipements. Ce n’est plus le cas aujourd’hui, les capacite´s
physiques des liaisons installe´es e´tant largement suffisantes, et la majorite´ des liens e´tant loue´s, cette
approximation ne tient plus. Le couˆt des autres e´quipements et principalement celui des cartes permet-
tant le branchement des liens sur les routeurs ne peut plus eˆtre ne´glige´.
Nous proposons donc dans ce chapitre une nouvelle approche du dimensionnement base´e sur
1. une de´finition re´aliste des couˆts menant a` la minimisation du couˆt re´el de la topologie propose´e,
2. un ensemble de contraintes mate´rielles permettant de prendre en compte l’ajout de nouvelles
cartes quand cela est ne´cessaire et de garantir la faisabilite´ mate´rielle de la solution propose´e,
3. des contraintes de QoS sur les flots (de´lai moyen des paquets de bout en bout) permettant de
proposer une solution respectant les SLA associe´s aux trafics, et
4. une prise en compte des performances en cas de panne.
Le proble`me ainsi de´fini peut eˆtre re´solu par des techniques de (( branch and bound )) permettant
d’explorer la combinatoire. Cependant de tels algorithmes ne passant pas a` l’e´chelle, nous proposons
une heuristique efficace pour re´soudre ce proble`me. Les principaux atouts de cette heuristique sont
1. le calcul a priori des configurations optimales de cartes sur les routeurs pour toutes solutions
traite´es par l’heuristique,
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2. l’utilisation d’un premier voisinage simple, de taille re´duite et contenant souvent une meilleure
solution, et
3. l’utilisation d’un second voisinage plus complexe , de taille plus grande, utilise´ dans le cas ou` le
premier voisinage me`ne a` un minimum local.
Les perspectives de recherche associe´es a` la nouvelle mode´lisation propose´e portent principalement
sur
– l’ame´lioration de la convergence et de la rapidite´ de l’algorithme propose´,
– l’inte´gration de nouvelles variables portant sur les mode`les des routeurs, et
– l’ajout e´ventuel d’e´quipements (liens, routeurs) quand la topologie propose´e ne peut eˆtre ame´liore´e
dans l’e´tat.
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CHAPITRE 6
Mode´lisation et simulation dans NEST
L’association nationale de la recherche technique (ANRT) associe´e a` la start-up QoS Design a sub-
ventionne´ les travaux de the`se que j’ai pu mener depuis plus de trois ans au sein du Laboratoire d’Archi-
tecture et d’Analyse des Syste`mes (LAAS). Les contributions apporte´es durant mon doctorat sont donc
doubles, d’un coˆte´ des travaux de recherche effectue´s en collaboration avec le LAAS qui m’a accueilli,
et de l’autre des contributions en terme d’analyse et de de´veloppement pour QoS Design.
Les travaux de recherche et les re´sultats obtenus ont e´te´ pre´sente´s dans les chapitres pre´ce´dents. Il
faut bien noter que l’ensemble de ces travaux ont e´te´ inte´gre´s dans la suite logicielle NEST commercia-
lise´e par QoS Design. Cependant, de nombreuses autres contributions ont e´te´ apporte´es a` ce logiciel et
meˆme si le contenu scientifique est plus pauvre, il me parait important de les pre´ciser. Nous les expose-
rons donc dans la suite de ce chapitre.
Avant de de´tailler les principaux aspects auxquels j’ai pu contribuer, revenons sur NEST : Net-
work Engineering and Simulation Tool. Cet outil est une suite logicielle de´die´e aux ope´rateurs et aux
fournisseurs d’acce`s a` Internet (FAI). Une interface conviviale permet a` l’utilisateur de (( dessiner )) la
topologie de son re´seau. Une bibliothe`que extreˆmement riche de mode`les de routeurs et de mode`les de
liens permet une configuration tre`s pre´cise de la topologie. De plus, la plupart des protocoles de routage
existants sont imple´mente´s : OSPF, ISIS, EIGRP, RIP, BGP ainsi que le routage statique. L’utilisateur
peut donc facilement configurer l’ensemble des e´quipements de son re´seau (son routage par exemple).
NEST posse`de e´galement une bibliothe`que tre`s riche de mode`les de services pour les trafics permet-
tant une de´finition tre`s pousse´e des diffe´rents aspects statistiques des sources conside´re´es. L’utilisateur
peut donc, a` partir de ces services, de´finir une matrice de trafics que le re´seau doit supporter.
Enfin, il est possible de configurer un cœur de re´seau IP/MPLS avec NEST en de´finissant des LSP
avec leurs FEC associe´es. Ces LSP ainsi mis en place sur le re´seau sont comple`tement inte´gre´s au rou-
tage et a` la propagation des trafics. De meˆme, l’utilisateur peut de´finir des VPN de niveau 2 ou de niveau
3. Le protocole MPBGP vient d’eˆtre inte´gre´ et il permet donc de mieux pre´ciser la communication des
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diffe´rents VPN entre eux.
Une fois l’ensemble du re´seau configure´, l’utilisateur a acce`s a` un ensemble d’outils d’analyse
1. Routage et propagation des demandes offertes permettant de repe´rer rapidement les points de
congestion e´ventuels et d’observer l’utilisation des ressources sur le re´seau.
2. Etude de la re´silience du re´seau.
3. Simulation e´ve´nementielle de la propagation des trafics.
4. Simulation analytique de la propagation des trafics.
5. Simulation hybride : elle permet de pre´ciser les ensembles du re´seau qui seront simule´s de
manie`re e´ve´nementielle et ceux qui seront simule´s de manie`re analytique. Ce nouveau proce´de´ de
simulation est prote´ge´ par un brevet du LAAS et est le produit de recherches intensives effectue´es
par l’e´quipe du LAAS avec laquelle j’ai pu travailler.
L’utilisateur peut e´galement exe´cuter un ensemble d’algorithmes d’inge´nierie portant sur
1. l’optimisation des me´triques (cf. chapitre 3),
2. le placement optimal des LSP (cf. chapitre 4),
3. l’estimation de matrice de trafics a` partir de donne´es d’activite´ et de population,
4. et le design de topologie (nouveaute´ en cours d’imple´mentation).
6.1 Ame´lioration du routage
La majeure partie de mes travaux dans le cadre du logiciel porte sur les aspects de routage et de pro-
pagation. En effet, je suis devenu en quelque sorte le (( Mr routage )) de l’e´quipe. De part ce statut, j’ai
pu ame´liorer, maintenir, et ajouter de nombreux aspects du routage des flots dans un re´seau IP/MPLS.
6.1.1 Inte´gration des trafics multicasts
Nous avons tout d’abord travaille´ sur l’inte´gration des trafics multicasts dans le routage et la propa-
gation associe´ a` NEST. En effet, il existe plusieurs algorithmes de routage multicast permettant la mise
en place de l’arbre de propagation. De notre coˆte´, suite aux recherches effectue´es et de part les besoins
exprime´s des ope´rateurs inte´resse´s, nous avons opte´ pour une inte´gration du protocole PIM-SSM ou
(( Protocol Independant Multicast Source Specific Multicast )) . Ce protocole a l’avantage d’eˆtre tota-
lement inde´pendant des protocoles de routage IGP utilise´s. Il s’appuie sur les routes pre´calcule´es en
unicast et permet la mise en place d’un arbre de propagation pour chaque source identifie´e et associe´e a`
un groupe multicast.
Pour permettre une telle inte´gration, nous avons donc propose´ une interface permettant a` l’utilisa-
teur d’entrer les spe´cifications d’un groupe multicast : l’ensemble de ces sources et l’ensemble de ces
receveurs. Une fois de tels groupes configure´s, l’utilisateur peut spe´cifier des trafics a` destination des
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ces groupes, la seule contrainte e´tant que la source de ces trafics fasse partie des sources associe´es au
groupe destinataire.
Le module de calcul effectuant le routage et la propagation des flots a donc e´te´ adapte´ pour la lecture
de tels trafics. Ensuite, un routage multicast est effectue´ pour l’ensemble des couples sources / groupe
multicast identifie´s. Ce routage consiste en la mise en place d’un arbre de propagation entre la source et
les receveurs du groupe base´ sur le principe du (( reverse path forwarding )) . C’est a` dire que le chemin
(la partie de l’arbre) emprunte´ entre la source et chaque receveur est le chemin inverse du plus court
chemin entre le receveur et la source (plus court au sens de l’IGP pre´sent).
Le module de calcul du routage permet donc la mise en place de table de routage multicast ou` un en-
semble d’interfaces de sortie est associe´ a` une destination multicast et ce localement sur chaque nœud.
Lors de la propagation, le trafic est duplique´ sur chacune des entre´es de la table de routage correspon-
dant a` la destination. Nous donnons un exemple d’arbre de propagation multicast dans la figure 6.1. On
peut voir en fle`che verte les diffe´rentes interfaces a` emprunter pour aller de la source A a` l’ensemble
des destinations (B, C, D, E, F, et G) sachant que les me´triques OSPF de ce re´seau sont toutes e´gales a` 1.
FIG. 6.1 – Exemple d’arbre de propagation multicast issu de A
Enfin, nous avons e´galement fait e´voluer MPLS et la gestion des LSP dans NEST pour permettre
une utilisation des LSP par les trafics multicasts. Ainsi, chaque branche de l’arbre de propagation peut
eˆtre associe´e a` un LSP.
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6.1.2 Inte´gration des trafics radios 2.5/3G
Dans le cadre d’un projet de recherche meˆlant laboratoires et entreprises, les aspects radios 2.5/3G
ont e´te´ traite´s et inte´gre´s dans NEST. De nouvelles sources de trafics ont e´te´ ajoute´es, de nouveaux
e´quipements ont e´te´ cre´e´s et la gestion de la propagation des trafics radios dans les cœurs de re´seaux
IP/MPLS a donc duˆ eˆtre e´galement imple´mente´e.
Les flots radios issus de terminaux 2.5/3G sont transmis depuis leur source vers des points d’entre´e
du re´seau IP/MPLS associe´ : les SGSN (pour (( Serving GPRS Support Node )) ). Les SGSN se chargent
donc de transformer les donne´es venant de la partie radio du re´seau en donne´es IP transmissibles sur le
cœur de re´seau.
Cependant, le routage radio est tre`s particulier. Cela est duˆ principalement a` la ne´cessite´ de controˆle
d’acce`s et de facturation qui se cache derrie`re toute utilisation d’un service 2.5/3G a` partir de son
te´le´phone portable. Ainsi, le SGSN doit e´tablir un tunnel GTP avec un GGSN (pour (( Gateway GPRS
Support Node )) ) tout en maintenant l’e´tat de cette connexion : le PDP context. Une fois ce tunnel en
place, le SGSN e´met les donne´es IP vers le GGSN qui se charge de son coˆte´ de transmettre les donne´es
vers le serveur applicatif recherche´.
La propagation des donne´es entre SGSN et GGSN puis entre GGSN et serveur se fait bien suˆr de
manie`re classique c’est a` dire en IP voire en IP/MPLS le plus souvent. Cependant, les choix d’un GGSN
et d’un serveur de´pendent de la configuration des DNS ((( Domain Name Server )) ).
Suivant le service qu’un utilisateur cherche a` contacter, le SGSN recevra une liste de GGSN suite
a` l’interrogation du DNS auquel il est associe´. De la meˆme manie`re, le GGSN interroge le DNS pour
connaıˆtre la liste des serveurs vers lesquels propager les donne´es pour le service demande´.
La configuration d’un trafic radio 2.5/3G consiste en une de´finition de sa source (un SGSN) et
de son service sans oublier bien suˆr de lui donner un nombre de connexions ou une bande passante
moyenne. De`s lors, il e´tait impe´ratif d’imple´menter les me´canismes de routage radio dans NEST pour
pouvoir re´soudre la question suivante : comment propager un trafic n’ayant pas de destination ?
La figure 6.2 montre le chemin en vert emprunte´ par un trafic radio issu de (( portable )) qui est
connecte´ a` (( SGSN )) et a` destination du service (( Wap 3G )). Le DNS configure´ pre´cise l’utilisation des
e´le´ments (( GGSN 1 )) et (( GGSN 2 )) pour le routage des flots de ce service. De plus, le DNS pre´cise
que les serveurs (( Server 1 )) et (( Server 2 )) sont a` contacter pour pouvoir e´tablir une connexion pour
ce service. Nous partageons donc le flot sur les diffe´rents e´le´ments pre´cise´s par le DNS et ceci avec les
poids pre´cise´s par le DNS. Les poids e´tant identiques ici, le partage sera e´quitable.
Une fois cette nouvelle e´volution apporte´e au module de propagation, il nous a fallu e´galement
prendre en compte les me´canismes de redirection souvent utilise´s par les ope´rateurs. Ainsi, les listes
retourne´es par les DNS comportent le plus souvent plus d’un e´le´ment. Cette multiplicite´ doit eˆtre as-
socie´e a` un me´canisme de choix (typiquement du round robin) pour permettre la communication avec
un seul e´le´ment de la liste. Mais un GGSN peut refuser l’e´tablissement d’un nouveau PDP Context. Il
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FIG. 6.2 – Exemple de de´cision de routage radio sur un re´seau 2.5/3G
est en effet bride´ pour lui assurer certaines performances. Aussi, si un GGSN refuse une connexion,
cette connexion est de´borde´e sur le second de la liste et ainsi de suite jusqu’a` ce que les possibilite´s
soient e´puise´es (et la connexion alors perdue) ou qu’un GGSN accepte la connexion.
Nous reviendrons sur cet aspect de la propagation des flots radios dans la partie 6.2 ou` nous propo-
sons une optimisation de la configuration des DNS tenant compte des aspects pre´ce´demment cite´s.
6.1.3 Inte´gration des VPN L3 MPBGP
Le dernier point important que nous avons ajoute´ dans le module de routage du logiciel est une
meilleure gestion des re´seaux prive´s virtuels (VPN). En effet, la notion de service offert aux clients
au travers de VPN de´die´s est de plus en plus fre´quente sur les re´seaux d’ope´rateur. Ainsi, tous les sous
re´seaux d’un client peuvent communiquer entre eux au travers d’un VPN de´die´. Cela permet d’abstraire
comple`tement le cœur de re´seau traverse´ en une connexion direct entre les diffe´rents LAN (Local Area
Network) ou sous-re´seaux du client.
Suivant que le client se connecte au cœur de re´seau au niveau de la couche 3 (par des routeurs
IP) ou au niveau de la couche 2 (par des switch Ethernet ou ATM), nous parlerons de VPN L3 ou de
VPN L2. Les VPN L3 ont l’inconve´nient majeur suivant : le syste`me d’adressage du client doit eˆtre
connu de l’ope´rateur. Une extension au protocole BGP, MPBGP, permet justement de contourner cet
inconve´nient. L’utilisation plus approfondie du parame`tre de communaute´ de BGP permet en effet une
distinction d’adresses identiques suivant le VPN auxquelles elles appartiennent. C’est pourquoi il de-
vient de plus en plus re´pandu. Pour cette raison, il devenait indispensable de proposer ce protocole dans
NEST.
Nous n’avons cependant pas mis de coˆte´ les autres types de VPN. Mais leurs configurations sont
relativement plus simples car elles sont base´es sur un maillage complet des points d’acce`s au VPN.
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Ainsi, les VPN L2 ge´re´s par VPLS par exemple, ou les VPN L3 point a` point classiques proposent des
tunnels entre chaque couple de (( Service Access Point (SAP) )) par lesquels le client e´met ou rec¸oit du
trafic. Ces VPN ne posent donc pas de proble`me majeur quant a` leurs configurations dans NEST e´tant
donne´ que le routage entre SAP est direct.
MPBGP est une extension au protocole BGP qui permet le calcul des routes entre les hoˆtes com-
municants derrie`re chaque SAP pour un VPN donne´. De plus, MPBGP permet e´galement de de´finir
certaines relations entre des VPN diffe´rents permettant ainsi la communication de plusieurs VPN les
uns avec les autres. Pour se faire, une nouvelle table de routage est active´e sur les routeurs faisant tour-
ner MPBGP : la (( Virtual and Forwarding Routing table (VRF) )) qui permet d’installer les routes vers
des destinations non visibles en IP.
Chaque VRF est associe´e a` un ensemble d’interfaces MPBGP connectant un LAN (ou sous re´seau)
au routeur. Cela lui permet de connaıˆtre les adresses joignables directement qui seront les adresses
apprises aux autres routeurs MPBGP. Une VRF est e´galement configure´e avec un parame`tre d’import
et un parame`tre d’export. Ainsi, toutes les destinations joignables directement seront e´mises vers les
autres routeurs MPBGP en e´tant associe´es au parame`tre d’export de la VRF qui les e´met. Une VRF ap-
prenant une adresse ve´rifie tout d’abord que son parame`tre d’import correspond au parame`tre d’export
associe´. Si oui, la route est apprise et stocke´e dans la VRF, sinon la route est rejete´e. Les VRF sont ainsi
construites et ce mode de fonctionnement permet d’obtenir des routages diffe´rents des classiques (( Full
Mesh )) que l’on connaissait.
Nous avons donc inte´gre´ dans NEST :
1. une de´finition d’un client et des VPN associe´s,
2. une configuration et une gestion des interfaces virtuelles MPBGP,
3. une configuration et une gestion des VRF sur chaque nœud,
4. une exe´cution du protocole MPBGP dans le module de calcul du routage,
5. et une propagation inte´grant le routage des VRF dans le module de propagation.
6.2 Optimisation des poids DNS dans le routage radio
Comme nous l’avons explique´ dans la partie 6.1.2 de ce chapitre, le routage des flots radios 2.5/3G
s’appuie sur la configuration du DNS associe´ au SGSN e´metteur. Une fois le routage (( radio )) e´tablit,
le routage IP prend le relais pour permettre une propagation du trafic vers le(s) GGSN(s) et le(s) ser-
veur(s) retourne´s par le DNS. L’utilisation des ressources associe´e a` un tel paradigme de routage et de
propagation est donc comple`tement lie´e a` la configuration du DNS. Dans le cadre de nos travaux, nous
avons propose´ d’e´tudier cette relation de manie`re a` pouvoir mettre en œuvre une configuration optimale
des DNS.
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6.2.1 Mode´lisation de la topologie radio
Les charges sur le re´seau e´tant a` la base de tout calcul de performance, nous proposons dans cette
partie d’e´tablir leurs relations avec la configuration du DNS. Pour se faire, nous avons conside´re´ un seul
service (les poids DNS e´tant de´pendant du service, l’extension a` plusieurs services se fait de manie`re
triviale), et nous avons suppose´ que chaque SGSN et chaque GGSN est lie´ au meˆme DNS (le cas multi-
DNS peut eˆtre e´tendu de manie`re simple). De`s lors, nous utiliserons les notations suivantes :
• le poids DNS associe´ au GGSN g sera note´ αg ,
• le poids DNS associe´ au serveur s sera note´ βs.
• Un SGSN source s sera caracte´rise´ par :
– Fs son de´bit montant,
– Bs son de´bit descendant, et
– Ns son nombre de connexions e´mises.
• Un GGSN g (point de transit) sera caracte´rise´ par :
– TFg son de´bit montant vers les serveurs,
– TBg son de´bit descendant vers les SGSN, et
– TNg son nombre de connexions ouvertes.
Enfin, nous mode´lisons le re´seau IP par un graphe G avec son ensemble de nœuds N , son ensemble
de liens L, et sa matrice de routage A. Ces diffe´rentes notations sont illustre´es sur la figure 6.3. Pour
plus de lisibilite´, nous noterons s un SGSN, g un GGNS et sv un serveur dans les formulations qui
suivent.
Nous conside´rerons des agre´gations de flots ayant la meˆme source (toujours pour le service conside´re´)
et un flot sera donc caracte´rise´ par une source (le SGSN e´mettant ce flot), un nombre de connexions
(nombre de PDP a` ouvrir pour ce flot agre´ge´), un de´bit montant et un de´bit descendant. Ce flot peut alors
eˆtre de´coupe´ en quatre parties principales comme illustre´ sur la figure 6.3, chaque partie correspondant
a` un certain nombre d’Origine/Destination (OD). Nous pouvons alors utiliser l’e´quation de propagation
pour chaque OD et sommer le re´sultat pour chaque lien. Cela nous donne pour un lien l :
Yl =
∑
s
∑
g
(FsαgAl,s→g +BsαgAl,g→s)
+
∑
g
∑
sv
(TFgβsvAl,g→sv + TBgβsvAl,sv→g) (6.1)
Le terme Al,i→j correspond a` la proportion du trafic associe´ au couple (i, j) qui est route´e sur le
lien l. La premie`re somme contient les trafics entre SGSN et GGSN et la seconde contient les trafics
entre GGSN et serveur. A cette premie`re e´quation doit eˆtre ajoute´e l’expression des trafics en transit sur
les GGSN a` partir des parame`tres que nous connaissons. Pour un GGSN g :
TFg =
∑
s
Fsαg , et TBg =
∑
s
Bsαg (6.2)
Une contrainte importante sur les re´seaux radios est la limitation des PDP Context ouverts simul-
tane´ment sur les GGSN. Il existe en re´alite´ deux limitations : NMaxservg (respectivement NMaxg) qui
est la valeur maximale de PDP Context ouverts sur le GGSN g pour le service serv (respectivement
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FIG. 6.3 – Exemple de propagation radio et notations associe´es pour un service donne´
pour tous services confondus). Nous pouvons e´crire simplement le nombre de connexions simultane´es
sur le GGSN g :
N servg =
∑
s
Nsαg pour le service serv
Ng =
∑
serv
N servg de manie`re globale (6.3)
Nous avons donc deux relations inte´ressantes : une liant la charge des liens aux poids DNS et au
routage IP et une autre liant les contraintes sur les GGSN aux poids DNS. Nous proposons dans la partie
suivante une optimisation des poids DNS dans le but de diminuer l’utilisation globale des liens tout en
respectant les contraintes sur les GGSN.
6.2.2 Optimisation des ressources par les poids DNS
L’utilisation des interfaces est un premier crite`re de performance sur un re´seau. Diminuer l’utili-
sation globale des interfaces sur le re´seau permet de diminuer la congestion et les de´lais de manie`re
simple. Pour se faire, nous proposons le mode`le de couˆt Γ suivant (avec Cl, Yl qui sont respectivement
la capacite´ et la charge du lien l) :
Γ(α, β) =
∑
l∈E
Γl(α, β) ou` Γl(α, β) =

(
Yl
Cl
)2 si Yl < γCl
(
Yl
Cl
)2 +K(
Yl − γCl
Cl
)2 sinon
(6.4)
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Ce mode`le permet de tenir compte de la saturation d’un lien en pe´nalisant (coefficient K) les utilisa-
tions supe´rieurs a` γ. On pourra choisir γ = 0.7 par exemple. Il permet e´galement de re´partir au mieux
les charges sur le re´seau. Le proble`me d’optimisation P que nous proposons de re´soudre est re´sume´
ci-dessous.
Minimiser Γ(α, β)
Sous les contraintes :
Ng < NMaxg pour tous les GGSN g (6.5)∑
g
αg =
∑
sv
βsv = 1 (6.6)
La premie`re contrainte (6.5) qui traduit les limitations sur les GGSN (qui peut eˆtre reformule´e a`
l’aide de l’e´quation (6.3)) est ramene´e dans la fonction objectif sous forme de pe´nalisation de´pendant
d’un parame`tre ǫ. Cela nous permet d’e´crire le proble`me P (ǫ).
Minimiser Γ(α, β) + 1ǫΓN(α, β)
Ou` :
ΓN(α, β) =
∑
g
(max(0,Ng −NMaxg))2 (6.7)
Sous les contraintes : ∑
g
αg =
∑
sv
βs = 1
La solution du proble`me Pǫ (note´ (αǫ, βǫ)) converge vers la solution du proble`me P (note´ (α∗, β∗))
quand ǫ tend vers 0. Nous avons donc re´solu le proble`me P en re´solvant de manie`re ite´rative les
proble`mes Pǫ pour des valeurs de ǫ de plus en plus petites. La re´solution du proble`me Pǫ est faite a`
l’aide d’un gradient projete´ car la formulation des contraintes est relativement classique et le crite`re est
quadratique. Nous pre´sentons nos re´sultats dans la partie suivante.
6.2.3 Re´sultats
L’algorithme propose´ ci-dessus a e´te´ teste´ sur plusieurs configurations diffe´rentes. Nous rassem-
blons dans cette partie les principaux re´sultats obtenus. Les topologies sont pre´sente´es dans le tableau
6.1. Les trafics propage´s dans chaque topologie sont ge´ne´re´s a` l’aide du logiciel NEST [94] et le nombre
de services traite´s ainsi que le nombre total de connexions sont e´galement donne´s dans le tableau 6.1.
Enfin, le tableau 6.2 contient les re´sultats obtenus sur chaque topologie de test avec des poids DNS
initiaux tous e´gaux.
Nous pouvons voir dans ces quelques re´sultats que la contrainte sur les limitations des GGSN est
bien respecte´e dans les solutions propose´es alors qu’avec des poids DNS identiques, cela n’e´tait pas le
cas. Nous pouvons e´galement relever la diminution de l’utilisation maximale du re´seau. Cette diminu-
tion n’est pas toujours pre´sente. Certains tests ont montre´ une augmentation de cette valeur ce qui n’est
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Topologie #nœuds #liens #SGSN #GGSN #serveur #services #PDP
Test1 41 132 3 3 3 1 6429
Test2 41 132 3 3 3 2 11976
Test3 45 174 3 5 3 3 11997
TAB. 6.1 – Donne´es de test
Topologie Test 1 Test 2 Test 3
Utilisation maximale avant optimisation 71.6 80.8 69.4
Utilisation moyenne avant optimisation 18.2 19.4 14.3
#PDP reroute´s avant optimisation 143 1592 1886
Utilisation maximale apre`s optimisation 59.6 69.3 68.6
Utilisation moyenne apre`s optimisation 17.5 18.4 13.9
#PDP reroute´s apre`s optimisation 0 0 0
TAB. 6.2 – Re´sultats
pas un bon re´sultat en soi. Cependant, cela se justifie par le poids donne´ a` l’optimisation des contraintes
par rapport a` celle de l’utilisation des interfaces. Meˆme si aucun re´sultat n’est montre´ ici, notre optimi-
sation fonctionne e´galement dans le cas de plusieurs DNS. Cela permet un choix plus large de solutions
tout en conside´rant l’affectation entre SGSN (ou GGSN) et DNS comme donne´e une fois pour toute.
6.3 Analyse de la re´silience
Il est rapidement apparu que le logiciel souffrait d’un manque quant a` l’analyse de la re´silience.
Pourtant, la partie analyse de ce comportement pouvait eˆtre simplement faite : il suffisait d’effectuer
un routage, une propagation des flots puis une analyse de diffe´rents crite`res et ce pour l’ensemble des
pannes possibles.
Nous avons donc de´cide´ d’inte´grer un nouveau module de calcul au logiciel, celui-ci permettant
initialement l’e´tude de l’impact des pannes sur le re´seau. Totalement lie´ au module de calcul du routage
et de la propagation des flots, l’algorithme de´veloppe´ permet d’un simple clic de souris d’exe´cuter une
analyse des crite`res principaux sur le re´seau suite a` chaque panne d’e´quipement.
Les parame`tres utilise´s lors de l’exe´cution de l’algorithme sont relativement simples : les types
d’e´quipement dont les pannes doivent eˆtre simule´es, le seuil d’utilisation de´finissant une congestion sur
une interface, le(s) syste`me(s) autonome(s) sur lesquels simuler des pannes.
Nous proposons en meˆme temps une analyse de la biconnexite´ du re´seau et une hie´rarchisation de
l’impact des pannes. En effet, nous proposons de classer les pannes selon 4 grandes cate´gories qui sont,
dans un ordre de´croissant de gravite´,
1. les pannes rendant le re´seau non connexe,
2. les pannes entraıˆnant une congestion sur le re´seau,
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FIG. 6.4 – Coloration en fonction de la gravite´
3. les pannes ayant un impact non ne´gligeable sur l’utilisation des ressources mais ne ge´ne´rant
aucune congestion,
4. et les pannes sans aucun impact sur l’utilisation des ressources.
Ainsi, comme le montre la figure 6.4, une fois l’algorithme exe´cute´, l’utilisateur peut d’un simple
regard sur sa topologie visualiser la coloration des diffe´rents e´quipements qui de´pend de la gravite´ en-
traıˆne´e en cas de panne de cet e´quipement. Les re´sultats propose´s portent e´galement sur l’utilisation
des ressources et sur l’impact sur les LSP e´ventuels comme l’illustre la figure 6.5 montrant les re´sultats
ge´ne´raux de l’e´tude effectue´e ou la figure 6.6 qui montre les re´sultats pour chaque panne de nœud pos-
sible. Le bouton (( View Routing Detail For Failure )) permet d’un simple clique de souris de lancer le
module de calcul de routage et de propagation des flots sur le re´seau avec l’e´quipement se´lectionne´ en
panne. Des informations supple´mentaires comme les routes peuvent donc eˆtre rapidement obtenues.
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FIG. 6.5 – De´tail de l’e´tude et pires cas rencontre´s
6.4 Conclusion
Ce chapitre au contenu scientifique plus pauvre que les premiers contient les travaux majeurs ef-
fectue´s pour la start-up QoS Design dans le cadre de ma the`se Cifre. Il pre´sente donc
• un ensemble d’ame´liorations apporte´es au module de routage du logiciel NEST et portant princi-
palement sur :
– l’inte´gration des trafics multicasts
– la prise en compte des trafics radios 2.5/3G
– une e´volution majeure du traitement des VPN
• une optimisation des poids de routage DNS associe´s aux re´seaux 2.5/3G
• l’ajout d’un module d’analyse de la re´silience des re´seaux.
Il est important de noter que l’ensemble des algorithmes issus des travaux re´alise´s et de´crits dans
les premie`res parties de cette the`se sont exe´cutables a` l’aide du logiciel NEST. De plus, a` l’exception
de l’estimation des matrices de trafics, ils sont tous utilisables de manie`re conviviale car totalement
inte´gre´s a` l’environnement NEST a` l’aide d’interfaces graphiques permettant la configuration des pa-
rame`tres et la visualisation des re´sultats.
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FIG. 6.6 – De´tail de l’impact de chaque panne (ici les nœuds)
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Conclusion
Internet et les re´seaux IP ont des difficulte´s a` faire face a` leur paradoxe. La simplicite´ du service
(( Best Effort )) initialement propose´ a entraıˆne´ un succe`s plane´taire des re´seaux IP caracte´rise´ par une
utilisation de plus en plus massive d’un nombre toujours croissant d’utilisateurs. Mais ce succe`s a, a` son
tour, entraıˆne´ l’apparition de nouveaux services (( universels )) qui ne´cessitent plus de bande passante et
une meilleure qualite´ de service et qui ne peuvent fonctionner sur l’architecture IP initiale.
.
Les re´seaux IP ont donc subi un ensemble d’e´volutions technologiques majeures pour leur permettre
d’e´couler des volumes de trafics en perpetuelle croissance et aux besoins varie´s en qualite´ de service.
Cependant, comme nous l’avons montre´ dans le chapitre 1, une nouvelle approche d’inge´nierie des
re´seaux doit eˆtre mise en place pour permettre une planification et une gestion efficace des ressources
dans le but de garantir, de manie`re continue, la qualite´ de service tout en minimisant les couˆts re´sultants.
Cette approche doit, a` notre avis, eˆtre base´e sur un premier axe important : la supervision du re´seau.
Nous avons alors propose´, dans le chapitre 2, une contribution au proble`me d’estimation des matrices
de trafic. Ce proble`me est connu pour eˆtre une alternative prometteuse a` la me´trologie des flots qui est
trop lourde a` supporter pour les re´seaux ope´rationnels de part un trafic de reporting important et une
consommation CPU sur les routeurs ralentissant leur fonctionnalite´ principale de routage.
Partant d’une hypothe`se de faible variation des re´partitions des trafics dans le temps, nous avons
propose´ un algorithme base´ sur des techniques de descente admissible et qui donne de bons re´sultats.
Un ensemble de tests sur donne´es simule´es ont permis de valider l’approche retenue ainsi que l’algo-
rithme propose´ avec des re´sultats se situant dans des normes acceptables pour un ope´rateur.
Selon notre point de vue, le deuxie`me axe important sur lequel doit eˆtre base´e la nouvelle approche
d’inge´nierie concerne la planification des re´seaux. Pour cette raison, nous avons de´taille´ nos contribu-
tions sur l’optimisation du routage IP dans le chapitre 3 de ce me´moire. La recherche des me´triques
IP permettant d’obtenir des performances optimales est un proble`me combinatoire connu pour eˆtre NP
difficile. Nous avons alors propose´ un nouvel algorithme donnant des solutions incre´mentales de bonne
qualite´ dans des temps de calculs plus faibles que ceux des algorithmes existants. L’aspect incre´mental
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des solutions propose´es permet leur configuration aise´e par les ope´rateurs. Nous avons e´tendu l’algo-
rithme incre´mental de re´fe´rence pour proposer des solutions plus performantes mais dans des temps de
calcul rallonge´s d’une part, et d’autre part proposer un routage robuste tenant compte des pannes.
Etant donne´e l’utilisation massive du protocole MPLS pour le routage dans les cœurs de re´seau,
nous avons justifie´, dans le chapitre 4, l’inte´reˆt de l’optimisation des me´triques IP. Nous avons alors
montre´ sur plusieurs exemples varie´s que l’optimisation des me´triques IP permet une meilleure utili-
sation des ressources que les LSP lorsque ceux-ci sont configure´s de manie`re usuelle. Une configura-
tion plus fine des LSP et de leurs FEC peut cependant mener a` une utilisation efficace des ressources.
Ne´anmoins, meˆme si un algorithme performant de placement des LSP peut eˆtre utilise´ (ILSP), la dif-
ficulte´ de bien de´finir les FEC est un proble`me qui persiste. De part les tests effectue´s, nous avons
e´galement conclu que l’optimisation des me´triques IP est un pre´alable inte´re´ssant au placement des
LSP par des techniques automatiques telles que LDP ou PCalc.
Planifier un re´seau pour qu’il puisse supporter certains volumes de trafics revient a` choisir son rou-
tage certes, mais aussi a` de´cider quelles capacite´s doivent eˆtre affecte´es aux liens de la topologie. Dans
le chapitre 5, nous avons donc propose´ une nouvelle approche du proble`me du dimensionnement des
re´seaux. La formulation de ce nouveau proble`me est notre contribution principale et se distingue des
travaux ante´rieurs par la prise en compte de contraintes mate´rielles et par l’utilisation de couˆts re´alistes.
Nous avons propose´ un algorithme exact pour re´soudre ce proble`me combinatoire. Cependant, pour
contourner les proble`mes de passage a` l’echelle, nous avons aussi propose´ une heuristique aux temps
de calcul faibles. Lors de nos diffe´rents tests, nous avons montre´ l’inte´reˆt d’integrer les contraintes
mate´rielles pour pouvoir fournir une solution configurable par la suite. Nous avons aussi obtenu des
gains e´conomiques conse´quents graˆce a` la prise en compte du mate´riel existant.
Enfin, nous avons expose´ dans le chapitre 6 diffe´rentes contributions concernant le logiciel NEST
de la start-up QoS Design avec laquelle j’ai travaille´ dans le cadre d’une bourse Cifre. Comme nous
l’avons explique´, ces contributions portent principalement sur des e´volutions importantes du moteur de
routage ainsi que sur une analyse facilite´e de la re´silience et sur l’inte´gration des trafics radio 2.5/3G.
De plus, toutes les contributions traite´es dans les chapitres pre´ce´dents ont e´te´ inte´gre´es dans ce logiciel.
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Re´sume´
Les re´seaux IP sont devenus des syste`mes re´ellement critiques, l’interruption du service fourni par le
re´seau ou meˆme une de´gradation significative de la qualite´ de service e´tant de moins en moins tole´rables.
Une nouvelle approche de l’inge´nierie des re´seaux devient des lors ne´cessaire, pour concevoir, plani-
fier et controˆler les architectures IP sur la base des informations de supervision. Nos contributions a
cette nouvelle approche portent sur l’estimation du trafic a partir des mesures de charges SNMP, sur
l’optimisation des me´triques de routage IP et sur le dimensionnement d’infrastructures. Les mode`les et
algorithmes de´veloppe´s prennent en compte de nombreuses contraintes technologiques dans le but de
fournir des solutions ope´rationnelles.
IP networks have become critical systems in the last decade : service interruptions or even signifi-
cant service degradations are less and less tolerable. Therefore, a new network engineering approach is
required to help design, plan and control IP architectures on the basis of supervision information. Our
contributions to this new approach are related to traffic matrix estimation from SNMP link loads, to IP
routing weights optimization and to network dimensioning. The models and algorithms proposed in this
thesis take into account many technological constraints in order to provide operational solutions.
Mots cle´s : Optimisation, Routage, Dimensionnement, Internet, Re´seaux IP, MPLS, Inge´nierie des
re´seaux.
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