The solution of complex many-body lattice models can often be found by defining an energy functional of the relevant density of the problem. For instance, in the case of the Hubbard model the spin-resolved site occupation is enough to describe the system total energy. Similarly to standard density functional theory, however, the exact functional is unknown and suitable approximations need to be formulated. By using a deep-learning neural network trained on exact-diagonalization results we demonstrate that one can construct an exact functional for the Hubbard model. In particular, we show that the neural network returns a ground-state energy numerically indistinguishable from that obtained by exact diagonalization and, most importantly, that the functional satisfies the two Hohenberg-Kohn theorems: for a given ground-state density it yields the external potential and it is fully variational in the site occupation.
The interest in lattice DFT is twofold. On the one hand, it provides a scalable numerical platform to investigate strongly correlated inhomogeneous systems as they approach the thermodynamic limit 6, 7 . On the other hand, it allows one to explore fundamental questions common to any density functional theory, such as the choice of the reference system in the construction of the energy functional 8 , the origin of the Mott gap 9 , the effects of strong correlation in quantum transport [10] [11] [12] , the extension to the time domain [13] [14] [15] . For some lattice models exact solutions exist. These typical concern the homogeneous case 16 , but they do not generalise to the inhomogeneous one 17 . Importantly, lattice DFT offers the ideal theoretical framework to treat on the same footing both the homogeneous and inhomogeneous problem, as we are now going to explain.
Let us consider, as an example, the standard onedimensional Hubbard model. The Hamiltonian operator writesĤ
whereT = −t iσ (ĉ † i+1,σĉ iσ +ĉ † iσĉ i+1,σ ) is the kinetic energy with hopping parameter t,Û = U i=1n i↑ni↓ is the Coulomb repulsion of strength U > 0, and the last term describes the interaction with an external potential {v i }. If v i = v 0 for every site i, one has the homogeneous case. The first Hohenberg-Kohn theorem establishes the existence of an energy functional,
where F [{n iσ }] is universal and independent from the external potential, v i . This means that there is a one-toone correspondence between the density and the external potential, namely the knowledge of the former is enough to uniquely determine the latter. Since the functional is universal, lattice DFT can be applied identically to both the homogeneous and the inhomogeneous problem. 
GS
iσ }] = E GS . As for standard DFT even in the lattice case the exact functional is not known and approximations need to be formulated. These vary depending on the specific problem and usually proceed by interpolation from know exact solutions. Here we take a completely different approach and we construct an exact functional by using a machine learning model trained on exact diagonalization results. Machine learning (ML) models form a large arXiv:1810.12700v1 [cond-mat.str-el] 30 Oct 2018 class of algorithms, which have been traditionally used for data processing and analysis. Recently these numerical techniques have found a common place in many-body problems 18 , phase transitions 19-21 , Green's functions calculation 22 , and in the solution of single-particle problems in an arbitrary potential 23 . "Supervised" ML algorithms construct a one-to-one correspondence between vectors or between vectors and scalars. We can then formulate the search for the energy functional as a ML problem, namely we can search for a non-analytic function, f ML , which associates to a given density (the vector of site occupation {n iσ }) the corresponding energy. In particular our strategy consists in solving exactly the many-body problem for a set of different randomly chosen external potentials, {v i }, and then to use the calculated ground-state density and ground-state energy to define the ML model. In practice we compute
where |Ψ GS is the many-body ground-state wave function. The fact that we use a set of random external potentials effectively allows us to explore a broad range of densities, and hence to map accurately the functional.
We apply our strategy to the one-dimensional Hubbard model for a system of L = 8 sites arranged in a ring geometry (periodic boundary conditions). Furthermore we restrict ourself to the paramagnetic quarter filling case, where the the total number of electrons is N = 4 and we have N ↑ = N ↓ = 2. In order to fully determine the model we set 24 U = 4 and t = 1 and, as mention before, we construct the dataset for the ML model by exact diagonalization 25 . The random external potential is taken according to a uniform distribution with v i ∈ [−W, +W ]. In particular we have constructed several external potential distributions with W varying between 0.005t and 2.5t. Furthermore, in order to prevent the dataset from having large fluctuations in the total energy we neglect potentials yielding to total energies 0.15t larger than that of the homogeneous case. Note that the SU (2) symmetry of the problem and the condition N ↑ = N ↓ also guarantee that the local site occupation remains spin unpolarised, namely we have n i↑ = n i↓ . This means that in the special case investigated here the functional depends only on one of the two spin densities, for instance on {n i↑ }.
In order to increase the size of the dataset without performing further exact diagonalization steps we include configurations obtained from the calculated ones by applying the allowed symmetry operations. In particular for any potential v i the mirror-symmetric potential v i → v L+1−i yields a mirror-symmetric charge density with identical total energy. A similar situation applies to potentials obtained by translation, namely v i → v i+1 . Examples of the charge density profiles obtained with such symmetry operations are presented in the inset of Fig. 1 . The addition of such configurations drastically improves the ML model. The improvements has two main origins. On the one hand the dataset is larger. On the other hand the inclusion of the degenerate configurations allows the model to learn about the symmetries of the system.
In the construction of the ML model the dataset is split into four mutually exclusive subsets. The training set, containing 52,500 samples, is used to train the model. The validation set, containing 26250 samples, is employed to select the best ML model. The test set, also containing 26250 samples, serves to estimate the generalization error of the model, namely how well it performs on new data never seen before. Finally we set aside 100 configurations to test the gradient descent scheme for the demonstration of the second Hohenberg-Kohn theorem. These latter configurations are chosen uniformly over energy such that the entire range is explored. The structure of our dataset is presented in Fig. 1 . In the figure we plot the ground-state total energy as a function of the euclidean distance of the corresponding charge density with respect to that of the homogeneous case, n iσ = 1/4. Larger euclidean distances are associated to the choices of external potential with larger fluctuations. As expected, the distribution of total energies gets broader as the deviation from the homogenous case gets larger. Note that the homogeneous case, v i = 0, is associated to the minimum of the distribution, where we have
FIG. 1. (Color online)
Structure of the data used to construct the ML model. We plot the ground-state total energy as a function of the euclidean distance of the corresponding charge density with respect to that of the homogeneous case, niσ = 1/4, for a large selection of external potentials, {vi}. The total energy is measured with respect of that of the vi = 0 case, which corresponds to E homo = F [{1/4}]. Note that the data points in the main plot are those generated numerically and do not consider the symmetries of the system. In the insert we show examples of charge densities constructed from a given one (dashed line) by applying the symmetry operations of the system: mirror symmetry (blue line) and the translational symmetry (green line).
After having tested a few ML models we have opted for a convolutional neural network, which is found to perform better than standard neural networks 26 . All the machine learning algorithms have been implemented by using the Keras python package 27 . In the convolutional neural network in order to fully capture all the information we extend each of the occupation vectors, by adding their first k components on to the end of the vector, thus creating a L + k component-long vector. In doing so k is the size of the one-dimenisonal convolution window, in our particular case k = 3. This procedure allows us to encode the interaction between the sites at the end and the sites at the beginning of the vector. The convolution neural network used has 8 convolutional filters, followed by 2 fully connected layers each with 128 units and finally an output layer.
The accuracy of our ML model can be appreciated by looking at the upper panel of Fig. 2 , where we present the residual of the predicted F [{n
GS
iσ }], namely F GS exact − f ML , calculated over the test set against the predicted results. From the figure it can be clearly appreciated that the ML model is almost indistinguishable from the exact functional. Its mean error over the entire test set is in fact 0.0002t, namely it is of the order of 0.02%. This remarkable accuracy confirms that the functional has been fully learned by our ML model.
FIG. 2.
Numerical accuracy of the ML model measured by the residuals, namely the difference between a predicted quantity and its exact value. In the upper panel we show the residual of fML as a function of the corresponding exact-diagonalization result for the entire test set. The model is almost indistinguishable from the exact results, demonstrating that fML is the exact functional. The mean absolutely error is 0.0002t, namely it is about 0.02%. In the lower panel we present a numerical demonstration of the first Hohenberg-Kohn theorem. The residual of the external potential at site i = 2, measured with respect to that at site i = 1,ṽ1 = v2 − v1, is plotted against the exact value for the entire test set. The mean absolute error is 0.001t. Similar curves can be obtained for the other on-site energies.
We now proceed to demonstrate that the ML functional, f ML , satisfies both the Hohenberg-Kohn theorems. The first Hohenberg-Kohn theorem states that the ground state density uniquely determines the external potential up to a constant 2 . In order to numerically demonstrate the theorem we take the convolutional neural network constructed before and we generate as an output a seven-component vector. This contains the external potential, namely the on-site energies {v i }, which are measured by imposing that the potential of the first site is v 1 = 0. Such constrain ensures that that all the potentials are determined with the same constant. In other words our constant-rescaled external potential is the vectorṽ
The numerical proof of the first Hohenberg-Kohn theorem is presented in the lower panel of Fig. 2 , where we compare the residual of the first component ofṽ, namelỹ v 1 = v 2 − v 1 , against the exact results. As before the agreement over the entire test set is nearly perfect with a mean absolute error of 0.001t. Similar agreements are found for the other on-site energies, so that one has to conclude that 0.001t is the precision of our ML model to determine the external potential.
Finally we proceed to demonstrate the second Hohenberg-Kohn theorem, namely we show that the ground-state energy can be found as the minimum of the universal functional at the ground-state density. Strictly speaking this information was not explicitly used in the construction of our ML functional, since f ML interpolates only at the ground state and not around it. However, since our data set includes a vast number of external potentials, it includes a vast number of different densities. As such f ML has been de fact constructed by extensively exploring the entire density landscape. The minimization of the energy functional (2) is carried out by gradient descent 26 . The generic derivative of E[{n iσ }] writes
where the gradient of the ML model, F [{n iσ }] = f ML , is estimated by using second order finite-differences. The search for the minimum must also satisfy two conditions, namely 0 ≤ n iσ ≤ 1 and particle conservation,
The first condition is imposed by simply halting the gradient descent algorithm, whenever it is violated. In contrast the second one is enforced by normalizing the occupations after each update.
The accuracy of the computed site occupations is measured as
where n exact iσ is the exact site occupation and the second equality follows from n i↑ = n i↓ . Similarly we compute the difference in energy from the reference system. In particular we perform two tests. In the first one we set (7)] as a function of the distance of the initial quantity from the exact one. Note that when searching for the homogeneous density/energy (blue dots) the gradient descent algorithm appears more accurate than when looking for the inhomogeneous one (green dots). The two lower panels show examples of the converged occupations, when searching for the ground state density of either the homogeneous (left) or the inhomogeneous (right) system. the external potential to v i = 0 and search for {n iσ } and F [{n iσ }] corresponding to the homogeneous case starting from a random non-homogeneus occupation. In the second one we start from the homogeneous occupation and test the convergence to {n GS iσ } corresponding to the inhomogeneous potential v i = 0. Such exercise is performed over the gradient descent set (100 samples) and the results are presented in Fig. 3 .
The two top panels demonstrate that f ML is variational. In these we show the difference in the energy (left-hand side panel) and site occupation (right-hand side panel) between the expected exact values and that found by gradient descent, with respect to their initial value. This effectively explores how well f ML has learned about the energy functional landscape, and looks at how close it converges to the ground-state energy and occupation as a function of how far the initial occupation/energy was. We use blue dots when searching for the ground state of the homogeneous case and green ones for that of the inhomogeneous. If f ML is exact all dots will be on an horizontal straight line at zero. In general we find that the ground-state quantities (energy and density) are reached within a few percent regardless of their initial value. When searching for the ground state of the homogenous system the error is minimal and almost independent from the initial condition. In contrast the search for {n GS iσ } and E GS corresponding to an inhomogeneous potential is less accurate and the average error grows linearly with the distance from the initial occupation from the final one.
The two lower panels instead display two examples of converged site occupation. The left-hand side panel show that one can recover the homogeneous occupation when the gradient descent starts from an inhomogeneous one, while that on the right-hand side depicts the opposite, namely that an almost exact inhomogeneous occupation can be found by starting from the homogeneous one.
In conclusion we have used machine learning to construct the exact energy functional for the inhomogeneous Hubbard model. This is provided by a convolutional neural network constructed over exact results obtained by exact diagonalization. The functional appears numerically indistinguishable from the exact solutions and satisfies both the Hohenberg-Kohn theorems, namely it establishes a one-to-one correspondence between the site occupation and the external potential, and it is variational. Here the functional was constructed for the quarter filling diamagnetic case, but the same procedure can be applied to any filling factors and number of sites, including the possibility to describe magnetic ground states. Our results demonstrate that ML can be used to define exact density functional theories and offer the potential to be expanded to other lattice and continuous models.
