The adjective cognitive especially in conjunction with the word computing seems to be a trendy buzzword in the artificial intelligence community and beyond nowadays. However, the term is often used without explicit definition. Therefore we start with a brief review of the notion and define what we mean by cognitive reasoning. It shall refer to modeling the human ability to draw meaningful conclusions despite incomplete and inconsistent knowledge involving among others the representation of knowledge where all processes from the acquisition and update of knowledge to the derivation of conclusions must be implementable and executable on appropriate hardware. We briefly introduce relevant approaches and methods from cognitive modeling, commonsense reasoning, and subsymbolic approaches. Furthermore, challenges and important research questions are stated, e.g., developing a computational model that can compete with a (human) reasoner on problems that require common sense.
Introduction to Cognitive Reasoning
In this paper we give a personal view to the relatively new research field of cognitive reasoning. Although the notion has been used several times in the scientific community, surprisingly there is apparently no generally agreed definition of the term and field. At least no rigorously formal definition of the compound term exists. We found books such as [4] and [30] and research papers like [57] , none of which contains a concise definition. There are lectures like Humanoid Cognitive Reasoning by Gordon Cheng at TU München in the summer term 2019, 1 workshops like the one on Formal and Cognitive Reasoning, 2 or the project CoRg-Cognitive Reasoning, 3 but again, the corresponding webpages do not provide an explicit definition of the term.
On the other hand, we found many nouns to which the adjective cognitive was attached like, e.g., cognitive computing, cognitive robotics research, cognitive intelligence, cognitive semantics, cognitive programs, cognitive programming, cognitive architectures, cognitive assistant, cognitive compatibility, or cognitive models. Sadly, no concise definitions seem to exist here as well.
The authors are mentioned in alphabetical order.
From Cognitive Computing ...
From the just mentioned terms, maybe the term cognitive computing has gained the most attention in recent years [69] . It was established by IBM, intended to supersede more or less the notions artificial intelligence and machine learning. It became a trendy buzzword after IBM's Watson project which was able to beat the best human players in the quiz game "Jeopardy" [28] . A definition is provided by IBM: "Cognitive Computing are systems that learn at scale, reason with purpose and interact with humans naturally. It is a mixture of computer science and cognitive science-that is, the understanding of the human brain and how it works. By means of self-teaching algorithms that use data mining, visual recognition, and natural language processing, the computer is able to solve problems and thereby optimize human processes." 4 It appears to us very likely that the marketing people from IBM led the way with this formulation.
From a more technical perspective, cognitive computing can be characterized as a method at the intersection of artificial intelligence and cognitive science. It is inspired by cognitive processes in the human mind and brain and has been developed to foster an easier and more natural interaction level for the human user. What are the characteristics of human information processing?
-Multiple knowledge formats: There is a modality-specific type of information, e.g., visual information is maintained and processed differently from aural processes. This is one basic principle that is realized in different cognitive architectures such as ACT-R The term cognitive computing has also been used to refer to new hardware and/or software that mimics the functioning of the human brain. 5 In this context, neuromorphic hardware [45, 56] is considered which is the result of the exploration of unconventional physical substrates and nonlinear phenomena. 6 The goal in this context is to simulate the brain, which usually means building artificial neural networks, in particular recurrent networks with high connectivity. This leads to the field of reservoir computing [52] , where a reservoir denotes a set of hidden neurons with more or less random dynamics.
...to Cognitive Reasoning
But now: What is cognitive reasoning?
According to [49] (see also Wikipedia 7 ) "reason is the capacity of consciously making sense of things, establishing and verifying facts, applying logic, and changing or justifying practices, institutions, and beliefs based on new or existing information".
Reasoning is associated with thinking, cognition, and intellect. It may be subdivided into forms of classical logical reasoning: deductive reasoning, inductive reasoning, abductive reasoning; non-classical logical reasoning: analogical reasoning, commonsense reasoning, defeasible reasoning, probabilistic reasoning; and other modes of reasoning such as counterfactual reasoning, intuitive reasoning, and verbal reasoning. Reasoning is based on knowledge and beliefs, but knowledge may be incomplete and beliefs may be incorrect; inconsistencies may arise. Knowledge must be acquired or learned, beliefs must be revised and updated, and preferences, likes and dislikes must be taken into account.
The Oxford Dictionary defines cognition as the mental action or process of acquiring knowledge and understanding through thought, experience, and the senses. Cognition refers to functions of the (human) brain and other biological processes. However, cognitive theories need not necessarily involve the brain or biological processes, but may describe their behavior in terms of information flow or function.
In the light of the above notions we define cognitive reasoning as modeling the human ability to draw meaningful conclusions despite incomplete and inconsistent knowledge. The modeling involves the (symbolic or subsymbolic) representation of knowledge, the acquisition and updating of the knowledge, as well as all computational processes of deriving conclusions from the given knowledge. All processes from the acquisition and updating of knowledge to the derivation of conclusions must be implementable and executable on appropriate hardware (cf. [54] ).
Note that the notion of modeling, especially in cognitive science, has a long tradition. As pointed out by McClelland [55] "...[models] are explorations of ideas about the nature of cognitive processes". With this rather broad understanding of the notion of modeling it is not mandatory to build a theory about how humans are generating a certain cognitive ability. We also include approaches modeling just the ability itself.
Approaches and Methods
This section presents various methods for the design of cognitive reasoning systems.
Cognitive Modeling
Cognitive modeling is an interdisciplinary field using methods from computer science, artificial intelligence and cognitive psychology to develop computational models for human cognitive processes. For many years, a core goal has been to develop a unified theory of cognition [2, 3] , i.e., a theory of cognition that comprises a general data structure and realizes the idea of a general problem solver [64] . The theory should be computational in that solutions to human reasoning tasks are computed, integrated in that different human reasoning tasks can be modeled by the theory without changing the theory, and adequate in that it correspond as closely as possible to what humans are doing when solving a reasoning task. Models of cognitive reasoning can comprise several levels: these can be heuristic [34, 35] , probabilistic [65] , logically rule-based inspired (including non-monotonic and non-classical logics) [14, 76] , or model-based (e.g., [14, 46, 83] ).
Today such a system would be of great interest due to its application at the interface between human and artificial agents. However, even after many years, the current research appears to be only in its initial stages. In a meta-study on human syllogistic reasoning, Khemlani and Johnson-Laird have compared 12 theories and have concluded that "the existence of 12 theories of any scientific domain is a small desaster ...if psychologists could agree on an adequate theory of syllogistic reasoning, then progress towards a more general theory of reasoning would seem to be feasible ...if researchers were unable to account for syllogistic reasoning, then they would have little hope of making sense of reasoning in general" [48] . This is not the place to discuss the major cognitive theories in detail and we refer the interested reader to [48] for an overview. But we would like to briefly introduce a novel cognitive theory which has recently outperformed the 12 theories mentioned above on human syllogistic reasoning [24, 66] : the weak completion semantics. The weak completion semantics is an integrated and computational cognitive theory, based on ideas initially proposed by Stenning and van Lambalgen [82] . It is mathematically sound [43] , has been applied to various human reasoning tasks like the suppression task [20] , the selection task [21] , the belief-bias effect [70] , and ethical decision tasks [40] , and can be implemented in a connectionist setting [22] (see also Sect. 2.3).
Given a human reasoning task, the first step within the weak completion semantics is to construct a logic program representing the task. The construction of these programs is based on several principles, some of which are well-established like using licenses for inferences [82] , existential import, or Gricean implicature, whereas others are novel like unknown generalization. If interpreted under the threevalued logic of [53] , the programs have a unique supported model which can be computed by iterating the semantic operator introduced in [82] . Reasoning is performed and answers are computed with respect to these models. Skeptical abduction is added if some observations in the given human reasoning task can not be explained otherwise. For an introduction into the weak completion semantics see [23] .
Cognitive modeling can include specific assumptions about the architecture of human cognition. This is often realized by a symbolic or hybrid cognitive architecture that consists of modules and specific assumptions about the way information is processed, e.g., ACT-R [2, 3] or SOAR [63] . Some cognitive models are implemented in such architecture frameworks, using the specifics of the architecture's data structure (e.g., chunks or cognitive bottlenecks) especially, if these models aim to explain or predict the outcome of human cognitive processes.
In the last years generally (at least) two modes of cognitive reasoning have been assumed: a fast, heuristic, and rather parallel process, often called System 1 and a slow, analytic and sequential process often called System 2 [26, 27, 47] . Recently, this analogy has been exploited for the connection between machine learning being a System 1 approach and (symbolic) artificial intelligence being a System 2 approach. Humans are quite flexible in using any of these approaches and so there is a large variety of models. A model is not only considered to be "good" if it predicts what a human reasoner does, but more is required: (i) the models need to make precise and testable hypotheses about cognitive processes in general and (ii) explain the process outcomes of the models (at the level of strong machine learning [61] including intermediate steps [80] ).
Commonsense Reasoning
In recent years, numerous benchmarks for commonsense reasoning have been presented. Commonsense reasoning in general can be understood as the sort of everyday reasoning humans typically perform about the world [60] . The areas of the benchmarks are broad and include textual entailment [11] , human causal reasoning [77] , completing narratives [59] , and linguistic tasks such as word sense disambiguation in particularly difficult cases [51] , to name just a few. Although the focus of the individual benchmarks is different, most individual problems have a similar structure: A (short) text describes a situation for which a question is asked and is presented with several possible answers from which the correct answer is to be determined. See Fig. 1 for an example from the Winograd Schema Challenge [51] .
Most of the approaches that consider these benchmarks are subsymbolic in nature (see Sect. 2.3). In the following, we will discuss the problems that symbolic approaches to commonsense reasoning benchmarks have to face.
What all benchmarks have in common is that they require a great deal of background knowledge, including people's everyday (commonsense) knowledge. This knowledge is broad and contains, for example, knowledge about everyday physical relationships like "usually, things you throw down fall down" but also knowledge about interpersonal relationships. Such background knowledge can be in the form of first-order logic knowledge bases, ontologies, knowledge graphs or text given in natural language. Ideally, symbolic approaches do not only rely on one possible source of background knowledge, but are able to combine heterogeneous sources of background knowledge.
Nutcracker, for instance, is a pipeline for natural language understanding based on the Boxer system [16] that translates text into first-order logic formulae and tries to find a proof for the given task with the help of an automated theorem prover. The Nutcracker system allows to include first-order logic knowledge bases as background knowledge into the pipeline. By default, it uses a knowledge base created from hypernymy and synonymy relations found in WordNet [58] . Even if the Nutcracker pipeline is equipped with a disambiguation tool and other axioms derived from FrameNet [8] , Nutcracker's results on textual entailment benchmarks are not encouraging. The main problem is the lack of background knowledge [68] : Only a small part of the knowledge represented in WordNet and FrameNet is actually commonsense knowledge which causes the reasoner of the Nutcracker pipeline to struggle with incomplete knowledge.
Unlike the Nutcracker pipeline, which aims at solving problems by having a reasoner construct a proof, the reasoner used in the CoRg project, the first-order logic theorem prover Hyper [9, 10] , is only used to conduct some useful inferences. This (potentially partial) model is being studied by machine learning techniques to find out what possible answer the inferences points to. Involving machine learning is supposed to remedy the problem of incomplete background knowledge. Although WordNet together with OpenCyc [50] or Adimen-SUMO [1] are considered as background knowledge in the CoRg project, the results on the benchmarks considered cannot keep up with the results of subsymbolic methods. This is attributed to the still incomplete background knowledge, because OpenCyc and Adimen-SUMO represent taxonomic knowledge rather than commonsense knowledge. Recent experiments [12] describe an approach integrating word embeddings into the selection process of background knowledge resulting in a selection which is able to select parts useful for a certain commonsense problem from a big knowledge base.
Subsymbolic Approaches
Cognitive reasoning is often combined with machine learning, because logical reasoning alone is not sufficient to handle commonsense reasoning tasks, in particular if the problems are given in natural language and not by logic programs or similar formulations. Within commonsense reasoning tasks, recurrent networks with LSTM (long shortterm memory) [39] are a promising strategy. They achieve a success rate of up to 84% on benchmarks like the machine comprehension task in SemEval 2018 [67] . It is a collection of narrative texts, questions of various types referring to these texts, and pairs of answer candidates for each question. It comprises 2119 such texts and a total of 13,939 questions. Most of the teams participating in the machine comprehension task used neural approaches in combination with ontological knowledge like ConceptNet [81] . One drawback of machine learning, especially neural networks, is that many examples are needed for training. However, this problem can at least partially be overcome by unsupervised pre-training with natural-language data (cf. [18, 72] ).
From a behavioral point of view, pure machine learning approaches are able to solve commonsense reasoning tasks. However, there is no representation of the reasoning process and, hence, no explanation in these systems. The reason is that machine learning with deep learning neural networks [36] works as a black box only. Cognitive reasoning gives us explanations of answers in addition. Explainable artificial intelligence generally is artificial intelligence that is programmed to describe its purpose, rationale and decision-making process in a way that can be understood by most people [79] . In this context, post-hoc and ante-hoc analysis can be distinguished [44] : Models of the former type explain the given answer afterwards, e.g. by inspecting a learned neural network, while in the other case the model itself is explanatory, e.g. a first-order formulae set or a logic program. In order to achieve this goal, reasoning techniques from the fields of deduction, logics, and nonmonotonic
The trophy would not fit in the brown suitcase because it was too big (small). What was too big (small)? Answer 0: the trophy Answer 1: the suitcase Fig. 1 Example from the Winograd Schema Challenge. The difficulty of these problems becomes clear when you consider that replacing the word big with the word small changes the answer to be given, although the sentence has not changed syntactically reasoning can be employed and combined with machine learning. Machine learning can be used as a subsystem to improve the reasoning process.
This has been called the neural symbolic cycle (see e.g. [7, 13, 30, 38] ). Given declarative knowledge in the form of a logic program, it was first shown in [41] that such knowledge can be compiled into a feed-forward network of binary threshold units computing the immediate consequence operator [5] of the given logic program. Turned into a recurrent network by connecting the output layer of the feed-forward network to its input layer, the recurrent network computes the least fixed point of the immediate consequence operator, which is equal to be the least model of the given logic program. Reasoning is performed with respect to this least model. As first shown in [31] the logic program can also be compiled into a feed-forward network of sigmoidal units such that the network becomes trainable using backpropagation. In other words, the immediate consequence operator of a logic program can be learned. After training, however, an updated logic program needs to be extracted to obtain declarative knowledge again. There are various approaches for extracting rules from trained artificial neural networks [19] which can be applied to obtain explanations in the sense of explainable articial intelligence. The initial approach has been extended in various ways (see e.g. [32, 33, 42, 61] ) including commonsense or nonmonotonic reasoning approaches (cf. Sect. 2.1 and 2.2). Recently, the weak completion semantics has also been mapped onto articial neural networks [22] .
Challenges, Competitions, and Theoretical Research Questions
To foster research and scientific progress in the field of cognitive reasoning, we propose some interesting challenges. Our goal here is to start a discussion in the field based on a necessarily incomplete list of challenges. This strategy has been especially fruitful in leading to progress in mathematics or generally in artificial intelligence, e.g., in action planning 8 or specifically in theorem proving [85] . We first propose some computational modeling challenges that have a clear task and some benchmark data.
Computational Modeling Challenges
We summarize in the following different domains that have been established. [78] , SemEval [67] , StoryClozeTest [59] 5. Domain of combining reasoning and machine learning in one integrated framework:
(a) Task: extract explanatory models from black-box approaches leading to general explainable artificial intelligence systems (b) Benchmarks: TPTP [84] Pure machine learning approaches are successful in some natural-language benchmarks (cf. Sect. 2.3) but usually lack explanations, whereas 1 3 automated reasoning often requires completely formalized input, e.g. by first-order logic. The challenge is to combine both worlds.
Research Questions
In the following we discuss some questions that are relevant for identifying the characteristics of human cognitive reasoning.
Mental Representations
Preference effect. If information is not specific enough allowing for the construction of several possible models then human reasoners in spatial reasoning often prefer to construct a specific representation that is minimal with respect to the number of mental operations [75] . This preference effect has been shown for other domains as well [74] . A challenge is to identify, when and how indeterminate descriptions lead to such preferred representations and to show how these depend on working memory descriptions. 
Inference Mechanisms
In all applications of the weak completion semantics, skeptical abduction has been adequate whereas credulous abduction has led to answers which were not given by humans.
The computation of skeptical conclusions is exponential in the number of abducibles. Hence, in extended reasoning episodes it appears to be unlikely that humans consider all possible explanations. Rather we believe that they consider only a bounded number of explanations and reason skeptically with respect to the considered explanations. But how do humans restrict the number of possible explanations? Do they prefer some explanations over others? If so, what does the preference relation look like?
Consciousness
Consciousness certainly plays an important role in the nature of human intelligence. It is a a topic in literature, philosophy and, of course, in psychology. In philosophy the qualia problem, i.e., the problem of making a subjective personal conscious experience, is discussed extensively. The question is whether or not it is possible to experience "what is it to be a ..."-for the most famous example in [62] : "What is it like to be a bat?" Of course there are also arguments against qualia, a very prominent opponent is Daniel Dennett, who is arguing against qualia from a neuroscience viewpoint and by results from experiments that every experience is combined with a neural process [17] .
In artificial intelligence and cognitive science there are various approaches towards an operational definition of consciousness. Don Perlis and his co-authors aim at operalizations via building intentionality into artificial intelligence systems. By this, agents would be able to be aware that their actions are done by them and that their body is theirs [71] . Another approach offers consciousness as a method for handling the vast amount of knowledge a cognitive system has to deal with: The global workspace theory of John Baars [6] which can be easily described by a theater metaphor. There are agents (i.e. sensor inputs) on a stage which are trying to get into the bright spotlight of attention. There is a lot of personnel behind the scene, like authors, technicians or directors who help keeping the theater running. And there is a huge audience in the dark, which represents the knowledge about the world and about past experiences. This entire theater can be understood as consciousness. For more details and how this can be operationalized within a cognitive reasoning system, see [29] .
Altogether, reasoning in cognitive systems obviously can benefit from both approaches towards an operational definition of consciousness as described above.
Summary
Cognitive reasoning is a highly interdisciplinary field: Methods from cognitive science, articifial intelligence, automated deduction, philosophy and psychology are applied. In contrast, to a superficial perspective, it neither aims at just modeling human reasoning nor is it just focusing on a general rational optimal reasoning process. It is rather motivated by the insight that humans can demonstrate a specific way of thinking that has qualities that go beyond existing logical formalisms. But it provides features like explainability, nonmotonicity, and generalizabilty across domains that existing approaches from artificial intelligence and machine learning have not yet demonstrated.
