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Abstract
In this paper, we show that every irreducible 2-dimensional Artin group AΓ of rank at least 3
is acylindrically hyperbolic. We do this by applying a criterion of Martin to the action of AΓ
on its modified Deligne complex. Along the way, we prove results of independent interests on
the geometry of links of this complex.
1 Introduction
Artin-Tits groups were introduced by Tits ([Tit66]), as “extended Coxeter groups”. Consider a
simplicial graph Γ with vertex set V (Γ), and suppose that every edge eab ∈ E(Γ) between two
vertices a and b has integer coefficient mab ≥ 2. The Artin group defined by Γ is the group with
presentation
AΓ := 〈 V (Γ) | aba · · ·︸ ︷︷ ︸
mab terms
= bab · · ·︸ ︷︷ ︸
mab terms
for every edge eab ∈ E(Γ) 〉. (∗)
It is common to say that mab =∞ if a and b are not connected by an edge. The rank of AΓ is the
cardinality of V (Γ), and is assumed to be finite. Similarly, there is a Coxeter group WΓ attached
to Γ, whose presentation is obtained from (∗) by adding s2 = 1 for every generator s in V (Γ). The
two groups are connected through the natural projection AΓ  WΓ that restricts to the identity
on S. The class of Artin groups encompasses a large spectrum of groups, going from free groups
to free abelian groups, and including braid groups (the braid relation corresponds to a coefficient
3).
Coxeter groups are well understood. For instance, they are virtually torsion-free ([Dav08]),
have solvable word and conjugacy problem (this is a consequence of them being CAT(0) groups
([Mou88])), and their center are finite (isomorphic to (Z/2Z)n for some n ≥ 0) ([Hos05]). On the
other hand, most results obtained for Artin groups only concern certain classes. For instance, the
following conjectures remain open, at least in general (see [Cha16] for more questions about Artin
groups):
Conjecture 1.1. Consider an Artin group AΓ. Then:
(1) AΓ has solvable word and conjugacy problem.
(2) AΓ is torsion-free.
(3) The center of AΓ is trivial (if AΓ is non-spherical) or infinite cyclic (if AΓ is spherical).
(4) AΓ satisfies the K(pi, 1) conjecture.
We give here three classes of Artin groups for which substantial progress has been made:
• Spherical Artin groups, namely Artin groups AΓ whose associated Coxeter group WΓ is finite.
• Artin groups of type FC, namely Artin groups AΓ for which every complete subgraph Γ′ ⊆ Γ
generates an Artin subgroup AΓ′ of spherical type. Note that spherical Artin groups and right
angled Artin groups (those whose coefficients are either 2 or ∞) are of type FC.
• Artin groups of dimension 2, where the dimension of an Artin group is the maximal rank of a
spherical Artin subgroup. This class includes the class of large Artin groups (those with coefficients
at least 3). Artin groups of dimension 2 are known to be exactly those for which (Γ is not discrete
and) every triangle in Γ with vertices a, b, c satisfies
1
mab
+
1
mac
+
1
mbc
≤ 1.
Spherical Artin groups are well understood. The existence of a normal form ([Gar69],[EM94],[DP99])
and of a contractible simplicial complex on which the group acts in a good manner (referred as
the Deligne complex and due to Deligne ([Del72])) has highly helped to understand their structure
and geometry. In particular, they are known to satisfy all the above conjectures. Artin groups of
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type FC and of dimension 2 are well-understood as well and satisfy all of the above conjecture, to
the exception of the conjugacy problem.
In more recent years, there has been an increasing interest in understanding the geometry of
Artin groups. In particular, the action of an Artin group on a space with properties that encodes
some kind of non-positive curvature, such as being CAT(0), systolic or acylindrically hyperbolic,
turns out to be particularly interesting. However, the geometry of Artin groups remains very
mysterious. For instance, it is not known in general whether the following conjectures hold:
Conjecture 1.2. Consider an Artin group AΓ. Then:
(1) AΓ is CAT(0), i.e. acts properly and cocompactly on a CAT(0) space.
(2) The central quotient AΓ/Z(AΓ) is acylindrically hyperbolic.
As an example, Coxeter groups are known to be CAT(0) ([Mou88]). There are partial results
to the above conjectures. For instance, Conjecture 1.2.(1) is known to hold for right angled Artin
groups ([CD95]), some classes of 2-dimensional Artin groups ([BC02],[BM00],[Hae19]) or spherical
Artin groups of rank 3 ([B+00]). As regards to Conjecture 1.2.(2), it is known to hold for Artin
groups of spherical type ([CW17]). It is then enough to look at what happens when the group
is non-spherical. In that case, the center Z(AΓ) is conjectured to be trivial (Conjecture 1.1.(3)),
and hence the question essentially comes down to asking whether AΓ is acylindrically hyperbolic.
The notion of acylindricity goes back to ([Sel97]) and gives conditions on the size of stabilizers
associated with group actions on trees. In the more general case of metric spaces, the definition
is due to ([Bow08]): a group G is said to act acylindrically on a space X if for every R ≥ 0, there
exist N > 0, L > 0 such that
∀x, y ∈ X, d(x, y) ≥ L⇒ |{g ∈ G | d(x, gx) ≤ R, d(y, gy) ≤ R}| ≤ N.
A group G is said to be acylindrically hyperbolic if it is not virtually cyclic and has an acylindrical
action on a hyperbolic space. The condition of acylindrical hyperbolicity introduced by Osin
([Osi16]) merges many previously known results, bringing together classes such as mapping class
groups, Out(Fn) for n ≥ 2, many CAT(0) groups and most of 3-manifold groups. Nevertheless,
acylindrical hyperbolicity is still strong enough to ensure interesting properties for the group: for
instance, acylindrically hyperbolic groups are SQ-universal and contains free normal subgroups.
Many classes of Artin groups are known to be acylindrically hyperbolic. For instance, right
angled Artin groups that are not cyclic nor reducible are acylindrically hyperbolic ([Osi16]). In
[CMW19], Charney and Morris-Wright also showed that Artin groups AΓ whose defining graph Γ
is not a join are acylindrically hyperbolic, extending the result of Chatterji and Martin for Artin
groups of type FC whose defining graph has diameter at most 3 ([CM19]). It is also known from
[Hae19] that XXL Artin groups (those with coefficient at least 5) of rank at least 3 are acylindrically
hyperbolic. More recently, Kato and Oguni showed that triangle-free Artin groups and Artin
groups of large type associated to cones over square-free bipartite graphs are also acylindrically
hyperbolic ([KO20]). In [MP19], Martin and Przytycki showed that 2-dimensional Artin groups of
hyperbolic type (whose associated Coxeter groups are hyperbolic) are acylindrically hyperbolic.
Let us recall that an Artin group AΓ is said to be reducible if Γ is a join of two non-trivial
subgraphs such that every edge of the join has coefficient 2. Note that if AΓ is reducible, then it
can be written as a direct product AΓ1×AΓ2 of the groups generated by the two subgraphs, hence
is not acylindrically hyperbolic ([Osi16]). The goal of the present paper is to show the following
extension to some of the previously mentioned results, answering to the question of acylindrical
hyperbolicity for Artin groups of dimension 2 in general:
Theorem A. Every irreducible 2-dimensional Artin group of rank at least 3 is acylindrically
hyperbolic.
Because direct products of infinite groups are never acylindrically hyperbolic, it is clear from
the previous Theorem that the following holds:
Corollary B. Irreducible 2-dimensional Artin groups of rank at least 3 cannot be decomposed as
direct products of infinite groups.
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Recall that 2-dimensional Artin groups are torsion-free. Moreover, acylindrically hyperbolic
groups have finite centers (Corollary 7.2 of [Osi16]). Thus it follows from Theorem A that irre-
ducible 2-dimensional Artin groups of rank at least 3 have trivial centers. This also holds if AΓ is
reducible, as 2-dimensional reducible Artin groups are direct products of free groups, hence have
trivial centers. If AΓ is irreducible and has rank 2 then it is a dihedral Artin group with coeffi-
cient at least 3, and AΓ/Z(AΓ) is virtually a free group ([BM00],[CHR20]), hence acylindrically
hyperbolic.
Putting together everything that we just discussed, we get the following corollary. In particular,
we prove Conjecture 1.2.(2) for 2-dimensional Artin groups, and we give a new proof of Conjecture
1.1.(3), which could already be deduced from [God07] although it is not explicitly stated:
Corollary C. Artin groups of dimension 2 and rank at least 3 have trivial center. Irreducible
Artin groups AΓ of dimension 2 have acylindrically hyperbolic central quotient AΓ/Z(AΓ).
Checking whether an action is acylindrical can be tough, as it essentially comes down to
controlling the geodesics between two metric balls. Instead, one usually looks for an “acylindri-
cal direction” in the action, more precisely a WPD element with a strongly contracting orbit,
from which one can construct an acylindrical action on a larger space (Theorem H,[BBF15]).
That approach was followed to prove the acylindrical hyperbolicity of different classes of groups
([BF],[GS18],[MO15]). That said, this condition remains hard to check when the space acted upon
is not locally compact.
In [CD95], Charney and Davis constructed an analogue of the Deligne complex for non-spherical
Artin groups, called the modified Deligne complex, which turns out to be equally interesting. It
is conjectured that this space always supports a CAT(0) metric. In particular, it was proved that
non-spherical Artin groups whose modified Deligne complex is CAT(0) satisfy Conjecture 1.1.(2)
and Conjecture 1.1.(4). So far, it has been shown that this conjecture holds for Artin groups of
type FC and Artin groups of dimension 2 ([CD95]).
In this paper, we focus on the action of Artin groups of dimension 2 on their modified Deligne
complexes. In general, this action is not acylindrical and the space is not hyperbolic. Unfortu-
nately, the modified Deligne complex is not locally compact either, which make the use of the
above mentioned WPD condition harder. To bypass that problem we will use a criterion from
Martin ([Mar17]) that uses a variant of the WPD condition, generalizing to higher dimension a
result of [MO15] for groups acting on trees. This criterion ensures that under specific hypothesis,
the existence of weakly malnormal local groups associated with actions in non-positive curvature
ensure that the group is acylindrically hyperbolic. We recall that criterion thereafter (in a slightly
more specific case):
Theorem D. ([Mar17], Theorem B) Let X be a CAT(0) simplicial complex, together with an
action by simplicial isomorphisms of a group G. Assume that there exists a vertex v of X with
stabilizer Gv such that:
(1) The orbits of Gv on the link LkX(v) are unbounded, for the associated angular metric.
(2) Gv is weakly malnormal in G, i.e. there exists an element g ∈ G such that Gv ∩ gGvg−1 is
finite.
Then G is either virtually cyclic or acylindrically hyperbolic.
The proof of Theorem A has two major steps. First, we show that if AΓ is not right angled
then there exists a vertex v in the modified Deligne complex DΓ associated to the Artin group
AΓ that satisfies Theorem D.(1). Then, we show geometrically that the stabilizer of this vertex is
weakly malnormal in AΓ, satisfying Theorem D.(2). The result then follows from Theorem D.
The paper is organized as follows. In section 2, we recall some basic definitions, including
complexes of groups and their associated developments. In section 3, we talk about the modified
Deligne complex and give a more precise description of its geometry, and that of its links. In
section 4, we show that for a 2-dimensional Artin group AΓ of rank at least 3 with at least
one large coefficient, the link in DΓ of a vertex with large coefficient has infinite diameter, hence
satisfies Theorem D.(1) (see Proposition 4.4). Moreover, we give a specific criterion on the Garside
normal form of an element g ∈ AΓ which, when satisfied, ensures that the orbit of any point of
LkDΓ(v) under the action of 〈g〉 is quasi-isometrically embedded in LkDΓ(v). This will be used
3
by Hagen-Martin-Sisto to prove that extra-large type Artin groups are virtually hierarchically
hyperbolic ([HMS20]). In section 5, we reduce the question of asking whether a dihedral subgroup
of AΓ is weakly malnormal to a geometric question (see Lemma 5.1). The existence of weakly
malnormal subgroups turns out to be implied by a simple geometric condition on the geodesics
in the complex. We are able to show that this condition holds for all irreducible 2-dimensional
Artin groups of rank at least 3 (assuming they are not free nor right angled, see Lemma 5.7).
In particular, we show that the local group Gv is weakly malnormal in AΓ, i.e. that Gv satisfies
Theorem D.(2). We can then use Theorem D and prove Theorem A as an immediate consequence.
Acknowledgments: I would like to thank Alexandre Martin with whom I had many con-
structive discussions. This work was partially supported by the EPSRC New Investigator Award
EP/S010963/1.
2 Preliminaries
In this section we recall general notions that we will use throughout the paper. In particular, we
talk about complexes of groups and their associated developments.
We begin by making a small remark about the definition of an Artin group that is given in
the introduction:
Remark 2.1. (1) Let Γ be a graph defining an Artin group AΓ, and let Γ′ be a subgraph of Γ.
It is known from [VdL83] that the subgroup of Γ generated by V (Γ′) is isomorphic to the Artin
group AΓ′ , hence we will just write AΓ′ to talk about the subgroup of AΓ generated by V (Γ′).
(2) Let AΓ be either a free group on two generators a and b or a dihedral Artin group, i.e. an
Artin group defined by a graph Γ that only has two vertices a and b and an edge between them.
Then we will just write Aab instead of AΓ.
We now come to the definitions of complexes of groups and their associated developments. For
more information about these notions, we refer the reader to ([BH13], Chapter II.12).
Definition 2.2. A simple complex of groups G(Q) over a poset (partially ordered set) Q
consists of:
(1) For each element σ ∈ Q, a group Gσ called the local group at σ.
(2) For each τ < σ, an injective morphism ψτσ : Gσ ↪→ Gτ such that
τ < σ < ρ =⇒ ψτρ = ψτσψσρ,
i.e. every diagram of maps commute. A simple morphism ϕ from G(Q) to a group G is a map
that associates to each σ ∈ Q a morphism ϕσ : Gσ → G such that if τ < σ then ϕσ = ϕτψτσ.
The map ϕ is said to be injective on the local groups if ϕσ is injective for each σ ∈ Q. The group
Ĝ(Q) := lim
−→
σ∈Q
Gσ,
which is the direct limit of the system (Gσ, ψτσ), is called the fundamental group of the complex
of groups.
Example 2.3. (1) A n-dimensional simplex of groups is a complex of groups over the poset of
the faces of a simplex of dimension n. More precisely, if ∆ is a simplex of dimension n with faces
F1, · · · , Fn, a face of codimension k in ∆ can be uniquely written as
FI :=
⋂
i∈I
Fi,
where I ⊆ {1, · · · , n} is such that |I| = k. Then we associate with every face FI a local group GFI
and to every inclusion FI ⊆ FJ an injective morphism ψFIFJ : GFJ ↪→ GFI . A triangle of groups
is a simplex of groups with n = 2 (see Figure 1 for an example).
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(2) Let AΓ be an Artin group of rank 3. The proper Artin subgroups AΓ′ of AΓ form a poset
that gives rise to a triangle of groups whose fundamental group is precisely AΓ:
Figure 1: Triangle of Artin groups with fundamental group AΓ. The local group corresponding
to the face is {1}, those corresponding to the edges are the cyclic groups 〈a〉 ∼= Z, 〈b〉 ∼= Z and
〈c〉 ∼= Z, and those corresponding to the vertices are the dihedral Artin groups Aab, Aac and Abc.
The maps are just the natural inclusions.
Definition 2.4. Let X be a simplicial complex and let P be the set of its simplices, partially
ordered by inclusion. Let G be a group acting simplicially on X with strict fundamental domain
Y , and let Q := {σ ∈ P | σ ⊆ Y }. From that we can recover a complex of groups G(Q) in the
following way :
• To each element σ ∈ Q corresponds a subgroup Gσ of G which is the stabilizer of σ through the
action of G.
• To every inclusion τ ⊆ σ ∈ Q corresponds a map ψτσ : Gσ ↪→ Gτ that is just the natural
inclusion of the corresponding stabilizers.
The complex of groups G(Q) is then defined to be
G(Q) := {(Gσ, ψτσ) | σ, τ ∈ Q, τ ⊆ σ}.
Notice that the inclusions ϕσ : Gσ → G give a simple morphism ϕ : G(Q)→ G that is injective on
the local groups. A complex of groups G(Q) is said to be developable if there exists a simplicial
complex X and a simplicial action of G on X with strict fundamental domain some subcomplex
Y , such that the complex of groups recovered in the previous way is precisely G(Q).
Definition 2.5. Let Y be a simplicial complex and let Q be the set of its simplices, partially
ordered by inclusion. Let now G(Q) be a complex of groups and let ϕ : G(Q) → G be a simple
morphism to some group G, that is injective on the local groups. The development D(Y, ϕ) of
Y along ϕ is defined by
D(Y, ϕ) := G× Y /∼ ,
where (g, x) ∼ (g′, x′) ⇐⇒ x = x′ and g−1g′ belongs to the local group of the smallest simplex
of Y that contains x. In particular, if G = Ĝ(Q), then the space D(Y, ϕ) is called the universal
cover of G(Q) with fundamental domain Y , and it is connected and simply connected ([BH13],
Theorem II.12.20).
Remark 2.6. Let G(Q) be a complex of groups and let ϕ : G(Q)→ G be a simple morphism to
some group G, that is injective on the local groups. Then G(Q) is developable. Indeed, let Y be
a geometric realization of Q (i.e. the simplices of Y form a poset that is isomorphic to Q), then
the space X := D(Y, ϕ) satisfies all the required properties of Definition 2.4.
3 The modified Deligne complex
This section is dedicated to the modified Deligne complex. We will first recall its definition and
then we will talk about its links and their geometry. The following definition is specific to Artin
groups of dimension 2. The definition in the more general case can be found in [CD95].
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Definition 3.1. Let AΓ be a 2-dimensional Artin group of rank at least 3, and let ∆∅ be a
(|V (Γ)| − 1)-simplex whose codimension 1 faces are labeled as the set {∆a | a ∈ V (Γ)}. In the
barycentric subdivision of ∆∅, we consider the following vertices:
• Type 0: v∅ is the vertex corresponding to ∆∅.
• Type 1: for every a ∈ S, va is the vertex corresponding to ∆a.
• Type 2: for every distinct a, b ∈ S, vab is the vertex corresponding to ∆a ∩∆b.
Let KΓ be the full subcomplex of the barycentric subdivision of ∆∅ spanned by the vertex of type
0, the vertices of type 1, and the vertices of type 2 that satisfy mab < ∞. Notice that KΓ is a
geometric realization of the poset Q of the vertices of type 0, type 1 and type 2 for whichmab <∞.
We define a complex of groups G(Q) over Q in the following way. The local groups associated
with v∅, va and vab are respectively {1}, 〈a〉 and Aab. The natural inclusions of simplices
∆a ∩∆b ⊆ ∆a ⊆ ∆∅
induce natural inclusions of the local groups
Aab ⊇ 〈a〉 ⊇ {1}
that define the maps ψτσ of G(Q). The simple morphism is the map ϕ that associates to any
vertex the natural inclusion of its local group into AΓ. It follows from the definitions that AΓ is the
fundamental group of G(Q), whose universal cover is a 2-dimensional space called the modified
Deligne complex associated to AΓ, and is denoted DΓ.
Let us denote the edges of KΓ by ea if it connects v∅ and va, eab if it connects v∅ and vab and
ea,ab if it connects va and vab. Let us set Tab to be the unique triangle with vertices v∅, va and
vab. Note that Tab and Tba belong to KΓ whenever mab <∞.
We will now try to give a better understanding of KΓ and DΓ, notably in terms of angles and
metrics. Consider a triangle Tab ⊆ KΓ. Let’s now recall the Moussong metric on DΓ as studied
by Charney and Davis ([CD95]). We first define the angles on Tab by the following:
∠vab(v∅, va) :=
pi
2 ·mab
∠va(v∅, vab) :=
pi
2
∠∅(va, vab) :=
pi
2
− pi
2 ·mab
Notice that the angles of Tab add up to pi, so that Tab is an euclidean triangle. We fix the length
of every edge of the form es to be 1. The length of each edge of the form est or es,st can then be
found by the law of sines. The metric on KΓ is the piecewise euclidean metric obtained by gluing
the euclidean metrics from every triangle Tst.
Figure 2: On the left: A graph Γ defining an Artin group AΓ. In the center: The complex of groups
KΓ with fundamental group AΓ, and its local groups. It is obtained by gluing 8 triangles, seen as
a subset of a 3-simplex. On the right: Example of notations for the part of KΓ corresponding to
the triangles Tab and Tba.
Vertices and edges have colors corresponding to the type of their local group (or stabilizer): black
for the trivial group, red for an infinite cyclic group, and green for a dihedral Artin group.
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In light of ([BH13], Theorem II.12.18), the modified Deligne complex associated to AΓ can
also be described as the space
DΓ := D(KΓ, ϕ) = AΓ ×KΓ /∼ ,
where (g, x) ∼ (g′, x′)⇐⇒ x = x′ and g−1g′ belongs to the local group of the smallest simplex of
KΓ that contains x. Note that AΓ acts naturally on itself via left multiplication, and this action
induces an action of AΓ on DΓ by simplicial morphisms with strict fundamental domain KΓ.
Figure 3: On the top-left: A graph Γ defining an Artin group AΓ. On the bottom-left: The com-
plex of groups KΓ with fundamental group AΓ, and its local groups. On the right: Part of the
modified Deligne complex DΓ. For drawing purposes, we wrote K instead of KΓ and didn’t draw
the barycentric subdivision.
Vertices and edges have colors corresponding to the type of their local group (or stabilizer): black
for the trivial group, red for an infinite cyclic group, and green for a dihedral Artin group.
Remark 3.2. Let Γ′ ⊆ KΓ be the graph defined by the vertices of type 1 and 2 and the edges
ea,ab between them. Notice that KΓ is just a cone over Γ′ with apex v, and that Γ′ is simply the
barycentric subdivision of Γ. Thus, KΓ is the cone over the barycentric subdivision of Γ, with
appropriate metric.
Definition 3.3. Let X be a simplicial complex and let v ∈ X. The link of v in X is the set
LkX(v) of simplices of X that are disjoint from v but that belong to simplices of X that contain
v. We endow LkX(v) with the following metric:
∀ simplices σ, τ ∈ LkX(v),∀ x ∈ σ, ∀ y ∈ τ, dLkX(v)(x, y) := ∠v(x, y),
where ∠v(x, y) is the angular distance between x and y (in the sense of [BH13]).
Remark 3.4. Following the previous definitions, a natural question to ask is what do the links
of vertices of DΓ look like ? In light of ([BH13], Construction II.12.24), the link LkDΓ(v) around
a vertex v ∈ KΓ only depends on the development of the local groups around v. More specifically,
the link LkDΓ(v) is isomorphic to the development D(LkKΓ(v), (ψv)e) of the link LkKΓ(v) along
the natural inclusion maps (ψv)e : Ge ↪→ Gv, where e is an edge from v to LkDΓ(v) and e :=
e∩LkKΓ(v). In particular, we can give a more precise geometric description of the links of vertices
in DΓ:
• Type 0: LkDΓ(v∅) is the development of LkKΓ(v∅) over the trivial maps (ψv∅)ea : {1} ↪→ {1} and
(ψv∅)eab : {1} ↪→ {1}. Notice that LkKΓ(v) is the graph Γ′ from Remark 3.2, and hence LkDΓ(v∅)
is just the barycentric subdivision of Γ. By construction, the lengths of edges in LkDΓ(v∅) are
given by
`(ea,ab) = ∠v∅(va, vab) =
pi
2
− pi
2 ·mab .
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• Type 1: LkDΓ(va) is the development of LkKΓ(va) over the maps (ψva)ea : {1} ↪→ 〈a〉 and
(ψva)ea,ab : 〈a〉 ↪→ 〈a〉. It is not hard to see that LkKΓ(va) is just a na-pod centered at v∅, where
na := |{b ∈ V (Γ)\{a} | mab < ∞}|. In particular, LkDΓ(va) is the quotient LkKΓ(va)× 〈a〉 /∼ ,
where (x, an) ∼ (y, am) if and only if either x = y = vab for some b ∈ V (Γ)\{a} with mab <∞ or
x = y and n = m. Notice that by construction, every edge eab has length ∠va(v∅, vab) = pi/2 in
LkDΓ(va).
• Type 2: LkDΓ(vab) is the development of LkKΓ(vab) over the three maps (ψvab)eab : {1} ↪→ Aab,
(ψvab)ea,ab : 〈a〉 ↪→ Aab and (ψvab)eb,ab : 〈b〉 ↪→ Aab. In that case, LkKΓ(vab) is simply a tree T0
that consists of the two edges ea,ab and ea,ba. Consider the Bass-Serre tree T over T0 and its
associated local groups. The development of T0 over the previously described maps is just the
quotient of T by 〈〈aba · · ·︸ ︷︷ ︸
mab
= bab · · ·︸ ︷︷ ︸
mab
〉〉, because the previous maps inject into
Aab ∼= Fab
/
〈〈aba · · ·︸ ︷︷ ︸
mab
= bab · · ·︸ ︷︷ ︸
mab
〉〉 .
Notice by construction that the lengths of edges in LkDΓ(vab) are given by
∀s ∈ {a, b}, `(es) = ∠vab(v∅, vs) =
pi
2 ·mab .
Figure 4: Part of the links of the vertices of type 0, 1 and 2 respectively, from left to right. The
links are drawn in blue. For drawing purposes, we wrote v instead of v∅.
Using the description of links seen in Remark 3.4, Charney and Davis proved the following:
Theorem 3.5. ([CD95], Proposition 4.4.5) Let AΓ be a 2-dimensional Artin group of rank
at least 3. Then its modified Deligne complex DΓ is CAT(0).
4 Links of vertices of type 2
The goal of this Section is to get a better understanding of the links LkDΓ(vab) of vertices of type
2 in DΓ. In particular, we would like to prove that if AΓ has a coefficient 3 ≤ mab < ∞, then
the first condition of Theorem D is satisfied for vab. This will be proved in Corollary 4.4. We
also prove results of independent interests. After a long study of the algorithm of Mairesse and
Mathéus ([MM06]), we give in Corollary 4.20 a lower bound on the number of syllables required
to write an element g of a large dihedral Artin group Aab in terms of the number of syllables
of its Garside normal form. In particular, we are able to exhibit elements in Aab that generate
subgroups that acts on LkDΓ(vab) with quasi-isometrically embedded orbits (Proposition 4.7). We
begin with the following definition, that will be useful throughout all the section:
Definition 4.1. Let G be a group with generating set A, and let ϕ : FA  G be the natural
surjection from the free group over A onto G.
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• Every word w ∈ FA can be written uniquely as w = ar11 · · · arnn , assuming ai ∈ A, ai 6= ai+1 and
ri ∈ Z\{0}. Then the syllabic length of w is `S(w) := n.
• For every element g ∈ G we define the syllabic length of g as `S(g) := min{`S(w) | ϕ(w) = g}.
Recall that in the modified Deligne complex DΓ associated with an Artin group AΓ, the
stabilizers of vertices of type 2 (ex: vab) are dihedral Artin groups (ex: Aab). The following
lemma makes a connection between the syllabic length of elements g ∈ Aab and the distances in
the link LkDΓ(vab).
Lemma 4.2. Let γ be a path in LkDΓ(vab) joining v∅ and gv∅ for some g ∈ Aab, and suppose
that the edges of γ are ea, an1ea, an1eb, an1bn2eb, · · · , an1bn2 · · ·xnkex, in that order, where
x ∈ {a, b} and ni ∈ Z\{0}. Let now w := an1bn2 · · ·xnk . Then `(γ) = pimab · `S(w). Furthermore,
dLkDΓ (vab)(v∅, gv∅) =
pi
mab
· `S(g).
Proof: First of all, recall that the local group at va is 〈a〉, and hence the set of edges of LkDΓ(vab)
meeting at va is {akea | k ∈ Z}. This proves that ea and an1ea are indeed consecutive to one
another, meeting at va. Of course, an1ea and an1eb are also consecutive to one another, meeting
at an1v∅. A similar argument shows that the edges in the statement of the Lemma consecutively
meet each others. As AΓ acts by isometries on LkDΓ(vab), it is clear that the length of every edge
of γ is either `(ea) or `(eb), both of which turn out to be equal to pi2·mab . Because the number of
edges in γ is precisely 2 · `S(w), it is clear that `(γ) = pimab · `S(w)
Notice that every path γ joining v∅ and gv∅ corresponds to a word w that satisfies ϕ(w) = g,
where ϕ : Fab  Aab is the natural projection. The distance between v∅ and gv∅ is the length of
the shortest of these paths, hence
dLkDΓ (vab)(v∅, gv∅) = min{
pi
mab
· `S(w) | ϕ(w) = g} = pi
mab
· `S(g).

One important feature of the previous lemma is that in the specific case of 2-dimensional
Artin groups acting on their modified Deligne complexes, we can reformulate the first condition of
Theorem D in terms of a condition of the syllabic length of elements in the local group of a vertex
of type 2. The next proposition shows that this condition is satisfied for such a vertex, assuming
is has coefficient at least 3:
Proposition 4.3. Consider an Artin group Aab with coefficient 3 ≤ mab ≤ ∞. Then
{`S(g), g ∈ Aab} is unbounded.
Proof: It is known that the quotient A¯ab of Aab by its centre is virtually isomorphic to the free
group Fm, for some m ≥ 2 ([BM00],[CHR20]). In particular, A¯ab is acylindrically hyperbolic.
Suppose now that there exists a constant N ≥ 0 such that for every g ∈ Aab, one has `S(g) < N ,
and assume without loss of generality that N is even. This means that Aab = 〈a〉〈b〉 · · · 〈a〉〈b〉
(where the product has N terms). In particular, A¯ab = ¯〈a〉 ¯〈b〉 · · · ¯〈a〉 ¯〈b〉. We can now use ([Osi16],
Proposition 1.7) to see that one of ¯〈a〉 or ¯〈b〉 must be acylindrically hyperbolic, which is impossible,
as they are cyclic subgroups of A¯ab. Therefore, {`S(g), g ∈ Aab} is unbounded. 
The next Corollary, which is almost immediate from Lemma 4.2 and Proposition 4.3, will be
very useful in the proof of Theorem A. It shows that if AΓ has a coefficient mab ≥ 3, then the
vertex vab satisfies the first hypothesis of Theorem D.
Corollary 4.4. Let AΓ be an Artin group of dimension 2 with modified Deligne complex DΓ.
Suppose that there exists a vertex vab ∈ DΓ whose stabilizer Aab has coefficient 3 ≤ mab ≤ ∞.
Then the orbits of Aab on LkDΓ(vab) are unbounded.
Proof: Let p ∈ LkDΓ(vab). We need to show that the set {gp | g ∈ Aab} has infinite diameter.
Up to a constant, it is equivalent to show that this holds for p = v∅. In other words, we need to
show that the set
{dLkDΓ (vab)(v∅, gv∅) | g ∈ Aab}
9
is unbounded. This follows from Lemma 4.2 and Proposition 4.3. 
Goal: The goal of the rest of this section is to understand more those links of the form LkDΓ(vab),
i.e. the links of vertices of type 2 in DΓ. In particular, we will be able through a more precise
analysis of these links to prove Proposition 4.6 and Proposition 4.7. The latter will be used
by Hagen-Martin-Sisto in proving that extra-large type Artin groups are virtually hierarchically
hyperbolic ([HMS20]). Let us first recall a result from Mairesse and Mathéus ([MM06]):
Definition 4.5. For a dihedral Artin group Aab with coefficient 3 ≤ mab < ∞, the Garside
element is the element ∆ ∈ Aab defined by
∆ := aba · · ·︸ ︷︷ ︸
mab terms
= bab · · ·︸ ︷︷ ︸
mab terms
(∗).
It is a standard result ([Gar69],[EM94],[DP99]) that for every element g ∈ Aab, there is a unique
word Gars(g) ∈ Fab called the Garside normal form of g that projects to g (through the natural
projection) and such that one can write
Gars(g) = w1 · · ·wn∆N ,
where wi are strict subwords of one of the two forms of ∆ (∗), such that the last letter of wi
matches with the first letter of wi+1. A priori, there is still ambiguity on the word Gars(g),
depending on what form we chose for each ∆. We will assume that Gars(g) is syllabically the
longest, i.e. that the first letter of every ∆ is different from the letter that comes right before it.
Coming back to the goal of this section, we want to prove the two following propositions. Both
will be somewhat direct corollaries of Proposition 4.19 and Corollary 4.20.
Proposition 4.6. Consider a dihedral Artin group Aab with coefficient 3 ≤ mab < ∞, and let
{gn}n∈N ⊆ Aab be a set of elements whose Garside normal forms wn := Gars(gn) only have
positive letters and satisfy `S(wn)
n→∞−→ ∞. Then we also have `S(gn) n→∞−→ ∞.
In particular, if AΓ is a 2-dimensional Artin group with a coefficient 3 ≤ mab < ∞, then for
any point p ∈ LkDΓ(vab) we have
dLkDΓ (vab)(p, gnp)
n→∞−→ ∞.
Note that Proposition 4.6 gives a second proof of Proposition 4.3.
Proposition 4.7. Consider a 2-dimensional Artin group AΓ with modified Deligne complex DΓ
and a coefficient 3 ≤ mab < ∞. Consider the vertex vab ∈ DΓ with local group Aab, let g ∈ Aab
be such that Gars(g) only has positive letters and has syllabic length at least 2, and let p be any
vertex in LkDΓ(vab). Then the map F : Z→ LkDΓ(vab) defined by F (n) := gnp is a quasi-isometric
embedding.
Strategy: The strategy that we will use for this section is to exhibit the algorithm that turns
any word u ∈ Fab representing an element g ∈ Aab into its Garside normal form Gars(g) ∈ Fab
([MM06]). Our goal is to control at each step of the algorithm the syllabic length of the current
word, and try to give a bound of the form
`S(g) ≥ k · `S(Gars(g)).
We will prove in Corollary 4.20 that the bound
k :=
mab − 2
mab
works for elements g ∈ Aab whose Garside normal form only contains positive letters.
In the rest of the section, we will use the following notations:
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Notations: • We will write G := Aab, m := mab (and consider that 3 ≤ m < ∞), and write
(a, b; k) to denote the alternating sequence of the letters a and b, starting with a and of length k.
• For two words w,w′ ∈ Fab representing the same element g ∈ G, we will simply write w =G w′
instead of ϕ(w) = ϕ(w′). Similarly, for g ∈ G, we will write w =G g instead of ϕ(w) = g.
• Let ∆a := (a, b;m) ∈ Fab and ∆b = (b, a;m) ∈ Fab. Notice that ∆a and ∆b satisfy ∆a =G ∆b.
• Denote by w¯ the word obtained from w by replacing every an by bn and every bn by an. We
will denote by w˜ the element
w˜ :=
{
w if m is even
w¯ if m is odd
One can easily notice that for any word w ∈ Fab, we have ∆±1 · w =G w˜ ·∆±1.
Definition 4.8. Let u, w be two words. We say that w contains u, or that u appears in w if
u is a subword of w. We say that w contains ∆ or that ∆ appears in w if either ∆a or ∆b is a
subword of w. The same applies to ∆n for n ∈ Z.
Definition 4.9. Let u be a word in Fab. Call b(u), e(u) and p(u) respectively the beginning,
the end and the pushed part of u if one can decompose the word u as
u = b(u) ·∆±1 · e(u) · p(u),
where:
• p(u) is a maximal right-subword of u of the form ∆r for some r ∈ Z, such that the first letter
of every ∆ is different from the letter that comes right before it.
• ∆±1 is required to be the first occurrence of ∆±1 in u that is not in p(u), when reading from
left to right (if none appears, then u = b(u) · p(u)).
Example 4.10. If m = 3 and u = a2b−3a−1b2ab2ab4a5bababa, then
u = a2b−3a−1b︸ ︷︷ ︸
b(u)
· bab︸︷︷︸
∆
· bab4a5︸ ︷︷ ︸
e(u)
· bababa︸ ︷︷ ︸
p(u)=∆2
.
Definition 4.11. Let u ∈ Fab and consider the word u1 defined by
u1 := b(u) · e˜(u) · p˜(u) ·∆±1.
Once again, the right-most ∆±1 in u1 is one of ∆±1a or ∆
±1
b whose first letter is different from the
last letter of p˜(u). Notice that u1 =G u. We say that we push u, or that u1 is obtained from u
by pushing ∆±1 to the right. We say that we push u k-times if we repeat this process k-times in
a row. This yields different words u =G u1 =G · · · =G uk.
Definition 4.12. Define the static part of u to be the part of u that has not been pushed yet,
i.e. the subword s(u) satisfying
u = s(u) · p(u).
Example 4.13. If m = 3 and u = a2b−3a−1b2ab2ab4a5bababa, then
s(u) = a2b−3a−1b2ab2ab4a5.
Definition 4.14. Notice that because
b(ui) ·∆±1 · e(ui) · p(ui) =G b(ui) · e˜(ui) · p˜(ui) ·∆±1
=G b(ui) · e˜(ui) · p(ui+1),
the static part
s(ui+1) = b(ui) · e˜(ui)
of ui+1 is syllabically shorter than the static part
s(ui) = b(ui) ·∆±1 · e(ui)
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of ui by at least (m− 2) syllables. This means that we can only push a word finitely many times,
in the sense that there exists a λ ≥ 0 such that s(uλ) doesn’t contain any ∆±1 anymore. From
our previous observation, we get a boundary
λ ≤ `S(u)
(m− 2) . (∗)
We call pi(u) := uλ the pushed version of u.
Example 4.15. If m = 3 and u = a2b−3a−1b2ab2ab4a5bababa, then
pi(u) = u2 = a
2b−3a−1b4a5︸ ︷︷ ︸
s(pi(u))
· babababababa︸ ︷︷ ︸
∆4
.
Lemma 4.16. `S(u) ≥ m−2m · `S(pi(u)).
Proof : Notice that at each step of the pushing process, we have
ui =
≥k1+k2+m−2 syllables︷ ︸︸ ︷
b(ui)︸ ︷︷ ︸
k1 syllables
· ∆±1︸︷︷︸
m syllables
· e(ui) · p(ui)︸ ︷︷ ︸
k2 syllables
,
ui+1 =
≤k1+k2+m syllables︷ ︸︸ ︷
b(ui) · e˜(ui) · p˜(ui)︸ ︷︷ ︸
≤k1+k2 syllables
· ∆±1︸︷︷︸
m syllables
,
so eventually
`S(ui) ≥ `S(ui+1)− 2. (∗∗)
Putting everything together we get
`S(u)
(∗∗)
≥ `S(pi(u))− 2λ
(∗)
≥ `S(pi(u))− 2 · `S(u)
m− 2 .
Writing all the `S(u) on the same side, we get
`S(u) ≥ m− 2
m
· `S(pi(u)).

Definition 4.17. Let u ∈ Fab and consider its pushed version
v := pi(u) = s(v) ·∆K for some K ∈ Z.
We look at the word v1 defined from v by the following:
• Reading from left to right, replace the first maximal sequence of the form (a−1, b−1; k) (or
(b−1, a−1; k)) in s(v) by (b, a;m− k) ·∆−1 (or respectively (a, b;m− k) ·∆−1).
• Push the new word, i.e. push the new ∆−1 to the right as done earlier.
Notice that v1 =G v. We say that v1 is obtained from v by positively switching the first maximal
alternating sequence of negative letters. Alternatively, we say that v is positively switched. We
say that v is positively switched k-times if we repeat this process k-times, yielding different words
v =G v1 =G · · · =G vk. After a finite number T of positive switching, we get a word vT =G v
whose static part doesn’t contain any negative letter, we call it the positivised version of v, and
we note it g(v) := vT . Note that it has the form
g(v) = s(g(v)) ·∆K−T .
Example 4.18. If m = 3 and v = a2b−3a−1b4a5 ·∆4, then
v1 = a
3ba−2b−1a4b5 ·∆3 and g(v) = v3 = a3b2a6b5 ·∆.
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Proposition 4.19. Let u ∈ Fab and let v := pi(u). Then g(v) = Gars(u), i.e. g(v) is in Garside
normal form. Additionally, if g(v) only contains positive letters, then `S(v) ≥ `S(g(v)).
Proof: In order to check that g(v) is in Garside normal form, we need to check that s(g(v)) is a
word that doesn’t contain any ∆ or ∆−1 as a subword. By construction, we already know that
s(g(v)) only has positive letters. In particular, s(g(v)) doesn’t contain any ∆−1. By induction,
and because s(v) doesn’t contain any ∆, it is enough to show that if s(vi) doesn’t contain any ∆,
then neither does s(vi+1).
Suppose that s(vi) contains no ∆. Then any ∆ that appears in s(vi+1), if there is one,
must come from the gathering of several alternating sequences of positive letters, one of which
was built from an alternating sequence of negative letters in s(vi) through the transformation
(a−1, b−1; k) =G (b, a;m−k) ·∆−1 (or (b−1, a−1; k) =G (a, b;m−k) ·∆−1) induced by the positive
switching. Such a ∆ may appear on either side of the subword (a−1, b−1; k), after its positive
switching into (b, a;m− k) ·∆−1. We show that this in fact can’t happen:
• Left side of (a−1, b−1; k): As s(vi) is reduced we cannot have an a on the left side of (a−1, b−1; k).
By construction, (a−1, b−1; k) is the first occurrence of a string of negative letters in s(vi), so we
cannot have any a−1 or b−1 on the left side of (a−1, b−1; k) either. Thus the only letter one can
find on the left side of (a−1, b−1; k) is b. In that case, the positive switching from vi to vi+1 yields
a subword of the form
b · (a−1, b−1; k) = b · (b, a;m− k) ·∆−1.
The presence of the b · b prevents the presence of any ∆ appearing in b · (b, a;m− k).
• Right side of (a−1, b−1; k): Without loss of generality we suppose that k is even (the case where
k is odd is tantamount). The sequence (a−1, b−1; k) ends with a b−1. Because s(vi) is reduced
and (a−1, b−1; k) is maximal, we can’t find any b nor any a−1 on the right side of (a−1, b−1; k). If
there is an a on the right side of (a−1, b−1; k), we get:
(a−1, b−1; k) · a = (b, a;m− k) ·∆−1 · a =
finishes with a a˜︷ ︸︸ ︷
(b, a;m− k) ·a˜ ·∆−1.
If there is a b−1 on the right side of (a−1, b−1; k), then we get
(a−1, b−1; k) · b−1 = (b, a;m− k) ·∆−1 · b−1 =
finishes with a a˜︷ ︸︸ ︷
(b, a;m− k) ·˜b−1 ·∆−1.
In either case, the presence of a˜ · a˜ or of a˜ · b˜−1 prevents the presence of any ∆ appearing in
(b, a;m− k) · a˜ or in (b, a;m− k) · b˜−1 respectively.
Therefore, s(vi+1) doesn’t contain any ∆. By induction, s(g(v)) doesn’t contain any ∆ either,
and hence g(v) is in Garside normal form.
It remains to show the second assertion, namely that `S(v) ≥ `S(g(v)), assuming that g(v) =
s(g(v)) ·∆Λ with Λ := K−T ≥ 0. Notice that when going from v to g(v), every positive switching:
• Erases the subword (a−1, b−1; k), this doesn’t increase the number of syllables;
• Adds a subword (b, a;m− k), this adds at most m− 1 syllables.
• Also, by hypothesis, Λ = K − T ≥ 0. Because T ≥ 0 as well, we have K ≥ 0. Hence, at every
step of the positive switchings, the exponent on the ∆ in the pushed part of vi is strictly positive.
This means that pushing a ∆−1 to the right actually deletes an existing ∆, hence shortens the
word by exactly m syllables.
Mixing together the three information discussed, we see that none of the positive switchings
inscreases the syllabic length of the word, i.e. `S(v) ≥ `S(g(v)). 
Corollary 4.20. Let g ∈ Aab, and suppose that Gars(g) only has positive letters. Then
`S(g) ≥ m− 2
m
· `S(Gars(g)).
Proof : We know combining Lemma 4.16 and Proposition 4.19 that any word u representing g
satisfies
`S(u) ≥ m− 2
m
· `S(Gars(g)).
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The result follows. 
As mentioned in the introduction of this section, we are now able to prove Proposition 4.6 and
Proposition 4.7:
Proof of Proposition 4.6: The first assertion is trivial from Corollary 4.20, as
`S(gn) ≥ mab − 2
mab
· `S(wn) n→∞−→ ∞.
Let us now prove the second assertion. Up to a constant, we can reduce to the case p = v∅. The
result immediately follows from Lemma 4.2, as
dLkDΓ (vab)(v∅, gnv∅) =
pi
mab
· `S(gn) n→∞−→ ∞.

Proof of Proposition 4.7: We need to prove that there are constants A,B ≥ 0 such that for
every k ∈ Z we have:
1
A
· k −B ≤ `S(gk) ≤ A · k +B.
The right-hand inequality is straight forward: Let w0 be any word representing g, then
`S(gk) ≤ `S(wk0 ) ≤ `(wk0 ) = k · `(w0)
where `(·) is the usual length function. For the left-hand inequality, we already know from Corol-
lary 4.20 that
`S(gk) ≥ m− 2
m
· `S(Gars(gk)).
Claim: `S(Gars(gk)) ≥ k · (`S(Gars(g))− 1).
We show it by induction. The initial case is trivial. Let now Gars(g) = v1 · · · vn · ∆N and
Gars(gk−1) := w1 · · ·wm ·∆M , and look at the word
u := v1 · · · vn · w˜1N · · · w˜mN︸ ︷︷ ︸
u0
·∆N+M ,
where ·˜N means that we operate ·˜ N times. It is clear that u =G gk. There are two possibilities:
Case 1: If u0 doesn’t contain any ∆, then u = Gars(gk). Then it is clear that
`S(Gars(gk)) ≥ `S(Gars(g)) + `S(Gars(gk−1))− 1
≥ `S(Gars(g)) + (k − 1) · (`S(Gars(g))− 1)− 1
= k · (`S(Gars(g))− 1).
Case 2: If u0 contains ∆, then one can push ∆ to the right and get a word u1 =G u0 (Definition
4.11). It is not hard to see that this operation doesn’t decrease the number of syllables:
u =
≤k1+k2+m(N+M+1) syllables (∗∗∗)︷ ︸︸ ︷
v1 · · ·︸ ︷︷ ︸
k1 syl.
· ∆︸︷︷︸
m syl.
· · · · w˜mN︸ ︷︷ ︸
k2 syl.
· ∆N+M︸ ︷︷ ︸
m(N+M) syl.
,
u1 =
=k1+k2+m(N+M+1) syllables (∗∗)︷ ︸︸ ︷
v1 · · · w˜mN+1︸ ︷︷ ︸
k1+k2 syl.(∗)
· ∆N+M+1︸ ︷︷ ︸
m(N+M+1) syl.
.
Note that the term (∗) could be k1 +k2−1, in which case (∗∗) would be k1 +k2 +m(N+M+1)−1.
However, this can only happen if the first letter of ∆ is the same as the last letter of (v1 · · · ) or
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if the last letter of ∆ is the same as the first letter of (· · · w˜mN ). In that case, the term (∗ ∗ ∗) is
actually at most k1 + k2 +m(N +M + 1)− 1, thus we get the same conclusion.
One can continue this process until reaching the pushed version of u (Definition 4.14). Because
u has no negative letters, this word is in Garside normal form (Proposition 4.19). In particular,
we get
`S(Gars(gk)) ≥ `S(u) ≥ `S(Gars(g)) + `S(Gars(gk−1))− 1.
We can then proceed as in Case 1. This finishes the proof of the claim. It is now clear that
`S(gk) ≥ m− 2
m
· `S(Gars(gk)) ≥ m− 2
m
· (k · (`S(Gars(g))− 1)),
which proves the left-hand inequality for appropriate A and B. 
5 On the geometry of the action
Let AΓ be a 2-dimensional Artin group of rank at least 3, and let DΓ be its modified Deligne
complex. Our goal is to show that there exists a vertex v ∈ DΓ, and an element g ∈ AΓ satisfying
the two hypotheses of Theorem D. We have seen in Corollary 4.4 that a strong enough condition
for v to satisfy the first hypothesis of Theorem D is to require that its local group Gv is a dihedral
Artin group Aab with coefficient 3 ≤ mab < ∞. When such a vertex v exists, it only remains to
show that there exists an element g ∈ AΓ such that Aab ∩ gAabg−1 is finite (which is equivalent
to trivial because those groups are torsion-free). Our main geometric tool in order to find such an
element is the following Lemma:
Lemma 5.1. Let G be a group acting by simplicial isomorphisms on a CAT(0) simplicial complex
X of dimension 2. Let v ∈ X, g ∈ G and denote by Gp the stabilizer of a point p ∈ X. If the unique
geodesic γ between v and gv goes through a point with trivial stabilizer, then Gv ∩Ggv = {1}.
Proof: Any element of Gv ∩ Ggv fixes v and gv, hence fixes (pointwise) the unique geodesic γ
between them. This means that Gv ∩Ggv = Gγ . Let p ∈ γ be a point with trivial stabilizer. Then
we have
Gv ∩Ggv = Gγ ⊆ Gp = {1}.

Strategy: The strategy of this section is led by the previous Lemma. It is not hard to see that
if v ∈ DΓ is a vertex with stabilizer Aab, then the stabilizer of gv for some g ∈ AΓ is exactly
gAabg
−1. Suppose additionally that v satisfies Theorem D.(1) (i.e. that Aab is large). Our goal
will be to construct a geodesic between v and some gv that contains a point with trivial stabilizer.
In the case of the modified Deligne complex, every point that lies in the interior of a triangle Tst or
an edge es or est has trivial stabilizer, hence it is enough to show that γ goes through the interior
of such a triangle or edge.
The next Proposition will give the structure of the different cases we will encounter:
Proposition 5.2. Let AΓ be a 2-dimensional Artin group of rank at least 3, and suppose that Γ is
connected and that AΓ is not a right angled Artin group. Then there exist three distinct generators
a, b, c ∈ S such that mab ∈ {3, 4, · · · }, mac ∈ {2, 3, 4, · · · }, mbc ∈ {2, 3, 4, · · · ,∞} and
1
mab
+
1
mac
+
1
mbc
≤ 1,
where 1∞ := 0. Moreover, we are in exactly one of the following situation:
(1) There is a triplet (a, b, c) as before that satisfies mbc <∞.
(2) There is no triplet (a, b, c) as before with mbc < ∞, but there is one that satisfies mbc = ∞.
Moreover, the graph Γbc obtained from Γ by adding an edge ebc with coefficient 6 is such that AΓbc
has dimension 2.
(3) Γ contains a full cycle with coefficients (2, 2, 2, n) for some n ≥ 3.
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Proof : We begin by proving the first statement. Because AΓ is not right angled, there is an
edge eab in Γ with weight mab ∈ {3, 4, · · · }. As Γ is connected and has at least 3 vertices, eab has
a neighboring edge in Γ, say eac, with weight mac ∈ {2, 3, 4, · · · }. Since AΓ has dimension 2, the
last coefficient mbc ∈ {2, 3, 4, · · · ,∞} satisfies:
1
mab
+
1
mac
+
1
mbc
≤ 1.
Let’s now prove that we are in exactly one of the three cases. Cases (1) and (2) are exclusive
by definition. Suppose that we are in none of these cases, and pick a triplet of the form mab ∈
{3, 4, · · · }, mac ∈ {2, 3, 4, · · · }, mbc =∞. By hypothesis, the graph Γbc obtained from Γ by adding
an edge ebc with coefficient 6 is such that AΓbc is not 2-dimensional. This means that there is a
generator d ∈ S such that
1
6
+
1
mbd
+
1
mcd
> 1.
This is only possible if mbd = mcd = 2. Notice that mad =∞, otherwise the triplet (a, b, d) would
satisfy (1). This means that we have a full cycle (ebd, ecd, eac, eab) with coefficients (2, 2,≥ 2,≥ 3)
in Γ. If mac = 2, we are done. Suppose that mac ≥ 3, and add an edge ead of weight 6. Since
AΓad is not 2-dimensional by hypothesis and since
1
6
+
1
mab
+
1
mbd
≤ 1,
1
6
+
1
mac
+
1
mcd
≤ 1,
then there must be a fifth generator e ∈ S such that
1
6
+
1
mae
+
1
mde
> 1.
For the same reasons as before, we have mae = mde = 2 and mce =∞. Hence there is a full cycle
(eae, ede, ecd, eac) with coefficients (2, 2, 2,≥ 3) in Γ. 
Recall that our goal in order to prove Theorem A is to apply Theorem D. For an irreducible
2-dimensional Artin group AΓ of rank at least 3, it turns out that the modified Deligne complex
DΓ is exactly the space that we want to act on, at least in the first and third cases or Proposition
5.2. Unfortunately, in the second case of Proposition 5.2, the space DΓ is not fit to apply our main
geometric tool that is Lemma 5.1. The reason, as will be seen later, is that we would like to have
three generators a, b, c ∈ S for which all the triangles Tab, Tba, Tbc, Tcb, Tca, and Tac belong to
DΓ. This is not the case when mbc =∞. However, notice that in the second case of Proposition
5.2, the complex obtained from DΓ by adding the vertices of the form gvbc and their attached
triangles gTbc, gTcb is 2-dimensional by hypothesis. This slightly bigger complex, as defined in the
next definition, will be the one to look at when using Lemma 5.1 and Theorem D in that case.
Definition 5.3. Let AΓ be a 2-dimensional Artin group of rank at least 3 with modified Deligne
complex DΓ and fundamental domain KΓ. Let Γst be the same graph as Γ, except that we add an
edge est with coefficient 6 between s and t if mst =∞. Consider now the 2-dimensional complex
KΓst obtained from Definition 3.1 for the group AΓst . In other words,
KΓst :=
{
KΓ if mst <∞
KΓ ∪ Tst ∪ Tts if mst =∞,
where the angle at vst in Tst or Tts if mst = ∞ is pi12 . We make KΓst a complex of groups by
natural extension of the complex KΓ: the local group at vst is Ast (notice that if mst =∞, then
Ast is the free group Fst). The group AΓ is the fundamental group of KΓst , whose universal cover
DstΓ is called the augmented Deligne complex of AΓ relatively to s and t. In particular, in the
light of Definition 3.1, we have
DstΓ := AΓ ×KΓst /∼ ,
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where (g, x) ∼ (g′, x′) ⇐⇒ x = x′ and g−1g′ belongs to the local group of the smallest simplex
of KΓst that contains x. The action of AΓ on itself induces an action of AΓ on DstΓ by simplicial
morphisms with strict fundamental domain KΓst .
Remark 5.4. It is important to notice that if a, b, s, t are four (non-necessarily all distinct)
generators of AΓ satisfying (a, b) 6= (s, t) and mab < ∞, then LkDΓ(vab) ∼= LkDstΓ (vab). In
particular, results such as Lemma 4.2 or Corollary 4.4 also hold for vab if we replace DΓ by DstΓ .
The following lemma is a basic result but we decide to write it explicitly as it will be used
many times in this section:
Lemma 5.5. ([BH13], Chapter II.5) Let X be a piecewise euclidean 2-dimensional simply con-
nected simplicial complex with finite number of shapes. Then X is CAT(0) if and only if for every
vertex v ∈ X we have sys(LkX(v)) ≥ 2pi, where sys(LkX(v)) is the length of the systole in LkX(v).
Lemma 5.6. Let AΓ be a 2-dimensional Artin group of rank at least 3, and suppose that we are
in the second case of Proposition 5.2. Then the augmented Deligne complex DbcΓ of AΓ is CAT(0).
Proof: By hypothesis AΓbc has dimension 2, hence its associated modified Deligne complex DΓbc
is CAT(0) (Theorem 3.5). We want to show that DbcΓ is CAT(0). By Lemma 5.5, and up to
reducing to the fundamental domain, it is enough to show that every vertex v ∈ Kbc satisfies
sys(LkDbcΓ (v)) ≥ 2pi. (∗)
Notice that if v 6= vbc then
LkDbcΓ (v)
∼= LkD
Γbc
(v),
and thus (∗) follows from the fact that DΓbc is CAT(0), along with Lemma 5.5.
If v = vbc, then the local group at v is the free group Fbc by definition. We can do a similar
analysis as the one done in Remark 3.4. This time, the maps of the development inject into the
free group Fbc. In particular, the link LkDbcΓ (vbc) is isomorphic to the barycentric subdivision of
the Bass-Serre tree above the segment of groups with local groups 〈b〉 and 〈c〉 on the vertices and
{1} on the edge. Therefore, LkDbcΓ (vbc) is simply-connected, i.e. has infinite systole. 
We are now ready to prove the following lemma, that shows the existence of appropriate weakly
malnormal subgroups of AΓ, which is one of the requirements of Theorem D.
Lemma 5.7. Let AΓ be a 2-dimensional Artin group of rank at least 3, and suppose that Γ is
connected and that AΓ is not a right angled Artin group. Then there exists an Artin subgroup Aab
with coefficient 3 ≤ mab <∞ and an element g ∈ AΓ such that Aab ∩ gAabg−1 = {1}.
Proof: By Proposition 5.2, we know that we either have three generators a, b, c ∈ V (Γ) that
satisfy exactly one of the following:
(1) mab,mac ∈ {3, 4, · · · } and mbc ∈ {3, 4, · · · ,∞};
(2) mac = 2, mab ∈ {3, 4, · · · } and mbc ∈ {5, 6, · · · ,∞};
(3) mac = 2, mab = mbc = 4.
Or we have four generators a, b, c, d ∈ V (Γ) satisfying:
(4) The cycle (ebc, ecd, ead, eab) is full in Γ and has coefficients (2, 2, 2, n) with n ≥ 3.
Let ∆ be the abstract complex (see Figure 5) defined by:
• In the situations (1), (2) and (3), ∆ := Tab ∪ Tba ∪ Tbc ∪ Tcb ∪ Tca ∪ Tac.
• In the situation (4), ∆ := Tab ∪ Tba ∪ Tbc ∪ Tcb ∪ Tcd ∪ Tdc ∪ Tda ∪ Tad.
Note that in either case, the points in the interior of ∆ have trivial stabilizers. Also note that we
don’t have to look at the augmented Deligne complex in the situations (1) and (2) if mbc < ∞,
and neither do we in the situations (3) and (4). However in those cases mbc < ∞, and hence
DbcΓ = DΓ, so it will just be convenient to write D
bc
Γ to cover all cases.
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Figure 5: ∆ in the case (1), (2), (3) (on the left) and (4) (on the right).
Let now P be an abstract complex defined by P := P0 /∼ , where P0 is defined depending on
the situations given in the beginning of the proof by:
(1) P0 := ∆ unionsq (c∆).
(2) P0 := ∆ unionsq (c∆) unionsq (cb∆) unionsq (cbc∆).
(3) P0 := ∆ unionsq (c∆) unionsq (cb∆) unionsq (cbc∆) unionsq (cba∆) unionsq (cbca∆) unionsq (cbcab∆) unionsq (cbcabc∆).
(4) P0 := ∆ unionsq (c∆) unionsq (d∆) unionsq (cd∆).
And where ∼ corresponds to the gluing shown in Figure 6, i.e. P is obtained from P0 by gluing
the different copies of ∆ along some of their edges (drawn in blue in Figure 6).
Figure 6: Polygon P in the four different cases, from left to right.
A priori, we can’t be sure that there are no additional gluings happening in DbcΓ , so we don’t want
to look at P as a subcomplex of DbcΓ , but we want instead look at P through the natural map
f : P → DbcΓ that maps P to DbcΓ .
Claim 1: P is isometrically embedded in DbcΓ .
Proof: In the light of ([Cha00], Lemma 1.4), it is enough to show that for every p ∈ P , the
induced map fp : LkP (p)→ LkDbcΓ (p) is pi-distance preserving, i.e. that
∀x, y ∈ LkP (p), dLkP (p)(x, y) ≥ pi ⇒ dLkDbc
Γ
(p)(fp(x), fp(y)) ≥ pi.
There are two different situations:
• If p ∈ P is in the orbit of v∅, then LkDbcΓ (p) is just the augmented defining graph Γbc with the
appropriate metric (see Definition 5.3 and Remark 3.4). Notice that, any edge est = es,st ? et,st
from s to t in Γbc has length
`(est) = 2 · ∠∅(vs, vst) = pi − pi
mst
≥ pi
2
,
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according to the metric on LkDbcΓ (p). Since LkP (p) is simply the full cycle in Γ
bc corresponding to
the triangle (eab, eac, ebc) (in the situations (1), (2) and (3)) or to the square (ebc, ecd, ead, eab) (in
the situation (4)), we can apply ([Cha00], Lemma 1.6) and conclude that the map fp : LkP (p) ↪→
LkDbcΓ (p) is pi-distance preserving.• If p ∈ P is not in the orbit of v∅, then it is not hard to see from Remark 3.4 that every full
cycle in LkP (p) has length exactly 2pi. In particular, the map fp must be pi-preserving, otherwise
we would be able to build an isometrically embedded cycle in LkDbcΓ (p) of length strictly less then
2pi, contradicting the CAT(0)-ness of DbcΓ (Theorem 3.5, Lemma 5.6 and Lemma 5.5).
We can now use ([Cha00], Lemma 1.4) and conclude that P is isometrically embedded in X.
In particular, geodesics in P project to geodesics in X through f .
Claim 2: Aab ∩ gAabg−1 = {1} for some g ∈ AΓ.
Proof: Notice that P is CAT(0) by Lemma 5.5. In particular, it is uniquely geodesic. Let γ be
the geodesic in P defined depending on the situations given in the beginning of the proof by:
(1) γ is the geodesic going from vab to cvab.
(2) γ is the geodesic going from vab to cbcvab.
(3) γ is the geodesic going from vab to cbcabcvab.
(4) γ is the geodesic going from vab to cdvab.
Note that γ is also geodesic in DbcΓ , by the previous claim. Thanks to Lemma 5.1, it is enough
to show that γ goes through the interior of some g0∆ contained in P . Consider either of the four
situations and suppose that it is not the case. Then in particular γ would be contained in the
1-skeleton of P . It is not hard to check, since we know every angle in P by construction, that
there must be a vertex v in γ that satisfies ∠Pv (γ) < pi. This is not possible, as γ is a geodesic and
P is CAT(0). 
We have worked through everything that was required in order to use our main criterion, that
is Theorem D. We can now prove our main Theorem:
Theorem A. Every irreducible 2-dimensional Artin group of rank at least 3 is acylindrically
hyperbolic.
Proof of Theorem A: Let AΓ be an irreducible 2-dimensional Artin group of rank at least 3.
We can assume that Γ is connected, as otherwise AΓ splits as a free product AΓ1 ∗AΓ2 of infinite
groups hence is acylindrically hyperbolic. We can also assume that AΓ is not a right angled Artin
group, as every irreducible right angled Artin group that is not cyclic is acylindrically hyperbolic
([Osi16], 8.(d)).
Let a, b, c ∈ V (Γ) be the three generators obtained in the proof of Lemma 5.7, and consider the
action of AΓ on its augmented Deligne complex DbcΓ . Note that the latter is CAT(0) by Lemma
5.6 and Lemma 3.5. Since mab ≥ 3, we know from Corollary 4.4 and Remark 5.4 that the orbits
of Aab on LkDbcΓ (vab) are unbounded. Moreover, we know from Lemma 5.7 that there exists an
element g ∈ AΓ such that Aab∩gAabg−1 = {1}. Therefore, we can apply Theorem D and conclude
that AΓ is either virtually cyclic or acylindrically hyperbolic. That AΓ is not virtually cyclic is
clear because it contains dihedral Artin subgroups that contain Z2. 
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