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ВВЕДЕНИЕ 
 
Численные методы анализа и синтеза широко применяются в тех-
нике, физике, экономике и других областях. По численным методам 
опубликованы монографии и учебники с высоким математическим 
уровнем изложения материала. В то же время учебных пособий по 
численным методам анализа и синтеза радиоэлектронных систем, рас-
считанных на подготовку специалистов по прикладной физике, явно 
недостаточно. 
Предлагаемое учебное пособие учитывает специфику математи-
ческой подготовки студентов высших технических учебных заведений. 
В основу пособия положены современные численные методы анализа 
и синтеза, основанные на матричных методах решения систем диффе-
ренциальных уравнений и методах оптимизации. 
В первом разделе рассматриваются основные законы электротех-
ники, необходимые для математического моделирования радиоэлек-
тронных схем. Приводится закон Ома для участка проводника, обос-
новываются законы Кирхгофа, которые позволяют рассчитать разветв-
ленную цепь постоянного тока. Рассматривается цепь, содержащая 
индуктивность и источник переменной ЭДС. Выполняется анализ цепи 
переменного квазистационарного тока, которая содержит последова-
тельно соединенные ЭДС, индуктивность и емкость. 
Второй раздел посвящен матричным методам интегрирования 
систем дифференциальных уравнений. Приведены алгоритмы по-
строения переходных процессов для различных моделей радиоэлек-
тронных схем. Анализ алгоритмов позволил разработать общий алго-
ритм матричного метода интегрирования систем дифференциальных 
уравнений, позволяющий решать задачи анализа радиоэлектронных 
схем. 
В третьем разделе рассмотрены алгоритмы вычисления массива 
экстремумов переходных процессов в радиоэлектронных схемах. 
Предложены формулы вычисления показателей отклонения и колеба-
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тельности, вычисления времени переходных процессов в радиоэлек-
тронных схемах. Предложен метод вычисления вектора прямых крите-
риев качества в виде единого вычислительного процесса. 
Четвертый раздел посвящен основам методов одномерной опти-
мизации. Представлены метод Свенна для поиска интервала неопреде-
ленности, методы деления интервала пополам, золотого сечения, адап-
тации шага и квадратичной интерполяции с тремя точками. 
В пятом разделе рассматриваются положения теории многомер-
ной безусловной оптимизации. Дается определение экстремума функ-
ции многих переменных, формулируются условия экстремума. Приво-
дятся градиентный метод наискорейшего спуска, метод Ньютона с 
использованием вторых частных производных функции, методы со-
пряженных градиентов, квазиньютоновские методы, методы Нелдера – 
Мида и Хука – Дживса. 
Шестой раздел посвящен математическому моделированию, ана-
лизу и синтезу различных радиоэлектронных схем. Рассмотрены урав-
нения типовых элементов радиоэлектронных схем, которые применя-
ются при математическом моделировании. Приводится математиче-
ская модель генератора импульсов тока. Решается задача анализа для 
генератора импульсов тока матричным методом интегрирования. Син-
тез параметров нескольких высоковольтных источников, обеспечи-
вающих получение в нагрузке заданного импульса тока, выполняется 
методами оптимизации. Рассмотрен генератор Маркса для создания 
импульсов высокого напряжения, приведены математические модели 
генератора Маркса и результаты расчетов переходных процессов. 
Для всех рассмотренных методов приведены алгоритмы, которые 
позволяют облегчить понимание методов. 
В седьмом разделе обобщается основной справочный материал, 
необходимый для изучения численных методов анализа и синтеза ра-
диоэлектронных схем. 
Для усвоения материала достаточно владения стандартными кур-
сами высшей математики и разделом «Электричество и магнетизм» 
курса физики.   
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1. ОСНОВЫ МОДЕЛИРОВАНИЯ ЭЛЕКТРОННЫХ СХЕМ 
 
Для математического моделирования радиоэлектронных схем 
рассматриваются основные законы электротехники. Приводится закон 
Ома для участка проводника, не содержащего источника электродви-
жущей силы. Обосновываются первый и второй законы Кирхгофа, ко-
торые позволяют рассчитать любую разветвленную цепь постоянного 
тока. Рассматривается цепь, содержащая индуктивность и источник 
переменной ЭДС. Выполняется анализ цепи переменного квазиста-
ционарного тока, которая содержит последовательно соединенные 
ЭДС, индуктивность и емкость. 
 
1.1. Закон Ома 
 
В нормальном, несверхпроводящем металлическом проводнике 
имеет место закон Ома. Для участка проводника, не содержащего ис-
точник электродвижущей силы (гальванического элемента, аккумуля-
тора, динамомашины, термопары, источника фотоэдс и т. д.), закон 
Ома заключается в том, что сила тока пропорциональна разности по-
тенциалов на концах участка. Коэффициент пропорциональности обо-
значается R1 , и величину R  называют сопротивлением. Поэтому 
закон Ома для участка цепи без ЭДС имеет вид 
 
R
u
R
I 

 21 , (1.1) 
где 21 u  – разность потенциалов. 
По сложившейся традиции направлением тока считается направ-
ление движения положительных зарядов, поэтому если потенциал на-
чальной точки участка 1  больше потенциала конечной точки 2 , то 
ток течет от точки 1 к точке 2. В действительности в металлических 
проводниках ток переносят электроны, которые движутся от точки 2 к 
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точке 1, если 21  . 
Закон Ома не является универсальной связью между током и на-
пряжением. Для металлов (в несверхпроводящем состоянии) закон 
Ома справедлив вплоть до весьма больших плотностей тока. Для по-
лупроводников и газов пропорциональность между I  и u  наблюдает-
ся лишь при малых u . Термоэлектронный ток в вакууме не подчиня-
ется закону Ома даже и при малых u  – в этом случае сила тока про-
порциональна 23u . В вольтовой дуге с увеличением тока напряжение 
падает (падающая вольтамперная характеристика), так что не может 
быть и речи о выполнении закона Ома. 
Выражение (1.1), однако, записывают даже в случае, когда закон 
Ома не выполняется. Тогда оно служит определением сопротивления 
IuR  . Если сопротивление не зависит от величины тока, закон Ома 
выполняется. Если сопротивление само меняется с изменением тока 
(как, например, сопротивление газа при газовом разряде), то никакой 
пропорциональности между u  и I  нет, а значит, нет и закона Ома. 
Электродвижущая сила. 
Рассмотрим цепь, состоящую из 
источника тока и сопротивле-
ния (рис. 1.1), подключенного к 
полюсам источника, которые 
мы обозначили буквами A  и 
K  (анод и катод). Тогда в фор-
муле (1.1) 1  – это потенциал 
полюса A , а 2  – потенциал K . Для того чтобы ток был постоянным 
необходимо, чтобы 1  и 2  не менялись со временем (точнее, требу-
ется, чтобы не менялась разность 21  , но в данном случае оба тре-
бования эквивалентны). Для этого нужно, чтобы заряды полюсов A  и 
K  не менялись со временем, несмотря на то, что каждую секунду оп-
ределенное число электронов уходит с полюса K  и столько же прихо-
дит на полюс A . Внутри источника должны действовать силы, кото-
 
Рис. 1.1. Электродвижущая сила 
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рые бы за секунду переносили все пришедшие на полюс A  электроны 
обратно на полюс K . Этим силам придется преодолевать притяжение 
электронов к A  и отталкивание их от K , т. е. они должны действо-
вать против сил потенциального электрического поля, создаваемого 
зарядами полюсов и других точек цепи, где такие заряды имеются. 
Отсюда ясно, что действие источника ЭДС может быть вызвано 
силами любого происхождения, но только не теми, которые создаются 
неподвижными электрическими зарядами, т. е. не силами потенциаль-
ного электрического поля. Такие силы принято называть сторонними. 
Фактически это могут быть индукционные электрические силы, т. е. 
силы вихревого электрического поля, созданного переменным магнит-
ным полем, «химические» силы в аккумуляторах и гальванических 
элементах и др. 
Рассмотрим простой, хотя и 
воображаемый, источник сто-
ронних сил механического про-
исхождения. Возьмем проводя-
щее кольцо (рис. 1.2) с разрезом 
AK . Воображаемым «пинце-
том» будем извлекать электроны 
из A  и препровождать их через 
зазор AK  в K . Тогда в K  соз-
дастся избыточный отрицатель-
ный заряд, в A  – избыточный положительный (избыток положитель-
ных ионов), и электроны под действием сил электрического поля уст-
ремятся по кольцу от K  к A . Путь из A  в K  они совершат уже не 
под действием электрических сил, а против них, под действием меха-
нических сил нашего «пинцета». Во внешней цепи KA  работу совер-
шают электрические силы – она расходуется на выделение тепла. Од-
нако вся эта работа полностью возмещается работой сторонних сил в 
зазоре AK . Это видно из того, что электрическое поле в кольце со 
временем не уменьшается, значит, и энергия его не меняется. Итак, 
истинным работником в цепи являются сторонние силы. Электриче-
 
Рис. 1.2. Проводящее кольцо 
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ские силы тратят лишь то, что они получают от сторонних. 
Поскольку мы выяснили, 
что в источниках сторонней 
ЭДС действуют, помимо потен-
циальных электрических сил, 
еще и силы другого происхож-
дения, необходимо обобщить 
закон Ома так, чтобы он подхо-
дил также и для  тех участков 
цепи, где есть сторонние силы. 
Запишем закон Ома (1.1) в виде 
2112 IR , (1.2) 
где 12R  – сопротивление участка 21 . Стоящая справа разность по-
тенциалов есть, как известно, работа потенциальных электрических 
сил над +1 заряда на данном участке. Если на участке 21  (рис. 1.3), 
кроме этих сил, есть еще сторонние силы, следует добавить в правую 
часть формулы (1.2) еще и работу этих сторонних сил. Обозначим ра-
боту сторонних сил над +1 заряда на участке 21  через 12  и назо-
вем эту величину электродвижущей силой на участке 21 . Тогда 
закон Ома для такого участка запишется в виде 
 122112 IR . (1.3) 
Стоящую в правой части формулы работу потенциальных и сто-
ронних сил над +1 заряда на участке 21  называют напряжением на 
этом участке. 
Под 12R  надо понимать полное сопротивление участка (включая 
сопротивление источника ЭДС). В правой части ЭДС считаем поло-
жительной, если при движении в направлении 21  мы проходим 
источник ЭДС от минуса к плюсу. Знак силы тока I  нужно взять по-
ложительным, если ток течет в направлении 21 , и отрицательным в 
обратном случае. Если направление тока неясно, можно приписать ему 
 
Рис. 1.3. Участок цепи  
со сторонней ЭДС 
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любое направление, тогда истинный знак тока получится из решения 
уравнения (1.3). 
Из закона Ома (1.3), подхо-
дящего для любого участка цепи, 
можно получить в качестве част-
ного случая закон Ома для всей 
цепи. Для этого нужно, зафикси-
ровав точку 1, двигать точку 2 
через всю цепь до слияния ее с 
точкой 1 (рис. 1.4). Тогда в пра-
вой части уравнения (1.3) раз-
ность потенциалов 21   обратится в нуль, и уравнение примет вид 
 IR  (1.4) 
или 
 
R
I

 , (1.5) 
где R  – полное сопротивление всей цепи, а   – алгебраическая сумма 
всех ЭДС. 
Полная ЭДС во всей цепи равна работе сторонних сил над +1 за-
ряда во всей цепи. 
Работа сторонних сил во всей цепи, т. е. на замкнутом пути, равна 
ЭДС, включенной в цепь, а не нулю. Это лишний раз подчеркивает, 
что сторонние силы не потенциальны. 
 
1.2. Первый закон Кирхгофа 
 
Законы Кирхгофа позволяют рассчитать любую, как угодно раз-
ветвленную цепь постоянного тока. Первый закон Кирхгофа формули-
руется так: сумма токов, приходящих в точку разветвления, равна 
сумме токов, уходящих из нее. 
 
Рис. 1.4. Закон Ома для всей цепи 
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Иначе говоря, алгебраиче-
ская сумма токов, приходящих 
в точку разветвления, равна 
нулю (рис. 1.5). 
Этот закон кажется почти 
очевидным. В действительности 
же он представляет собой не 
всегда существующий частный 
случай закона непрерывности тока, который мы сейчас рассмотрим. 
Пусть проводящее тело A  (рис. 1.6) имеет в данный момент вре-
мени заряд q . Если алгебраическая сумма токов )1(I , )2(I , )3(I , )4(I  
равна нулю, т. е. если сумма 
токов приходящих (обозначим 
ее 2I ) равна сумме токов ухо-
дящих ( 1I ), то заряд q  не будет 
меняться со временем. Однако 
может быть и такой случай, 
когда приходящие и уходящие 
токи не компенсируются. Ток 
через сечение проводника равен 
заряду, проходящему через это 
сечение за секунду. Поэтому 
разность 12 II   есть заряд, до-
бавляющийся к заряду q  за секунду. Если за время t  секунд заряд q  
изменился на q , то за 1 с его изменение будет равно tq  . Следо-
вательно, 
 
t
q
II


 12 . (1.6) 
Это уравнение носит название закона непрерывности тока: раз-
ность между суммой токов, приходящих в замкнутую область про-
 
Рис. 1.5. Алгебраическая сумма токов 
 
Рис. 1.6. Закон непрерывности тока 
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странства, и суммой токов, из нее уходящих, равна изменению заряда 
этой области за секунду. 
В цепи постоянного тока заряд, содержащийся в любой области 
цепи, не должен меняться со временем, иначе будут меняться потен-
циалы, а следовательно, и ток. Поэтому для цепи постоянного тока в 
(1.6) надо положить 0 tq , т. е. 12 II  , а это и есть первый закон 
Кирхгофа. 
 
1.3. Второй закон Кирхгофа 
 
Рассмотрим как угодно разветвленную цепь постоянного тока, со-
держащую источники ЭДС и 
сопротивления (рис. 1.7). Цель 
расчета цепи заключается в оп-
ределении токов на всех ее уча-
стках. Обозначим токи на участ-
ках 1I , 2I , 3I , 4I  ... и произ-
вольным образом зададим их 
предполагаемые направления 
(поскольку они заранее не из-
вестны). Выберем теперь произ-
вольный замкнутый контур, на-
пример ABCD , зададим направ-
ление обхода этого контура (например, против часовой стрелки) и за-
пишем закон Ома (1.3) для каждого из участков: 
 111  ADRI ,   222  BARI , 
 333  CBRI ,   444  DCRI ; 
здесь каждая из ЭДС должна быть записана с соответствующим зна-
ком. Складывая эти уравнения, получим 
 432144332211  RIRIRIRI . 
 
Рис. 1.7. Разветвленная цепь 
постоянного тока 
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Разности потенциалов выпадают. Следовательно, в произвольном 
замкнутом контуре, выбранном из разветвленной цепи, сумма падений 
напряжения (произведений IR ) равна сумме ЭДС. Это и есть второй 
закон Кирхгофа: 
   iiiRI . (1.7) 
Заметим, что, поскольку разности потенциалов все равно выпа-
дают, второй закон Кирхгофа целиком относится и к случаю «распре-
деленной ЭДС», т. е. к случаю, когда непотенциальное электрическое 
поле возникает в самих проводах вследствие электромагнитной ин-
дукции. 
Можно доказать, что уравнений, полученных с применением пер-
вого и второго законов Кирхгофа, достаточно для определения токов, 
а, следовательно, и всех других величин. 
В некоторых случаях можно обойтись при расчете цепи без зако-
нов Кирхгофа. Сюда относятся цепи, содержащие только последова-
тельно или параллельно соединенные проводники, и некоторые более 
сложные случаи, когда из соображений симметрии или других можно 
найти так называемое эквивалентное сопротивление разветвленного 
участка цепи. Например, сопротивление R , эквивалентное нескольким 
параллельно соединенным проводникам, как известно, определяется 
по формуле 
 
i i
RRRR
1111
21
 . 
 
1.4. Переменный ток в цепи с индуктивностью 
 
Рассмотрим переменный ток настолько малой частоты, чтобы его 
можно было считать квазистационарным. Ток называется квазиста-
ционарным в том случае, если его магнитное поле в каждый момент 
времени практически такое же, какое было бы у тока стационарного 
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(постоянного), так же распределенного в пространстве и имеющего 
величину, совпадающую с мгновенной величиной переменного. Элек-
трическое поле зарядов в квазистационарной цепи также совпадает со 
статическим полем распределения зарядов в данный момент. 
Магнитное поле проводника с током создается всем проводником 
в целом, поэтому для квазистационарности необходимо, чтобы время 
распространения электромагнитного поля (электромагнитной волны) 
вдоль всей цепи было мало по сравнению с периодом переменного 
тока. Обозначив размеры цепи l , получим условие квазистационарно-
сти в виде 
 Tcl  . (1.8) 
Поскольку период cvT 1 , условие (1.8) означает, что раз-
меры цепи должны быть во много раз меньше длины волны, имеющей 
период, равный периоду тока: 
 l . (1.9) 
Если размеры цепи 10l  м, то условию квазистационарности с 
запасом удовлетворяют токи с частотой порядка 101–105 Гц. Однако в 
длинных линиях l  может быть очень большим, условие квазистацио-
нарности может нарушаться, и это надо учитывать при расчете. 
К квазистационарному переменному току применим закон Ома, 
однако это вовсе не означает, что в замкнутой цепи с внешней ЭДС   
(имеются в виду внешние источники без учета ЭДС самоиндукции) 
сила тока равна R . Дело как раз в наличии ЭДС самоиндукции, ве-
личина которой не задана, а определяется быстротой изменения тока. 
Емкость, включенная в цепь, вносит дополнительные осложнения. 
Рассмотрим сначала цепь, содержащую индуктивность и источ-
ник переменной ЭДС   (генератор переменного тока). Пусть индук-
тивность цепи будет L , а полное омическое сопротивление R  (рис. 
1.8). Внешняя ЭДС пусть меняется со временем по гармоническому 
закону t cos0 , где   – частота, а 0  – амплитуда ЭДС. Аргу-
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мент косинуса (в данном случае t ) называется фазой. 
Закон Ома для всей цепи запишется в виде 
 
t
I
LtIR


 cos0  (1.10) 
(произведение IR  равно сумме всех ЭДС, 
содержащихся в цепи). При гармонически 
меняющейся ЭДС сила тока тоже будет ме-
няться гармонически с той же частотой, но 
со сдвигом по фазе, который нам надлежит 
определить. Итак, допустим, что 
)cos(0  tII . Такая запись означает, что ток отстает от ЭДС на 
угол   (сдвиг по фазе на угол  ). Электродвижущую силу самоин-
дукции dtdIL  можно теперь вычислить по правилам дифференци-
ального исчисления. Получается 
 




 

2
cos)sin( 00 tILtIL
dt
dI
L . 
Следовательно, уравнение (1.10) можно записать в виде 
   ttILtRI 




 
 cos
2
coscos 000 . (1.11) 
Изобразим все три члена этого уравнения на так называемой вектор-
ной диаграмме. Каждая величина A , меняющаяся со временем по за-
кону )cos(0  tAA , изображается на диаграмме проекцией на ось 
x  вектора, имеющего длину 0A  и составляющего с этой осью угол 
t  (рис. 1.9). Со временем угол t  увеличивается, и вектор 
вращается против часовой стрелки с угловой скоростью  , не меняя 
своей длины. Вектор тока, проекция которого на ось x  равна 
)cos(0 tRI , отстает по фазе от вектора ЭДС на угол  . Отсюда – 
указанное на рис. 1.10 взаимное расположение векторов. Вектор с про-
 
Рис. 1.8. Индуктивность 
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екцией )2cos(0  tIL  опе-
режает вектор тока на 2 , как это 
видно из рисунка. Векторная сумма 
векторов, проекции которых стоят в 
левой части (1.11), должна давать 
ЭДС. Из диаграммы видно, что это 
означает, что 20
222
0
22
0  LIRI , 
т. е. 
          
22
0
0
)( 


LR
I .      (1.12) 
Из этого же прямоугольного 
треугольника вытекает, что 
              
R
L
tg ,                (1.13) 
чем определяется отставание тока от ЭДС. 
Величина 
 22 )(  LRZ  (1.14) 
называется полным сопротивлением. Говорят, что оно «состоит» из 
активного R  и индуктивного L  сопротивлений. Смысл названия 
«полное сопротивление» в том, что амплитуда тока 0I  связана с ам-
плитудой ЭДС 0  соотношением, подобным закону Ома: 
 
Z
I 00

 . (1.15) 
Другого смысла термин «полное сопротивление» не имеет. В частно-
сти, выделяющееся в цепи тепло не равно ZI 2 . Тепло выделяется 
только на активном сопротивлении R , а не на индуктивном L . 
 
Рис. 1.9. Векторная диаграмма 
 
Рис. 1.10. Диаграмма проекций 
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Можно доказать, что тепло в джоулях, выделяющееся за секунду и 
представляющее собой тепловую мощность, равно 
  coscos
2
1
00 aaIIQ , (1.16) 
где 
 
22 )(
cos


LR
R
. (1.17) 
Под «действующими» значениями тока и ЭДС понимаются 
 
2
0IIa  ;     
2
0a . (1.18) 
Именно эти действующие ток и напряжение измеряются обычны-
ми амперметром и вольтметром в цепи переменного тока. 
Выражение для выделяющегося тепла легко преобразовать к виду 
 RIQ a 
2 . (1.19) 
Для этого надо найти cos  из (1.17) и воспользоваться формулами 
(1.15) и (1.18). 
Задача об установлении тока при 
замыкании цепи с постоянной ЭДС 
(рис. 1.11) полностью аналогична меха-
нической задаче о падении тела в вязкой 
среде под действием силы тяжести; на-
пример о падении шарика в вязкой жид-
кости. Согласно второму закону Ньюто-
на, произведение массы на ускорение 
tv   равно сумме силы тяжести F  (в 
случае падения в жидкости – за вычетом 
архимедовой силы) и силы трения rvFf  , пропорциональной ско-
рости и направленной в сторону, ей противоположную: 
 
Рис. 1.11. Замкнутая цепь с 
постоянной ЭДС 
const0   
R  
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 rvF
t
v
m 


. (1.20) 
Уравнение, определяющее установление тока при замыкании цепи 
(закон Ома), tILIR  0  можно записать в виде, совершенно 
аналогичном формуле (1.20): 
 RI
t
I
L 


0 . (1.21) 
Сила тока здесь аналогична скорости, ЭДС – силе, индуктивность – 
массе и сопротивление – коэффициенту r  при скорости в выражении 
для силы трения. 
Скорость падающего тела вначале растет, в результате чего растет 
сила трения, а ускорение уменьшается, пока не обратится в нуль. То-
гда, как видно из (1.20), скорость достигает значения rFv max . Это 
и есть максимальное значение скорости. При дальнейшем падении 
скорость будет оставаться постоянной. Аналогично этому ток увели-
чивается, пока не достигнет значения RI 0max  , нормального для 
постоянного тока. Скорость тела, строго говоря, устанавливается лишь 
через бесконечно большое время, аналогично ведет себя и ток. 
Можно доказать, что время установления постоянной скорости – 
порядка нескольких rm , а время 
установления тока – порядка не-
скольких RL . За время t , рав-
ное нескольким  , ток практически 
достигнет максимального значения. 
График нарастания тока со време-
нем показан на рис. 1.12. 
Умножим уравнение (1.21) на 
tI  и перепишем его в виде 
 ILItRItI  20 . (1.22) 
 
Рис. 1.12. Нарастание тока 
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Физический смысл полученного уравнения ясен: tI0  – работа по-
стоянной ЭДС (см. рис. 1.11) за время t , член tRI 2  – выделенное за 
то же время тепло, ILI  – работа ЭДС, затраченная на увеличение 
тока в катушке индуктивности. Эта последняя работа превращается в 
энергию магнитного поля катушки. 
Следовательно, приращение магнитной энергии катушки равно 
LIdIdWm  . Вся работа, затраченная внешней ЭДС, чтобы довести 
ток до максимального значения, т. е. на создание магнитного поля в 
катушке, равна 
 
I
m LIdIW
0
. 
Итак, 
 
2
2LI
Wm  . (1.23) 
Предположим, что в катушке отсутствует ферромагнитный сердечник, 
иначе L  зависел бы от тока. 
Аналогично этому, работа силы тяжести, действующей на па-
дающее в жидкости тело, частично превращается в тепло, а частично 
идет на увеличение кинетической энергии. Формула 22mvEk   впол-
не аналогична (1.23), и снова отмечаем, что L  аналогична массе, а 
скорость соответствует силе тока. 
Если подставить в (1.23) коэффициент самоиндукции соленоида 
lSNL 20  и воспользоваться тем, что в соленоиде 
lINHB 00  , то энергия магнитного поля в соленоиде выра-
зится так: 
 V
BH
Wm
2
 , (1.24) 
где V  – объем, занимаемый полем и равный объему соленоида. 
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Плотность магнитной энергии, т. е. энергия, приходящаяся на 
единицу объема, будет 
 
2
BH
m  . (1.25) 
Эта формула вполне аналогична формуле для плотности электри-
ческой энергии и относится к любому, не обязательно однородному и 
постоянному во времени магнитному полю. 
 
1.5. Переменный ток в цепи с индуктивностью и емкостью 
 
Рассмотрим цепь переменного квазистационарного тока, которая 
содержит последовательно соединенные ЭДС, индуктивность и ем-
кость (рис. 1.13). 
На тех участках цепи, где нет ни 
внешней ЭДС, ни ЭДС самоиндукции, 
заряды движутся по проводнику под 
действием потенциального электриче-
ского поля. Величина IR  представляет 
собой падение потенциала на сопро-
тивлении цепи R . На конденсаторе 
тоже будет существовать падение по-
тенциала, равное Cq  ( q  – заряд кон-
денсатора, а C  – его емкость). Сумма 
падений потенциала равна сумме 
включенной в цепь внешней ЭДС   и ЭДС самоиндукции tIL  : 
 
t
I
L
C
q
IR


 . (1.26) 
Эти качественные соображения, справедливые для квази-
стационарного тока, подтверждаются расчетом. 
Предположим снова, как в подразделе 1.4, что t cos0 , а си-
 
Рис. 1.13. Цепь переменного 
тока 
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ла тока )cos(0  tII . Величина )2cos(0  tILtIL , 
т. е. опережает ток на 2 . Заряд конденсатора q , наоборот, отстает от 
тока на 2 . Можно доказать, что 
 




 





2
cos)sin( 00 t
I
t
I
q . 
Итак, в присутствии R , C  и L  должно выполняться равенство 
 




 



2
cos)cos( 00 t
C
I
tRI  
 ttLI 




 
 cos
2
cos
00
. 
На рис. 1.14 это равенство изобра-
жено в виде векторной диаграммы. 
Три вектора в левой части равен-
ства должны в сумме давать ЭДС. 
Из рис. 1.14 видно, что все рассу-
ждения 1.4 остаются в силе, надо 
только вместо LI0  взять величи-
ну ))(1(0 CLI  . Итак, получим 
                 
Z
I 00

 ,                   (1.27) 
где полное сопротивление Z  равно 
 
2
2 1








C
LRZ . (1.28) 
Выражение )(1 C  называется емкостным сопротивлением, а вся 
скобка CL  1  – реактивным, в отличие от активного сопротивле-
 
Рис. 1.14. Векторная диаграмма для 
цепи с индуктивностью и емкостью 
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ния R . 
Сдвиг фаз   между током и ЭДС, как видно из рис. 1.14, опреде-
ляется выражением 
 
R
C
L



1
tg . (1.29) 
Если в цепи отсутствует емкость, должны получить формулы 
(1.13) и (1.14). Переход к этому случаю совершается, если положить 
C , а не 0C . Отсутствие емкости означает, что пластины кон-
денсатора сближены до соприкосновения (при этом C ), а не раз-
ведены на большое расстояние (при этом 0C ). 
Как видно из формулы (1.29), фа-
за тока может как отставать от фазы 
ЭДС (если CL  1 ), так и опере-
жать ее (если CL  1 ). 
Для мощности, выделяющейся в 
цепи, получаем то же выражение 
(1.15), но косинус сдвига фаз будет 
теперь уже равен 
2
2 1
cos









C
LR
R
. (1.30) 
Он может стать равным единице, если подобрать индуктивность и ем-
кость цепи так, чтобы выражение в скобках обращалось в нуль. При 
этом амплитуда тока ZI 00   станет максимальной. Зависимость 
амплитуды от частоты источника ЭДС показана на рис. 1.15. При ус-
ловии, что CL  1 , т. е. что частота 
 
Рис. 1.15. Зависимость 
амплитуды тока от частоты 
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LC
1
0  , (1.31) 
амплитуда максимальна, и ее величина RI 00   определяется омиче-
ским сопротивлением. 
Физическая причина резкого возрастания тока при приближении 
частоты источника   к LC10   заключается в том, что контур с 
индуктивностью и емкостью способен к собственным электрическим 
колебаниям, т. е. колебаниям без источника внешней ЭДС. Максимум 
тока получается при совпадении частоты ЭДС   с частотой собствен-
ных колебаний 0 . Такое совпадение называется резонансом. 
При резонансе источник совершает наибольшую, а не наимень-
шую работу, что видно из (1.16). При резонансе достигают наибольше-
го значения сразу две величины в этой формуле: 0I  и cos . Послед-
няя при резонансе равена единице. Без вычислений ясно, что при резо-
нансе ток максимален и меняется в фазе с ЭДС, поэтому выделяется 
наибольшее количество тепла. 
 
Контрольные вопросы 
 
1. Приведите закон Ома для участка проводника без ЭДС. 
2. Дайте определение сопротивления. 
3. Укажите область применимости закона Ома. 
4. Какие еще существуют зависимости между током и напряжени-
ем участка электрической цепи, кроме закона Ома? 
5. Какие силы принято называть сторонними? 
6. Приведите закон Ома для всей электрической цепи. 
7. Являются ли сторонние силы потенциальными? 
8. Сформулируйте первый закон Кирхгофа. 
9. Приведите закон непрерывности тока и его уравнение. 
10. Укажите связь между законом непрерывности тока и первым 
законом Кирхгофа для цепи постоянного тока. 
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11. Сформулируйте второй закон Кирхгофа. 
12. Достаточно ли уравнений, полученных с применением законов 
Кирхгофа, для определения всех токов в электрической цепи? 
13. Можно ли обойтись при расчете цепи без законов Кирхгофа? 
14. Какой ток называется квазистационарным? 
15. Приведите условие квазистационарности тока? 
16. Запишите закон Ома для цепи, содержащей индуктивность и 
источник переменной ЭДС. 
17. Как вычисляется электродвижущая сила самоиндукции? 
18. Дайте определение полного сопротивления электрической це-
пи с индуктивностью. 
19. Запишите уравнение тепловой мощности электрической цепи 
с индуктивностью. 
20. Какие ток и напряжение измеряются обычными амперметром 
и вольтметром в цепи переменного тока? 
21. Дайте механический аналог задачи об установлении тока при 
замыкании цепи с постоянной ЭДС. 
22. Приведите график нарастания тока со временем в электриче-
ской цепи с индуктивностью и постоянной ЭДС. 
23. Запишите формулу для энергии магнитного поля в соленоиде. 
24. Запишите формулу для плотности магнитной энергии. 
25. Представьте цепь переменного тока, которая содержит после-
довательно соединенные ЭДС, индуктивность и емкость. 
26. Дайте определение емкостного сопротивления. 
27. Запишите формулу для мощности, выделяющейся в цепи с ин-
дуктивностью и емкостью. 
28. Объясните способность к собственным электрическим колеба-
ниям электрического контура с индуктивностью и емкостью. 
29. Дайте определение резонанса в электрическом контуре с ин-
дуктивностью и емкостью. 
30. Охарактеризуйте электрические величины электрического 
контура с индуктивностью и емкостью при резонансе. 
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2. МАТРИЧНЫЕ МЕТОДЫ ИНТЕГРИРОВАНИЯ 
 
Рассмотрены матричные методы интегрирования систем диффе-
ренциальных уравнений, унифицированы и обобщены алгоритмы по-
строения переходных процессов в различных моделях радиоэлектрон-
ных схем. Анализ алгоритмов позволил разработать общий алгоритм 
матричного метода интегрирования систем дифференциальных урав-
нений, позволяющий решать задачи анализа радиоэлектронных схем. 
 
2.1. Вычисление функции веса 
 
В общем случае переходные процессы в радиоэлектронных схе-
мах могут быть определены только путем численного интегрирования 
соответствующей системы дифференциальных уравнений (СДУ). Рас-
смотрим методы решения СДУ для построения переходных процессов. 
Существует множество методов интегрирования СДУ. Матрич-
ные методы интегрирования, основанные на вычислении матричной 
экспоненты, эффективно применяются для интегрирования как жест-
ких, так и нежестких СДУ. Представим алгоритмы матричных методов 
для решения линейных и нелинейных СДУ. 
Линейная неоднородная СДУ с постоянными коэффициентами 
имеет вид: 
 U
dt
d
BAX
X
 ,     00 X ,     CXy , (2.1) 
где )(tXX   и 0X  – векторы состояния и начальных условий; A  и B
 – матрицы состояния и входа; U  – входное воздействие; C  и )(tyy   
– матрица и координата выхода. Рассмотрим численное решение СДУ 
(2.1) на интервале ],0[ fT  при L  шагах постоянной длины LTh f . 
Введем дискретные значения моментов времени khtk  , Lk ,0  и 
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обозначим )( kk tXX  , )( kk tyY  . В соответствии с (2.1) 
 kkY CX ,     Lk ,0 . (2.2) 
Функцией веса линейной модели (2.1) называется реакция )(ty  
системы на входной сигнал в виде -функции )(tU  . Функция веса 
находится по формулам: 
 BX
Atet )( ,     )()( tty CX . (2.3) 
При ht   имеем 
   BX Aheh  . (2.4) 
Перепишем формулу (2.3), заменяя t  на ht  : 
 BBBX
AAAAA thhtht eeeeeht   )()( , 
то есть 
 )()( teht hXX A . (2.5) 
Матричную экспоненту обозначим 
 heh AA )( . (2.6) 
Таким образом, на основании формул (2.4)–(2.6) приходим к рекур-
рентным выражениям 
 00 X ,     BAX )(1 h ,     1)(  kk h XAX  ,     Lk ,2 . (2.7) 
Составим алгоритм вычисления функции веса на основании вы-
числения матричной экспоненты и выражений (2.7) и (2.2). 
А л г о р и т м  2 . 1 .  В ы ч и с л е н и е  ф у н к ц и и  в е с а  
Входные параметры: A , B  и C  – матрицы состояния, входа и 
выхода, fT  и L  – конец интервала и число шагов интегрирования.  
Выходные параметры: T  и Y  – массивы моментов времени и 
значений функции веса. 
1. Положить LTh f , )( hA  . 
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2. Положить 00 T , 00 Y , BX  , hT 1 , CX1Y , 2k . 
3. Положить XX  . 
4. Положить hTT kk  1 , CXkY . 
5. Если Lk  , положить 1 kk  и перейти к п. 3. 
6. Остановиться. 
Таким образом, вычисление функции веса сводится к вычислению 
матричной экспоненты. 
 
2.2. Вычисление матричной экспоненты 
 
Точность и трудоемкость матричных методов решения СДУ су-
щественно зависит от точности и трудоемкости вычисления матричной 
экспоненты или ее интеграла. Модифицируем формулы и приведем 
алгоритмы вычисления матричной экспоненты и ее интеграла, повы-
шающие точность и снижающие трудоемкость вычислений. 
Матричная экспонента представляет собой равномерно сходя-
щийся матричный ряд 
 
!3!2
)(
32 АA
AEA
Ae , (2.8) 
где A  – квадратная матрица; E  – единичная матрица. 
Для ускорения сходимости ряда (2.8) при большой норме матри-
цы А  зададим малое число 0 , определим положительное целое 
 }2min{  kkl A  (2.9) 
и перейдем к матрице 
 l2AB  , (2.10) 
для которой B . Тогда, вычислив матричную экспоненту 
)(0 B   и применив рекуррентную формулу 
 lkk
k
k ,1,)2(
2
1   B , (2.11) 
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получим искомую матричную экспоненту l )(A . Применение 
формулы (2.11) при больших значениях l приводит к существенному 
накоплению погрешности. Для уменьшения погрешности округления 
вводят матричную функцию EAA  )()(  . В этом случае, задавая 
0  и ограничиваясь конечным числом членов матричного ряда, вы-
числим 
 


m
i
i
i
1
0
!
)(
B
B , (2.12) 
где 
  δ!min 0  iim iB . (2.13) 
Учитывая формулу (2.11), получим рекуррентное соотношение 
 )2( 11   kkk  E ,     lk ,1 , (2.14) 
где EB  )2( kk  . Тогда 
 l EA)( . (2.15) 
Положительные числа   и  , определяющие объем и точность 
вычислений, были определены на основании вычислительных экспе-
риментов. Полученные оптимальные по точности и трудоемкости зна-
чения составили 1,0 , 1210 . По выражениям (2.9), (2.10), (2.12)–
(2.15) составим алгоритм вычисления матричной экспоненты матрицы 
A , реализующий функцию )(A . 
А л г о р и т м  2 . 2 .  В ы ч и с л е н и е  м а т р и ч н о й  э к с п о -
н е н т ы  
Входной параметр: A  – квадратная матрица. 
Выходной параметр:   – матричная экспонента. 
1. Положить 1,0 , 1210 , AAN . 
2. Если AN , положить 0l , AB  , иначе, вычислить 
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)]([log 2  ANl , 
l2AB  . 
3. Положить B , BC  , 1i . 
4. Если C  , положить 1 ii , iBCC  , C  , ина-
че, перейти к п. 6. 
5. Перейти к п. 4. 
6. Положить ED 2 , 1i . 
7. Если 0l , перейти к п. 10. 
8. Положить )(   D , 1 ii . 
9. Если li  , перейти к п. 8. 
10. Положить   E . 
11. Остановиться. 
Матричную экспоненту в формуле (2.6) вычислим по этому алго-
ритму, заменяя в нем матрицу A  матрицей hA . 
 
2.3. Вычисление переходной функции 
 
Переходной функцией системы (2.1) называется реакция )(ty  на 
входной сигнал в виде единичной функции )(1 tU  . Переходная 
функция находится по формулам 
    

t
t deet
0
0 BXX
AA
,     )()( tty CX . (2.16) 
Положим в этой формуле t  равным ht  : 
 

 
ht
ht deeht
0
0
)()( BXX AA . (2.17) 
Умножая (2.16) на heA  и вычитая полученное выражение из 
(2.17), имеем: 
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  

h
h deteht
0
)()( BXX AA . (2.18) 
Матричную экспоненту (2.6) и ее интеграл 
   

h
deh
0
),( AA  (2.19) 
вычислим алгоритмами 2.2 и 2.4. Обозначая 
 BAg ),( h , (2.20) 
перепишем формулу (2.18): 
 gXAX  )()()( thht  . (2.21) 
Переходя к дискретным моментам времени, по формуле (2.21) по-
лучим рекуррентные выражения 
 00 X ,     gXAX  1)( kk h ,     Lk ,1 . (2.22) 
Составим алгоритм вычисления переходной функции методом 
матричной экспоненты и ее интеграла по формулам (2.20), (2.22) и 
(2.2). 
А л г о р и т м  2 . 3 .  В ы ч и с л е н и е  п е р е х о д н о й  ф у н к -
ц и и  
Входные параметры: A , B  и C  – матрицы состояния, входа и 
выхода, fT  и L  – конец интервала и число шагов интегрирования. 
Выходные параметры: T  и Y  – массивы моментов времени и 
значений переходной функции. 
1. Положить LTh f , 0X , ),,()( hExpVec BAg,  . 
2. Положить 00 T , 00 Y , 1k . 
3. Положить gXX   . 
4. Положить hTT kk  1 , CXkY . 
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5. Если Lk  , положить 1 kk  и перейти к п. 3. 
6. Остановиться. 
Здесь постоянные параметры выражений (2.22) – матрицу (Ah)  
и вектор g  целесообразно вычислять с помощью единого алгорит-
ма 2.5, реализующего функцию ),()( hExpVec BA,g,  . 
 
2.4. Методы вычисления матричной экспоненты и ее 
интеграла 
 
Подставляя в выражение (2.8) tA  вместо A  и интегрируя его от 
0 до h , получим матричный ряд для интеграла матричной экспоненты: 
  








  !4
)(
!3
)(
!2
,
32
0
hhh
hdteh
h
t AAA
EA
A . (2.23) 
Для ускорения сходимости ряда (2.23) при большой норме hA  
зададим 0 , определим положительное целое число 
 }ε2{min  khkl A  (2.24) 
и обозначим lhs 2 . Задавая 0  и учитывая конечное число сла-
гаемых матричного ряда (2.23), вычислим  
   



m
i
i
i
s
ss
0
0
!)1(
)(
,
A
A , (2.25) 
где 
  δ!)1()(min 0  isim iA . (2.26) 
Полагая 
 00  AE , (2.27) 
перейдем от матрицы ),(0 sA   к матрице ),( hl A   по рекур-
33 
 
рентным соотношениям: 
 )( 11   kkk E  ,     
2
1 kk  ,     lk ,1 , (2.28) 
где 
 )2,( skk A  ,      
sk
k
k
es 2)2( AA   . 
По выражениям (2.24)–(2.28) составим алгоритм вычисления ин-
теграла матричной экспоненты с матрицей A  и верхним пределом 
интегрирования h , реализующий функцию ),( hA . 
А л г о р и т м  2 . 4 .  В ы ч и с л е н и е  и н т е г р а л а  м а т р и ч -
н о й  э к с п о н е н т ы  
Входные параметры: A  – квадратная матрица, h  – верхний пре-
дел интегрирования. 
Выходной параметр: Φ  – интеграл матричной экспоненты. 
1. Положить 1,0 , 1210 , A
A
N . 
2. Если hNA , положить 0l , hs  , иначе, вычислить 
)]([log 2  hNl A , 
lhs 2 . 
3. Положить sAB  , BC 5,0 , CEΦ  , 2i . 
4. Если ΦC  , положить 1 ii , iBCC  , CΦΦ  , ина-
че, перейти к п. 6. 
5. Перейти к п. 4. 
6. Положить ΦΦ s , AΦE  , 1i . 
7. Если 0l , перейти к п. 10. 
8. Положить )(  EΦΦ ,   , 1 ii . 
9. Если li  , перейти к п. 8. 
10. Остановиться. 
При вычислении переходной функции по формуле (2.22) одно-
временно используются матричная экспонента )( hA  и ее интеграл 
)( hA, , по которым вычисляется вектор BAg ),( h . Однако в этом 
случае вместо применения формул (2.28) вектор g  и матричную экс-
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поненту   проще вычислять по менее трудоемким рекуррентным 
формулам: 
 BΦg 00  ,     11)(  kkk gEg  ,      
2
1 kk  ,      lk ,1 . 
По выражениям (2.24)–(2.28) составим алгоритм вычисления па-
раметров для переходной функции, реализующий функцию 
),,(),( hExpVec BAg  . 
А л г о р и т м  2 . 5 .  П а р а м е т р ы  в ы ч и с л е н и я  п е р е -
х о д н о й  ф у н к ц и и  
Входные параметры: A  и B  – матрицы состояния и входа, h  – 
шаг интегрирования. Выходные параметры:   – матричная экспонен-
та, g  – произведение интеграла матричной экспоненты на матрицу 
входа. 
1. Положить 1,0 , 1210 , A
A
N . 
2. Если hNA , положить 0l , hs  , иначе, вычислить 
)]([log 2  hNl A , 
lhs 2 . 
3. Положить sAB  , BC 5,0 , CEΦ  , 2i . 
4. Если ΦC  , положить 1 ii , iBCC  , CΦΦ  , ина-
че, перейти к п. 6. 
5. Перейти к п. 4. 
6. Положить ΦΦ s , AΦE  , ΦBg  , 1i . 
7. Если 0l , перейти к п. 10. 
8. Положить gEg )(  ,   , 1 ii . 
9. Если li  , перейти к п. 8. 
10. Остановиться. 
Алгоритмы 2.2, 2.4, 2.5 применяются в матричных методах реше-
ния СДУ для вычисления переходных процессов. 
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2.5. Решение однородных систем дифференциальных 
уравнений 
 
Частным случаем модели (2.1) является линейная однородная 
СДУ с постоянными коэффициентами: 
 AX
X

dt
d
,     00 X ,     CXy , (2.29) 
где )(tXX   и 0X  – векторы состояния и начальных условий; A  – 
матрица состояния; C  и )(tyy   – матрица и координата выхода. Ре-
шение этой системы находится по формуле: 
 0)( XX
Atet  . (2.30) 
Рассмотрим решение СДУ (2.29) на интервале ],0[ fT  при L  ша-
гах постоянной длины LTh f . Введем значения моментов времени 
khtk  , Lk ,0  и обозначим )( kk tXX  . Положим в формуле (2.30) 
t  равным ht  : 
 0
)()( XX A hteht  . (2.31) 
Умножая равенство (2.30) на heA  и вычитая полученное выраже-
ние из равенства (2.31), имеем: 
 )()( teht hXX A . (2.32) 
Обозначая heh AA )( , перепишем (2.32) для дискретных моментов 
времени: 
 1)(  kk h XAX  ,     Lk ,1 . (2.33) 
По (2.33) составим алгоритм метода матричной экспоненты ин-
тегрирования СДУ (2.29), где матричная экспонента вычисляется по 
алгоритму 2.2. 
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А л г о р и т м  2 . 6 .  М е т о д  м а т р и ч н о й  э к с п о н е н т ы  
Входные параметры: A  и C  – матрицы состояния и выхода; fT  
и L  – конец интервала и число шагов интегрирования. 
Выходные параметры: T  и Y  – массивы моментов времени и 
значений переходного процесса. 
1. Положить LTh f , 0X , )( hA  . 
2. Положить 00 T , 00 Y , 1k . 
3. Положить XX  . 
4. Положить hTT kk  1 , CXkY . 
5. Если Lk  , положить 1 kk  и перейти к п. 3.  
6. Остановиться. 
 
2.6. Решение нелинейных систем дифференциальных 
уравнений 
 
Рассмотрим нелинейную СДУ общего вида Коши 
 ),( U
dt
d
Xf
X
 ,     )( 00 tXX  , (2.34) 
где ),( UXf  – векторная функция правых частей СДУ. Для решения 
такой СДУ применим матричные системные методы. Рекуррентная 
формула системного метода первой степени имеет вид: 
 ),(),( 11 Uh kkk   XfAΦXX ,      Lk ,1 , (2.35) 
где ),( hAΦ  – интеграл матричной экспоненты (2.19). Здесь )(XJA   
– якобиан векторной функции правых частей СДУ. На основании фор-
мулы (2.35) составим алгоритм системного метода первой степени. 
А л г о р и т м  2 . 7 .  С и с т е м н ы й  м е т о д  п е р в о й  с т е -
п е н и  
Входные параметры: ),( UXf  – векторная функция правых частей 
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СДУ, C  – матрица выхода, fT  и L  – конец интервала и число шагов 
интегрирования. 
Выходные параметры: T  и Y  – массивы моментов времени и 
значений переходного процесса. 
1. Положить LTh f , 0X ,  XJA  , ),( hAΦΦ  . 
2. Положить 00 T , 00 Y , 1k . 
3. Положить ),( UXffX  , XΦfXX  . 
4. Положить hTT kk  1 , CXkY . 
5. Если Lk  , положить 1 kk  и перейти к п. 3. 
6. Остановиться. 
Составим алгоритм вычисления якобиана, реализующий функцию 
)(XJJ  . 
А л г о р и т м  2 . 8 .  В ы ч и с л е н и е  я к о б и а н а  
Входные параметры: )(Xf  – векторная функция правых частей 
СДУ, X  – вектор-столбец значений переменных. 
Выходной параметр: J  – якобиан. 
1. Положить Xn dim , 12l , 20min 10
d . 
2. Вычислить )(XffX  . 
3. Вычислить Xj
j
ff maxmax  , m
l  10 , maxfd f  . 
4. Положить XY  , 1i . 
5. Вычислить 
iXd  . 
6. Если fdd  , положить fdd  . 
7. Если mindd  , положить mindd  . 
8. Положить dXY ii  . 
9. Вычислить )(YffY  . 
10. Положить   di XY ffJ  , ii XY  . 
11. Если ni  , положить 1 ii  и перейти к п. 5. 
12. Остановиться. 
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В этом алгоритме операция Xdim  выдает размерность вектора X
, параметр l  задает количество желаемых верных знаков элементов 
якобиана, параметр d  определяет приращение независимых перемен-
ных, iJ  обозначает столбец якобиана с номером i . Приращение неза-
висимых переменных вычисляется с учетом значений этих перемен-
ных, предполагаемого значения максимального модуля элемента яко-
биана, максимального модуля элемента значения векторной функции и 
ограничивается снизу для предотвращения деления на нуль. 
Системный метод второй степени применяется для решения СДУ 
(2.34) и основан на формулах: 
 ),( 11 UK k Xf ,   ],)2,([ 112 UKhfK k AX   , 
 ])2,(2)[2,( 121 KhKhkk AAAXX    ,     Lk ,1 , 
где 
 
2
0
)2,(
h
tdteh AA , 
)(XJA   – якобиан правых частей СДУ. Составим алгоритм этого 
метода. 
А л г о р и т м  2 . 9 .  С и с т е м н ы й  м е т о д  в т о р о й  с т е -
п е н и  
Входные параметры: ),( UXf  – векторная функция правых частей 
СДУ, C  – матрица выхода, fT  и L  – конец интервала и число шагов 
интегрирования. 
Выходные параметры: T  и Y  – массивы моментов времени и 
значений переходного процесса. 
1. Положить LTh f , 0X ,  XJA  , )2,( hAΦ  , 
AΦA  . 
2. Положить 00 T , 00 Y , 1k . 
3. Положить ),(1 UXfK  , ),( 12 UΦKXfK  , 
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)2( 12 AKKΦXX  . 
4. Положить hTT kk  1 , CXkY . 
5. Если Lk  , положить 1 kk  и перейти к п. 3. 
6. Остановиться. 
 
2.7. Общий алгоритм матричных методов 
 
Алгоритмы рассмотренных матричных методов решения СДУ от-
личаются шагами 1, 3, состоят из начальной части с вычислением мат-
ричных параметров метода и итерационной части с вычислением зна-
чений вектора переменных состояния. На основании алгоритмов 2.1, 
2.3, 2.6, 2.7, 2.9 составим общий алгоритм матричных методов интег-
рирования с постоянным шагом. 
А л г о р и т м  2 . 1 0 .  М а т р и ч н ы й  м е т о д  и н т е г р и р о -
в а н и я  
Входные параметры: S  – СДУ, C  – матрица выхода, fT  и L  – 
конец интервала и число шагов интегрирования. 
Выходные параметры: T  и Y  – массивы моментов времени и 
значений переходного процесса. 
1. Положить LTh f , 0X , ),,( XSP hStart . 
2. Положить 00 T , 00 Y , 1k . 
3. Положить ),,( PXSX Step . 
4. Положить hTT kk  1 , CXkY . 
5. Если Lk  , положить 1 kk  и перейти к п. 3. 
6. Остановиться. 
Функция ),,( XSP hStart  вычисляет массив матричных парамет-
ров метода интегрирования: для алгоритма 2.3 },{ gP  . Функция 
),,( PXSX Step  вычисляет вектор переменных интегрирования на 
одном шаге. Начальная часть алгоритма реализуется шагами 1–2, а 
итерационная часть – шагами 3–5. 
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Таким образом, разработаны алгоритмы матричных методов ре-
шения линейных и нелинейных СДУ, применимые также для решения 
жестких систем, характеризующихся большим числом обусловленно-
сти якобиана векторной функции правых частей СДУ. 
Применим представленные численные методы интегрирования и 
их алгоритмы к вычислению прямых показателей качества переходных 
процессов в схемах радиоэлектроники. 
 
Контрольные вопросы 
 
1. Запишите линейную неоднородную систему дифференциаль-
ных уравнений с постоянными коэффициентами. 
2. Дайте определение функции веса линейной модели. 
3. Запишите формулы для вычисления функции веса линейной 
модели. 
4. Составьте алгоритм для вычисления функции веса линейной 
модели. 
5. Представьте матричную экспоненту в виде матричного ряда. 
6. Запишите формулы для вычисления матричной экспоненты. 
7. Составьте алгоритм для вычисления матричной экспоненты. 
8. Дайте определение переходной функции для линейной модели. 
9. Запишите формулы для вычисления переходной функции ли-
нейной модели. 
10. Составьте алгоритм для вычисления переходной функции ли-
нейной модели. 
11. Запишите формулы для вычисления интеграла матричной экс-
поненты. 
12. Составьте алгоритм для вычисления интеграла матричной 
экспоненты. 
13. Составьте алгоритм вычисления параметров переходной 
функции для матричного метода интегрирования. 
14. Запишите линейную однородную систему дифференциальных 
уравнений с постоянными коэффициентами. 
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15. Запишите формулы для решения линейной однородной систе-
мы дифференциальных уравнений с постоянными коэффициентами. 
16. Составьте алгоритм решения линейной однородной системы 
дифференциальных уравнений с постоянными коэффициентами. 
17. Запишите нелинейную систему дифференциальных уравнений 
в общем виде. 
18. Запишите формулы для решения нелинейной системы диффе-
ренциальных уравнений системным методом первой степени. 
19. Составьте алгоритм решения нелинейной системы дифферен-
циальных уравнений системным методом первой степени. 
20. Дайте определение якобиана векторной функции. 
21. Составьте алгоритм вычисления якобиана векторной функции. 
22. Запишите формулы для решения нелинейной системы диффе-
ренциальных уравнений системным методом второй степени. 
23. Составьте алгоритм решения нелинейной системы дифферен-
циальных уравнений системным методом второй степени. 
24. Что общего в алгоритмах матричных методов решения систем 
дифференциальных уравнений и чем они отличаются? 
25. Составьте общий алгоритм решения систем дифференциаль-
ных уравнений матричными методами интегрирования. 
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3. ВЫЧИСЛЕНИЕ ПРЯМЫХ ПОКАЗАТЕЛЕЙ КАЧЕСТВА 
 
На основании алгоритмов построения переходных процессов и 
квадратичной интерполяции упрощены формулы и предложены алго-
ритмы вычисления массива экстремумов переходной и весовой функ-
ций радиоэлектронных схем. Предложены формулы вычисления пока-
зателей отклонения и колебательности по массивам экстремумов пере-
ходной и весовой функций, вычисления времени переходных процес-
сов в радиоэлектронных схемах. Предложены формулы вычисления 
прямых критериев оптимальности радиоэлектронных схем. На основа-
нии алгоритмов вычисления массива экстремумов и времени процесса 
предложен алгоритм вычисления вектора прямых критериев в виде 
единого для всех критериев вычислительного процесса. 
 
3.1. Вычисление экстремумов переходного процесса 
 
Вычисление прямых показателей качества (ППК) схем радиоэлек-
троники связано с вычислением экстремумов переходных процессов. 
Рассмотрим вычисление экстремумов переходной и весовой функций. 
Пусть )(ty  – переходная или весовая функция с начальным зна-
чением )0(0 yy   и установившимся конечным значением )( yy . 
Начальное значение для обеих функций 00 y , конечное значение 
переходной функции 1y , а функции веса – 0y . Массив момен-
тов времени ),,,( 10 LTTT T  и массив соответствующих им значений 
переходной и весовой функций ),,,( 10 LYYY Y  вычислим алгорит-
мами 2.1 и 2.3 до момента времени fT , после которого значения 
функций можно считать постоянными. 
Рассмотрим отклонение функций от установившегося значения 
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  ytytz )()( . (3.1) 
Для переходной функции 1)0( z , для функции веса 0)0( z , для 
обеих функций 0)( z . Перейдем от массива Y  к массиву отклоне-
ний ),,,( 10 LZZZ Z  по формуле (3.1):  yYZ kk , Lk ,0 . Ха-
рактерные точки кривой )(tz , определяющие ППК, можно вычислить 
аппроксимацией этих точек по массивам T  и Z  с использованием 
различных интерполяционных многочленов, например многочленов 
Лагранжа. Чем выше степень многочлена, тем выше точность интер-
поляции. Однако при высокой степени многочлена затрудняется опре-
деление значений координат характерных точек, требующее решения 
алгебраических уравнений. Поэтому применим квадратичную интер-
поляцию, а невысокую ее точность скомпенсируем уменьшением шага 
интегрирования. 
Последовательно для Lk ,2  найдем 12   kklk ZZu , 
1 kkrk ZZu . Если для некоторого k  будет выполняться неравенст-
во 0rklkuu , то интервал ],[ 2 kk TT   содержит экстремум с номером i  и 
точки ),( 22  kk ZT , ),( 11  kk ZT , ),( kk ZT  можно использовать в квадра-
тичной интерполяции, mi ,1 , m  – число экстремумов. Для повыше-
ния точности машинных вычислений перейдем от координат t  и z  к 
относительным координатам 1 kTtv  и 1 kZzu . Парабола, про-
ходящая через среднюю точку ),( 11  kk ZT , в новых координатах имеет 
уравнение 
 221 vvu kk  . (3.2) 
Обозначая 
12   kklk TTv ,  1 kkrk TTv ,  12   kklk ZZu ,  1 kkrk ZZu , (3.3) 
для коэффициентов k1  и k2  параболы (3.2) получим систему урав-
нений 
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решая которую найдем 
 kkk DD11  ,    kkk DD22  . (3.4) 
С обозначениями (3.3) 
 )( lkrkrklkk vvvvD  ,    lkkrkkk vqvpD 1 ,    kkk pqD 2 , (3.5) 
 rklkk vup  ,     lkrkk vuq  . (3.6) 
Экстремум принадлежит интервалу ],[ 2 kk TT  , если выполняется усло-
вие 
 0rklkuu . (3.7) 
Аппроксимируя кривую )(tz  в окрестности экстремума парабо-
лой (3.2), дифференцируя ее уравнение по v  и приравнивая нулю по-
лученную производную, с учетом (3.4) вычислим значение координат 
i -го экстремума: 
 )2()2( 2121 kkkkei DDv  ,     )( 211 eikkeikei vvZZ   . 
Подставляя выражения (3.4), после преобразований получим 
 )4( 2
2
11 kkkkei DDDZZ   . (3.8) 
Для методов интегрирования с постоянным шагом h  формулы 
вычисления экстремумов упрощаются. В этом случае в обозначениях 
(3.3) hvlk  , hvrk   и вместо формул (3.5) получим: 
 32hDk  ,    
2
1 )( huuD rklkk  ,    huuD rklkk )(2  . (3.9) 
Подставляя эти выражения в формулу (3.8), имеем 
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 )](8[)( 21 rklkrklkkei uuuuZZ   . 
Перепишем последнюю формулу в виде 
 21 kkkei rdZZ   , (3.10) 
где 
 2)( rklkk uud  ,    rklkk uus  ,    ukukk sdr  . (3.11) 
На основании алгоритма 2.10 общего матричного метода интегри-
рования с постоянным шагом по формулам (3.3), (3.7), (3.10) и (3.11) 
составим алгоритм вычисления массива экстремумов при постоянном 
шаге. 
А л г о р и т м  3 . 1 .  В ы ч и с л е н и е  м а с с и в а  э к с т р е м у -
м о в  п р и  п о с т о я н н о м  ш а г е  
Входные параметры: S  – СДУ, C  – матрица наблюдения, fT  и 
L  – конец интервала и число шагов интегрирования, y  – устано-
вившееся значение процесса. 
Выходной параметр: E  – массив экстремумов. 
1. Положить LTh f , 0X , ),,( XSP hStart . 
2. Положить  yZ0 , ),,( PXSX Step ,  yZ CX1 . 
3. Положить E , 2k . 
4. Положить ),,( PXSX Step ,  yZ CX2 . 
5. Вычислить 10 ZZul  , 12 ZZur  . 
6. Если 0rluu , положить 2)( rl uud  , rl uus  , sdr  , 
21 drZZe  , ),( eZEE  . 
7. Положить 10 ZZ  , 21 ZZ  . 
8. Если Lk  , положить 1 kk  и перейти к п. 4. 
9. Остановиться. 
До вычисления первого экстремума массив E  пустой, а с каждым 
новым значением экстремума он расширяется. Размерность массива 
),...,,( 21 mEEEE  значений экстремумов переходной функции 
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Edimm  равна числу экстремумов переходной или весовой функции 
в интервале времени ],0[ fT . Если массив E  пустой, положим 0m . 
При условии, что в рассматриваемом интервале времени переходный 
процесс практически завершился, число m  позволяет судить о харак-
тере переходной или весовой функции. 
 
3.2. Вычисление показателей отклонения и колебательности 
 
Максимальное отклонение и показатели колебательности являют-
ся важнейшими прямыми показателями качества переходных процес-
сов в радиоэлектронных схемах. Рассмотрим вычисление этих показа-
телей для переходной и весовой функций по экстремумам этих функ-
ций. 
Покажем, как с помощью массива экстремумов E  вычислить по-
казатели максимального отклонения и колебательности. Если 0m , 
найдем максимальный элемент массива i
i
EE maxmax  . Для переход-
ной функции определим перерегулирование 
 
 





.0,
,0,0
max mE
m
 (3.12) 
Здесь применяется операция срезки  x  величины х:   }0,max{xx  . 
Для функции веса определим максимальное отклонение: 
 i
i
Emax . (3.13) 
Показатели колебательности можно определить различными спо-
собами. Например, показатель колебательности переходной функции 
определим как максимальный размах колебаний по формуле 
 







 .]2[,1,1,max
,1,0,0
212 mimEE
m
ii
i
 (3.14) 
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Показатель затухания колебаний переходной функции определим как 
максимум отношения амплитуд ii EA  : 
 







 .,2,1},{max
,1,0,0
1 mimAA
m
ii
i
 (3.15) 
В отличие от переходной функции функция веса устойчивой сис-
темы всегда имеет хотя бы один экстремум. Поэтому при вычислении 
показателей колебательности функции веса первый экстремум не бу-
дем учитывать. Аналогично формулам (3.14), (3.15) определим показа-
тели колебательности функции веса: 
 







 ,]2)1([,1,2,max
,2,0,0
122 mimEE
m
ii
i
 (3.16) 
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

 .,3,2},{max
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m
ii
i
 (3.17) 
Таким образом, формулы (3.12)–(3.17) совместно с алгорит-
мом 3.1 позволяют вычислить показатели отклонения и колебательно-
сти переходной и весовой функций. Перейдем к вычислению времени 
переходного процесса. 
 
3.3. Вычисление времени переходного процесса 
 
Время переходного процесса определяет такую важную характе-
ристику радиоэлектронной схемы, как быстродействие. Рассмотрим 
задачу вычисления времени процесса на примерах переходной и весо-
вой функций. 
Пусть )(ty  – переходная или весовая функция радиоэлектронной 
схемы. Перейдем к отклонению )(tz  функций от установившегося 
значения по формуле (3.1). Время процесса ct  определяется макси-
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мальным моментом времени попадания отклонения )(tz  в заданный 
интервал ],[ zz  , что соответствует условиям: 
 zctz )( ,     zc tztt  )( . 
Параметр интервала времени процесса z  определяется необходимой 
статической точностью схемы. Для асимптотически устойчивых схем 
 )},0[,)(max{  ttztt zc . (3.18) 
Поскольку моментов времени попадания кривой )(tz  в заданный 
интервал может быть несколько, обозначим их через it , где i  – номер 
момента, tni ,1 , tn  – число таких моментов. Как и координаты экс-
тремумов, моменты it  найдем параболической интерполяцией участ-
ков кривой )(tz  по трем ее последовательным точкам ),( 22  kk ZT , 
),( 11  kk ZT , ),( kk ZT , полученным численным интегрированием. Мо-
мент времени попадания отклонения )(tz  в заданный интервал 
],[ zz   принадлежит интервалу ],[ 1 kk TT  , если 
 zkzk ZZ 1 . (3.19) 
Обозначая 
 1 kii Ttv ,     11sign   kkzi ZZu  (3.20) 
и аппроксимируя z(t) в интервале ],[ 2 kk TT   параболой (3.2), получим 
для вычисления iv  квадратное уравнение 
 iikik uvv  1
2
2 . 
Если окажется, что 02  k  или 02 kD , то есть три точки лежат на 
одной прямой, то kii uv 1 , или 
 kkii DDuv 1 . (3.21) 
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Если же 02  k , то решением квадратного уравнения найдем два зна-
чения 
 i01 Svv ii  ,      i02 Svv ii  , (3.22) 
где 
 )2( 210 kkiv  ,     kiii uvS 2
2
0  , 
или по (3.4) 
 )2( 210 kki DDv  ,     kkiii DDuvS 2
2
0  . (3.23) 
Выберем из двух значений 1iv  и 2iv  значение iv , удовлетворяющее 
условию 
 ri vv 0 . (3.24) 
Если 00 iv , то iii Svv  0 . Если же 00 iv , то iii Svv  0 . Момент 
времени пересечения заданного значения функции iu  определим как 
 iki vTt  1 . (3.25) 
Применение метода интегрирования с постоянным шагом h  по-
зволяет упростить формулы вычисления времени регулирования. В 
этом случае в обозначениях (3.4) вместо формул для определителей 
(3.5) применим формулы (3.9). Если 02 kD , то есть 0 rklk uu , то 
вместо (3.21) получим 
 )(2 rklkii uuhuv  . (3.26) 
Если же 0 rklk uu , то вычислим 
 h
uu
uu
v
rklk
rklk
i
)(2
0


 ,     
rklk
i
rklk
rklk
i
uu
u
uu
uu
hS





2
)(4
)(
2
2
. (3.27) 
С обозначениями (3.11) перепишем формулы (3.26) и (3.27) в виде: 
 kii dhuv  ,     hrv ki 0 ,  kiki surhS 2
2  . (3.28) 
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В соответствии с (3.18) время процесса определим как 
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00
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vSv
vSv
v     iki vTt  1 ,   ic tt max . (3.29) 
Момент времени it  вычисляется при каждом вхождении кривой )(tz  в 
интервал ],[ zz  . Если таких вхождений несколько, то в качестве 
времени переходного процесса выбирается максимальное значение it . 
По формулам (3.28), (3.29) составим алгоритм вычисления момента 
времени пересечения относительного значения ординаты при постоян-
ном шаге интегрирования, который реализует функцию 
),,,,( 1 krl TuuuhCrosst . 
А л г о р и т м  3 . 2 .  В ы ч и с л е н и е  м о м е н т а  в р е м е н и  
п р и  п о с т о я н н о м  ш а г е  
Входные параметры: h  – шаг интегрирования, u  – относительная 
ордината искомой точки, lu  и ru  – относительные ординаты крайних 
точек, 1kT  – абсцисса средней точки. 
Выходной параметр: t  – значение абсциссы искомой точки. 
1. Вычислить )(5,0 rl uud  , rl uus  . 
2. Если 0s , вычислить duhh 0  и перейти к п. 5. 
3. Вычислить sdr  , rhv 0 , surhS 2
2  . 
4. Если 00 v , положить Svv  0 , иначе положить Svv  0 . 
5. Вычислить vTt k  1 . 
6. Остановиться. 
По формуле (2.36) составим алгоритм вычисления момента попа-
дания процесса в заданный интервал при постоянном шаге интегриро-
вания, реализующий функцию ),,,,,( 11 zkkrl ZTuuhHitt   . 
А л г о р и т м  3 . 3 .  В р е м я  п о п а д а н и я  в  и н т е р в а л  
п р и  п о с т о я н н о м  ш а г е  
Входные параметры: h  – шаг интегрирования, lu  и ru  – относи-
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тельные ординаты крайних точек, 1kT  и 1kZ  – абсцисса и ордината 
средней точки, z  – параметр интервала времени регулирования. 
Выходной параметр: t  – момент времени попадания процесса в 
интервал. 
1. Вычислить 11sign   kkz ZZu . 
2. Вычислить ),,,,( 1 krl TuuuhCrosst . 
3. Остановиться. 
На основании алгоритма 2.10 метода интегрирования и алгорит-
ма 3.3 составим алгоритм вычисления времени процесса при постоян-
ном шаге. 
А л г о р и т м  3 . 4 .  В ы ч и с л е н и е  в р е м е н и  п р о ц е с с а  
Входные параметры: S  – СДУ, C  – матрица наблюдения, fT  – 
конец интервала интегрирования, L  – число шагов интегрирования, 
y  – установившееся значение процесса, z  – параметр интервала 
времени процесса. 
Выходной параметр: ct  – значение времени процесса. 
1. Положить LTh f , 0X ,  yZ0 , ),,( XSP hStart . 
2. Положить ),,( PXSX Step , hT 1 ,  yZ CX1 . 
3. Положить )( 11 zZB  , 2k . 
4. Положить ),,( PXSX Step , hTT  12 ,  yZ CX2 . 
5. Положить 10 ZZul  , 12 ZZur  , )( 22 zZB  . 
6. Если 12 BB  , вычислить ),,,,,( 11 zrlc ZTuuhHitt  . 
7. Положить 10 ZZ  , 21 TT  , 21 ZZ  , 21 BB  . 
8. Если Lk  , положить 1 kk  и перейти к п. 4. 
9. Если 1B , положить fc Tt  . 
10. Остановиться. 
Итак, методы вычисления прямых показателей качества разрабо-
таны в виде расчетных формул и алгоритмов. 
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3.4. Задача оптимизации прямых показателей качества 
 
Для радиоэлектронных схем рассмотренные прямые критерии ка-
чества – максимальное отклонение управляемой величины, колеба-
тельность и время переходного процесса являются важнейшими кри-
териями, определяющими безопасность, надежность и быстродействие 
схем. В то же время эти критерии имеют различные приоритеты. 
Для всех радиоэлектронных схем критерием с наивысшим при-
оритетом является максимальное отклонение   наблюдаемой величи-
ны. В целях безопасности работы схемы максимальное отклонение не 
должно превышать заданного значения m . В противном случае воз-
можно повреждение элементов электронной схемы. 
Следующим по приоритету является размах колебаний переход-
ного процесса  . При колебаниях в схеме с определенными значения-
ми амплитуды и частоты возможно накопление усталостных напряже-
ний в схеме и последующее ее разрушение. В целях безопасности и 
надежности схемы этот показатель также не должен превышать задан-
ного значения m . Но при этом возможны колебания в окрестности 
установившегося значения процесса с различной степенью затухания. 
Поэтому показатель затухания колебаний процесса   также не должен 
превышать заданного значения m . 
Последний из рассматриваемых прямых критериев – время уста-
новления процесса ct  определяет быстродействие схем. Этот критерий 
также влияет на безопасность и надежность работы радиоэлектронных 
схем. Время установления должно быть минимальным при выполне-
нии ограничений, накладываемых на предыдущие критерии. Посколь-
ку в радиоэлектронных схемах могут протекать как быстрые, так и 
медленные процессы, перейдем к относительному значению времени 
переходного процесса fc Tt , где fT  – время наблюдения процес-
са. 
Для того чтобы обеспечить требования, предъявляемые к прямым 
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критериям качества, будем рассматривать критерии как функции век-
тора x  варьируемых параметров схемы: )(x , )(x , )(x , 
)(x . Задачу оптимизации прямых критериев можно сформулиро-
вать следующим образом: 
 )(min x
x

D
,     })(,)(,)({ mmmD  xxxx . (3.30) 
Допустимая область D  определяется ограничениями критериев. Вводя 
обозначения для функций задачи (3.30) 
 mg  )()(1 xx ,  mg  )()(2 xx ,  mg  )()(3 xx ,   )()( xx f , 
представим ее как задачу нелинейного программирования (НП) – ми-
нимизировать скалярную целевую функцию )(xf  в допустимой об-
ласти D , определяемой ограничениями в виде неравенств: 
 )(min x
x
f
D
,     }0)(,0)(,0)({ 321  xxxx gggD . (3.31) 
Эта задача является частным случаем общей задачи НП с произ-
вольным числом ограничений в виде неравенств и равенств. Особен-
ностью задачи (3.31) является то, что все входящие в нее функции вы-
числяются в едином вычислительном процессе при помощи численно-
го интегрирования СДУ схем, требующего существенных временных 
затрат. Поэтому метод НП для решения этой задачи должен быть эф-
фективным. В то же время попытки применить существующие методы 
НП оказались неэффективными, поскольку эти методы были разрабо-
таны для решения общих задач НП, в которых целевая функция и 
функции ограничений вычисляются и обрабатываются методом опти-
мизации раздельно. Метод НП в процессе оптимизации должен обес-
печить одновременное выполнение двух задач: удовлетворение огра-
ничений и уменьшение целевой функции. В рассматриваемой задаче 
целесообразно математическую модель задачи оптимизации предста-
вить в виде единой векторной функции. 
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3.5. Пошаговый принцип решения задач оптимизации 
 
Для решения задач параметрического синтеза радиоэлектронных 
схем методами оптимизации используется принцип пошагового удов-
летворения ограничений. Основная идея пошагового принципа заклю-
чается в том, что все ограничения в задаче оптимизации радиоэлек-
тронной схемы упорядочиваются естественным образом в процессе 
проектирования. Для каждой пробной точки поиска оптимального ре-
шения ограничения проверяются последовательно до тех пор, пока не 
встретится первое нарушенное ограничение. Все выполненные преды-
дущие ограничения являются пассивными и не влияют на последую-
щий поиск, а нарушенное ограничение считается активным и опреде-
ляет направление поиска на данном шаге с целью сделать активное 
ограничение пассивным. Это позволяет в процессе поиска допустимой 
точки последовательно увеличивать общее количество выполненных 
ограничений, приближаясь к допустимой области, в которой выпол-
няются все ограничения. В соответствии с предложенным подходом 
разработан следующий пошаговый метод его реализации. 
Пусть p
p
Rxxx  ),...,,(
21
x  – вектор варьируемых параметров. 
Этот вектор также можно рассматривать как точку пространства варь-
ируемых параметров pR . Рассмотрим задачу математического про-
граммирования в следующей постановке: минимизировать целевую 
функцию )(xf  при ограничениях 
 0)( xkg ,    Mk ,1 . (3.32) 
Относительно функций )(xf  и )(xkg , где Mk ,1 , примем допуще-
ние, что все они определены в пространстве pR . Область pRD  , в 
которой все M  ограничений (3.32) выполняются, является допусти-
мой областью поиска решения. Будем полагать, что D  и решение 
задачи x  существует. Краткую формулировку этой задачи предста-
вим в следующем виде: 
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 pk RMkgDf  },1,0)({),(min xxxx . (3.33) 
Будем полагать, что ограничения являются достаточно сложными 
и выбор значения вектора x , принадлежащего допустимой области D
, является нетривиальной задачей. Для математического описания ре-
шения задачи (3.33) пошаговым методом приведем некоторые опреде-
ления. Вначале введем области ограничений. В общем случае M  ог-
раничениям (3.32) соответствуют области ограничений 1G , 2G , …, 
MG : 
 }0)({  xx kk gG ,     Mk ,1 , (3.34) 
где )(xkg  – функция ограничения с номером k , одновременно слу-
жащая при нарушении этого ограничения штрафом за его нарушение. 
Все ограничения задач параметрического синтеза радиоэлектронных 
схем определяют допустимую область пространства варьируемых па-
раметров: 
 },1,0)({ MkgD k  xx . (3.35) 
Очевидно, что эту область можно определить и как пересечение облас-
тей ограничений (3.34): 
 
M
i
iGD
1
 . (3.36) 
Для системы областей ограничений (3.34) определим квазидопустимые 
области: 
 11 GD  ,     kkk GDD  1 ,     Mk ,2 . (3.37) 
В соответствии с (3.35)–(3.36) допустимая область совпадает с послед-
ней из квазидопустимых областей – MDD  , причем квазидопусти-
мые области образуют систему вложенных областей: 
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 pMM RDDDD   11  . (3.38) 
Очевидно, что если kDx , то iDx  для всех ki  . В силу допуще-
ния D  и соотношения (3.35) квазидопустимые области образуют 
систему непустых вложенных областей. Из квазидопустимых областей 
с помощью разностей множеств построим непересекающиеся области 
уровней ограничений: 
 10 \DRH
p ,     1\  kkk DDH ,   1,1  Mk ,     MM DH  . (3.39) 
По этому определению область уровня ограничений kH  – это область, 
для любой точки которой выполняется ровно k  первых ограничений, а 
следующее ограничение с номером 1k  нарушается. Если же точка не 
принадлежит kH , то она находится в другой области уровня и для нее 
выполняется другое число первых ограничений. 
На основании выражений (3.37) и (3.39) области уровней ограни-
чений можно сформировать только по областям ограничений (3.34): 
 10 \GRH
p ,   1
1
\ 









 k
k
i
ik GGH  ,   1,1  Mk ,   
M
i
iM GH
1
 . 
Однако выражения (3.37) и (3.39) задают области уровней несколько 
проще. 
Для большей наглядности можно представить, что область 0H  
находится на нулевом уровне системы ограничений (3.32), область 1H  
– на первом уровне и так далее. Образно говоря, все области уровней 
образуют рельеф типа ступенчатой пирамиды. Таким образом, в силу 
построений (3.37) и (3.39) последняя область уровней (верхняя часть 
пирамиды) совпадает с допустимой областью – DHM  . Любая точка 
pRx  принадлежит одной и только одной области уровней: kHx , 
Mk ,0 . Индекс k -той области уровней kH , которой принадлежит 
точка x , назовем уровнем этой точки. Очевидно, что уровень произ-
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вольной точки x  является кусочно-постоянной функцией этой точки. 
Назовем эту функцию функцией уровня: 
 )()(1 xx kF  ,     },,1,0{)(1 MF x . (3.40) 
Максимальное значение MF )(1 x  соответствует допустимой области 
D . 
Активным является то ограничение, которое в последовательно-
сти ограничений (3.32) задачи (3.33) нарушается первым. В силу опре-
делений (3.34), (3.37), (3.39) в области 0H  нарушается первое из огра-
ничений (3.32), поэтому оно активно: 0)(1 xg . Таким образом, в этой 
области мерой нарушения ограничения может служить неотрицатель-
ная функция штрафа )(1 xg , убывающая в направлении границы об-
ласти 1H . В области 1H , если только 1H , первое ограничение 
выполняется, но активно второе ограничение: 0)(2 xg . Мерой нару-
шения этого ограничения может служить неотрицательная штрафная 
функция )(2 xg , убывающая в направлении границы области 2H . 
Итак, в любой непустой области kH  при 1,0  Mk  мерой нарушения 
активного ограничения является соответствующая штрафная функция 
)(1 xkg . Для перехода из области 1kH  в область kH  необходимо 
минимизировать в этой области лишь одну штрафную функцию )(xkg  
при выполнении всех предыдущих ограничений. 
Для реализации пошагового принципа формируются двумерные 
векторные целевые функции. В этих векторных функциях первая про-
екция – функция уровня )(1 xF  равна числу последовательно выпол-
ненных ограничений, а вторая проекция – функция штрафа )(2 xF  со-
ответствует штрафу первого нарушенного ограничения. В области 
уровня kH  с номером k  выполняется ровно k  ограничений, а сле-
дующее ограничение с номером 1k  нарушается. Степень нарушения 
этого ограничения отображает его функция )(1 xkg . Обозначая целе-
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вую функцию задачи оптимизации )()(1 xx fgM  , двумерную век-
торную целевую функцию пошагового подхода сформируем на осно-
вании областей уровней: 
 },0,))(),(({)( 1 MkHgk kk   xxxxF . (3.41) 
Таким образом, любую точку поиска pRx  характеризуют две 
величины: количество выполненных ограничений )()(1 xx kF   и зна-
чение штрафной функции активного ограничения )()( 12 xx  kgF . 
Функция )(1 xF  является кусочно-постоянной функцией и может 
принимать значения от 0 до M . Если MF )(1 x , то в точке x  выпол-
няются не все ограничения и она является недопустимой. Если же 
MF )(1 x , то в точке x  выполняются все ограничения и она является 
допустимой. Функцию )(1 xF , характеризующую уровень выполнения 
ограничений для точки пространства варьируемых параметров, целе-
сообразно назвать функцией уровня. Таким образом, чтобы из недо-
пустимой точки перейти в допустимую, необходимо максимизировать 
функцию уровня )(1 xF . 
Функция уровня является постоянной в достаточно малой окрест-
ности любой точки x , за исключением граничных точек выполнения 
ограничений, и по ней самой затруднительно установить направление 
ее возрастания. Поэтому для максимизации функции уровня применя-
ется вторая функция )(2 xF , характеризующая величину нарушения 
активного ограничения. Эту функцию целесообразно назвать функци-
ей штрафа. Минимизация функции штрафа приведет к выполнению 
активного ограничения, а значит, к возрастанию количества выпол-
ненных ограничений, то есть к росту функции уровня )(1 xF . 
Итак, реализация пошагового метода заключается в следующей 
стратегии: на каждом шаге метода минимизируется функция штрафа 
)(2 xF  при неубывании функции уровня )(1 xF . Как только активное 
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ограничение удовлетворяется, оно становится пассивным, )(1 xF  воз-
растает, и начинается следующий шаг метода. Переход из любой не-
допустимой точки пространства варьируемых параметров в допусти-
мую точку выполняется не более чем за m  шагов. Предложенную 
стратегию реализации пошагового метода можно осуществить в еди-
ном вычислительном процессе. Для этого требуется оптимизировать 
вектор-функцию )(xF  с учетом приоритета ее составляющих: первую 
составляющую, имеющую приоритет, необходимо максимизировать, а 
вторую – минимизировать. Задачу оптимизации двумерной векторной 
функции пошагового подхода с учетом приоритета ее составляющих 
обозначим в виде 
 vecopt )(xF . (3.42) 
В этой записи подразумевается, что оптимизации (максимизации 
или минимизации) подвергается иерархическая последовательность 
двух функций )(1 xF  и )(2 xF . Это означает, что приоритет максимиза-
ции функции )(1 xF  выше приоритета минимизации функции )(2 xF . 
Максимизация функции )(1 xF , позволяющая попасть в допустимую 
область D , осуществляется путем минимизации функции )(2 xF . В 
допустимой же области D  функция )(2 xF  в силу определения (3.41) 
совпадает с целевой функцией )(xf , и ее минимизация приведет к 
решению задачи (3.33). Таким образом, если решение x  задачи (3.42) 
существует, то оно совпадет с решением задачи (3.33). Преимущество 
постановки и решения задачи (3.42) по сравнению с исходной задачей 
(3.33) заключается в следующих обстоятельствах. 
Во-первых, вектор-функция )(xF , в отличие от функций ограни-
чений и целевой функции задачи (3.33), определена во всем простран-
стве варьируемых параметров. От функций ограничений (3.32) и целе-
вой функции теперь лишь требуется, чтобы они были определены не 
во всем пространстве pR , а лишь в соответствующих квазидопусти-
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мых областях: )(1 xg  – в 
pR , )(2 xg  – в 1D , )(xkg  – в 1kD , 
1,3  Mk , )(xf  – в D . Причем функция )(xkg  положительна в об-
ласти уровней 1kH  и убывает в направлении следующей области 
уровней kH . Это означает, что все ограничения можно считать жест-
кими по отношению к функциям последующих ограничений и к самой 
целевой функции. То есть целевая функция )(xf  может существовать 
только в допустимой области D . Следовательно, постановка задачи 
(3.42) позволяет решать более широкий класс задач, чем постановка 
(3.33). 
Во-вторых, в силу определения (3.41), вычисление функций )(1 xF  
и )(2 xF  в точках, исключая точки допустимой области, сводится к 
вычислению только некоторых из функций )(xkg , Mk ,1 , и )(xf . В 
общем случае это снижает трудоемкость перемещения точки поиска в 
допустимую область. 
В-третьих, задача (3.42) учитывает особенности реальных задач – 
иерархию ограничений и возможность вычисления критериев качества 
в едином вычислительном процессе. 
Поскольку первую проекцию векторной функции (3.41) необхо-
димо увеличивать, а вторую – уменьшать, причем первая проекция 
имеет приоритет, то некоторые два ее значения ),( 21 UUU  и 
),( 21 VVV  сравним следующей бинарной операцией «лучше»  : 
 






.,0
,,1
221111
221111
VUVUVU
VUVUVU
VU   (3.43) 
Эту операцию можно реализовать по следующему алгоритму. 
А л г о р и т м  3 . 5 .  С р а в н е н и е  з н а ч е н и й  д в у м е р н о й  
в е к т о р н о й  ф у н к ц и и  
Входные параметры: U , V  – значения векторной функции. 
Выходной параметр: B  – булевский результат сравнения. 
1. Положить 0B . 
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2. Если 11 VU  , то положить 1B  и перейти к п. 5. 
3. Если 11 VU  , то перейти к п. 5. 
4. Если 22 VU  , то положить 1B . 
5. Остановиться. 
Для реализации предложенного пошагового подхода можно мо-
дифицировать любой численный метод безусловной минимизации 
функций многих переменных. Рассмотрим пошаговый подход к опти-
мизации прямых показателей качества радиоэлектронных схем. 
 
3.6. Пошаговый подход к оптимизации прямых показателей 
 
Рассмотренные методы и алгоритмы вычисления прямых показа-
телей качества – максимального отклонения, колебательности и вре-
мени процесса учитывают ограничение наблюдения процессов по вре-
мени концом fT  интервала интегрирования СДУ и применимы только 
для устойчивых систем. В то же время при численной оптимизации 
этих показателей точки оптимизационного поиска могут попадать в 
неустойчивую область пространства варьируемых параметров, когда 
отклонение управляемой величины неограниченно возрастает. Поэто-
му при формировании прямых критериев оптимальности на основании 
прямых показателей качества необходимо учитывать также ограниче-
ние наблюдения процессов по отклонению: ],[ maxmin zzz . 
Для вычисления прямых критериев качества зададим область из-
менения отклонения )(tz , ограниченную как по времени, так и по от-
клонению: 
 ]},[,],0[),{( maxmin zzzTtzt f  . (3.44) 
Обозначим maxzzm   и зададим mzz min . Наблюдая процесс в об-
ласти   до достижения ее границы по переменным t  или z , опреде-
лим все критерии качества процесса. Пусть на границе по t  
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)( ff Tzz   – значение отклонения на конце интервала интегрирования, 
а на границе по z  mt  – время первого достижения этой границы, 
fm Ttr   – его относительное значение, ]1,0(r . 
Максимальное отклонение   и показатель колебательности   
определяются по формулам (3.11)–(3.15) на основании массива экс-
тремумов переходной или весовой функций E  размерности m . Если 
граница области   по z  не достигается mzz  , то эти показатели 
ограничены: ),0[ mz , )2,0[ mz . В противном случае при сущест-
вовании mzz   для критерия показателей сформируем штраф, пре-
восходящий верхнюю грань показателя, и тем больший, чем меньше 
относительное значение r  времени mt . 
Если при некотором значении вектора варьируемых параметров 
x  система неустойчива, то отклонение ),( tz x  нарушает границы об-
ласти (3.44) mz  или mz  при некотором значении переменной време-
ни )(xmtt  . Сформируем штрафную функцию )(xr  нарушения не-
равенства 
m
ztz ),(x  по формулам: 
 fm Ttr )()( xx  ,      )(1)( xx rr  . (3.45) 
При выполнении неравенства mztz ),(x  преобразуем формулы 
(3.12)–(3.17), (3.29) вычисления прямых критериев качества. Для пере-
ходной функции 
 
 
 
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x       (3.46) 
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212 mimEE
m
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i
xx
x  (3.47) 
Для функции веса 
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x  (3.49) 
Относительное время процесса для обеих функций определяется фор-
мулой 
 






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.)(},],0[,),(max{
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xx
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x  (3.50) 
Задача оптимизации прямых критериев )(x , )(x  и )(x  с уче-
том возможной принадлежности вектора варьируемых параметров не-
устойчивой области имеет три ограничения, которым отвечают облас-
ти: 
})({
)1(
1 mzzG  xx , })({
)1(
2 mG  xx , })({
)1(
3 mG  xx .(3.51) 
Для переходной функции зададим значения ограничений 1mz , 
05,0m  и 065,0m . Сформируем по областям (3.51) при 3m  на 
основании (3.37), (3.39) области уровней ограничений, через которые с 
учетом обозначений  
 m )()( xx ,   m )()( xx ,   m )()( xx  (3.52) 
определим двумерную векторную целевую функцию 
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На основании алгоритмов 3.1–3.4 и формул (3.45)–(3.50) составим 
алгоритм вычисления значений функции (3.53). 
А л г о р и т м  3 . 6 .  В ы ч и с л е н и е  п о ш а г о в о й  в е к т о р -
н о й  ф у н к ц и и  п р я м ы х  к р и т е р и е в  
Входные параметры: S  – СДУ, C  – матрица наблюдения, fT  – 
конец интервала интегрирования, L  – число шагов интегрирования, 
y  – установившееся значение процесса, z  – параметр интервала 
времени установления, mz  – ограничение отклонения процесса, m  и 
m  ограничения прямых критериев, H  – начальный уровень. 
Выходной параметр: F  – значение векторной функции. 
1. Положить LTh f , 00 T , 0X ,  yZ0 , 
),,( XSP hStart . 
2. Положить ),,( PXSX Step , hT 1 ,  yZ CX1 . 
3. Положить E , )( 11 zZB  , 2k . 
4. Положить ),,( PXSX Step , hTT  12 ,  yZ CX2 . 
5. Положить 10 ZZul  , 12 ZZur  , 22 Za  ,  zaB  22 . 
6. Если mza 2 , положить 12sign ZZzu m  , 
),,,,( 1TuuuhCrosst rlm  , fm Ttr  , )1;( rH F  и перейти к п. 22. 
7. Если 0rluu , положить 2)( rl uud  , rl uus  , sdr  , 
21 drZZe  , ),( eZEE  . 
8. 12 BB  , вычислить ),,,,,( 11 zrlc ZTuuhHitt  . 
9. Положить 10 TT  , 10 ZZ  , 21 TT  , 21 ZZ  , 21 BB  . 
10. Если Lk  , положить 1 kk  и перейти к п. 4. 
11. Положить 1HH . 
12. Если 0y , положить }0,,maxmax{ 2ZEi , 1j , иначе, 
положить },maxmax{ 2ZEi , 2j . 
13. Положить m . 
65 
 
14. Если 0 , положить );(  HF  и перейти к п. 22. 
15. Положить 1HH , Edimm . 
16. Если jm  , положить ))1(:2:(  mjEP , ):2:)1(( mj ES
, SPD  , iDmax , иначе, положить 0 . 
17. Положить m . 
18. Если 0 , положить );(  HF  и перейти к п. 22. 
19. Положить 1HH . 
20. Если 1B , положить 21 Z , иначе, положить fT . 
21. Положить );(  HF . 
22. Остановиться. 
Значения векторной функции (3.53) во всех точках вычисляются 
численным методом решения СДУ. Для уменьшения числа операций в 
случае линейной СДУ за счет исключения интегрирования для неус-
тойчивых точек применим ограничения устойчивости из критерия 
Рауса – Гурвица.  
Для того чтобы система с характеристическим многочленом 
 in
n
i
i ss



0
)(),( xx  
степени n  была устойчива при некотором значении варьируемого век-
тора переменных параметров x , необходимо и достаточно, чтобы вы-
полнялась полная система условий из двух групп неравенств: 
 0)(  xi ,     ni ,0 ,     0)(  xk ,     1,2  nk , (3.54) 
где )(xk  – элементы первого столбца таблицы Рауса. Эта система 
условий определяет в пространстве pR  вектора переменных парамет-
ров x  область устойчивости D . Системе неравенств (3.54) соответст-
вуют области выполнения ограничений 
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},0,0)({1 nii  xx ,     }0)({  xx kk ,  1,2  nk . (3.55) 
Расширим систему областей ограничений (3.50) в соответствии с 
(3.54) до 1 nm  ограничений: 
1
)2(
1 G ,     kkG 
)2( ,   1,2  nk ,     )1(2
)2( GGn  ,   
)1(
3
)2(
1 GGn  . (3.56) 
Поскольку функции коэффициентов характеристического многочлена 
)(xi  вычисляются независимо друг от друга, то первую группу нера-
венств (3.54) можно представить как одно векторное ограничение, сте-
пень нарушения которого в области 0H  отобразим одной аддитивной 
штрафной функцией: 
  


n
i
iP
0
)()( xx  . (3.57) 
По функциям (3.57), )(xk , 1,2  nk , (3.52), функции относительно-
го времени регулирования )(x  и областям уровней kH , 1,0  nk , 
полученным по (3.56), (3.37), (3.39) при 1 nM , сформируем век-
торную целевую функцию: 
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На основании формул (3.55), (3.57) сформируем алгоритм вычисления 
векторной штрафной функции, реализующий функцию 
),(),( hStepStabB F . 
А л г о р и т м  3 . 7 .  В ы ч и с л е н и е  в е к т о р н о й  ш т р а ф -
н о й  ф у н к ц и и  
Входные параметры:   – массив коэффициентов характеристиче-
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ского многочлена, h  – значение счетчика ограничений. 
Выходные параметры: F  – значение векторной штрафной функ-
ции при неустойчивости, B  – признак устойчивости системы. 
1. Положить 1dim  n , 1B , 0P , 0i . 
2. Если 0i , положить iPP  , 0B . 
3. Если ni  , положить 1 ii  и перейти к п. 2. 
4. Если B , положить );( PhF  и перейти к п. 12. 
5. Положить   , 1 nm , 2k . 
6. Положить 1 hh , 12   kk , ki  . 
7. Положить 1 iii . 
8. Если mi  , положить 2 ii  и перейти к п. 7. 
9. Если 0k , положить );( kh F , 0B  и перейти к п. 12. 
10. Если mk  , положить 1 kk  и перейти к п. 6. 
11. Положить )0;1(  hF . 
12. Остановиться. 
В этом алгоритме параметр h  представляет счетчик числа выпол-
ненных ограничений устойчивости с начальным значением 0h . 
Алгоритм вычисления значений функции (3.58) составлен из ал-
горитма 3.6 и алгоритма 3.7. 
 
Контрольные вопросы 
 
1. Зачем вычисляются экстремумы переходных процессов? 
2. Как вычисляются экстремумы переходных процессов? 
3. Зачем применяется квадратичная интерполяция при вычисле-
нии экстремумов переходных процессов? 
4. Запишите формулы для вычисления экстремумов переходных 
процессов. 
5. Составьте алгоритм для вычисления экстремумов переходных 
процессов. 
6. Запишите формулы для вычисления максимального отклонения 
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переходного процесса. 
7. Запишите формулы для вычисления размаха колебаний. 
8. Запишите формулы для вычисления показателя затухания коле-
баний переходного процесса. 
9. Чем определяется быстродействие переходных процессов в ра-
диоэлектронных схемах? 
10. Чем определяется время переходного процесса? 
11. Запишите формулы для времени переходного процесса. 
12. Составьте алгоритм для вычисления момента времени пересе-
чения относительного значения ординаты переходного процесса. 
13. Составьте алгоритм вычисления момента попадания процесса 
в заданный интервал. 
14. Составьте алгоритм вычисления времени процесса. 
15. Перечислите прямые показатели качества переходных процес-
сов в радиоэлектронных схемах. 
16. Укажите приоритет прямых показателей качества переходных 
процессов. 
17. Представьте задачу оптимизации прямых критериев качества 
переходных процессов. 
18. Какой тип задачи оптимизации прямых критериев качества? 
19. Какой принцип используется для решения задач параметриче-
ского синтеза радиоэлектронных схем? 
20. Какая идея пошагового удовлетворения ограничений? 
21. Запишите векторную целевую функцию пошагового подхода и 
операцию сравнения ее значений. 
22. Запишите векторную целевую функцию для оптимизации 
прямых критериев качества переходного процесса. 
23. Составьте алгоритм вычисления векторной целевой функции. 
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4. МЕТОДЫ ОДНОМЕРНОГО ПОИСКА 
 
Даны теоретические основы методов одномерной оптимизации, 
приведены рекомендуемые алгоритмы. Изучается метод Свенна для 
поиска интервала неопределенности унимодальной целевой функции. 
Представлены методы деления интервала пополам, золотого сечения, 
адаптации шага и квадратичной интерполяции с тремя точками. 
 
4.1. Теоретические основы одномерной оптимизации 
 
Методы одномерного поиска предназначены для вычисления экс-
тремума целевой функции )(xf  одной переменной Rx . 
Если в некоторой точке x  функция )(xf  принимает значение 
)(   xff , наименьшее по сравнению с ее значениями в некоторой 
окрестности этой точки ),()(   xxxC , где 0 , то точка 
x  
называется точкой минимума функции )(xf , а число f  называют 
просто минимумом функции (рис. 4.1). 
Если же для всех 
)(  xCx  и 
 xx  будет 
)()(  xfxf , то в точке x  
функция )(xf  имеет максимум 
f . Минимум и максимум 
имеют общее название экстре-
мум. 
Для исследования функции 
)(xf  на экстремум используют понятие производной этой функции 
 
Рис. 4.1. Минимум функции 
x  
f  
x  x  x  
f  
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Первая производная на основании определения (4.1) вычисляется 
по формуле конечной разности 
 
h
fhxf
f xx


)(
, (4.2) 
где x  – точка, в которой вычисляется производная; xf  – значение 
функции в точке x ; h  – малое приращение аргумента. Погрешность 
этой формулы составляет )(ho . 
Необходимый признак существования экстремума функции одной 
переменной )(xf  в точке x  представляется следующей теоремой. 
Т е о р е м а  1 .  Если функция )(xf  имеет в точке x  экстремум, 
то ее производная в этой точке либо равна нулю, либо не существует. 
Необходимым и достаточным признаком существования экстре-
мума функции )(xf  в точке x  является изменение знака производной 
)(xf   при переходе через точку x  (рис. 4.2). Если при возрастании 
переменной x  производная )(xf   в точке x  меняет знак с минуса на 
плюс, то это точка минимума функции (рис. 4.2, а). Если же знак )(xf   
в точке x  меняется с плюса на минус, то это точка максимума 
(рис. 4.2, б). Поэтому имеет место следующая теорема. 
Т е о р е м а  2 .  Для того чтобы дифференцируемая функция 
)(xf  имела в точке x  экстремум, необходимо и достаточно, чтобы 
ее производная )(xf   при переходе через эту точку меняла знак. 
Исследовать функцию на экстремум можно и с помощью второй 
производной. 
Решение задачи одномерной оптимизации – это значение пере-
менной x , которое доставляет минимум целевой функции. Решение 
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задачи безусловной оптимизации определяют равенствами: 
 )(min)( xfxf     или   )(minarg xfx  . 
Оптимальное значение целевой функции обозначается через 
)(   xff . 
  
Рис. 4.2. Необходимый и достаточный признак экстремума 
 
Метод одномерного поиска – это метод для выполнения итераци-
онного процесса решения задачи одномерной оптимизации, который 
позволяет исключить полный перебор вариантов и получить решение 
задачи x  более рациональным способом. Любой метод одномерного 
поиска формирует последовательность точек }{ kx  на множестве R , 
которая должна сходиться к решению задачи оптимизации: 

 xx
k
k . 
Эффективность метода одномерного поиска определяется как полу-
ченной точностью решения задачи оптимизации, так и величиной за-
траченных на ее решение вычислительных ресурсов. 
 
4.2. Интервал неопределенности 
 
Функция )(xf  называется строго убывающей в интервале RX 
, если для любых Xvu , , vu   выполняется неравенство 
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)()( vfuf   (рис. 4.3, а). Для дифференцируемой строго убывающей 
функции 0)(  xf . Функция )(xf  называется строго возрастающей в 
интервале RX  , если для любых Xvu , , vu   будет )()( vfuf   
(рис. 4.3, б). Для дифференцируемой строго возрастающей функции 
0)(  xf . 
 
  
Рис. 4.3. Убывающая и возрастающая функции 
 
Функция )(xf  называется унимодальной, если существует един-
ственная точка ее минимума x  и слева от x  эта функция строго убы-
вает, а справа от x  строго возрастает (рис. 4.4, а, б). Это означает, что 
для любых Rvu , ,  xvu  выполняется неравенство )()( vfuf  , а 
для любых Rvu , , таких что vux  , выполняется неравенство 
)()( vfuf  . Для дифференцируемой унимодальной функции 
0)(  xf  для любого  xx  и 0)(  xf  при любом  xx  (рис. 4.2, а). 
Унимодальная функция не обязательно непрерывна (рис. 4.4, б). 
Функция )(xf  называется выпуклой в интервале RX  , если для 
всех Xvu ,  и ]1;0[  выполняется неравенство 
 )()1()())1(( vfufvuf  . (4.2) 
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Если это неравенство является строгим для всех Rvu , , vu   и 
)1;0( , то функция )(xf  называется строго выпуклой. Функция 
)(xf  называется (строго) вогнутой, если )(xf  (строго) выпукла. 
  
Рис. 4.4. Унимодальные функции 
 
Возьмем u , v , )1;0(  и определим vuw )1(  , )(wfy  , 
)()1()( vfufz  . Точка ),( yw  лежит на графике функции, а точ-
ка ),( zw  – на графике секущей (рис. 4.5, а). Неравенство (4.2) примет 
вид zy  . Выпуклость функции )(xf  геометрически означает, что 
любая точка произвольной хорды графика )(xf  располагается не ни-
же соответствующей точки самого графика и любая касательная к гра-
фику )(xf  расположена не выше графика самой функции. Если )(xf  
дважды дифференцируемая и строго выпуклая, то 0)(  xf . Для диф-
ференцируемой строго вогнутой функции 0)(  xf  (рис. 4.5, б). 
Если строго выпуклая функция имеет минимум, то этот минимум 
единственный. Такая функция является унимодальной. Однако опре-
делению унимодальной функции могут удовлетворять и функции, не 
являющиеся непрерывными и выпуклыми. 
Если функция обладает свойством унимодальности, то локальный 
минимум является и глобальным минимумом. Если функция не уни-
модальная, то возможно наличие нескольких локальных минимумов. 
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Рис. 4.5. Выпуклая и вогнутая функции 
 
Интервал Rba ],[ , содержащий неизвестную точку минимума 
x  функции )(xf , называется интервалом неопределенности. Если 
известно, что ],[ bax  , но само значение x  не известно заранее, то 
],[ ba  – интервал неопределенности. 
Одномерный поиск минимума целевой функции обычно состоит 
из двух этапов: поиска интервала неопределенности и его уменьшения. 
При поиске интервала неопределенности из некоторой начальной 
точки последовательно осуществляются шаги до тех пор, пока значе-
ния функции в пробных точках не перестанут  уменьшаться.  Если 
найдены такие три различные точки функции )(xf , что значение 
функции во внутренней точке не превосходит ее значений в крайних 
точках, то крайние точки 
являются границами ин-
тервала неопределенно-
сти. Пусть при bca   
выполняются неравенства 
)()( cfaf  , )()( bfcf  . 
Тогда ],[ ba  – интервал 
неопределенности, что 
показано на рис. 4.6. Ме-
 
Рис. 4.6. Интервал неопределенности 
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тоды уменьшения интервала неопределенности основаны на следую-
щей теореме. 
Т е о р е м а  3 .  Пусть ],[ ba  – интервал неопределенности уни-
модальной функции )(xf , минимум которой f  достигается в точке 
x , а точки u , v  лежат внутри интервала, bvua  , )(uffu   и 
)(vffv  . Тогда, если vu ff  , то ],[ vax 
 , если же vu ff  , то 
],[ bux  . 
Эту теорему называют правилом исключения интервалов. Дейст-
вительно, из нее следует, что если выполняется неравенство vu ff  , 
то полуоткрытый интервал ],( bv  заведомо не содержит точку мини-
мума x  и его следует исключить, приняв в качестве нового интервала 
неопределенности интервал ],[ va  меньшей длины, чем исходный ин-
тервал ],[ ba  (рис. 4.7, а). Если же выполняется противоположное не-
равенство vu ff  , то не содержит точку минимума 
x  полуоткрытый 
интервал ),[ ua , и его следует исключить, приняв в качестве нового 
интервала неопределенности меньший интервал ],[ bu  (рис. 4.7, б). 
 
  
Рис. 4.7. Правило исключения интервалов 
 
По правилу исключения интервалов строят процедуру поиска 
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точки минимума функции путем вычисления ее значений во внутрен-
них точках текущего интервала неопределенности и последующего 
исключения частей этого интервала путем сравнения значений функ-
ции во внутренних точках. Поиск завершится, когда интервал неопре-
деленности уменьшится до заданной длины. На этом принципе осно-
вывается большинство методов одномерного поиска. 
 
4.3. Метод Свенна 
 
Свенн предложил метод удвоения шага для поиска интервала не-
определенности ],[ ba  унимодальной функции )(xf , в котором зада-
ется начальная точка 0x  и начальный шаг 0h . В точке 0x  вычисля-
ется значение функции )( 00 xff   и выполняется переход к следую-
щей точке hxx  01  с вычислением значения функции )( 11 xff  . 
Если 01 ff  , то выполняются итерации в положительном направлении 
относительно точки 0x  по рекуррентной формуле удвоения шага 
 hxx kkk 21  ,    mk ,1  (4.3) 
с вычислением значений функции )( kk xff   до тех пор, пока не будет 
получена точка с не меньшим значением функции, чем значение функ-
ции в предыдущей 
точке: mm ff 1 , 
1 mm ff . Соответ-
ствующий процесс 
вычислений для 
значения 2m  
представлен на 
рис. 4.8. В этом слу-
чае будут определе-
ны концы интервала 
 
Рис. 4.8. Поиск в положительном направлении 
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неопределенности 1 mxa , 1 mxb  со значениями функции 
1 ma ff , 1 mb ff  и внутренняя точка интервала mxc   со значени-
ем функции mc ff  . Таким образом, аналогично рис. 4.5 имеем ин-
тервал неопределенности ],[ ba . 
Если после начального шага 01 ff  , то направление поиска меня-
ется на противоположное и определяются hxx  02 , )( 22 xff  . Ес-
ли 02 ff  , то интервал неопределенности найден и 2xa  , 1xb  , 
2ffa  , 1ffb  , 0xc  , 0ffc   (рис. 4.9). 
Если же 02 ff  , то итерации выполняются в отрицательном на-
правлении по формуле удвоения шага: 
 hxx kkk
1
1 2

  ,    nk ,2  (4.4) 
с вычислением значений 
функции )( kk xff   до 
тех пор, пока значения 
функции не перестанут 
уменьшаться: nn ff 1 , а 
1 nn ff , что представ-
лено на рис. 4.10. Таким 
образом, будет определен 
интервал неопределенно-
сти со значениями концов 
1 nxa , 1 nxb , 
1 na ff , 1 nb ff  и внутренняя точка интервала nxc   со значением 
функции nc ff  . Итак, методом Свенна определяются границы интер-
вала неопределенности. В любом случае интервал неопределенности 
],[ ba  определяется тремя последними точками поиска метода Свенна 
1nx , nx , 1nx . 
 
Рис. 4.9. Изменение направления поиска 
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При этом 
становятся из-
вестными значе-
ния функции на 
концах интервала 
неопределенности 
)(affa   и 
)(bffb  , а также 
внутренняя точка 
интервала c  и 
значение функции 
в ней )(cffc   (рис. 4.5). 
В методе Свенна используются только значения целевой функ-
ции, поэтому это метод нулевого порядка. Метод Свенна с использо-
ванием формул (4.3) и (4.4) можно реализовать по следующему алго-
ритму. 
А л г о р и т м  м е т о д а  С в е н н а  
Входные параметры: f  – целевая функция, c  – начальная точка 
поиска; h  – начальный шаг. 
Выходные параметры: P  – массив всех точек поиска; F  – массив 
соответствующих значений функции; i  – количество точек поиска; a  
и b  – границы интервала неопределенности; af  и bf  – значения 
функции на концах интервала; c  и cf  – внутренняя точка интервала и 
значение в ней функции. 
1. Вычислить )(cffc  , hcb  , )(bffb  . 
2. Положить 1i , cPi  , ci fF  , 1 ii , bPi  , bi fF  . 
3. Если cb ff  , то перейти к шагу 8. 
4. Положить ca  , ca ff  , bc  , bc ff  , hh 2 . 
5. Вычислить hcb  , )(bffb  . 
6. Положить 1 ii , bPi  , bi fF  . 
 
Рис. 4.10. Поиск в отрицательном направлении 
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7. Если cb ff  , то перейти к шагу 4, иначе перейти к шагу 15. 
8. Вычислить hca  , )(affa  . 
9. Положить 1 ii , aPi  , ai fF  . 
10. Если ca ff  , то перейти к шагу 15. 
11. Положить cb  , cb ff  , ac  , ac ff  , hh 2 . 
12. Вычислить hca  , )(affa  . 
13. Положить 1 ii , aPi  , ai fF  . 
14. Если ca ff  , то перейти к шагу 11. 
15. Если ba  , то положить ad  , ad ff  , ba  , ba ff  , db 
, db ff  . 
16. Остановиться. 
На шагах 1–8 выполняется поиск интервала в положительном на-
правлении, а на шагах 9–14 – в отрицательном направлении. 
 
4.4. Метод деления интервала пополам 
 
Для уменьшения интервала неопределенности функции одной пе-
ременной существуют пассивные и последовательные стратегии поис-
ка. При пассивной стратегии все точки, в которых вычисляются значе-
ния функции, определены заранее. В последовательных методах точки 
поиска выбирают с учетом результатов предыдущих вычислений. 
Метод деления интервала пополам. На первой итерации разделим 
интервал неопределенности ],[ ba  длины abL   пополам точкой 
2)( bac   и вычислим в ней значение целевой функции )(cffc  . 
В результате получим два меньших интервала: ],[ ca  и ],[ bc  
(рис. 4.11). 
Разделим интервал ],[ ca  пополам точкой 2)( cau   и вычис-
лим в ней значение функции )(uffu  . Если cu ff  , то исключим 
интервал ],( bc  и получим интервал неопределенности ],[ ca  с извест-
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ной средней точкой ),( ufu . Если же cu ff  , то разделим интервал 
],[ bc  пополам точкой 2)( bcv   и вычислим в ней значение целевой 
функции )(vffv  . 
Если cv ff  , то исключим интервал ),[ ca  и получим новый ин-
тервал неопределенности ],[ bc  с известной средней точкой ),( vfv  
(рис. 4.12). Если же 
cv ff  , то исклю-
чаются крайние 
интервалы ),[ ua  и 
],( bv , а интервал 
],[ vu  становится 
новым интервалом 
неопределенности 
с известной сред-
ней точкой ),( cfc  
(рис. 4.13). 
После двух или трех вычислений целевой функции будет найден 
новый интервал неопределенности, вдвое меньший исходного интер-
вала, с известной средней точкой. 
В последующих 
итерациях, которые 
выполняются анало-
гично первой, но без 
вычисления средней 
точки, интервал не-
определенности бу-
дет делиться попо-
лам уже после одно-
го или двух вычис-
лений целевой функции. Итерации продолжаются до тех пор, пока 
 
Рис. 4.11. Исключение правого интервала 
 
Рис. 4.12. Исключение левого интервала 
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длина интервала неопределенности не станет меньше заданного значе-
ния  . 
В результате n  
вычислений функ-
ции получим конеч-
ный интервал неоп-
ределенности длины 
nL  и соответст-
вующую ему эф-
фективность метода 
nr : 
 
2)1(1 22 

nnn
L
L
L
,     
2)1(1 2
1
2
1


nnn
r .  
А л г о р и т м  м е т о д а  д е л е н и я  и н т е р в а л а  п о п о л а м  
Входные параметры: f  – целевая функция; P  и F  – массивы то-
чек поиска интервала неопределенности и соответствующих значений 
функции; i  – количество точек поиска; a , b  – концы интервала неоп-
ределенности;   – допустимая погрешность. 
Выходные параметры: P  – массив всех точек поиска; F  – массив 
соответствующих значений функции; i  – количество точек поиска; c  
и cf  – конечная точка и значение функции в ней. 
1. Вычислить 2)( bac  , )(cffc  . 
2. Положить 1 ii , cPi  , ci fF  . 
3. Вычислить 2)( cau  , )(uffu  , acL  . 
4. Положить 1 ii , uPi  , ui fF  . 
5. Если cu ff  , то положить cb  , uc  , uc ff   и перейти к 
шагу 9. 
6. Вычислить 2)( bcv  , )(vffv  , 1 ii , vPi  , vi fF  . 
7. Если cv ff  , то положить ua  , vc  , vc ff   и перейти к 
 
Рис. 4.13. Исключение крайних интервалов 
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шагу 9. 
8. Положить ua  , vb  . 
9. Если L , то перейти к шагу 3. 
10. Остановиться. 
В этом алгоритме на шагах 1 и 3 вычисляются средние точки ин-
тервала и левой половины интервала, а на шаге 6 – средняя точка пра-
вой половины интервала. Точки сравниваются на шагах 5 и 7. 
 
4.5. Метод золотого сечения 
 
Метод золотого сечения использует принципы золотого сечения 
и симметрии для двух внутренних точек деления интервала неопреде-
ленности ],[ ba . Золотым сечением называется деление отрезка на две 
части так, что отношение длин отрезка и его большей части равно от-
ношению длин большей и меньшей частей. Это отношение обозначают 
через   и вводят параметр t : 
    
2
51
 ,    1
1


t ,    4989496180339887,0
2
15


t . (4.6) 
Две первые точки определяются по золотому сечению: 
 tLbx 1 ,     tLax 2 , 
где 21 xx  . В этих точках вычисляются значения функции )( 11 xff  , 
)( 22 xff   и применяется правило исключения интервалов, после чего 
интервал неопределенности уменьшается в   раз и имеет длину 
tLL 2 . Оставшаяся внутренняя точка делит новый интервал неопре-
деленности также по золотому сечению. 
Если на некоторой итерации известна внутренняя точка kx  ин-
тервала ],[ kk ba , то симметричная ей точка находится по формуле 
 kk xbax 1 .  
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Путем сравнения kx  и 1kx , )( kk xff   и )( 11   kk xff  по правилу 
исключения интервалов уменьшается интервал неопределенности. 
На каждой итерации метода золотого сечения вычисляется значе-
ние функции только в одной внутренней точке, а вторая точка со сво-
им значением функции переходит из предыдущей итерации. После 
этого применяется правило исключения интервалов, и интервал неоп-
ределенности уменьшается в   раз. Итерации продолжаются до тех 
пор, пока длина интервала неопределенности не станет меньше допус-
тимой погрешности  , то есть пока не выполнится условие nL . 
В результате n  вычислений функции получим интервал длины 
nL  и соответствующую ему эффективность метода nr : 
 
1
1




n
n
n
L
LtL ,    
1
1


nn
r .  
А л г о р и т м  м е т о д а  з о л о т о г о  с е ч е н и я  
Входные параметры: f  – целевая функция; P  и F  – массивы то-
чек поиска интервала неопределенности и соответствующих значений 
функции; i  – количество точек поиска; a  и b  – концы интервала не-
определенности;   – допустимая погрешность. 
Выходные параметры: P  – массив всех точек поиска; F  – массив 
соответствующих значений функции; i  – количество точек поиска; x  
и xf  – конечная точка и значение функции в ней. 
1. Вычислить )15(5,0 t , )( abtL  , Lbu  , )(uffu  , 
Lav  , )(vffv  . 
2. Положить 1 ii , uPi  , ui fF  , 1 ii , vPi  , vi fF  . 
3. Если vu ff  , то перейти к шагу 7. 
4. Положить vb  , uv  , uv ff  . 
5. Вычислить auL  , Lbu  , )(uffu  . 
6. Положить 1 ii , uPi  , ui fF   и перейти к шагу 10. 
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7. Положить ua  , vu  , vu ff  . 
8. Вычислить vbL  , Lav  , )(vffv  . 
9. Положить 1 ii , vPi  , vi fF  . 
10. Если L , то перейти к шагу 3. 
11. Остановиться. 
Параметр t  метода золотого сечения следует задавать как можно 
точнее по формуле (4.6), иначе в результате погрешностей вычислений 
интервал, содержащий минимум, может быть утерян. Признаком по-
добной ситуации в приведенном алгоритме является выполнение нера-
венства vu  . При этом рекомендуется перейти к шагу 1 алгоритма. 
 
4.6. Метод адаптации шага 
 
Метод адаптации шага разработан харьковским математиком 
В. Ф. Коропом. Метод заключается в умножении текущего шага поис-
ка на некоторый коэффициент, который вычисляется на основании 
информации предшествующего поиска. 
Для начала работы метода адаптации шага задаются начальная 
точка 0x , начальный шаг 00 h  и начальное значение множителя ша-
га 00 r . В точке 0x  вычисляется значение целевой функции 
)( 00 xff  . Итерация с номером 1k  метода адаптации шага выпол-
няется по результатам итерации с номером ,2,1,0k  . Вначале ите-
рации вычисляется следующая пробная точка поиска: 
 kkk hxy 1 ,     )( 11   kk yfg .  
Затем определяется лучшая точка поиска путем сравнения нового зна-
чения функции 1kg  с лучшим значением предыдущих итераций kf : 
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На основании сравнения 1kg  с kf  и предыдущего значения множите-
ля шага kr  вычисляется новое значение множителя шага: 
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Умножением на это значение величины предыдущего шага находится 
значение следующего шага: 
 kkk hrh 11   .  
Итерации продолжаются до тех пор, пока не выполнится условие 
1kh , где   – допустимая погрешность. 
А л г о р и т м  м е т о д а  а д а п т а ц и и  ш а г а  
Входные параметры: f  – целевая функция; x  – начальная точка 
поиска; h  – начальный шаг;   – допустимая погрешность. 
Выходные параметры: P  – массив всех точек поиска; F  – массив 
соответствующих значений функции; i  – количество точек поиска; x  
и xf  – конечная точка и значение функции в ней. 
1. Положить 0r  и вычислить )(xffx  . 
2. Положить 1i , xPi  , xi fF  . 
3. Вычислить hxy  , )(yff y  . 
4. Положить 1 ii , yPi  , yi fF  . 
5. Если xy ff  , то перейти к шагу 9. 
6. Положить yx  , yx ff  . 
7. Если 5,0r , то положить 2r , иначе, положить 5,0r . 
8. Перейти к шагу 10. 
9. Если 2r , то положить 25,0r , иначе, положить 5,0r . 
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10. Положить rhh  . 
11. Если h , то перейти к шагу 3. 
12. Остановиться. 
Сравнивая алгоритм метода адаптации шага с алгоритмами мето-
дов Свенна и деления интервала пополам, которые совместно решают 
ту же задачу минимизации целевой функции одной переменной, что и 
данный метод, можно сделать вывод, что алгоритм метода адаптации 
шага проще объединения двух указанных алгоритмов. К тому же в 
методе адаптации шага применяются только простые операции сложе-
ния, удвоения шага, деления шага на два и на четыре. Поэтому данный 
метод является надежным и эффективным на практике. 
 
4.7. Метод квадратичной аппроксимации 
 
Метод квадратичной аппроксимации основан на аппроксимации 
унимодальной целевой функции )(xf  полиномом с последующей ин-
терполяцией точки минимума целевой функции в точке минимума по-
линомиальной функции. 
Методы квадратичной интерполяции основаны на аппроксима-
ции целевой функции квадратичным полиномом 
  xxxq 2)( , (4.7) 
где коэффициенты  ,   и   определяются по значениям целевой 
функции и ее производных. Дифференцируя равенство (4.7), имеем 
  xxq 2)( .  
По необходимому условию существования экстремума 0)(  xq  полу-
чим точку минимума параболы 
 



2
x . (4.8) 
Для вычисления этой точки достаточно определить лишь пара-
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метры   и   уравнения (4.7). 
Метод квадратичной интерполяции с тремя точками основан на 
аппроксимации функции )(xf  по трем ее точкам квадратичным поли-
номом (4.7) и на интерполяции искомой точки минимума функции x  
точкой минимума этого полинома по формуле (4.8) и значениям функ-
ции. 
Первые три точки графика функции ),( afa , ),( bfb , ),( ufu  по-
лучим по алгоритму метода Свенна, где ],[ ba  – интервал неопреде-
ленности, bua  , )(affa  , )(bffb  , )(uffu  . Подставляя в 
уравнение параболы (4.7) координаты трех известных точек функции, 
составим систему уравнений: 
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Решая эту систему по правилу Крамера и подставляя найденные зна-
чения коэффициентов   и   в формулу (4.8), получим точку мини-
мума аппроксимирующей параболы 
 
)(2
)()(
QP
ubQuaP
v


 , (4.9) 
где 
 ))(( ub ffauP  ,     ))(( ua ffubQ  . (4.10) 
Первоначальный интервал неопределенности ],[ ba  делится дву-
мя точками u  и v  на три части. По правилу исключения интервалов 
на основании сравнения значений целевой функции во внутренних 
точках интервала неопределенности )(uffu   и )(vffv   та часть, 
которая заведомо не содержит минимум, отбрасывается, и интервал 
],[ ba  уменьшается. Для оставшегося интервала с одной известной 
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внутренней точкой опять применяется квадратичная интерполяция по 
формулам (4.9), (4.10). Итерации продолжаются до тех пор, пока рас-
стояние между внутренними точками u  и v  больше заданной погреш-
ности  . Метод квадратичной интерполяции с тремя точками построен 
по рабочим формулам (4.9) и (4.10). 
А л г о р и т м  м е т о д а  к в а д р а т и ч н о й  и н т е р п о л я ц и и  
с  т р е м я  т о ч к а м и  
Входные параметры: f  – целевая функция; P  и F  – массивы то-
чек поиска интервала неопределенности и соответствующих значений 
функции; i  – количество точек поиска; a  и b  – концы интервала не-
определенности; af  и bf  – значения функции на концах интервала; u  
и uf  – внутренняя точка интервала и значение функции в ней;   – 
допустимая погрешность. 
Выходные параметры: P  – массив всех точек поиска; F  – массив 
соответствующих значений функции; i  – количество точек поиска; v  
и vf  – конечная точка и значение функции в ней. 
1. Вычислить ))(( ub ffaup  , ))(( ua ffubq  , qps  . 
2. Вычислить subquapv /)]()([5,0  , )(vffv  . 
3. Положить uvh  , 1 ii , vPi  , vi fF  . 
4. Если uv  , то положить uw  , uw ff  , vu  , vu ff  , wv  , 
wv ff  . 
5. Если vu ff  , то положить vb  , vb ff  , иначе, положить 
ua  , ua ff  , vu  , vu ff  . 
6. Если h , то перейти к шагу 1. 
7. Остановиться. 
 
Контрольные вопросы 
 
1. Для решения какой задачи предназначены методы одномерного 
поиска? 
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2. Дайте определения минимума и максимума функции одной пе-
ременной. 
3. Сформулируйте необходимый признак существования экстре-
мума функции одной переменной. 
4. Сформулируйте необходимый и достаточный признак сущест-
вования экстремума функции одной переменной. 
5. Дайте определение решения задачи одномерной оптимизации. 
6. Что представляет собой метод одномерного поиска? 
7. Какие функции называются строго убывающими и строго воз-
растающими? 
8. Дайте определение унимодальной функции. 
9. Какие функции называются выпуклыми и строго выпуклыми? 
10. Какие функции называются вогнутыми и строго вогнутыми? 
11. Какая особенность выпуклой функции, имеющей минимум? 
12. Дайте определение интервала неопределенности. 
13. Из каких этапов состоят методы одномерного поиска? 
14. Какое наименьшее количество точек на графике функции надо 
знать, чтобы определить интервал неопределенности? 
15. Какое наименьшее количество точек внутри интервала неоп-
ределенности необходимо определить, чтобы уменьшить этот интер-
вал? 
16. Сформулируйте правило исключения интервалов. 
17. Для чего предназначен метод Свенна? 
18. Как изменяется величина шага в методе Свенна? 
19. При каком условии заканчиваются вычисления в методе Свен-
на? 
20. Какого порядка метод Свенна? 
21. Объясните алгоритм метода Свенна. 
22. Какое назначение метода деления интервала пополам? 
23. Опишите метод деления интервала пополам. 
24. Оцените эффективность метода деления интервала пополам? 
25. Какого порядка метод деления интервала пополам? 
26. Приведите численное представление золотого сечения. 
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27. Какое назначение метода золотого сечения? 
28. Опишите метод золотого сечения. 
29. Как начинается поиск минимума в методе золотого сечения? 
30. Как оценивается эффективность метода золотого сечения? 
31. Какого порядка метод золотого сечения? 
32. Какое назначение метода адаптации шага? 
33. Опишите метод адаптации шага. 
34. По какому правилу изменяется шаг в методе адаптации шага? 
35. Какого порядка метод адаптации шага? 
36. Какое назначение метода квадратичной интерполяции с тремя 
точками? 
37. Опишите метод квадратичной интерполяции с тремя точками. 
38. Как начинается поиск минимума в методе квадратичной ин-
терполяции с тремя точками? 
39. Какого порядка метод квадратичной интерполяции с тремя 
точками? 
40. Какие преимущества и недостатки метода квадратичной ин-
терполяции с тремя точками? 
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5. ОСНОВЫ МЕТОДОВ МНОГОМЕРНОЙ ОПТИМИЗАЦИИ 
 
Рассматриваются вопросы, связанные с основными положениями 
теории многомерной безусловной оптимизации, и базовые методы. 
Даются определения минимума, максимума и экстремума функции 
многих переменных, формулируются необходимые и достаточные ус-
ловия экстремума. Обосновываются метод наискорейшего спуска, ос-
нованный на применении градиента целевой функции, и метод Ньюто-
на с использованием матрицы вторых частных производных функции 
– матрицы Гессе. Рассматриваются методы сопряженных градиентов 
Флетчера – Ривса и Полака – Рибьера. Приводятся теоретические ос-
новы квазиньютоновских методов Девидона – Флетчера – Пауэлла и 
Бройдена – Флетчера – Гольдфарба – Шанно. Представляются методы 
прямого поиска Нелдера – Мида и Хука – Дживса. Для всех рассмот-
ренных методов приведены алгоритмы, которые позволяют облегчить 
понимание методов. 
 
5.1. Теоретические основы многомерной оптимизации 
 
Методы безусловной оптимизации предназначены для вычисле-
ния экстремума целевой функции многих переменных )(xf , где 
T
nxxx ),,,( 21 x  – вектор-столбец вещественных переменных, ко-
торый также можно трактовать как точку n -мерного пространства 
nRx . Здесь и далее n  – количество переменных, определяющее 
размерность вектора переменных параметров. 
Точка x  называется точкой локального минимума функции 
)(xf , если существует такое 0 , что )()( xx ff   для всех x , 
удовлетворяющих условию  xx . 
Точка x  называется точкой строгого локального минимума 
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функции )(xf , если существует такое 0 , что )()( xx ff   для 
всех x , удовлетворяющих условиям 
 xx  и  xx . 
Точка x  называется точкой глобального минимума функции 
)(xf , если )()( xx ff   для всех nRx . 
Точка x  называется точкой строгого глобального минимума 
функции )(xf , если )()( xx ff   для всех nRx  и  xx . 
Соответствующее значение функции )(   xff  называется ее 
локальным минимумом, строгим локальным минимумом, глобальным 
минимумом, строгим глобальным минимумом соответственно. Гло-
бальный минимум является также и локальным минимумом. 
Аналогично вводятся понятия точек максимума и максимума 
функции многих переменных. Минимум и максимум имеют общее 
название экстремум. 
Задача безусловной минимизации заключается в минимизации 
функции )(xf  при nRx , что представляется в виде: 
 )(min xf ,     
nRx . (5.1) 
На вектор x  не накладывается никаких ограничений (условий), 
поэтому задача (5.1) минимизации функции )(xf  называется задачей 
безусловной оптимизации или задачей оптимизации без ограничений. 
Функция, имеющая несколько минимумов или максимумов, назы-
вается многоэкстремальной. 
Функция )(xf  называется унимодальной, если она имеет в про-
странстве параметров nR  единственную точку минимума x . 
Решение задачи безусловной минимизации (5.1) представляется в 
виде: 
 )(minarg xx f ,     nRx . 
Численные методы решения задачи (5.1) называются методами 
93 
 
безусловной минимизации или методами минимизации без ограниче-
ний. Существуют классы методов безусловной минимизации: 
1. Методы нулевого порядка (прямого поиска), не использующие 
производные целевой функции )(xf . 
2. Методы первого порядка, использующие первые частные про-
изводные целевой функции )(xf . 
3. Методы второго порядка, использующие матрицу вторых част-
ных производных целевой функции )(xf . 
Рассматриваемые в данном пособии методы оптимизации предна-
значены для минимизации унимодальных функций, а также для вы-
числения локального минимума целевой функции. 
Пусть целевая функция )(xf  является дифференцируемой при 
всех nRx . Вектор-столбец частных производных функции )(xf  в 
точке x  называется градиентом и обозначается 
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В формулах градиент часто обозначают вектором )()( xxg f . 
Необходимое условие существования экстремума функции не-
скольких переменных )(xf  в точке x  представляется теоремой, ана-
логичной теореме для экстремума функции одной переменной. 
Т е о р е м а  5 . 1 .  Если дифференцируемая функция )(xf  имеет 
в точке x  экстремум, то 
 0x  )(f . (5.3) 
Итак, для дифференцируемой по всем n  переменным функции по 
этой теореме с учетом (5.2) получим: 
 0
)(


 
ix
f x
,    ni ,1 . (5.4) 
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Точка x , удовлетворяющая этому условию, называется стационар-
ной точкой. Это необходимое условие экстремума, общее для мини-
мума и максимума. Данному условию также удовлетворяют седловые 
точки, которые соответствуют минимуму функции по одним направ-
лениям и ее максимуму по другим. 
Локальный минимум функции может достигаться и в точках, в 
которых первые частные производные функции не существуют. Такие 
точки называются критическими. Точку глобального минимума функ-
ции, если она существует, можно искать, сравнивая значения функции 
во всех стационарных и критических точках. 
Необходимое условие оптимальности первого порядка в общем 
случае не является достаточным условием оптимальности, поскольку 
стационарная точка не обязана быть решением задачи безусловной 
минимизации (5.1). Для анализа стационарных точек применяются 
условия оптимальности второго порядка, основанные на вторых про-
изводных целевой функции. 
Пусть функция )(xf  является дважды дифференцируемой и су-
ществует матрица вторых частных производных целевой функции – 
матрица Гессе 
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В силу теоремы Шварца 
 
ijji xx
f
xx
f




 )()( 22 xx
,     nji ,1,  ,     ji  . 
Поэтому матрица Гессе является симметрической матрицей и для нее 
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 )()( xHxH T .  
Для строго выпуклой функции матрица Гессе является положи-
тельно определенной матрицей, а для строго вогнутой функции матри-
ца Гессе отрицательно определенная. 
Для выявления лишних стационарных точек может использовать-
ся необходимое условие оптимальности второго порядка. 
Т е о р е м а  5 . 2 .  Пусть функция )(xf  дважды дифференцируе-
ма в точке x . Тогда, если x  – точка локального минимума функции 
)(xf , то матрица Гессе этой функции в точке x  )(2  xf  неотри-
цательно определена: 
 0)(2   dxd fT ,      nRd .  
Достаточное условие локальной оптимальности содержит харак-
терное усиление требований к матрице Гессе. 
Т е о р е м а  5 . 3 .  Пусть функция )(xf  дважды дифференцируе-
ма в точке x . Тогда, если 0x  )(f  и матрица Гессе функции )(xf  
в точке x  положительно определена, то есть 
 0)(2   dxd fT ,      nRd ,     0d  ,  
то x  – точка строгого локального минимума функции )(xf . 
 
5.2. Метод наискорейшего спуска 
 
Для обоснования метода наискорейшего спуска представим диф-
ференцируемую целевую функцию )(xf , где nRx , рядом Тейлора, 
ограничиваясь слагаемым первого порядка малости 
 )()()()( xxxxxx  offf T .  
Пусть x  – это фиксированная начальная точка поиска, x  – при-
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ращение аргумента, которое обеспечивает убывание функции, причем 
длина этого приращения x  постоянна. При достаточно малых зна-
чениях x , пренебрегая слагаемыми высшего порядка малости, имеем  
 xxxxx  Tffff )()()( . (5.5) 
Таким образом, изменение функции в первом приближении равно ска-
лярному произведению векторов )(xf  и x . Пусть   – угол между 
этими векторами. Тогда 
  cos)( xxff . 
При постоянной длине векторов )(xf  и x  убывание функции будет 
наибольшим, если 1cos  , то есть  . Это означает, что векторы 
)(xf  и x  должны иметь противоположные направления, то есть 
)(xx f , где 0 . Таким образом, направление наиболее быст-
рого убывания функции )(xf  в точке x  совпадает с антиградиентом 
)(xf . 
Направление антиградиента )(xf  наиболее быстрого убывания 
функции )(xf  в точке x  называется направлением наискорейшего 
спуска. Градиент функции )(xf  определяет направление наиболее 
быстрого возрастания функции )(xf  в точке x . 
Пусть x  – такой малый шаг вдоль линии уровня Cf )(x , что 
Cf  )( xx . Тогда 0)()(  xxx fff . По формуле (5.5) с 
точностью до бесконечно малых первого порядка 0)(  xx Tf . Это 
означает, что в любой точке x  направление градиента )(xf  перпен-
дикулярно линии уровня, проходящей через эту точку, поскольку 
вдоль этой линии функция постоянна. Это замечание касается и анти-
градиента )(xf . 
Метод безусловной минимизации целевой функции )(xf , в кото-
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ром направление поиска определяется антиградиентом )(xf , назы-
вается методом наискорейшего спуска. Это означает, что если на не-
котором шаге процесса оптимизации получена точка kx , то поиск ми-
нимума функции осуществляется вдоль направления )( kf x . Дан-
ный метод является итерационным. Итерации выполняются по форму-
ле 
 )(1 kkkk f xxx  ,  
где k  – значение  , которое доставляет минимум функции одной 
переменной ))(()( kk ff xx  . Обозначая )( kk f xg  , запи-
шем формулы итерации метода наискорейшего спуска: 
 kkkk gxx 1 ,     )(minarg kkk f gx 

. (5.6) 
Итерации продолжаются до тех пор, пока выполняется условие 
  kk xx 1 , 
где   – допустимая погрешность, 0 . По формулам (5.6) составим 
алгоритм метода наискорейшего спуска. 
А л г о р и т м  м е т о д а  н а и с к о р е й ш е г о  с п у с к а  
Входные параметры: x  – начальная точка поиска, )(xf  – проце-
дура вычисления функции,   – допустимая погрешность. 
Выходной параметр x  – конечная точка поиска. 
1. Вычислить )(xg f . 
2. Вычислить )(minarg gx 

fr , gs  r . 
3. Положить sxx  . 
4. Если s , то перейти к шагу 1. 
5. Остановиться. 
В этом алгоритме на шаге 2 выполняется одномерный поиск ми-
нимума из текущей точки поиска в направлении антиградиента g . 
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Для повышения эффективности одномерного поиска производят мас-
штабирование направления поиска и используют вектор направления 
ggd 0  единичной длины. Шаг перехода в следующую точку 
поиска обозначен через s . Итерации продолжаются, пока длина s  
больше заданной допустимой погрешности. 
Метод наискорейшего спуска называется также методом Коши, 
поскольку известный французский математик Огюстен Луи Коши пер-
вым в 1847 году использовал аналогичный алгоритм для решения сис-
тем линейных уравнений. 
Метод наискорейшего спуска является одним из простейших, 
наиболее известным и самым фундаментальным методом безусловной 
минимизации дифференцируемых функций нескольких переменных. 
Поскольку в нем используется отрицательный градиент как направле-
ние спуска, он также называется градиентным методом. Это метод 
первого порядка. Хотя он и эффективнее метода покоординатного по-
иска, но обладает тем же основным недостатком – низкой эффективно-
стью при минимизации овражных функций. 
Метод Коши, как правило, позволяет существенно уменьшить 
значение целевой функции при движении из точек, расположенных на 
значительных расстояниях от точки минимума, и поэтому часто ис-
пользуется при реализации других методов в качестве начальной про-
цедуры. Достоинством метода является его простота. 
Во многих практических задачах получение аналитического вы-
ражения для градиента затруднительно. Если значения целевой функ-
ции )(xf  определяются в результате имитационного моделирования 
или с помощью некоторого алгоритма, то аналитическое выражение 
градиента вообще невозможно. Кроме того, даже построение аналити-
ческих выражений не исключает возникновения ошибок. Следователь-
но, целесообразно иметь возможность численного определения гради-
ента. Градиент и антиградиент можно вычислить двумя способами: 
1. С помощью «разности вперѐд». 
2. С помощью центральных разностей. 
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Простейшей формулой вычисления проекций градиента 
)()( xxg f  является конечная разность вперѐд 
 



)()(
)(
xex
x
ff
g ii ,     ni ,1 ,  
где   – некоторое малое приращение, ie  – орт i -той оси. Такая ап-
проксимация непосредственно основана на определении частной про-
изводной и при достаточно малых значениях   дает весьма точные 
оценки. 
С помощью «разности вперѐд» при известном значении функции 
)(xf  в точке x  для вычисления градиента требуется n  дополнитель-
ных вычислений функции. 
А л г о р и т м  в ы ч и с л е н и я  г р а д и е н т а  
Входные параметры: x  и xf – точка вычисления градиента и зна-
чение функции в ней; )(xf  – процедура вычисления функции;   – 
параметр приращения аргумента. 
Выходные параметры: g  – значение градиента. 
1. Вычислить xdimn , xy  , 1i .. 
2. Положить  ii yy . 
3. Вычислить )(yy ff  ,  )( xy ffgi . 
4. Положить ii xy  . 
5. Если ni  , то положить 1 ii  и перейти к п. 2. 
6. Остановиться. 
 
5.3. Метод Ньютона 
 
Основная идея метода Ньютона заключается в итеративном ис-
пользовании квадратичной аппроксимации целевой функции в теку-
щей точке поиска и минимизации этой аппроксимации. Разложим 
дважды дифференцируемую целевую функцию )(xf  в ряд Тейлора в 
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фиксированной точке x  при произвольном приращении аргумента x
, ограничиваясь слагаемыми второго порядка малости 
 )()(
2
1
)()()(
22
xxxxxxxxx  offff TT . 
Пренебрегая слагаемыми выше второго порядка малости и обозначая 
приращение аргумента xs  , градиент )()( xxg f , матрицу Гессе 
)()( 2 xxH f , получим квадратичную функцию 
 sxHssxgxs )(
2
1
)()()( TTfq  . 
Вычислим значение аргумента s , которое минимизирует эту функ-
цию. Используя формулы векторного дифференцирования 
 axa  )( T ,     AxAxx 2)(  T , 
запишем градиент квадратичной функции 
 sxHxgs )()()( q . 
Учитывая необходимое условие минимума 0)(  sq , получим систе-
му линейных алгебраических уравнений (СЛАУ) 
 )()( xgsxH  . (5.7) 
Решая эту систему относительно вектора s , найдем вектор перемеще-
ния в точку минимума квадратичной функции 
 )()( 1 xgxHs  . 
Метод Ньютона минимизирует положительно определенную 
квадратичную функцию за один шаг из любой начальной точки 0x  
 )()( 0
1
00 xgxHxx
  . 
В случае же минимизации функции общего вида метод Ньютона при-
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меняется итерационно. Обозначая в текущей точке поиска kx  значе-
ния градиента )( kk f xg   и матрицы Гессе )(
2
kk f xH  , получим 
на основании равенства (5.7) итерационные формулы метода Ньютона 
для номеров итераций ,2,1,0k  для произвольной начальной точки 
0x : 
 kkk sxx 1 ,      kkk gsH  . (5.9) 
При минимизации произвольной целевой функции )(xf  формулы 
метода Ньютона (5.9) могут приводить к возрастанию значений функ-
ции. Для повышения эффективности метода Ньютона в выбранном 
направлении поиска необходимо проводить одномерную минимиза-
цию целевой функции. Это означает, что на каждой итерации метода 
из точки kx  необходимо производить одномерный поиск в направле-
нии метода Ньютона kk sd   
 )(minarg kkk f dx 

. 
Таким образом, получим формулы метода Ньютона с одномерным по-
иском: 
 kkkk dxx 1 ,   kkk gdH  ,   )(minarg kkk f dx 

.  
Итерации продолжаются до тех пор, пока выполняется условие 
  kk xx 1 , 
где   – допустимая погрешность, 0 . По приведенным формулам 
составим алгоритм метода Ньютона с одномерным поиском. 
А л г о р и т м  м е т о д а  Н ь ю т о н а  с  о д н о м е р н ы м  п о -
и с к о м  
Входные параметры: x  – начальная точка поиска, )(xf  – проце-
дура вычисления функции,   – допустимая погрешность. 
Выходной параметр x  – конечная точка поиска. 
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1. Вычислить )(xg f , )(2 xH f . 
2. Решить СЛАУ gdH  . 
3. Вычислить )(minarg dx 

fr , ds  r . 
4. Положить sxx  . 
5. Если s , то перейти к шагу 1. 
6. Остановиться. 
По сравнению с предыдущим алгоритмом в этом алгоритме до-
бавлен шаг 3, на котором выполняется одномерный поиск. Для повы-
шения эффективности одномерного поиска производят масштабирова-
ние направления поиска и используют вектор направления ddd 0  
единичной длины. Шаг перехода в следующую точку поиска обозна-
чен через s . Итерации продолжаются, пока длина s  больше заданной 
допустимой погрешности. 
Для минимизации дважды дифференцируемой целевой функции 
)(xf , зависящей от вектора x  n  переменных 1x , 2x , …, nx , рассмот-
ренные в этом разделе методы второго порядка – метод Ньютона и его 
модификации используют матрицу вторых частных производных 
функции – матрицу Гессе (5.4). Матрица Гессе является симметриче-
ской матрицей, для которой симметричные относительно главной диа-
гонали элементы совпадают: )()( xx jiij HH  . В силу этого свойства 
при транспонировании матрица Гессе не изменяется )()( xHxH T . 
В реальных задачах оптимизации целевые функции представля-
ются сложными выражениями или вычисляются алгоритмически, по-
этому матрица Гессе в методах второго порядка определяется числен-
но с помощью конечных разностей. 
Рассмотрим вычисление матрицы Гессе и градиента. Элементы 
градиента вычислим по формулам центральных разностей: 
 



2
)()(
)( iii
ff
g
exex
x ,     ni ,1 . 
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Диагональные элементы матрицы Гессе вычисляются по формулам: 
 
2
)()(2)(
)(


 iiii
fff
H
exxex
x ,     ni ,1 . 
Недиагональные элементы матрицы Гессе вычисляются по формулам: 
 
2
)()()()(
)(



xexexeex
x
ffff
H
jiji
ij , 
где 1,1  ni , nij ,1 . Эти формулы, кроме значения целевой 
функции в точке x , требуют 2)3( nn  добавочных вычислений 
функции. При этом точность вычисления градиента и матрицы Гессе 
существенно зависит от величины приращения аргумента  , которую 
связывают со значением «машинного эпсилон» m . Обычно полагают 
m
610 . 
 
5.4. Методы сопряжѐнных градиентов 
 
Для повышения эффективности методов оптимизации использу-
ется понятие сопряженных направлений. 
Пусть A  – симметрическая и положительно определенная матри-
ца квадратичной формы размерности nn .  
О п р е д е л е н и е  5 . 1 .  Ненулевые векторы 0d , 1d , …, kd  про-
странства nR  при nk   называются A -сопряженными или просто 
сопряженными, если для них 
 0j
T
i Add ,   ji  . (5.10) 
Если матрица A  равна единичной матрице E , то jj dEd   и ус-
ловие сопряженности принимает вид 0j
T
i dd . Это означает, что ска-
лярное произведение двух векторов равно нулю. В этом случае усло-
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вие сопряженности двух векторов эквивалентно условию их ортого-
нальности ji dd  . В частности, собственные векторы матрицы A  
являются сопряженными. 
Для положительно определенной  квадратичной формы эффек-
тивный поиск минимума можно проводить в сопряженных направле-
ниях этой формы. Это утверждение основано на свойствах сопряжен-
ных направлений. 
Гладкие овражные функции вблизи дна оврага можно аппрокси-
мировать квадратичными функциями. Поэтому свойства сопряженных 
направлений позволяют находить эффективные направления поиска 
для любых гладких функций. 
Методами сопряженных направлений для минимизации квадра-
тичной функции n  переменных называются итерационные методы с 
последовательным одномерным поиском в n  сопряженных направле-
ниях. 
Т е о р е м а  5 . 4 .  Метод сопряженных направлений из любой 
начальной точки находит минимум положительно определенной 
квадратичной функции не более чем за n  итераций, причем в конеч-
ной точке любой итерации градиент ортогонален всем предыдущим 
направлениям поиска. 
В методах сопряженных направлений сопряженные векторы как 
направления одномерного поиска можно задавать по-разному. 
Методами сопряженных градиентов для минимизации квадра-
тичной функции )(xf  называются методы сопряженных направлений, 
в которых сопряженные векторы как направления одномерного поиска 
определяются на основании градиента целевой функции )()( xxg f . 
Рассмотрим общие свойства методов сопряженных градиентов. 
Обозначим )( kk f xg  . Справедлива следующая теорема методов 
сопряженных градиентов. 
Т е о р е м а  5 . 5 .  Метод сопряженных градиентов является ме-
тодом сопряженных направлений, в котором векторы направлений 
вычисляются по формулам 
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   00 gd  ,  11  kkkk dgd ,  
11
1

 
k
T
k
k
T
k
k
gg
gg
,  1,1  nk , (5.11) 
и выполняются свойства 
 0i
T
k gg ,   1,0  ki ;     k
T
kk
T
k gggd  ,   1,0  nk . (5.12) 
Таким образом, для обеспечения сопряженности векторов направ-
лений в методе сопряженных градиентов достаточно учитывать только 
предыдущий вектор направления. Формула для вычисления 1k  в 
(5.11) называется формулой Флетчера – Ривса. При этом метод сопря-
женных градиентов является методом сопряженных направлений со 
всеми его свойствами. В частности, любой метод сопряженных гради-
ентов минимизирует квадратичную функцию за n  итераций. 
Важной особенностью формул (5.11) является то, что для по-
строения вектора направления kd  нужно знать лишь градиенты kg  и 
1kg  в текущей и предыдущей точках соответственно, а также преды-
дущий вектор направления 1kd . Это обстоятельство оказывается осо-
бенно существенным при применении метода к неквадратичным 
функциям общего вида. 
Метод Полака – Рибьера является методом сопряженных гради-
ентов, как и метод Флетчера – Ривса. Для построения этого метода 
воспользуемся первым из свойств метода сопряженных градиентов 
(5.12) в виде 01 k
T
k gg , 1,1  nk . Из этой формулы следует, что 
 )( 11   kk
T
kk
T
kk
T
kk
T
k ggggggggg . 
Поэтому формулу Флетчера – Ривса (5.11) для вычисления коэффици-
ента 1k  можно представить в виде 
 
11
1
1
)(





k
T
k
kk
T
k
k
gg
ggg
,     1,1  nk . (5.13) 
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Эта формула называется формулой Полака – Рибьера. На исполь-
зовании этой формулы и основан метод Полака – Рибьера. В этом ме-
тоде задается начальная точка 0x , в ней вычисляется значение гради-
ента )( 00 xg f . В направлении антиградиента производится одно-
мерный поиск и находится следующая точка: 
 00 gd  ,    0001 dxx  ,    )(minarg 000 dx 

f . (5.14) 
Последующие итерации основаны на вычислении градиента 
)( kk f xg  , методов сопряженных градиентов (5.11) и формулы По-
лака – Рибьера (5.13): 
 11  kkkk dgd ,    
11
1
1
)(





k
T
k
kk
T
k
k
gg
ggg
,  1,1  nk , (5.15) 
 kkkk dxx 1 ,     )(minarg kkk f dx 

. (5.16) 
Итерации продолжаются до тех пор, пока выполняется условие 
  kk xx 1 , 
где   – допустимая погрешность, 0 . По формулам (5.14)–(5.16) 
составим алгоритм метода Полака – Рибьера. 
А л г о р и т м  м е т о д а  П о л а к а  –  Р и б ь е р а  
Входные параметры: x  – начальная точка поиска, )(xf  – проце-
дура вычисления функции,   – допустимая погрешность. 
Выходной параметр x  – конечная точка поиска. 
1. Вычислить )(xgx f  и положить xgd  . 
2. Вычислить )(minarg dx 

fr , ds  r . 
3. Положить sxx  , xy gg  . 
4. Вычислить )(xgx f , )()( yyyxx ggggg 
TT . 
5. Положить dgd x  . 
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6. Если s , то перейти к шагу 2. 
7. Остановиться. 
Этот алгоритм отличается от алгоритма метода Флетчера – Ривса 
только вычислением параметра   на шаге 4. 
Если все вычисления, включая одномерный поиск, проводятся с 
абсолютной точностью, то при минимизации квадратичной целевой 
функции методы Флетчера – Ривса и Полака – Рибьера производят 
одинаковые последовательности точек поиска 0x , 1x , 2x , … , то есть 
траектории поиска в обоих методах совпадают. 
Однако при минимизации целевых функций общего вида в ре-
зультате большого количества вычислительных экспериментов уста-
новлено, что метод Полака – Рибьера гораздо эффективнее метода 
Флетчера – Ривса. 
 
5.5. Квазиньютоновские методы 
 
Модифицированный метод Ньютона с одномерным поиском для 
минимизации целевой функции )(xf  с nRx  можно представить 
итерационной формулой 
 kkkk dxx 1 , (5.17) 
где k  – минимальное значение параметра одномерной минимизации 
целевой функции из точки kx  в направлении kkk gHd
1 , 
)(2 kk f xH   – матрица Гессе, )( kk f xg   – градиент. Модифици-
рованный метод Ньютона – это метод второго порядка. Для многих 
задач оптимизации вычисление матрицы Гессе, состоящей из вторых 
частных производных, требует больших затрат машинного времени. 
Квазиньютоновские методы также основаны на итерационной 
формуле (5.17). Однако при вычислении направления одномерного 
поиска kd  выполняется аппроксимация обратной матрицы Гессе с 
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использованием градиента. Таким образом, все квазиньютоновские 
методы – это методы первого порядка. Квазиньютоновские методы 
называются также методами переменной метрики. 
Рассмотрим принципы построения аппроксимационной матрицы 
для обратной матрицы Гессе 1)()(  xHxG . Поскольку матрицы )(xH  
и )(xG  симметрические, то начальное приближение матрицы )(xG  
задается в виде некоторой симметрической положительно определен-
ной матрицы 0G . Положительная определенность матрицы обеспечи-
вает то, что соответствующее направление одномерного поиска 
000 gGd   из начальной точки 0x  с градиентом целевой функции 0g  
будет направлением спуска. Обычно полагают EG 0 , тогда 00 gd   
– направление наискорейшего спуска. Из начальной точки 0x  в на-
правлении 0d  выполняют одномерный поиск минимума целевой 
функции: 
 )(minarg 000 dx 

f ,     0001 dxx  . 
В точке 1x  вычисляется значение градиента целевой функции 1g . Для 
последующих итераций построение аппроксимационной матрицы ос-
новано на свойстве квадратичной функции 
 )( 11 kkkk xxHgg   . 
Обозначим 
 kkk ggp  1 ,     kkk xxs  1 . (5.18) 
Тогда следующее приближение 1kG  должно удовлетворять уравне-
нию 
 kkk spG 1 . (5.19) 
Это матрично-векторное уравнение называется квазиньютоновским 
условием. Оно представляет собой систему n  линейных алгебраиче-
ских уравнений. С учетом свойства симметричности матрица 1kG  
109 
 
имеет 
 2)1(2)( 2  nnnnnN  
неизвестных элементов. Таким образом, система линейных алгебраи-
ческих уравнений (5.19) является недоопределенной. Для ее решения 
необходимо дополнительное условие. Это условие записывается в ви-
де уравнения коррекции 
 kkk GGG 1 , (5.20) 
где kG  – симметрическая матрица, называемая поправкой и форми-
руемая специальным образом так, чтобы выполнялась система линей-
ных алгебраических уравнений (5.19). Различные квазиньютоновские 
методы отличаются между собой формулами для поправки kG . 
После определения аппроксимационной матрицы kG  на после-
дующих итерациях квазиньютоновского метода направление одномер-
ного поиска определяется формулой 
 kkk gGd  . (5.21) 
В этом направлении из точки kx  выполняется одномерный поиск: 
 )(minarg kkk f dx 

,     kkkk dxx 1 . (5.22) 
Итерации продолжаются, пока не выполнится условие окончания про-
цесса оптимизации 
  kk xx 1 , 
где   – допустимая погрешность. 
В методе Девидона – Флетчера – Пауэлла (ДФП) формула (5.20) 
имеет вид 
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1  .  
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В методе Бройдена – Флетчера – Гольдфарба – Шанно (БФГШ) 
формула (5.20) имеет вид 
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11 . (5.23) 
На первой итерации из заданной начальной точки 0x  выполняет-
ся одномерный поиск в направлении антиградиента: 
  EG 0 ,  00 gd  ,  )(minarg 000 dx 

f ,  0001 dxx  . (5.24) 
Последующие итерации выполняются с учетом формулы (5.23): 
 kkk ggp  1 ,     kkk xxs  1 , (5.25) 
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11 , (5.26) 
 kkk gGd  ,  )(minarg kkk f dx 

,  kkkk dxx 1 . (5.27) 
Итерации продолжаются до тех пор, пока выполняется условие 
  kk xx 1 . 
По формулам (5.24)–(5.27) составим алгоритм модифицированного 
метода Бройдена – Флетчера – Гольдфарба – Шанно. 
А л г о р и т м  м о д и ф и ц и р о в а н н о г о  м е т о д а  Б Ф Г Ш  
Входные параметры: x  – начальная точка поиска, )(xf  – проце-
дура вычисления функции,   – допустимая погрешность. 
Выходной параметр x  – конечная точка поиска. 
1. Вычислить )(xgx f  и положить xgd  , EG  . 
2. Вычислить )(minarg dx 

fr , ds r . 
3. Положить sxx  , xy gg  . 
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4. Вычислить )(xgx f , yx ggp  , pGv  , ps 
T1 . 
5. Положить )()1( TTTT svvsssvpGG  . 
6. Вычислить xgGd  . 
7. Если s , то перейти к шагу 2. 
8. Остановиться. 
В отличие от предыдущего алгоритма метода Бройдена – Флетче-
ра – Гольдфарба – Шанно этот алгоритм не требует решения системы 
линейных алгебраических уравнений. 
 
5.6. Метод Нелдера – Мида 
 
Метод деформируемого многогранника Нелдера – Мида является 
эвристическим методом прямого поиска минимума целевой функции 
)(xf , nRx . Метод Нелдера – Мида является развитием метода сим-
плексного поиска. В данном методе начальный симплекс может де-
формироваться, изменяя свою форму и эффективно приспосабливаясь 
к рельефу целевой функции. На множестве точек поиска лучшей счи-
тается точка с наименьшим значением целевой функции, а худшей – 
точка с наибольшим значением функции. 
Данный метод состоит из трех основных этапов: построение на-
чального многогранника, отражение худшей вершины многогранника, 
переход к новому многограннику. Рассмотрим содержание этих эта-
пов. 
I .  П о с т р о е н и е  н а ч а л ь н о г о  м н о г о г р а н н и к а  
Начальный многогранник из 1n  вершины можно сформировать 
в виде правильного симплекса как в методе симплексного поиска. Но 
поскольку в процессе оптимизации целевой функции многогранник 
деформируется, то нет смысла задавать его в виде регулярного сим-
плекса. Наиболее просто начальный многогранник можно сформиро-
вать путѐм смещения начальной точки 0x  на заданное расстояние   в 
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направлениях ортов 1e , 2e , …, ne  осей координат. При этом вершины 
начального многогранника определяются по формулам: 
 00 xX  ,     jj exX  0 ,   nj ,1 . 
Во всех вершинах многогранника вычисляются значения целевой 
функции: 
 )( jj fF X ,     nj ,0 . 
На этом первый этап метода заканчивается, и переходят ко второму 
этапу. 
I I .  О т р а ж е н и е  х у д ш е й  в е р ш и н ы  
1. Определение лучшей и худшей вершин. Определяются индекс 
l  лучшей вершины с наименьшим значением функции и индекс h  
худшей вершины с наибольшим значением функции: 
 j
j
l FF min ,     j
j
h FF max . 
Для лучшей и худшей вершин, а также для значений в них функции 
вводятся обозначения: 
 lXx  ,    hXw  ,    lFf x ,    hFf w . 
Худшая вершина обозначена через w . 
2. Проверка критерия останова. Определяется размер многогран-
ника по разностям координат всех вершин и лучшей вершины: 
 iij
ji
xX 
,
max . 
Полученное значение размера многогранника   сравнивается с допус-
тимой погрешностью минимизации целевой функции  . Если  , то 
вычисления прекращаются, а наилучшая вершина многогранника x  
представляет оптимальную точку x  с допустимой погрешностью  . 
Если же  , то вычисления продолжаются. 
3. Определение центра n  лучших вершин. Находится центр вер-
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шин многогранника за исключением худшей вершины 
 








 

n
j
j
n
1
1
wXc . 
4. Отражение худшей вершины. Отражение худшей вершины вы-
полняется по такой же формуле, как и в методе симплексного поиска: 
 wcy  2 ,     )(yy ff  . 
В результате получим точку отражения y , симметричную точке w  
относительно точки c , со значением целевой функции yf  и перейдем 
к третьему этапу метода. 
I I I .  П е р е х о д  к  н о в о м у  м н о г о г р а н н и к у  
1. Растяжение многогранника. Точка отражения сравнивается с 
лучшей вершиной многогранника. Если xy ff  , то аналогично отра-
жению выполняется растяжение многогранника по формулам 
 cyz  2 ,     )(zz ff  . 
Точка растяжения z , симметричная точке c  относительно точки от-
ражения y , сравнивается с точкой отражения y . При этом возможны 
следующие случаи. 
1.1. Удачное растяжение. Если yz ff  , худшая вершина заменя-
ется точкой растяжения. При этом полагают zX h , zfFh  . В этом 
случае новый многогранник будет охватывать большую область в про-
странстве параметров, чем предыдущий многогранник. 
1.2. Неудачное растяжение. Если же yz ff  , то худшая вершина 
заменяется точкой отражения y . При этом полагают yX h , yfFh  . 
В любом случае после замены худшей вершины многогранника 
возвращаются ко второму этапу метода. 
2. Удачное отражение. Если точка отражения y  не лучше лучшей 
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вершины многогранника x , но за исключением худшей вершины w  
существуют и другие вершины, худшие y , то худшая вершина много-
гранника w  заменяется точкой отражения y . Это означает, что 
 xy ff   ( jFfj  y: , nj ,0 , hj  ). 
При этом полагают yX h , yfFh   и возвращаются ко второму этапу 
метода. 
3. Сжатие многогранника. Сжатие многогранника выполняется, 
если точка отражения y  хуже всех вершин многогранника за исклю-
чением худшей вершины w . Это означает, что 
 jFf y ,    nj ,0 ,    hj  . 
При этом возможно внешнее или внутреннее сжатие многогранника. 
3.1. Внешнее сжатие. Если wy ff  , то сжатие выполняется по 
формулам: 
 
2
yc
z

 ,     )(zz ff  . 
Точка сжатия z  оказывается вне многогранника. Если yz ff  , то 
худшая вершина заменяется точкой внешнего сжатия zX h , zfFh   
и возвращаются ко второму этапу метода. В противном случае пола-
гают yX h , yfFh   и переходят к редукции многогранника. 
3.2. Внутреннее сжатие. Если wy ff  , то формулы сжатия 
 
2
cw
z

 ,     )(zz ff  . 
Точка сжатия z  лежит внутри многогранника. Если yz ff  , то худ-
шая вершина заменяется точкой внутреннего сжатия zX h , zfFh   и 
возвращаются ко второму этапу метода. В противном случае перехо-
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дят к редукции многогранника. 
3.3. Редукция многогранника. Если точка сжатия хуже худшей 
вершины многогранника или точки отражения, то выполняется редук-
ция, то есть уменьшение многогранника по формулам: 
 
2
)(
)1(
k
jk
j
Xx
X

 ,     )( )1()1(   kj
k
j fF X ,     nj ,0 ,     lj  . 
После этого возвращаются ко второму этапу метода. 
На этом заканчивается третий этап метода Нелдера – Мида. 
Итерацию метода составляют второй и третий этапы. Достоинст-
вом данного метода является его гибкость в приспособлении много-
гранника к сложному рельефу целевой функции, что и обеспечивает 
эффективность данного метода. Недостатком метода является необхо-
димость хранения массива вершин многогранника )( 10 nXXXX  , 
а также то, что эффективность метода резко падает при 10n . 
А л г о р и т м  м е т о д а  Н е л д е р а  –  М и д а  
Входные параметры: x  – начальная точка,   – размер начального 
многогранника,   – допустимая погрешность. 
Выходные параметры: x  и xf  – лучшая точка и значение функ-
ции в ней. 
1. Положить xdimn , 1 nm , 1j . 
2. Положить xX j ,  jjj xX , )( jj fF X . 
3. Если nj  , положить 1 jj  и перейти к п. 2. 
4. Положить xX m , )(xfFm  . 
5. Положить ml  , mFf x , mh  , mFf w , 1j . 
6. Если xfFj  , положить jFf x , jl  . 
7. Если jFf w , положить jFf w , jh  . 
8. Если nj  , положить 1 jj  и перейти к п. 6. 
9. Положить lXx  , hXw  . 
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10. Вычислить iij
ji
xX 
,
max . 
11. Если  , остановиться. 
12. Вычислить 








 

m
j
j
n
1
1
wXc . 
13. Вычислить wcy  2 , )(yy ff  . 
14. Если )( xy ff  , перейти к п. 18. 
15. Вычислить cyz  2 , )(zz ff  . 
16. Если yz ff  , положить zX h , zfFh  , иначе, yX h , 
yfFh  . 
17. Перейти к п. 5. 
18. Положить 1j . 
19. Если hj   и jFf y , положить yX h , yfFh   и перейти к 
п. 5. 
20. Если mj  , положить 1 jj  и перейти к п. 19. 
21. Если wy ff  , положить yw  , yw ff  , yX h , yfFh  . 
22. Вычислить )(5,0 cwz  , )(zz ff  . 
23. Если wz ff  , положить zX h , zfFh   и перейти к п. 5. 
24. Положить 1j . 
25. Если lj  , положить )(5,0 xXX  jj , )( jj fF X . 
26. Если mj  , положить 1 jj  и перейти к п. 25. 
27. Перейти к п. 5. 
В этом алгоритме используются следующие обозначения: n  – 
размерность вектора переменных; 1 nm  – число вершин много-
гранника;   – размер многогранника; j  – индекс вершины много-
гранника; jX  и jF  – вершина с номером j  и значение целевой функ-
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ции в ней; l  – индекс лучшей вершины; lXx   и lFf x  – лучшая 
вершина и значение целевой функции в ней; h  – индекс худшей вер-
шины; hXw   и hFf w  – худшая вершина и значение целевой функ-
ции в ней; c  – центр n  лучших вершин; y  и yf  – точка отражения и 
значение целевой функции в ней; z  и zf  – точка растяжения или сжа-
тия и значение функции в ней. 
В приведенном алгоритме нумерация вершин многогранника не-
сколько отличается от описания метода Нелдера – Мида, где нумера-
ция вершин начинается с индекса 0 и индексы вершин nj ,0 , при 
формировании начального многогранника начальной точке 0x  соот-
ветствует вершина 0X . В алгоритме индексы вершин mj ,1 , а при 
формировании начального многогранника начальной точке 0x  соот-
ветствует вершина mX . 
Шаг 1 инициализирует параметры. Шаги 2–4 формируют верши-
ны начального многогранника. Шаги 5–27 составляют итерационный 
цикл метода. Шаги 5–9 определяют лучшую и худшую вершины. 
Шаг 10 вычисляет размер многогранника. На шаге 11 проверяется кри-
терий останова. Шаг 12 вычисляет центр вершин многогранника за 
исключением худшей вершины. Шаги 13–20 выполняют отражение и 
растяжение многогранника. Шаги 21–27 выполняют сжатие и редук-
цию многогранника. 
 
5.7. Метод Хука – Дживса 
 
Метод Хука – Дживса является эвристическим методом прямого 
поиска минимума целевой функции )(xf , nRx . Основная идея ме-
тода Хука – Дживса заключается в формировании эффективного шага 
спуска путем исследования поведения целевой функции в окрестности 
базовой точки с помощью вспомогательного исследующего поиска. 
Исследующий поиск состоит в последовательном изменении ко-
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ординат базовой точки x  на заданную величину 0  и в определе-
нии лучшей точки в окрестности базовой точки. Исследующий поиск 
начинается в базовой точке x  со значением целевой функции 
)(xx ff  с изменения первой ее координаты на величину  , что соот-
ветствует смещению в направлении орта 1e , и перехода к пробной 
точке 1exy  . Если значение целевой функции в пробной точке 
)(yy ff   меньше значения функции в исходной точке xf , то шаг по-
иска рассматривается как успешный. В противном случае необходимо 
вернуться в предыдущую точку и сделать шаг в противоположном на-
правлении, полагая 1exy   и )(yy ff  , с последующей проверкой 
значения целевой функции. После перебора всех n  координат иссле-
дующий поиск завершается в новой базовой точке y  со значением 
функции yf . Таким образом, координаты лучшей пробной точки из-
меняются последовательно путем еѐ смещения на шаг   в прямом и 
обратном направлениях осей координат. В отличие от метода Нелде-
ра – Мида исследующий поиск не требует запоминания массива точек 
поиска. 
Исследующий поиск, реализующий функцию ),,(),(  xy xy fRf , 
представим следующим алгоритмом. 
А л г о р и т м  и с с л е д у ю щ е г о  п о и с к а  
Входные параметры: x  и xf  – базовая точка и значение в ней це-
левой функции,  – шаг исследующего поиска. 
Выходные параметры: y  и yf  – лучшая точка исследующего по-
иска и значение в ней целевой функции. 
1. Положить xdimn , xy  , xy ff  , yu  , 1i . 
2. Вычислить  ii yu , )(uu ff  . 
3. Если yu ff  , положить ii uy  , uy ff   и перейти к п. 6. 
4. Вычислить  ii yu , )(uu ff  . 
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5. Если yu ff  , положить ii uy  , uy ff  , иначе, положить 
ii yu  . 
6. Если ni  , положить 1 ii  и перейти к п. 2, иначе, остано-
виться. 
В этом алгоритме n  – размерность вектора переменных, i  – ин-
декс координаты точки, u  и uf  – пробная точка поиска и значение в 
ней целевой функции. На шаге 1 инициализируются параметры иссле-
дующего поиска. Шаги 2–6 составляют итерационный цикл метода. На 
шаге 2 выполняется шаг исследующего поиска в прямом направлении. 
На шаге 3 сравниваются значения функции в пробной точке поиска и 
лучшей точке. После неудачного поиска в прямом направлении ша-
гом 4 выполняется шаг исследующего поиска в обратном направлении. 
На шаге 5 сравниваются значения функции в пробной точке поиска и 
лучшей точке. На шаге 6 проверяется критерий останова. 
Метод Хука – Дживса состоит из трех основных этапов: иссле-
дующего поиска типа 1 (ИП1), поиска по образцу (ПО), исследующего 
поиска типа 2 (ИП2). Рассмотрим содержание этих этапов. 
Для начала работы метода задается начальная базовая точка 
0xx   и начальный шаг исследующего поиска 0 . В базовой точке 
вычисляется значение целевой функции )(xx ff  . Затем переходят к 
первому этапу метода. 
I .  И с с л е д у ю щ и й  п о и с к  т и п а  1  ( И П 1 )  
1. Проверка критерия останова. Значение шага исследующего по-
иска   сравнивается с допустимой погрешностью минимизации целе-
вой функции   по ее переменным. Если  , то вычисления прекра-
щаются, а базовая точка x  представляет оптимальную точку 

x  с до-
пустимой погрешностью  . Если же  , то вычисления продолжа-
ются. 
2. Исследующий поиск. Из базовой точки x  со значением целевой 
функции xf  проводится исследующий поиск с шагом   и определяет-
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ся лучшая точка поиска y  со значением функции yf . 
3. Проверка эффективности поиска. Лучшая точка исследующего 
поиска y  сравнивается с базовой точкой x . Если xy ff  , то перехо-
дят к следующему этапу, в противном случае шаг исследующего поис-
ка уменьшают, полагая 21 kk   , и повторяют исследующий поиск 
с меньшим шагом из той же базовой точки x . 
I I .  П о и с к  п о  о б р а з ц у  ( П О )  
Поиск по образцу выполняется отражением базовой точки x  че-
рез лучшую точку предыдущего исследующего поиска y  по формуле 
xyz  2 , и вычисляется значение функции )(zz ff  . 
I I I .  И с с л е д у ю щ и й  п о и с к  т и п а  2  
1. Замена базовой точки. Выполняется переход к новой базовой 
точке, в качестве которой задают лучшую точку предыдущего иссле-
дующего поиска 1 или 2. При этом полагают yx  , yx ff  . 
2. Исследующий поиск. Из точки z  со значением целевой функ-
ции zf  проводится исследующий поиск типа 2 с шагом   и определя-
ется лучшая точка поиска y  со значением функции yf . 
3. Проверка эффективности поиска. Лучшая точка исследующего 
поиска y  сравнивается с исходной точкой z . Если yz ff  , то воз-
вращаются к этапу II, в противном случае шаг исследующего поиска 
уменьшают, полагая 21 kk   , и возвращаются к началу этапа II. 
Таким образом, основное отличие исследующего поиска типа 2 от 
исследующего поиска типа 1 заключается в том, что он проводится в 
точке поиска по образцу z , а не в базовой точке x . При удачных ис-
следующих поисках шаг поиска по образцу увеличивается. 
Исследующий поиск играет вспомогательную роль в методе Ху-
ка – Дживса, а существенное продвижение к оптимальной точке вы-
полняет поиск по образцу. Метод Хука – Дживса, как правило, эффек-
тивнее метода Нелдера – Мида при числе переменных 10n . 
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А л г о р и т м  м е т о д а  Х у к а  –  Д ж и в с а  
Входные параметры: x  – начальная точка,  – начальный шаг ис-
следующего поиска,  – допустимая погрешность. 
Выходные параметры: x  и xf  — лучшая точка поиска и значение 
в ней целевой функции. 
1. Положить )(xx ff  ,  2 . 
2. Если  , остановиться. 
3. Положить 2 . 
4. Вычислить ),,(),(  xy xy fRf  (ИП1). 
5. Если )( xy ff  , перейти к п. 2. 
6. Вычислить xyz  2 , )(zz ff   (ПО). 
7. Положить yx  , yx ff  . 
8. Вычислить ),,(),(  zy zy fRf  (ИП2). 
9. Если xy ff  , перейти к п. 6, иначе, перейти к п. 2. 
В этом алгоритме  обозначает величину шага исследующего по-
иска, x  и xf  – лучшая точка предыдущей итерации и значение в ней 
целевой функции, y  и yf  – лучшая точка исследующего поиска и зна-
чение в ней функции, z  и zf  – точка поиска по образцу и значение в 
ней функции. 
На шаге 1 вычисляется значение целевой функции в начальной 
точке и удваивается шаг исследующего поиска для удобства алгорит-
мизации метода, поскольку при последующих вычислениях перед ис-
следующим поиском типа 1 шаг всегда делится пополам. Вначале ал-
горитма полагают  2 , чтобы 1-й исследующий поиск был прове-
дѐн с шагом  . Шаги 2–9 реализуют итерационный цикл метода. На 
шаге 2 проверяется критерий останова. На шаге 3 уменьшается шаг 
исследующего поиска. На шаге 4 проводится исследующий поиск 
типа 1. На шаге 5 сравниваются значения функции в конечной точке 
исследующего поиска типа 1 и базовой точке. Шаг 6 выполняет поиск 
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по образцу. На шаге 7 производится замена базовой точки. Шаг 8 про-
водит исследующий поиск типа 2. На шаге 9 сравниваются значения 
функции в конечной точке исследующего поиска типа 2 и новой базо-
вой точке. 
Примечание. На шаге 4 выполняется ИП1, а на шаге 8 – ИП2. 
Очевидно, что ИП2 отличается от ИП1 только тем, что вместо базовой 
точки x , xf  взята точка поиска по образцу z , zf . 
 
Контрольные вопросы 
 
1. Дайте определения глобального и локального минимумов и 
максимумов функции многих переменных. 
2. Приведите задачу многомерной безусловной минимизации. 
3. Определите решение задачи многомерной минимизации. 
4. Дайте определение градиента функции многих переменных. 
5. Приведите необходимое условие оптимальности первого по-
рядка существования экстремума функции нескольких переменных. 
6. Определите стационарную точку функции многих переменных. 
7. Дайте определение матрицы Гессе для целевой функции. 
8. Дайте определение направления наискорейшего спуска. 
9. Опишите метод наискорейшего спуска. 
10. Как задается направление шага в методе Коши? 
11. Как вычисляется величина шага в методе Коши? 
12. Как заканчиваются вычисления в методе Коши? 
13. Какого порядка метод наискорейшего спуска? 
14. Составьте алгоритм метода наискорейшего спуска. 
15. Укажите способ вычисления градиента функции. 
16. Дайте определение метода Ньютона. 
17. Приведите различные формулы метода Ньютона. 
18. Запишите итерационные формулы метода Ньютона. 
19. Опишите метод Ньютона. 
20. Как задается направление шага в методе Ньютона? 
21. Как вычисляется величина шага в методе Ньютона? 
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22. Как заканчиваются вычисления в методе Ньютона? 
23. Какого порядка метод Ньютона? 
24. Запишите формулы метода Ньютона с одномерным поиском. 
25. Какого порядка метод Ньютона с одномерным поиском? 
26. Укажите способ вычисления матрицы Гессе функции. 
27. Составьте алгоритм вычисления матрицы Гессе и градиента. 
28. Дайте определение сопряженных направлений. 
29. Дайте понятие сопряженных векторов единичной матрицы. 
30. Сформулируйте теорему методов сопряжѐнных направлений. 
31. Дайте определение методов сопряженных градиентов. 
32. Приведите теорему методов сопряжѐнных градиентов. 
33. Запишите формулу Флетчера – Ривса. 
34. Запишите формулу Полака – Рибьера. 
35. Запишите итерационные формулы метода Полака – Рибьера. 
36. Опишите метод Полака – Рибьера. 
37. Какого порядка метод Полака – Рибьера? 
38. Чем отличается алгоритм метода Полака – Рибьера от алго-
ритма метода Флетчера – Ривса? 
39. Дайте определение квазиньютоновских методов. 
40. Запишите уравнение коррекции для аппроксимации обратной 
матрицы Гессе. 
41. Запишите формулы квазиньютоновских методов. 
42. Какого порядка квазиньютоновские методы? 
43. Какое другое название квазиньютоновских методов вы знаете? 
44. Запишите формулы метода Девидона – Флетчера – Пауэлла. 
45. Запишите итерационные формулы модифицированного метода 
Бройдена – Флетчера – Гольдфарба – Шанно. 
46. Какого порядка модифицированный метод Бройдена – Флет-
чера – Гольдфарба – Шанно? 
47. Опишите метод Нелдера – Мида. 
48. Какого порядка метод Нелдера – Мида? 
49. Опишите метод Хука – Дживса. 
50. Какого порядка метод Хука – Дживса?   
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6. МОДЕЛИРОВАНИЕ, АНАЛИЗ И СИНТЕЗ 
РАДИОЭЛЕКТРОННЫХ СХЕМ 
 
Рассмотрены уравнения типовых элементов радиоэлектронных 
схем, которые применяются при математическом моделировании. В 
радиоэлектронике для создания в нагрузке импульсов тока большой 
длительности с коротким фронтом широко используются работающие 
параллельно импульсные источники питания. Приводится математиче-
ская модель генератора импульсов напряжения с двумя источниками. 
Решается задача анализа для генератора импульсов напряжения мат-
ричным методом интегрирования. Синтез параметров нескольких вы-
соковольтных источников, обеспечивающих получение в нагрузке за-
данного импульса тока, выполняется методами оптимизации. Рассмот-
рен генератор Маркса для создания импульсов высокого напряжения, 
приведены математические модели генератора Маркса и результаты 
расчетов переходных процессов. 
 
6.1. Уравнения типовых элементов в радиоэлектронике 
 
При математическом моделировании радиоэлектронных схем ис-
пользуются уравнения типовых элементов. Наиболее часто в радио-
электронных схемах используются активные сопротивления, индук-
тивности и емкости. 
При моделировании активного сопротивления величины R  закон 
Ома (1.1) представим в виде 
 
R
u
i  , (6.1) 
где i  – величина тока, протекающего через активное сопротивление; 
21 u  – разность потенциалов или падение напряжения на актив-
ном сопротивлении. 
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При моделировании индуктивности величины L  в соответствии с 
(1.21) 
 
dt
di
Lu  , (6.2) 
где i  – величина тока, протекающего через индуктивность; u  – паде-
ние напряжения на индуктивности. 
При моделировании емкости величины C  в соответствии с (1.26) 
 
C
q
u  , (6.3) 
где q  – заряд, накопленный в конденсаторе; u  – падение напряжения 
переменного тока на конденсаторе. Поскольку величина заряда q  на 
пластинах конденсатора определяется величиной переменного тока i , 
протекающего за время t , то 
 
t
dttiq
0
)( . (6.4) 
Дифференцируя равенства (6.3) и (6.4), получим уравнение для модели 
прохождения переменного тока через конденсатор в виде 
 
dt
du
Ci  . (6.5) 
Уравнения (6.1), (6.2) и (6.5) совместно с законами Кирхгофа (1.6) 
и (1.7) позволяют строить математические модели различных радио-
электронных схем. 
 
6.2. Математическая модель генератора импульсов тока 
 
При радиофизических исследованиях для создания в нагрузке им-
пульсов тока большой длительности и с коротким фронтом широко 
используют генераторы импульсов тока (ГИТ), содержащие работаю-
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щие параллельно импульсные источники питания (ИИП). При парал-
лельной работе импульсных источников снижается необходимая сум-
марная энергия, а зависимостей, позволяющих определить параметры 
источников по известному аналитическому выражению импульса тока 
в нагрузке, не существует. Однако выбор параметров нескольких вы-
соковольтных ИИП, обеспечивающих получение в нагрузке заданного 
импульса тока с учетом ограничений, накладываемых на параметры из 
условий реализуемости, требует решения задач анализа и синтеза для 
соответствующей радиоэлектронной схемы.  
Рассмотрим работу двух ИИП, включаемых параллельно на ин-
дуктивно-активную нагрузку с целью получения в ней заданного (эта-
лонного) импульса тока. При составлении математической модели по-
лагаем, что включение ИИП на нагрузку одновременное, параметры 
разрядного контура линейны и постоянны, импульсные источники 
представляются последовательной RLC-цепочкой. 
На рис. 6.1 приведена 
соответствующая расчет-
ная схема, где 1C , 2C  – 
емкости первого и второго 
ИИП; 1L , 2L  – паразитные 
и развязывающие индук-
тивности ИИП; 3L  – ин-
дуктивность нагрузки; 1R , 
2R  – активные демпфи-
рующие и формирующие 
сопротивления источников; 3R  – активное сопротивление нагрузки; 
1U , 2U  – напряжения на емкостях источников; 1i , 2i  – разрядные токи 
ИИП. 
В матричной форме система дифференциальных уравнений, опи-
сывающая переходный процесс в схеме на рис. 6.1, получена с помо-
щью законов Кирхгофа:  
 
Рис. 6.1. Расчетная схема генератора 
импульсов тока 
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 BX
X
D 
dt
d
, (6.6) 
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Введением матрицы BDA 1  преобразуем систему (6.6) к виду 
Коши (2.29): 
 AX
X

dt
d
,     
0
)0( XX  ,     CXi , (6.7) 
где  TUU
20100
00X  – вектор начальных условий; 21 iii   – 
ток в нагрузке;  0011C  – вектор наблюдения. 
 
6.3. Анализ процессов в генераторе импульсов тока 
 
Пусть эталонный импульс тока в нагрузке, который обеспечивает 
генератор на рис. 6.1, задан функцией 
 )()( 600000100 ttme eeIti
  , (6.8) 
где mI  – максимальное значение тока. Длительность фронта этого им-
пульса 6105  f с, длительность полного импульса 
2103 i с. 
Большое отличие i  и f  объективно приводит к жесткости СДУ 
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(6.7). При этом время ее решения методом Рунге – Кутты четвертого 
порядка требует использования малого шага интегрирования и боль-
ших затрат машинного времени. С целью сокращения времени реше-
ния системы (6.7) применим матричный метод интегрирования. Для 
этого выберем 100fh  , hH
5
0 2  и определим матричную экспо-
ненту 0)( 0
H
eH
A
A   по алгоритму 2.2: )2()( 50 hH AA   . 
Решение СДУ (6.7) в L  точках дискретизации mkk Htt 1 , 
1,0  Lk  получим по формуле (2.33): 
 kmk H XAX )(1  ,     1,1  Lk . (6.9) 
где k  – номер текущей точки; m  – номер интервала с постоянным 
шагом интегрирования, который от нуля увеличивается на единицу 
через каждые 5 шагов, после чего шаг удваивается: 
 mm HH 21  ,     
2
1 )()( mm HH AA   . (6.10) 
Такой алгоритм матричного метода решения СДУ позволил 
уменьшить время ее интегрирования по сравнению с методом Рунге – 
Кутты на два порядка, что дало возможность поставить задачу синтеза 
параметров схемы включения ИИП, представленной на рис. 6.1. 
 
6.4. Синтез параметров генератора импульсов тока 
 
Введем вектор неизвестных параметров: 
 )( 201032132121 UURRRLLLCCx . (6.11) 
Из условий реализуемости на параметры схемы и начальные на-
пряжения 10U  и 20U  наложены следующие ограничения: 
 01 C ,    02 C ,    pLL 1 ,    pLL 2 ,     1003 L мкГ, (6.12) 
  dRR 1 , dRR 2 , 53 R Ом, 010 U , 020 U , 5,2W МДж, (6.13) 
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где 2pL мкГ – минимально возможное значение паразитной индук-
тивности первого ИИП; 2,0dR Ом – минимально возможное значе-
ние демпфирующего сопротивления первого ИИП; W  – суммарная 
запасаемая энергия источников: )(5,0 2202
2
101 UCUCW  . 
В качестве критериев оптимальности выберем и проведем сравне-
ние суммарных критериев: 
 


L
k
k
kekj iif
0
)()( xx , (6.14) 
где )( keek tii   и )()( 21 kkk titii   – значения эталонного и фак-
тического токов в нагрузке в k -й точке дискретизации; L  – число та-
ких точек в интервале интегрирования; j  – показатель степени сум-
марного критерия. 
Выбор этих критериев обусловлен тем, что вследствие отличия i  
и f  более чем на три порядка интегральные по времени критерии и 
критерии с постоянным шагом дискретизации слабо чувствительны к 
значительным отличиям импульсов на фронте, а применение в крите-
риях (6.14) весовых коэффициентов, учитывающих влияние отдельных 
точек наблюдения, не является необходимым. Чувствительность кри-
териев (6.14) на фронте импульса повышается за счет увеличения шага 
дискретизации на спаде импульса. Численные эксперименты показали, 
что количество точек дискретизации на фронте импульса должно со-
ставлять примерно L1,0 . 
Теперь задачу оптимизации параметров импульсной схемы на 
рис. 6.1 можно сформулировать как задачу нелинейного про-
граммирования, состоящую в определении значений параметров (6.11), 
которые минимизируют критерии (6.14) при выполнении ограничений 
(6.12) и (6.13). Из известных методов нелинейного программирования 
для решения этой задачи выбран метод скользящего допуска, так как 
он не требует вычисления производных целевой функции и учитывает 
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ограничения на параметры как в виде равенств, так и неравенств. 
Значения параметров оптимизации в случае жестких систем отли-
чаются друг от друга на несколько порядков, поэтому для более эф-
фективной работы процедуры метода скользящего допуска перед об-
ращением к ней параметры нормируются относительно своих началь-
ных значений, а критерии оптимальности – относительно jmI . Для 
предотвращения аварийных остановов в стандартных программах об-
ращения и перемножения матриц при интегрировании СДУ масштаб 
времени изменен таким образом, чтобы обеспечить отличие значений 
элементов матриц D  и B  не более чем на два порядка. 
Оптимизация параметров, параллельно работающих на ин-
дуктивно-активную нагрузку двух импульсных источников питания, 
проводилась при различных критериях и условиях завершения процес-
са оптимизации. Выход из процедуры оптимизации осуществлялся 
после того, как погрешность )(x
j
f  вычисления минимального значе-
ния )( x
j
f  удовлетворяла условию 
 


L
k
k
ek
j
j iLf
0
1100)(x . (6.15) 
Результаты минимизации сформулированных суммарных кри-
териев оптимальности (6.14) приведены в табл. 6.1. Значения со-
ставляющих начального вектора оптимизируемых параметров 
0
x  вы-
браны следующими: 151 C мкФ, 20002 C мкФ, 21 L мкГ, 
4002 L мкГ, 1003 L мкГ, 401 R Ом, 32 R Ом, 53 R Ом, 
25010 U кВ, 2020 U кВ, причем максимальное значение заданно-
го тока 5mI кА, а в условии (6.15) положено 100N . 
Минимальное количество вычислений критерия оптимальности 
при 4j  объясняется увеличением с ростом j  рельефности поверх-
ности критерия оптимальности в пространстве параметров. 
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Таблица 6.1 – Результаты синтеза генератора импульсов тока 
Характеристи-
ки процесса 
оптимизации 
Значения оптимальных параметров ИИП при 
степенях j  критерия оптимальности 
1 2 3 4 5 6 

x
 
1C , мкФ 22,7 40,4 58,6 40,2 41,3 33,3 
2C , мкФ 1650 1471 1323 1533 1671 1545 
1L , мкГ 1,99 2,00 2,00 1,99 2,00 1,99 
2L , мкГ 239 747 568 498 124 510 
3L , мкГ 100 100 100 100 100 100 
1R , Ом 46,0 50,0 41,1 47,1 31,6 49,0 
2R , Ом 1,00 1,75 1,84 1,54 0,84 1,31 
3R , Ом 5,00 5,00 5,00 4,98 4,99 4,98 
10U , кВ -343 -307 -269 -303 -303 -312 
20U , кВ -24,1 -25,5 -24,0 -24,7 -22,3 -25,3 
)( xW , кДж 2233 2389 2499 2320 2324 2113 
)( 0xjF  11,5 2,59 0,69 0,20 0,06 0,02 
)( xjF  
0,3 6103   4105 
 
10106 
 
11107 
 
13102 
 
Количество 
итераций 
213 314 295 142 211 184 
Количество 
вычислений 
)( xF  
421 552 566 280 418 416 
Количество 
вычислений 
ограничений 
6957 9347 1059
2 
4817 4352 6349 
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Предпочтительность суммарного критерия четвертой степени 
подтверждена численными экспериментами для различных форм эта-
лонного импульса. 
Использование двух параллельных ИИП вместо одного энергети-
чески, а значит, и экономически более выгодно. Так, энергия одного 
источника питания имела бы значение в 4 раза больше, чем необходи-
мая энергия двух импульсных источников. 
На рис. 6.2 представлены графики импульсов тока в нагрузке, где 
1 – импульс тока, получаемый при начальных значениях параметров 
0x ; 2 – импульс, заданный формулой (6.8) и совпадающий с ним рас-
четный импульс при оптимальных параметрах ИИП x , т. к. при при-
нятом масштабе они неразличимы. 
Таким образом, показано, что задача оптимального выбора пара-
метров нескольких работающих на нагрузку ИИП с учетом ограниче-
ний параметров может быть сформулирована как задача нелинейного 
программирования. 
Использование сис-
темного метода решения 
жестких СДУ на два по-
рядка уменьшает время 
их интегрирования, что 
позволяет поставить за-
дачу оптимизации пара-
метров ИИП. 
Примененный для 
оптимизации метод 
скользящего допуска 
дает возможность успешно решать сформулированную задачу, учиты-
вая любые ограничения на параметры. 
Введенное общее условие окончания процесса оптимизации обес-
печивает практически полное совпадение заданного и оптимального 
импульсов тока при использовании любого суммарного критерия оп-
 
Рис. 6.2. Импульсы тока в нагрузке генератора 
133 
 
тимальности. 
Проведенное сравнение сформулированных суммарных критери-
ев оптимальности позволяет сделать вывод о предпочтительности кри-
терия четвертой степени. 
 
6.5. Генераторы импульсов напряжения 
 
Генератор Маркса – генератор импульсного высокого напряже-
ния, принцип действия которого основан на заряде электрическим то-
ком соединѐнных параллельно через резисторы конденсаторов, соеди-
няющихся после заряда последовательно при помощи различных ком-
мутирующих устройств, например, газовых разрядников или трига-
тронов (рис. 6.3 и 6.4). Таким образом, выходное напряжение увеличи-
вается пропорционально количеству соединѐнных конденсаторов. 
 
Рис. 6.3. Общая схема и стадия заряда генератора Маркса 
 
После зарядки конденсаторов запуск генератора обычно произво-
дится после срабатывания первого разрядника (на рис. 6.3 обозначен-
ного как trigger (триггер). После срабатывания триггера перенапряже-
ние на разрядниках заставляет срабатывать все зарядники практически 
одновременно, чем и производится последовательное соединение за-
ряженных конденсаторов. 
Генераторы Маркса позволяют получать импульсные напряжения 
от десятков киловольт до десятка мегавольт. Частота импульсов, вы-
рабатываемых генератором Маркса, зависит от мощности генератора в 
импульсе – от единиц импульсов в час до нескольких десятков герц. 
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Рис. 6.4. Стадия разряда генератора Маркса 
 
Энергия в импульсе генераторов Маркса широко варьируется – от 
дециджоулей до десятков мегаджоулей. 
Коаксиальная конструкция генератора Маркса является источни-
ком импульсов с фронтом 5 нс. Диэлектрики конденсаторов, обкладки 
которых соединены резисторами, выполнены из скрученной высоко-
омной проволоки. Разрядные промежутки расположены так близко, 
как возможно, и самосинхронизируются вспышками ультрафиолетово-
го излучения. Питающее напряжение подводится снизу, высокое сни-
мается с цилиндра наверху. 
Малые лабораторные генераторы Маркса до напряжений в 100–
200 киловольт могут выполняться с воздушной изоляцией, более мощ-
ные генераторы Маркса с более высокими рабочими импульсными 
напряжениями могут выполняться с вакуумной, газовой (газ с высокой 
электрической прочностью под давлением, например элегаз), масляной 
изоляцией, препятствующей как непосредственным паразитным про-
боям воздуха, так и стеканию зарядов с установки вследствие корон-
ных разрядов. 
В случае выполнения генераторов Маркса с вакуумной, газовой 
или масляной изоляцией генератор обычно помещается в герметичную 
вакуумированную или заполненную указанными веществами ѐмкость. 
В некоторых конструкциях генераторов Маркса применяют гермети-
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зацию конденсаторов и резисторов, но расположение газовых разряд-
ников на воздухе. 
В качестве разрядников применяют воздушные разрядники (на-
пример, с глушителями звука) на напряжение до 100 кВ и ток до 
1000 кА, вакуумные разрядники, игнитроны, импульсные водородные 
тиратроны. Тиристоры в качестве коммутирующих элементов практи-
чески не применяются в связи с малыми значениями обратного напря-
жения и трудностями синхронизации их срабатывания в случае после-
довательного соединения. Все виды разрядников отличаются теми или 
иными различными недостатками – эрозией электродов, недостаточ-
ным быстродействием, незначительным сроком службы и так далее, 
либо дороги, как, например, водородные тиратроны. 
Для снижения потерь в качестве защитных и разделительных (за-
рядных) элементов генератора вместо резисторов в некоторых случаях 
применяют высокодобротные дроссели. В некоторых конструкциях 
генераторов в качестве резисторов применяют жидкостные сопротив-
ления (резисторы). 
Генератор Маркса, использующий жидкостные конденсаторы на 
деионизированной воде, улучшает технологичность конденсатора, 
уменьшает длину соединительных проводников, а также позволяет 
значительно уменьшить общее время срабатывания разрядников бла-
годаря их облучению излучением разрядников, сработавших чуть 
раньше. 
Основной недостаток генератора Маркса состоит в том, что при 
уровне зарядного напряжения порядка (50–100)·103 В он должен со-
держать 5–8 ступеней с таким же количеством искровых коммутато-
ров, что связано с ухудшением удельных энергетических и массо-
габаритных параметров и снижением КПД. В режиме разряда генера-
тора Маркса потери складываются из потерь в конденсаторах и искро-
вых промежутках и сопротивления нагрузки, например, канала разряда 
в главном разрядном промежутке. Для уменьшения потерь стремятся 
снижать сопротивления искровых коммутаторов генератора импульс-
ного напряжения (ГИН), например, помещением их в электрически 
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прочный газ под давлением, применяют конденсаторы с повышенной 
добротностью, оптимизируют инициирование пробоя для достижения 
минимальных пробивных градиентов и т. п. 
Генератор импульсов высокого напряжения Маркса используется 
в разнообразных исследованиях в науке, а также для решения разнооб-
разных задач в технике. В некоторых установках генераторы Маркса 
работают и в качестве генераторов импульсного тока. 
В некоторых установках объединяют два генератора Маркса в 
единую установку в которой многоступенчатый ГИН с конденсатора-
ми небольшой общей ѐмкостью обеспечивает высокий потенциал на-
пряжения, необходимый для развития разряда основного малоступен-
чатого ГИТ с конденсаторами большой общей ѐмкости, со сравнитель-
но невысоким потенциалом, но большой силой тока в продолжитель-
ном импульсе. 
Например, генераторы Маркса применяются в ядерных и термо-
ядерных исследованиях для ускорения различных элементарных час-
тиц, создания ионных пучков, создания релятивистских электронных 
пучков для инициирования термоядерных реакций. 
Генераторы Маркса применяются в качестве мощных источников 
накачки квантовых генераторов, для исследований состояний плазмы, 
для исследований импульсных электромагнитных излучений. 
В военной технике генераторы Маркса в комплексе с виркаторами 
в качестве генераторов излучения применяются для создания порта-
тивных средств радиоэлектронной борьбы, в качестве электромагнит-
ного оружия, действие которого основано на поражении целей радио-
частотным электромагнитным излучением. 
В промышленности генераторы Маркса наряду с другими источ-
никами импульсных напряжений и токов применяются в электрогид-
равлической обработке материалов, дроблении, бурении, уплотнении 
грунтов и бетонных смесей. 
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6.6. Математическая модель генератора импульсов 
напряжения 
 
При математическом моделировании генератора импульсов на-
пряжения необходимо учитывать множество паразитных элементов. 
Предлагается схема генератора Маркса с n -ступенями, представлен-
ная на рис. 6.5. 
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Рис. 6.5. Схема многокаскадного генератора 
 
Здесь bR  и bL  – эквивалентные параметры нагрузки. Каждый 
каскад является многополюсником, электрическая цепь которого пред-
ставлена на рис. 6.6. В этой цепи обозначены эквивалентные парамет-
ры генератора: sR , sL , sC  – эквивалентные параметры конденсатора; 
fR , fC  – параметры коммутатора ступени; dR , dL  – параметры 
демпфирующего сопротивления; lR , lL  – параметры зарядного со-
противления; eR , eL  – параметры разрядного сопротивления; 1C  – 
емкость элементов, имеющих зарядный потенциал в течение времени 
заряда; 2C  – емкость элементов, имеющих нулевой потенциал в тече-
ние времени разряда; 1K  – емкость элементов, между ступенями, 
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имеющих зарядный потенциал в течение времени заряда; 2K  – ем-
кость элементов, между ступенями, имеющих нулевой потенциал в 
течение времени разряда. 
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Рис. 6.6. Электрическая схема каскада 
 
Искровой промежуток является коммутатором ступени. Резистив-
ная модель искрового промежутка обобщает известные модели искры 
в сжатом газе Теплера, Ромпе – Вайцеля, Брагинского: 
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
 , 
где R  – сопротивление искрового промежутка; d  – размер промежут-
ка; ,k   ,   – параметры, которые определяются моделями искры; i  – 
ток в искровом промежутке; C  – константа, которая определяется на-
чальным значением сопротивления. 
Используя законы Кирхгофа и рассматривая уравнения для по-
следней ступени, можно установить они разрешимы относительно 
производных. Полагая, что j  – номер каскада, отметим индексами «+» 
и «–» переменные для последующего и предыдущего каскадов соот-
ветственно. Принимая во внимание, что 12 ccfc uuu   для всех ступе-
ней и обозначая 
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получим уравнения для токов: 
   ,2 bbbCb LiRudtdi     nj  , 
   ,sssCssfCfs LiRuuudtdi     1,nj  , 
   ,ddddd LiRudtdi     1,nj  , 
   ,eeesfe LiRudtdi     1,nj  , 
   ,11 lllCCl LiRuudtdi      2,nj  . 
Таким образом, получена модель генератора импульсов напряже-
ния в виде СДУ. Значения параметров генератора приведены в 
табл. 6.2. 
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Таблица 6.2 – Параметры генератора импульсов напряжения 
Параметр Значение Параметр Значение 
sC , нФ 120 sR , Ом 0,05 
fC , пФ 12 dR , Ом 0,001 
1C , пФ 9 eR , Ом 75 
2C , пФ 7,7 lR , Ом 600 
1K , пФ 58 bR , Ом 390 
2K , пФ 3,8 su , кВ 100 
sL , нГ 10,2 Tk , В с/м 0,005 
dL , нГ 5 d , мм 8 
eL , нГ 6,5 umax, кВ 1200 
lL , нГ 100 imax, кА 4,6 
bL , нГ 600 tau, нс 10 
 
 
6.7. Анализ процессов в генераторе импульсов напряжения 
 
Представленная модель генератора импульсов напряжения интег-
рируется системным методом первой степени, представленным алго-
ритмом 2.7. Математические модели и методы анализа эффективно 
использованы для расчета генераторов наносекудных импульсов на-
пряжения. 
Процесс разряда в генераторе с 10n  каскадами представлен на 
рис. 6.7. Здесь верхние индексы переменных указывают номера соот-
ветствующих каскадов. Анализ графиков позволяет заключить, что с 
ростом номера каскада уменьшается время коммутации для искровых 
коммутаторов ступеней. С увеличением количества каскадов умень-
шается время фронта импульса и уровень его колебаний. 
Предложенные методы и разработанное на их основе програм-
мное обеспечение позволяют повысить производительность работы 
специалистов по разработке, исследованию и улучшению реальных 
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процессов в моделируемых генераторах. 
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Рис. 6.7. Процесс разряда в десятикаскадном генераторе 
 
Использование многокаскадных генераторов Маркса позволяет 
формировать импульсы напряжения кило- и мегавольтного диапазона 
с длительностью фронта менее 10 наносекунд. 
 
Контрольные вопросы 
 
1. Каким уравнением моделируется активное сопротивление? 
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2. Запишите модель индуктивности. 
3. Каким уравнением моделируется емкость? 
4. Как формируются импульсы тока большой длительности с ко-
ротким фронтом? 
5. Какое преимущество параллельной работы импульсных источ-
ников питания для формирования импульсов тока? 
6. Представьте расчетную схему для формирования импульсов 
тока с двумя импульсными источниками питания. 
7. Как получены уравнения для исследования переходных процес-
сов в схеме формирования импульсов тока с двумя импульсными ис-
точниками питания? 
8. Запишите математическую модель для схемы формирования 
импульсов тока с двумя импульсными источниками питания. 
9. Преобразуйте математическую модель для схемы формирова-
ния импульсов тока с двумя импульсными источниками к виду Коши. 
10. Как выполняется анализ процессов в генераторе импульсов 
тока? 
11. Запишите формулы анализа процессов в генераторе импульсов 
тока. 
12. Какое преимущество матричного метода решения систем 
дифференциальных уравнений перед методом Рунге – Кутты? 
13. Сформулируйте задачу синтеза параметров для генератора 
импульсов тока. 
14. Какие используются критерии качества в задаче синтеза пара-
метров для генератора импульсов тока? 
15. Объясните результаты синтеза генератора импульсов тока при 
использовании различных критериев оптимальности. 
16. Какое преимущество использования двух параллельных ис-
точников питания вместо одного? 
17. Опишите принцип действия генератора импульсов высокого 
напряжения. 
18. Представьте общую схему заряда генератора Маркса. 
19. Представьте общую схему разряда генератора Маркса. 
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20. Приведите разновидности и характеристики генераторов Мар-
кса. 
21. Какие вы знаете особенности конструкций генераторов Мар-
кса? 
22. Как учитывается при моделировании генератора Маркса мно-
жество паразитных элементов? 
23. Что представляет собой одна ступень генератора Маркса с 
учетом паразитных элементов? 
24. Какие существуют модели искрового промежутка, основанные 
на модели искры в сжатом газе? 
25. Запишите модель искрового промежутка, основанную на мо-
делях искры в сжатом газе. 
26. По каким законам составляется модель многокаскадного гене-
ратора Маркса? 
27. Какой метод применяется для анализа процессов в многокас-
кадном генераторе Маркса? 
28. Какие выводы можно сделать на основании анализа процессов 
в многокаскадном генераторе Маркса? 
29. Каким образом можно повысить величину напряжения им-
пульса в нагрузке и уменьшить длительность фронта импульса? 
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7. СПРАВОЧНЫЙ МАТЕРИАЛ 
 
Освоение теории и практики методов многомерной безусловной 
минимизации требует знания многих понятий и формул математиче-
ского анализа и линейной алгебры. В этом разделе обобщается основ-
ной справочный материал, необходимый для изучения методов много-
мерной оптимизации. Приводятся правила дифференцирования функ-
ций. Рассматриваются элементы векторной алгебры. Представляются 
действия с матрицами. Приводится формула Шермана – Моррисона 
для обращения матрицы. Рассматривается дифференцирование функ-
ций многих переменных. Приводится формула Тейлора для функции 
многих переменных. Рассматриваются квадратичные формы, форму-
лируется критерий Сильвестра – Якоби. 
 
7.1. Правила дифференцирования 
 
При аналитическом нахождении точки минимума функции необ-
ходимо использовать формулы дифференциального исчисления функ-
ций одной переменной. Ниже приведены основные правила диффе-
ренцирования функций, а также таблица производных основных эле-
ментарных функций. 
Производная постоянной величины 0C . 
Производная суммы vuvu  )( . 
Производная разности vuvu  )( . 
Постоянный множитель можно выносить за знак производной: 
 yCCy )( . 
Производная произведения vuvuuv )( . 
Производная частного 
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2v
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. 
Производная сложной функции xu ufxuf )))((( . 
Производная обратной функции 
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y
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1
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Производная функции, заданной параметрически: 
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Производные основных элементарных функций даны в табл. 7.1. 
В этой таблице a  – некоторый числовой постоянный параметр. Струк-
тура таблицы позволяет установить аналогию и отличие между произ-
водными тригонометрических и гиперболических функций, а также 
производными обратных тригонометрических и обратных гиперболи-
ческих функций. Здесь обозначены гиперболические и обратные ги-
перболические функции: 
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Таблица 7.1 – Производные элементарных функций 
)(xf
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Логарифмическое дифференцирование: 
1)  vuy  ,  uvy lnln  ,  y
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7.2. Элементы векторной алгебры 
 
Вектором называется упорядоченное множество действительных 
чисел. Например, ),,,( 21 naaa a , где 1a , 2a , …, na  действитель-
ные числа, есть вектор, состоящий из n  элементов. Количество эле-
ментов n  называется размером вектора. Числа 1a , 2a , …, na  называ-
ются проекциями вектора. 
Два вектора ),,,( 21 naaa a  и ),,,( 21 nbbb b  называются 
равными, если равны все их соответствующие проекции: ii ba  , 
ni ,1 . В этом случае пишут ba  . 
Если ),,,( 21 naaa a  и ),,,( 21 nbbb b , то определены опера-
ции сложения и вычитания векторов: 
 ),,,( 2211 nn bababa  ba , 
 ),,,( 2211 nn bababa  ba . 
Для любой скалярной величины   определена операция умноже-
ния вектора на скаляр ),,,( 21 naaa  a . 
Вектор )0,,0,0( 0  называется нулевым вектором. 
Система векторов 1a , 2a , …, ma  называется линейно зависимой, 
если существуют такие скаляры 1 , 2 , …, n , не все равные нулю, 
что выполняется равенство 
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 0aaa  mm2211 . 
В этом случае хотя бы один из этих векторов можно представить ли-
нейной комбинацией остальных векторов, например, при 0m  
 112211  mmm aaaa  . 
В противном случае система векторов является линейно независимой. 
Множество всех n -мерных векторов называется n -мерным век-
торным пространством и обозначается nR . Говорят, что векторное 
пространство nR  натянуто на некоторую систему векторов, если ка-
ждый вектор из nR  можно представить в виде линейной комбинации 
этой системы. Базис векторного пространства nR  определяется как 
система n  линейно независимых векторов. Элемент ),,,( 21 nxxx x  
пространства nR  также называется точкой. В этом случае 1x , 2x , …, 
nx  называются координатами точки. 
Скалярное произведение двух векторов есть число, равное 
 nnbababa  2211ba . 
Евклидова норма вектора a  определяется равенством 
 222
2
1 naaa  aaa   
и соответствует длине вектора. Ее также обозначают a  и называют 
модулем вектора. 
Если векторы a  и b  рассматриваются как направленные отрезки, 
между которыми угол  , то 
  cosbaba . 
Векторы называются ортогональными, если 0ba . При этом пишут 
ba  . 
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Для векторов справедливо неравенство Коши – Буняковского – 
Шварца 
 baba  . 
Здесь равенство возможно только при ba  . 
Евклидова норма также называется 2l -нормой и обозначается 
2
a . В векторном анализе также применяются 1l -норма и l -норма: 
 


n
i
ia
1
1
a ,      i
ni
a


1
maxa . 
Все представленные нормы векторов являются частными случая-
ми pl -нормы 
 
p
n
i
p
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1
1
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



 

a . 
Любая норма обладает свойствами: 
1) 0a  nRa , 0a  тогда и только тогда, когда 0a  ; 
2) aa   nRa , R ; 
3) baba  , nR ba,  – неравенство треугольника. 
Две нормы 
r
  и 
s
  называются эквивалентными, если суще-
ствуют 0,   такие, что 
 
rsr
aaa        nRa . 
В частности, 
 
212
aaa n ,       

 aaa n
2
, 
 

 aaa n
1
,       
12
aaa 

. 
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Таким образом, нормы 
1
a , 
2
a  и 

a  являются эквивалентными. 
Расстоянием между двумя точками ),,,( 21 nxxx x  и 
),,,( 21 nyyy y  пространства 
nR  называется евклидова норма раз-
ностей их координат 
 2222
2
11 )()()( nn yxyxyx  yx , 
которая обобщает понятие расстояния из аналитической геометрии. 
Расстояние обладает свойствами: 
1) 0 yx ,  0 yx   тогда и только тогда, когда  yx  ; 
2) xyyx  ; 
3) zyyxzx   – неравенство треугольника. 
Последовательность векторов }{ kx  называется сходящейся к век-
тору x , если 
 0lim  

xxk
k
. 
Понятие сходимости последовательности векторов положено в 
основу исследования скорости сходимости методов многомерной оп-
тимизации. 
 
7.3. Матрицы и действия с ними 
 
Матрица размера nm  представляет собой прямоугольную таб-
лицу действительных чисел, состоящую из m  строк и n  столбцов: 
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где ija  – действительные числа, называемые элементами матрицы. 
Элементы ija  при ji   называются диагональными элементами, если 
же ji  , то ija  называются внедиагональными элементами. Диаго-
нальные элементы составляют главную диагональ матрицы. 
Элементы каждого столбца матрицы составляют вектор, который 
называется вектор-столбцом. Аналогично каждая строка матрицы 
определяет вектор-строку. Вектор можно рассматривать как матрицу 
специального вида, которая содержит либо только одну строку, либо 
лишь один столбец. Матрица с одинаковым количеством строк и 
столбцов называется квадратной матрицей. 
Если заменить строки матрицы A  столбцами, то получится 
транспонированная к A  матрица, которая обозначается 
T
A . В част-
ности, если a  – вектор-строка, то Ta  – вектор-столбец. 
Квадратная матрица A  называется симметрической, если для ее 
элементов jiij aa  , то есть симметричные относительно главной диа-
гонали элементы одинаковы. Для симметрической матрицы AA T . 
Две матрицы называются равными, если они имеют одинаковые 
размеры и их соответствующие элементы совпадают. 
Квадратная матрица, все диагональные элементы которой равны 
1, а внедиагональные элементы – нулю, называется единичной матри-
цей и обозначается через E . Матрица, которая содержит только рав-
ные нулю элементы, называется нулевой матрицей и обозначается O . 
Рангом матрицы называется максимальное число ее линейно не-
зависимых строк или столбцов. 
Сумма или разность двух матриц A  и B  одинакового размера, 
есть матрица того же размера C , элементы которой вычисляются по 
формуле ijijij bac  . При этом пишут BAC  . 
Скалярное произведение двух вектор-столбцов a  и b  представим 
в виде nn
T bababa  2211ba . При этом abba
TT  . Условие орто-
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гональности векторов ba   имеет вид 0baT . 
Неравенство Коши – Буняковского – Шварца можно представить 
в виде baba T . 
Произведение AB  двух матриц A  и B  определено тогда и толь-
ко тогда, когда размеры матриц согласованы, то есть количество 
столбцов матрицы A  равно количеству строк матрицы B . Если A  – 
матрица размера nm , а B – матрица размера pn , то произведение 
этих матриц CAB   представляет собой матрицу размера pm . 
Элемент матрицы C , расположенный на пересечении i -ой строки и j
-го столбца, определяется по формуле 
 njinjijiij bababac  2211 . 
Это означает, что необходимо найти скалярное произведение i -ой 
строки матрицы A  и j -го столбца матрицы B , то есть произведение 
матриц выполняется по правилу «строка на столбец». В частности, 
всегда можно перемножать квадратные матрицы одинакового размера. 
В общем случае BAAB . 
Произведением матрицы A  на некоторое число   называется 
матрица A  с элементами ija . 
Определителем квадратной матрицы A  называется число, обо-
значаемое Adet  и получаемое с помощью арифметических операций 
над элементами A . Если A  – матрица размера 22 , то 
 21122211
2221
1211
det aaaa
aa
aa
A . 
Если A  – матрица размера nn , то 
 1
1
1
1 )1(det i
i
n
i
i Ma


A , 
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где 1iM  называется минором элемента 1ia  и представляет собой опре-
делитель подматрицы матрицы A , полученной путем исключения 
строки i  и столбца 1. 
Матрица называется вырожденной или особенной, если ее опре-
делитель равен нулю. Если же определитель не равен нулю, то соот-
ветствующая ему матрица называется невырожденной или неособен-
ной. При транспонировании матрицы ее определитель не изменяется. 
Матрица, обратная к невырожденной квадратной матрице A , 
обозначается как 1A  и представляет собой невырожденную квадрат-
ную матрицу, обладающую свойством EAAAA   11 . Определи-
тель обратной матрицы AA det1det 1  . 
Операции над матрицами имеют свойства: 
1) ABBA  ; 
2) )()( CBACBA  ; 
3) BABA  )( ; 
4) AAA  )( ; 
5) AAE  , AEA  ; 
6) )()()( BABAAB  ; 
7) BCACCBA  )( , ACABCBA  )( ; 
8) )()( BCACAB  ; 
9) TTT BABA  )( ; 
10) TTT ABAB )( ; 
11) BAAB detdet)det(  ; 
12) 111)(   ABAB . 
Если для матрицы nnR A  и ненулевого вектор-столбца nRx , 
0x   выполняется равенство xAx  , то число   называется собст-
венным значением, а вектор x  называется собственным вектором мат-
рицы A . 
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В соответствии с pl -нормой вектора вводится pl -норма матрицы 
 
p
p
p
x
p
p
Ax
x
Ax
A
x 10
maxsup

 , 
о которой говорят, что она индуцирована векторной pl -нормой. В ча-
стности, определены максимальная столбцевая норма, максимальная 
строчная норма и спектральная норма: 
 



m
i
ij
nj
a
1
11
maxA ,     



n
j
ij
ni
a
1
1
maxA ,       21max2 )( AAA
T . 
Спектральная норма матрицы A  равна квадратному корню из макси-
мального собственного значения матрицы AAT . 
Последовательность матриц }{ kA  называется сходящейся к мат-
рице A , если 
 0lim 

AAk
k
. 
Пусть A  – невырожденная квадратная матрица порядка n , а u  и 
v  – произвольные n -мерные вектор-столбцы. Если 01 1   uAvT , то 
матрица 0 TuvA  невырожденная и имеет обратную матрицу 
 
uAv
AuvA
AuvA
1
11
11
1
)(





T
T
T
.  
Это равенство называется формулой Шермана – Моррисона. 
 
7.4. Дифференцирование функций многих переменных 
 
Пусть функция )(xf  векторного аргумента Tnxxx ),,,( 21 x  
задана в некоторой области nRD   и пусть 0x  – некоторая точка этой 
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области. Функция )(xf  называется непрерывной в точке 0x , если для 
любого числа 0  существует такое число 0 , что из неравенства 
 0xx  следует неравенство  )()( 0xx ff . 
Пусть функция )(xf  векторного аргумента Tnxxx ),,,( 21 x  
задана в некоторой области nRD   и пусть 0x  – произвольная точка 
этой области. Придадим переменной ix  приращение   такое, чтобы 
было Di  ex0 , где 
T
i )0,,0,1,0,,0,0( e  – орт оси iOx , пред-
ставляющий собой вектор с i -той единичной проекцией и остальными 
нулевыми проекциями. Вычислим разность )()( 00 xex fff ii   
и составим отношение  fi . Если существует предел 
 

fi
0
lim , 
то он называется частной производной функции )(xf  по переменной 
ix  в точке 0x  и обозначается ixf  )( 0x . 
Итак, по определению 
 






)()(
lim
)( 00
0
0 xexx ff
x
f i
i
.  
Частные производные вычисляются по обычным правилам и 
формулам дифференцирования, причем при вычислении ixf   диф-
ференцирование ведется по переменной ix , а остальные переменные 
считаются неизменными. 
Частные производные функции двух переменных ),( 21 xxf  гео-
метрически представляют собой тангенсы углов наклона касательных 
к сечениям графика этой функции плоскостями Cx 1  и Cx 2 . 
Если для функции )(xf  в точке 0x  существуют все частные про-
изводные, то она называется дифференцируемой в точке 0x . 
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Если функция )(xf  дифференцируема в точке 0x , то она и не-
прерывна в этой точке. 
Пусть функция )(xf  является дифференцируемой при всех 
nRx . Вектор-столбец частных производных функции )(xf  в точке 
0x  называется градиентом и обозначается 
 
T
nx
f
x
f
x
f
f 














)(
...,,
)(
,
)(
)( 0
2
0
1
0
0
xxx
x . 
Символ «набла»   служит для обозначения оператора градиента 
T
nxxx ),,,( 21   . Градиент определяет направление наи-
более быстрого возрастания функции в данной точке. 
Поскольку по определению градиента iix e , то 
 Eeeex  )...,,,(),,,( 2121 nn
T xxx  . 
Если вектор-столбцы u  и v  зависят от x , то по правилу произ-
водной произведения функций 
 uvvuvu )()()( TTT  .  
Пусть функция )(xf  имеет частные производные ixf  , ni ,1 . 
Предположим, что эти частные производные в свою очередь диффе-
ренцируемы по всем переменным. Тогда, дифференцируя ixf   по 
ix , получим частную производную второго порядка функции )(xf  по 
переменной ix . Она обозначается 
22
ixf  . 
Дифференцируя ixf   по другой переменной jx , получим сме-
шанную частную производную второго порядка, которая обозначается 
 
ij xx
f

 2
. 
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Т е о р е м а  Ш в а р ц а .  Пусть функция )(xf  имеет в точке 0x  
и в некоторой ее окрестности частные производные 
 
ix
f


,   
jx
f


,   
ij xx
f

 2
,   
ji xx
f

 2
. 
Тогда 
 
jiij xx
f
xx
f




 )()( 0
2
0
2
xx
. 
Пусть функция )(xf  является дважды дифференцируемой по 
всем переменным. Тогда для такой функции можно составить матрицу 
вторых частных производных, которая называется матрицей Гессе: 
 
















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























2
2
2
2
1
2
2
2
2
2
2
12
2
1
2
21
2
2
1
2
2
)()()(
)()()(
)()()(
)(
nnn
n
n
x
f
xx
f
xx
f
xx
f
x
f
xx
f
xx
f
xx
f
x
f
xxx
xxx
xxx
x




. 
В силу теоремы Шварца 
 
ijji xx
f
xx
f




 )()( 22 xx
,     nji ,1,  ,     ji  . 
Поэтому матрица Гессе является симметрической матрицей и для нее: 
 )()( 22 xx  T . 
 
7.5. Формула Тейлора 
 
Пусть функция )(xf  скалярного действительного аргумента 
Rx  в любой точке 0x  n  раз дифференцируема. Тогда для нее спра-
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ведлива формула Тейлора 
     )()(
!
1
)(
!2
1
)()()( )(2 nnn hohxf
n
hxfhxfxfhxf   ,  
где h  – приращение аргумента; )( nho  – бесконечно малая более вы-
сокого порядка, чем nh , называемая остаточным членом формулы 
Тейлора в форме Пеано. 
Пусть теперь функция )(xf  векторного аргумента nRx  в лю-
бой точке дважды дифференцируема. Тогда для нее формула Тейлора 
 )(
)(
!2
1)(
)()(
2
1 1
2
1
h
xx
xhx ohh
xx
f
h
x
f
ff
n
i
n
j
ji
ji
n
i
i
i






 
 
, 
где Tnhhh ),,,( 21 h  – векторное приращение аргумента. Эту фор-
мулу можно представить в векторном виде 
 )()(
!2
1
)()()(
22
ddxddxxdx offff TT  ,  
где )(xf  и )(2 xf  – градиент и матрица Гессе функции )(xf  соот-
ветственно. 
 
7.6. Квадратичные формы 
 
Функция n  переменных ),,,( 21 nxxxf   называется квадратич-
ной формой, если 
 
 

n
i
n
j
jiijn xxaxxxf
1 1
21 ),,,(  . 
Вводя обозначения для вектора переменных Tnxxx ),,,( 21 x  и 
квадратной матрицы A  с элементами ija  квадратичную форму можно 
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представить в виде 
 Axxx
Tf )( . 
Без потери общности матрицу A  можно всегда предполагать симмет-
рической. В противном случае A  следует заменить симметрической 
матрицей 2)( TAA  , значения квадратичной формы при этом не из-
менятся. 
Симметрическая матрица A  называется неотрицательно опреде-
ленной, если 0AxxT  для всех nRx . При этом пишут 0A . 
Симметрическая матрица A  называется положительно опреде-
ленной, если 0AxxT  для всех 0x . При этом пишут 0A . 
Симметрическая матрица A  называется неположительно опреде-
ленной, если 0AxxT  для всех nRx . При этом пишут 0A . Мат-
рица A  неположительно определенная тогда и только тогда, когда 
A  есть неотрицательно определенная матрица. 
Симметрическая матрица A  называется отрицательно опреде-
ленной, если 0AxxT  для всех 0x . При этом пишут 0A . Матри-
ца A  отрицательно определенная тогда и только тогда, когда A  – 
положительно определенная матрица. 
Симметрическая матрица A  называется неопределенной, если 
квадратичная форма AxxT  может принимать как положительные, так 
и отрицательные значения. 
Для установления положительной определенности матрицы A  
составим из ее элементов определители 
 111 a ,    
2221
1211
2
aa
aa
 ,    
333231
222221
131211
3
aaa
aaa
aaa
 ,    …,  
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nnnn
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aaa
aaa
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

21
22221
11211
 . 
Очевидно, nAdet . Определители 1 , 2 , 3 , …, 1n  называют-
ся главными диагональными минорами матрицы A . 
К р и т е р и й  С и л ь в е с т р а  –  Я к о б и .  Для того чтобы 
квадратная симметрическая матрица была положительно опреде-
ленной, необходимо и достаточно, чтобы все ее главные диагональ-
ные миноры, включая и определитель матрицы, были положительны-
ми. 
Таким образом, если для матрицы A  01  , 02  , 03  , …, 
01  n , 0n , то A  – положительно определенная матрица. Все 
диагональные элементы положительно определенной матрицы должны 
быть положительными. 
Чтобы установить, что матрица является отрицательно опреде-
ленной, следует умножить ее на 1  и проверить полученную матрицу 
на положительную определенность. Тогда из критерия Сильвестра – 
Якоби следует, что для того чтобы матрица была отрицательно опре-
деленной, необходимо и достаточно, чтобы знаки ее главных диаго-
нальных миноров, включая и определитель этой матрицы, чередова-
лись, начиная со знака «–». То есть, если 01  , 02  , 03  , …, 
0)1(  n
n , то A  – отрицательно определенная матрица. Все диаго-
нальные элементы отрицательно определенной матрицы должны быть 
отрицательными. 
При проверке матрицы на неотрицательную определенность дос-
таточно проверить, что все ее диагональные элементы и все главные 
диагональные миноры, включая определитель матрицы, неотрицатель-
ны. 
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