Let M denote a finite volume, non-compact Riemann surface without elliptic points, and let B denote the Lax-Phillips scattering operator. Using the superzeta function approach due to Voros, we define a Hurwitz-type zeta function ζ ± B (s, z) constructed from the resonances associated to zI − [(1/2)I ± B]. We prove the meromorphic continuation in s of ζ ± B (s, z) and, using the special value at s = 0, define a determinant of the operators zI − [(1/2)I ± B]. We obtain expressions for Selberg's zeta function and the determinant of the scattering matrix in terms of the operator determinants.
Introduction

Determinant of the Laplacian and analytic torsion
To begin, let M denote a compact, connected Riemannian manifold of real dimension n with Laplace operator ∆ M . Following the seminal article [33] , one defines the determinant of the Laplacian, which we denote by det * ∆ M , as follows. Let K M (t; x, y) be the heat kernel associated to ∆ M . Since M is compact, the heat kernel is of trace class, so we can consider the trace of the heat kernel which is given by
where dµ M (x) is the volume form on M . As shown in [33] , the parametrix construction of the heat kernel implies that its trace TrK M (t) admits a certain asymptotic behavior as t approaches zero and infinity, thus allowing one to define and study various integral transforms of the heat kernel. In particular, for s ∈ C with real part Re(s) sufficiently large, the spectral zeta function ζ M (s) is defined from the Mellin transform of the trace of the heat kernel. Specifically, one sets
where Γ(s) is the classical Gamma function. The asymptotic expansion of TrK M (t) as t approaches zero allows one to prove the meromorphic continuation of ζ M (s) to all s ∈ C which is holomorphic at s = 0. Subsequently, the determinant of the Laplacian is defined by There are several generalizations of the above considerations. For example, let E be a vector bundle on M , metrized so that one can define the action of a Laplacian ∆ E,k which acts on kforms that take values in E. Analogous to the above discussion, one can use properties of an associated heat kernel and obtain a definition of the determinant of the Laplacian det * ∆ E,k . Going further, by following [41] and [42] , one can consider linear combinations of determinants yielding, for example, the analytic torsion τ (M, E) of E on M which is given by τ (M, E) := 1 2
At this time, one understands (1.2) to be a spectral invariant associated to the de Rham cohomology of E on M . If instead one considers compact, connected complex manifolds with metrized holomorphic vector bundles, one obtains a similar definition for analytic torsion stemming from Dolbeault cohomology.
Examples and applications
Originally, Reidemeister-Franz torsion was an invariant defined, under certain conditions, for any finite cell complex and orthogonal representation of its fundamental group. As discussed in [32] , Reidemeister-Franz torsion is constructed from a smooth triangulation of M but depends only on the C ∞ structure of the manifold. Ray and Singer conjectured in [41] that ReidemeisterFranz torsion is equal to analytic torsion, and their conjecture was proved by Cheeger and Müller, in separate and independent work; see [7] and [34] . It is important to note that in [41] the authors showed that Reidemeister torsion can be realized in a manner similar to (1.2) , where in that case the Laplacians are combinatorial operators.
As stated, in [42] the authors extended the definition of analytic torsion, analogous to their work from [41] , this time in the setting of a compact, connected complex manifolds M . If M is a genus one Riemann surface with flat metric, then one can explicitly evaluate analytic torsion in terms of Dedekind's eta function; the calculation relies on explicit knowledge of the spectrum of the Laplacian from which one can apply Kronecker's second limit formula. If M has genus g > 1, then it is shown in [42] that the ratio of analytic torsion for different one-dimensional unitary representations can be expressed in terms of Selberg's zeta function; see also [20] for an extension of this evaluation.
J. Fay in [10] proved the following fascinating connection between analytic torsion and another fundamental mathematical question. Let M be a Riemann surface of genus g > 1, and let χ be a one-dimensional unitary representation of π 1 (M ). Fay proved that as a function of χ one can extend analytic torsion to a function whose domain is (C * ) 2g from which he proved that the zero locus of the continuation determines the period matrix of M . Thus, in a sense, analytic torsion is related to a type of Torelli theorem.
Osgood, Phillips and Sarnak used properties of the determinant of the Laplacian to obtain topological results in the study of spaces of metrics on compact Riemann surfaces, including a new proof of the uniformization theorem; see [38] . In a truly fundamental paper, Quillen [40] used analytic torsion to define metrics on determinant line bundles in cohomology, thus providing a means by which Arakelov theory could be generalized from the setting of algebraic curves, as in the pioneering work of Arakelov and Faltings, to higher dimensional considerations, as developed by Bismut, Bost, Gillet, Soulé, Faltings and others. In addition, the algebraic geometric considerations from one dimensional Arakelov theory with Quillen metrics provided a means by which physicists could study two-dimensional quantum field theories as related to string theory; see [4] .
The evaluation of analytic torsion for elliptic curves is particularly interesting since one shows that analytic torsion can be expressed in terms of an algebraic expression, namely the discriminant of the underlying cubic equation. A fascinating generalization was obtained by Yoshikawa in the setting of Enriques surfaces and certain K3 surfaces; see [51] and [52] . Other evaluations of determinants of the Laplacian in terms of holomorphic functions can be found in [25] , [30] and [31] .
Non-compact hyperbolic Riemann surfaces
If M is a non-compact Riemannian manifold, then it is often the case that the corresponding heat kernel is not trace class. Hence, the above approach to define a determinant of the Laplacian does not get started. This assertion is true in the case when M is a finite volume, connected, hyperbolic Riemann surfaces, which will be the setting considered in this article. The first attempt to define a determinant of the Laplacian for non-compact, finite volume, hyperbolic Riemann surfaces is due to I. Efrat in [8] . Efrat's approach began with the Selberg trace formula, which in the form Efrat employed does not connect directly with a differential operator. In [22] the authors defined a regularized difference of traces of heat kernels, which did yield results analogous to theorems proved in the setting of compact hyperbolic Riemann surfaces. In [37] , W. Müller generalized the idea of a regularized difference of heat traces to other settings. Following this approach, J. Friedman in [15] defined a regularized determinant of the Laplacian for any finite-volume three-dimensional hyperbolic orbifolds with finite-dimensional unitary representations, which he then related to special values of the Selberg zeta-function.
The concept of a regularized quotient of determinants of Laplacians has found important applications. For example, the dissertation of T. Hahn [17] studied Arakelov theory on non-compact finite volume Riemann surfaces using the regularized difference of heat trace approach due to Jorgenson-Lundelius and Müller; see also [12] . In the seminal paper [9] the authors used the regularized difference of determinants together with the metric degeneration concept from [23] in their evaluation of the sum of Lyapunov exponents of the Kontsevich-Zorich cocycle with respect to SL(2, R) invariant measures.
Our results
It remains an open, and potentially very important, question to define determinants of Laplacians, or related spectral operators, on non-compact Riemannian manifolds.
In the present article we consider a general finite volume hyperbolic Riemann surface without fixed points. Scattering theory, stemming from work due to Lax and Phillips (see [28] and [29] ), provides us with the definition of a scattering operator, which we denote by B. The scattering operator is defined using certain Hilbert space extensions of the so-called Ingoing and Outgoing spaces; see section 3 below. Lax and Phillips have shown that B has a discrete spectrum; unfortunately, one cannot define a type of heat trace associated to the spectrum from which one can use a heat kernel type approach to defining the determinant of B. Instead, we follow the superzeta function technique of regularization due to A. Voros in order to define and study the zeta functions ζ Regarding Theorem 6.6, it is important to note the structure of the constants which relate the regularized determinant of −B + (1/2)I and Z ′ (1). Specifically, we now understand the nature of the corresponding constant from [43] in terms of the R-class of Arakelov theory. As it turns out, the multiplicative constant which appears in Theorem 6.6 has a similar structure.
Outline of the paper
The article is organized as follows. In section 2 we recall various background material from the literature and establish the notation which will be used throughout the paper. This discussion continues in section 3 where we recall results from Lax-Phillips scattering theory. In section 4 we establish the meromorphic continuation of superzeta functions in very general context. From the general results from section 4, we prove in section 5 that the superzeta functions ζ ± B (s, z) admit meromorphic continuations, with appropriate quantifications. Finally, in section 6, we complete the proof of the main results of the paper, as cited above.
Background material
Basic notation
Let Γ ⊆ PSL 2 (R) be torsion free Fuchsian group of the first kind acting by fractional linear transformations on the upper half-plane H := {z ∈ C | z = x + iy , y > 0}. Let M be the quotient space Γ\H and g the genus of M . Denote by c number of inequivalent cusps of M.
We denote by ds 2 hyp (z) the line element and by µ hyp (z) the volume form corresponding to the hyperbolic metric on M which is compatible with the complex structure of M and has constant curvature equal to −1. Locally on M , we have
We recall that the hyperbolic volume vol hyp (M ) of M is given by the formula
whenever it is defined. We then introduce the Hilbert space
equipped with the inner product
The Laplacian
acts on the smooth functions of H(Γ) and extends to an essentially self-adjoint linear operator acting on a dense subspace of H(Γ).
For f (s) a meromorphic function, we define the null set, N (f ) = {s ∈ C | f (s) = 0} counted with multiplicity. Similarly, P (f ) denotes the polar set. 
Gamma function
Barnes double gamma function
The Barnes double gamma function is an entire order two function defined by
where γ is the Euler constant. Therefore, G(s + 1) has a zero of multiplicity n, at each point −n ∈ {−1, −2, . . . }.
For s / ∈ −N, we have that (see [13, p. 114] ) 
Here, ζ(s) is the Riemann zeta-function and 
Set
It follows that G 1 (s) is an entire function of order two with zeros at points −n ∈ −N and corresponding multiplicities
2π (2n + 1).
Hurwitz zeta function
The Hurwitz zeta-function ζ H (s, z) is defined for Re(s) > 1 and z ∈ C \ (−N) by the absolutely convergent series
For fixed z, ζ H (s, z) possesses a meromorphic continuation to the whole s−plane with a single pole, of order 1, with residue 1.
For fixed z, one can show that
Note that (2.1) is needed to reconcile these two references.
where n ∈ N, and B n denotes the n−th Bernoulli polynomial.
For integral values of s, the function ζ H (s, z) is related to derivatives of the digamma function in the following way: We let ρ denote an arbitrary pole of φ(s). Since φ(s)φ(1 − s) = 1, the set of zeros and poles are related by 
Automorphic scattering matrix
For Re(s) > 1, φ(s) can be written as an absolutely convergent generalized Dirichlet series and Gamma functions; namely, we have that
where 0 < g 1 < g 2 < ... and d(n) ∈ R with d(1) = 0.
We will rewrite (2.6) in a slightly different form. Let c 1 = −2 log g 1 = 0, c 2 = log d(1), and let
and
where a(n) ∈ R and the series (2.8) converges absolutely for Re(s) > 1. From the generalized Dirichlet series representation (2.8) of H(s) it follows that
for some β k > 1 where the implied constant depends on k ∈ N.
Selberg zeta-function
The Selberg zeta function associated to the quotient space M = Γ\H is defined for Re(s) > 1 by the absolutely convergent Euler product
where P (Γ) denotes the set of all primitive hyperbolic conjugacy classes in Γ, and N (P 0 ) denotes the norm of P 0 ∈ Γ. From the product representation given above, we obtain for
where H(Γ) denotes the set of all hyperbolic conjugacy classes in Γ, and Λ(P ) = log N (P0) 1−N (P ) −1 , for the (unique) primitive element P 0 conjugate to P .
Let P 00 be the primitive hyperbolic conjugacy class in all of P (Γ) with the smallest norm. Setting
Here the implied constant depends on k ∈ N.
We now state the divisor of the Z(s) (see [45, p. 49] [18, p. 499]):
1. Zeros at the points s j on the line Re(s) = 1 2 symmetric relative to the real axis and in (1/2, 1]. Each zero s j has multiplicity m(s j ) = m(λ j ) where s j (1 − s j ) = λ j is an eigenvalue in the discrete spectrum of ∆;
Zeros at the points s
2 is a zero (or a pole, depending on the sign of the following) of Z(s) of multiplicity
4. Zeros at each s = ρ, where ρ is a pole of φ(s) with Re(ρ) < 
Selberg zeta function of higher order
For Re(s) > 1 and r ∈ N, following [27] , Section 4.2. we define the Selberg zeta function of order r, or the poly-Selberg zeta function of degree r, by the relation
This definition is consistent with the case r = 1 (see Equation 2.10), namely Z (1) (s) = Z(s).
Following [27] , Section 4.2. it is easy to show that
, for Re(s) > 1, where H r (z) = exp(−Li r (z)), and
is the polylogarithm of a degree r.
The meromorphic continuation of Z (r) (s) follows inductively for r ∈ N from the differential ladder relation d
See [27, Proposition 4.9] for more details. Note that [27] deals with compact Riemann surfaces, so one must modify the region Ω Γ defined in [27, Proposition 4.9] by excluding the vertical lines passing through poles ρ of the hyperbolic scattering determinant φ; the other details are identical.
Complete zeta functions
In this subsection we define two zeta functions Z + (s) and Z − (s) associated with Z(s) which are both entire functions of order two.
Set
where G 1 (s) is defined by (2.4) . Note that we have canceled out the trivial zeros and poles of Z(s), hence the set N (Z + ) consists of the following:
, the multiplicity of the zero is a, where
• Zeros at the points s j on the line Re(s) = Each zero s j has multiplicity m(s j ) = m(λ j ) where s j (1 − s j ) = λ j is an eigenvalue in the discrete spectrum of ∆;
• Zeros at the points s j = 1 − σ j ∈ [0, 1/2) (see § 2.5). Here, by (2.5), the multiplicity m(s j ) is
• Zeros at each s = ρ, where ρ is a pole of φ(s) with Re(ρ) <
Then it follows that N (Z − ) = 1 − N (Z + ). That is, s is a zero of Z + iff 1 − s is a zero (of the same multiplicity) of Z − .
Lax-Phillips scattering operator on M
Following [28] and [39] we will introduce the scattering operator B on M and identify its spectrum. Let u = u(z, t) be a smooth function on H × R. Consider the hyperbolic wave equation for −∆,
Recall that ·, · is the inner product on H(Γ) . The energy form (norm) for the wave equation is
The energy form is independent of t, so in terms of initial values, an integration by parts yields
where F denotes the Ford fundamental domain of Γ.
In general, the quadratic form E is not positive definite. To overcome this difficulty we follow [39] and modify E in the following manner: Choose a partition of unity {ψ j | j = 0, . . . , c} with ψ 0 of compact support and ψ j = 1 in the jth cusp (transformed to ∞) for y > a, where a is fixed and sufficiently large. Set
so that E = j E j . There exists a constant k 1 and a compact subset K ⊂ F so that
is positive definite 2 .
Define the Hilbert space H(Γ) G as the completion with respect to G of
The wave equation may be written in the form f t = Af where
The operator A is the infinitesimal generator a unitary group U (t) with respect to the energy norm E.
The Incoming and Outgoing subspaces of H(Γ) G are defined as follows.
• The Incoming subspace D − is the closure in H(Γ) G of the set of elements of the form {y 1/2 ϕ(y), y 3/2 ϕ ′ (y)}, where ϕ is a smooth function of y which vanishes for y ≤ a, and
• The Outgoing subspace D + is defined analogously as the closure of {y 1/2 ϕ(y), −y 3/2 ϕ ′ (y)}.
The subspaces D − and D + are G orthogonal. Let K denote the orthogonal complement of D − ⊕ D + in H(Γ) G and let P denote the G-orthogonal (and E-orthogonal 3 ) projection of H(Γ) G onto K and set Z(t) = P U (t)P , for t ≥ 0.
The operators Z(t) form a strongly continuous semigroup of operators on K with infinitesimal generator B. For every λ in the resolvent set of B, (B − λI) −1 is a compact operator [29, Sec. 3] . Hence, B has a pure point spectrum of finite multiplicity and (B − λI) −1 is meromorphic in the entire complex plane. See also [28, Thm. 2.7] .
Following [39] , we define the singular set σ(Γ). First, we define the multiplicity function m(r) as follows:
1. If Im(r) ≤ 0 and r = 0, the multiplicity m(r) is the dimension of the eigenspace for λ = Then, the singular set σ(Γ) is defined to be the set of all r ∈ C with m(r) > 0, counted with multiplicity. The singular set σ(Γ) is closely related to the spectrum Spec(B) of the operator B by the equation Spec(B) = iσ(Γ), see [39] .
Therefore, by setting s = 1 2 + ir and referring to §2.8, we have
and Spec
Process of zeta regularization
In the mathematical literature, there exist mainly three different approaches to zeta regularization. In the abstract approach, as in [19] , [21] , [24] and [26] the authors start with a general sequence of complex numbers (generalized eigenvalues) and define criteria for the zeta regularization process. For example, in [21] , a theta series is introduced and, under suitable conditions at zero and infinity, a possibly regularized zeta function is defined as the Laplace-Mellin transform of the theta series.
The second approach is based on a generalization of the Poisson summation formula or explicit formula. Starting with the truncated heat kernel, one defines a regularized zeta function as the Mellin transform of the trace of the truncated heat kernel modulo the factor 1 Γ(s) . Variants of the second approach can be found in [42] , [43] , [8] , [36] , [37] , [35] , [15] and many others.
The third approach, formulated by A. Voros in [46] , [47] , [48] , and [49] is based on the construction of the so-called superzeta functions, meaning zeta functions constructed over a set of zeros of the primary zeta function. In this setting, one starts with a sequence of zeros, rather than the sequence of eigenvalues, of a certain meromorphic function and then induces zeta regularization through meromorphic continuation of an integral representation of this function, valid in a certain strip. In this section we give a brief description of this methodology.
Let R − = (−∞, 0] be the non-positive real numbers. Let {y k } k∈N be the sequence of zeros of an entire function f of order two, repeated with their multiplicities. Let
For z ∈ X f , and s ∈ C (where convergent) consider the series
where the complex exponent is defined using the principal branch of the logarithm with arg z ∈ (−π, π) in the cut plane C \ R − .
Since f is of order two, Z f (s, z) converges absolutely for Re(s) > 2. The series Z f (s, z) is called the zeta function associated to the zeros of f , or the simply the superzeta function of f.
If Z f (s, z) has a meromorphic continuation which is regular at s = 0, we define the zeta regularized product associated to f as
Hadamard's product formula allows us to write
where g(z) is a polynomial of degree 2 or less, r ≥ 0 is the order of eventual zero of f at z = 0, and the other zeros y k are listed with multiplicity. A simple calculation shows that when z ∈ X f ,
The following proposition is due to Voros ([46] , [48] , [49] ). For completeness, we give a different proof.
Proposition 4.1. Let f be an entire function of order two, and for k ∈ N, let y k be the sequence of zeros of f. Let ∆ f (z) denote the Hadamard product representation of f. Assume that for n > 2 we have the following asymptotic expansion:
where 1 > µ 1 > ... > µ n → −∞, and h n (z) is a sequence of holomorphic functions in the sector |arg z| < θ < π, (θ > 0) such that h Then, for all z ∈ X f , the superzeta function Z f (s, z) has a meromorphic continuation to the half-plane Re(s) < 2 which is regular at s = 0.
Furthermore, the zeta regularized product
Proof. For any z ∈ X f , the series
converges absolutely and uniformly for y ∈ (0, ∞). Furthermore, application of [16, Formula 3.194.3] , with µ = 3 − s, ν = 3 and β = (z − y k ) −1 yields, for all y k ,
Absolute and uniform convergence of the series (4.6) for Re(s) > 2 implies that
(which is obtained by the functional equation and the reflection formula for the gamma function) we obtain
for 2 < Re(s) < 3.
Next, we use (4.7) together with (4.4) in order to get the meromorphic continuation of Z f (s, z) to the half plane Re(s) < 3. We start with (4.3) and differentiate Equation (4.4) three times to get
for any n > 2.
Since µ k ց −∞, for an arbitrary µ < 0 there exists k 0 such that µ k ≤ µ for all k ≥ k 0 , hence we may write
where g µ (z + y) = 
The integral on the right hand side of (4.9) is the Mellin transform of the function g µ . By (4.8) this integral represents a holomorphic function in s for all s in the half strip µ < Re(s) < 3. The other terms on the right hand side of (4.9) are meromorphic in s, hence the right-hand side of (4.9) provides meromorphic continuation of integral ∞ 0 Z f (3, z + y)y 2−s dy from the strip 2 < Re(s) < 3 to the strip µ < Re(s) < 3. Since µ < 0 was chosen arbitrarily, we can let µ → −∞ and obtain the meromorphic continuation of this integral to the half plane Re(s) < 3.
Formula (4.9), together with (4.7), after multiplication with 2 Γ(s)Γ(3−s) , now yields the following representation of Z f (s, z), for an arbitrary, fixed z ∈ X f , valid in the half plane µ < Re(s) < 3:
From the decay properties of h ′′′ k0 (z + y), it follows that Z f (s, z) is holomorphic at s = 0. Furthermore since 1 Γ(s) has a zero at s = 0, the derivative of the last term in (4.10) is equal to d ds
where the last equality is obtained from integration by parts two times, and using the decay of h k0 (z + y) and its derivatives as y → +∞, for µ k0 < 0. Moreover, since
elementary computations yield
for z in the sector |arg z| < θ < π, (θ > 0). Finally, (4.5) follows from the uniqueness of analytic continuation.
Polar structure of superzeta functions associated to Z + and Z −
Recall the definitions of Z + , Z − , G 1 , and the null sets N (Z ± ).
Set X ± = X Z± , and for z ∈ X ± , denote by ζ ± B (s, z) := Z Z± (s, z) the superzeta functions of Z ± . In this section we prove that ζ ± B (s, z) has a meromorphic continuation to all s ∈ C, with simple poles at s = 2 and s = 1, and we determine the corresponding residues.
Let G 1 (s, z) be the superzeta function associated to the G 1 (s), defined for z ∈ X G1 = C \ R − , and Re(s) > 2 by Recall the divisor of the Selberg zeta-function Z(s) in §2.6 and note that {z ∈ C | (z − w k ) / ∈ R − for all w k } = X + , where w k is a zero or a pole of Z(s). Analogously, the set {z ∈ C | (z − y k ) / ∈ R − for all y k }, where y k is a zero or a pole of ZH(s) is equal to X − . The polar structure of the superzeta function ζ Proof. For z ∈ X + and 2 < Re(s) < 3, we apply Proposition 4.1 and Equation 4.3 to get
where we put
For fixed z ∈ X + , it follows from ((2.11) and (2.1)) that
Therefore, for 1 < Re(s) < 2 we may integrate by parts and obtain
First, we deal with I 1 (s, z). By (2.11),
Z(z+y) = O(y −n ), for any positive integer n, as y → ∞.
Also,
Z(z+y) = O(1), for fixed z ∈ X + , as y → 0. Hence we may apply integration by parts to the integral I 1 (s, z) and obtain, for 0 < Re(s) < 1 and z ∈ X + ,
The integral I 1 (s, z), for z ∈ X + is actually a holomorphic function in the half plane Re(s) < 1. To see this, let µ ≤ 0 be arbitrary. Since (log Z(z + y))
, as y → +∞, where the implied constant may depend upon z and µ. Hence, (log Z(z + y))
Moreover, the bound
as y → 0, for all s in the half plane Re(s) ≤ 0. This shows that for z ∈ X + the integral I 1 (s, z) is absolutely convergent in the strip µ < Re(s) ≤ 0, hence represents a holomorphic function for all s in that strip. Since µ ≤ 0 was arbitrarily chosen, we have proved that I 1 (s, z), for z ∈ X + , is holomorphic function in the half plane Re(s) ≤ 0.
Next, we claim that I 1 (s, z), for z ∈ X + , can be continued to the half-plane Re(s) > 0 as an entire function. For z ∈ X + and 0 < Re(s) < 1 we put
and show that for z ∈ X + the integral I 1 (s, z) can be meromorphically continued to the half-plane Re(s) > 0 with simple poles at the points s = 1, 2, ... and corresponding residues
Since the function sin(πs) has simple zeros at points s = 1, 2, ... this would prove that I 1 (s, z), for z ∈ X + is actually an entire function of s.
Let µ > 0 be arbitrary, put n = ⌊µ⌋ to be the integer part of µ and let δ > 0 (depending upon z ∈ X + and µ) be such that for y ∈ (0, δ) we have the Taylor series expansion
where R 1 (z, y) = O(y n ), as y → 0. Then, for 0 < Re(s) < 1 we may write
The bound on R 1 (z, y) and the bound (2.11) imply that the last two integrals are holomorphic functions of s for Re(s) ∈ (0, µ). The first sum is meromorphic in s, for Re(s) ∈ (0, µ), with simple poles at s = j, j ∈ {1, ..., n} and residues equal to −(log Z(z)) (j) /(j − 1)!. Since µ > 0 is arbitrary, this proves the claim. Therefore, we have proved that I 1 (s, z) is holomorphic function in the whole complex s−plane.
In order to evaluate integral I 2 (s, z) we use the fact that ψ ′ (w) = ζ H (2, w) and that, for 1 < Re(s) < 2
For z − p / ∈ R − , and 0 < Re(s) < 2, applying [16, Formula 3.194.3.] we get
hence the dominated convergence theorem yields
This, together with the representation (5.1) of G 1 (s, z) and formula (5.3) proves (5.2) for z ∈ X + . Moreover, for z ∈ X + , the function I 2 (s, z) is meromorphic in the whole s−plane, with a single simple pole at s = 1, with residue c, hence the function I 1 (s, z) + I 2 (s, z) is also meromorphic in the whole s−plane, with a single simple pole at s = 1, with residue c.
Combining this with Proposition 5.1 completes the proof.
The polar structure of the superzeta function ζ − B (s, z), in the s−plane, for z ∈ X − is determined in the following theorem. Proof. The proof is very similar to the proof of Theorem 5.2. We start with
where the left-hand side of the equation is entire function of order two. Proceeding analogously as above, for 2 < Re(s) < 3 we get
where
Bounds (2.9) and (2.11) imply that, for an arbitrary µ > 0, positive integer k and z ∈ X − we have
where the implied constant depends upon z and k. Moreover, from the series representation of Z(s) and H(s) it is evident that (log(ZH)(z + y)) ′ = O(1), as y → 0.
Therefore, repeating the steps of the proof presented above we deduce that (5.6) holds true and that the superzeta function ζ 6.1 Regularized product associated to G 1 , Z + , and Z − A simple application of Proposition 4.1 yields expressions for regularized products associated to G 1 , Z + , and Z − . We start with G 1 (s, z), which is regular at s = 0, hence we have the following proposition.
Proposition 6.1. For all z ∈ C\ (−∞, 0], the zeta regularized product of G 1 (s, z) is given by
Proof. From (2.4) we get
upon applying (2.3) (2.1), (and ζ ′ (0) = − 1 2 log(2π)), and after a straightforward computation we obtain
2 ) − z(log z − 1) + (2 log(2π))z
where c j and h m (z) can be explicitly determined from (2.3) and (2.1) as Re(z) → ∞ in the sector | arg z| < 
we obtain
Recall that Spec 1 2 I + B = N (Z + ) and Spec
Our main result is Theorem 6.2. For z ∈ X ± , the regularized product of Z ± (z) is given by
.
(6.3)
Proof. As z → ∞, in Re(z) > 0, upon applying (2.3) (2.1) we get
where the c j and h m (z) can be calculated explicitly (with the help of Legendre's duplication formula). By (2.11), log Z(z) and its derivatives are of rapid decay, so it can be grouped with the last terms on the right.
Applying Proposition 4.1 with
gives us the first part of (6.2).
Next, to study ζ − B , recall that Z − = φZ + . By (2.7), (2.9) and expansion
we have, as z → ∞, in Re(z) > 0,
2 ) − z(log z − 1) + 2z log(2π)
Note that we can group log Z(z) + log H(z) with the rapidly decaying remainder terms in (6.5). Applying Proposition 4.1 with
· 2 log(2π) + c 1 ,
gives us the second part of (6.2).
It is left to prove (6.3). It follows after a straightforward computation from the relation φ(z) = Z − (z)/Z + (z) combined with (6.2).
Remark 6.3. Equation (6.3) shows that the scattering determinant, modulo a certain multiplication factor, is equal to a regularized determinant of the operator B + z − for Re(z) > 1. The statement of theorem follows by (6.6) and uniqueness of meromorphic continuation.
An expression for Z ′ (1) as a regularized determinant
Recall that for z ∈ X + we have
The above regularized product is not well defined at z = 1, since z = 1 corresponds to the constant eigenfunction (λ = 0) of ∆ of multiplicity one, hence it does not belong to X + . Therefore, for Re(s) > 2 we define (ζ This agrees with [43] , the only difference being a constant term exp(−
vol(M) 8π
). It appears due to a different scaling parameter we use. Namely, in [43, Theorem 1] , parameter is a (natural for the trace formula setting) parameter s(s−1), while we use s instead. This yields to a slightly different asymptotic expansion at infinity and produces a slightly different renormalization constant.
