This paper is related to the existence and approximation of solutions for impulsive functional differential equations with periodic boundary conditions. We study the existence and approximation of extremal solutions to different types of functional differential equations with impulses at fixed times, by the use of the monotone method. Some of the options included in this formulation are differential equations with maximum and integro-differential equations. In this paper, we also prove that the Lipschitzian character of the function which introduces the functional dependence in a differential equation is not a necessary condition for the development of the monotone iterative technique to obtain a solution and to approximate the extremal solutions to the equation in a given functional interval. The corresponding results are established for the impulsive case. The general formulation includes several types of functional dependence (delay equations, equations with maxima, integro-differential equations). Finally, we consider the case of functional dependence which is given by nonincreasing and bounded functions.
Introduction
The importance of impulse effects in many areas, such as biology, physics, medicine, control theory, etc. makes it necessary to investigate the behavior of impulsive differential equations as models for many real situations. We mention, for instance, the books [1, 2] , dealing with impulsive differential equations.
In what follows, we study several aspects of differential equations with impulses at fixed times. In the literature, we can find results on existence and approximation of solutions for the periodic boundary value problem relative to first-order ordinary differential equations with impulses at fixed times u (t) = f (t, u(t)), a.e. t ∈ J = J \ {t 1 , . . . , t p }, $ Research supported in part by Ministerio de Educación y Ciencia and FEDER, projects MTM2004 -06652 -C03 -01 and MTM2007-61724, and by Xunta de Galicia and FEDER, project PGIDIT05PXIC20702PN.
where J = [0, T ], 0 = t 0 < t 1 < · · · < t p < t p+1 = T , I k : R → R, k = 1, . . . , p, f : J × R → R.
To study this problem, some conditions which have been considered on f and I k are: f is a Carathéodory function and I k : R → R, k = 1, . . . , p, are continuous and nondecreasing, but also the discontinuous and monotone character of I k (nonincreasing in an even number) with f ∈ C(I × R) and the limits lim t→t − k f (t, u) = f (t k , u), lim t→t + k f (t, u) exist, for k ∈ {1, 2, . . . , p}, and u ∈ R. See, for instance, [1] [2] [3] . In [3] , we find maximum principles for periodic impulsive differential equations of first order. The corresponding non-impulsive problem is considered, for instance, in [4] . Also for non-impulsive problems, references [5] [6] [7] include some considerations on first-order functional differential equations with periodic boundary value conditions. In [7] , we find the development of the monotone method for equations with a general type of functional dependence, which includes the case of non-Lipschitzian functions.
With respect to the impulsive case, Ref. [8] studies the periodic boundary value problem for a first-order functional differential equation with impulses. Besides, for the analysis of some types of impulsive problems corresponding to functional differential equations with functional dependence which is non-necessarily Lipschitzian, see [9] . Ref. [10] is devoted to the analysis of impulsive integro-differential equations. For some results on hybrid metric dynamical systems with impulses, see [11] , and for the comparison results and approximation of solutions for second-order functional differential equations, see [12] . We also cite [13] [14] [15] [16] , concerning impulsive problems.
Ref. [17] includes results on the existence and approximation of solutions for the impulsive functional problem    u (t) = f (t, u(t), [ψ k u](t)), t ∈ (t k , t k+1 ), k = 1, 2, . . . , p, ∆u(t k ) = I k (u(t k )), k = 1, . . . The applicability of functional equations in sciences is obvious, as many real phenomena require a mature period, producing a delay term. On the other hand, since impulse functions are used to regulate the process described by the differential equation, it is interesting, in many occasions, to take into account not only the value of the solution at the instant t k but also other magnitudes such as the maximum or the minimum value of the solution between impulse instants, or the mean value of the solution in the corresponding interval. These considerations lead to the following type of equations (impulsive functional differential equation), see [18] ,
where
. . , p + 1, and
and f : J × R × R → R is continuous in (J \ {t 1 , . . . , t p }) × R × R, and such that the limits lim t→t
f (t, x, y) exist, for k ∈ {1, 2, . . . , p}, and x, y ∈ R. In [18] , the monotone method for this problem was developed. In this paper, we give some improvements of the results in [18] , as well as some other new results. We mention Ref. [19] , which includes the basis of the monotone method, and [20] in relation with fixed point results.
To define the concept of solution to problem (1), the following Banach spaces are considered:
and
and there exist u (0
. . , p}, furnished, respectively, with the norms
We remark that PC(J ) and p+1 k=1 C(J k ) are equivalent Banach spaces, considering the supremum norm in C(J k ), that is, to give an element in PC(J ) is equivalent to giving the product of p + 1 functions, each of them defined on J k and continuous. Indeed, if u ∈ PC(J ), we define u k :
In Theorem 2.3.1 [18] , the development of the monotone iterative technique for problem (1) is established, and the conditions enumerated below are imposed.
(H 1 ) There exists R > 0 such that
Similarly to [18] , we define the concepts of lower and upper solutions to Eq. (1). Definition 1.2. We say that α ∈ PC 1 (J ) is a lower solution to (1) if
Analogously, an upper solution β ∈ PC 1 (J ) to (1) is defined by reversing the previous inequalities.
In order to guarantee the existence of monotone sequences which approximate the extremal solutions of (1) in a functional interval delimited by a lower and an upper solution, the following estimates are imposed in [18] 
In the next sections, we check that it is possible to weaken some of these conditions, extending the applicability of the previous results, and we also study some cases which are not included in the formulation of [18] .
Our aim is to analyze the existence and approximation of solutions for the impulsive functional differential equation with periodic boundary value conditions (1). In particular, in Section 2, we give results on the existence and uniqueness of solution to quasi-linear problems, extending the results for Lipschitzian functional dependence, and also assuming new conditions which allow to improve, for instance, the results known for the case of functional differential equations with maxima. Some examples illustrate the type of equations for which the new conditions are valid. Proving new comparison results, we provide different approximation results for integro-differential equations, but also for the case of functional dependence which is bounded by an integral term, justifying the validity of the monotone method under weaker assumptions, attending to the particularities of this type of equations. In Section 3, we analyze the case of non-necessarily Lipschitzian functional dependence, obtaining results on the existence, uniqueness and localization of solutions for quasi-linear functional problems, and applying them to the study of the solvability of nonlinear problems. Finally, in Section 4, we consider the case of nonincreasing functional dependence.
Results on quasi-linear problems
First, we consider the quasi-linear problem
and prove that the existence of solution can be obtained under hypotheses more general than those in [18] .
. . , p, be constants, b ∈ PC(J ), and suppose that (H 1 ) holds, and NR(1 − e −Mσ ) < M. Then problem (2) has a unique solution u ∈ PC 1 (J ).
Proof. It suffices to prove that each of the following initial value problems has a unique solution:
where we take c 0 = u p+1 (T ), once this value is calculated. These problems are equivalent to the following:
for t ∈ J k , and k = 1, . . . , p + 1. Finally, to give a solution for each one of these problems consists of calculating a fixed point for each operator
for t ∈ J k , and k = 1, . . . , p + 1. T k is a contraction since NR(1 − e −Mσ ) < M, and it has a unique fixed point. Therefore, we deduce that problem (2) has at least one solution, which is obtained by calculating the fixed points of T k from k = 2 to k = p + 1 and, finally, for k = 1, taking as initial condition the value at T of the solution corresponding to k = p + 1. Uniqueness comes from uniqueness for each problem in J k . This implies that it is possible to develop the monotone method for problem (1) 
To prove that this operator is well-defined, we use existence and uniqueness of solution for quasi-linear problem (2) with b(t) = F(t, η k (t)), and we conclude the proof following the same reasoning as in the case of ordinary differential equations. Condition NR M (1−e −Mσ ) < 1 is more general than (M +NR)σ < 1 (Lemma 3.1 in [18] ). Indeed, for R and σ fixed, if we represent the set of values M, N satisfying these conditions in a graph with axes OM and ON, the first condition is given by the points under the curve N =
, and the second one by the points under the line N =
1−Mσ
Rσ , which has negative slope and meets the axes ON and OM at points (0, is above the line, since it is strictly increasing, and lim M→0
This expression is equivalent to NR(1 − e −Mσ − Mσ ) < M 2 σ , which is trivially valid.
This means that this result improves Theorem 4.2 [18] . We have just proved that the conclusion of Theorem 4.2 [18] is still valid replacing (M + NR)σ < 1 by NR(1 − e −Mσ ) < M. Then, the new restrictions on the constants are In consequence, if L ≥ R, we can simply assume that NLσ e Mσ ≤ 1 holds and the theorem which provides the development of the monotone method is valid. This applies, for example, to the case
where R = L = 1 and thus the condition imposed to build the sequences that approximate the extremal solutions is N σ e Mσ ≤ 1. If ψ k are Lipschitzian functions with Lipschitz constants M k , k = 1, 2, . . . , p + 1, we can use their special properties to improve the previous results. Obviously, if we study the existence of solution to the quasi-linear problem
we can infer some results for problem (1). If we consider different Lipschitz constants
Considering the constant M k for each k, it can be proved that the operator T k is contractive provided that
) < 1, and we guarantee the existence and uniqueness of the solution. It is clear that
(1 − e −Mσ ), but, for the expression on the left-hand side, it would be possible that large values of (t k − t k−1 ) correspond to small values of M k or vice versa, since it does not necessarily coincide the index where M k is greater with the index which makes (t k − t k−1 ) maximum. In this sense,
(1 − e −Mσ ) < 1 is more restrictive, unless there exists j such that
and, in this case, both conditions are the same.
New conditions for functional dependence
Next, we focus our attention on the case where functions ψ k satisfy a more restrictive condition, which is satisfied in some situations of interest. As a result, we obtain the validity of the development of the monotone method under weaker hypotheses, for the case of equations which include differential equations with maxima. We consider the conditioñ (H 1 ) There exists Q > 0 such that
However, we can find examples where (H 1 ) is satisfied but(H 1 ) fails. Indeed, if we consider
We prove that, for any Q > 0, we can find t, x, y such that the inequality above fails. Indeed, let e k = t k−1 +t k 2 and define
This proves that(H 1 ) fails. Let us show how we can improve Lemma 2.1 assuming hypothesis(H 1 ).
. . , p, be constants, b ∈ PC(J ), and suppose that(H 1 ) holds. Then problem (2) has a unique solution u ∈ PC 1 (J ).
Proof. For k = 1, . . . , p + 1, consider the initial problems
and the operatorsT k :
andT k is contractive for k = 1, 2, . . . , p + 1, so that it has a unique fixed point u k ∈ C 1 (J k ). This implies that (2) has a unique solution u ∈ PC 1 (J ).
Example 2.3. We show some examples of functions ψ k satisfying(H 1 ).
•
This means that the corresponding quasi-linear problems (2) have a unique solution.
Lemma 2.2 allows to affirm that, under the hypotheses of Theorem 4.2 [18] and(H 1 ), the condition that we have to impose on the constants for the validity of the development of the monotone method is NLσ e Mσ ≤ 1 (for the maximum case, we already knew that this condition was enough since R = L = 1).
and NLσ e Mσ ≤ 1 hold, and α, β ∈ PC 1 (J ) are, respectively, lower and upper solutions of (1) with α ≤ β on J , then there exist monotone sequences {α n }, {β n } (starting at α, β) which converge uniformly in J to the extremal solutions of (1) in [α, β].
Impulsive integro-differential equations
As we have just proved, the validity of(H 1 ) for the set of functions
implies the existence of a unique solution u ∈ PC 1 (J ) to the problem
. . , p, and b ∈ PC(J ). However, for these functions satisfying strong conditions such as linearity or(H 1 ), (H 2 ) fails, therefore we cannot apply Theorem 4.2 [18] to obtain sequences which approximate the extremal solutions of problem (1) between α and β. Indeed, if there exists L > 0 such that x ds ≤ L x, ∀x ∈ R, ∀t ∈ J k , and then
Revising the proof of Theorem 4.2 [18] , we realize that hypothesis (H 2 ) is used only for the application of the maximum principle (Lemma 3.2 [18] ). At this point, we could try to prove a maximum principle similar to Lemma 3.2 [18] , but appropriate for our functions ψ k of integral type, and see if it is possible to apply it to develop the monotone method. To this purpose, we prove the following lemma.
Lemma 2.5. Let M > 0, N ≥ 0, and u ∈ PC 1 (J ) be such that
Proof. If N = 0, it is obvious that u ≥ 0. Suppose that N > 0 and define v(t) = u(t)e Mt . Then, for k = 1, . . . , p + 1,
and, for k = 1, . . . , p, v(t
Besides, u and v have the same sign, so that v(T ) ≥ 0 implies that u(T ) ≥ 0 and, therefore, v(0) = u(0) ≥ u(T ) ≥ 0. First, we prove that v ≥ 0 on (t 1 , T ]. Let k ∈ {1, . . . , p + 1} and prove that v k ≥ 0 on (t k−1 , t k ], using that
, we obtain the existence of z ∈ (t k−1 , µ) such that
, and We could prove a more general lemma, as follows. Lemma 2.6. Let M > 0, N ≥ 0, and u ∈ PC 1 (J ) be such that
and suppose that the following conditions hold:
and NLσ (e Mσ − 1) ≤ M. Then u ≥ 0 on J .
Proof. Again, the case N = 0 is obvious. Suppose that N > 0 and define v(t) = u(t)e Mt . Then, for k = 1, . . . , p +1,
Functions u and v have the same sign, thus v(T ) ≥ 0 implies v(0) ≥ 0. It is evident that we can repeat the reasoning in Lemma 2.5 and obtain that v ≥ 0 on J . We also realize that the difference with respect to the previous proof is the constantL, but, if we takeN = NL, then, for k = 1, . . . , p +1,
and the application of Lemma 2.5 produces that v ≥ 0 on J , assuming the estimateN σ (e Mσ − 1) ≤ M, which is equivalent to NLσ (e Mσ − 1) ≤ M.
Remark 2.7. Lemma 2.5 is a particular case of Lemma 2.6 whereL = 1. x(s) ≤L
Now, for each n ∈ N, n ≥ 2, let w n = t k−1 + 1 n (t k − t k−1 ), and define y n ∈ C(J k ) vanishing on
and taking the constant value 1 on [t k−1 , b n ], with t k−1 < b n < t k−1 + 1 n (t k − t k−1 ) (a closed interval with (positive) measure smaller than 1 n (t k − t k−1 ) and left endpoint t k−1 ). Take x n = n y n , for each n ∈ N, n ≥ 2, which satisfy
Then, for n ≥ 2, and t ∈ J k , n = max s∈[t k−1 ,t] x n (s) ≤L
We have proved that n ≤L(t k − t k−1 ), for all n ∈ N, n ≥ 2, which is absurd, hence(H 2 ) fails.
Theorem 2.9 (Monotone Method for Integro-Differential Equations). Suppose that (H 3 )
and (H 5 ) hold and that the constants M, N , σ satisfy N σ (e Mσ − 1) ≤ M. Assume that there exist functions α, β ∈ PC 1 (J ) such that α ≤ β on J and
Then there exist monotone sequences {α n }, {β n }, with α 0 = α, β 0 = β on J , such that {α n } ↑ ρ, {β n } ↓ γ uniformly in J , where ρ, γ are, respectively, the minimal and maximal solutions to the problem
Remark 2.10. We have not imposed condition (H 4 ) since, in this case, it is clearly satisfied due to the linearity of ψ k , for k = 1, . . . , p + 1.
Proof. It is obtained similarly to the results in [18] . For a fixed η ∈ [α, β], we define
for t ∈ J k , k = 1, . . . , p + 1, and consider the problem
which has, by Lemma 2.2, a unique solution u ∈ PC 1 (J ), where we have taken into account that functions ψ k given by
x(s) ds satisfy condition(H 1 ). We define B : [α, β] → PC(J ), where Bη = u is the unique solution to problem (5), and prove that operator B maps [α, β] into itself and it is nondecreasing. Let u = Bη and define m = u − α ∈ PC 1 (J ), then we have that
where we have applied hypotheses (H 3 ), (H 5 ) and the properties of α. Then, by Lemma 2.5, we deduce that m ≥ 0 on J , that is, u ≥ α on J . Analogously, we prove that u ≤ β on J , applying the same Lemma to the functioñ
For the function m ∈ PC 1 (J ) we obtain, by (H 3 ) and (H 5 ), that
Hence, m ≥ 0 and B is nondecreasing.
The construction of the sequences {α n }, {β n } is made as follows:
In consequence, {α n } is nondecreasing and {β n } is nonincreasing, and α n ≤ β n , for n ∈ N ∪ {0}. Besides, since
, {α n } is uniformly bounded and, attending to the definition of α n , {α n } is uniformly bounded in PC(J ). Hence {α n } converges uniformly to ρ in J , and repeating the same reasoning for β n , we have that {β n } ↓ γ uniformly. It is easy to prove that ρ, γ are solutions to problem (4) and they are the extremal solutions of (4) 
is a solution to (4), then α 0 ≤ u ≤ β 0 and, inductively, α n ≤ u ≤ β n for all n, where we have used that B is nondecreasing and u is a fixed point of B. In consequence, ρ ≤ u ≤ γ on J .
Remark 2.11. It is also possible to prove that, if(
hold, in such a way that the corresponding constants satisfy NLσ (e Mσ − 1) ≤ M, and α, β are, respectively, lower and upper solutions with α ≤ β, then there exist monotone sequences which converge uniformly to the extremal solutions to problem (1) in [α, β]. The proof is analogous to the proof of the previous theorem, but applying Lemma 2.6 instead of Lemma 2.5.
Remark 2.12. Lemma 2.6 also allows us to develop the monotone method for (1) if there exist appropriate functions α, β and (H 1 ),(H 2 ), (H 3 )-(H 5 ) hold, adding the conditions NLσ (e Mσ − 1) ≤ M and NR(1 − e −Mσ ) < M.
Non-Lipschitzian functional dependence ψ k
The Lipschitzian character of functions ψ k is not essential neither to prove the existence and uniqueness of solution for the quasi-linear problem (2), nor for the development of the monotone technique to approximate the extremal solutions of (1) in a given functional interval. In this section, we study the case where functions ψ k do not satisfy hypotheses(H 1 ) or (H 1 ). We find conditions which guarantee the approximation of the extremal solutions for (1). We add a new condition which is independent of the Lipschitzian character of ψ k . In the following, the relation NR M (1 − e −Mσ ) < 1 has no sense, since (H 1 ) is not imposed. The hypothesis used to replace (H 1 ) is similar to (H 2 ): (H 1 ) There exists P > 0 such that
,t] |x(s)|, but this is not enough for the validity of(H 1 ). Indeed, let
Next, we prove that(H 1 ) is not true. Indeed, if(H 1 ) holds, we obtain that x(s) ds satisfy conditions(H 1 ) and(H 2 ), for P = σ andL = 1.
Taking into account the previous remark, the results we expose below are also applicable, for instance, to differential equations with maxima and integro-differential equations with impulses although, in these cases, the new results do not improve the results in Section 2, where we suppose that(H 1 ) holds.
. . , p, be constants, b ∈ PC(J ), and suppose that ψ k are continuous and bounded functions satisfying(H 1 ). Then problem (2) has at least one solution u ∈ PC 1 (J ).
Proof. It suffices to prove that each one of the following initial value problems:
has at least one solution in C 1 on each subinterval (note that b is continuous on each J k ). That is, we prove that, for k = 1, . . . , p + 1, the problem
Of course, we suppose that c 0 is the value u(T ) after calculating the solution on (t 1 , T ]. We prove that each one of the operatorsT k :
has at least one fixed point. For k = 1, . . . , p + 1,T k is continuous and, if S ⊂ C(J k ) is bounded ( v ≤ r 1 , for v ∈ S) and u ∈ S, using(H 1 ) we obtain, for t ∈ J k ,
Using the fact that ψ k maps bounded sets into bounded sets ( ψ k w ≤ r 2 , if w ≤ r 1 ), then
In consequence,T k (S) is relatively compact andT k is compact. Now, we take u ∈ C(J k ) such that u = λT k u, for λ ∈ (0, 1). We consider, in C(J k ), the norm u ρ,k = sup J k |u(t)|e −ρ(t−t k−1 ) , where ρ > 0 is such that
take ρ large enough). Then, using(H 1 ), we prove that
and, hence,
Consequently, by the choice of ρ, we obtain an upper bound for u ρ,k which is independent of u and λ,
Then, by Schaefer's Theorem,T k has at least one fixed point u k ∈ C 1 (J k ), for every k = 1, . . . , p + 1, and problem (2) has at least one solution u ∈ PC 1 (J ), given by
Lemma 3.3. Under hypotheses (H 2 ), (H 4 ) and L N σ e Mσ ≤ 1, there exists at most one solution u ∈ PC 1 (J ) to problem (2) . With these assumptions, if problem (2) has, at least, one solution in PC 1 (J ), then (2) has a unique solution u ∈ PC 1 (J ).
Proof. Let u 1 , u 2 ∈ PC 1 (J ) be solutions of (2) and define m 1 = u 1 − u 2 , m 2 = u 2 − u 1 , m 1 , m 2 ∈ PC 1 (J ). Then, using (H 4 ), we obtain
and analogously for m 2 , so that, applying Lemma 3.2 [18] , m 1 ≥ 0 and m 2 ≥ 0, therefore u 1 = u 2 on J , and we deduce the uniqueness of the solution.
Lemma 3.4. If(H 2 ), (H 4 ) and NLσ (e Mσ − 1) ≤ M hold, then (2) has, at most, one solution in PC 1 (J ). Under these assumptions, if problem (2) has a solution u ∈ PC 1 (J ), then (2) has a unique solution in PC 1 (J ).
Proof. The proof is identical to the proof of Lemma 3.3, applying Lemma 2.6 instead of Lemma 3.2 [18] .
Lemma 3.5. Let α, β ∈ PC 1 (J ) be, respectively, lower and upper solutions to problem (2), in the sense that
with α ≤ β. Suppose that (H 2 ), (H 4 ), and L N σ e Mσ ≤ 1 hold. If u ∈ PC 1 (J ) is a solution to problem (2), then α ≤ u ≤ β on J .
Proof. Let w 1 = u − α, w 2 = β − u ∈ PC 1 (J ). Using (H 4 ) and the properties of α and β, we obtain that
and analogously for w 2 . By Lemma 3.2 [18] , we get w 1 ≥ 0, w 2 ≥ 0 on J , hence α ≤ u ≤ β on J . Lemma 3.6. Suppose that α, β ∈ PC 1 (J ) are lower and upper solutions for problem (2) , with α ≤ β on J , and assume that(H 2 ) and (H 4 ) hold, and NLσ (e Mσ − 1) ≤ M. If u ∈ PC 1 (J ) is a solution to problem (2), then α ≤ u ≤ β on J .
Proof. Identical to the proof of Lemma 3.5, applying Lemma 2.6 instead of Lemma 3.2 [18] .
Nonlinear problems
Next, as an application of the previous lemmas, we prove a theorem which provides the way to approximate the extremal solutions of the impulsive functional differential equation (1) between two given functions which are, respectively, lower and upper solutions. Suppose that α, β ∈ PC 1 (J ) are, respectively, lower and upper solutions to problem (1) with α ≤ β on J . Then, there exist monotone sequences {α n }, {β n } with α 0 = α, β 0 = β on J such that {α n } ↑ ρ, {β n } ↓ γ uniformly in J , with ρ, γ , respectively, the minimal and maximal solutions of problem (1) 
Proof. For each η ∈ [α, β], we consider the problem
and (H 5 ), we prove that, for each η ∈ [α, β], α and β are, respectively, lower and upper solutions for problem (6) . Indeed,
Using Lemmas 3.2, 3.3 and 3.5 (in case (a)) or Lemmas 3.2, 3.4 and 3.6 (in case (b)), we deduce that problem (6) has a unique solution u ∈ PC 1 (J ), which belongs to [α, β]. Therefore, we can define the operator B :
where, for each η ∈ [α, β], Bη is the unique solution to problem (6) . Moreover, B is nondecreasing:
which implies, using Lemma 3.2 [18] in case (a), or Lemma 2.6 in case (b), that m ≥ 0 on J (Bη ≥ Bξ on J ). Now, we define two sequences as α 0 = α, β 0 = β, α n = Bα n−1 , β n = Bβ n−1 , n ≥ 1. The nondecreasing character of B implies that {α n } is also nondecreasing, {β n } is nonincreasing and α n ≤ β n , for n ∈ N ∪ {0}. Moreover, {α n } is uniformly bounded and
then {α n } is bounded in PC(J ) and {α n } is relatively compact in PC(J ). The same reasoning can be made for {β n }. Since {α n } and {β n } are monotone, {α n } → ρ, and {β n } → γ uniformly in J . To prove that ρ, γ are solutions to (1), we use that
for t ∈ (t k−1 , t k ), k = 2, . . . , p + 1, and the same expression, replacing the initial condition by α n+1 (T ), if k = 1. Passing to the limit when n → +∞ and using the uniform convergence of {α n }, we obtain that
if t ∈ J k , k = 2, . . . , p + 1, and the same expression for k = 1 taking the value ρ(T ) at t = 0, that is, ρ is a solution to (1) . For {β n }, we proceed analogously. Finally, ρ, γ are the extremal solutions to (1) in [α, β]: if u is a solution in [α, β], then α n ≤ u ≤ β n for all n and, hence, ρ ≤ u ≤ γ on J .
Nonincreasing functional dependence ψ k
In this section, we assume that ψ k are nonincreasing functions, for k = 1, . . . ,
. . , p be constants, b ∈ PC(J ) and suppose that, for every k = 1, . . . , p + 1, ψ k is a continuous, bounded and nonincreasing function. Let α, β ∈ PC 1 (J ) be such that
with α ≤ β on J . Then problem (2) has at least one solution in [α, β].
The operator T k is continuous and compact. Proceeding similarly to the proof of Theorem 3.7, we can prove the following theorem. Moreover, if α, β are, respectively, lower and upper solutions to problem (1), such that α ≤ β on J , then there exist monotone sequences starting, respectively, at α and β which are uniformly convergent to the extremal solutions of (1) in [α, β].
Remark 4.3. This result illustrates that, even if conditions (H 1 ),(H 1 ) fail, it is possible to develop the monotone method at least for the nonincreasing functional dependence ψ k . This formulation does not apply to functions ψ k (t) = max [t k−1 ,t] x, orψ k (t) = t t k−1 x(s) ds, which are nondecreasing but these cases have already been studied specifically in the previous sections.
Remarks
Lemma 2.1 represents an advantage over Lemma 3.1 [18] and allows us to develop the monotone method described in Theorem 4.2 [18] under more general conditions. Hence, we obtain some results which are more general than the corresponding results obtained in [18] for the general problem (1). In Section 2.1, we have considered particular Lipschitzian functions ψ k , assuming new hypotheses, and obtaining some improvements concerning the study of differential equations with maxima. Moreover, we have studied, following the same approach, impulsive integrodifferential equations, proving Lemmas 2.5 and 2.6, which are new and allow us to develop the monotone iterative technique not only for ψ k strictly of integral type, but also for those which are bounded by an integral term. This theory constitutes a complement of the results in [18] . In Section 3, we analyze the case where ψ k are not necessarily Lipschitzian functions, proving new results of existence, uniqueness and localization of solution for a quasi-linear problem (Lemmas 3.2-3.6), useful to prove Theorem 3.7, which provides the development of monotone iterative technique. Finally, in Section 4, we study a new situation: the case where ψ k are nonincreasing functions. Lemma 4.1 establishes the existence of solution for a quasi-linear problem between two fixed functions, and we conclude with the development of the monotone method (Theorem 4.2).
