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Re´sume´ :
Lorsque plusieurs sources fournissent de l’informa-
tion a propos d’une meme quantit·e mal connue, en faire
une synthese coh·erente et interpr·etable est souvent un
probleme difcile, surtout en pr·esence de conit entre les
sources. Dans cet article, nous proposons et ·etudions une
m·ethode de fusion bas·ee sur la th·eorie des possibilit·es
et sur la notion de sous-ensembles maximaux coh·erents,
une notion souvent utilis·ee dans le raisonnement logique.
Cette m·ethode, dont le r·esultat nal est une fonction
de croyance oue, est ensuite utilis·ee aussi bien pour
extraire de l’information utile sur les sources que pour
construire une distribution synth·etique nale.
Mots-cle´s :
fusion, th·eorie des possibilit·es, fonctions de croyance
oues, sous-ensembles maximaux coh·erents
Abstract:
When multiple sources provide information about the
same badly known quantity, aggregating them into a co-
herent and interpretable synthesis is often a tedious pro-
blem, especially when some conict is present. In this
paper, we propose and explore a fusion method using the
notion of maximal coherent subsets (often used in logic)
on quantitative possibility distributions. This methods re-
sult, a fuzzy belief structure, is then used to extract use-
ful information about sources or to build a nal synthetic
possibility distribution.
Keywords:
fusion, possibility theory, fuzzy belief structures,
maximal coherent subsets
1 Introduction
Lorsque plusieurs sources fournissent des infor-
mations entoure´es d’incertitude a` propos d’une
quantite´e mal connue, fusionner ces informa-
tions n’est en ge´ne´ral pas un proble`me facile,
en particulier en pre´sence de conflit. Dans cet
article, nous supposons que chaque source ex-
prime son incertitude sous forme d’une distribu-
tion de possibilite´. La litte´rature existante pro-
pose de´ja` de nombreuses re`gles de fusion pos-
sibilistes, certaines exploitant des donne´es ex-
ternes (e.g. mesures de fiabilite´s des sources) ou
encore des combinaisons entre conjonction et
disjonction (voir [7]). La plupart de ces propo-
sitions consistent a` construire une distribution
finale a` partir de l’ensemble des distributions
d’origine. Ce n’est pas le cas dans cet article, ou`
nous proposons et e´tudions une me´thode base´e
sur les sous-ensembles maximaux cohe´rents
(une approche intuitivement se´duisante, ins-
pire´e des me´thodes de traitement de l’inconsis-
tence en logique [10]), et dont le re´sultat est, en
ge´ne´ral, une structure de croyance floue.
La section 2 rappelle quelques notions
pre´liminaires, apre`s quoi la section 3 de´taille la
me´thode et la structure de croyance floue obte-
nue en appliquant cette dernie`re. La section 4
propose ensuite divers moyens pour extraire de
l’information de cette structure. Finalement,
la section 5 traite du proble`me d’obtenir une
distribution de possibilite´ finale.
2 Notions pre´liminaires
2.1 The´orie des possibilite´s
Une distribution de possibilite´ pi(x) est une
fonction d’un espace X dans l’intervalle [0, 1] et
est formellement e´quivalente a` l’ensemble flou
µ t.q. µ(x) = pi(x). Cette distribution peut s’in-
terpre´ter comme un ensemble d’intervalles de
confiance emboıˆte´s [4]. A partir de cette distri-
bution, les mesures de possibilite´ et de ne´cessite´
sont de´finies comme suit :
Π(A) = sup
x∈A
pi(x); N(A) = 1− Π(Ac)
ou` l’ensemble Ac est le comple´ment de l’en-
semble A. Le degre´ de possibilite´ Π(A) me-
sure la plausibilite´ de l’e´ve´nement A, tandis
que le degre´ de ne´cessite´ mesure la certitude de
l’e´ve´nement A. Une α-coupe Eα de la distribu-
tion pi est de´finie comme l’ensemble
Eα = {x|pi(x) ≥ α}
Le noyau c(pi) et le support s(pi) de pi corres-
pondent respectivement a` E1 et a` lim→0E
2.2 Structures de croyance floues
Une fonction de croyance est une fonction m
des sous-ensembles d’un espace X dans l’inter-
valle [0, 1] t.q.
∑
E⊆X m(E) = 1,m(E) ≥ 0
et m(∅) = 0. Les ensembles E ayant une masse
positive sont appele´s ensembles focaux. A partir
de cette fonction, deux fonctions d’ensembles,
les mesures de plausibilite´ et de cre´dibilite´, sont
de´finies comme [11] :
Bel(A) =
∑
E,E⊆A
m(E); Pl(A) =
∑
E,E∩A
m(E)
ou` la fonction de cre´dibilite´ mesure la quan-
tite´ d’information qui e´taie force´ment A, et la
fonction de plausibilite´ la quantite´ d’informa-
tion qui pourrait e´tayer A. Quand les e´le´ments
focaux sont emboıˆte´s, une structure de croyance
est e´quivalente a` une distribution de possibi-
lite´, et la fonction de cre´dibilite´ (plausibilite´)
est e´quivalente a` une mesure de ne´cessite´ (pos-
sibilite´). Dans ce mode`le, la masse m(E) s’in-
terpre`te comme la probabilite´ de savoir unique-
ment que la vraie valeur se trouve dans E.
Zadeh [15] a e´te´ le premier a` conside´rer une
extension des structures de croyance consistant
a` rendre les e´le´ments focaux flous. Ici, ces en-
sembles flous seront note´s Fi. Depuis, de nom-
breuses propositions ont e´te´ faites pour e´tendre
les fonctions de plausibilite´ et de cre´dibilite´
au cas des ensembles focaux flous (voir, par
exemple [13, 3]). Dans cet article, nous retien-
drons la proposition de Yen [14] qui, dans le cas
discret, est la suivante :
Plm(A) =
nX
i=1
m(Fi)
X
αj
(αj − αj−1) max
w∈F
αj
i
µA(w) (1)
Belm(A) =
nX
i=1
m(Fi)
X
αj
(αj − αj−1) min
w∈F
αj
i
µA(w) (2)
avec 0 ≤ α1 < . . . < αj < . . . ≤ 1
et ou` F αji est l’αj-coupe de l’e´le´ment focal
flou Fi. Le choix de cette ge´ne´ralisation (plutoˆt
qu’une autre) vient du fait que la partie des
e´quations (1) et (2) impliquant les ensembles Fi
est e´quivalente au calcul de l’inte´grale de Cho-
quet [2] de l’e´ve´nement (flou) A sur la distri-
bution de possibilite´ pii = µFi . Des ope´rateurs
line´aires sont donc utilise´s dans l’ensemble des
e´quations, ce qui nous semble plus cohe´rent
qu’un me´lange entre ope´rateurs line´aires et
ope´rateurs base´s sur le maximum/minimum.
Notons e´galement que la proposition de Yen
est une ge´ne´ralisation de celle de Smets [12].
Meˆme si le travail de Yen n’est pas base´ sur ces
conside´rations, mais plutoˆt sur des proble`mes
d’optimisation, il est inte´ressant de souligner
que cette ge´ne´ralisation a` de fortes justifications
the´oriques. En fait, cette ge´ne´ralisation revient
a` conside´rer un ensemble ale´atoire flou comme
un ensemble ale´atoire ou` chaque coupe F αji a
une masse m(Fi)(αj − αj−1) [1].
2.3 Exposition et illustration du proble`me
Dans cet article, nous conside´rons un ensemble
de n sources, fournissant chacune une distribu-
tion de possibilite´ pii en tant qu’e´valuation de
la quantite´ mal connue x ∈ X . Nous utilisons
les sous-ensembles maximaux cohe´rents pour
re´sumer cette information et travaillons ensuite
sur la structure obtenue.
Pour illustrer notre propos, nous conside´rons
l’exemple suivant : quatre sources (experts, sen-
seurs,. . . ) fournissent des informations en terme
d’un intervalle conservatif et d’un intervalle op-
timiste, tandis que les distributions de possibi-
lite´s sont suppose´es trape´zoı¨dales. L’informa-
tion de l’exemple, repre´sente´e sur la figure 1,
est re´sume´e dans le tableau 1.
Tableau 1 – Information des sources
Source 1 2 3 4
Int. cons. [1,5] [1,13] [3,11] [5,13]
Int. opt. [2,4] [3,6] [7] [10,12]
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Figure 1 – Exemple : illustration
3 Pre´sentation de la me´thode
Lorsqu’aucune information concernant la fiabi-
lite´ des sources n’est disponible, et lorsque les
sources sont en conflit, l’information de´livre´e
par ces dernie`res devrait eˆtre fusionne´e par
une me´thode prenant chaque source en compte
(i.e. sans en e´liminer aucune), tout en essayant
de gagner un maximum d’informativite´. Utili-
ser la me´thode des sous-ensembles maximaux
cohe´rents re´pond naturellement a` cette double
pre´occupation. Elle consiste a` appliquer un
ope´rateur conjonctif au sein de sous-ensembles
de sources cohe´rentes entre-elles, pour ensuite
utiliser un ope´rateur disjonctif sur ces der-
niers sous-ensembles [10]. Cela permet de ga-
gner un maximum d’information tout en restant
cohe´rent avec l’information transmise par l’en-
semble des sources. Nous expliquons mainte-
nant en de´tail comment nous proposons d’appli-
quer cette approche a` des distributions de pos-
sibilite´s de´finies sur les re´els.
3.1 Sous-ensembles maximaux cohe´rents
sur des intervalles
Conside´rons un ensemble N = {1, . . . , n} de
n intervalles Ii = [ai, bi]. Utiliser la me´thode
des sous-ensembles maximaux cohe´rents sur
ces intervalles revient a` prendre l’intersection
au sein des ensembles Kj ⊂ N t.q. ∩i∈KjIi 6=
∅ et ensuite a` faire l’union des re´sultats (i.e.
∪j ∩i∈Kj Ii). L’algorithme 1, qui permet de
trouver les ensembles Kj , a e´te´ donne´ par Du-
bois et al. dans [5]. Contrairement au cas de
la logique classique (ou` la recherche exhaus-
tive de sous-ensembles maximaux cohe´rents est
de complexite´ exponentielle), l’algorithme 1 est
line´aire, et donc efficace nume´riquement.
Algorithme 1 : Sous-ensembles maximaux
cohe´rents sur des intervalles
Input : n intervalles
Output : Liste de m sous-ensembles
maximaux cohe´rents Kj
Liste = ∅ ; j=1 ; K = ∅ ;
Ordonnancer de manie`re croissante
{ai, i = 1, . . . , n} ∪ {bi, i = 1, . . . , n} ;
Les renommer {ci, i = 1, . . . , 2n} avec
type(i)=a si ci =ak et type(i)=b si ci =bk ;
for i = 1, . . . , 2n− 1 do
if type(i) = a then
Ajouter source k a` K t.q. ci = ak ;
if type(i + 1) = b then
Ajouter K a` Liste (Kj = K) ;
j = j + 1 ;
else
Enlever source k de K t.q. ci = bk ;
L’algorithme se base sur l’ordonnancement des
points extreˆmes des intervalles en une se´quence
(ci)i=1,...,2n et sur le fait que chaque fois (et
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Figure 2 – Sous-ensembles maximaux
cohe´rents sur des intervalles
seulement alors) qu’un ci de type b (i.e. la fin
d’un intervalle) est suivi par un ci+1 de type
a (i.e. le de´but d’un intervalle), une intersec-
tion maximale cohe´rente d’intervalles est at-
teinte. La figure 2 montre la situation pour
les α-coupes de niveau 0.5 de l’exemple. L’al-
gorithme 1 trouve deux sous-ensembles maxi-
maux cohe´rents : K1 = {I1, I2} et K2 =
{I2, I3, I4}. Apre`s application de la me´thode
des sous-ensembles maximaux cohe´rents, le
re´sultat est (I1∩ I2)∪ (I2∩ I3∩ I4) = [2, 4.5]∪
[7.5, 9] (en gras sur la figure).
3.2 Construire la structure de croyance
floue
Revenons aux n sources et aux distributions pii
que nous supposons e´quivalentes a` des inter-
valles flous. A chaque niveau α, les α-coupes
des distributions forment un ensemble de n in-
tervalles Eαi . Il est ensuite possible d’appli-
quer l’algorithme 1 a` chacun de ces ensembles
d’intervalles : soit Kαj les sous-ensembles d’in-
tervalles t.q.
⋂
i∈Kαj
Eαi 6= ∅. Nous calculons
ensuite Eα, l’union des intersections de sous-
ensembles Kαj comme propose´ dans [6] :
Eα =
⋃
j=1,...,n(α)
⋂
i∈Kαj
Eαi (3)
ou` n(α) est le nombre de sous-ensembles Kαj
d’intervalles maximaux cohe´rents pour un ni-
veau α donne´. En ge´ne´ral, Eα est une union
d’intervalles disjoints, et nous n’avons pas
Eα ⊃ Eβ ∀β > α (i.e. le re´sultat n’est
pas une distribution de possibilite´, puisque les
α-coupes ne sont pas emboıˆte´es). En pratique,
pour des ensembles flous, il y aura un en-
semble fini de valeurs 0 = β1 ≤ . . . ≤
βk∗ ≤ βk∗+1 = 1 t.q. les ensembles Eα seront
emboıˆte´s pour α ∈ (βk, βk+1]. L’algorithme 2
offre un moyen simple de calculer les valeurs
βk. Il calcule simplement les hauteurs des dis-
tributions min(pii, pij) pour toutes les paires de
distributions pii, pij . Clairement, cette valeur est
e´quivalente a` celle de l’α-coupe apre`s laquelle
pii et pij n’appartiennent plus au meˆme sous-
ensemble maximal cohe´rent.
Algorithme 2 : Valeurs βk de la structure de
croyance floue
Input : n distributions de possibilite´ pii
Output : Liste de valeurs βk
Liste = ∅ ; i=1 ;
for k = 1, . . . , n do
for l = k + 1, . . . , n do
βi = max(min(pik, pil)) ;
i=i+1 ;
Ajouter βi a` Liste;
Ordonnancer Liste par ordre croissant ;
Si nous appliquons l’e´quation (3) pour α ∈
(βk, βk+1], nous obtenons un ensemble flous Fk
non normalise´ dont le degre´ d’appartenance va-
rie dans (βk, βk+1] (puisque les ensembles Eα
sont emboıˆte´s entre ces valeurs). Cet ensemble
peut eˆtre normalise´ (pour avoir [0, 1] comme
plage de variation) en changeant µFk(x) en
max(µFk(x)− βk, 0)
βk+1 − βk
et en assignant le poids mi = βk+1 − βk a`
cet ensemble flou. Par abus de notation, nous
noterons Fk cet ensemble normalise´ dans la
suite. Globalement, ces ope´rations reviennent
a` construire une structure de croyance floue
(F ,m) avec des poids mi et des ensembles
flous (normalise´s) associe´s Fk. Les poids mi
peuvent s’interpre´ter comme la quantite´ de
confiance donne´e a` la repre´sentation Fk par
l’ensemble des sources. La figure 3 donne une
illustration du re´sultat (avant normalisation) sur
l’exemple. Si nous prenons l’α-coupe 0.5, nous
retrouvons le re´sultat de la figure 2. La struc-
ture de croyance floue obtenue est donc une
”fuzzification” cohe´rente de la me´thode uti-
lise´e sur les intervalles classiques. Notons que
si toutes les sources s’accordent sur au moins
une valeur commune, le re´sultat est un en-
semble flou unique pi(x) = mini=1,...,n pii(x)
(conjonction usuelle). Au contraire, si chaque
paire de source est en situation de conflit to-
tal (i.e. supx∈X min(pii, pij) = 0 ∀i 6= j),
alors le re´sultat est un ensemble flou unique
pi(x) = maxi=1,...,n pii(x) (disjonction usuelle).
Une autre option serait de conside´rer chaque
distribution pii comme une fonction de croyance
floue a` un seul e´le´ment focal, et d’appliquer la
re`gle des sous-ensembles maximaux cohe´rents
a` ces e´le´ments focaux, ce qui reviendrait a` cal-
culer
pi∩∪(x) = max
j=1,...,n(0)
min
i∈K0j
pii(x)
c’est-a`-dire la disjonction des conjonctions
des sous-ensembles de distributions dont
la conjonction est non-nulle. Ne´anmoins,
nous conside´rons cette option comme peu
inte´ressante par rapport a` la me´thode de´crite
ici, vu que pi∩∪ peut eˆtre retrouve´e a` partir de
(F ,m), alors que l’inverse n’est pas vrai (par
conse´quent, (F ,m) est plus riche en informa-
tion que pi∩∪). De plus, on peut s’attendre a`
ce que le re´sultat pi∩∪ soit moins robuste aux
changements que (F ,m).
Une fois la structure de croyance floue (F ,m)
calcule´e, nous pouvons l’interpre´ter comme une
bonne repre´sentation de l’ensemble de l’infor-
mation fournie les sources. Ne´anmoins, il peut
eˆtre difficile de tirer des conclusions ou des
informations utiles directement de la structure
(voir la figure 3 pour en eˆtre convaincu). Dans
les sections suivantes, nous pre´sentons des in-
dices qui peuvent eˆtre utiles a` l’analyste.
4 Extraction d’information
Dans cette section, nous pre´sentons des indices
ainsi que des informations qui peuvent aider
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Figure 3 – Re´sultat de la me´thode sur l’exemple
(—) et α-coupe 0.5 (---)
dans l’analyse des re´sultats pre´ce´dents.
4.1 Mesurer le gain de pre´cision
Le premier indice propose´ mesure la pre´cision
gagne´e par l’application de la me´thode des
sous-ensembles maximaux cohe´rents a` l’en-
semble des n distributions de possibilite´ four-
nies par les sources. Soit pi∪ la disjonction t.q.
pi∪ = maxi=1,...,n pii. Nous conside´rons ensuite
que l’information brute IP fournie par l’en-
semble des sources peut se mesurer comme
IP = |pi∪| =
∫
X
pi∪(x)dx
avec |pi∪| la cardinalite´ floue de pi∪, qui
ge´ne´ralise la notion de cardinalite´ d’un in-
tervalle (la cardinalite´ e´tant un candidat na-
turel pour mesurer l’impre´cision). Une fois
la me´thode des sous-ensembles maximaux
cohe´rents applique´e, l’impre´cision IP ′ de la
structure de croyance floue Beli peut se mesu-
rer comme
IP ′ =
∑
mk|Fk|
(IP − IP ′)/IP est donc un indice normalise´
qui permet de mesurer le gain de pre´cision
engendre´ par l’application de la me´thode.
Cet indice vaut 0 en cas de conflit total et
converge vers 1 quand les sources tendent a`
toutes eˆtres d’accord sur une meˆme valeur (i.e.
∃! x s.t. pii(x) = 1 ∀i). Dans notre exemple,
nous avons IP = 11.195, IP ′ = 5.412 et l’in-
dice normalise´ vaut 0.52, ce qui indique un gain
raisonnable de pre´cision. Notons que IP ′/IP
peut e´galement s’interpre´ter comme une mesure
du conflit globale entre les sources, puisqu’il est
maximum en cas de conflit total et minimum en
cas d’accord total sur une seule valeur.
4.2 Confiance du groupe en un e´ve´nement,
en une source
Puisque nous pouvons conside´rer que la struc-
ture de croyance floue (F ,m) re´sultant de
la me´thode des sous-ensembles maximaux
cohe´rents est une image fide`le de l’informa-
tion de´livre´e par l’ensemble des sources, les
fonctions de plausibilite´ et de cre´dibilite´ d’un
e´ve´nement (flou) A peuvent respectivement
s’interpre´ter comme des mesures de confiance
haute et basse donne´es a` A par l’ensemble des
sources. En particulier, si A = pii, la plausibi-
lite´ et la cre´dibilite´ peuvent s’interpre´ter comme
la ”confiance” haute et basse accorde´e a` l’in-
formation de´livre´e par la source i, au regard
de l’information de´livre´e par l’ensemble des
sources.
Dans notre exemple, les valeurs
[Belm(pii), P lm(pii)] pour les sources 2 et
4 sont, respectivement, [0.38, 1] and [0, 0.93]
(en utilisant les e´quations (2) et (1)). Nous
voyons que l’information de´livre´e par la source
2 est juge´e totalement plausible par les autres,
et est de plus fortement supporte´e (ce qui est duˆ
au fait que la source 2 est la moins conflictuelle
des 4). Parce qu’une des sources est en conflit
total avec la source 4, sa cre´dibilite´ tombe a` 0,
mais l’information de´livre´e par cette dernie`re
est ne´anmoins juge´e tre`s plausible, ce qui est
duˆ au faible conflit avec les sources 2 et 3.
Les fonctions de cre´dibilite´ et de plausibilite´
sont des candidats naturels pour mesurer la
confiance en une source, mais leur informa-
tivite´ peut parfois eˆtre juge´e trop faible. Par
exemple, si une distribution pii donne´e par une
source i est en conflit total avec toutes les
autres, la structure de croyance floue re´sultante
(F ,m) donnera les mesures suivantes pour pii :
[Belm(pii), P lm(pii)] = [0, 1], un re´sultat qui ne
peut pas eˆtre moins informatif. Une alternative
est de prendre l’e´quivalent de la probabilite´ pi-
gnistique, qui devient
BetP (A) =
∑
m(Fk)
|Fk ∩ A|
|Fk|
(4)
ou` |Fk ∩ A|/|Fk| est le degre´ d’inclusion de
Fk dans A. Dans l’exemple, l’e´quation (4) ap-
plique´e aux sources 2 et 4 donne respectivement
les valeurs de confiance 0.80 et 0.49, confirmant
ainsi qu’une plus grande confiance est accorde´e
a` la source 2.
4.3 Mesurer la confusion
Nous conside´rons maintenant une mesure
e´tudie´ dans [8], comparable a` la mesure de
Shannon, et pour laquelle nous sommes en
mesure de donner une interpre´tation en terme
de comportement des sources (il existe bien
d’autres propositions d’extensions de la mesure
de Shannon, mais dans notre cas, elles sont sou-
vent difficile a` interpre´ter en terme de compor-
tement des sources). Cette mesure, appele´e me-
sure de confusion, a pour formule
C(F ,m) =
∑
Fk
m(Fk)Bel(Fk) (5)
pour les structures de croyance floues. Pour
les structures de croyance habituelles, C(F ,m)
est maximum (= 1) quand (F ,m) a un in-
tervalle non-flou comme seul e´le´ment focal,
et est minimum (= 0) si les poids sont uni-
forme´ment distribue´s parmi un nombre maxi-
mal d’e´le´ments focaux qui forment une anti-
chaıˆne (i.e. un ensemble de sous-ensembles tel
qu’aucun des e´le´ments de cet ensemble n’est in-
clus dans un autre).
Dans notre cadre, et en terme de distributions
pii, le maximum de C(F ,m) est atteint ssi
chaque pii est un intervalle non-flou (i.e. les
sources donnent des bornes pre´cises). Quand au
minimum, C(F ,m) est d’autant plus petit que :
1. (F ,m) a un nombre e´leve´ d’e´lements fo-
caux Fk
2. les masses sont uniforme´ment re´parties
entre les e´le´ments Fk
3. il y a de paires d’e´le´ments focaux
Fk, Fj j 6= i telle qu’il existe une valeur
x ∈ c(Fj) → x 6∈ s(Fk)
avec c(Fk), s(Fk) les noyaux et supports de
l’e´le´ment focal Fk. La dernie`re contrainte as-
sure que l’inte´grale de Choquet vaudra 0 dans
l’e´quation (2), excepte´ pour Fk = Fj , ce qui
implique que Bel(Fk) sera minimal. Cet in-
dice mesure bien la confusion entre les sources,
puisqu’il augmente lorsque les informations des
sources se fuzzifient et lorsque les niveaux de
conflits sont uniforme´ment re´partis entre les
pairs de sources.
Soit n sources fournissant des ensembles flous
trape´zoı¨daux : le nombre maximal d’ensembles
focaux re´sultant de la me´thode est n(n−1)
2
+ 1.
De plus, nous avons Bel(Fk) ≥ 0.5m(Fk), a`
cause du caracte`re flou des Fk. Cela nous donne
inf(C(F ,m)) = 0.5(n(n−1)
2
+ 1)−2, une valeur
qui peut rapidement approcher 0, meˆme pour un
petit nombre de sources (0.03 pour 3 sources
et 0.004 pour 5 sources). Dans notre exemple,
C(F ,m) = 0.164, sugge´rant une situation as-
sez confuse. Ce re´sultat indique que l’informa-
tion est tre`s disperse´e, et donc que certaines
sources fournissent peut-eˆtre des informations
relatives a` diffe´rentes situations (des experts
ayant mal compris la question, . . . ). Notons
que cette mesure de confusion est diffe´rente de
l’indice global de conflit introduit au-dessus.
Si toutes les sources fournissent des intervalles
disjoints, l’indice de confusion sera minimal,
quand l’indice de conflit global sera maximal.
5 Construire une distribution finale
Nous l’avons vu dans les sections pre´ce´dentes,
la me´thode des sous-ensembles maximaux
cohe´rents permet d’extraire de l’information
utile sur les sources et sur leurs opinions concer-
nant une quantite´ mal connue. Ne´anmoins, il
peut eˆtre difficile d’utiliser directement la struc-
ture de croyance floue dans certains proble`mes.
Dans ce cas, il est ne´cessaire d’avoir une
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Figure 4 – Fonction de contour normalise´e (—)
et convexifie´e (---), avec distributions d’origine
me´thode qui permettent de construire une dis-
tribution unique a` partir de la structure de
croyance floue (F ,m). Une option naturelle
est de construire la fonction de contour de
la structure de croyance floue, c’est-a`-dire
pic(x) = Pl(x), ∀x, ce qui revient a` calculer
la moyenne arithme´tique des fonctions d’appar-
tenance des ensembles flous Fk (normalise´s), le
poids de Fk e´tant e´gal a` mk. Il est ensuite pos-
sible de normaliser pic et/ou de prendre son en-
veloppe convexe au besoin.
La figure 4 montre la fonction de contours nor-
malise´e et convexifie´e de notre exemple, avec
les distributions d’origine en fond. Le re´sultat
final est une distribution bimodale, avec un
mode centre´ autour de la valeur 8 et l’autre
ayant pour valeur 4, cette dernie`re e´tant la
plus plausible. Ces deux zones sont en effet
les seules a` eˆtre conside´re´es comme plausibles
par trois sources conjointes. On peut donc s’at-
tendre a` ce que la vraie valeur se trouve dans
une de ces deux zones, mais il est difficile
de se prononcer sur l’une ou l’autre. Dans ce
cas, il est plus prudent de prendre l’enveloppe
convexe de pic comme repre´sentation finale, ou
bien d’essayer de trouver les causes des conflits.
6 Conclusions
Nous avons de´crit une me´thode utilisant la no-
tion de sous-ensembles maximaux cohe´rents
dans le cas ou` plusieurs sources expriment leurs
incertitudes en terme de distributions de possi-
bilite´. Cette me´thode est simple (elle ne requiert
que l’information fournie par les sources) et in-
tuitivement se´duisante.
Nous avons propose´ diffe´rents moyens d’obte-
nir des informations a` partir du re´sultat de la
me´thode. Nous nous sommes concentre´s sur les
moyens de caracte´riser la situation par rapport
aux sources d’information. Ce type d’informa-
tion peut eˆtre utile pour savoir ou` les prochains
efforts devront se concentrer (pour trouver les
causes du conflit, ou pourquoi des sources ont
fourni des informations semblables, . . . ). Nous
avons aussi propose´ un moyen de construire une
distribution finale cohe´rente a` partir de l’infor-
mation disponible, en utilisant la structure de
croyance floue obtenue par notre me´thode. Cela
permet au de´cideur de construire une distribu-
tion synthe´tique, facile a` interpre´ter et a` mani-
puler, qui repre´sente bien l’ensemble des infor-
mations de´livre´es par les sources.
Comme mentionne´ plus haut, la me´thode des
sous-ensembles maximaux cohe´rents ne fait au-
cune supposition quand aux sources d’infor-
mation, et est applicable aussi bien sur un es-
pace symbolique que sur un espace me´trique.
Ne´anmoins, il existe des situations ou` de telles
informations sont disponibles et devraient eˆtre
prises en compte. La poursuite de ce tra-
vail consistera donc a` inte´grer de manie`re
cohe´rente ces informations dans la me´thode
de fusion, tout en conservant l’ide´e d’utiliser
les sous-ensembles maximaux cohe´rents. Il est
e´galement ne´cessaire de comparer les re´sultats
de cette me´thode avec d’autres me´thodes de fu-
sion (voir, par exemple [9])
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