ABSTRACT Task scheduling is one of the essential techniques in the cloud computing environment. It is required for allocating tasks to the proper resources and optimizing the overall system performance. Particle swarm optimization (PSO) algorithm is one of the most popular scheduling algorithms, which is used to maximize resource utilization. However, the performance of the PSO scheduling algorithm decreases when the number of tasks is significant. In this paper, the improved PSO (IPSO) algorithm is proposed to provide the optimal allocation for a large number of tasks. This is achieved by splitting the submitted tasks into batches in a dynamic way. The resources utilization state is considered in each creation of batches. After getting a sub-optimal solution for each batch, the algorithm appends all the sub-optimal solutions for batches into a final allocation map. Finally, IPSO tries to balance the loads over the final allocation map. The proposed algorithm is compared with different scheduling algorithms, namely, honey bee, ant colony, and round-robin algorithms. The results of experiments show the efficiency of the proposed algorithm in terms of makespan, standard deviation of load, and degree of imbalance.
I. INTRODUCTION
Cloud computing has become an influential architecture to perform large-scale and complex computing [1] , [2] . It facilitates convenient on-demand network access to a shared pool of configurable computing resources. These resources are rapidly provisioned and released with minimal management effort or service provider interaction. Flexibility and scalability are the most critical properties of cloud environments, which make it a highly complex and large distributed environment. Moreover, cloud computing provides facilities for processing massive amounts of data. As millions of users submit their computing tasks to the cloud system, task scheduling mechanism forms a vital role in cloud computing environments.
Task scheduling refers to a set of techniques for assigning a group of tasks to the available virtual machines (VMs). The main challenge of the task scheduling mechanism is to increase resource utilization without affecting the quality of services [3] . Task scheduling algorithms are categorized into deterministic and metaheuristic algorithms.
Deterministic scheduling algorithms include traditional algorithms such as First Come First Served (FCFS) [4] , Round Robin (RR) [5] , Shortest Job First (SJF) [6] and Load Balance over Slow Resources (LBSR) [7] . These algorithms are the basic algorithms for scheduling various tasks. However, they usually cannot find the optimal solution in a reasonable time, especially when the problem complexity increases [8] .
Metaheuristic algorithms include Hill Climbing (HC) [9] , Simulated Annealing (SA) [10] , Tabu Search (TS) [11] , Ant Colony Optimization (ACO) [12] , Cuckoo Search (CS) [13] and Particle Swarm Optimization (PSO) [14] . These algorithms are based on swarm intelligence, and they are used to find an approximated solution. This could be useful when the exact solution is too costly to obtain using deterministic algorithms [15] - [17] .
PSO algorithm is one of the most popular algorithms that are used to solve optimization problems in task scheduling processes [18] - [20] . However, scheduling a large number of tasks using PSO algorithm can reduce the system performance [21] - [23] . Moreover, most of the algorithms that are based on PSO either are based on modifying the PSO algorithm or based on working with the PSO (hybrid) produced results to schedule a limited number of tasks [24] - [30] .
In this paper, an enhanced scheduling algorithm is proposed. The algorithm is based on the PSO algorithm and aims at scheduling a large number of tasks without affecting the system performance. The proposed algorithm divides the submitted tasks into a number of batches in a balanced and dynamic way. It considers two parameters which are, the number of tasks and the total length of tasks per each batch. Then, it allocates a sub-optimal solution for each batch. Finally, sub-optimal solutions are appended to find the final allocation plan.
The rest of this paper is organized as follows: Section II presents task scheduling in a cloud computing environment. The design of the proposed algorithm IPSO is discussed in Section III. Section IV describes the simulation of IPSO implementation and compares it with other algorithms. Finally, Section V presents the main conclusions and future work.
II. TASK SCHEDULING IN CLOUD COMPUTING ENVIRONMENT
Task scheduling is a procedure used to allocate incoming tasks to the available resources. The main goal of tasks scheduling algorithms is to maximize the resources utilization without affecting the service parameters of the cloud [3] . Figure 1 shows the basic scheduling process which is done in the cloud environment. The figure shows that task scheduling is divided into three processes. The first process is the information providing process, in which the task scheduler collects task information and resources information from the task manager and the resource manager. The second process is a selection process, in which the target resource is selected based on specific parameters of the resource and the task. These parameters include task size, task priority, reliability factor, activity-based cost, and dynamic slotted length of the tasks. Then, the task scheduler sends the task allocation plan to the resource manager. The task distribution is the final process. In this process, the task manager allocates each task to the appropriate resources. As expected, scheduling a large number of tasks causes computing efficiency degradation. That leads to long makespan, long wait times, and increased costs. Therefore, the problem of optimal allocation of a large number of tasks to the available VMs is a great challenge.
Scheduling in cloud computing is considered as a problem with a large solution space. Thus, it takes a long time to find an optimal solution. Deterministic scheduling algorithms are much easier and faster to implement because they are all designed based on one or a few rules for managing and arranging the tasks. However, these algorithms can not find the optimal solution in a reasonable time, especially when the problem becomes complex or the number of tasks is too large. In contrast, metaheuristic-based techniques have been proved to achieve near-optimal solutions within a reasonable time for such problems.
Metaheuristics-based algorithms generally provide better results than deterministic algorithms in terms of quality [15] . Therefore, metaheuristics have great popularity due to its efficiency and effectiveness. Metaheuristic task scheduling algorithm has two types namely; single solution-based metaheuristics, and population-based metaheuristics. Single solution algorithms focus on modifying and improving a single candidate solution such as HC, SA, and TS. On the other hand, population-based algorithms maintain multiple candidate solutions. Therefore, these algorithms use population characteristics to guide the search. Metaheuristics generally are slower than deterministic algorithms. That is why the recent trend [8] in some research areas tries to pre-process the input data to accelerate the execution time of metaheuristic algorithms. Recent research that works on metaheuristic algorithms usually focuses on three main goals: modifying the fitness function, modifying the operators, and hybrid metaheuristics. Research aiming at adjusting the fitness function [16] is based on redesigning or adding the fitness function to fit better with the cloud environment. Whereas, modifying the operators usually involves redesigning or adding the transition operators inspired by other scheduling algorithms. Finally, research that considers hybrid metaheuristics [17] aims at using different scheduling algorithms to enhance the performance of the original algorithm [17] .
Giving the fact that PSO is an evolutionary computational technique motivated by the social behavior of the particles, the PSO algorithm does not require any gradient information of the optimization function. Moreover, it only utilizes primitive mathematical operators and few parameters. In PSO, each member of the population is called a particle, and the population is called a swarm. Starting with a randomly initialized population and moving in randomly chosen directions, each particle goes through the searching space and remembers the best previous positions of itself and its neighbors. Finally, all particles tend to fly towards better positions over the searching process until the swarm moves close to an optimum position. PSO algorithm suffers from partial optimism, which degrades the regulation of its speed and direction. When the VOLUME 7, 2019 PSO search space expands, the chance of finding an improved optimal solution becomes harder [21] - [23] .
The performance of PSO can be improved by modifying the PSO algorithm. The parallel version of PSO (P_PSO) is proposed to overcome the premature convergence and getting stuck into local optimum [24] . The swarm is randomly divided into multiple sub-swarms. Each sub-swarm evolves independently. This process is repeated for certain iterations. After that, the swarms are merged to form a single evolutionary phase, in which the best swarm of each sub swarm is compared to determine the global best. The multidimensional quality of service (QoS) requirements and Berger model to judge the fairness of the resource allocation results are introduced to improve the PSO algorithm by adjusting its parameters dynamically and making the position-coding discrete. It effectively carries out user tasks and reflects more fairness [25] . Shortest Job to Fastest Processor PSO (SJFP_PSO) sorts the tasks and processors in ascending order. After sorting, the Shortest Job to Fastest Processor (SJFP) algorithm is applied to generate the initial population for the PSO algorithm [26] . Load Balancing Mutation PSO (LBMPSO) tries to increase the reliability of the cloud computing environment by considering the available resources and reschedule tasks that are failed to allocate [27] . The comparison among Small Position Value PSO-SPV, Load Rebalance PSO-LR, Short Job Fast Processor SJFP-PSO, and Load Rebalance PSO-LR shows that the modified PSO algorithm successfully makes some improvement compared with the standard algorithm of PSO [28] . However, there is still a room for improvements as the enhancement percentage does not achieve the optimum performance of PSO.
Looking into a different paradigm to improve the performance of PSO is the hybrid PSO with other algorithms. Combining the PSO algorithm with the SA algorithm can improve convergence rate and guarantee an accurate solution. This combination is called particle swarm-simulated annealing (SA_PSO) [29] . The SA_PSO reduces the tasks average running time and raises the availability rate of resources. In [30] , two hybrid algorithms are introduced based on PSO to schedule the tasks. The two algorithms are Best-Fit-PSO (BF_PSO) and Tabu Search PSO (TS_PSO). The main principle of the modified BF_PSO algorithm is using the BF algorithm to generate the initial population of the standard PSO algorithm instead of initiating it randomly. According to TS_PSO algorithm, the TS algorithm has been used to improve the local research by avoiding the trap of the local optimality, which could occur when using the standard PSO algorithm. A hybrid PSO-hill climbing algorithm employs PSO along with the hill climbing algorithm to allocate subtasks to the available resources [31] . The experimental results on random and scientific Directed Acyclic Graph (DAG) show that the PSO-hill climbing algorithm is significantly more effective than the current well-known heuristic and PSO algorithms in terms of improving the makespan.
Most of the algorithms that are based on PSO on task scheduling in the cloud environment focus on makespan minimization and the provision of the desired level of quality of service. As PSO algorithms suffer from low performance with a large scale of data [23] , many algorithms [24] - [31] have been proposed to improve the performance of PSO. These algorithms include the modified-PSO algorithms [24] - [28] and the hybrid-PSO algorithms [29] - [31] which try to enhance the makespan and standard deviation for scheduling a small number of tasks. However, based on our survey, no much work has been done to improve the scheduling performance with large-scale allocation in a cloud environment (a maximum of 1000 tasks in [27] ). In this paper, a new task scheduling algorithm IPSO is proposed to solve the limitations of the previously mentioned algorithms.
III. IPSO TASK SCHEDULING ALGORITHM FOR LARGE-SCALE DATA
The primary goal of IPSO is to optimally schedule a large number of tasks to the available VMs in the cloud-computing environment. Each task may be allocated to any VM. Each task must be scheduled for only one VM. The main objectives of the proposed IPSO algorithm are to minimize the makespan and maximize the resource utilization. Table 1 shows the notations used in mathematical analysis.
In this section, a set of data centers is considered. Each one consists of a set of L hosts; each host consists of a set of m VMs. The proposed model uses the VM i to represent the i th resource with execution speed in Million Instructions Per Second (MIPS) as follows:
The proposed model assumes that the cloud systems have received n tasks, which have different sizes and are independent of each other. The proposed model uses the T j to represent the j th task with length in Million Instructions (MI).
The scheduler is responsible for finding an optimal allocation plan to the available m VMs to the submitted n tasks. The allocation plan matrix P can be presented as:
The allocation plan matrix consists of binary variables denoting the T j is assigned to VM i or not. It can be formulated as follow:
The proposed model also assumes that each task is assigned to only one virtual machine. This can be formulated 
In this section, The IPSO control structure is explained. A flow structure for it is depicted in Figure 2 . The figure shows that IPSO consists of three phases namely, Collect the tasks in batches, Scheduling the individual batches, and Rebalancing Final Allocation Plan. Those main phases of the algorithm are described in the following subsections. Figure 2 shows the main process of this phase. In this phase, the tasks arrive in the ready queue. Once all tasks are queued, tasks attributes are computed. To maximize the use of resources, we have used a new parameter µ as the leading indicator for the resources utilization state. It is calculated for the system in each creation for the batch as the primary reference for the utilization check that represents the mean of available resources and is calculated as follows: Based on the available resources, the proposed algorithm dynamically split the tasks into batches with an acceptable consumption of available resources in order to obtain a fast load balancing.
A. PHASE I: COLLECT THE TASKS IN BATCHES
The adaptive splitting procedure is applied to collect the tasks in batches. The IPSO starts to accumulate the sum of VOLUME 7, 2019 task length by using the following equation:
The stop condition for collecting tasks in a batch is determined when the length of batch violates the resources utilization state. The proposed algorithm puts a constraint on batch length to be always less than or equal to the mean available resources, which can be formulated as:
Our goal is to obtain an optimal task mapping on resources by minimizing the completion time of the tasks while maximizing the use of resources. Therefore, the next phase tries to find an optimal allocation plan after considering resources utilization state in the current phase.
B. PHASE II: SCHEDULING THE INDIVIDUAL BATCHES
After collecting tasks into batches, the scheduler tries to find an optimal allocation plan for each batch. It allocates tasks to the appropriate VMs based on PSO. PSO calculates the runtime matrix RT i,j for every T j in the batch on every VM i as:
PSO is initialized by creating a group of random solutions called particles and then searches for an optimum solution by updating generations. Therefore, the particle position matrix and velocity matrix in iteration t are randomly initialized. In every iteration, each particle is updated by two best values namely, personal best, and global best. Moreover, the process considers the value of the inertia weight (ω) which is used to control the velocity. It depends on the predefined maximum possible value of inertia weight (ω max ) and the predefined minimum possible value (ω min ) as in [24] .
After finding the two best values, the particle updates its velocity and positions using the equations (10) and (11) [32] :
The completion time for VM i to execute the allocated S tasks for each particle allocation matrix can be formulated as [33] :
The objective function of the proposed algorithm is to find the shortest time of running the tasks on the available resources in order to achieve minimum makespan. The makespan is the highest completion time. Therefore, PSO uses a fitness function to evaluate the solution of each particle. The fitness function is used to estimate the efficiency of one schedule to another based on the objective makespan. In order to meet the main objective of the proposed algorithm and find the optimum solution of PSO, the fitness function in (13) is used to calculate the completion times of every VM and return the highest completion time as the fitness value (f) of each PSO particle:
PSO updates the pBest id (t + 1) for each particle as:
PSO updates the gBest id (t + 1) for all particles as:
PSO repeats the previous steps for each particle until the maximum number of iterations is reached. Finally, PSO considers the best solution found so far as the final solution [34] . Once PSO terminated, sub-optimal allocation plan of the current batch is founded. IPSO appends this sub-optimal allocation plan to the final allocation plan. IPSO begins a new iteration of the previous steps to find the next batch and its appropriate sub-optimal allocation plan. Finally, all sub-optimal allocation plans are appended to the final allocation plan.
C. PHASE III: REBALANCING FINAL ALLOCATION PLAN
In this phase, IPSO tries to balance the loads over all resources. The rebalancing process in this phase is based on moving tasks from the heaviest loaded VM with maximum completion time to the lightest loaded VM with minimum completion time. The proposed IPSO uses available resources list to help in the task movement operation. This list contains the resources that have tasks which can be moved to another resource in order to minimize the completion time. At the beginning of this phase, the available resources list includes all the available VMs. The phase ends when the list becomes empty. As shown in Figure 2 , the rebalancing process can be summarized as follows:
1. IPSO calculates the completion time CT of all the available VMs. 2. It adds the VM with the maximum completion time to the available resources list as the heaviest loaded VM. 3. The first task in the heaviest VM is considered as the current task. 4. IPSO sets the VM with the minimum completion time as the lightest loaded VM. 5. IPSO tries to move the current task in the heaviest loaded VM to the lightest loaded VM. 5.1 If this movement produces makespan is less than the previously calculated makespan, the change is accepted, and the completion time of both machines is updated.
If this movement produces makespan is greater
than the previously calculated makespan, the action is rejected. 6. If there are other tasks in the current heaviest resource, IPSO sets the next task as the current task and goes to step (4) . Otherwise, the IPSO removes the current heaviest loaded VM from the available resources list. 7. If there are any available resources in the available resources list, IPSO goes to step (2). Finally; the balancing process stops when the available resources list becomes empty.
D. THE TIME COMPLEXITY OF IPSO ALGORITHM
The complexity of the IPSO algorithm is measured based on its three main phases. For finding the allocation plan for n tasks which is batched into k of batches on m VMs, the complexity of the algorithm is calculated as shown below:
Phase I (The Task Batching Phase): This phase is applied to the n tasks that are submitted into the system. In this phase, the task scheduler collects information from the task manager and the resource manager to create the appropriate batches. The submitted n tasks are split into small k batches of tasks depending on the two thresholds. The complexity of this phase is O(n).
Phase II (Scheduling the Individual Batches Phase):
The IPSO system provides k number of batches that can cover n number of submitted tasks. Each batch is scheduled by PSO scheduling algorithm to get its sub-optimal solution. The complexity of the PSO algorithm is O (n 2 ). PSO repeats this step k times, so the complexity of this phase is k × O(n 2 ). Since k n, k is considered a minimal number and can be ignored. Therefore, the complexity of this phase is O(n 2 ).
Phase III (The Rebalancing Phase): In this phase, IPSO tries to balance the loads over all m resources. The rebalancing process in this phase is based on moving tasks from the heaviest loaded VM to the lightest loaded VM. The complexity of the balancer is m × O(n) where m n. Therefore, m can be neglected. Hence, the complexity of this phase is O(n).
The total complexity of IPSO algorithm is O(n + n 2 +n) = O(n 2 +2n) ≈ O(n 2 ). Therefore, the complexity of the IPSO algorithm is O(n 2 ).
E. THE EVALUATION METRICS
The evaluation metrics of IPSO is measured in terms of two performance metrics namely, the Degree of Imbalance (DI) and the standard deviation of load (σ ).
The degree of imbalance DI measures the imbalance among VMs. Therefore, considering DI during the allocation avoids unbalanced workload of VMs.
CT i where i = 1, .., m
The standard deviation σ shows the amount variation or dispersion exists from the average [35] .
where i = 1, ., m (17)
IV. SIMULATION IMPLEMENTATION AND RESULTS
To evaluate the efficiency of the IPSO, CloudSim is used to model and simulate different task scheduling techniques in large-scale cloud computing. The performance of the proposed algorithm is analyzed on the basis of the simulation results. In the next two subsections, the simulation configuration is introduced, and the simulation results are discussed.
A. SIMULATION CONFIGURATION
CloudSim [36] is a simulation tool that is used for evaluating the performance of the proposed algorithm and comparing the results with other algorithms in terms of makespan, standard deviation and degree of imbalance. Table 2 shows the simulation environment of the experiments. 
B. SIMULATION RESULTS
To evaluate the proposed algorithm, we compared its performance against three swarm optimization techniques namely, PSO ACO algorithm [12] which is based on ant colony; LBA_HB [17] which is based on honeybee, and RR algorithm which is a deterministic algorithm. Since we already extended the implementation of PSO in CloudSim to incorporate our proposed improvements in IPSO, we were able to customize the number of tasks when comparing the standard algorithm of PSO to the proposed algorithm and consider a large number of tasks. The experiments used a varying number of tasks from 3000 to 10000. Table 3 shows the results of comparing the proposed IPSO algorithm with the standard PSO algorithm in terms of makespan. The table shows that, with 7000 tasks, IPSO decreases the makespan by about 58% when compared to the PSO algorithm. It also attests that the standard deviation in PSO increases significantly when the number of tasks increases. The table also presents the degree of imbalance for the two algorithms PSO and IPSO. It shows that, when working with 3000 tasks, IPSO decreases the degree of imbalance by 95% when compared to the standard algorithm of PSO. Regarding ACO and LBA_HB, the simulation parameters were configured based on the experiment settings that are used in their evaluation [17] . Figure 3 shows the makespan of the task-scheduling algorithms when the tasks number varies from 300 to 1000. It can be observed that the proposed IPSO achieved the minimum makespan when compared with other algorithms. With 300 tasks, the makespan of IPSO is less than LBA_HB with 25%. When increasing the number of tasks, the difference between the IPSO makespan and the makespan of the other four algorithms is also increasing. When the number of tasks reaches 1000 tasks, the makespan of IPSO is about 190 s as opposed to about 600 s for ACO algorithm. This implicitly proves the efficient use of resources in the proposed algorithm. Moreover, IPSO prevents allocation of requests to loaded VM by using the rebalancing process. Therefore, it achieves an effective load balancing and decreased completion time. The consideration of the degree of imbalance during the allocation would help to avoid unbalanced workload of VMs. Figure 5 presents the degree of imbalance for RR, ACO, LBA_HB, PSO, and IPSO algorithms. It can be concluded from the figure that the degree of imbalance of the proposed IPSO algorithm has the least value. As IPSO assigns rebalancing phase after finding the allocation map, it prevents unbalanced workload situations.
V. CONCLUSIONS AND FUTURE WORK
Efficient task scheduling is needed to save the completion time and effectively utilize the resources well. In this paper, a new task scheduling algorithm IPSO has been proposed to run large-scale data in the cloud computing environment. The proposed algorithm aims at decreasing the workload on each particle by batching the big list of tasks into small sub-lists. Using the leading indicator, the resources utilization state is evaluated in each creation for batches. After getting sub-optimal solution for each batch using the PSO scheduling algorithm, IPSO tries to balance the loads over the resources. To evaluate the performance of the proposed algorithm, a comparative study has been undertaken among our proposed algorithm IPSO and the state-of-the-art scheduling algorithm namely, RR. In addition, the proposed algorithm is compared to the existing SI algorithms; ACO, LBA_HB, and PSO. The experimental results prove the efficiency of our proposed algorithm IPSO in minimizing makespan up to 50%. In addition, IPSO improves the standard deviation and the degree of imbalance. The proposed task scheduling algorithm IPSO may be further extended by considering other objective functions such as cost or energy consumptions. In addition, the proposed algorithm may be modified to work as a parallel workflow scheduling. 
